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ABSTRACT
The Fragmented Mind: Working memory cannot implement consciousness
by
Javier Gomez-Lavin

Advisor: Jesse Prinz
In both philosophy and the sciences of the mind there is a shared commitment to the idea that
there is a center— the seat of consciousness, the source of deliberation and reflection, and the
core of personal identity —in the mind. My dissertation challenges this deeply entrenched view.
I review the empirical literature on working memory, psychology’s best candidate for the
workspace of the mind, and argue that it is not a natural kind and cannot inform these central
cognitive processes. This deflationary view directly imperils many naturalistic theories of
consciousness that rely on working memory, which are reviewed in this project. This dissertation
thus serves as the necessary first negative step required to begin the process of articulating
socially-embedded accounts of many central cognitive processes that dominate the contemporary
philosophical literature, including consciousness and reasoning.
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INTRODUCTION
Taking this very string of words from the page and processing them together as a coherent
whole, a thought, is remarkable feat of the mind. As you glance past each word they fade from
your immediate view and yet you keep traces of them alive, in an instant combining them with
prior knowledge to grasp the author’s meaning. Psychologists since James (1890) have attempted
to model and understand this ability to build an active present, the bridge between our immediate
past and the possibility of future action. This capacity to hold information in mind and to use it to
guide our behavior is now at the heart of a foundational construct of cognitive psychology,
working memory (Baddeley 2007). As philosophers incorporate scientifically vetted capacities to
unravel longstanding questions and puzzles of the mind, working memory has begun to play a
central explanatory role in new theories of “core” or “central” cognitive processes, including
consciousness (Prinz 2012; Dehaene 2015), reasoning (Evans & Stanovich 2013; Mercier &
Sperber 2017), and reflection (Carruthers 2015). Drawing on philosophical method and my own
background in neuroscience, this dissertation challenges both the nature of working memory as
the workspace of the mind and its role in explaining consciousness.
But why focus on working memory? Philosophers and psychologists both have a shared
commitment to the notion that there is a center—the source of deliberation and reasoning, the
core of personal identity, and the control structure for volition—in the mind. In philosophy,
appeals to cognitive unity as a key factor in human mental achievements stretches back from
Kant’s description of the rational agent (Korsgaard 2009), to the Cartesian meditator (Carriero
2009), reaching to Aristotle’s account of the virtuous agent, or phronimos, who deliberates with
the aid of phantasia, our innate ability to form and retain images from past experience (De
Anima 431a16). Doris summarizes this sentiment well in his recent work on agency: many
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philosophers “want to find a there there—a person, rather than haphazard muddle of cognitive
systems.” (2015, 3). Working memory, borne of “cognitive revolution” of the 1960s and 1970s,
was conceived as a general system situated between perception and action whose task is to keep
information in mind and to use that information in the service of our goals—for instance, solving
the 20th century problem of holding a phone number in mind long enough to write it down
(Atkinson & Shiffrin 1971; Baddeley 2007). As working memory became embedded in the
landscape of psychology, its purview increased to where it is now responsible for, as Jonides and
Nee (2006) put it, “such acclaimed human intellectual achievements as reasoning, languageprocessing, and problem solving,” and general “thinking” and “planning” (223; Funahashi 2006,
251). As mentioned above, recent accounts of central cognitive functions have taken advantage
of working memory and its large supporting literature to help scaffold theories aimed at
resolving longstanding issues in the philosophy of mind.
This dissertation inverts this narrative. Using the analytic tools of philosophy of science, I
review empirical developments surrounding working memory and conclude that there is no
single-purpose system that can carry out all the functions that psychologists and philosophers
have assigned to the “center” of the mind; that is, there is no there there. Instead, working
memory collects and describes a plethora of fragmented systems and paths that creatures can use
to get from perception to action. Deflating working memory also greatly problematizes many
first-order, naturalistic theories of consciousness. While this fragmented view of cognition does
imperil theories of consciousness and reasoning that rely on working memory, it also the creates
the necessary space for socially-embedded, less-individualistic, less-anthropocentric, and antiableist accounts of these central processes that I hope to articulate as part of my larger
philosophical project.
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The dissertation consists of two parts. Chapters one and two survey the history of
working memory, and argue that there is no single capacity that underlies all of the central
processes associated with working memory. Chapters three and four apply the deflationary
narrative to prominent first-order theories of consciousness. Finally, Chapter five critiques the
concept of report on which these theories rely. As a general note to readers, I strongly encourage
that they consult the index of arguments, the Lucius Partibus, that I have provided in the front
matter as they peruse the main text. This dissertation sits at the border of theoretical neuroscience
and philosophy of science, and as such I am compelled by norms of charity to provide an
abundance of explanation on both fronts to make my claims and arguments as accessible to the
broadest audience that may find them useful. As such, some sections—for instance an
explanation of natural kindhood or a description of the basic properties of working memory
models—may be redundant for some readers. Consulting the Lucius Partibus will prevent
readers from missing or overlooking any important argumentative steps.
Chapter one reviews how working memory has transformed from a general system of
cognition and learning (Atkinson & Shiffrin 1971), through Baddeley’s hugely influential
sensory-specific “multicomponent” model (2007), to recent “emergent” accounts that view
working memory as a process distributed throughout the brain, as opposed to a single-purpose
system (Postle 2006; Christophel et al. 2017). This survey allows me to distinguish and define
key terms that consistently appear in the literature, such as the “maintenance” and
“manipulation” of information. Finally, I argue that maintenance is a version of manipulation,
and that the broad scope attributed by these theories to working memory represents an error
ossified at the heart of the construct; namely, that working memory is understood as a voluntary
capacity that stands-in for most cognitive processes (Craik & Levy 1976).
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In Chapter two, I argue that working memory is treated as a natural kind; that is, the
properties associated with working memory, and how they are implemented in the brain, mirror a
natural division, or “joint,” in the mind. This point is made explicit in Carruthers’ recent
philosophical review of working memory (2015, 180). Homing in on the “maintenance” of
information as the property common to a generic account of working memory, I argue that
working memory does not satisfy even a congenial, or pluralist, account of natural kinds
(Khalidi 2013). I show that maintenance of information occurs throughout the nervous system,
and is associated with numerous processes not unique to working memory; for instance, even the
retina can be understood to maintain and manipulate information when we perceive an
afterimage (Shimojo et al. 2001). I close with a dilemma: either working memory is an
overarching term that refers to the diverse systems that maintain and manipulate information, in
which case it reflects cognition wholesale, or working memory refers to an artificially restricted
subset of these systems, in which case it cannot explain all of our central cognitions. Neither
horn secures working memory’s status as a natural kind—that is, as an objective division of the
mind.
Chapters three and four begin the large exegetical project of examining how working
memory is manifest across five prominent, first-order accounts of consciousness. Ultimately, I
critique nearly all the theories for their overreliance on a unitary and broadly capable model of
working memory that does not exist. Chapter three reviews Prinz’s AIR theory of consciousness
(2012). I argue that Prinz account cannot adequately separate attention from working memory
and thus falls prey to the same charge of centrality that he lays against global workspace theorists
(see arguments IV and V in the Lucius Partibus).
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Chapter four then reviews four other first-order accounts, beginning with Baars’ original
global workspace model (1988), Carruthers’ modern variant of the same model (2015), Lamme’s
recurrent processing framework, and Dehaene’s global neuronal workspace theory (2014). The
bulk of the chapter is a close examination of Dehaene’s theory, relevant findings from the
neuroscientific literature, and a careful critique of his view. In particular, I argue that Dehaene’s
four signatures of consciousness are neither necessary nor sufficient for consciousness, that the
workspace cannot be manifest in frontal areas of the brain, and that his equation of the
workspace with working memory threatens to render the theory trivial (see specifically
arguments VIII, X, and XI in the Lucius Partibus). I also examine a serious concern I have with
the structure of subliminal paradigms to hunt for the correlates of consciousness, arguing instead
that these paradigms only detect signs of stimulus novelty or task-saliency (argument IX).
Chapter five presents a more theoretical critique of the concept of reportability. Report is
taken to provide a window to conscious experience and sits at the center of many of these firstorder theories of consciousness. I argue that it does not form a functional or anatomically unified
kind, and that it is only unified by an implicit assumption that ties it to conscious experience.
However, behaviors of “vegetative-state” patients challenge this assumption; for instance,
consider that patients with anencephaly demonstrate a range of report-like behaviors. This forces
a dilemma, particularly germane to global workspace theorists, as they must either revise a large
portion of their theory to accommodate these behaviors as reports, or they must drop the implicit
assumption that report is tied to consciousness. Doing so further requires that they provide
additional criteria to differentiate bona fide instances of report.
Finally, I spend a few moments meditating on the purpose of the dissertation and the
future directions of my philosophical project. Conceived as a palliative project, this dissertation

5

does much of the necessary negative work—disabusing philosophers and psychologists alike of
their reliance on conceptual black-boxes—that prevents the successful articulation of a more
fragmented account of cognition, one that takes seriously our nature as social creatures.
Ultimately, though the dissertation is negative, I do hold that we can keep information in mind,
that we are conscious, and that we can reason, but how various animals or people will realize
these abilities will differ and is not contingent on the possession or operation of a single-purpose
internal “center” of the mind, most recently conceptualized as “working memory.” This project
thus mirrors my own experiences and commitments as a scholar of both the humanities and the
social sciences; by interfacing philosophy of science with empirical psychology and deeply
considering how accounts of the mind shape our understanding of ourselves and creatures like
us.
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CHAPTER ONE: A History of Working Memory

0.1 Signpost of what is to come

This chapter gives a compressed review of the history of working memory in psychology and
neuroscience (§2), by focusing on three models of the construct. I begin with Atkinson and
Shiffrin’s 1971 unitary model (§2.1), move to Baddeley’s multicomponent model (§2.2), and end
with Postle’s emergentist account (§2.4). In reviewing these ever more fractured illustrations of
working memory, I isolate five traits that these models share (§2.1) and discuss the move from
univariate to multivariate measures in neuroscience (§2.3). I then dispute Postle’s (2015a)
division of working memory and short-term memory, which he achieves by restricting bona fide
instances of working memory to manipulation paradigms (§3). I argue instead, that these two
fundamental properties of working memory: maintenance and manipulation, are in fact variants
of one another. Finally, in section 4, I propose a generic account of working memory compatible
with each of the three theories previously reviewed, and which isolates maintenance as working
memory’s key functional property. This then leaves us better prepared to examine whether
working memory is a genuine natural kind in Chapter two.

1.0 Overview

Working memory—our ability to hold things in mind—has transformed from a simplistic model
of behavior to a foundational construct in cognitive psychology and neuroscience, and along with
attention shapes much of the theoretical and empirical landscape of the field. How did working
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memory come to play such a central role in our understanding of the cognitive system? This
chapter sketches that history and argues that despite disagreements regarding the implementation
of working memory in the mind-brain, it is treated as a natural kind: a real, neurally-realized
capacity that underwrites our ability to maintain and manipulate information.

2.0 A history of working memory

Working memory is a product borne of lively discussions on the nature of human memory that
characterized the cognitive turn in psychology in the 1960s and 1970s. These debates stemmed
from earlier theoretical divisions of memory into long- and short-variations—which can trace
their history back to Mill, Wundt, and James (Atkinson & Shiffrin 1971)—and were also
influenced by the then contemporary innovations in computation (Hazy, Frank, & O’Reilly 2006;
Repovš & Bresjanac 2006). As Craik and Levy point out in their 1976 review of the theoretical
terrain of “primary” or short-term memory, there were a number of competing terms and
viewpoints, such as Atkinson and Shiffrin’s (1968) “short-term store” and Broadbent’s “psystem” (1958), that occupied at least four different levels of analysis: task-dependent-,
structural-, process-, and phenomenological-models (Craik and Levy 1976, 134; see their “Table
1” for an excellent visual overview). At the time, it was not at all clear that “working memory,”
as just one of many constructs for this overly general phenomenon of keeping information in
mind, would ultimately become the de facto standard model.1 In what follows, I first provide a
cursory review of the development of term “working memory,” from its original use by Miller et
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For instance, in their hefty overview, Craik and Levy only devote two paragraphs to Baddeley & Hitch’s (1974)
then very-recent multicomponent account of working memory, spending far more time on Atkinson and Shiffrin’s
model.
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al. (1960), to Atkinson and Shiffrin’s (1971) nuanced treatment of working memory as a unitary
short-term store and control system, to Baddeley’s influential multicomponent model, ending
with an overview of recent trends towards a distributed or “emergentist,” sensorimotor view of
working memory that sees it realized throughout the brain.

2.1 First uses and Atkinson and Shiffrin’s unitary model of working memory
Originally coined by Miller, Galanter and Pribram in their 1960 book, “Plans and the Structure
of Behavior,” working memory served as a “quick-access” store for our plans:
When we have decided to execute some particular Plan, it is probably put into
some special state or place where it can be remembered while it is being executed.
We would like to speak of the memory we use for the execution of our Plans as a
kind of quick-access, ‘working memory’ (65).
The term then re-entered the literature with the 1971 refinement of Atkinson and Shiffrin’s
original 1968 model, which differentiated short- and long-term stores of information. The 1968
model, theorized to explain primacy and recency effects in serial recall tasks where subjects tend
to remember items from the beginning and end of a large list, proposes that sensory information
from our perception is encoded into “slots” in the short-term store, where they are maintained by
a simple rehearsal loop, which allows them to enter into long-term memory, or they are
overwritten by new percepts (113). The 1971 revision, adapted in Figure 1 below, adds a series
of control processes to the short-term store: an explicit rehearsal mechanism, a coding system,
the capacity for mental imagery, and a set of decision and problem-solving strategies, among
other things. As the authors claim, “because control processes are centered in and act through it,
the short-term store is considered a working memory: a system in which decisions are made,
problems are solved and information flow is directed” (83).
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Figure 1. Atkinson and Shiffrin’s 1971 revised model of human memory and cognition. Notice
the different types of arrows connecting the various modules. Thicker lines imply that the
connection is necessary, whereas dashed lines imply that such a movement is optional.

It’s worth pausing to unpack five traits of Atkinson and Shiffrin’s account, as these traits
will help us compare this original model to later, more fragmented iterations of working
memory:
(i) the relation between working memory and consciousness
(ii) the relation between working memory and voluntariness
(iii) the implementation of working memory
(iv) the maintenance and manipulation of information
(v) the scope of working memory
Here I review the first three traits before spending more time on the second two. The authors
explicitly identify the short-term store with what we might now term conscious access, “we tend
to equate the short-term store with ‘consciousness,’ that is, the thoughts and information of
which we are currently aware can be considered parts of the short-term store” (83). 2 Atkinson
and Shiffrin also claim that the control processes in working memory are under voluntary
control; for instance, consider when they state that working memory operations “are under
immediate control of the subject and govern the flow of information” and can be “selected at the
subjects’ discretion” (1971, 82-3). Though the authors are agnostic about the implementation of
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Though they go on to note, pace Dehaene that “such a statement lies in the realm of phenomenology and cannot be
verified scientifically” (1971, 83).
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the short-term store, likely due to the then unsophisticated status of neuroscientific methods, they
do predict that while their model is not “a final theory,” “nevertheless…the short-term store and
its control processes will be found to be central” (90).
Atkinson and Shiffrin posit the rehearsal mechanism as a key central process with two
functions: it not only instantiates the maintenance of information by increasing the “strength of
information,” but it also enables the transfer of representations from the short-term store to our
long-term memory (84). There are two consequences to draw out from this claim. First,
maintenance grounds all other control processes—without it information does not remain in the
short-term store for other “central processes” to carry out their functions (Shiffrin 1975). Second,
maintenance is an active process that transforms information in one of two ways: either it
“increases” the strength of the representation through a process of amplification, or it copies that
information to long-term storage. Even though the content is preserved across these
transformations, they both count as a kind of functional manipulation of the information in
working memory. Other control processes might also engage in other, task-specific,
transformations of the information held (e.g., reencoding the mental image of a dog to its
semantic category of DOG), but the crucial lesson to draw out here is that maintenance of
information is itself a kind of manipulation of that information.
Finally, the short-term store in Figure 1 is conceived as a unitary system with a wide
range of responsibilities. Here information from across perceptual systems is reencoded into a
single, multi-modal store, which through active processes maintains that information and allows
us to apply voluntary strategies to that information. Uniting this pluripotent short-term store with
a range of “control processes” to direct behavior gives this system a huge purview over our
cognitive lives. As Craik and Levy put in their review, “the short-term store is much more than a
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simple stage of learning; it is the control center for all cognitive activity” (1976, 165 emphasis
mine). We can now see that the equation of working memory—a general capacity to maintain
and manipulate information in the service of our goals—with cognition wholesale first occurs in
Atkinson and Shiffrin’s 1971 model.

2.2 Baddeley’s multicomponent model
Baddeley and Hitch were influenced by Atkinson and Shiffrin’s model but found that a unitary
store could not account for results from a series of dual-task experiments (Baddeley & Hitch
1974; Baddeley 2010, R136-7). In these dual-task conditions, participants were given reasoning
tasks of increasing complexity (e.g., they were shown a stimulus set of “AB” and were asked a
series of true or false questions, “Does A precede B?” etc.) while simultaneously asked to repeat
a single word, ordered numbers, or random numbers (Baddeley & Hitch 1974). Participants who
repeated the words or ordered numbers performed close to control conditions, while those who
repeated random numbers suffered performance deficits; this result should not be expected by a
single short-term store. These findings, coupled with brain lesion research by Shallice and
Warrington (1970), led Baddeley and Hitch to propose a multicomponent model of working
memory (see Figure 2 below).

12

Figure 2. A version of Baddeley’s multicomponent model of working memory, a term which
now describes the entire four-part system in blue. Functions described in the lower green box
represent stored knowledge that is accessed by the relevant subcomponents of working memory
(adapted from Baddeley 2010).

Baddeley’s model fragments the Atkinson and Shiffrin’s unitary “short-term store” into
two sensory-specific subsidiary systems, the visuo-spatial sketchpad and the phonologoical loop,
directed by a flexible controller, or the “central executive” and its episodic buffer. These
subsystems, when working in tandem, “are assumed to be necessary in order to keep things in
mind while performing complex tasks such as reasoning, comprehension and learning” (2010,
R136). Their model explains a range of findings and generates testable predictions, for example
that visual stimuli ought not interfere with auditory rehearsal, and has become one of the most
cited and influential accounts of working memory that frames most empirical papers’
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introduction section on the topic (see, for example: Repovš & Bresjanac 2006; Rypma 2006;
Marchuetz & Smith 2006).
The multicomponent model still overlaps significantly with Atkinson and Shiffrin’s
earlier version, and we can contrast the two using the five traits expanded in section 2.1. Rather
than equate the multicomponent system with conscious access, Baddeley situates conscious
access as either a feature or consequence—it’s not entirely clear which metaphysical relation
Baddeley prefers—of the episodic buffer, which serves as a multimodal workspace that can bind
the contents of perception into coherent “episodes” (Repovš & Baddeley 2006, 11). Explicit
claims about voluntariness are replaced instead with reference to attention-driven operations of
the central executive, which is presumed to be at least partial under the control of the agent,
perhaps through their motivational-states or goals (Baddeley 2007, 151). It is interesting to note
that after Atkinson and Shiffrin’s model, talk of the voluntary control of working memory drops
completely out of the literature; most likely because researchers understand that working
memory—as a central workhorse of cognition—ought to explain phenomenological phenomena
such as a feeling of voluntary control, hence to include it would beget a circularity, which I
review in Chapter two, section 4.2.
Maintenance and manipulation still serve as the twin concepts that delimit the role of
working memory. As Repovš and Baddeley put it, “working memory… provid[es] the ability to
maintain and manipulate information in the process of guiding and executing complex cognitive
tasks” (2006, 5 emphasis mine). At the same time, Baddeley delineates these operations,
situating maintenance as the responsibility of the two sensory-specific subsystems and the
episodic buffer, while manipulation falls under the scope of the homuncular central executive
(see Figure 2 above, and Baddeley & Logie 1999, 38-9). This separation, drawn from variations

14

in task-dependent performance, where “manipulation-tasks,” such as the alphabetization of a
string of letters, result in differentiable performance deficits from pure “maintenance-tasks,” e.g.,
earlier serial recall paradigms discussed above, is now prevalent in the literature. Baddeley, does
hedge the autonomy of his model from specific commitments about its implementation, while
encouraging the search for the neural “sites” or correlates (Baddeley & Logie 1999, 53-5).
Lastly, Baddeley continues to frame the scope of working memory in expansive terms, beginning
his 2007 book with the claim that, “[w]orking memory is assumed to be a temporary storage
system under attentional control that underpins our capacity for complex thought” (1, emphasis
mine).

2.3 The univariate doctrine in neuroscience
Before we turn to more recent emergentist models of working memory that challenge the
theoretical hegemony enjoyed by Baddeley’s multicomponent model, we will need to understand
the neuroscientific methodologies and their parallel development during this time period. In large
part, this is because Postle and other emergentist theorists take aim at some of the core
assumptions that grounded the neuroscientific search for the correlates of working memory. The
development and refinement of electrophysiological and neuroimaging techniques led to a rush
to identify the neural correlates of psychological constructs, unfazed by philosophical arguments
about the autonomy of these constructs (Fodor 1987). This history merits its own survey, but for
our uses a brief recounting of Postle’s (2015a, 2015b) narrative will be useful.
Hubel and Wiesel’s (1959) seminal studies on the visual system found differential
excitation of individual neurons in response to distinct stimuli (Wurtz 2009). For instance,
specific cells in the feline striate cortex preferentially respond to vertical orientations of a
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stimulus as opposed to other angles. These results ushered in what Postle terms the univariate
doctrine in neuroscience, where individual neurons or small populations of neurons were
assumed to be responsible for select operations; akin to a version of functional modularity
(2015).3 Electrophysiological studies by Fuster and Alexander (1971) and Kubota and Niki
(1971) on the rhesus monkey prefrontal cortex found increased firing rates in these neurons
during delay periods in delayed-response tasks. In these tasks, a piece of fruit is placed in-view
of the subject behind one of two compartments. Afterwards, a blind is raised and then the subject
must wait for a predetermined amount of time (e.g., 15 seconds) before being allowed to reach
into one of the two compartments. The researchers found that prefrontal neurons fired at the
beginning of the delay period, and that disruption of these populations via external electrode
currents resulted in diminished subject-performance. For Fuster and Alexander, these two results
led them to conclude that these neurons were participating, “in the acquisition and temporary
storage of sensory information which are implicated in delay response performance” (654). Later
research by Funahashi (1989) on the retinoscopic specificity of prefrontal excitation cemented a
univariate description of these firing patterns, concluding that they represented “memory fields.”
Goldman-Rakic then provided a neurobiological model and proposed mechanism for delayperiod prefrontal excitation, suggesting that this area sustained our ability to keep things “in
mind,” i.e., working memory (1995).
This univariate description, which identified the prefrontal cortex as the neural correlate
of working memory—thus reifying working memory from an epistemic model to a physical,
causal system—maintained theoretical hegemony well up to the last decade and is still quite
popular. For example, note Funahashi’s 2006 paper, which provides a detailed “prefrontal”
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Consider Penfield’s early studies of the cortical maps of the motor and somatic cortex, using in vivo electrode
stimulation of cortex (1937; Penfield & Boldrey 1958).
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model of working memory, where he concludes that “delay-period activity observed in
[dorsolateral-prefrontal] neurons is a neural correlate of the mechanism for temporary active
maintenance of information” (253). In summary, neuroscientists using the tools at their disposal
and a univariate understanding of the brain’s organization, began to map the multiple
components of Baddeley’s model onto specific brain regions.

2.4 Emergentist accounts of working memory
Postle’s work simultaneously takes aim at Baddeley “standard model,” its prefrontal-centered
neural correlate, and the univariate doctrine in neuroscience more generally, instead advocating
for a sensorimotor or emergentist account. His work marks a paradigmatic shift in contemporary
understanding and approaches to the neuroscientific study of working memory and does merit its
own review. Postle (2006) describes a litany of human and monkey electrophysiology and
neuroimaging studies showing that prefrontal-cortex activity is not a necessary condition for
successful performance on working memory tasks. For instance, in a study of human brain
lesions, D’Esposito and Postle (1999) showed that “working memory storage functions of
patients with large [prefrontal] lesions were unimpaired, as indexed by performance on tests of
verbal and nonverbal memory span, and of delayed response and recognition,” and these findings
have been replicated by transcranial magnetic stimulation paradigms which create “temporary”
prefrontal lesions in participants (Postle 2006, 26). These data challenge the received view of
working memory, which holds that “working memory functions arise from the operation of
specialized systems that act as buffers for the storage and manipulation of information, and that
frontal cortex (particularly prefrontal cortex) is a critical neural substrate for these specialized
systems” (Postle 2006, 23 emphasis mine). Rather, Postle argues that working memory may be
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an “emergent property” of the brain that arises when attention is directed at sensory and other
areas where representations are both formed and temporarily buffered (2006, 29). In a way,
Postle’s is a more parsimonious theory, since representations need not be “copied” into some
secondary “working memory system,” but are maintained where they were created—namely in
modality-specific sensorimotor areas.
Postle’s emergentist theory drastically increases the fragmentation of working memory
functions—rather than two specialized subsystems, one for audition and one for vision, as in
Baddeley’s model, information from a variety of modalities can be maintained throughout the
brain. In a later review, Postle claims that “the [short-term retention] of information depends on
the same networks that are responsible for the processing of that information in contexts that do
not require memory” (2015a, 45). Largely due to the advent of multivoxel pattern analysis in
fMRI, which use machine learning algorithms to identify patterns of heightened neural activation
across regions of cortex, as opposed to traditional univariate analyses that treat whole areas of
cortex as all performing the same function, researchers have begun to identify diverse areas of
cortex that are responsible for the maintenance of information (Tong & Pratte 2012). Postle
marshals a compendium of these results as evidence: linguistic information, spatial locations,
object-identity, object-categories, motion, and patterns are all maintained in the areas where they
are typically produced (2015a, 45-6).
Though dissimilar to earlier psychological models of working memory, especially in its
implementation, similarities do emerge when we contrast the emergentist account against the
five conceptual traits of Atkinson and Shiffrin’s model. As Postle (2006) defines it, “[w]orking
memory refers to the retention of information in conscious awareness when this information is
not present in the environment, to its manipulation, and to its use in guiding behavior” (23).
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Postle takes consciousness and working memory to interact, but the mechanisms underlying this
relationship are not explicitly stated. And as with Baddeley’s model, there is no mention of the
voluntariness of working memory, but given that working memory emerges when attention is
directed to sensorimotor areas, we can assume that it is in some measure under our control.
Its implementation radically distinguishes this model from earlier accounts. Rather than
fragment into two modality-specific subsystems, information is maintained in a variety of
content-specific buffers. This fragmentation of maintenance leads to a conceptual problem, how
far down does it go? That is, do we have specific buffers for object-types or even individual
objects? Because of this splitting worry, more recent emergentist accounts hold that the
maintenance of specific stimuli is distributed across the cortex, with regions encoding the
information in variety of formats and levels of abstraction (see Figure 3 below, Christophel et al.
2017). As Christophel et al. put it in their very recent review:
Working memory is better characterized as a distributed network that gradually
transforms sensory information towards an appropriate behavioral response,
across a temporal delay. Persistent stimulus-specific activity might be observed
anywhere in such a network and at any stage of transformation. Localization will
thus strongly depend on the precise requirements and context of the task (2017,
120).
Framed as such, the implementation of an emergentist working memory meshes more with
Atkinson and Shiffrin’s earlier view—where working memory is identified with cognition
wholesale—than Baddeley’s more functionally specialized model.
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Figure 3. From Christophel et al. 2017, this figure collects a series of neuroimaging results from
the Macaque (left) and Human (right) cortex. We see that a variety of stimuli, including abstract
features associated with graphemes and numerosity, are represented throughout the cortex. These
findings have led the authors to propose that working memory is distributed throughout the
brain.
Emergentist theories still privilege maintenance and manipulation as the key functions of
working memory. As Postle puts it in the quote above, working memory is principally involved
in the retention of information and its manipulation in the service of guiding behavior. More
recently, however, Postle has nuanced this distinction, identifying “short-term retention” as
simple maintenance, and bona fide cases of working memory as short-term retention plus some
kind of manipulation (2015a). That is, the mechanisms involved in active maintenance—for
instance the amplification processes in Atkinson and Shiffrin’s model—don’t count as
manipulation. Naturally, this puts us into a conceptual disagreement, and we’ll have to uncover
principled reasons Postle offers to divide maintenance and manipulation.

3.0 Maintenance is a kind of manipulation
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This section will expand on an argument that I began when reviewing Atkinson and Shiffrin’s
original model of working memory in section 2.1. I argue that Postle’s division of working
memory and short-term memory depends on an overly strict conceptual separation of
maintenance and manipulation, one that is ultimately stipulative in nature.
First, recall that Postle claims that, “[working memory] differs from [short-term memory]
in that the former entails operations that transform the remembered information, or that require
control operations beyond its simple [short-term retention].” (2015a, 44—here I used brackets to
unpack the abbreviations in the original article). Parsing out the structure of this disjunction we
see that Postle defines short-term memory as whichever processes are involved in the short-term
retention of information, while working memory requires either: (a) the transformation of the
remembered information, or (b) some kind of control operation beyond those involved in shortterm memory. I will go through each disjunct in turn.
First, I’ve previously argued in section 2.1 that the active maintenance of information in
working memory, through amplification or rehearsal processes, does entail a transformation of
the information even while preserving its content, and thus satisfies the first disjunct. However,
for the purposes of argument, let’s grant that there must be a further transformation of the content
for manipulation to genuinely occur.
Now we can determine whether this stronger version of transformation is manifest in the
kinds of tasks Postle designates as “genuine” working memory paradigms. Postle generalizes
three classes of genuine working memory tasks, the first two of which he takes to satisfy the first
disjunct: reordering-tasks, continuous-tasks, and dual-tasks, the last of which was described in
section 2.2. In a reordering task, a subject is briefly presented with a list of stimuli that they must
reorder (e.g., alphabetically) and then they are prompted to respond. In a continuous-task,
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subjects are presented with a continuous series of stimuli to memorize, and they respond based
on some rule-set, for instance if the item two-items back is a “5,” press the left button (a classic
“n-back” task).
Neither of these tasks requires a change of content to be performed successfully. Strictly
speaking, in reordering tasks the content—the set of stimuli to be remembered—stays the same,
though the order of the stimuli does change—however this can occur in at least two ways. First,
the remembered stimuli may be rehearsed differently, which one might argue is at least a
transformation of the superordinate property of the stimuli’s order, but alternatively the
information may just be retrieved in a different order. Likewise, in an n-back task, a subject
simply switches from maintaining one older content to a newer one, forgetting the older content.
Either per Postle’s own disjunction these two tasks, and virtually every common paradigm in the
working memory literature, are not genuine tests of working memory, or manipulation does not
require that the maintained content of a representation is transformed. Both horns challenge
Postle and other scholars who frame their views around a strict division of maintenance and
manipulation. Either most working memory research is methodologically flawed, or
manipulation does not require this stricter, stipulative measure of transformation.
The second disjunct is less clear, as it doesn’t operationalize or define what a control
process or operation is. Postle’s second attempt at separating working memory from short-term
memory may help clarify this, as he states that working memory requires “additional cognitive
operations… that entail the manipulation of the information that is being retained, and/or the
flexible use of that information to guide behavior in tasks that are more complicated than
simple…recall” (44). Treating the “and/or” as inclusive, the second disjunct—especially its first
part—makes the original formulation clear. The “control operations,” are those that guide
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behavior; however, as the second part of that disjunct points out, even the maintenance of
information is a kind of behavior, and so it is preemptively excluded. This move is both vague
and ad hoc. Consider the following simplified caricature of working memory:
(S1)

Working memory is the capacity that allows us to keep information
present in mind.

Rewritten to satisfy Postle’s second disjunct we now have:
(S2)

Working memory is the capacity that allows us to keep information
present in mind, and allows us to perform behaviors beyond keeping that
information present in mind.

(S2) trivially follows from the combination of (S1) and the kinds of creatures we are. We don’t
just keep information present in mind in for the sake of it, we do it to, for instance, comprehend
the meaning of this sentence, or to reflect on some future possibility, or to write down a phonenumber and so on. Smuggling all these contingent behavioral manifestations into the definition
of working memory by stipulation results in its scope being far too broad. The vagueness implicit
in the range of contingent behaviors that working memory can be involved in gives us good
reasons to restrain the account to something closer to (S1).
Relatedly, as for its scope, recall how working memory is implemented across the brain
under these emergentist views. As Christophel et al. claim, “working memory is better
characterized as a distributed network that gradually transforms sensory information towards an
appropriate behavioral response, across a temporal delay” (2017, 120 emphasis mine). Not only
does this agree with (S1) above, but it characterizes in neural-terms the same exhaustive purview
as Atkinson and Shiffrin’s short-term store. Working memory just describes what happens
between perception and action.
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4.0 A summary and some preparatory work for Chapter two

Mapping the commonalities of these three theories to the five traits enumerated in section 2.1
above, one can see that there are few avenues that a proponent of working memory as a natural
kind can legitimately pursue. I go through the five traits in turn and then derive an account of
generic working memory that we can consider as a candidate natural kind term, and which will
feature in Chapter two.
All three theories either identify working memory or some part of it with conscious
access or gesture at the relation between the two constructs. If working memory is just conscious
access, then prominent philosophical theories that appeal to working memory to frame an
account of first-order consciousness, such as Prinz’s 2012 AIR theory and Carruthers’ 2015
global-workspace view, risk begging the question. A more charitable description of the
association of working memory with conscious access is likely due to some common operation,
perhaps attention, which the two share. However, by sharing this common operation, conscious
access would not be a viable property that would distinguish instances of working memory from
other cognitions.
While the explicit description of working memory as a system under voluntary control
has dropped out of use since Atkinson and Shiffrin’s model, it is still implicit in newer theories,
whether as a part of Baddeley’s central executive or Postle’s “control operations” that each
govern the contents maintained in working memory. As mentioned in 2.1, given that working
memory is a construct that aims to explain how we keep things in mind, a seemingly volitional
process, appealing to volition would beg the question. However, there are additional reasons, as I
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review in Chapter two, section 4.2—including from an evolutionary standpoint—to resist
privileging volition as a core feature of working memory.
These three theories present different implementations of working memory, both as a
construct and in neural-terms. Atkinson and Shiffrin’s model—agnostic about its neural
structure—conceives working memory as a unitary store, Baddeley’s fragments it into four
major parts that may correspond to separable brain regions, and emergentist views either further
that fragmentation into a plethora of subcomponents, reconceiving working memory as a
distributed process that can operate across the cortex. This disagreement serves as a narrative
case against treating working memory as a natural kind; however, the functional properties—
specifically maintenance—associated with working memory may still provide a link that
conceptually harmonizes these different accounts.
Again, all of these theories feature the twin properties of maintenance and manipulation.
It would not be uncharitable to suggest that maintenance and manipulation unify much of the
theoretical and empirical discussion on working memory. Most papers on working memory will
trot out these twin concepts at some point, often packaged with a citation of one or more of the
theories presented above, indeed the inclusion of maintenance and manipulation is a general rule
with few exceptions (for example, consider the following empirical papers with a range of
methods and empirical aims that all use the same formulation: Bhandari & Barde 2016; Dutta et
al. 2014; Sprauge, Ester & Serences 2016; Awh & Jonides 2001; Barak & Tsodyks 2014; Spitzer
et al. 2014; Constantinidis & Procyk 2004; Courtney 2004; Curtis & Lee 2010; Harris et al.
2002; Jerde et al. 2012. Compare to Hazy et al. 2006 and Allport 2011 which nuance the
standard line).
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However, as I’ve discussed in sections 2.1 and 3.0, the distinction between maintenance
and manipulation is far from clear. In particular, if manipulation is the transformation of
information, then maintenance, when it amplifies or reencodes the contents of working memory,
falls under the description. There are two further reasons to restrict our analysis of working
memory to maintenance. First, every empirical test of working memory requires maintenance,
whereas only a fraction study working memory with manipulation-tasks. Second, a survey of the
literature offers several conceptual strategies to fix the value of maintenance—a consideration
will become crucial in Chapter two, whereas manipulation is generally operationalized as
success under a given task-design, as we reviewed in 2.2. Additionally, controlling for, and thus
equalizing the inherently increased difficulty of these manipulation tasks with the methods used
in classic working memory maintenance paradigms is far from simple. Thus, behavioral or
neuroimaging results from a manipulation task cannot be readily compared to maintenance
paradigms.
As for their scope, all the theories reviewed see working memory as the source or
manager of most robust cognitions. At times the identification of working memory with
cognition is explicit, as with Atkinson and Shiffrin’s model (see Figure 1) or in Christophel et
al.’s description. However, this move should be resisted by defenders of working memory. If
working memory is to be a candidate natural kind, or even if it is to be marginally explanatory or
informative, then it cannot merely stand-in for cognition wholesale. If working memory merely
captures what happens between perception and action, then we have only managed to provide a
notional variant of the phenomenon that we’re all interested in explaining. To be informative,
and to be a candidate natural kind, working memory should refer to a small class of discernable
operations that can exist amongst a range of others.
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How do we then formulate a generic account of working memory that can stand as a
candidate natural kind? From our review, the maintenance of information is a property that all
these theories share, and one that may both naturally ground and delimit the class of processes
we want to order under the label of working memory. Given that working memory is supposed to
capture the phenomenon of “keeping things in mind,” it is plausible that maintenance is our best
path forward to verifying working memory as a natural kind term. Additionally, if we restrict
working memory to maintenance, it then gives space for other cognitive operations to exist and
to utilize the contents maintained in the service of other demands or an agent’s goals. Consider
the following formulation as a generic account of working memory:
(G) Generic working memory is a capacity that maintains information, supporting central
cognition.
(G) is purposefully broad, and we will refine it as we go, but—as an umbrella term—it captures
the key conceptual features of an informative account of working memory. Also, (G) formalizes
an account of working memory that is amenable to the goals of philosophers as steaked out in the
introduction to this project: (G) serves as a centralized workspace where information is “brought
in” from throughout the cognitive system and held in place so that it can be used by central
cognitive processes such as reflection and reasoning. Now, in the following Chapter, we can
assess whether working memory in (G) can stand as a natural kind term.
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CHAPTER TWO: Working Memory is not a Natural Kind

0.1 Signpost of what is to come

In this chapter I argue that, in direct contrast to both the prevailing implicit understanding in
neuroscience and recent explicit claims, working memory is not a natural kind. In section 2, I
review Khalidi’s property-cluster theory of natural kinds, which presents the most congenial
criteria for proponents of working memory as a natural kind. This theory generates two
desiderata for natural kind terms: projectibility and determinateness. Section 3 then summarizes
the core arguments from Chapter one, and presents a generic variant of working memory—
compatible with the literature—as a candidate natural kind term. In section 4, I then argue that
maintenance, the key functional property of working memory, is not determinate, and that
attempts to fix the value of maintenance derail working memory’s ability to explain central
cognitive processes. Section 5 then presents a dilemma: either working memory is identified with
all the diverse implementations of maintenance in the brain, in which case it explains far too
much, or working memory is restricted to one specific kind of maintenance, in which case it
cannot explain central cognition. I end by considering that working memory may simply stand in
for central cognition, eliminating its explanatory value.

1.0 Working memory considered as a natural kind

In the past half century, working memory has transformed from just one of many simplistic
models that explained and predicted performance on a series of cognitive tasks to a central
feature of the brain—every modern introductory psychology and neuroscience textbook has a
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chapter dedicated to the construct (Gazzaniga et al. 2009). That is, in contemporary psychology
and neuroscience working memory is treated as a natural kind where its associated properties,
and how they are implemented in the brain, are taken to mirror the objective organization of the
mind. Of course, researchers’ confidence in the mapping structural and computational properties
of the brain to the functional features of working memory does vary. Psychologists often hedge
the autonomy of their models from any explicit mention of where and how they are
implemented, while encouraging the search for the neural “sites” or correlates (Baddeley &
Logie 1999; Baddeley 2010). Neuroscientists tend to be far more zealous in their mappings;
however, this metaphysical move from model to implementation didn’t occur without due
diligence. Just as Fuster and Alexander (1971) discovered, interfering with neurons and their
activity either through direct electrode intervention or other, less invasive, technologies such as
transcranial magnetic stimulation does result in proportional performance deficits on working
memory tasks (Postle et al. 2006). The point is simply that—in the empirical domain—the
concept of working memory has gone from an epistemic model to a functionally distinguishable
and causally situated part of the mind with extant homologs in other mammalian, avian, and
possibly cephalopod species.4
Philosophers have also identified working memory as a natural kind. Carruthers, in his
recent book on the topic—indeed the first thorough philosophical treatment of working
memory—notes when discussing dual-system accounts of reasoning, without argument, that,
“while System 1 comprises a heterogenous set of processing systems, System 2 has some claim
to be considered a natural kind. For it can largely be identified with the working-memory system,
which surely qualifies as such” (2015, 180). For Carruthers, working memory and top-down
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Cf. Carruthers’ (chp. 8, 2015) excellent review of avian proception, and Godfrey-Smith’s compelling account of
cephalopod intelligence (2016).

29

covert attention are natural kinds as they consist in a stable set of functional and neural
components across individuals, with extant homologs across species; and in the case of working
memory, it is a real, distributed system with attention at its core, or “essence,” which creates and
maintains multimodal, sensory-contexts in a globally broadcast state through similar attentional
“boosting” features present in perception.
Before we delve into accounts of natural kindhood, it’s important to divorce this
discussion from the orthogonal question of whether episodic memory or memory more generally
is a natural kind term. There already exists a wide literature on this subject, with most
commentators arguing that memory, and episodic memory more specifically, is not a coherent
kind (Michaelian 2011; 2015; Klein 2015; Cheng & Werning 2016). However, working memory
is often set aside by these authors, as they generally acknowledge that the functions and realizers
of working memory are likely distinct from other forms of memory. The following statement
from Michaelian is representative, “I largely disregard working memory, which seems to be a
basically distinct phenomenon” (2011, 186).
Is working memory a natural kind? In this chapter, I argue in detail that it is not, even
under a congenial theory of natural kindhood. However, we need just such a template that
outlines the relevant desiderata of kindhood before we can begin to evaluate working memory.

2.0 Property cluster theories of natural kinds

What we need to move forward is a broadly acceptable set of criteria for what sets apart some
kinds as genuine natural kinds. Boyd’s (1999) homeostatic property cluster theory (“HPC”) is
one influential account of natural kindhood, especially for the kinds we might find in the
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biological and “special” sciences (Khalidi 2015). Under HPC accounts, as their name suggests,
natural kind terms refer to a cluster of casually linked properties, with no one property being
“essential,” or necessary and sufficient. As an explanatory strategy, HPC attempts to describe the
central processes or mechanisms that cluster a set of relevant properties, allowing them to reach
homeostasis.5 Khalidi’s theory carries over many of the benefits of HPC, but dispenses with the
precondition that natural kinds ought to exist in an equilibrium or possess a single, central
mechanism. As such, Khalidi (2013, 2015) sets a congenially low-bar for what can count as a
natural kind: it need not have an essence, or manage a system in homeostasis, but merely
instantiate causally related properties that, in turn, project to and license epistemically valuable
inductive inferences about the phenomena we are interested in. If working memory as described
in the literature cannot meet these criteria, then it will likely fail to be a natural kind on more
stringent accounts.
More specifically, in Khalidi’s account natural kinds are associated with a network of
causal and determinate properties that reliably generate a “rich set of effects,” and that ground
the generalizations that kind terms feature in, allowing us to predict and explain the relevant
phenomena at hand (2015, 7). Determinable properties—that is properties that range over a set of
values—rarely generate informative “effects” per se (10). For instance, we cannot make
interesting claims over the set of entities with mass beyond the claims that they have mass and
cannot travel at the speed of light. Rather, it is a network of determinate properties—ones that
take on a particular value—that can satisfy the relevant constraints on projectibility. In turn, the
epistemic work of natural kinds is secured by their projectibility—that is, how they license the
relevant sorts of inferences that feature in scientific explanation.

5

Although whether a robust kind of homeostasis, such as an equilibrium, is a necessary feature of HPC natural kinds
has been debated (cf. Craver 2009).
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To borrow Khalidi’s example, the natural kind term “gold” is associated with the twin
properties of atomic number (79) and weight (196.96) that, because of the causal networks they
instantiate when under reasonable conditions, project to a series of other predicates: if x is a
sample gold, then it will melt at 1337 K and possesses a density of 19.3 g/cm3 (2015, 3). We can
then use these generalizations, ideally many in number and context-invariant, to predict, explain,
and control natural behavior. Likewise, if some substance demonstrates many of these
generalizations, then we are on solid probabilistic grounds to suggest that it is an instance of the
natural kind. Contrast “gold” to a clearly conventional kind, such as “breakfast.” What counts as
breakfast is highly context-sensitive and depends on a person’s tastes, cultural and regional
affiliations, and metabolic needs—not everyone eats sweetened cereal to start their day. Just
because your friend says that they’ve eaten breakfast, you’re not in a position to make many
inductive generalizations, nor just because someone has eaten cheerios can you be sure that
they’ve eaten breakfast—after all, “breakfast” for dinner does happen on occasion. Breakfast is
what we typically eat after a long-period of sleep, usually at the start of the day, and these
features are just part of its rough and ready definition.
If working memory is a natural kind, then it must possess determinate properties, and
those properties and their causal instantiation must project to the phenomena that working
memory supports, producing a series of context-stable generalizations that allow us to predict
and explain these behaviors. Crucially, projectibility cannot be a matter of pure convention or
definition—as in the case of breakfast, which fails to project beyond its definition. Rather,
projectibility must arise from the causal network that instantiated by the natural kinds’
properties. In what follows I argue that the property common to models of working memory, its
maintenance of information, is neither determinate, nor when we make the effort to fix its value,
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does it project to the central cognitive processes that working memory is supposed to explain. I
use the template of natural kind terms to conduct a modus tollens:
(P1) If working memory is a natural kind, then it will possess determinate properties that
project to the central cognitive processes that working memory is supposed to support
and explain.
(P2) Maintenance is the only property common across models of working memory.
(P3) Maintenance is not determinate, and cannot per se project to central cognition.
(P4) Quantitative and qualitative attempts to fix the value of maintenance project to
processes outside of central cognition.
(P5) The only way to ensure that maintenance projects only to central cognition is by
convention or definition.
(C) Hence, working memory is not a natural kind.
In the next section, I briefly recap the arguments from Chapter one and introduce a generic
version of working memory that supports premises two and three. I will the end by introducing a
dilemma that captures premise four and generates our resulting conclusion.

3.0 Generic working memory

Recall how the three of working memory models reviewed Chapter one, section 2 demonstrated
a gradual fractioning of the functional and anatomical profile of working memory—this capacity
that enables us to keep things in mind. Starting with Atkinson and Shiffrin’s unitary store,
moving past Baddeley’s multicomponent model and ending with Christophel and colleagues’
distributed, emergentist account, we can trace the gradual differentiation of these models while
still easily locating a coherent thread uniting them. That is, though these models have different
characteristics they all appeal to the functional unity of working memory as the workhorse of
cognition, and as the capacity that enables us to maintain and manipulate information in the
service of our goals.
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In Chapter one, I argued in sections 2.1 and 3, that maintenance and manipulation, these
twin functions that characterize every major account of working memory, are not strictly
separable—at least not without ad hoc, task-dependent stipulations. As a brief refresher, if
manipulation is merely the transformation of information, then maintenance processes that
amplify or rehearse the contents of working memory in order to maintain them in mind are
minimally performing a transformation of information. Consider also that every working
memory paradigm requires maintenance of information, but only a few make explicit efforts to
operationalize and regiment manipulation. A final reason why we should restrict the functional
profile of working memory to maintenance is that the literature offers many ways to fix the value
of maintenance, that is—to operationalize just what kind or quantity of information ought to be
maintained to count as working memory; whereas manipulation is generally operationalized as
success on some task demand. Hence in the remainder of this chapter I will focus on the
maintenance of information as the central property of working memory.6
In the previous chapter, I offered the following as a generic account of working memory,
which captures the functional strand unifying the diverse set of models reviewed earlier.
(G) Generic working memory is a capacity that maintains information, supporting central
cognition.
Though (G) is broad, we will be able to refine it as we go, and it will serve as a good starting
point to determine whether working memory as a minimal concept that captures this key feature
of maintenance can serve as natural kind term.

6

Although I am certain that in a longer treatment the same argumentative steps could be applied to manipulation,
even though it is delineated by task-performance.
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4.0 Maintenance and determinability

What is it to maintain information? As a property of information-carrying systems, maintenance
appears rampant in the natural world: sedimentary rocks contain layers of disparate minerals that
carry information about the geological conditions of the far-past. On a shorter timescale, tree
rings carry information about a tree’s growth patterns and the climactic conditions that they
experienced. Likewise, just about any neuron can be thought to maintain information in a variety
of ways: from the membrane potential of the neuron itself, to the regulation of neurotransmitter
receptors on its thousands of dendrites, to the pruning of the thousands of dendritic spines, that
is, the sites for interaction with other neurons.
As a property described in (G), maintenance is determinable—that is, it ranges over many
values—and it is linked to an enormous set of phenomena. Like Khalidi’s examples of mass or
density, we can make very few claims about this set; for maintenance to informatively project to
working memory we must find a way to fix the value of maintenance. In the literature, one often
stumbles on vague caveats to (G), where maintenance is described as either a process that
operates over short-durations or over limited stimuli, or it is characterized as an active process.
These caveats outline two ways to precisify maintenance: quantitatively or qualitatively. I review
each method in turn.

4.1 Maintenance over short durations or limited stimuli
Consider Harris et al.’s definition of working memory: “Working memory refers to the ability to
hold and manipulate information for short periods (on the order of seconds)” (2002, 8720).
Whereas many papers gesture at the relevant time-scale involved, Harris et al. fix the value of
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maintenance.7 Clearly, the formation of rock strata and tree growth patterns do not appreciably
occur within a few seconds, so this version of maintenance cannot informatively project to them.
The question now becomes: Are there other instances of maintenance that occur on the order of
seconds? A case from the fringes of what is termed “plant cognition” comes to mind. For
instance, Venus flytraps must detect, or “count,” two stimulations of delicate “hairs” on its trap
within twenty-seconds before it begins to close shut, and that these stimulations—termed “action
potentials”—are mediated by chemoelectrical signaling systems (Böhm et al. 2016).
As such, maintenance on the order of a few seconds will not project to or support the
right kind of inductive generalizations, i.e. those relevant to central cognition. However, to
expedite our analysis we can restrict ourselves to animal-brain processes where the information
is no longer “present in the environment” (Postle 2006, 23). Consider the following addendum to
(G):
(G1) Generic working memory is a capacity realized in the brain that maintains
information no longer present in the environment over short-durations (on the order of
seconds), supporting central cognition
A candidate process that satisfies (G1) is an afterimage, in which an observer focuses for several
seconds on a visual pattern and upon the removal of the pattern the observer continues to see a
faded version of the original stimulus for a few seconds (often in opponent colors, in the case of
a negative afterimage). This is largely thought to be a product of photoreceptor “bleaching,”
where the rods and cones in the retina exhaust their active pigmentation molecules, and continue
to send illusory information once the stimulus is removed. In a way, when experiencing an
afterimage, you are maintaining information about stimuli that are no longer present in the
environment for a short but appreciable duration. One might object to this example, on the
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Compare to Barak et al. 2010: “[w]orking memory refers to the ability to maintain and manipulate items for short
periods of time” (9424).
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grounds that retinal activity is not brain-mediated; however, intricate studies performed by
Shimojo et al. (2001) demonstrate that photoreceptor bleaching is almost always aided and
augmented by cortical adaptation processes.
As an additional caveat, many authors note that working memory is capacity-limited,
“[w]orking memory is a system that enables the temporary maintenance of limited information”
(Awh & Jonides 2001, 119 emphasis mine). The maximum amount of information that working
memory can “hold” has generated a fair bit of debate since Miller’s classic 1956 “The magical
number seven, plus or minus two” paper. Much of Nelson Cowan’s work has been devoted to
specifying this capacity-limit, now revised down to approximately 3.5 “chunks,” and finding its
source, which he attributes in large part to attentional processes (Cowan et al. 2010). What
constitutes a “chunk” isn’t immediately apparent; however, it is clear that more than one
contentful unit can be combined into a chunk through learning.8 Experimental protocols differ
regarding how much information must be retained to count as successful performance on a given
task. What we can garner is that working memory—likely due to the limits of attentional
systems—operates over less information than all the stimuli which are present to the observer;
features shared with other complex cognitive processes such as consciousness (Dehaene 2014).
Can our counterexample of afterimages carry information about limited stimuli?
Gerztenkorn and Lee (2015) performed an extensive review of 127 clinical cases of
palinopsia, where an afterimage of several high-level features persists for several seconds up to a
minute or more. The etiology of palinopsia is very diverse and can reflect a range of factors from
drug use, to cancer, to idiopathic causes, however these cases are delineated by the illusory
maintenance of visual features that are divorced from their sources. For instance, someone with
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Consider how most US phone numbers are a standard example of working memory maintenance and include ten
digits.
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this condition may continue to see the spires from a skyline persist in their visual field even
though they have looked away from the skyline. See Figure 1 below:

Figure 1. Renderings of different forms of palinopsia as reported by Gerzenkorn and Lee (2015).
“A” shows image perseveration, “B” shows “categorical incorporation,” in which a feature is
multiplied across the visual field, and “C” shows visual trailing.

The point of these examples for our discussion is simple. Take (G2), modified to take
account of capacity limits:
(G2) Generic working memory is a capacity realized in the brain that maintains limited
information no longer present in the environment over short-durations (on the order of
seconds), supporting central cognition.
There is not a reliable, explanatory projection from some x being an instance of maintenance of
limited information over short durations realized by the brain to x’s explanatory role in central
cognition. It is not as though afterimages are the only phenomenon that share these properties,
though they may give us the clearest counterexample. Many short-term memory systems have
been proposed that share these features in various degrees: conceptual short-term memory (Potter
et al. 2005), and fragile visual short-term memory (Pinto et al. 2014). Indeed, it is hard to
imagine a kind of cognitive process that might not make use of some restricted form of
maintenance. One intuitive and undefended interpretation of these arguments it that maintenance
is realized throughout the brain, perhaps serving as a currency of cognition.
At the same time, other authors have highlighted the importance of active maintenance in
working memory. These qualitative efforts to fix the value of maintenance are reviewed below.
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4.2 Active or voluntary maintenance
Take Funahashi’s (2006) description: “Working memory has been described as a system that
provides temporary active maintenance of information and also enables manipulation and
processing of information” (251, emphasis mine). Funahashi is one of many authors who
emphasize activity as the mark of bona fide maintenance. However, what constitutes activity is
far from clear. It is likely that one’s definition of activity will be strongly influenced by the
measurement methods one has at their disposal. If the measure of activity is metabolic (such as
that measured by fMRI) or electrical (such as that measured by EEG), then the brain is
constantly active while you’re alive. But perhaps what is meant is a higher than average level of
activity; however, this implies that the brain has a kind of baseline, a view that’s been concisely
challenged by Klein’s (2014) review of the brain’s resting, or “default-mode,” network. Whether
activity is defined as metabolic or electrical, the evidence reviewed above suggests that
afterimages certainly fall under its scope.
Further complicating the role of activity in maintenance are a series of recent results from
neuroimaging that have found that working memory memoranda can be stored in either
“activated” or “unactivated” states (Lewis-Peacock et al. 2012; LaRocque et al. 2014; Sprague et
al. 2016). These recent findings have upended much of the empirical landscape of working
memory, and deserve careful consideration. This paradigm takes advantage of a dual “retro-cue”
design (see Figure 2 for more detail). First, a participant is presented with two sensorily-distinct
stimuli to retain over a delay period; for instance, they may be asked to remember both a pair of
lines set at a particular orientation and a word. A cue then appears on the screen, indicating
which stimuli the participants should be prepared to recall. The cue is followed by a delay and a
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response-phase, presenting the participant with a similar or dissimilar stimulus and asking them
to make a match or no-match judgement. So far, this task is similar to standard delay-match-tosample tasks often used in working memory studies (cf. Braunlich et al. 2015 for a comparison).
After the first response, participants are then presented with a second cue and response-phase, in
which half the trials participants are asked to recall the same stimulus as the first cue, and in the
other half they are asked to switch to the previously unattended cue. The researchers then track
how metabolic and electrical activity changes as the memoranda fall in and out of the scope of
attention.

Figure 2. The dual retro-cue design used by Lewis-Peacock et al. 2012.
At the start of the trial, activity for both memoranda is quite high; however, once
participants are cued to one of the two memoranda, for instance the word stimulus in Figure 2,
activity for the uncued item to be remembered falls to baseline—it appears almost as if the
participant never encoded or forgot the content. At the same time, if participants are asked to
switch to this unattended stimulus in the second response-phase, they can spontaneously recover
the content and its associated neural activity, and perform as if they had never “forgotten” it—
that is, they perform just as well as in the other trials where this stimulus was cued first. What
these results indicate is that a representation of the unattended stimulus was somehow retained
even without the tell-tale neural signatures that are associated with effortful maintenance.
Though on its face these are null-results, as absence of evidence is not strictly evidence of
absence; they have been replicated several times using neuroimaging techniques that measure
different aspects of neural activity, including EEG—which measures large changes in electrical
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activity, and fMRI—which measures metabolic demands (Lewis-Peacock et al. 2015; LaRocque
et al. 2015).
At the same time, recent work has tried to resolve this puzzle by investigating the
possibility of “activity silent” working memory states. These authors posit that short-term
structural changes in populations of neurons, via synaptic plasticity and iconic-mechanisms, may
also encode and maintain information about stimuli (Stokes 2015). As Sprague et al. argue,
“representations of information in neural activity patterns may more broadly rely on such subthreshold components that are not typically assayed in neuroimaging or electrophysiological
experiments,” where “sub-threshold components” refer to the many structural and ionic changes
mentioned above (2016, 705). This is a crucial admission: the entire field of neuroimaging—the
methods that have allowed neuroscientists to move beyond studies of pathological- and animalmodels to glimpse the structure and operation of healthy, live brains—may be overrun with “type
2” or false-negative errors. That is, neuroscientists may have assumed that there was not activity
in many places where these “subthreshold” dynamics were in fact at play.
We can formalize this issue in the following argument. Neuroimagers are typically in the
business of falsifying their null hypothesis, which we can vastly simplify as (P0):
(P0) If activity in some brain region b does not deviate between tasks, then b does not
perform a task relevant function.
If we cash out activity and take the contrapositive, we can model approximately how these type 2
errors arise:
(P1) If b performs a task-relevant function, then activity in b will deviate between tasks,
contrapositive.
(P2) Activity in b is measured by metabolic or electrical deviations between tasks.
(P3) There are no metabolic or electrical deviations in b.
(C) Hence, b does not perform a task-relevant function, modus tollens.
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The results of activity “silent” working memory states challenge the soundness of (P2) and
possibly (P3). Activity should not be keyed to a particular method or technique—it can take on
many latent and subtle forms. However, this raises the possibility—as with the first argument
against active maintenance sketched at the beginning of this subsection—that most of the brain is
involved in some kind of activity at any time.
Activity, given its unclear referents, is not an informative addition to (G2). In addition,
afterimages can be construed to fulfill the terms of “active” maintenance—where that is indexed
to electrical or metabolic changes, and new evidence has raised doubts whether classic working
memory paradigms require “active” maintenance.
Lastly, one might specify that working memory maintenance is under voluntary control.
In fact, voluntariness was a specific stipulation of the earliest models of working memory,
including Atkinson and Shiffrin’s 1971 model reviewed in Chapter one, section 2.1. There are at
least four significant problems with this possibility. First, working memory is a construct that
aims to explain how we can keep things in mind, often under our own control. To assume
voluntariness and not discharge through some mechanistic or computational description begs the
question. Second, if our working memory system has extant homologues with other mammals
and even perhaps some avian species, as Carruthers (2015) persuasively argues for, then it’s
clear that the kind term cannot project to such an anthropocentric and unclear property as
volition. Third, afterimages can be produced voluntarily, just stare at a bright light to see the
results. Fourth, including voluntariness under our description of generic working memory would
preclude by definition many clever research paradigms (Hassin et al. 2009; Dutta et al. 2014) that
extend traditional working memory task-designs in an effort to detect signs of “implicit” or
“unconscious” working memory operation.
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This last point is particularly germane. Consider how Carruthers (2015) excludes many of
these implicit working memory paradigms as genuine instances of working memory by
definition. Carruthers identifies the key function of working memory as, “its capacity to globally
broadcast representations to many different regions of the brain, thereby providing a central
workspace that can coordinate the activities of different components,” pointing out that such a
description “is missing” in these novel paradigms (87). A similar position is articulated in the
face of Lewis-Peacock et al.’s 2012 study of unactivated working memory memoranda described
above: Since the mechanisms underlying this “activity silent” maintenance differ from those
found in prototypical working memory tasks, Carruthers concludes that, “it would only invite
confusion to describe these both as forms of working memory. Hence there is nothing here to
challenge the claim that working memory, properly so-called, depends upon the same attentional
mechanisms that issue in conscious forms of perception” (2015, 91 emphasis mine).
This attempt to corral the properties of working memory by stipulation gestures at a deep
fault in its conceptual framework. In what follows, I offer a dilemma that exposes this fault and
the overall relationship of working memory, maintenance, and its explanatory role in theories of
central cognition.

5.0 A dilemma

Before moving on, let’s take stock of the previous discussion. Working memory is postulated to
be the capacity that underpins complex thought and allows for central cognitive processes, such
as comprehension, deliberation, reflection, and even conscious access. Its core feature is that it
can maintain information that is no longer present in the environment, providing a workspace
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where thoughts from across our mind can enter and be transformed. Many authors presuppose
that it is a natural kind—that as a capacity it mirrors the mind’s objective organization. The
properties associated with a natural kind must be determinate and must informatively project to
the phenomena that we’re interested in predicting and explaining. Maintenance is not per se
determinate, since it can take many forms. Those who believe in working memory must therefore
provide qualitative and quantitative adjustments that render maintenance determinate, by
indicating which form of maintenance matters. They must show that some specific form of
maintenance can do the important cognitive work for which working memory is postulated. Now
we are in a position to take these pieces and evaluate the relationship between working memory,
maintenance, and central cognition—leaving us with a dilemma:
(I) Either, working memory is associated with all the diverse forms of
maintenance in the brain.
(II) Or, working memory is associated with a specific casual profile of
maintenance.
In what follows, I will argue that (I) and (II) both fail to secure working memory’s status as a
natural kind, concluding instead that working memory may simply be a notional variation of
central cognition.

5.1 Working memory, broadly construed
Take (I), the claim that working memory is associated with all the diverse forms and casual
instantiations of maintenance in the brain. As reviewed in section 4, maintenance exists
throughout the brain at many structural levels, at varying timescales, and even outside of the
typical measures of activity, as in the case of “activity silent” maintenance. Such a broad
characterization of working memory fails to meet the criteria for natural kindhood on at least two
fronts. First, the casual realizers of this broad-account of maintenance will include virtually the
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entire nervous system, including all the diverse mechanisms previously reviewed: photoreceptor
bleaching, cortical adaption, attention-induced firing-rates, and structural or ionic cellular
dynamics. And each of these processes occurs outside of working memory tasks: photoreceptor
bleaching, cortical adaption, and attention-induced activity are common features of perception,
and structural or ionic dynamics occur in learning and long-term memory formation (Bliss &
Collingridge 1993).
Second, associating working memory with this aggregate of distinct processes obscures
their independent explanatory value and fails to secure the right account of projectibility. Recall
the example of “breakfast” as a paradigmatic non-natural kind: If someone says they’ve had
breakfast, you can’t infer what they’ve eaten, nor if someone says they’ve eaten some dish—
even one stereotypically associated with “breakfast,” can you be sure that they’ve had breakfast.
Binding working memory to all the instantiations of maintenance would leave our explanations
of central cognition similarly stunted. If someone said that they were reflecting, you couldn’t
infer which maintenance process(es) they were instantiating, nor if you have evidence that
someone is undergoing, say, attention-induced activity, could you infer that they were utilizing
central cognition. That is, working memory so broadly construed explains far more than central
cognition, and cannot satisfy Khalidi’s congenial criteria for natural kindhood.

5.2 Working memory, narrowly construed
A more plausible arrangement would restrict working memory to a specific, special instance of
maintenance. If we continue to add modifications and caveats to fix the kind of maintenance
central to working memory, as we did in G1 and G2, we may bottom-out at a single casual
profile or mechanism. However, as Craver notes, there are “no mechanisms simpliciter; all
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mechanisms are mechanisms of something,” where that something frames the normative task of
determining which parts of the system are relevant (2004, 969). What would our ultimate
mechanism be a mechanism of? Working memory? Trivially so, as a result of this narrow,
stipulative strategy. Reframing the argument, we could ask what working memory is for. As
mentioned at the outset of this project, working memory is supposed to explain central
cognition—it forms the core, the “workspace in which thoughts can be created, reflected on, and
evaluated,” thus bringing together thoughts from across the mental landscape for comprehension,
reasoning, deliberation, and conscious report (Carruthers 2014, 145).
Not only is it from a priori and computational grounds very unlikely that these robust and
divergent processes will share a common casual profile, but we’ve already seen that a basic
precondition for these processes; namely, simultaneously holding two thoughts in mind, will
require the contribution of multiple mechanisms (recall the discussion of “activity silent”
working memory in section 4.2). D’Esposito’s and Postle’s 2015 review of the neuroscience of
working memory suggest as much, stating “it is likely that there are numerous neural
mechanisms that support the short-term retention of information in working memory and many
likely operate in parallel” (6). If we restrict working memory to a single casual profile, we may
save its projectibility, but at a huge explanatory cost. That is, unlike the last horn, a restricted
account of working memory may explain too little.
The problem can be made vivid by considering a couple of ways one might attempt to
reduce working memory to a single mechanism. As a first example, let’s stipulate that working
memory is just whatever active and temporally limited maintenance occurs in afterimages. Grant
that this restricted version is causally coherent and does informatively project. In such a scenario
when your colleague stares off into a light and experiences an afterimage, you can infer that they
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have engaged their working memory.9 While this narrow, stipulative account of working
memory might meet Khalidi’s criteria for natural kindhood, it grossly misses the explanatory
mark. Philosophers and scientists of cognition are not interested in any natural kind, but rather
one that reflects the structure of—and that can explain—central cognition. That is, we want to
find the natural kind that corresponds to this workspace of the mind. Afterimages, though
interesting in their own right, do not informatively project—that is they don’t help us explain and
predict—central cognition.
Here, one might object that afterimage mechanisms are obviously a bad candidate for a
robust precisificaiton of working memory, because they are too far removed from cognition. As a
second option, consider attention. Two problems are apparent for this identification. First,
attention is not a singular, coherent process—it fractionates between a number of processes:
endogenous versus exogenous, object or spatial, overt or covert, among other orthogonal
divisions (Carrasco 2011). This indicates that working memory-as-attention will not have a
single casual profile. Second, there are good empirical reasons to resist this identification. A
hallmark of standard accounts of working memory is that we can keep information in mind even
when our attention is distracted, hence the rote use of distractor-tasks in many working memory
paradigms (even in studies of implicit working memory, cf. Dutta et al. 2014). Many research
programs have the aim of dissociating and delimiting these two phenomena; e.g., the trend of
“activity silent” or maintenance reviewed above that follows earlier work concluding that
working memory and attention “can be functionally dissociated based on the type of information
maintained” (Awh, Vogel, & Oh 2006, 207). A conceptual desire to identify the two phenomena
with one another (Carruthers 2015) erases these live empirical questions.

9

Although, given the many variations of afterimages (e.g., positive and negative) seems premature to suggest that
they share a causal or mechanistic profile.
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These restrictive moves may ultimately narrow in on dissociable casual profiles that may
be part of narrower natural kinds—such as those that may underpin afterimages. However, any
metaphysical purchased gained by this deflationary move will come at an explanatory cost;
central cognition is far too expansive to derive from a single pattern, rule or mechanism.

6.0 Conclusion

The empirical reality of working memory and its many related mechanisms makes it very
unlikely that we will obtain a single causal description that can informatively project to, and
explain, central cognition. At the same time, artificially restricting working memory to one
casual profile, possibly securing its status as a natural kind, will leave it stunted—unable to
explain its purported role in the many processes of thinking and reasoning. Instead, working
memory may merely redescribe that which it means to explain.
Working memory’s precarious explanatory situation is a product of a conceptual
confusion. When working memory was merely one of many candidate models in the early days
of cognitive science, researchers criticized its scope. As Craik and Levy point out in their
discussion of Atkinson and Shiffrin’s model, “the short-term store [of working memory] is much
more than a simple stage of learning; it is the control center for all cognitive activity” (1976, 165
emphasis mine). The review of working memory in Chapter one suggests that this conceptual
error has ossified in the literature and persists. Even “cutting edge” distributed models, such as
that offered by Christophel et al. (2017), saddle working memory with an expansive domain:
“working memory is better characterized as a distributed network that gradually transforms
sensory information towards an appropriate behavioral response” (120). Whether in this detailed
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neural-implementation, or in the simple boxology offered by Atkinson and Shiffrin (see Figure 1
in Chapter one, section 2.1), working memory is just what exists between perception and action.
However, this move leaves the concept—at least how it stands, with its large purview and
muddled operationalization—explanatorily empty. It cannot serve as an informative construct, or
even a starting point, to explain the workspace required by theories of central cognition.
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CHAPTER THREE: Prinz’s Attended Intermediate Representation Theory

0.1 A signpost of what is to come

Prinz provides us with one of the first truly systematic first-order theories of consciousness,
which is apparent when compared to the alternatives, including global workspace theories that
are reviewed in Chapter four. Prinz’s approach is characterized by his desideratum of multilevel
integration, which states that a complete theory of consciousness should not only identify the
neural correlates of consciousness but it ought to deploy this empirical strategy to explain aspects
of conscious experience, ideally resolving classic problems surrounding phenomenal experience
and phenomenal knowledge (Prinz 2012, 45). That is, a theory should not merely point to some
neuro-physical process and assume that it instantiates the relevant phenomenal properties
associated with conscious experience, nor should we adopt the pessimistic view of some
scholars, e.g., Kouider et al. (2007), that an analysis of phenomenal properties lies outside of the
scientific domain, but rather we must bring the two sides into some accord. Prinz, in his analysis
of consciousness, relating it to working memory and attention, and his further decomposition of
attention and working memory into empirically-grounded and testable neural processes, gives us
a robust model of just what a multilevel, interdisciplinary, theory of consciousness might look
like.
This chapter presents an extensive exegesis and detailed critique of Prinz’s AIR theory.
In section 1, I survey the general features of AIR theory, and describe its two central components
of attention (§1.1) and working memory (§1.2), and their interrelation. I then argue that the
connection between attention and working memory forces AIR theory to confront a staggered
series of dilemmas in section 2. I then show that, pace Prinz, attention as he describes it cannot
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be a natural kind (§2.1), and attention must be in some way controlled by working memory
(§2.2). I detail the four, negative, consequences of this dilemma in section 3, before sketching a
path forward for future iterations of AIR theory (§4) and concluding with a brief summary that
sets the stage for Chapter four (§5).

1.0 A neurofunctional theory of consciousness

Prinz throughout his 2012 book defends the strict claim that attention is both necessary and
sufficient for consciousness (118). Taken literally, this simple claim has been criticized by
philosophers who have relied on results from psychological paradigms that attempt to dissociate
attention and phenomenal experience (Block 2007). These studies either show that attention can
be captured by some stimulus that is not reportable, as with Jiang et al.’s 2006 paradigm
requiring the intraocular suppression of nude images, or that a stimulus can be held in a
phenomenally conscious state that requires further attention to be reported, as with Block’s
interpretation of the classic Sperling retrocue task and his proposal of phenomenal overflow
(Block 2007; Kouider et al. 2007). I take these disputes as evidence of a semantic rift of sorts.
That is, many scholars of consciousness, including Prinz and the other theorists whose work will
be reviewed in Chapter four, may be operationalizing their relevant terms quite differently—I
take this claim to be uncontroversial. However, a failure to isolate relevant definitions may lead
to uncharitable critiques and a general lack of progress on our common aim. In order for us to
even make sense of Prinz’s AIR theory, and these further critiques, we must isolate the relevant
terms and generate a lexicon that is charitable to the author’s own account and theoretical aims.
To that end, below I provide an exegesis of Prinz’s key theoretical terms: consciousness,
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intermediate-representation, attention, and working memory which will serve us while we
unpack his view and its consequences.
Consciousness: For Prinz, consciousness, refers “to the property of having phenomenal
qualities” that are constitutive of our quotidian experience, or our what-it’s-like-ness
(Prinz 2012, 14). As mentioned above, attention is necessary and sufficient for
consciousness. More specifically, “consciousness arises when an intermediate-level
representation is made available for processing in working memory through attentional
modulation” (319).
Intermediate-level Representation: Derived from Jackendoff’s earlier work (1987) noting
how perceptual and language systems are hierarchically organized, Prinz concludes that it
is in the intermediate-level of these hierarchies that coherent, viewpoint-specific or
perspectival, representations of stimuli emerge (54). This contrasts with lower-level
representations (e.g., representations in early visual areas including V1) that are often
feature-specific, and higher-level representations (e.g., those in frontal and motor areas)
that are abstracted from specific features and context of a given stimulus (54). I’ll take
this division for granted for the remainder of the section.
Attention and working memory form the core of Prinz’s AIR theory, and each will require a
more thorough exegesis than the two preceding terms.

1.1 Attention
Prinz gives a process account of attention, one that he hopes can unify the varied phenomena that
currently carry that label into a single, natural kind term. The current psychological literature on
attention reveals a messy taxonomy: Attention can be top-down or bottom-up, exogenous or
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endogenous, covert or overt, diffuse or acute, and its contents range across objects, spatialarrangements, and possibly even categories (Carrasco 2011). Carruthers, as we’ll see later
Chapter four, section 1.2, elects to corral attention as a top-down, covert process and portions
other parts of this complex taxonomy into the related concepts of orienting and alertness
(Carruthers 2015, 63). Prinz, instead, unifies the taxonomy of attention along the lines of a few
interrelated functional principles and gives us a neural-narrative describing how attention
manages to achieve its function.
Roughly put, attention is a process that changes the state of various internal
representations, and governs the kinds of further processing that those representations can
undergo (Prinz 2012, 92). More specifically, attention can be equated “with the process by which
perceptual information becomes available to working memory” (95). Before we delve into
Prinz’s neural correlate for this process, two caveats must be detailed. First, availability to
working memory does not entail encoding in working memory, and second, Prinz maintains that
this availability is not merely a dispositional state. I’ll go through each of these caveats in turn.
1.1.1 Attention and encoding
When we attend to a representation, that representation then becomes a candidate for
further processing by working memory and its associated central cognitive abilities, including
retention, report, and deliberation (102). However, to use a seriously flawed metaphor that we
will eventually dispense with in section 3.3.3, that representation is not necessarily copied to or
stored in, that is encoded in, working memory. Prinz cites this conflation of consciousness with
encoding in working memory to be the principle defect of Dehaene’s and Baars’ formulations of
global workspace theory (99). In fact, according to Prinz, intermediate-level representations—
with their rich detail—are not the right kind of representations to ever be encoded in working
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memory; however, once attended to, these intermediate-level representations are transformed in
such a way that they can prompt their concomitant high-level and abstracted representations to
enter—and thus be encoded in—working memory (102). We’ll work out the details of encoding
in section 1.2, but what is relevant to mention here is the two-step process that plays out:
Attention modulates a representation, which then allows it and its concomitant representations
access to the array of higher cognitive functions associated with working memory, including
report. Importantly, consciousness resides in this first step: the initial modulation of the
representation in question, as is indicated by Prinz’s sometimes quick pronouncements that
“consciousness is just attention” (112).
1.1.2 Attention and availability
Availability seems to imply dispositionalism about consciousness—something akin to
Carruthers’ prior dispositional higher-order theory of consciousness (2000). We do have serious
reasons to be skeptical of dispositionalism in a theory of consciousness: if consciousness is
supposed to be an occurrent phenomenon, then how could being conscious in a given moment
necessarily depend on some future interaction with a system like working memory (see Burge
2007 for a similar objection)? Such a dependency is superfluous. Prinz acknowledges this,
pointing out that availability is an occurrent process (Prinz 2012, 105). Availability in his view is
just the transformation of representations that occurs when we attend to them, and is per se
necessary and sufficient for phenomenal experience. There is nothing dispositional about these
states with respect to consciousness. Where dispositionalism does arise is in the second-step:
availability of a representation is sufficient to guarantee the possibility of future use by working
memory and higher cognitions, though the successful completion of such a step is contingent on
a whole host of other factors. This contingency explains why Prinz at times refers to his theory as
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a “dispositional global workspace theory” (335). Prinz also implies that this kind of availability
is necessary to future use by working memory—thus preempting the results from various
implicit and unconscious working memory paradigms, though this may be a step too far and will
be reexamined in section 3.3.2 (168). Regimenting the consequences of Prinz’s notion of
availability leads us to a rough and ready conclusion: consciousness occurs when we attend, and
we ought to in principle be able to report those conscious experiences, although successful report
may not always occur.
That we can have conscious experiences that we could fail to report strays very close to
Block’s characterization of phenomenal overflow (Block 2007). The difference here lies in the
relevant modality associated with our failure to report in these odd cases. For Block, we may
have conscious experiences which are, in principle, unreportable, as with his analysis of the
Sperling retrocue task (2007). AIR theory does not allow for such a strict separation between
experience and report, though given the right situational constraints it can accommodate for our
occasional failure to report (Prinz 2012, 105). To put the debate in other terms, Prinz’s notion of
attentional availability corresponds to phenomenal consciousness, while the occurrent
engagement of working memory systems and higher cognitions corresponds to access
consciousness.
So, what is this mystic and transformative process that representations undergo when we
attend to them? Functionally characterized it is whatever process makes representations available
for working memory and higher cognition, or roughly put, report (118). However, this
immediately reveals a kind of circularity. After all, availability as we just described it is not a
dispositional notion, rather it is just what happens to representations when they are transformed
by attention. Cashed out in these terms, attention is conceptually empty, and it’s unlikely that
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such a description could sustain the epistemic burdens of natural kindhood even under a
congenial theory like Khalidi’s (2013) that we examined in Chapter two. I’ll revisit this objection
in section 3.1. For the moment we can give Prinz the benefit of charity, as he does provide us
with an empirical narrative—really, a neural correlate, for this process of attentional modulation:
gamma-band neural synchrony (Prinz 2012, 341).
1.1.3 Attention and neural oscillatory dynamics
As a very quick primer, neurons can synchronize their generation of action potentials,
which allows for large populations of neurons to “fire” together over a short period of time
(Tallon-Baudry 2009). The synchronous firing rates of these neural populations have been
categorized into various “bands,” ranging from slow, delta- and theta-wavelength firing of
approximately 1-7 hertz, to medium alpha- and beta-waves of 8-25 hertz, and ending with fast
gamma-waves which occur at about 40-120 hertz (Tallon-Baudry 2009). The discovery of these
neural-dynamics has spawned its own entire literature, and neural synchrony—particularly
higher frequency oscillations—has been proposed as a mechanism of attention, working
memory, awareness, and learning (Tallon-Baudry 2009; Roux & Uhlhaas 2014; Lundqvist et al.
2016). In particular, it is thought that the brain takes advantage of the diachronous timing
properties of neural firing to amplify stimuli, or alternatively to filter out irrelevant stimuli, or to
structure probabilistic expectations about future stimuli, or any combination of the above, in
effect maximizing use of its own scarce metabolic resources by encoding multiple contents at
various levels (Prinz 2012, 141; Tallon-Baudry 2009). Even a brief review of the literature will
convince most that oscillatory dynamics are a compelling emergent area of neuroscience and
they will likely play an important role in more complete explanations of neural behavior.

56

However, two small points must be made at this stage before I finish unpacking Prinz’s
gamma-band account of attention: First, oscillatory dynamics are ubiquitous throughout the
brain—and we should expect as much; after all neural firing is a demanding metabolic process
and it is likely that a complex system like the brain will use diachronous properties to carry
information. As Tallon-Baudry 2009 points out regarding gamma-band synchrony, it is
“observed in a variety of cognitive tasks,” and is “thus unlikely to underlie a single cognitive
function” (325). However, we even see these oscillatory dynamics in subcortical areas and in
various stages of vigilance—recent evidence has even shown gamma-band synchrony in deep
sleep (Le Van Quyen et al. 2010; Valderrama et al. 2012; Le Van Quyen et al. 2016).
It is also particularly difficult to track just which events where count as neural synchrony
(Tallon-Baudry 2009, 327). That is, there is a measurement problem: suppose you have a patch
of cortex that is engaged in repetitive firing that starts at one end and propagates throughout the
patch. It may be that the entire patch is engaged in synchronous firing at, say 20 hertz.
Alternatively, the patch may functionally subdivide into several regions. This this case, region 1
may propagate firing to region 2 at 10 hertz, with region 2 propagating to a further region 3 at 10
hertz, yet this staggered firing would be indistinguishable from the first case where the entire
patch was synchronized at 20 hertz. Further complicating things is the consideration of how
much time must pass before we acknowledge that an event is a genuine example of oscillatory
synchrony. That is, not all firing is necessarily oscillatory—some firing is purely transient.
Measurement difficulties like these exist throughout neuroimaging, whether in the temporal
delays associated with fMRI or the lack of spatial-specificity in EEG, and we can account for
them by triangulating our assessments of neural activity with several imaging methodologies.
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However, measurement problems are a substantial concern for accounts—such as Prinz’s AIR
theory—that tie much of their explanatory power to a single measure.
1.1.4 The neural correlate of attention
Prinz reaches his conclusion about the neural correlate of attention in roughly three steps.
First, he suggests, in line with his process theoretic strategy, that “[a]ttention itself is located in
the perceptual pathways. It is not a structure but rather a way processing perceptual
representations” (Prinz 2012, 133). This differs from earlier, intuitive accounts of attention as a
kind of spotlight that emanates from frontal or parietal regions of the cortex associated with
higher cognitive functions, and which intervenes on other, predominately sensory, regions’
activity (Baars 1988; 1997). The change in processing that occurs in these perceptual pathways
might be increased neural firing; however, as increased firing can happen throughout the cortex,
often without a concomitant change in consciousness, increased firing cannot by itself function
as the right correlate for the AIR theory (Prinz 2012, 134). Rather it is increased firing of a
certain sort, which Prinz, after a review of the literature on oscillatory dynamics, associates with
gamma-band synchrony. Yet the prior challenge reemerges, as Prinz is aware that gamma-band
synchrony has been implicated in a range of more generic processes that modulate information
flow and that may not be implicated in conscious states (143). This forces him to add a
functionalist-dangler to the preceding account of gamma-band synchrony, that is:
to count as attention, gamma may need to play the right functional role within the
brain. That role involves allowing information to flow (which gamma does
everywhere) and operate under control of brain mechanisms that determine which
bits of sensory information can gain access to working memory (143, emphasis
mine).
In a roundabout way, Prinz conceives of attention as the right kind of gamma-band neural
synchrony associated with intermediate-level sensory representations, where that “right”
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functional role is mediated by certain “brain mechanisms” that allow the representation to then
interact with higher cognitive systems.
On the surface, my characterization of this neural correlate of attention may appear
overly scrupulous. However, as a researcher who is biased towards naturalistic explanations of
these dense and classical problems, I am both motivated by Prinz’s serious treatment of the
contemporary neuroscientific literature and simultaneously pained by the lack of specificity in
this crucial description. Personal feelings aside, Prinz has whittled away at the homuncular
specter that is infused at the core of all the prominent neuro-cognitive theories of consciousness
while failing to jettison its final remains. As this large aside makes clear, Prinz’s appeal to the
key “brain mechanisms” in control of attention will be one of my central objections to the current
iteration of AIR theory.
By way of concluding this subsection, let me reiterate the two characterizations of
attention that we can pull from Prinz’s work and detail two upshots of his account; specifically,
his claim that attention is a natural kind, and the methodological novelty of Prinz’s treatment. On
a functional construal, attention is just whichever process modulates representations thus
allowing them to be reported and interact with cognition. Prinz subsequently gives us a plausible
neural mechanism for this attentional process in gamma-band neural synchrony; or more
specifically, gamma-band neural synchrony under the control of central brain mechanisms. After
unpacking Prinz’s notion of working memory in the following section 1.2, I will argue via a
series of staggered dilemmas that both construals fail to give us a complete explanatory narrative
of just how attention engenders experience. At the same time, we ought to acknowledge the
contributions of Prinz’s account of attention to the broader debate. Prinz attempts to generate a
natural kind term that unifies the disparate phenomena that we group under the label of attention,
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and sources attention’s explanatory power in its functional role. Finally, this process theoretic
account of attention is novel—and critics of Prinz ought to practice charity when they appeal to
traditional accounts of attention to challenge the AIR theory.

1.2 Working memory
Prinz’s description of working memory incorporates recent findings from emergentist theorists,
such as Brad Postle and others reviewed in Chapters one and two, with “classic” functionalist
characterizations of working memory and its constraints derived from Baddeley and older
accounts. Roughly put, Prinz agrees with much of the received view in neuroscience and
psychology that working memory is a crucial system that bridges perceptions to deliberative,
controlled behavior; that is, “working memory is a short-term storage capacity that allows for
executive control” (Prinz 2012, 92). Interestingly, Prinz’s characterization of working memory as
a capacity that trades exclusively in sensory information preempts Carruthers’ (2015) similar,
sensory-theoretic account—which I review in Chapter four, section 1.2. In this subsection I will
charitably reconstruct Prinz’s account of what working memory is, what it does, and how it
interacts with attention.
Working memory is a set of interrelated subsystems that interact with other,
predominately sensory, areas in order to sustain sensory representations and perform executive
processes related to higher cognition, including report, deliberation, and planning (202; 249).
According to Prinz, working memory also includes those executive processes that issue in higher
cognitions, stating that working memory “is not really a storehouse but a collection of
‘executive’ processes” (321). At the same time, Prinz often makes use of the counterproductive
classical narrative that working memory is a “scratchpad” or a “place” in the brain where
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representations are stored for later use; however, when describing how working memory operates
he switches descriptions to align more closely to Postle’s and other emergentists’ accounts (201).
Namely, that working memory sustains sensory representations by causing representationrelevant activity in sensory areas to persist, especially once the relevant stimulus is removed
(101). Normally, such activity would quickly decay as the neural resources of the sensory areas
are recruited by new representations; however, working memory is able to intervene in this
typical process, causing the representation to persist in an online state and thus making the
representation available to higher cognitive functions (92).
At this level of abstraction, just how working memory successfully causes these
representations to persist is left unfortunately vague. Pace D’Esposito and Postle (1999) and
Postle (2006), Prinz suggests that activity in prefrontal areas is responsible for working
memory’s role in maintaining sensory representations (Prinz 2012, 31; 325). That is, this
activity—often termed prefrontal delay period activity (Braunlich et al. 2015)—somehow
instructs sensory regions to maintain a representation (Prinz 2012, 325). Below, I’ve excerpted a
passage where Prinz integrates his own terminology from AIR theory and explains just how
working memory works by maintaining sensory information:
First, attention makes a range of intermediate-level representations available for
working memory. Then various factors, including top-down task demands and
bottom-up stimulus features, determine which, if any, of the attentionally
modulated representations will be encoded. Once an intermediate-level
representation is selected for encoding, a corresponding high-level representation
sends a signal to working memory. The high-level representation is used by
working-memory processes to project an image of the intermediate-level
representation back into intermediate-level processing systems…[causing a loss
of resolution of] the image produced by working memory… [Finally,] executive
working memory structures can alter the image on demand (321, emphasis mine).
As this narrative suggests, working memory is a very active and sensorily-based capacity; it
maintains, projects, produces, and alters informational contents in the mind. For the moment let’s
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grant that this cycle of image production and projection accurately describes how working
memory maintains information—whether this can accommodate “silent activity” results
reviewed in Chapter two will be discussed in subsection 3.3.2. One important question still
stands out: How does attention interact with working memory? Prinz traces two intersections of
these processes as sites of possible interaction: the utilization of high-level representations, and
the control structures that gate attention. I’ll go through each in turn.
1.2.1 High-level representations and working memory
High-level, abstracted, representations are concomitant with their intermediate-level
counterparts; that is, they may be produced ballistically as part of perception (60). For instance,
once I reorient to the robin egg blue mug on my desk, my perceptual systems receive a jolt of
information that ramifies throughout the entire visual hierarchy. Low-level visual areas will
parse out the contours, edges, luminosity, and color of the object, with those outputs converging
at intermediate-level areas to bind a viewpoint-specific model of the object, and that
intermediate-level representation will continue to elicit activity in higher-level parietal and
temporal regions to activate a number of abstract, categorical representations of the object at
hand; e.g., that is a MUG, that it was given to me by a friend, etc. (54). AIR theory states that
once we attend to the intermediate-level representation, we modulate that representation, or
“vectorwave,” with gamma-band synchrony of the right sort, and this attentional modulation
allows the concomitant higher-level representations to “instruct working memory to cause
sustained intermediate-level representation” (102, emphasis mine). This imperative role of highlevel representations echoes the signaling language excerpted above, and carries with it an
unattractive veneer of homuncularity.
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Though a more empirically tractable or falsifiable narrative would be ideal, we can find a
parallel of this signaling process in Jerde and Curtis’ work on motoric frontal saliency-maps
(Ikkai & Curtis 2011; Jerde et al. 2012). If evaluative and predictive states are the right kinds of
representations to count as “high-level,” then it is plausible that these “behind the scenes”
processes do prompt the various executive systems that constitute working memory to come
online. Something like this is quite similar to Carruthers’ argument that amodal contents both
direct working memory and never figure into its contents, mirroring Prinz’s own claim that we
are never conscious of higher-level representations per se (Prinz 2012, 102). At the same time,
highly-abstract and probabilistic representations such as saliency maps may outstrip the original
purported nature and role of high-level representations. After all, these saliency maps, which are
theorized to synthesize a range of ecological information, combining task-demands with internal
homeostatic states of the organism, predictions about the stimulus, future expectancies and so
forth, seem to greatly overflow Prinz’s ballistic description of high-level representations (Jerde et
al. 2012). Finally, it’s not clear that these saliency maps are the cause of working memory
maintenance, or a concordant but separable system. Indeed, given the recent work on predictive
coding and Bayesian models of cognition, it may simply be a category mistake to marry a
classical model of working memory and its functions to something more akin to a predictive
engine that is modeling the state of the world and the organism within it (Clark 2013).
1.2.2 How working memory and attention interact
Perhaps most problematic for the AIR theory are the suggestions Prinz makes that
implicate working memory as a director or controller of the attentional modulation of
intermediate-level representations (Prinz 2012, 279). Recall that attention requires the right sort
of gamma-band modulation of intermediate representations, generated by the relevant “brain
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mechanisms” that gate access to working memory (143). Detailing these brain mechanisms, and
their implementation, is likely the single greatest hurdle that AIR theory faces, one that will only
be augmented if Prinz equates those mechanisms with working memory. This worry is cemented
both by Prinz’s own appeal to emergentist accounts of working memory maintenance, and by the
relevant arguments raised in Chapters one and two of this project (321). If working memory only
serves to redescribe cognition, then an appeal to cognition and its disparate mechanisms to
resolve Prinz’s definition of attention may slide into circularity—an objection I canvass in
section 3.2. What follows is a brief bit of exegesis that shows that Prinz’s cashing out of these
elect brain mechanisms is at best vague and at worst directly implicates working memory.
Prinz directly terms working memory as a process that “limits the allocation of attention”
and one that serves as the “seat of ‘executive’ or ‘controlled’ responses” (92 and 201). The
metaphysical relationship between working memory and executive control is made clearer when
Prinz claims that working memory is, “a collection of ‘executive’ processes” and “’executive’
structures” (321). Attention, relatedly, is modulated by a series of “control structures” whose
correlates are distributed throughout parietal and frontal cortices (133; 249). Though left further
unspecified, these same frontal and parietal structures are recruited by classic working-memory
task demands (Ikkai & Curtis 2011; Rottschy et al. 2012). These control structures “gate access
to working memory” by, in effect, “determining whether an intermediate-level representation
will fire in the gamma range” (279). It is these control structures that serve as the correlates for
the vaguely termed “brain mechanisms” mentioned in the previous section (143).
Our investigative question now becomes clear: are these control structures proper parts of
working memory under the AIR theory? Charitably construed, the theory ought to leave some
daylight between those control structures that direct attention and the executive processes that
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constitute working memory. However, Prinz does himself no such favors when he, at times,
refers to attentional allocation as a proper function of working memory: “For example, [working]
memory can be used to rotate mental images, draw inferences, make action decisions, or
orchestrate strategic deployments of attention” (321). Though Prinz also maintains that attention
takes on a spread of contents and is “regulated by a variety of different control structures,”
leaving it largely without “anatomical or functional uniformity in attentional control,” he still
claims that it has a functional core that unifies it as a natural kind term (249 and 90). Recall that
attention is functionally characterized as the process that makes representations available to
working memory. Naturally, these statements expose a serious tension in the theory. Indeed,
what we are left with is a staggered pair of dilemmas: First, we must resolve whether attention is
a unified natural kind, and second, whether working memory can affect attention.

2.0 A series of dilemmas

Sections 1.1 and 1.2 provided an extensive exegetical overview of the two central components of
an AIR theory of consciousness: attention and working memory. The two capacities are
substantially intertwined, and this yields a series of tensions at the heart of the theory. In what
follows I detail a series of staggered dilemmas—outlined in Figure 1 below—that arise from
these definitions and I will argue that, at present, there is no satisfactory resolution of the
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dilemmas; however, further empirical clarification may yield a more robust iteration of AIR
theory that can accommodate these worries.

Figure 1. A diagram of this staggered series of dilemmas and summaries of their conclusions.
“GWT” in the box on the bottom left refers to global workspace theories similar to those
proposed by Baars (1988) and Dehaene (2014).
2.1 The unity of attention
Either attention is functionally unified in the way Prinz specifies, or it is a substantially—and
troublingly—heterogenous grouping. Of course, there is also a third option, that attention is
functionally unified in some other way, perhaps being a kind of generic neuronal “gain
amplifier” (Prinz 2012, 134). However, for the sake of brevity, we should restrict ourselves to
the first contrast, as even this third option would present a significant hurdle for the AIR theory;
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namely, if attention is any amplification of neuronal activity, then it clearly outstrips whichever
brain processes are the correlates of consciousness.
Let’s first take the negative route. Suppose attention, that is, representation relevant
gamma-band neuronal synchrony of the right sort, is regulated by a diverse set of control
structures that do not share any anatomical features or functional roles, an exaggeration of the
distributed view of attention that Prinz glosses at various points (249). This would be a troubling
conclusion for two reasons. First, we would not be able to discharge the normative content of
attention without appealing to the very phenomenon that AIR intends to explain; namely,
consciousness. What is the right sort of neural synchrony, especially given its ubiquity? Without
appealing to working memory as a middle-man, we are left with the unattractive conclusion that
the right sort of neural synchrony is that associated with conscious experience. However, now
we are left with an empty—if not ultimately question begging—explanation of just how attention
engenders experience. Obviously, Prinz does not endorse this view of attention, but I raise it here
because without a description of these control structures we only delay this circularity by a few
epicycles of argument. A second perhaps less urgent problem immediately falls out of this
negative characterization of the functional unity of attention; that is, it could not support the
inductive inferences needed to license its natural kindhood and related explanatory import.
Recall the objection against ostensive descriptions of natural kind terms from Chapter two. If we
have a case of gamma-band neural synchrony, we could not infer anything about the causal
history or implications of this event given that it could have arisen from a whole host of
anatomically and functionally distinct control structures. Even the right sort of neural synchrony
leaves the term empty; after all what we are after is just what the right sort amounts to. This
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negative approach will not suffice and given that Prinz does not endorse it we can move on to the
second horn and its own associated dilemma.

2.2 Tackling the relationship between attention and working memory
What follows from attention’s functional unity? Recall, Prinz claims that attention is a natural
kind, and though it operates over a series of contents and under the direction of various control
systems, all attention makes intermediate-level representations available to working memory,
which is equivalent to the representations being modified by gamma-band neural synchrony
directed by the right control structures (249 and 143). Notice that the normative term is
discharged from the right sort of neural synchrony to neural synchrony directed by the right
control structures. What is the relationship between these control structures and working
memory? If they are mutually exclusive, then we are faced with a significant mismatch between
AIR theory and significant neuroscientific evidence and we are threatened by homuncularity. If,
instead, some of these structures are part of working memory, then the relevant definitions
collapse into one another and we’re left with at best a two-tiered account of attention that
jeopardizes its natural kind status.
Following the negative horn, let’s suppose that these control structures—the ones that
“gate access to working memory”—are completely distinct from the executive processes that
constitute working memory (279). Immediately, we see that Prinz has made a mistake; after all,
he ascribes the “strategic deployment of attention” as one of the functions of working memory
(321). However, we can forgive such an error, especially as it may be accounted for by an
omission of some intermediary system that manages the interaction of working memory and
attention. But two consequences of this view still stand out: Much work over the last twenty
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years in neuroimaging has found a significant overlap in brain regions recruited by attentional
and working memory tasks (Awh & Jonides 2001; Ikkai & Curtis 2011; Jerde et al. 2012). As
Awh and Jonides conclude, “there is a functional overlap in the mechanisms of spatial working
memory and spatial selective attention. By our account, mechanisms of spatial attention are
recruited in the service of a rehearsal-like function to maintain information active in working
memory” (2001, 125). Though Awh and Jonides’ relied on a univariate model of brain-region
recruitment (see the discussion of univariate and multivariate imaging techniques in Chapter one,
section 2.3), this conclusion has been echoed by modern multivariate analyses performed on
fMRI data. Decoders trained with fMRI BOLD data from working memory tasks were able to
cross-predict BOLD activation on attentional and motor-planning tasks (Jerde et al. 2012, 10).
These results largely support Prinz’s original characterization of working memory; in that there
seems to exist a significant overlap, at least in terms of brain recruitment, between working
memory functions and attention. Prinz must either dispute the convergent lines of neuroimaging
evidence on offer—perhaps arguing that there is a semantic error in how “attention” and
“working memory” are construed by these researchers—or he must bite the bullet and
acknowledge that at least some attentional control structures depend on working memory.
If Prinz disputes the convergent evidence that points to an intimate relationship between
working memory and attention, he not only threatens to undermine the empirical foundations of
his own theory, but also invites the resurrection of an ad hoc, empirically empty, homunculus.
After all, when narrating his own account of attention and its role as a “’gatekeeper’ to working
memory” Prinz draws on literature contiguous with that sourced above (Prinz 2012, 92). Indeed,
Prinz highlights and article by Awh, Vogel, and Oh that reaches a more ambitious conclusion
than the one I argue for in the second horn of this dilemma, stating that, “there is a broadly
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defined class of ‘executive’ attentional processes that participate in the active” functions of
working memory (2006, 207). However, Prinz may argue that these researchers simply have the
wrong operational definition of attention; after all, none of the research surveyed above holds
that attention is “availability to working memory,” as this is a genuinely novel contribution from
Prinz. And perhaps that’s right—I am sympathetic to arguments that psychologists and
neuroscientists must take greater care with their working terms—though, it would still behoove
Prinz to give us a more tractable translation of his definition. In any case, maintaining a strong
separation between the control structures in charge of attention and those constituting working
memory would force Prinz to reject a large swath of literature that the AIR theory depends on—
that is, he must remove one of the prized features of AIR; namely, its extensive empirical
footprint. As a consequence, we would be left with nothing more than a vague promissory note
regarding the status of these attentional control structures, on which the vast explanatory weight
of AIR theory now rests. These control structures would be nothing more than the “brain
mechanisms” that manage the right kind of attentional modulation; that is, the attentional
modulation that precipitates consciousness. However, this account—now devoid of empirical
weight—raises the ugly possibilities of homuncularity and centrality; that there must be some
core, or central, decider or committee of deciders who grant the mystical designation of quale to
the right representations at the right time. Obviously, this is not Prinz’s view, and I take it for
granted that he would reject any argument that results in such a mysterian position.
Working our way down through these dilemmas leads us to one final option, that at least
some of the control structures that manage attentional modulation of representations are the same
ones involved in working memory. The extensive exegetical work done so far should reassure
readers that this not an uncharitable conclusion, in fact it is likely the only account that coheres

70

the internal dynamics of the AIR theory with the current empirical literature. According to
Prinz’s recounting of AIR theory, attention is just gamma-band modulation of intermediate-level
representations via control structures, and working memory is a collection of “executive”
processes, some of which at some times are the same control structures involved in attention.

3.0 A series of objections
A series of challenges ranging from annoying to potentially fatal for the AIR theory emerge from
this conclusion: that attention is split into two tiers, that AIR now depends on a theory of
working memory, that working memory may directly engender consciousness, and that AIR may
deflate into a more generic global workspace theory. I’ll go through each of these challenges in
turn.

3.1 Attention cannot be a natural kind
If working memory can at times direct the attentional modulation of intermediate
representations, then attention will not be unified in the way Prinz describes. Recall that,
functionally, attention is just whatever processes make information available to working
memory. Certain instances of attention; that is, the right sort of gamma-band modulation of
intermediate representations, will be generated by the very system that is, per the AIR theory,
supposed to consume these representations. Since working memory trades in high-level, abstract,
representations, we might term this source of this modulation to be a kind of top-down or goaldirected attention. Other instances of attention must result from a disparate set of undescribed
control structures not linked to those executive processes found in working memory. This
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mirrors more traditional taxonomies of attention where it is split between top-down, or
endogenous processes, and bottom-up or exogenous processes.
That working memory may govern attention precipitates an anatomical, causal, and
functional split of attention into two tiers. Anatomically, the executive processes that Prinz
associates with working memory are those present in frontal and parietal cortices, and, following
Prinz’s own description of how high-level representations work, these systems will cause the
relevant gamma band modulation by projecting images back onto sensory areas (Prinz 2012,
321). Unless Prinz restricts the control of attention to only working memory structures, then the
anatomical and causal profile of how these other, unspecified, control structures direct attention
will differ from the frontal-parietal networks described above. This distinction already threatens
to fracture attention into two tiers—a task finalized by our consideration of how these two tiers
must be functionally distinct.
If attention is just the collection of processes that make information available to working
memory, then we will have a split between reflexive and transitive attention-events. In reflexive
events, working memory will cause representations to be available to itself, whereas in transitive
events, other processes will cause representations to be available to working memory. This leads
to an inferential dichotomy. Given any attention-event, we can no longer infer its anatomical
origin, its casual history, or its functional status without further specifying its membership in
either the reflexive or transitive sets. Following Khalidi’s congenial theory of natural kinds
explored in Chapter two, we see that attention is a disjunctive-set (2013, 203). In order to secure
the predictive and explanatory inferences licensed by natural kind terms we would need to, for
any given instance of attention, regiment it as either reflexive or transitive. Hence, as a broad
term, attention cannot under a charitable description of AIR theory form a unified natural kind.
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Immediately two objections come to light. First, one might argue that I am grabbing the
wrong end of the explanatory stick. That is, the details of mental states and their concomitant
processes are not the right candidate for natural kindhood, akin to Fodor’s earlier critiques
(1997). Second, if my disjunctive analysis of attention is correct then so much the worse for a
natural kinds view of attention—AIR theory can easily accommodate this disjunctive case. I am
not convinced that either of these objections offers an easy way out for AIR theory.
Now, one might object—after all what we’re describing by attention is a mental state and
its functional role (Fodor 1997). Unlike the classic example of jadeite and nephrite, where
colloquially we refer to these distinct mineral compositions as both examples of the disjunct-kind
jade, whether a given instance of attention is reflexive or transitive makes no difference to
whether it serves the right functional role; that is, whether it engenders consciousness. To fret
about the realizers of attention may result in our slipping into an identity-theory of
consciousness. However, this worry affects all first-order or naturalistic theories of
consciousness. AIR theory, as with all the other theories canvassed in this project, attempts to
give a plausible explanation of just how certain neural states engender our experience. For Prinz
an adequate understanding of attention is supposed to help explain consciousness, not because it
unpacks a certain functional role that attention has, but because attention is the substrate of
conscious experience. Attention, internally, does have a functional role: namely, to make
information available to working memory. And when abstractly considered we see that there are
two routes to this end, a reflexive path that emanates from working memory itself, and a less
well described transitive path. This naturally leads to a further question.
Can AIR theory accommodate attention as a disjunctive-kind? Perhaps, but at an
explanatory loss that renders the theory significantly less attractive to anyone who wants an
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empirically sensitive, materialist theory of consciousness. For Prinz, consciousness just is
attention (Prinz 2012, 111). To be more precise, consciousness occurs whenever you have
attentional modulation of intermediate representations, and attentional modulation just is
gamma-band modulation governed by the right control structures. Given how tightly associated
attention and consciousness are for Prinz, if we have two distinct routes to this process—one
reflexive and one transitive—then it’s not uncharitable to suggest that phenomenal consciousness
fails to be a single kind. This may turn out to be true, that phenomenal consciousness is also not
a natural kind term; however, this conclusion would require a drastic reframing of the entire
theory. At the same time, there are more direct concerns about the nature of explanation at stake
in this discussion.
Attention and its processes are supposed to function as the explanans that unpacks and
describes the workings of consciousness, our explanandum. Given that attention is supposed to
be necessary and sufficient for consciousness, we should find no instance of attention without
consciousness. In reflexive attention-events this story is a simple one to tell: Working memory
uses high-level representations to project an image back to sensory areas, thus modulating the
intermediate-level representation in the right way and rendering it conscious (Prinz 2012, 321).
However, in transitive attention-events we are left without any clear explanation as to how, nor
any guarantee that, intermediate-level representations were modulated in the right way.
Furthermore, if we want to empirically uncover the sources of transitive events we’d likely have
to start with conscious states. These introspective states would then serve as data and allow us a
path to sort out the casual trajectory of transitive attention-events. This introspective strategy is
immediately problematic; however, as our data would not strictly be conscious-states but those
that are successfully reported. I’ll return to the problems of report later in Chapter five, but for
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now let us just remember that Prinz distinguishes consciousness per se from conscious report.
All conscious states could be reported, as they are available to the executive processes that
govern report. A state that is reported, though, has already interacted with executive processes
that are proper parts of working memory. Unless we can devise an independent description of
these transitive events, a kind of Archimedean starting point, then we must rely on data that are
already contaminated by their interaction with a reflexive process—working memory. Clearly,
appealing to our explanandum to do any work here is the wrong strategy, and it leaves AIR
theory unable to cash out the normative baggage packed in by attention.

3.2 Working memory and its relation to consciousness
Taking heed of the results of our discussion in 3.1, and focusing on reflexive attention-events, we
now see that AIR theory depends crucially on a coherent description of working memory. This is
a dangerous position that AIR theory finds itself in—thanks in part of the deflationary account of
working memory given in Chapter two of this project. This dependency between consciousness
and working memory—one which Prinz strategically avoids in his 2012 work—may collapse
AIR into a more generic account of global workspace theory, similar to those offered by Baars
and Dehaene. I canvass these consequences and end with a reflection on the status of AIR theory
and Prinz’s account of attention having faced the previous staggered dilemmas.
Currently, we are left with a single explanatory narrative that describes how attention can
engender conscious experience: executive structures that are part of working memory cause
representation-specific gamma-band neural modulation of intermediate-level sensory
representations in sensory areas, ultimately leading to their continued activation and availability
for report and deliberation. This description largely coheres with the Postle’s (2006) account of

75

working memory surveyed in Chapter two—which is unsurprising given Prinz’s frequent appeal
to emergentist tropes including the exclusive sensory nature of the contents of working memory
and its role as a modulator of activity in sensory areas (Prinz 2012, 168; 325). However, as was
discussed in Chapters one and two, more recent work by Christophel et al. (2017) and other
emergentist researchers have found similar patterns of modulated delay-period activation across
the cortex for a whole array of contents including abstract stimulus features (see Figure 2 below).
The distributed and diverse nature of these activations leads the authors to conclude that:
working memory is better characterized as a distributed network that gradually
transforms sensory information towards an appropriate behavioral response,
across a temporal delay. Persistent stimulus-specific activity might be observed
anywhere in such a network and at any stage of transformation (Christophel et al.
2017, 120).
In Chapter two, I argued that this emergentist conclusion, along with worries regarding
the scope of working memory’s core properties, demonstrates how the field of neuropsychology
must reckon with a fundamental and ossified error that persists at the core of the concept of
working memory. Namely, that the central properties of working memory—maintenance and
manipulation—are a common currency of cognition instantiated throughout the brain, and that
working memory, as a concept, merely redescribes complex cognition.
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Figure 2. From Christophel et al. 2017, this figure collects a series of neuroimaging results from
the Macaque (left) and Human (right) cortex. We see that a variety of stimuli, including abstract
features associated with graphemes and numerosity, are represented throughout the cortex. These
findings have led the authors to propose that working memory is distributed throughout the
brain.
If my deflationary strategy is correct—that working memory just is another term for
cognition—then this single explanatory strategy begins to unravel. If working memory just
stands in for cognition, then use of the term does not significantly narrow or describe the
candidate executive systems on which reflexive attention-events depend. Without locating and
detailing the executive structures and processes that constitute working memory, this narrative
becomes as incapable of explanation as the transitive account of attention-events discussed in
section 3.1. Both become promissory notes for further empirical work to fill in, both may
necessarily require data from conscious-reports to identify their casual trajectories, and both
leave unspecified executive or central structures as the sole determiners of attention and, mutatis
mutandis, consciousness. In the end, we are left with an unsatisfactory homuncular controller,
the exact conclusion that many in the business of giving a naturalistic account of consciousness,
including Prinz and Dennett, labor to avoid.
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A consequence of this analysis of reflexive attention-events is that working memory, this
motley crew of executive structures implemented throughout the cortex, can govern conscious
experience. This directly contradicts one of AIR theory’s core desiderata, namely noncentrality.
Noncentrality claims that “an adequate theory should restrict consciousness to processes that lie
outside of those systems that underwrite our highest cognitive capacities” (Prinz 2012, 32). Prinz
uses this line against Baars’ and Deheane’s formulations of global workspace theory, arguing
that their theories imply or directly state that consciousness is a product of working memory, or
“frontal,” encoding (30-32). This objection is supported by Prinz’s mental architecture and
proposed division between intermediate- and high-level representations, made especially clear
when he claims that intermediate-level representations are not even candidates for working
memory encoding (102). However, without a proper analysis of the executive structures that
constitute working memory, and how they can or cannot interact with attention so far described,
AIR theory itself may be subject to similar critique.
Recall that the division between availability to working memory and actual encoding in
working memory is supposed to guarantee enough daylight between conscious experience and
the conscious reports that often accompany that experience (see sections 1.1.1 and 1.1.2, or Prinz
2012, 102). This division is supposed to help us deal with the tricky problems of phenomenal
overflow and similar cases where conscious report fails to accurately reflect a conscious
experience (Block 2007). It’s in this light that Prinz glosses AIR theory as a “dispositional global
workspace theory,” where conscious contents are available to executive processes involved in
the higher cognitive activities of report and deliberation, but where these contents are not
necessarily encoded by these further processes (Prinz 2012, 335). Now, I have not shown that
these contents are encoded by working memory structures—Prinz may be right that intermediate-
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level representations are never directly accessed or encoded by working memory—but this
dilemma has shown that working memory has a very significant role to play in this current
iteration of the AIR theory. Working memory, given Prinz’s dependence on emergentist
narratives and his own characterization of its roles, must at times control attention and its
gamma-band modulation of representations. Working memory, at some times, can directly
engender conscious experience: the same sin that Prinz lays against global workspace theories.
When paired with my deflationary argument in Chapter two, this amounts to a homuncular
picture of the mind—working memory, this band of various cognitions that govern the transition
from perception to action, can cause conscious experience. Without a further empirical
description, we are left at a loss as to what this claim amounts to beyond the simple statement
that the brain and its cognitive operations engender experience.

3.3 A collection of other objections
In this subsection, I will review a series of smaller objections to Prinz’s current characterization
of the AIR theory.
3.3.1 Gamma is everywhere
Prinz’s describes attention in two ways, by appeal to oscillatory neural dynamics, and by
functional characterization. Independent of the control structures that govern attention—an
examination of which occupied the last few subsections, there are problems with both these
descriptions. As noted in subsection 1.1.3, gamma-band synchrony occurs throughout the cortex
and during various stages of consciousness, including deep sleep. Thanks in part to advances in
methods and statistics, more recent research has found evidence of gamma-band activation in
what is termed “slow-wave” or deep sleep states (Le Van Quyen et al. 2010, 7779). Additionally,
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Le Van Quyen et al. also found that these oscillations, “can be recorded in all investigated
cortical areas,” including across the electrodes implanted in frontal, parietal, and temporal areas
(7780). In 2012, Valderrama et al. extended this work via scalp-located EEG recordings, and
again found evidence of gamma-band oscillations in deep sleep states that mirrored patterns
known to be associated with the default-mode network (e33477). The point is simple, gammawave synchrony is commonplace, including in places and cases that are not typically associated
with conscious experience. It’s important to understand this point, as it will also play a role
against Dehaene’s global workspace theory later, in Chapter four.
Prinz, though, is aware of the ubiquity of gamma-band activation and hedges it by
requiring that gamma-band activation must be of the right sort to count as attention. However,
this addendum forces us to take the set of dilemmas discussed in section 2 as serious challenges
for the AIR theory. As for the functional characterization of attention as a generic process that
makes intermediate-level representations available to working memory, we quickly see that this
gloss requires a more detailed decomposition of the relevant processes that can generate this
availability, and in turn forces us to consider attention as a candidate natural kind seriously—as
we did in subsection 3.1.
3.3.2 Activity silent working memory states
Prinz endorses an active account of working memory, reflected in his description of how
working memory sustains sensory representations (321). Working memory’s active aspect also
falls out of the AIR theory: after all, working memory governs reportability, hence its contents—
baring some truly odd or pathological cases—will have undergone the prerequisite modulation
by attention necessary to render them phenomenally conscious. However, this conflicts with
more recent work on “activity silent” working memory states, which were reviewed in Chapter
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two. Lewis-Peacock, LaRocque, Stokes, Sprague and others have found mounting evidence that
many mechanisms involved in working memory maintenance do not leave the tell-tale patterns
of electrical or metabolic activity that researchers typically find with current neuroimaging
equipment and methods (see Chapter two, section 4.2 for an extensive discussion). That working
memory contents can be maintained, likely through intracellular molecular dynamics or shortterm morphological changes, without consuming active resources threatens Prinz’s own account
of working memory and leaves space for alternative narratives of implicit or unconscious
working memory, such as the paradigms used by Dutta et al. (2014). As reviewed in Chapter
two, theorists, such as Carruthers, have challenged these results, instead restricting working
memory to only those active mechanisms that have long been studied by neuroimagers. This
stipulative strategy both restricts the explanatory role that working memory can play and fails to
accommodate the present work of many researchers in the field.
A more plausible response would be to suggest that silent-activity contents of working
memory are not conscious or attended. The same dichotomy of “attended” and “unattended”
representations is used by LaRocque et al. (2012) when discussing these states. Once modulated
by attention—where that’s understood in a classical sense by LaRocque et al. (2012)—these
states then take on their typical electrical and metabolic profiles. Of course, this reply leaves an
awkward opening for critics of AIR theory: those same silent activity states that are “unattended”
are certainly available to working memory, whilst simultaneously remaining unconscious.
Comparing this to Prinz’s own functional characterization of attention—and mutandis mutatis
consciousness—as the processes that make information available to working memory, may lead
us to question the necessity of this central claim. Perhaps there are many processes that make
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information available to working memory, only some of which engender consciousness. Or,
alternatively, perhaps I’ve conflated two senses of the term “available.”
On the former account, we’d need to introduce additional theoretical apparatus to identify
this narrower class of “correct” processes. Regarding the semantics of “availability,” if these
activity-silent states fail to be good candidates for the kinds of states that are available to
working memory processes—which intuitively, I think they are—then we need to burden Prinz
for an adequate explication of “availability” that does not beg the question by marrying it to
consciousness per se. Again, if one simply posits that these states are not available because they
constitute or are proper parts of working memory, then we raise the serious worries that were
addressed above (e.g., that working memory can be implicit or unconscious etc.). To deny that
these states are available to working memory is an exercise is post hoc justification. Instead, a
refinement of AIR theory will have to accommodate them, resulting in a more empirically
adequate and explanatory account.
3.3.3 Poor metaphors
A final, scrupulous worry concerns Prinz’s use of unhelpful and antiquated metaphors
when describing the nature and function of working memory and attention. Just as Prinz’s critics
ought to exercise charity when challenging AIR theory and its unique description of attention,
Prinz should restrict his use of unhelpful metaphors that simply muddy the novel theoretical
apparatus that he introduces. For instance, Prinz’s reliance on the metaphor that working
memory is a storage capacity, or that it can serve as a “scratchpad” or as an executive
controller—a view likely derived from Baddeley’s (2010) standard multicomponent model of
working memory—only makes the emergentist narrative more difficult to follow, especially for
those readers who may not be up-to-date with the current trends in the literature (see Prinz 2012,
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pages 92, 95, and 201 for instances of these problematic metaphors). Given how a charitable
understanding of the AIR theory depends on a clear reading of emergentist narratives of working
memory, I do think this point is particularly germane. At the same time, this nit-picky worry
does affect most of the first-order theories of consciousness reviewed in this chapter, and is fatal
to none of them, but merely indicates a better path forward when discussing neuroscientific
accounts of the mind.

4.0 A path forward for AIR theory

Though the AIR theory’s prospects may appear bleak in light of the objections that I’ve raised
above, the weight of my negative claim rests on the vagueness that Prinz introduces in describing
the right control structures that govern attention. Most of the apparatus of AIR theory, including
the hierarchical division of representations and Prinz’s focus on neural oscillations, are important
contributions to the debate and are tools that any complete and naturalistic theory of
consciousness can make use of. In fact, the entire structure of AIR theory may be correct, but
what remains to be clarified is the nature of these robust executive control structures and
working memory as a whole. Without an appropriate theory of working memory, and central
cognition more generally, we will not be able to use the framework of AIR theory to advance
research on consciousness. However, a revised AIR theory that better incorporates the nuances
of working memory and central cognition may be well poised to describe access consciousness.
One might ask just why I’ve spent so much time reviewing Prinz’s AIR theory? Simply,
it is because AIR theory is one of the most developed first-order theories of consciousness, and
addressing it first will prove useful when reviewing other, less nuanced theories. More
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specifically, there are two related reasons that motivate my emphasis. First, AIR theory was
devised in light of the serious conceptual and empirical flaws that other first-order theories of
consciousness face. Both Baars’ original global-workspace model and Dehaene’s later neural
revision hold that consciousness occurs only once a representation is encoded a working-memory
like system (Prinz 2012, 30-2).10 Consequently, these earlier theories cannot account for a series
of robust and replicable results that separate conscious experience from conscious report,
including Sperling-like paradigms, change blindness, and induced blindsight (Block 2007; Lau &
Passingham 2006; Prinz 2012, 100-105). Prinz manages these results by carefully dividing
conscious experience from conscious report and identifying each construct with its own,
independent, correlate. This neurofunctional strategy preserves the metaphysical relationship
between each construct’s psychological, or functional, description and its neural instantiation.
Prinz also avoids the equivocation of conscious experience and conscious access by mandating a
desideratum of noncentrality, which stipulates that a complete theory of consciousness must
account for the extensive empirical data demonstrating conscious experience in the absence of
higher-cognitive function—a point which will resurface in Chapter five.
A second reason to emphasize Prinz’s AIR theory is that it largely preempts more recent
philosophical treatments of working memory. Carruthers, in his 2015 book, restricts the contents
of working memory to sensory representations and argues that amodal representations, such as
goals and intentions, are always unconscious and serve to modulate working memory. Though
not immediately apparent, there are substantial parallels between Carruthers’ description and
features of AIR theory. While Prinz suggests that intermediate-level sensory representations are
not encoded into working memory, they are nevertheless the only elements of a representation
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This is a very quick gloss, there are replies that both these theorists have made which will be reviewed further in
Chapter four.
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that are consciously experienced. Their concomitant high-level representations are encoded into
working memory, and these “signal” or somehow cause the recurrent activity that is associated
with working memory. Ultimately, Prinz argues that this recurrent activation of sensory areas
allows the representation to remain accessible and in mind even when its source disappears from
our environment (Prinz 2012, 321). While Prinz divorces the loci and correlates of intermediateand high-level representations, Carruthers combines them both into his construct of working
memory. That Carruthers largely ignores AIR theory simply serves as further evidence that many
critics and other researchers working in the field have failed to treat the theory and its novel
contributions, particularly regarding attention, charitably.
5.0 A signpost of the previous argument

In this chapter, I’ve charitably unpacked Prinz’s AIR theory of consciousness, and I argued that
its vague description of attention and working memory leave it open to series of objections.
Specifically, under AIR theory consciousness occurs when sensory representations are
modulated by attention. Further, attention is defined as the correct modulation of sensory
representations, where that means that this modulation has been governed by a select set of
central brain mechanisms and that the information contained in the sensory representation is
made available to working memory. Prinz fails to give an adequate account of these central brain
mechanisms and this forces a dilemma. If the attentional brain mechanisms are mutually
exclusive with those that constitute working memory, then the theory threatens to resurrect
homuncularity. If those brain mechanisms are similar, or in part identical, with those that
constitute working memory, then this pushes against Prinz’s own desideratum of noncentrality.
Additionally, if my deflationary view of working memory, that is, that working memory merely
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stands-in for cognition generally, is correct, then the AIR theory reduces to the trivial claim that
consciousness is an outcome of cognition. In either case, without a proper description of—or a
hypothesis regarding—these central brain mechanisms, we are left depending on conscious
reports as the sole data with which to adjudicate the realizers of conscious experience. Given the
possible daylight between conscious experience and conscious report, and the varied nature of
report more generally, we should resist any theory of consciousness that rests solely on this
external strategy.
At the same time, AIR theory is the most comprehensive first-order account of
consciousness that takes seriously recent empirical developments in oscillatory neural dynamics
and emergentist working memory research. As such, it serves as a good foundation for a future
theory that can manage the objections raised in this chapter.
Finally, having spent the time carefully unpacking AIR theory, we are in a much better
position to categorize other, first-order accounts of consciousness and their relevant faults. In
Chapter four, I review four other first-order accounts of consciousness and show that they either
suffer from internal problems or cannot overcome the challenges raised by my deflationary
account of working memory, with the slight exception of Lamme’s (2006) theory of recurrent
processing.
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CHAPTER FOUR: First Order Theories of Consciousness

1.0 Overview of the chapter

This chapter reviews four other first-order, cognitive theories of consciousness. I begin with a
brief review of Baars’ original global workspace model in section 1.1, followed by Carruthers’
variant of the same model in 1.2. Section 1.3 glosses Lamme’s recurrent processing framework,
which unlike the others reviewed in this chapter does not strictly depend on working memory to
give an account of conscious experience. Section 2 then provides a close reading and exegesis of
Dehaene’s prominent neurally-realized global workspace theory. I review specifics of Dehaene’s
view (§2.1), describe the functions of consciousness (§2.2), attempt to locate the workspace
(§2.3), and discuss how it is related to working memory (§2.4), before cashing out Dehaene’s
four “signatures” of consciousness in section 2.5. Section 3 then proceeds to critique the theory,
arguing first that Dehaene’s four “signatures” are neither necessary nor strictly sufficient for
consciousness (§3.1). This is followed by a general critique of subliminal paradigms in
consciousness research (§3.2), where I argue instead that these paradigms only measure novelty.
Finally, in section 3.3 I summarize objections to Dehaene’s localization of the workspace and its
relation to working memory, and I end in section 3.4 by considering issues of reportability as a
segue to Chapter five.

1.1 Baars’ original global workspace model
Baars’ is widely credited as the first theorist to coin a global workspace theory (Block 2007,
539). Conceived in the abstract terms of twentieth-century cognitive psychology (see for instance
Baars’ original boxological characterization of the workspace from his 1988 book, reproduced in
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Figure 1 below), per Baars, global workspace theory holds that conscious experiences are singled
out by their “unity, coherence, and accessibility” (1997, 17). In particular, “conscious experience
involves widespread distribution of focal information, to recruit neuronal resources for problem
solving” (Baars & Franklin 2003, 166). Once information accesses this global workspace, it is
made available to a number of consumer systems, including evaluative and motivational
modules. Consciousness occurs in this process of “broadcasting,” where a single strain of
informational contents is made available to the larger mental economy, thus explaining
consciousness’ serial, capacity-limited aspect (Shanahan & Baars 2007, 525). As Baars
colorfully puts it, consciousness “is the publicity organ in the society of the mind” (1997, 47). I
will unpack this model in far more detail once we reach Dehaene’s more neurological iteration in
sections 2 and 3 of this chapter, but for now I will restrict myself to Baars’ more abstract
characterization.

Figure 1. This figure is taken from Baars’ original characterization of the global workspace in
his 1988 book (page 89). Here, only a select few input processors have access to the global
workspace, and only those input processors with greater “weight” can actually access the global
workspace, thus having their contents broadcast to a wider range of unconscious, consumer
processors
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Metaphorically, Baars has often described the workspace as a kind of theatre or stage:
“Global Workspace (GW) theory, suggests a modern theater of consciousness based on a large
set of psychological neurobiological contrasts” (1997, 189). This metaphor has received negative
attention, being criticized by other theorists as a kind of “Cartesian theater” whose contents are
directed at a single, internal homunculus (Dennett 2001, 223). Baars rejects such a criticism as a
misinterpretation; however, he continues to use the theater metaphor to explain the relationship
between the workspace and working memory (Baars 1997, 41). For Baars, working memory is
the theater stage, our varied psychological systems are the audience, and attention is the
spotlight; consequently, only a select few elements on the stage will be illuminated at any one
time by beam of attention (1997, 43). It is this interaction between working memory and the
spotlight of attention that manifests the “broadcasting” function of consciousness. Functionally,
Baars’ metaphorical story shares much in common with Cowan’s activated long-term working
memory model, (see Figure 2 below, Cowan et al. 2010). However, Cowan’s model describes
working memory as the portions of long-term memory that are currently activated by the focus
of attention, which may include up to three or four “chunks” (Baddeley 2010). In contrast, Baars’
narrative implies that some elements of working memory can remain unconscious.
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Figure 2. This figure is adapted from Baddeley’s depiction of Cowan’s activated long-term
working memory model. “Working memory,” so described is just the region of long-term
memory that is activated by the focus of attention, driven by central executive processes
(Baddeley 2010).
As the exact architecture of working memory is contested—see chapter one and two for a
series of examples—many discussions between Baars’ and his critics owe their existence to a
lack of specificity about the relevant terms. Consider the following exchange between Shanahan
and Baars and Block as a prime example of how assumptions about the structure of working
memory can generate conceptual disagreements:
Shanahan and Baars: Block incorrectly identifies the global workspace… with
working memory, leading to further difficulties… In humans, presence in the
global workspace enables entry to working memory (Baars and Franklin 2003),
but items can then be held in working memory unconsciously. They only become
conscious again when they are retrieved from working memory and re-enter the
global workspace. In short, the global workspace and unconscious working
memory are quite distinct (2007, 525).
Block, in response: I use the term working memory to mean what Baars and
Franklin call active working memory. One of the first things that strikes a reader
of the ‘working memory’ literature is that the term working memory is used
differently by different theorists. Cowan (in press) notes ‘Working memory has
been conceived and defined in three different slightly discrepant ways.’… (i) an
activated part of long term memory (often called ‘short-term memory’), (ii)
attentional processes that operate to broadcast perceptual and short-term memory
contents, and (iii) what is broadcast in the global workspace. I tend to use shortterm memory for the activated part of long-term memory, and working memory
for what is broadcast in the global workspace (2007, 539).
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I wholeheartedly agree with Block’s observation that “working memory” is a poorly defined
construct, and the above passages are evidence of the terminological confusion that occurs when
theorists fail take stock and care of the concepts that they use in theory-building.
It is genuinely difficult to charitably cohere Shanahan and Baars’ above claim that
“presence in the global workspace [is what] enables entry to working memory” with Baars’ own
prior descriptions of the workspace itself. Principally because they’re all quite metaphorical or
vague. Consider, for instance, one of his earliest descriptions of the workspace: “A global
workspace (GW) is an information exchange that allow specialized unconscious processors in
the nervous system to interact with each other. It is analogous to a blackboard in a classroom”
(1988, 74).11 What would it be for some content to be “present” in the global workspace? Well, if
we take Baars’ metaphors seriously, then an item is present in the global workspace so long as is
it is on the “theater stage” and illuminated by the attentional “spotlight.” But recall his 1997
description of this same metaphor: “working memory is a like a theater stage” (41). By
substitution, Shanahan and Baars’ claim is trivial: if presence in the global workspace already
requires entry to working memory (i.e., the “stage”), then trivially it already is in working
memory.
I won’t harp on these terminological and exegetical problems, but they cast some doubt
on the efficacy of focusing on Baars’ description of the global workspace model of
consciousness—hence why I spend a significantly larger portion of time working through
Dehaene and others’ versions in sections 2 and 3. But, before we leave Baars’ more metaphorical
description, I would like to push on two points of tension in his theory, independent from its

11

Not to mention that the “workspace” element of the global workspace vanishes from Baars’ later discussions. In
his 1997 book on the subject, for instance, he only mentions the workspace a handful of times over a solitary two
pages.
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conceptual murkiness. If my deflationary account of working memory is correct, and there are
many paths and mechanisms that support maintenance throughout the brain, then Baars’ model
will lose its workspace, or theater stage. That is, what makes the global workspace a global
workspace is that contents from throughout the mental economy can enter its domain general
arena. Beliefs, desires, perceptions, imaginations, all these thoughts and more can freely mingle
on the stage, occasionally being lit up by the beam of attention, allowing the consumer systems
seated in the audience to see them. If there is no single, domain general, or unitary workspace, if
instead there are a whole host of mechanisms and levels at which information can be maintained,
then we no longer have a theater room full of spectators each trained on the stage, each ready to
catch of glimpse at the main actor. Rather, given the many items that could be maintained by
separate systems at any one time, we have a model closer to cable television, with spectators free
to choose what to tune into.12 Briefly restated, without a solid theory of working memory as a
unitary construct, we don’t have a global workspace. Maybe this is a bullet Baars would be
willing to bite, and perhaps he could recast the theory to accommodate a few or even a dozen
workspaces, though such an account would look very different from this current model.
Coming from the opposite direction are Prinz’s own criticisms of Baars’ description of
the attentional spotlight. As Prinz makes clear, the spotlight metaphor, “is an anachronistic use of
attention,” adding further that there “is no empirical evidence for the claim that working memory
contains within it a further memory system, which is more fleeting and modulated by attention”
(Prinz 2012, 32). Although Prinz’s own use of attention is novel, he does provide a coherent
narrative and justification for most of its components (see my discussion in Chapter three,
section 1.1). There are additional reasons to be suspicious of the spotlight of attention. How is

12

Assuming they don’t have the metaphorical equivalent of Time Warner.
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the “spotlight” allocated under such a model? Why can only one item fall in scope of the
spotlight, especially when other, somewhat similar models such as Cowan’s active long-term
memory allow for multiple items in the focus of attention (Cowan et al. 2010)? Plainly, the
burden falls on Baars to give us a tractable and naturalistic account of attention, in addition to a
coherent model of working memory.

1.2 Carruthers’ variant of the global workspace
Peter Carruthers, in The Centered Mind, presents a sustained challenge to the intuitive view that
commonplace reflection allows for the free association and interaction of both sensory and nonsensory, or amodal, thoughts. Rather, Carruthers argues that our stream of consciousness, in
which reflection occurs, admits of only sensory-laden thoughts, leaving our amodal thoughts,
including intentions and goals, to operate unconsciously, directing the stream of consciousness
and reflection from behind the scenes. In motivating this view, Carruthers reviews large swaths
of literature from human and non-human cognitive science, building both a case for his
revisionary philosophical claim and an accessible introduction to recent empirical investigations
into working memory and attention. If the overall project suffers from a major fault, it is in the
daunting task of adequately condensing the substantial and convoluted empirical findings, and
fruitfully bringing those results to bear on a host of disparate philosophical discussions, from
action theory to functionalism of mind, that Carruthers employs to move his central claim
forward.
To defend his account that only sensory-laden thoughts can participate in consciousness
and, a fortiori, reflection, while amodal attitudes operate unconsciously in the background,
Carruthers must carry out three moves. First, he must show that there are genuine amodal
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attitudes. Second, Carruthers must demonstrate that our cognitive capacities underlying
consciousness and reflection are sensory-based, and hence cannot admit amodal attitudes.
Consequently, he must argue against the existence of an “amodal workspace,” or an additional,
necessarily unconscious, reflective capacity that trades solely in amodal attitudes, in part by
showing that the previous sensory-based and conscious reflective capacity can exhaust the
requirements of reflection. Lastly, completing these moves allows him to present the upshot, and
possibly the most exciting part, of his project, which both traces an evolutionary continuum that
our reflective capacities share with other animals, and challenges prototypical claims of human
uniqueness, including paradigmatic accounts of rationality and agency. In this section, I focus on
the first and second moves, sketching the mental architecture that Carruthers appeals to and
diagnosing potential pitfalls along the way.
He begins by taxonomizing a range of amodal propositional attitudes, from the classic
dyad of belief and desire, continuing through goals, judgments, intentions, and decisions,
borrowing heavily from work on action theory, particularly Bratman’s theory of intentions
(1987). Beliefs form a broad class of information-bearing first-order states that operate
unconsciously and guide decision processes (Carruthers 2015, 21; 196). Desires are a set of
unconscious first-order evaluative and motivational states that help guide decisions (23).
Decisions are the unconscious products of a process of deliberation and issue in intentions,
which themselves are abstract motor-plans for action that can be executed, stored in memory for
future use, or when coupled with sensory content—for example in imagining future action—
reflected upon (24). Goals are often abstract desire-like states that, “control and direct the
attentional processes...” that, for instance, keep one focused on a task (24). At risk of spoiling
what’s to come, let me give an example to illustrate the kind of mental architecture that
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Carruthers appeals to: Suppose I’m sorting through avocados at the store trying to find a ripe
one. I would have a set of goals, e.g., “I am making guacamole tonight,” that interact with
beliefs, e.g., “avocados are necessary for guacamole,” to direct my attention to the avocados that
I sort. While my attention is directed, my perception of the avocados is rendered globally
accessible to many consumer systems that can send evaluative signals and compete for
attentional resources, e.g., “this avocado is too hard; hence not good.” These signals can interact
with my goals to issue in motor plans (i.e., intentions) to, for instance, place the avocado back
and pick up another one. Crucially, none of the propositional attitudes are themselves globally
accessible (i.e., conscious), only the sensory perceptions are; however, some of these amodal
attitudes can be rendered conscious when they are correctly embedded or coupled with sensory
content (consider a sentence in inner speech, “Hmm, not ripe,” prompted by holding a green
avocado) (72). Now it should be evident just how Carruthers’ project is dependent on the global
broadcast account of consciousness.13
To recap from section 1.1, global broadcast theories of consciousness hold that a mental
state is conscious when it is made “globally” or broadly available to a wide set of brain systems
for consumption and processing (52; Baars & Franklin 2003). The mechanism by which a state is
broadcast is a kind of attentional “spotlight,” resulting in some form of attention being necessary
for consciousness, or at least for report (i.e., access-consciousness) (Carruthers 2015, 62-3). As
reviewed in Chapter three, Prinz, for instance, pushes the claim to suggest that attention is
sufficient for consciousness; however, Carruthers takes a weaker, albeit vague, line wherein
attention is sufficient for consciousness when directed at a stimulus that is “sufficiently intense
and long-lasting” (58, emphasis his). In reviewing the empirical literature on attention Carruthers
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For those keeping track, Carruthers’ embrace of a first-order, global workspace account of consciousness is a
substantial revision of his previous commitment to higher-order thought theories of consciousness (2000).
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finds that “attention itself has an exclusively sensory focus,” primarily targeting “midlevel
sensory areas” (91-2). This picture of attention and its role in consciousness serves to restrict
current conscious thoughts to a sensory domain, with amodal attitudes only participating
indirectly either by directing attention or when properly embedded in sensory contents. However,
in isolating attention as an active, necessary, and sensorily-focused lynchpin of consciousness,
Carruthers is forced to equate attention with the narrow notion of covert, top-down attention—
suggesting without argument that it forms a “natural kind” at the core of attention—at the
expense of the diverse range of attentional processes often discussed in cognitive science,
including overt and bottom-up forms (63). This ostensive corralling of foundational
psychological constructs—such as attention and working memory—from their convoluted and
contentious statuses in the literature, though likely necessary for expediency, is simultaneously
my largest gripe with Carruthers’ method.
With a sensorily dependent model of conscious perception on the table, it’s an easy
extension to reflection, all that is needed is a system that can token and sustain similar states in
the absence of current perceptual stimuli. Carruthers finds just such a system in Baddeley’s
classic model of working memory, as a capacity that enables us to maintain and manipulate
information no longer present in our environment (Baddeley 2010). To preclude amodal attitudes
from entering the contents of working memory without their proper sensory contents, Carruthers
must—as with attention—isolate working memory to sensory-laden states. He does this in two
ways, first by siding with theorists such as Postle (2006) who argue that working memory is a
process that emerges and constitutively depends on sensory systems, pace earlier accounts of
working memory as an abstract, frontally-loaded process (Goldman-Rakic 1995) (76). Second,
Carruthers holds that the attentional systems that guide the maintenance and manipulation of
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states in working memory are the same narrowly-circumscribed systems that operate in the case
of conscious perception (89). Consequently, and unlike Baars’ previous model, all contents of
working memory, given their direction by attention and Carruthers’ previous commitments to
global broadcasting, must be conscious and sensorily-laden (107).
Of course, these conclusions run afoul of recent dialectical shifts in the working memory
literature reviewed in Chapters one and two that indicate that the construct is far from stable,
particularly the search for unconscious working memory and “activity silent,” or unattended,
working memory representations that participate in the maintenance of information (Soto,
Mäntylä, & Silvanto 2011; Stokes 2015; Lewis-Peacock, Drysdale, Oberauer, & Postle 2012).
Carruthers simply denies that these results are genuine instances of working memory, for
instance terming the “unattended” representations found by Lewis-Peacock et al. to be long-term
working memory and not, “working memory properly so-called” as their underlying mechanisms
are distinct (Carruthers 2015, 91). This move is troubling for at least two reasons: first, many
theorists, including Baddeley, consider “long-term working memory” to be a constitutive part of
working memory (2010, R140). Second, if my deflationary move in Chapter two is correct, then
it is likely that we will find many mechanisms that service the broad functions of maintenance
and manipulation associated with working memory. As I argued in Chapter two, consider how
even non-cognitive structures such as the retina can engage in the maintenance and manipulation
of information when these functions are broadly described: activation can persist in the retina
after the withdrawal of the stimulus (for example, when seeing an after-image), and cells in the
retina can inhibit their neighbors, thus enhancing edge contrast and producing the undulating
Mach band illusion. D’Esposito and Postle in their 2015 paper suggest as much, stating “it is
likely that there are numerous neural mechanisms that can support the short-term retention of
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information in working memory and many likely operate in parallel” (6). It may be argued that
Carruthers is concerned with more narrow functions than maintenance and manipulation;
however, he cites working memory as the source of many broad ranging cognitive phenomena,
including episodic remembering, reasoning, prospection, creativity and so on, that certainly
instantiate broad cognitive functions and recruit diverse mechanisms (see 118, 158, 166).
Carruthers’ contribution to the debate, then, is to marry an idealized account of working
memory to the global workspace, at least more explicitly than in Baars’ metaphorical theater
model (1997). Additionally, by championing the work of emergentist theorists of working
memory, such as Postle, he stakes out a view of working memory, and hence consciousness, that
is specifically sensory in nature. Amodal contents including abstract goals and desires, unless
they are properly bound to sensory percepts, are banished from working memory. In a sense,
these are refinements of elements of Prinz’s own AIR theory of consciousness. Recall that in
Chapter three, sections 1.2 and 4, I argued that Prinz’s description of working memory preempts
both these findings. Finally, Carruthers does do the difficult work of bringing this empirical
literature to bear on issues of reasoning and reflection, which is a similar goal to my broader
philosophical project. At the same time, because Carruthers blends emergentist principles, such
as the sensorimotor nature of working memory, with a commitment to the unitary model of
working memory as a system concomitant with the global workspace and top-down attention, he
ignores many of the most important contributions of the emergentist theories that he cites. That
is, working memory is not a single entity, but rather is a generic process that bridges perception
to action—and it is instantiated by a variety of systems and mechanisms throughout the cortex
(Christophel et al. 2017). Ignoring these observations greatly weaken the scope of Carruthers’
conclusion: after all, his narrative of reflection, reasoning and consciousness requires a coherent
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account of working memory, and if that account of working memory is deeply flawed, then the
rest of the apparatus falls as well.

1.3 Lamme and recurrent processing
Lamme offers a refreshingly minimalistic account of consciousness: consciousness occurs when
disparate regions of the brain engage in recurrent processing (2006, 497). Unlike Carruthers and
Baars, or as we will see in the following two sections with Dehaene, Lamme’s view does not
require frontal or “top-down” recruitment of a workspace area to broadcast contents to consumer
systems (498). Lamme does acknowledge that these areas are recruited during conscious report,
and that these frontal areas host higher cognitive functions that are typically associated with
working memory and attention, stating “that when [recurrent processing] encompasses visual as
well as frontoparietal areas, a reportable conscious experience ensues” (498). Lamme’s theory
offers three broad tiers of neural processing, each associated with a different level of
consciousness (see Figure 3 below). Once we’ve seen an object, information is quickly passed
through the visual cortex in what is known as a “feedforward sweep,” charging through the
hierarchical levels of processing in 10 ms increments, reaching even the frontal cortex within
100 to 150 ms (see (a) in Figure 3 below, 495). While we aren’t conscious of items that are
encoded in this feedforward sweep, dedicated unconscious processors, including orienting
responses or reflexes, can issue actions (e.g., consider an object quickly approaching your head,
you may begin to dodge the object before registering what it is). Masking paradigms, including
Lau and Passingham’s clever relative blindsight method, have shown evidence of frontal
recruitment by stimuli via this fast feedforward sweep (2006, 18763). Localized regions can then
engage in recurrent processing, sending bidirectional signals between higher regions in the

99

sensorimotor hierarchy back down towards lower regions, and Lamme claims that it is this
localized recurrent processing that may instantiate conscious experience (see (b) in Figure 3
below, 2006, 497). Finally, as mentioned earlier, frontal and parietal regions can also engage in
recurrent processing, augmenting the range of areas that are in communication with one another.
Once these additional regions participate in recurrent processing, then the full range of higher
cognitive abilities, including attention and report, can be brought to bear on the relevant percept
(see (c) in Figure 3 below, 499).

Figure 3. Above are the three stages of information processing according to Lamme’s recurrent
processing framework. (a) depicts the feedforward sweep, while (b) characterizes a state of
localized recurrent processing and (c) illustrates conscious report. Reproduced from Lamme
2006.
In a way, recurrent processing mirrors some of the more attractive features of Prinz’s
AIR theory: it divorces experience from report, while simultaneously giving us a tractable and
empirically grounded narrative of just how consciousness is brought about. Recurrent processing
also avoids some of the terminological and conceptual faults that Prinz wades through with his
novel account of attention. It can also accommodate the more anarchic Dennettian description of
consciousness as a distributed “fame like” process that can be instantiated anywhere in the brain:
after all, if you have enough recurrent processing in one area, that is, for Lamme at least,
evidence that you have consciousness (Dennett 2001, 224-5). Consequently, odd proto-conscious
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states—those that escape report such as Dehaene’s preconscious stage that we will review in the
following section—are, with enough recurrent processing, promoted to bona fide conscious
experience: “if recurrent interactions of sufficient strength are demonstrated, it can be argued that
the ‘inattentional’, ‘preconscious’ or ‘not reported’ still have the key neural signatures of what
would otherwise be called conscious processing” (Lamme 2006, 499).
Of course, it can’t all be that easy or simple. There are serious worries about Lamme’s
willingness to separate report from experience, not to mention the specter of vagueness that
surrounds recurrent processing. After all, just how much recurrent processing is “sufficient” to
engender conscious experience, or just how many regions need to be interconnected? Could a
simple feedback loop between areas of the brainstem be sufficient, as Merker (2007) argues?
Since Lamme’s account of consciousness does not require or even make much use of working
memory and other higher cognitive functions, I won’t focus much more attention on these
questions. Although, I will return to adjacent issues of report in section 3.4 and in Chapter five.
There are clearly substantive questions left to resolve, but I do admire Lamme’s advocacy of a
neural-first narrative of cognitive functions, even if he’s forced to bite more than his fair share of
bullets in the process.

2.0 Dehaene’s global workspace theory and a plan

Dehaene’s global workspace theory (hereafter “GWT”) of consciousness is an attempt, nearly
twenty-years in the making, to situate key theoretical features of Baars’ earlier view in the
language and findings of contemporary neuroscience. At its most basic level, GWT proposes that
we are conscious of some stimulus when its neural representation accesses a distributed network
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of specialized neurons, or the “workspace,” that then propagate, or “broadcast,” the stimulus’
content to a range of more specialized consumer systems located throughout the brain (Dehaene
2014, 174). As such, GWT can trace its theoretical lineage to earlier prominent non-hierarchical
architectures of the mind, e.g., Selfridge’s Pandemonium model (Selfridge 1959). The present
theory not only boasts its own extensive litany of supporting empirical results, but has been
variously championed and adapted by naturalistic philosophers of mind, particularly Dennett
(2001) and Carruthers (2015). First, throughout section 2, I generally lay out and explicate the
GWT, its function, its neural correlates, Dehaene’s “four signatures” of consciousness, and
explain how it differs from Prinz’s AIR theory. In section 3, I detail the following five
objections: (i) the four signatures are not exclusive to conscious phenomena, (ii) Dehaene and
others’ paradigms test for novelty not consciousness per se, (iii) the boundaries of the workspace
are problematically vague, (iv) the workspace is not distinct from working memory, and, finally,
(v) Dehaene and others conflate conscious report with conscious experience. I will go through
these sections roughly in turn.

2.1 Global workspace theory and how it differs from AIR theory
Dehaene glosses consciousness as “just brain wide information sharing” achieved by a
specialized network of neurons, which themselves constitute “workspace” of the GWT (2014,
165). We will delve into the details of the workspace in section 2.3, but before proceeding it will
be worthwhile to come to grips with what Dehaene means by consciousness.
Dehaene suggests that he is primarily concerned with conscious access, or our ability to
report conscious experiences, and he readily identifies the global workspace as the mechanism
and locus of conscious access, thus closely intertwining the concepts: “to be consciously
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accessible, information must be encoded as an organized pattern of neuronal activity in higher
cortical regions, and this pattern must, in turn, ignite an inner circle of tightly interconnected
areas forming a global workspace” (198). However, Dehaene at times conflates conscious access
with conscious experience, stating that “this global availability of information is precisely what
we subjectively experience as a conscious state,” or going as far as to equate conscious access—
and hence global availability—with the process by which “we become aware of a specific piece
of information” (168 and 25, emphases mine). While this move exposes Dehaene to
philosophical scrutiny—for example when Block accuses global workspace theorists of engaging
in metaphysical or epistemic correlationism—it’s also clear that this is Dehaene’s long-term
strategy (Block 2007, 485). Ultimately, Dehaene hopes to find a series of neural signatures
“whose content correlates 100 percent with our subjective awareness” (Dehaene 2014, 143). I
review four of these candidate neural signatures in section 2.5, but I merely want to make
Dehaene’s endgame explicit: he expects GWT to explain both conscious experience and our
ability to report those experiences. Though ambitious, this goal precisely follows the guidelines
staked out by Dennett in his favorable review of GWT in 2001, when Dennett cautions that,
“theorists must resist the temptation to see global accessibility as the cause of consciousness…
rather, it is consciousness” (2001, 221 emphasis his). Noting these ambitions is important,
because although GWT may go a long way towards explaining conscious access, or more
particularly report, more apparatus will need to be introduced if we’re to be convinced that GWT
can, in its current form, explain experience.
For information to be consciously accessible then, must have reached, or been encoded
in, or in some way propagated by the global workspace (Dehaene 2014, 177). Dehaene also
provides a taxonomy of additional states that information can occupy, including in various
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unconscious states (191). Information can persist as latent connections between neurons or other
morphological neural features (e.g., dendritic density) (196). Additionally, some information
may never even have the possibility of reaching the global workspace, if, for instance, it is part
of a “disconnected processor,” such as networks responsible for homeostatic functions or other
“dilute” representations that exist within a specific module (194-5).
More interestingly, information can occupy subliminal and preconscious states.
Subliminal stimuli occur either too quickly or subtly to ever be subjectively perceived by the
agent no matter how much attention is directed towards its source, or as Dehaene colorfully puts
it, “the incoming sensory wave dies out before creating a tsunami on the shores of the global
neuronal workspace” (193). The final and arguably most interesting gradation of the unconscious
is when information reaches a preconscious state (192). Preconscious states are a kind of
“consciousness-in-waiting: information that is already encoded by an active assembly of firing
neurons and that thus could become conscious at any time, if only it were attended” (191).
Preconscious states are thus candidates for conscious access but require top-down, attentional
amplification in order to reach the global workspace (Dehaene et al. 2007). This leads to the
awkward and somewhat trivial proposal that preconscious stimuli are, “potentially visible, but
can still fail to be seen when attention is drawn” away from them (Kouider et al. 2007, 2027).
Most stimuli, after all, are potentially visible; the relevant distinction is that preconscious
information has already received a substantial amount of processing by the army of unconscious,
specialized, and modular processors that operate throughout the brain (Dehaene 2014, 168).
There are two consequences to draw out from this taxonomy of the unconscious before
we move on Dehaene’s stated function of consciousness: First, preconscious processing is cited
as the candidate explanation of phenomenal overflow, and second, it’s worth pointing out how
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the use of attention by global workspace theorists differs from what we examined earlier in
Prinz’s AIR theory.
2.1.1 Preconscious states
Preconscious information has already received a substantial amount of processing by
modality-specific regions of cortex. Take the cocktail-party effect as an example: While engaged
in a conversation occurring in a crowded room, most neurotypical subjects are able to
immediately perceive their name being called-out or used by others in the room (Cherry 1953;
Broadbent 1962). The various other trains of conversation were being processed unconsciously
by the subject, and when sufficient attention is drawn to a preconscious element therein, such as
the subject’s name, the subject is made suddenly aware of that information (Dehaene 2014, 64).
Dehaene and other global workspace theorists have proposed that it is this highly processed yet
unconscious information that explains Block’s cases of phenomenal overflow, particularly as
they occur in subliminal paradigms such as the classic Sperling retro-cue task (Kouider et al.
2007, 2027-8).
In this task, adapted below in Figure 4, participants are shown a matrix of three, four
alphanumeric-character rows for a very brief period (on the order of 50 ms) (Sperling 1960, 3).
Participants are asked either to report as many characters as possible (the whole-report condition)
or report only on a single row (the partial-report condition). Three consecutively higher pitched
tones are then associated with each row, and in the partial-report conditions, a tone is presented
soon after the matrix has faded from view (usually within a few hundred milliseconds, depending
on the condition). Sperling found that participants in the whole-report condition could only
reliably report 4.4 characters on average from across the matrix, while in the partial-report
condition, participants could—once they had learned to associate the tone as a retro-cue for a
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specific row—accurately report nearly the entire contents of the cued row (3.4 out of 4 letters on
average). Given the high performance on the retro-cue trials, Sperling inferred that subjects must
have access to all twelve characters, and yet only manage to report a subset of those, leading him
to conclude that subjects could “see more than they can report” (Sperling 1960, 26 emphasis
his).

Figure 4. A version of Sperling’s retrocue task. Adapted from Sperling 1960.

Block has championed Sperling’s results—among others—as evidence that our conscious
experience outstrips our ability to report: that, in principle, phenomenology overflows access
(2007, 496). Kouider and colleagues argue, instead, that the information resides in a
preconscious state and requires additional attentional resources to be brought into the global
workspace (2007, 2027). When pressed with subjects’ claims that the entire matrix was visible to
them, not merely the three or four letters they managed to report, Naccache and Dehaene argue
that, in these cases, attention is diffusely distributed throughout the matrix yielding a generic
phenomenology of the matrix as opposed to an awareness of specific letters (2007, 519).
Dehaene and other global workspace theorists maintain that, because we cannot report the
contents of preconscious states they are not yet experienced even though these highly processed
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states exist on the precipice of consciousness only needing a slight push from attention to reach
the global workspace (Dehaene 2014, 191).
2.1.2 Differences between GWT and AIR
By in large, these states share many features with the attended, intermediate-level
representations that are central to Prinz’s theory reviewed in Chapter three. The only substantial
difference between Prinz’s attended intermediate representations and Dehaene’s preconscious
states is whether we can be sure, barring conscious report, that subjects experienced said states; a
claim that falls out of the various commitments of each theory. For Prinz, as I described in
Chapter three, sections 1.1 and 1.2, as long as the representation is attentionally modulated in the
right way, then it meets the bar of conscious experience. For Dehaene, preconscious states must
access the global workspace, which requires the recruitment of frontal-parietal systems involved
in higher cognition (Dehaene 2014, 120).
A second disagreement between Prinz and Dehaene, and one that’s made salient by the
notion of preconscious states, is the role that attention plays in each theory. Again, in AIR
theory, attention just is whatever processes make information available to working memory and
this process is constitutive of conscious experience (see Chapter three, section 1.1). Dehaene, as
the foregoing discussion of preconscious states would suggest—separates attention from
consciousness, taking instead a classical approach to attention, understanding it as a kind of
“selective filter,” or “very complex sieve” passing through the vast quantities of unconscious
information and directed by motivational and evaluative systems (Dehaene 2014, 22). Attention
and consciousness are closely linked, and it is touted as “the gateway for consciousness,” but
global workspace theorists do maintain that attention can come apart from consciousness
(Dehaene 2014, 22; Wyart, Dehaene, & Tallon-Baudry 2012). For instance, in their MEG
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paradigm, Wyat and colleagues crafted a situation where subjects were asked to focus their
attention at a region of space either towards or away from a patterned stimulus (Wyart et al.
2012, 2). The stimuli in the experiment were then metacontrasted masked, and presented in such
a way that participants could only report whether they perceived the stimulus in half the trials
(see their Figure 1 for a detailed sketch of their methods). Parietal-lobe activity often associated
with the recruitment of spatial attention increased across all trials, regardless of whether
participants accurately reported perceiving the stimulus; that is, attentional recruitment did not
accurately predict nor necessarily influence later report (10-12). The authors, and Dehaene more
generally, use these results to suggest that attention and consciousness can come apart.
Of course, a few quick objections might come to mind: for instance, the results do not
prove that attention and consciousness per se come apart, only that typical neural activity
associated with one very specific task-dependent variant of attention does not correlate with
conscious report. As the experimenters included a small portion of trials (twelve out of 92 per
session) where only the metacontrast mask was present to enable signal-detection analyses of the
data, we can use participants’ successful hit-rate to isolate any effects of attention. Participants
were significantly more likely to report the presence of a stimulus when it was present than cases
when only the mask was present (d′ = 1.4 ± 0.16); at the same time, whether attention was
directed towards or away from the stimulus did not yield a significant effect on hit-rates (5). This
discrepancy suggests the presence of floor effects, whereby successful completion of the task did
not require attentional engagement, likely due to the very task design (e.g., 16 ms stimuli
presentations). By comparison, consider Boyer and Ro’s 2007 paper showing significant
modulation of metacontrasted masked stimuli by spatial attention (although stimuli were
presented for 80 ms in their paradigm). Empirical discrepancies aside, Dehaene and colleagues
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do maintain the separability of attention, experience and report, and use the conceptual daylight
provided by this taxonomy to explain classical problem cases, such as the Sperling retrocue task.

2.2 The functions of consciousness
Moving on, Dehaene suggests that the function of consciousness is to distill the parallel
onslaught of sensory information that our brain faces into a single coherent stream, which is then
relayed back, or broadcast, to other specialized and unconscious processors (Dehaene 2014, 100,
105). In effect, this serializing function of consciousness mirrors the commitments of Dennett’s
own decentralized theory of consciousness, including the earlier multiple drafts model and its
later “fame in the brain” revision, which hold that consciousness instantiates a kind of virtual,
serial-processing, machine on top of our evolutionary older, massively parallel, unconscious
mind (1991, 112-3; 2001, 224-225). Consciousness’ global coherence and serializing functions
fall out of—if they aren’t strictly implicit within—the global workspace framework. However,
and as will become very important when I challenge GWT in section 3, Dehaene marries an
additional assortment of higher-cognitions to consciousness, suggesting that it is necessary for
the “durable retention of information, novel combination of operations, or the spontaneous
generation of intentional behavior” (Dehaene & Naccache 2001, 1). Dehaene emphasizes this
first point, identifying “the ability to hold information in mind for a few seconds” or the explicit
“capacity to hold information in working memory for a few seconds” to be the “hallmarks” of
consciousness (Dehaene 2014, 220 and 239 respectively). Consciousness is taken to be necessary
for working memory and its central role of maintenance. Is it sufficient? Later on, in section 3.3 I
will argue, given the definitions Dehaene is working with, that GWT cannot adequately
distinguish the two processes. Coupled with my previous deflationary account of working

109

memory given in Chapter two, this risks generating the trivial claim that cognition is the font of
both conscious experience and higher cognitive capacities.
To recap, then, GWT holds that consciousness experience occurs once information is
encoded by a specialized network of neurons, which then allow this now “simplified” and
serialized content to be broadcast to a range of unconscious consumer systems that are then able
to perform their own operations on the broadcast content (100, 105). These unconscious
processors are specialized and likely operate in similar ways to Fodorian modules, in that they
are informationally-encapsulated and domain specific, and can only access external information
through the top-down broadcasting made possible by consciousness (168). Information can also
exist in a preconscious, or trigger-like state, ready to access this global workspace once it has
been adequately modulated by attention (191; Dehaene & Naccache 2001, 14). Ultimately, it is
this process of brain-wide information sharing that allows us to maintain information in mind,
and achieve many of the higher-cognitive processes associated with central cognition, including
deliberation and problem solving (Dehaene 2014, 163).
Carruthers, in conversation, has provided a metaphor of sorts that describes the global
information sharing properties of consciousness: something like a typical school classroom. The
teacher at the front has command of the classroom and dictates some fact or problem, for
instance “what is the derivative of the natural log of x?” to the rows of pupils, who are of course
barred from talking to one another or passing notes amongst themselves. The students then can
each set to work on the problem, and perhaps some industrious student will remember their rule
of logarithms and raise their hand, and, once the teacher has called on them, will broadcast to the
classroom that the answer is “1/x,” again making this content available for all the other students
to hear. It’s a nice metaphor, but it threatens to leave us with the impression of the teacher as a
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kind of top-down or central controller, which Dennett cautions any GWT against, stating that we
“should be careful not to take the term ‘top-down’ too literally [since] there is no single
organizational summit to the brain,” arguing instead that our “brains are more democratic… [in]
the brain there is no King, no Official Viewer of the State Television Program, no Cartesian
Theater” (2001, 222 and 225). Taking Dennett seriously, perhaps the schoolyard—its chaotic
yelling and amorphous ephemeral collations of students jockeying for resources and clout—may
be a better metaphor. In any case, while the metaphor might be sensible we shouldn’t settle for
intuition-pumps alone when Dehaene and other experimentalists have provided us with some
guides as to just where and how the global workspace comes to be.

2.3 Where is the workspace?
Dehaene often slips into one of two ways of describing just where the workspace is located. The
first, I’ll term as the distributed or neuronal model of workspace activity, characterized by two
major commitments: (i) the workspace is instantiated by specialized neurons, and (ii) these
neurons are located throughout the cortex, allowing almost any region to participate in a broader
“global” network. As early as 2001, Dehaene and Naccache implicate these specialized neurons,
with their long-distant fiber tracts that innervate the cortex as the primary locus of consciousness:
“The long-distance connectivity of these ‘workspace neurons’ can, when they are active for a
minimal duration, make information available to a variety of [higher cognitive] processes”
including consciousness (1). This view is echoed in later work associating the global workspace
with “a special set of neurons [which] diffuses conscious messages throughout the brain: giant
cells whose long axons crisscross the cortex” (Dehaene 2014, 14). These specialized, longdistance carriers of information feature prominently in global workspace theories, and even play

111

a role in the second description of where the workspace is located that I discuss below; however,
they alone do not explain why this account is also a distributed model. The following passage
makes the distributed label clearer:
[There is] the absence of a sharp anatomical delineation of the workspace system.
In time, the contours of the workspace fluctuate as different brain circuits are
temporarily mobilized, the demobilized. It would therefore be incorrect to identify
the workspace, and therefore consciousness, with a fixed set of brain areas.
Rather, many brain areas contain workspace neurons with the appropriate longdistance and widespread connectivity, and at any given time only a fraction of
these neurons constitute the mobilized workspace… we see no need to postulate
that any single brain area is systematically activated in all conscious states,
regardless of their content. It is the style of activation (dynamic long-distance
mobilization), rather than its cerebral localization, which characterizes
consciousness. This hypothesis therefore departs radically from the notion of a
single central ‘Cartesian theater’ (Dehaene & Naccache, 2001, 14).
The anarchic distributed model suggests that any part of the brain might have a functional role to
play in consciousness (Dehaene 2014, 53). Taking these passages seriously may lead readers to
conclude that any attempt to locate the workspace is an inherently flawed or problematic
endeavor. However, there are two reasons to resist a narrow, or overly strict, interpretation of the
workspace as an anarchic and distributed system. First, a distributed model must tackle
substantial issues of vagueness. Just which neurons count having long-enough or distributed
enough connections? Just how many special workspace neurons must be recruited by
information for that information to reach consciousness? Could consciousness come in degrees?
It’s clear that Dennett—with his “fame in the brain” view—isn’t often troubled by these
problems of vagueness, after all he does claim that consciousness can come in degrees (2005,
170-1). However, the distributed model—strictly construed—exposes an odd tension for global
workspace theorists: after all, if consciousness only requires “a fraction of these neurons [to]
constitute the mobilize workspace” how is it truly global or a brain-wide state (Dehaene &
Naccache 2001, 14)?
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In any case, Dehaene and other theorists rarely defend the narrow, distributed
interpretation—with Dennett perhaps serving as the most obvious exception. Rather, Dehaene
and others identify frontal and parietal regions, particularly the prefrontal cortex, as concentrated
centers of workspace neurons and as the likely correlates of conscious processing (Dehaene &
Naccache 2001, 24; Dehaene 2014, 224). I will term this the frontal model of the workspace. For
instance, only a few pages after the previous excerpt, we find this passage identifying these
regions as the primary loci of conscious activity:
While the various contents of consciousness map onto numerous, widely
distributed brain circuits, the workspace model predicts that all of these conscious
states share a common mechanism. The mobilization of any information into
consciousness should be characterized by the simultaneous, coherent activation of
multiple distant areas to form a single, brain-scale workspace. Areas rich in
workspace neurons should be seen as ‘active’ with brain-imaging methods
whenever subjects perform a task which is feasible only in a conscious state… the
cognitive neuroscience literature contains numerous illustrations of these
principles, and many of them point to the PFC [prefrontal cortex] and AC
[anterior cingulate cortex] as playing a crucial role in the conscious workspace
(Dehaene & Naccache 2001, 24 emphasis mine).
Here, I’ve highlighted Dehaene and Naccache’s appeal to a common mechanism that should
underwrite the varied episodes we group under the label “consciousness.” However, it’s not
immediately obvious just what the mechanism is. Charitably, we might say that it is how these
workspace neurons instantiate a “brain-scale workspace,” but that narrative does not decompose
parts and their proper functions in the sense of a traditional mechanism or its description (Craver
2009).
In any case, it is this frontal model of the workspace that has gained traction and the
attention of philosophers over the two decades. In 2007, Block when describing how sensory
contents are made conscious suggests that, “the connection between perception and the
workspace lies in long-range neurons in sensory areas in the back of the head which feed forward
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to the workspace areas in the front of the head” (491-2). Consistent with his division of
perception and cognition, Block’s description mixes and matches distinct features of the neural
and frontal workspace models by divorcing the long-distance communicative function of the
cognitive workspace and assigning it to independent perceptual neurons. Naccache and Dehaene,
in the same Behavioral and Brain Sciences volume echo this frontal description, arguing that
“access of information to a prefronto-parietal global neuronal workspace, capable of
broadcasting that information to many distant cortical areas and therefore making it available for
verbal or nonverbal report, is the essential ingredient of a theory of conscious perception” (2007,
519 emphasis mine). Prinz, when discussing GWT also emphasizes a frontal description:
“Dehaene sensibly associates the global workspace with areas of frontal cortex, which have been
implicated in studies of working memory” (Prinz 2012, 30). And again, in Dehaene’s more
recent work, he features the frontal model, claiming that our loss of consciousness, “seems
specifically associated with depressed activity of the bilateral prefrontal and parietal regions…
[which] overlap almost exactly with our global workspace network, the regions richest in long
distance cortical projections” (2014, 224—see pages 177, 169, 112, for similar claims). The
exegetical point I wish to make here is simple: Although Dehaene and colleagues began their
neural explanation of the global workspace with a commitment to the distributed model of the
workspace, wherein any part of the brain might participate in the formation of conscious
experience, they quickly moved towards a frontal model that privileges activity in the prefrontal
and parietal cortices as the sine qua non loci of consciousness.
What prompted this shift from a chaotic, Dennettian picture of the brain and its
haphazard coalitions clamoring for attention and greater clout towards a modular picture where
activity in our newest, most “evolved” bits of cortex explain our higher cognitive capacities? In
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answering this question, we will expose likely the largest flaw of GWT; namely, its close
conceptual association with working memory. As an exercise in conjecture—after all I don’t
personally know Dehaene or his motivations—my guess is that these theorists were drawn to the
robust psychological and neuroimaging literatures surrounding working memory, whose
functions mirror conscious report, and this led theorists to adopt or adapt the most prevalent
neural model of working memory at the time: the prefrontal model of working memory. This
model, described in Chapter one, section 2.3, proposes that neuronal activity in the prefrontal
cortex is responsible for actively maintaining stimulus-relevant information in working memory
(Funahashi 2006, 251). Dehaene appeals to this model in his own work, for instance when he
suggests that before our ancestors acquired language the prefrontal cortex, “already provided a
workspace where past and presence sources of information…could be complied to guide action”
(2014, 112). In fact, the links between working memory, prefrontal activation, and consciousness
were already being considered at the beginning of their project, as is evidenced when Dehaene
and Naccache’s claim that: “the working memory system made available by prefrontal circuitry
must be tightly related to the durable maintenance of information in consciousness” (2001, 10).
This point, that consciousness and working memory are tightly linked by their similar activation
profiles in the same region of interest, the prefrontal cortex, is central to GWT. Though Dehaene
never explicitly identifies working memory with consciousness, the relationship between
consciousness and working memory teeters towards a functional equivalency.

2.4 A gloss of the relationship between the global workspace and working memory
Demonstrating that under GWT working memory and consciousness share much in the way of
their functional profiles will require a bit of exegeses, but this work will pay dividends when we
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come to critique the theory in section 3. Recall a generic account of working memory, as
described in Chapters one and two, is as a capacity that enables us to maintain and manipulate
limited information for short durations in the service of higher cognitive functions, such as
report, deliberation, decision making or planning. At this point in the project, I take it that we can
assume such a standard account without argument and without risk of building up a straw-man.
First, recall that one of the functions—really one of the “hallmarks”—of consciousness under
GWT is to maintain sensory representations (Dehaene & Naccache 2001, 1; Dehaene 2014, 220).
Second, recall the discussion immediately preceding this one in section 2.3: the workspace is
instantiated by prefrontal neurons and it is those same neurons that Dehaene takes to,
“implement an active memory” (Dehaene 2014, 101). The prefrontal cortex is also assumed to
“play a key role in our ability to maintain information over time, to reflect upon it, and to
integrate it into our unfolding plans” (102). So far, the evidence is circumstantial: consciousness
may be necessary to instantiate the proper functions of working memory, specifically the
maintenance of information, and both capacities depend crucially on activity in the prefrontal
cortex. However, this is consistent with working memory and consciousness being two separable
and distinct, but interrelated systems.
Dehaene continues to push the two systems closer together. He claims that when “we are
aware of certain piece of information, what we mean is just this: the information has entered into
a specific storage area that makes it available to the rest of the brain” and when we become
conscious of some information, “we can hold it in our mind long after the corresponding
stimulation has disappeared from the outside world. That’s because our brain has brought it into
the workspace, which maintains it independently” (163 and 165, respectively – emphasis mine).
In these passages, Dehaene is equating awareness—conscious experience—with the process by
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which information is encoded into a storage-like area that is tasked with maintaining it.
Additionally, Dehaene equates that storage-like area with the workspace. This equation of
working memory and consciousness is then parroted as a metaphor: “the conscious workspace is
the clipboard of the mind” (166). Now we can fully appreciate just how central an account of
working memory is to consciousness, as Dehaene makes it clear when he suggests that “one of
the hallmarks of consciousness [is] the capacity to hold information in working memory for a
few seconds” (229). The anatomical and functional profiles of the workspace and working
memory are one and the same. Without working memory, and its concomitant capacity to
maintain information we do not have a basis from which to project these contents throughout the
brain, that is, without working memory there is no workspace and there is no broadcast.
This identification of the workspace with working memory has been noticed by other
scholars. Block, when describing the outlines of the GWT states, that conscious representations
are sent to a “global active storage system, which is closely connected to the consuming
systems… this workspace is also called ‘working’ memory—the word ‘memory’ being a bit
misleading because, after all, one can report an experience while it is happening” (Block 2007,
491). Prinz takes a similar, albeit softer, line claiming that Dehaene “shows that conscious access
to perceptual stimuli is associated with activation in lateral prefrontal cortex, a known locus of
working memory” (Prinz 2012, 31). Why Dehaene never explicitly argues for this equivalence is
puzzling. However, as I will argue in section 3.3, there are good reasons to keep working
memory separate from consciousness, particularly if we want to maintain any daylight between
conscious experience and conscious report. Failure to do so leaves also Dehaene, and the GWT,
open to challenges derived from my deflationary account of working memory.
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2.5 Four signatures
Before we move on to my critical comments, I will unpack Dehaene’s proposed four
“signatures” of consciousness. Dehaene suggests that signatures of consciousness should hold
greater epistemic weight than mere correlations: “what we are looking for is not just any
statistical relationship between brain activity and conscious perception, but a systematic
signature of consciousness, which is present whenever conscious perception occurs and absent
whenever it does not, and which encodes the full subjective experience that a person reports”
(Dehaene 2014, 142 emphasis mine). Roughly put, these signatures ought to be both necessary
and sufficient indexes for consciousness; though they may not themselves be constitutive of
consciousness. However, now we find ourselves again confronting the relation between
conscious report and conscious experience. Dehaene tacks towards what Block terms the
metaphysical correlationist argument, in which conscious report is entailed by conscious
experience: or as Dehaene puts it, “conscious perception entails many consequences. Whenever
we become aware of an event, myriad possibilities open up. We can report it, either verbally or
with gestures” (Block 2007, 486; Dehaene 2014, 128). As such, even if Dehaene’s conscious
signatures are byproducts of report, or the other myriad cognitive processes that are entailed by
conscious perception, because of the strict link between conscious perception and these other
cognitions, Dehaene can argue that these signatures always cooccur with conscious perception.
Dehaene identifies four candidate signatures which “index whether the participant experienced a
conscious percept”: fronto-parietal brain activity, a “P3” wave of electrical activity that sweeps
through the cortex around 300 milliseconds after stimuli detection, amplification of gamma-band
activity, and long-distance connectivity between frontal and sensory regions (140). Effectively,
the disparate methodologies that are used to derive these signatures are a way to triangulate and
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ground the claim that when we become conscious of some stimuli, something in the brain
changes. For each signature, I’ll provide a small passage from Dehaene’s text, and pair it with a
brief explanation of the supporting literature they cite.
2.5.1 Fronto-parietal brain activity
Fronto-parietal brain activity: “once again conscious perception causes a massive
change… [activation] invades a massively larger network of areas in the parietal and prefrontal
lobes… by now this parietal and prefrontal circuit should be familiar: its sudden activity
systematically appears as a reproducible signature of conscious awareness” (Dehaene 2014,
120). Dehaene cites a number of fMRI priming studies, including the Kouider et al. 2007 paper
mentioned above, as evidence that only stimuli that successfully recruit a large-scale frontalparietal network are fully perceived—leaving other highly processed stimuli in a preconscious
state with localized sensory-area activation (Kouider et al. 2007, 2027). Of course, results from
the priming literature pose a serious interpretive problem: primes that were not reported as seen
(i.e., subliminal primes) only recruited local sensory areas, whereas primes that were reported
recruited this larger frontal-parietal network. The serious empirical question at the heart of the
matter is whether this additional activity plays “a genuine role in conscious perceptual access, or
[is] merely associated with the various executive and attentional processes that follow it”
(Kouider et al. 2007, 2026—emphasis mine)? The additional caveat of conscious perceptual
access here may reduce the conceptual distance between the two options canvassed by Kouider
and colleagues. Though Dehaene and his collaborators take these priming studies as evidence
that conscious perception requires fronto-parietal recruitment, a more charitable conclusion that
matches the evidence on offer is that conscious access, or report, recruits a fronto-parietal
network. However, it’s not clear that this claim substantively differs from the “various executive
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and attentional processes” that often follow from conscious perception; that is, report is just one
of the many executive cognitions that can follow conscious perception. If this weaker
interpretation is correct, then we can only rely on fronto-parietal activation as a signature of
conscious perception if Dehaene’s metaphysical correlationist stance is correct.
2.5.2 P3 waveform
P3 Wave: “On conscious trials only, an ample voltage wave sweeps through [the parietal
and frontal cortices]… This slow and massive event has been called the P3 wave… (because it
often starts around 300 milliseconds)…The P3 wave is our second signature of consciousness. A
variety of paradigms have now shown that it can be easily recorded whenever we suddenly gain
access to a conscious percept” (Dehaene 2014, 124-5). This P3 wave is detected by scalpelectrodes with an EEG paradigm. As with the priming studies cited above, the P3 wave only
occurs when participants are able to report that a stimulus was detected (Dehaene et al. 2011,
204). P3 waves also predict whether a subject will be able to successfully shift between two
candidate stimuli. If the P3 wave associated with the first stimulus extends, it prohibits a P3
wave associated with the second stimulus from occurring and this maps onto participant’s ratings
of stimuli visibility (Sergent, Baillet, & Dehaene 2005). That is, “consciousness of the one
[stimulus] seemed to exclude consciousness of the other” as index by their respective P3 waves
(Dehaene 2014, 125). However, identifying the P3 waveform with conscious perception exposes
an immediate tension: presumably the participants in all these studies were conscious
immediately prior to the task. I go into this later in my critiques of the four signatures in section
3.1 and 3.2, but it’s likely that the P3 wave is an index of something other than consciousness
per se, perhaps standing in for some salient or novel event.
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2.5.3 Gaillard et al.’s iEEG study, gamma-band amplification and long-distance neural
synchrony
The following two signatures, gamma-band amplification and long-distance neural
synchrony, both lean heavily on the results of a 2009 paper by Gaillard, Dehaene and colleagues
that used intracranial electroencephalography (iEEG). In this study, Gaillard and others
examined epileptic patients who were undergoing treatment with implanted electrodes
throughout the cortex. I first describe the experimental methods, and then isolate the relevant
results to each of the two signatures mentioned above.
Data from a total of 176 depth-electrodes implanted across ten patients were collected,
with the majority of electrode pairs implanted in the occipital, parietal and temporal cortices, and
only 19 electrodes implanted in frontal-areas (Gaillard et al. 2009, 475). Patients then completed
548 trials that were sorted from four possible task permutations: mask+word, mask+blank,
visible word, or a visible blank (see Figure 5 below). The researchers then averaged data from
the electrode sites, allowing them to study the oscillatory dynamics and, using Granger causality
transformations, the functional connectivity between disparate regions of cortex (481).
Importantly, this averaging was preformed after subtracting activity from trials were the stimuli
were present from those where they were absent (the “blank” conditions). They found that both
masked words and unmasked words had similar early activation profiles, including increases in
beta- and gamma-band activity (see sections 1.1.3 and 3.3.1 in Chapter three for discussions of
gamma-band activation and its purported functional roles) (478). However, after an initial time
window of 200-300 ms, gamma-band activation significantly decreased in the masked trials
(478). Granger causality uses a simple mathematical model to predict the “casual” relationship
between two recording-sites separated in time. As a quick gloss, a series of regressions are
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computed between two vectors, j and i, to determine whether past recordings of j serve as a
stronger predictor of activity in i than an autoregression of i alone (Seth, Barrett & Barrett 2015,
3293). After subtracting activity between conditions, Gaillard and others were able to compute a
factor of “casual gain,” and they found that causal gain only significantly increased among
electrode pairs in the un-masked conditions (Galliard et al. 2009, 482). Finally, though the
researchers did not themselves determine the placement of the electrodes, they did find that 68%
of all electrode sites showed a significant increase in activation for un-masked stimuli, whereas
only 24% of electrode sites were active for masked-words (486). I describe the limits of these
methods along with some conceptual shortcomings of their paradigm later in section 3.1.3, but
first I isolate the two signatures of consciousness that were found with this study.

Figure 5. This figure represents the four conditions that participants would face in Gaillard et
al.’s iEEG study. Figure is reproduced from Gaillard et al. 2009.

Gamma-band activation: “Whenever we presented a subject with a single word, whether it was
seen or unseen, we saw a wave of enhanced gamma-band activity in the brain… However, this
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burst of gamma-rhythms later died out for the unseen words, while it remained sustained for the
seen words…a massive increase in gamma-band power, starting 300 milliseconds after the
stimulus, thus constitutes our third signature of conscious perception” (Dehaene 2014, 135). As
I reviewed in section 1.1.3 in Chapter three, gamma-band activity is associated with many higher
cognitions, including maintenance and learning, and in the literature, increases in gamma-band
activity are taken as an indicator of increased “cortical communication” (La Van Quyen et al.
2010, 7781). Dehaene takes this increase in gamma-band activation as evidence that the
consumer systems are trading information at a much higher rate than in nonconscious states
where gamma activation is measuredly lower (2014, 136).

Long-distance synchrony: related to gamma-band activation, Dehaene claims that conscious
“perception, by contrast, involves long-distance communication and a massive exchange of
reciprocal signals that has been termed a ‘brain wave’,” before noting that this “massive
synchronization of electromagnetic signals across the cortex constitutes a fourth signature of
conscious perception” (2014, 137). As evidence for this fourth signature, Dehaene points to the
increase in beta-band phase synchrony, and the Granger casual gain that were both observed in
Gaillard et al.’s un-masked trials (2009, 481). In particular, Dehaene notes that the causal
influence of electrode pairs in Gaillard et al.’s experiment was bi-directional, with sensory areas
reaching out to frontal areas and frontal areas ending signals back (2014, 139).

Taken together, Dehaene gives us a metaphorical picture of conscious in action:
Conscious perception results from a wave of neuronal activity that tips the cortex
over its ignition threshold. A conscious stimulus triggers a self-amplifying
avalanche of neural activity that ultimately ignites many regions into a tangled
state. During that conscious state, which starts approximately 300 milliseconds
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after stimulus onset, the frontal regions of the brain are being informed of sensory
inputs in a bottom-up manner, but these regions also send massive projections in
the converse direction, top-down, and to many distributed areas. The end result is
a brain web of synchronized areas (140).
The four signatures reviewed above are merely what falls out of this phase-state like transition
that occurs whenever we become conscious of a given stimulus. Recall Dehaene’s goal: he does
not want to find “just any statistical relation between brain activity and conscious perception, but
a systematic signature… which is present whenever conscious perception occurs” (142). As
such, these signatures are not mere correlates, but are constitutive of consciousness—or at least
the process of becoming conscious of a given stimulus.
In the following subsections, I put pressure on this claim, and argue instead that these
signatures are likely indexing something closer to saliency or novelty (see §3.2). Before we
move on to that negative argument, it’s worth pointing out that—unlike Dennett—this all-ornone “ignition” of consciousness commits Dehaene to a binary theory of consciousness:
“consciousness possess a threshold that sharply delineates unconscious from conscious thoughts”
where consciousness “corresponds to the sudden transition toward a higher state of synchronized
brain activity” (185). The strict divide where consciousness occurs only when the brain has
reached a highly global state may pose problems for theorists who are friendly to the notion of
degraded states of consciousness or the kinds of subjective experience that other creatures can
instantiate. Though I will not venture to comparative psychology in this chapter, it is important
to flag this point of tension for future work.

3.0 Five challenges to Global Workspace Theory
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In this second half of this chapter, I have isolated five major problems with global workspace
theory, as presented by Dehaene. Some of the criticisms have already been voiced earlier in the
section where I laid out the relevant parts of global workspace theory; however, I have collected
them here in this section in order to make them clear and explicit. I will begin my criticisms
chiasmatically and go through each of them in turn: (i) the four signatures are not tied to
consciousness, (ii) the paradigms used by Dehaene test for novelty or saliency and not conscious
experience, (iii) it is unclear where the workspace resides, (iv) it is not clear how the workspace
differs from working memory, and (v) Dehaene conflates conscious experience with report. I end
by considering issues of report as a segue to the final, more theoretical Chapter of this project.

3.1 The four signatures occur outside of consciousness
Recall that the four signatures are: fronto-parietal activation, a P3 wave, gamma-band
amplification, and long-distance synchrony as measured by phase coherence and Granger
causality (Dehaene 2014, 140). Each of these signatures is present in other processes and in tasks
that do not directly test for conscious perception. In what follows I go through each signature in
turn, and provide an example of its presence in other paradigms along with my objections to
Dehaene’s interpretations. Below, in Table 1, I have provided a collection of the relevant claims
and citations to help orient the reader. Afterwards, I will discuss whether these signatures are
jointly sufficient, and argue instead that they are byproducts of higher cognitive activities.
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Four Signatures
Fronto-parietal
brain activity

P3 or P300
waveform

Dehaene’s 2014
Claims
Fronto-parietal
activation
“systematically
appears as a
reproducible
signature” of
consciousness (120)
The P3 wave is “easily
recorded whenever we
suddenly gain access
to a conscious
percept” (125)
“a massive increase in
gamma-band power...
thus constitutes our
third signature of
conscious perception”
(135)

My Interpretation

Supporting Citations

Fronto-parietal
activation cooccurs
with most higher
cognitions. Its
appearance indexes
reportability.

Ikkai & Curtis, 2011
Rottschy et al. 2012
Braunlich et al. 2015
Jerde et al. 2012

P3 wave signals a
novel or
unexpected
stimulus.

Polich 2009
Courchesne et al. 1975

Gamma-band
activity is
ubiquitous;
increased gammaband activity is
associated with
unconsciousness.
Long-distance
Conscious perception
Granger causation
synchrony
“involves longisn’t sufficient;
distance
Long-distance
communication” and
synchrony changes
“massive
throughout the
synchronization of…
lifespan;
signals across the
Can find evidence
cortex” (137)
of synchrony in
unconsciousness.
Table 1. A collection of claims to help orient readers for this section.
Gamma-band
activation

Le Van Quyen et al.
2010; 2016
Valderrama et al. 2012
Pockett & Holmes 2009

Seth et al. 2015
Pockett & Holmes 2009
Uhlhaas et al. 2009

3.1.1 Frontal parietal activity as a generic feature of cognition
Fronto-parietal activation is associated with several higher cognitions—including
visuospatial attention and motor planning—and these regions are typically recruited by classic
working memory paradigms (Ikkai & Curtis, 2011; Braunlich, Gomez-Lavin, & Seger 2015).
Rottschy and colleagues performed an extensive meta-analysis of 189 working memory
experiments that used fMRI methods, and determined that working memory task demands
recruited a “core” fronto-parietal network that may generalize to other executive functions (2012,
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830). Additional analyses comparing previous non-human and human primate imaging studies
by Ikkai and Curtis found a “single neural mechanism dependent upon persistent activity in the
[prefrontal cortex] and [posterior parietal cortex] that is common to maintaining [working
memory] representations, attention, and intentions, and perhaps a host of additional spatial
cognitions” (2011, 6). Ikkai and Curtis propose that the mechanism uniting these higher
cognitions is an abstract, motoric saliency map that is instantiated in these cortices (6). I
discussed these abstract saliency maps in sections 1.2.1 and 2.2 in Chapter three, along with
further, multivariate, evidence by Jerde and colleagues (2012). Jerde et al.’s impressive work
trained decoders on imaging data garnered from one of three tasks: a typical persistent delay
working memory task, a motor saccade task, or a covert visual attention task. These decoders
where then able to successfully predict the fronto-parietal activation patterns in the other two,
untrained, tasks (17388). The results from these studies strongly suggest that fronto-parietal
activation is a generic thumbprint for complex, executive driven cognition, especially when the
maintenance of information is required by task-demands.
Dehaene may respond by citing the Kouider study, which used sub- and supra-liminal
primes to show that only stimuli that were consciously perceived activated a broader frontoparietal network (Kouider et al. 2007, 2023). However, as I pointed out above in subsection
2.5.1, it’s not clear that this activation is not merely a product of report. Their task was not a
simple one, and it’s likely that what the authors found corresponded to participants’ successful
completion of the task, which largely occurred in supra-liminal (82% correct) as opposed to subliminal (53% correct) instances (2022). Had they authors gathered confidence ratings, these
might have been used to detect and correct for any metacognitive work that may also recruit this
fronto-parietal network (see also Rounis et al.’s fascinating 2010 TMS study that implicated a
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metacognitive role for prefrontal cortex—further reviewed in section 3.3.1). Additionally,
Kouider et al.’s use of simple, averaging univariate measures and subtraction methods may have
precluded finding stimulus-specific activation in subliminal trials.
3.1.2 P3 is a measure of novelty
The P3 wave, detected with EEG methods, has been classically decomposed into two
task-dependent waveforms: P3a and P3b (Polich 2009, 6). The P3a wave has been dubbed the
“novelty P300,”as it reflects the subject’s orienting response to unexpected stimuli; in fact, as
Polich describes it: “with repeated stimulus presentation, novelty P300 decreases in amplitude so
that it may be more directly related to the orienting response than the P3b” (6). The P3b, on the
other hand, is thought to reflect a “no-go P300,” or an inhibitory response (6). Additionally,
these different waveforms are thought to originate from disparate anatomical loci, and have
different functional and neuropharmacological profiles (1). Fractioning the P3 wave into two
separate waveforms does pose a problem for Dehaene’s claim that it functions as a signature of
consciousness; however, Dehaene might accommodate his stance by revising his prior claim and
acknowledging that both P3 waveforms serve as signatures for conscious perception. However,
there is an additional reason to be cautious of the P3 wave as a genuine signature; namely, its
classic association with stimulus novelty and task demands (8). Now, for the record, I am not
trained in EEG methods, but a review of the literature on these classic voltages, including the
P300, may lead one to conclude that the P3 wave merely flags novel or particularly germane
stimuli (Courchesne, Hillyard, & Galambos 1975).
The association of the P3 wave with novelty gives us a better picture of what is occurring
in the studies Dehaene relies on; specifically, that participants have detected the presence of a
novel or important stimulus. Dehaene even himself lapses into this language: “whenever we
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become aware of an unexpected piece of information, the brain suddenly seems to burst into a
large scale activity pattern” (Dehaene 2014, 130 emphasis mine). As such, the P3 wave doesn’t
index consciousness per se, but rather this unexpected or novel presentation of stimulus. In effect
its reliably and robust presence indicates that there are alarm bells going off in the mind,
something important has appeared! However, and I press on this thought in subsection 3.2, it’s
not clear that consciousness is concomitant with this state of surprise or novelty. That is, I don’t
go around my day to day life being alarmed and alerted by novel stimuli, yet I am certainly
conscious of my mundane goings on.
3.1.3 It is unclear what gamma-band activity represents
As I mentioned earlier in my discussion of Prinz’s AIR theory, gamma-band activation is
rampant even in deep sleep states (see the similarly titled section 3.3.1 in Chapter three). To be
fair to Dehaene, he is also aware of this fact, stating that: “high-frequency activity accompanies
both conscious and unconscious processing: such activity is present in virtually any group of
active cortical neurons” (2014, 136). However, what is relevant is that “such activity is strongly
enhanced during the ignited conscious state” (136). Reviewing the Gaillard et al. paper that
Dehaene heavily leans on, we see that “increases in spectral power in the high-gamma band were
jointly elicited by masked and unmasked words,” but that only unmasked words “still induced
significant effects within the late temporal window” (2009, 485). Refining Dehaene’s claim,
perhaps consistent strongly enhanced gamma-band activity is a signature of consciousness.
However, before we agree to this revision we might ask just why Gaillard and colleagues did not
find significant gamma-band activation in the later temporal window?
Recall the task design as shown in Figure 5 above: each condition has a target-present
and a target-absent variant. The variants of these conditions are subtracted from each other in
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order to yield a “pure” measure of electrode activity associated with the target stimulus (473).
Now compare the two conditions: both have a 71 ms pre-mask of “#s” before the target
presentation, and only in the masked condition is there a secondary 400 ms post-mask of “&s.”
The unmasked condition does not have any such post-mask, it merely presents the participants
with a blank screen. As mentioned above, Gaillard et al. did not find any significant gamma-band
activation 200 ms and onward after the target presentation in the masked conditions (485).
However, considering that the post-mask was present for 400 ms, it is almost certain that
participants did consciously perceive it. If gamma-band activation is a signature of
consciousness, we ought to detect it for the post-mask. Obviously, Gaillard and colleagues
controlled for this possibility by including the post-mask in both target-present and target-absent
trials and by subtracting any overlapping activity between them. However, the authors do not
present any evidence or claim that gamma-band activity can be casually linked to a specific
stimulus, nor do we have any evidence that gamma-band activity, unlike other neural measures
such as BOLD, scales linearly with increasing stimuli load. As such, it is not implausible that
gamma-band activity related to the target word was present during the post-mask period, and it’s
not implausible that this activity was filtered out by their subtraction methods. Future studies
should take advantage of multivariate analyses and train decoders to declassify stimulus-specific
oscillatory dynamics. This objection stands over and above the limits that the authors point out:
namely that their comparison is between degraded and non-degraded stimuli, and that the
activation profiles the authors found might be instead correspond to the recruitment of downstream cognitive resources (473). The point against Dehaene here is simple: we don’t understand
enough about the dynamics of gamma-band activation, which seems ubiquitous, to infer much
about what it is doing.
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However, I also want to push more generally against Dehaene’s anointing of gammaband activity as bona fide signature of consciousness for two reasons. One of Gaillard et al.’s
most interesting and unpredicted results was that changes in beta-band rather than gamma-band
phase synchrony better captured the differences between masked and unmasked trials (487). The
authors go on to suggest that future models and simulations of the global workspace should find
a way to account for these findings (487). Second, the normative caveats that we must add to
gamma-band activity so that it can per se serve as an index of consciousness; namely, the
consistent and strongly enhanced danglers, are problematically vague. Given the ubiquity of
gamma-band activity, and its nature as a qualitative component of neural firing, make it difficult
to give good independently motivated accounts for what “consistent” or “strongly enhanced”
gamma-activity would look like—that is, we don’t have a good baseline for these effects. In fact,
given their surprising discovery of beta-band synchrony, and finding gamma-band activity for
masked stimuli, Gaillard and colleagues conclude that: “neither iERPs (even those recorded from
frontal cortex), nor gamma-band activity or beta synchrony per se are unique markers of
conscious experience” (489). The burden then falls to Dehaene to give us an account of
conscious-specific gamma-band activation that doesn’t rely on post hoc, or curve-fitting,
explanations.
3.1.4 Long-distance connectivity occurs in unconscious states
The final proposed signature is massive long-distance synchrony between brain regions,
as supported by Gaillard et al.’s results pointing to increases in beta-band phase synchrony and
Granger casual gain for unmasked as opposed to masked stimuli (Dehaene 2014, 140; Gaillard et
al. 2009, 483). First, use of Granger regressions to demonstrate functional connectivity between
brain regions is suspect; in fact, many authors often use the term Granger prediction instead
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(Seth, Barrett, & Barnett 2015, 3296). This worry is augmented in the case of the Gaillard et al.
study by their use of a subtraction method between masked and unmasked trials. That is, since all
the data associated with the second post-mask is filtered out, it may also filter out significant data
that may have been related to the target word. Finally, as Gaillard and colleagues computed
Granger regressions based on pairs of electrodes implanted within the same patients, and only 19
of their 176 electrodes were frontal electrodes—implanted in only two patients—the
combination of all these factors leave the researchers with a small data space to probe whether
truly long-distant cortical connections were present only in conscious trials (Gaillard et al. 2009,
490).
Setting aside the issues with Granger casual analyses, there are a number of recent
findings that challenge the view that beta-band phase synchrony, even between distant regions of
cortex, is an index of conscious experience. Pockett and Holmes recorded intracranial EEG data
from a number of patients who suffer from severe, generalized Grand mal epileptic seizures
(2009, 1050). After undergoing a generalized seizure, these patients find themselves in an
unreactive and amnesic state which the authors equate with unconsciousness. Pockett and
Holmes found greater beta and gamma pass-band activity in these unconscious states than when
the patients were engaged in a conscious control task, stating “in all cases [surveyed] there is
more widespread synchrony in data from the unconscious state than in data from the conscious
state,” explaining that this “finding is in marked contrast with the general folklore that
consciousness is associated with gamma synchrony” (1054). Now, obviously these are not
stereotypically unconscious states—although, as I noted when reviewing Prinz’s AIR theory, we
can find these activation profiles in all stages of consciousness—but in any case, they do show
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that large spectral increases in gamma-band activity and beta-phase synchrony are not sufficient
for what we prototypically associate with subjective experience.
But why do we consistently detect these increases in many of these experimental
paradigms that aim to get at the neural correlates of consciousness? Consider a further study by
Uhlhaas and his collaborators who took a developmental approach (2009). I won’t summarize
the details of this paper, as its focus wasn’t strictly on the correlates of consciousness, and
instead I will pull out an excerpt from the abstract and follow it with a speculative point:
We analyzed the development of functional networks by measuring neural
synchrony in EEG recordings during a Gestalt perception task in 68 participants
ranging in age from 6 to 21 years. Until early adolescence, developmental
improvements in cognitive performance were accompanied by increases in neural
synchrony. This developmental phase was followed by an unexpected decrease in
neural synchrony that occurred during late adolescence and was associated with
reduced performance. After this period of destabilization, we observed a
reorganization of synchronization patterns that was accompanied by pronounced
increases in gamma-band power and in theta and beta phase synchrony (2009,
9866).
The simple point to pull out of this work is that increased neural-synchrony follows from the
maturation of executive systems that are associated with successful task completion. On a more
speculative note, perhaps the gamma-band activity and the beta-phase synchrony that we are
detecting in many of these consciousness and correlate-hunting paradigms is a result of task
difficulty and task completion. It is not a sign of consciousness per se but rather it is a sign that
you’re thinking and actively attempting to solve some problem. Now, those two processes often
do co-occur, but that is not evidence to suggest that they’re constitutive of one another. That
gamma-band activity and phase synchrony are measures that significantly change throughout the
lifespan further pushes against any identification between consciousness and these candidate
signatures; that is, unless we want to claim that teenagers are markedly less conscious than their
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older peers—a claim that Dehaene cannot accept given his binary analysis of consciousness
(Dehaene 2014, 185).
3.1.5 These measures may jointly be sufficient for conscious report
The four signatures are neither necessary nor individually sufficient for consciousness
per se; however, to be charitable to Dehaene, he does hedge his claims stating that “one or more
of these events could still be an epiphenomenon to consciousness… Causality remains hard to
assess using neuroscience methods” (2014, 159). Though this does appear to contradict the
epistemic bar that he set for signatures of consciousness earlier in his work, we can still ask
whether these four candidate signatures would be jointly sufficient. Clearly, it’s difficult to
resolve this question and given the current state of the research I can only confidently say that if
we find evidence for these four signatures in a given subject, it’s likely that they’re conscious.
But these four signatures, together, probably overshoot the mark; that is, we find evidence for
these four signatures when participants are doing some cognitive work, or more simply put, when
they’re thinking. As nearly every study that I reviewed in this section requires report, and they
require subjects to make some decision or discrimination, we’re left to sort out the difficult
epistemic, or metaphysical, links between report and conscious experience. Restricting these
signatures as evidence of reportability may be uncontroversial, but it’s likely the most we can
purchase with the empirical coin on offer.

3.2 Liminal stimuli, novelty, and the test for consciousness
In this subsection, I want to make explicit a concern that I’ve had regarding consciousness
paradigms that depend on threshold stimuli, that is stimuli on either side of the supra- and
subliminal divide. Many of the studies discussed in this chapter use some variant of this divide to
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isolate and determine the correlates of conscious perception, whether in Kouider et al.’s fMRI
priming study, or Gaillard et al.’s intracranial EEG paradigm, or even in the Sperling retrocue
task. While the authors of these studies take pains to make it clear that what they are measuring
is a difference between visible and unseen stimuli (see Kouider et al.’s explications in terms of
“potentially visible” and the like on page 2027), it’s not prima facie obvious that we can isolate
the conscious experience of a single element of perception from the broad context in which the
participant finds themselves. That is, the participants are not only conscious throughout the
entire experiment, but they’re put in a very peculiar and demanding environment, all while they
are trying to successfully perform a task. After giving readers a mental picture of just what this is
like, I cash out two claims, one weaker than the other, to motivate the intuition that what
researchers are measuring in these paradigms are not the correlates of consciousness per se, but
rather novelty or other features associated with task demands.
Imagine that you’re placed in a small dark room, with sixty or more electrodes tediously
glued onto your head, chin propped up on a plastic tray, staring ahead at a bright screen waiting
for the experimenter’s voice to come through the intercom, instructing you on the task du jour.
It’s a very odd experience, and one that—having the opportunity to participate in many similar
set-ups—leaves you in an anxious state. Right before the stimulus is flashed on the screen ahead
of you, you are conscious while you attempt to remember the experimenter’s instructions, or the
last cue, or to keep your eyes fixated and your facial muscles completely still—each twitch is
poised to ruin a data-point and could force you to repeat a whole run of trials. After several, if
not dozens upon dozens of rounds of cues, trials and responses your mind can wander a bit, as
you begin to think of how much time is left in the task, or whether you’re moving too much, or
whether you’re doing the task correctly, or what you will do with the cash given to you at the end
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of the session. My point is simple: you are conscious throughout the task and you are conscious
of many things at once.
There is a sense, in consciousness research, that consciousness must be a serial process—
something like the stream of consciousness that James coined or Dennett’s virtual, Joycean
machine brought about by language (1991, 214). And it’s likely that this slow, serial,
linguistically tuned process is a kind of consciousness, but it does not exhaust quotidian
conscious experience, or at least we’d need a good argument to that effect. True, I may only be
able to fully focus on a single element of my perceptual world, but there is a strong sense in
which I am aware of the broader field of perceptual elements: the sounds, the colors, my own
movements and sensations that all form part of a generic moment, and these are all candidates
for my focus. It is not as if they materialize suddenly when I bring them into focus, rather they
were all already there—perhaps in a slightly degraded or “generic” state, and certainly not in a
state where I could comment about them even though they do form a part of my subjective
experience (Grush 2007, 504).14 Now, I’m not a phenomenologist, and I don’t want to posit
something that is not friendly to an empirical, materialist understanding of consciousness, but it
appears, with consciousness at least, that there is some conceptual work left to do.
Why should Dehaene care at all about my own reports and intuition about subjectivity
and my experience of having been in the scanner for these tasks? Largely, he shouldn’t. But what
is relevant, at least for researchers who want a charitable and complete theory of consciousness,
is to acknowledge that these studies are not a pure comparison between a subject who is strictly
non-conscious and one who is conscious at a specific point in time; rather the subject was

14

Here, I am reminded a bit of Heidegger’s classic distinction between present-at-hand and ready-to-hand and
equipment more generally, but I’m also not a trained phenomenologist (Being and Time, 15:98).
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conscious the entire time. If consciousness, or this dimmer subjective world that I’m appealing to
with the description of my own first-person experience, requires a “self-amplifying avalanche of
neural activity that ultimately ignites many regions into a tangled state” or a phase-state like
transition from a kind of mental quietude to massive increase of brain-wide activity, then we
should find traces of this heightened state throughout these experimental paradigms (Dehaene
2014, 140).
A large part of the problem is conceptual: Are these signatures and the notion of global,
brain-wide information sharing indicators of consciousness full stop—or something weaker? Are
they measures of conscious perception?15 Or instead, as Kouider et al. put it, conscious
perceptual access? Or, as Dehaene hedges at the beginning of his book, simple conscious access?
Or are they indexing reportability? Or, more generically, are they mere evidence of general
cognition in action? Each of these specific terms has been associated with GWT and the
evidence on offer for it. But actually doing the tough conceptual work to sort out these different
options has been left as an afterthought. Importantly, I’m not here to engage in what Dennett
calls “philosophical blackmail,” or a gotcha! philosophy of entrapment (2001, 223). But I am
here to disabuse philosophers and psychologists of black-box terms and shoddy concepts that
occlude both the immense complexity of the brain and may hinder progress towards a tractable
and empirically amenable account of the mind and its functions.
With my concern clearly on the table, let me propose a strong and weak version of the
relationship between globality—along with the four signatures, and this brain-wide phase-state
like transition account of the workspace—and the concepts of consciousness. I’ll then argue that
each suffer from either logical or conceptual problems.

15

See the discussion of correlates versus signatures at the beginning of section 2.5, or on page 142-4 of Dehaene’s
2014 book.
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Take the strong case: if and only if you are conscious full stop, your brain will enter a
massively “tangled” state of information sharing and we will be able to measure this state with
heightened indicators of oscillatory and neural activity. This biconditional is clearly false.
Results from the subliminal studies cited in sections 2.5.3 and 3.1.3 show that these markers that
are constitutive of, or at least concomitant with, this heightened state of brain-wide information
sharing are not present in masked or subliminal trials. To accept this biconditional would require
that we claim that these subjects, in masked trials, are not conscious at all. There are two reasons
to resist biting this bullet. First, take the intuitive picture I detailed just a bit earlier: participating
in these paradigms does not render you unconscious, your mind is still occupied throughout the
task, whether you’re focusing on the instructions and task demands or letting your mind wander.
Perhaps this is a bit question begging on my part, despite Dehaene’s own advocacy for the
veracity and validity of introspective report as a measure of consciousness (Dehaene 2014, 4145).
As an alternative argument, consider the tight connection that Dehaene draws between
consciousness and the maintenance of information, as I detailed in section 2.4 above. Recall,
Dehaene claims that when we become conscious of something, “we can hold it in our mind,” and
that, as he states with Naccache in 2001, “consciousness is required for some specific cognitive
tasks, including those that require durable information maintenance” (Dehaene 2014, 165;
Dehaene & Naccache 2001, 1). In the Gaillard et al. task, participants are supposed to decide
whether the target word was negatively or neutrally valanced, and they had to indicate by
pressing one of two buttons. Additionally, halfway through the task, the button-mappings were
reversed, as a safeguard from participant perseveration (Gaillard et al. 2009, 489). Throughout
the entire task, subjects are actively holding some level of these instructions and output rules
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present in mind. This is not a mindless process, and if you implemented some simple checks you
can easily tell when a participant has called it quits, mindlessly tapping away hoping to get
through the tedium of whatever task you’ve set. The point here is simple: throughout the entire
task you are holding things in mind in order to complete the task. By Dehaene’s own theoretical
commitments, this maintenance of information necessitates consciousness. You don’t have to
buy my introspective report as evidence of just how participants are conscious throughout these
tasks, it’s mandated by the very task design itself. Given the variance of experimental results and
the simple fact that experimenters do not merely find a continuous heightened state of “brain
wide information sharing” and its concomitant signatures, we have evidence that these are not
constitutive or strictly entailed by consciousness per se.
You might object, saying that I’ve built a straw-man of an argument. However, the
exegesis given in section 2 above shows that researchers do tie a robust, subjective, perceptual
account of consciousness to the global workspace. Dehaene (2014) is quite explicit: “this global
availability of information is precisely what we subjectively experience as a conscious state”
(168). According to this view, then, we should find global availability, and its entailed
signatures, whenever we are in a conscious state, which occurs out of necessity when we
maintain information. Most experimental paradigms in cognitive psychology and neuroscience
require that we maintain some information in mind, and consequently, they will require
consciousness. Now the critical question becomes very clear: why don’t we find these measures
of global availability throughout the task?
As a last reply to my critique, a friend of the global workspace theory might suggest that
the global availability associated with the background conditions relevant to the experimenters’
paradigm are successfully filtered out—after all that’s why Gaillard et al. control for the
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presence of masks. Anything that is consistent between the conditions, including a “background”
amount of consciousness, should simply cancel out. Additionally, there is some evidence in
Dehaene’s writing that he is concerned about how pieces of information become conscious:
“conscious access [is] how we become aware of a specific piece of information” (Dehaene 2014,
25 emphasis mine). However, even here context is important: what were the participants doing?
That is, what were the task demands? In the Gaillard et al. experiment, they had to evaluate the
emotional salience of target words. Now we can ask, behaviorally, what differentiated the
unmasked and masked conditions? In the present study, it was the successful completion of the
task demands. Assuming everything, including whatever background measures of consciousness
common to both conditions, is successfully filtered out—which is a lot to grant in this case,
given that such a demand was not an explicit aim of, nor addressed by, the experimenters—what
accounts for the variance between the two conditions? It is the successful completion of the task,
and as such we can infer that the subtracted activation profile—the gamma-band activity and
phase synchrony, corresponds to the task demands. This inference and its consequences are
consistent with my argument that the signatures detect something more akin to novelty or
stimulus saliency, not consciousness per se.
These arguments and replies lead directly to a second, weaker claim. As opposed to the
strong claim above—that these signatures occur if and only if we are conscious per se—perhaps
global availability and all the signatures of consciousness occur if and only if our highercognitive systems, those responsible for maintenance, problem solving or report, are actively
recruited. This biconditional is far more plausible and more consistent with the empirical results
and conceptual landscape, although it leaves consciousness completely out of the picture.
Another worry is that the conditional above is very weak, after all it does not differentiate
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between the specific activation profiles of these varied higher cognitions. However, at least this
conditional presents a more accurate picture of what we can claim at the moment. Currently, the
way our experimental tasks and paradigms are designed require some measure of report, or at
least maintenance—which as I argued in Chapter two is a common currency of cognition—
simply for them to be successfully carried out. Even the very instructions that we give
participants must be held in mind in some way for them to achieve any fluency with the task
demands. As such, these paradigms operate at too large a grain-size to discriminate between the
various neural contributors of maintenance, or even subjective experience.
Pessimism is attractive at this juncture; however, I think there is cause for optimism here.
We need to put the work in to regiment the conceptual terms in such a way that they are
amenable to empirical falsification—we need to put up hypotheses about the nature and structure
of higher cognition, of report and reflection, that can be tested. Part of this strategy also requires
that we philosophers take the empirical work seriously and take the time to canvass the empirical
paradigms and findings on offer, much in the way Prinz did in his AIR theory. For instance,
consider how the use of linear classifiers and other multivariate tools are helping us to find
distributed, perhaps “global,” patterns of stimulus-specific activity throughout the cortex (see
Jerde et al. 2012 or Ikkai & Curtis 2011). The brain is a distributed, complex system, and
theories that attempt to corral its activity into a simple series of caricatures won’t survive the
tribunal of empirical examination.

3.3 Two additional critiques
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In this subsection, I will revisit two issues that were raised in section 2 in this chapter, and
review some of their consequences. First, where exactly is the workspace? And second, does the
workspace differ from working memory?
3.3.1 Maintenance and the frontal workspace model
Recall in subsection 2.3 I offered two competing views about where the workspace is: a
distributed or neuronal account and a frontal account. I also argued that while Dehaene and other
global workspace theorists pay homage to the Dennettian-inspired distributed view where the
workspace is instantiated by special neurons that are scattered throughout the cortex, Dehaene
and other commentators primarily address the frontal version. In the frontal version of the global
workspace theory, these special neurons with their long-distance enervation are primarily located
in the frontal and parietal cortices. This frontal account can accommodate most of the supporting
evidence that Dehaene offers, which shows that fronto-parietal activation is a common feature to
conscious perception (see section 3.1.1 for an argument). I also suggested that theorists are
attracted to the frontal model as it best coheres with the long-standing prefrontal model of
working memory. Both of these models present some challenges to the global workspace theory,
broadly construed.
A distributed model suffers from problems of vagueness and specificity. As mentioned in
2.3, if consciousness only requires “a fraction of these neurons [to] constitute the mobilize
workspace,” then how does this cohere with the global or brain-wide “tangled state” metaphors
that abound in descriptions of the global workspace theory (Dehaene & Naccahce 2001, 14)? But
more pressingly, it leads us to a series of sorites paradoxes: how many special neurons are
needed? Could consciousness scale with the number of special neurons active? If these neurons
do in fact constitute the workspace, and the workspace instantiates consciousness, could we
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isolate these neurons? That is, if we extracted just enough of these neurons, placed them in an in
vitro set-up with enough nutrients and buffer solution to keep them in homeostasis, would we
have consciousness in the petri dish?16 These rhetorical questions would certainly be rejected flat
out by Dehaene—after all, consciousness is a process of brain wide information sharing that
happens all at once—like a phase transition in physics—without the possibility of intermediate
states (2014, 13 and 130-1). Still, we’re justified in asking for specifics about the particulars of
these neurons and just how many of them are required, if Dehaene and others want to advocate
for the distributed model. After all, a minimalistic distributed model might be coextensive with
Lamme’s recurrent processing theory or another, non-global first order theory of consciousness
(see section 1.3, or Lamme 2006). On the other hand, let’s suppose we take the metaphor of
globality seriously. What would it mean for the whole brain to be active, or for some large
portion of it to fire at once? These cases do occur, especially in Grand mal epileptic seizures that
generally cause patients to become unresponsive and can greatly affect their quality of life and
engender further health complications (Pockett & Holmes 2009). Clearly this isn’t the notion of
globality that Dehaene and others assent to. Because of this lack of specificity, and the
metaphorical use of “globality” in the theory, we can move on to the second, more prominent
formulation.
As reviewed earlier in 2.3, the frontal model features more prominently in the
consciousness literature, and is supported by the neuropsychological cannon, as the frontal cortex
finds its way into most discussions of executive function. However, situating consciousness as a
product of frontal activation is not so clear cut. Indeed, recall that Prinz, arguing against global
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This possibility, of lab-grown “minibrains” in petri dishes is no longer a philosophical toy case; given rapid
developments in bioengineering and organic 3D printing, these test cases are starting to present researchers with
serious ethical problems (see Farahany et al.’s very recent commentary on this exact issue in Nature, 2018).
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workspace theories, makes noncentrality a desideratum of a complete theory of consciousness
(see Chapter three section 3.2, or Prinz 2012, 32). I want to extend this criticism by pointing to
some results in the lesion literature, ultimately offering a reductio of sorts. Recall that, for
Dehaene, maintenance requires consciousness; that is, consciousness is a necessary prerequisite
for—if not strictly identical to—maintenance (Dehaene & Naccache 2001, 1). And
consciousness will be instantiated in frontal areas, as per this model of the workspace. So, what
if we were to lesion those frontal areas? The natural conclusion would be that our patients would
not be conscious of the relevant stimuli, or at least that they would fail to maintain
representations of those stimuli.
However, in an analysis of the lesion literature, D’Esposito and Postle found that many of
these patients—with large lesions to the prefrontal cortex—were nonetheless able to perform
unimpaired on simple tests of verbal- and digit-span (1999, 1312; see also Postle 2006, 26 for
other examples). Importantly, these patients did have difficulty with more complex tasks, such as
with typical “manipulation” working memory paradigms (e.g., reordering stimuli or
alphabetization) (D’Esposito & Postle 1999, 1312). Still, if frontal systems are the locus of the
workspace, these patients’ successful performance of simple maintenance tasks cannot be
adequately accounted for by Dehaene’s theory. One simple response may be that in these
patients other, more distributed workspace neurons took on the burden. That may be true—
although it’s likely that we would still see some effects of this diminished workspace capacity—
but then this forces Dehaene to address the problems associated with the distributed model
described above.
The frontal cortex clearly does do something in many of these cases, although its role
may not be directly linked to consciousness full stop. Consider Rounis and colleagues’ paradigm,
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where they applied bilateral theta-burst transcranial magnetic stimulation (“TMS”) to the
prefrontal cortex (2010). Participants were tasked with determining the orientation of two
squares, which were arranged either as a diamond the left and a square on the right, or in the
opposite positions, and presented for 33 ms followed by a metacontrast mask (2010, 166). At the
same time, participants had to judge the visibility of the figures, giving them a total of four
possible responses. Finally, participants were segregated into either true- or sham-TMS
conditions, where in each condition they were tested before and after TMS, or sham TMS-like
noise, was applied. Performance was also kept constant between trials at about 75% correctresponse by altering the contrast of the stimuli. As such there were no differences in participant
performance on the tasks, rather there were significant impacts on subjects’ reaction times and
the stimulus contrast needed to achieve stable performance; however, these impacts occurred
after either true or sham TMS application (171). Stimulus visibility, on the other hand, was
significantly affected (p < .005) only when true-TMS was applied to the prefrontal cortex. The
authors conclude that “disruption of activity in [the prefrontal cortex] can impair the
metacognitive sensitivity of visual awareness” (174). Here we have evidence that the prefrontal
cortex is engaged in cognitive work, although it is metacognitive and not strictly tied to
conscious perception.
What can we surmise from this quick review? For one, it’s not quite clear just where the
workspace is, but neither the distributed nor the frontal model can fully account for the data.
Conceptually, adding the metaphorical caveat of “globality” does nothing to help us determine
the workspace’s functional or anatomical profile; after all, true global activation results in
something closer to an epileptic seizure. In their 2001 paper, Dehaene and Naccache appeal to a
“common mechanism” that unites the variety of conscious states together, and the common
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mechanism they proposed was frontal and parietal activation (24). However, fronto-parietal
activation, as I argued in section 3.1.1, is common to higher cognition more generally, and there
is nothing in either this frontal model or the distributed model’s implication of specialized
pyramidal neurons that resolves a mechanism for consciousness with proper parts and functions
(Craver 2009). A proper mechanism may ultimately be something closer to Lamme’s recurrent
processing networks, or even a more detailed account of “broadcasting” that makes testable
predictions about just which systems broadcast what in what format to which consumer systems
(Lamme 2006, 512).
3.3.2 Deflationary working memory cannot ground the workspace without engendering triviality
The exegesis that I provided in section 2.4 of this chapter motivates a close association
between the global workspace and working memory. I argued that Dehaene’s description of the
anatomical and functional profiles of the workspace and working memory were nearly identical.
This equation of the two systems is obvious from the passages I quoted, for instance consider
Dehaene’s claim that when we become conscious of information, “we can hold it in our mind
long after the corresponding stimulation has disappeared from the outside world. That’s because
our brain has brought it into the workspace, which maintains it independently” (2014, 165
emphasis mine). This potential identification of consciousness with working memory presents us
with a dilemma, similar to the one I reviewed in Chapter 3, section 3.2 when examining Prinz’s
AIR theory.
Consider that, if working memory and consciousness are part of the same system, and the
deflationary account of working memory I presented in Chapter two is correct, then by
substitution we are left with the trivial claim that consciousness is a product of general cognition.
But, it’s not impossible that my deflationary account of working memory—reducing it to
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maintenance and finding that maintenance is instantiated throughout the brain—is incorrect or in
need of some future revision. Even so, a weaker version of the same argument would be difficult
for Dehaene to reconcile. That is, even if working memory does not merely stand in for cognition
more generally, I still have shown that there are at least two distinct pathways and mechanisms
for information to be maintained (recall the discussion of “activity silent” working memory
paradigms in section 4.2 of Chapter two). Additionally, given the steady fractionation of working
memory—from a single unitary store in Atkinson and Shiffrin’s 1972 model, to Baddeley’s
multicomponent model, ending with the emergentist doctrine pioneered by Postle and others—
it’s already clear that working memory, if it is something more than generic maintenance, is not a
single store manifest by any one area of the brain (see Chapter one for a detailed discussion).
These two claims together bring significant pressure on Dehaene’s and other global workspace
theorists’ narrative equating the workspace to a kind of storage-place, or active “clipboard” of
the mind (Dehaene 2014, 166). Likewise, if we equate consciousness with working memory, and
working memory fragments into a collection of functionally and anatomically distinct processes
that subserve maintenance more generally, then we’re left with the awkward conclusion that
consciousness fragments as well. That is, unless we provide a caveat of some sort—perhaps that
consciousness is not inherent in all the diverse forms of maintenance, but only a specific subset.
Again, the burden is on Dehaene and others to make that caveat explicit; that is, if consciousness
is related to some subset of maintenance processes, by virtue of which additional criterion do
those processes instantiate subjective experience—what makes them and not the other processes
we’ve identified as working memory conscious? Answering this question without appealing to
post hoc explanations is not simple.
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What if Dehaene erred? That is, perhaps he glossed a bit too quickly, and maybe he and
Naccache were overstating things when they claimed, early on, that “the ability to maintain
representations in an active state for a durable period of time in the absence of stimulation seems
to require consciousness,” or that, “the working memory system made available by prefrontal
circuitry must be tightly related to the durable maintenance of information in consciousness”
(2001, 9-10). What would happen if we divorce working memory from the global workspace?
First, we would need an explanation of how these systems interact. But, more troubling, the only
way to make global workspace theory consistent with the claim that working memory is an
autonomous, fully separate system from the workspace, would be to posit two distinct “storage
areas” that share the same functional and anatomical profile in the mind. Dehaene holds that “the
observation of a sustained activation of specific prefrontal and parietal regions… surely reflected
the presence of conscious thoughts in working memory,” further claiming that working memory
is a “strong candidate for the depositories of our conscious knowledge” (2014, 211 and 101). At
the same time, recall that Dehaene equates this element of storage with workspace activation;
holding that when we are aware of some information “the information has entered into a specific
storage area that makes it available to the rest of the brain,” and that whatever “we become
conscious of, we can hold it in our mind… because our brain has brought it into the workspace,
which maintains it independently” (Dehaene 2014, 163 and 166).
Either we have one “storage area” in frontal cortex, namely the one classically and
incorrectly associated with working memory, and this store realizes the key function of
consciousness in the global workspace model—making information globally available—or we
must posit two autonomous stores who share the same functional and anatomical profile. Given
the problems with a single, frontal “store,” model as I reviewed in the first two chapters of this
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project, it’s unlikely that positing another similar entity with even less empirical credibility will
make the theory more attractive. Global workspace theorists will be better off realizing that
they’ve bet on the wrong horse, and instead work to merge their key conceptual aims with a
more contemporary, emergentist account of working memory.

3.4 Report and a final segue
One might ask, what are the key conceptual aims and findings of global workspace theory? What
have we learned after such a detailed but ultimately negative review? At least two things. First,
global workspace theory gives us a good, initial account of higher cognitions and how they are
implemented in the brain. That is, the theory and, more specifically, the huge supporting
literature that it has spawned are a veritable trove of methods, paradigms, techniques and
findings that can help us triangulate and narrow in on the functional and anatomical profile of
various higher cognitions, from attention, motor intention, reflection, imagery and the like. To
full take advantage of this data, though, we will have to refine the relevant, more psychological,
terms on the other side of the equation—as for instance, as I have tried to do in this project by
dismantling the cognitive hegemony of working memory. And, second, if we’re charitable to
Dehaene and his colleagues, then we have to acknowledge that they do present compelling
evidence about the source and nature of report, especially the report of task-relevant or salient
stimuli.
As I have pointed out throughout this chapter, Dehaene—at many points—makes the
quick move between conscious reportability and conscious experience. It’s not uncharitable to
suggest that Dehaene sees the two phenomena as entailed in some strict way that forces any path
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to attain knowledge of consciousness experience to detour through reportability first. As he and
Kouider argue:
It is not at all clear how one could empirical probe whether any form of
consciousness is associated with increased [frontal activity]… without relying on
any sort of report by the subject. Given the lack of any scientific criterion… for
defining conscious processing without reportability, the dissociation between
access and phenomenal consciousness remains largely speculative and even
possibly immune to scientific investigation (Kouider et al. 2007, 2028).
It’s also clear that Dehaene sees the entailment as going both ways, for instance when he and
Naccache suggest that “this property of reportability is so exclusive to conscious information
that it is commonly used as an empirical criterion to assess the conscious or unconscious status
of an information [sic] or mental state” (2001, 11-2 emphasis theirs). Report, then, is exclusive to
conscious information, it is concomitant with conscious states (e.g., consider the distinction
drawn between preconscious and conscious states drawn in section 2.1.1), and it is our only
epistemic window onto conscious states.
Combining these observations with the claim that report is manifested by the global
workspace and its role in instantiating higher cognitions more generally, and it is easy to see how
Dehaene at times glosses his account as explaining conscious, subjective, experience—for
instance, when he states that “this global availability of information is precisely what we
subjectively experience as a conscious state” (Dehaene 2014, 168). However, it’s not clear that
this is good practice—after all, we may be conflating the neural correlates of consciousness with
the neural correlates of other cognitive functions. Even if reportability, or working memory, can
only operate on information that is already rendered conscious, a claim that isn’t strictly proven
(e.g., see Dutta et al.’s 2014 implicit working memory paradigm), that does not require that these
systems be proper parts of consciousness (see similar arguments against Prinz’s AIR theory in
Chapter three).
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Of course, I am not the first commentator to notice this possibility. Lamme, reviewing a
litany of experiments attempting to locate the neural correlates of consciousness, clarifies a key
conceptual fault with these paradigms, one that in hindsight seems obvious: “some choice has to
be made as to what behavioral measures ‘count’ as evidence for the subject having some
conscious experience,” however this process of operationalization risks conflating measures of
conscious report with conscious experience (2006, 494). Lamme surveys how this error has
perpetuated itself throughout the literature before coming to the comical conclusion that
“various, if not all, parts of the brain have been included or excluded from the [neural correlates
of consciousness], entirely depending on the measure of consciousness experience, or the notion
of consciousness that is started with” (494). As a palliative measure, Lamme offers his own
model of recurrent processing as a candidate neural measure of consciousness that can come
apart from report, which in his model does require the recruitment of additional, fronto-parietal
structures (see section 1.3 in this chapter, or Lamme 2006, 497).
Biting the bullet by proposing a neural signature of consciousness that can occur sans
report is one possible strategy. However, we still have to take seriously the empirical burden of
falsifiability, and it’s not clear that recurrent processing alone can meet that bar. Aside from
problems of vagueness, for instance, how much recurrent processing is sufficient or necessary
for conscious experience, Lamme’s framework still ties report to conscious experience, at least
in one direction. That is, while conscious experience may not be sufficient for report, it is
necessary for report under Lamme’s current model (see Lamme 2006, 497). A further worry can
then crop up: what if we find report without recurrent processing? Is such a thing even possible?
To answer these questions, we will have to take a look at just what activities count as report and
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whether it even forms a single kind. I will review this possibility in the following, final
chapter of this project.
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CHAPTER FIVE: Consciousness is not Entailed by Reportability

0.1 A signpost of what is to come

This final chapter takes aim at the nature of report and its role as window into the conscious
mind. Relying on far less exegeses than the two prior chapters—in large part as current empirical
accounts of consciousness do not spend much time discussing reportability—I propose three,
interrelated definitions of reportability: a neural account (§1.1), a normative account (§1.2), and
a conscious account (§1.3). I then argue that reportability under any of the definitions provided is
unified as a candidate explanatory and natural kind only by an assumption implicit in the
consciousness literature—that report entails consciousness (§1.4). Section 2 then presents two
case studies of “vegetative state” patients that push on this assumption, ultimately presenting
theorists with a dilemma: either conscious report does not require a cerebral cortex, or not all
report-like behaviors are conscious. Both horns present challenges to the status of report and its
relation to consciousness. Finally, I end in section 3 by considering the current status of report,
and arguing that we will need to adopt more flexible conceptual frameworks to fully account for
the rich display of conscious states and abilities on offer.

1.0 Laying out the strategy
Reportability grounds empirical research on consciousness. Many empirical investigators of
consciousness, including Kouider and Dehaene, argue that without measures of report there
would be no way to verify conscious experience (Kouider et al. 2007, 2028). Dennett designates
reportability as the “operationalized—badge of fame,” a kind of gold standard associated with
consciousness (2001, 226). The connection between report and experience has featured heavily
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in the past two chapters, and both Prinz and Dehaene find themselves balancing the demands of
conscious report with their search for the correlates, or the source, of conscious experience.
Lamme clarifies the tricky position that investigators find themselves in when planning their
hunts for the correlates of experience, stating that “some choice has to be made as to what
behavioral measures ‘count’ as evidence for the subject having conscious experience,” and
warning us that these “heterophenomenological observations [of] conscious experience are easily
conflated with cognitive functions that are necessary for the report” (2006, 494). That is, if we’re
not careful, we can easily run together the correlates of the higher cognitions responsible for
report and reflection with the correlates of conscious experience; and this error, in fact, is what I
previously argued that Dehaene and others have committed (Lamme 2006, 489-9). We might, in
the end, abandon the search for these pure correlates of conscious experience, especially if there
is no way to disentangle them from the higher cognitive functions that seemingly gate and
control our access to experience. However, before we start picking which bullets to bite down
on, we owe it to ourselves to do a bit of conceptual work. What is report anyhow? And, is report
even a single kind? After reviewing some definitions of report in this section, and some peculiar
cases in the following section, I offer a negative conclusion to the last point; that is, report
probably isn’t a coherent category, and we should caution ourselves from assuming that it
provides a clear window onto experience.
Before we canvas three definitions of reportability, we need to make a key assumption of
the consciousness literature explicit; namely, that bona fide report entails conscious experience.
Eventually, I will put pressure on this view, but based on the exegetical work that I’ve done
reviewing many first-order theories of consciousness in chapters three and four, we can
charitably see that this assumption does a lot of work for the theories reviewed. It occurs in
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Prinz’s AIR theory, especially in his division of availability and encoding, with encoding in
working memory—and hence reportability—requiring the kind of availability that Prinz argues
is constitutive of conscious experience (see especially section 1.2.2 in Chapter three). Dehaene
also invokes this assumption in his description of preconscious states and his solution to the
overflow puzzle offered by Block (see section 2.1.1 in Chapter four). Dehaene and Naccache
embrace this assumption in their early manifesto on global workspace theory, claiming that “the
property of reportability is so exclusive to conscious information that it is commonly used as an
empirical criterion” to assess whether information is consciously experienced (2001, 11-2
emphasis theirs). Now we can address the question at hand, what is bona fide reportability?
Surprisingly, given how central report is to their theories, many of the theorists reviewed
don’t expend much intellectual labor characterizing just what report is. I’ll offer three definitions
that I have teased out of the literature, and as a caveat, these “definitions” aren’t meant to fully
characterize a particular theorist’s given method or approach. Finally, these definitions are not
mutually-exclusive, rather they approach report from an interrelated set of theoretical
perspectives, and each shed some light on the evidentiary nature of the phenomenon.

1.1 Neural report
First, take what I’ll term the neural approach to reportability. These neural reports might be
“signatures” that index conscious experience and are given substantial epistemic weight by the
theorists in question. As an example, consider Dehaene’s four signatures of consciousness:
frontal parietal activation, a P3 wave, enhanced gamma-band activity, and long-distance
synchrony (see Chapter four, section 2.5). Dehaene describes these signatures as four
“physiological markers that index whether the participant experienced a conscious percept”
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(2014, 159). Likewise, Prinz’s controlled gamma-band activation of sensory percepts serves as a
similar neural index of conscious experience (see Chapter three, section 1.1.4). Finally, Lamme
offers his own framework of recurrent processing as an indicator of pure conscious experience,
suggesting that recurrent processing of “sufficient strength” may characterize conscious
processes (see Chapter four, section 1.3, or Lamme 2006, 499). To summarize, then,
reproducible neural effects can be taken as third-party, observational, and falsifiable evidence
that a subject has had a conscious experience.
As an example of the evidentiary status of neural reports, consider the groundbreaking
clinical study carried out by Owen and colleagues and heavily cited by Dehaene (Owen et al.
2006). In this case study, the researchers instructed a vegetative-state patient—one who was
unable to communicate in any traditional sense—to perform two mental imagery tasks while
undergoing an fMRI scan (1402). The patient was asked to imagine either playing tennis or
navigating through their house. The researchers then found differential recruitment of regions in
each task; with the supplementary motor area showing greatest activation for the tennis imagery
and parietal and parahippocampal areas (PPA) showing activity for the spatial navigation task
(1402). These results were then compared to healthy controls, who showed near identical
activation profiles. Monti and his colleagues then used these imagery tasks to determine whether
vegetative-state patients might be able to answer yes-or-no styled autobiographical questions
(2010, 579). Five of 54 patients surveyed were able to “willfully modulate their brain activity”
by either imaging playing tennis or navigating a familiar city (581). One further patient was then
able to successfully correlate their mental imagery to correctly answer five of six
autobiographical questions—for instance, being instructed to imagine playing tennis as a “yes”
answer, the patient was able to correctly answer that their father’s name was Alexander and, by
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imagining that he was navigating his city he was able to give a “no” response to the question “Is
your father’s name, Thomas?” (585).17 Dehaene cites these studies as evidence that neural
signatures alone may serve as reliable, evidentiary indicators of conscious experience; that is, as
a kind of report (2014, 216).

1.2 Normative report
Are these neural signatures evidence of a conscious state? Answering this question requires that
we examine the connection between report and evidence. Intuitively, a report is a kind of
testimonial evidence, from one person to another indicating that something has occurred.
However, in consciousness research we are skeptical of the testifier in question. To put it other
terms, are the realizers of report truthful? How might we evaluate the truthfulness of the testifier
in question? Dennett glosses at an answer when he considers what it means for a percept to be
nearly unreportable. I quote the entire passage below, and then I will extract a definition of
reportability that captures this normative aspect:
contents that entered the fray but did not manage to perpetuate themselves for
long might send some sort of one-shot ‘ballistic’ effect rippling through the
system, but would be close to unreportable. when an event doesn’t linger, any
attempt to report it, if started will either be aborted or will wander out of control,
having nothing against which to correct itself. For reportability, there must be a
capacity to identify and reidentify the effect. We can see the development of
reportability in many varieties of training, reminiscent of the training we imagine
giving our blindsight patients: the results of palate-training in wine tasters, eartraining in musicians, and the like… (Dennett 1991, 336-7 emphasis his).
Here, Dennett characterizes two normative aspects of reportability that lend it its epistemic, and
hence evidentiary, status. The first aspect is a kind of internal accuracy check that report must
face: the systems responsible for report must have access to the sensation that is about to be
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Importantly, the experimenters in charge of the questioning and interpretation were blinded to the correct answers,
in order to minimize the possibility of a Clever Hans effect (Monti et al. 2010, 584-5).
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reported, they must be able to identify it, and they must be able to compare it to other instances
of that sensation for “correctness.” The second aspect is its repeatability. That is, whichever
systems are responsible for report must be able to—accurately—characterize and recharacterize
the relevant sensation. Dennett then analogizes report to musical training, an analogy worth
unpacking. Consider the amateur violist who trains herself to differentiate the ever so slight
variations of her second-finger position on the D-string to reliably generate a F as opposed to an
F-sharp note. She places her finger down and pulls the bow across the string, emitting a note
somewhere in between the two target pitches. She notices the odd sound, or perhaps her
instructor helps correct her, and focusing ever more she adjusts her finger position and tries
again, and again, until she can reliably generate the F and the F-sharp. To be successful, she must
accurate identify the two notes, and she must be able to reliably generate the two pitches.
Now, imagine this process occurring within the agent, not as part of some external agentworld cognitive loop. Here, we have a possibly-conscious sensation, S, and for us to accurately
report S, our reporting systems would need to be able to accurately identify S, accurately
differentiate S from S′, and do so reliably. Dennett appeals to this multi-step process to explain
just why some sensations might be unreportable, as report takes time and some kind of practice.
But in doing so, he has snuck in two specious claims.
First, this characterization of report has a kind of normativity baked into it. Recall when
the student produces some odd note between F and F-sharp, what makes this the wrong note? It’s
incorrect because it does not match the typical notes that are used when writing a score and
playing music—a normative arena for sure. By contrast, take the internal case. What makes S as
opposed to S′ or some intermediate sensation the correct sensation to report? Why does report
require something “against which to correct itself?” I take this as a desideratum on Dennett’s
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part, something to guarantee the kind of evidentiary and testimonial status that we want report to
secure. However, it’s not clear that this claim is descriptively true, even if it’s normatively
attractive.
This normative requirement of report, especially imported from the intuitively plausible,
external student-teacher model to the internal workings of an agent, recalls the normative
dangers surrounding private language. Here are some relevant passages from the Investigations
that may help isolate just why this normative desideratum is problematic. Consider how
Wittgenstein grapples with how to give a definition of a sensation S in §258:
I concentrate my attention on the sensation—and so, as it were, point to it
inwardly… for this way I impress on myself the connection between the sign and
the sensation.—But ‘I impress it on myself’ can only mean: this process brings it
about that I remember the connexion [sic] right in the future. But in the present
case I have no criterion of correctness. One would like to say: whatever is going
to seem right to me is right. And that only means here we can’t talk about ‘right’.
Wittgenstein then appeals to a toy example of a mental dictionary, in which entries might be
compared against each other. He argues, in §265, that such an act of mental comparison cannot
reach the standard of independent justification, in part because we can never be sure if our
mental “entries” are genuinely correct.
Finally, recall Wittgenstein’s observation that if the public marks he makes to track his
sensation, S, correlate strongly with some third-party, observable feature, such as an increase in
his blood pressure, then it’s irrelevant whether the public markings of S reliably track the internal
sensation which they were originally meant to track, “And now it seems quite indifferent
whether I have recognized the sensation right or not” (§270). Importantly, I am not a
Wittgenstein scholar, and I realize that Wittgenstein’s pessimism here relates more directly to
issues of meaning and reference, and that his caricatures of internal “impressions” and
“sensations” aren’t likely meant to describe our mundane psychological lives. At the same time,
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Wittgenstein’s account highlights the difficulties of using normative tools to measure or track the
justification and reliability of internal states—which is precisely what report qua construct aims
to do.
Applying these lessons to Dennett, we can ask just how these systems responsible for
report can accurately track the “correct” effects, or even differentiate between effects in the first
place? As an immediate answer, Dennett might appeal to the student-teacher analogy: it’s the
teacher’s job to enforce whichever normative “real patterns” and categories are in play. This
brings us to Dennett’s second, implicit and spurious claim: the homuncular, conscious role of the
instructor. Importing the role of the instructor back into the internal case, which systems are
those responsible for providing “correct” feedback? Plausibly these are simple learning
systems—perhaps something like a reinforcement learning mechanism. And this might be
correct, although we would have to provide a naturalized account of normativity, reducing it to
something like a “go, no-go” inhibition loop. In any case, some kind of intentionality is baked in
at the level of report; the systems responsible for report must have a sense of what the sensation
is about for them to make any assessment of its accuracy. Call this description, of report as a
repeatable, reliable and correct guide to our internal mental states, the “normative” account of
reportability.

1.3 Conscious report
Finally, and related to the normative account described above, consider this passage from
Naccache and Dehaene’s response to Block’s BBS paper:
What is report? It is, however, essential to better define what we mean by
‘report.’ A report is not a ‘cut and paste’ copy of a visual scene, but rather a
conscious comment on an inner mental representation. This representation can
originate from perceptual systems at multiple levels, but ultimately it results from
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their description by evaluative and interpretative systems. At any given moment,
it provides only a partial and possibly biased description of the perceptual
scene… Block’s comments on split-brain patients, locked-in patients and aphasic
patients, also prompt us to remind him that conscious report can be nonverbal or
even become entirely covert… the absence of overt verbal report in patients is not
diagnostic of the absence of conscious access and of internal form [sic] of ‘selfreport’ (e.g. inner speech). Using neurophysiological tools… indirect conscious
reports can be obtained from these patients… In this broader definition, the
reportability criterion is far from being a ‘behavioristic ladder’… rather, it
provides an excellent test of whether or not information is conscious [sic]
accessible (Naccache & Dehaene 2007, 519 emphasis mine).
Though there are many elements to unpack in this passage, I would like to focus on the portions
I’ve emphasized in italics: “a conscious comment on an inner mental representation,” and that
report “provides only a partial and possibly biased description.” A report, then, is inherently
conscious, it is produced by secondary, evaluative systems, and it is likely incomplete or
biased—that is, it is inaccurate. This passage also provides an excellent example of the
assumption that I detailed earlier in section 1: that report entails conscious experience. In fact,
not only does report entail conscious experience, but does so strictly, as it itself is conscious—a
statement that has more in common with higher order accounts of consciousness than one might
expect (Rosenthal 1986; 2005).
At the same time, consider how this “conscious” account of reportability goes even
further than Dennett’s “normative” version. For Dennett, report must have some built-in
correction-mechanisms; its epistemic and testimonial functions are underwritten by its
repeatability and accuracy. But Dehaene and Naccache, in order to accommodate Block’s puzzle
of phenomenal overflow, allow this criterion to slip. That is, report might be incomplete, report
might be wrong. Though they appeal to several metrics of report, including many of the neural
signatures described above in section 1.1, by their own admission, some of these “reports” may
be wrong about what they report!
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1.4 Report may not be a natural kind
Where do these three, interrelated accounts of report leave us? Is report unified in an empirically
or epistemically useful way? I am skeptical. When we lay out the relevant facts on both sides of
the equation; namely, the relationship that is supposed to exist between the metrics of report and
report’s epistemic role, it becomes clear that there is no consistent mapping between the two.
First, consider the metrics of report reviewed throughout this chapter: verbal assent, participants
pressing buttons, and covert, or “indirect” measures such as the neural signatures described
above. From the start, we can safely conclude that these metrics recruit a diverse array of brain
systems, cognitive functions, and neural mechanisms. Lamme elegantly makes this problem
explicit when he suggests that “various, if not all, parts of the brain have been included or
excluded from the [neural correlate of consciousness], entirely depending on the measure of
conscious experience, or the notion of consciousness that is started with” (2006, 494). Lamme
goes further, suggesting that if we continue to fold-in higher cognitive capacities, such as report,
and their concomitant neural structures with our definitions of conscious experience, “then why
not simply study these cognitive functions, and abandon studying consciousness and the [neural
correlate of consciousness]” (2006, 489-9). Of course, Lamme doesn’t follow through on his
pessimistic threat, but the exasperation is evident—we cannot parse out consciousness by appeal
to higher cognition.
Perhaps the other side of the equation will provide a more fruitful path. Report might not
be unified anatomically, but maybe we can unify it functionally by appealing to its epistemic and
evidentiary role. Report functions like testimony, where its justifiability is secured by its
reliability and truthfulness. However, as I pointed out in sections 1.2 and 1.3, we do not have a
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good methodology to secure the reliability or normative accuracy of report, even if we—like
Dennett—maintain that these qualities are good desiderata of report. To parrot Wittgenstein, not
only it unlikely that we can find an independent measure of accuracy for our internal sensations,
but pragmatically considered, this norm of accuracy may be irrelevant. Naccache and Dehaene
admit as much when they claim that report may provide an inaccurate or biased account.
Taking stock of the situation, we see that report is not unified either anatomically, nor
functionally. The disunity of report jeopardizes its testimonial role; how can it function as a good
guide either to the neural correlates of consciousness per se, or to the internal happenings of
conscious experience? In this current iteration it cannot.
Something still is very unintuitive about my negative view. This view at its worst implies
a global skepticism about the contents of conscious experience—that we might never be sure of
what we’re conscious of, and at its best implies a two-tiered phenomenological reality. The first
implication comes off as intuitively false. We don’t—or at least I don’t—go about our daily lives
deeply unsure of what we’ve experienced. However, there is a simple remedy to this skepticism:
recall the implicit assumption that consciousness is entailed by report. This is made very explicit
by Naccache and Dehaene when they claim that reports are themselves conscious states. Without
directly appealing to higher order theories of consciousness, we may still be able to resolve this
puzzle by adhering to this claim. That is, if reports are themselves a kind of conscious state, then
we avoid a strict skepticism about consciousness per se. We may not have unfettered access to
the un- or pre-reportable states of experience, but we do have direct access to the conscious
qualities of our report. Though such a statement sounds odd, it does fit with common enough
experience; consider, for instance, when we do a “double-take” or have to reassess our initial
perception of some event (e.g., consider hearing a low hum and quickly reaching in your pocket
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to check your phone for a message only to realize you mistook the low hum of the fan above
you—the report “my phone is vibrating” mistakes the initial auditory experience).
While stipulating that report must be its own conscious state may resolve the first
implication of strict skepticism, it does raise the further worry of a two-tiered phenomenology. It
opens the possibility that we could have two simultaneous conscious states overlaid in one mind,
one focused and tied to report and the other more generic and tied to these possibility-reportable
percepts or sensations. While we may be able to interrogate the focused and reportable states, we
may be mistaken by those generic states that fail to rise to the focused level of report. In any
case, though this account is plausible, I don’t have much evidence—and certainly no
experiments of my own—to offer in its defense. I merely place it for consideration here as an
example of the kind of conceptual work that still needs to be done in this field. If we let our old
concepts ossify, they may—as with the functional characterization of working memory—hinder
empirical progress that requires a more flexible conceptual scheme.
Assuming that reports are conscious states in and of themselves also supports the claim
that report is a unified kind—these varied instances of report, regardless of their anatomical or
functional origins would be unified by their conscious status. Ultimately, I think this is why
researchers are attracted to report in the first place, because while it may not correlate perfectly
with “pure” or phenomenal conscious experience, reports do strongly entail a kind of
consciousness, if not of these experiences, then of themselves. As such, it becomes difficult to
argue that report doesn’t measure consciousness. However, to argue that reports are unified as an
explanatory natural kind by their relation to consciousness, we will need more evidence that
reports are inferentially linked to consciousness than a pragmatic assumption or stipulation. In
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the following section I present two case studies that push on this assumption that report is tied to
consciousness.

2.0 Two cases and a dilemma

The following two cases each feature children who have suffered from extraordinary brain
damage, leaving them largely disabled and one of them pronounced clinically dead. One case
was profiled in The New Yorker and centers around the story of Jahi McMath and her family,
who are engaged in a legal battle to have Jahi’s death certificate revoked. The other cases come
from Bjorn Merker’s work with children who suffer from various forms of anencephaly. Jahi no
longer has a functioning brainstem, although large portions of her cerebral cortex are still intact
and she is under the constant care of her family (Aviv 2018, 37). In contrast, in anencephaly, the
cerebral hemispheres, and hence the cerebral cortex, fails to fully develop often leaving only an
intact cerebellum, brainstem and some portions of the diencephalon (e.g., the thalamus and other
structures, although in some cases these structures are also damaged) (Mereker 2007, 78).
Jahi was pronounced brain-dead two days after what was supposed to be a routine
tonsillectomy, from which she never awoke (Aviv 2018, 32). Her brain showed no electrical
activity on a standard battery of EEG measures, and many of the medical staff involved argued
that keeping her on a ventilator at this stage was equivalent to the desecration of a corpse (Aviv
2018, 34). The McMath family disputed the medical orthodoxy of brain-death, and eventually
had Jahi remanded into their care. Jahi also began to show a range of very limited movements
which her family members, and some clinical neurologists have interpreted as intentional. Below
is a small excerpt that highlights the kind of responses that Jahi initiated:
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[Jahi’s mother, Nailah] followed Shewmon’s instructions not to touch her
daughter during the filming and to begin the video outside Jahi’s room. Shewmon
eventually analyzed forty-nine videos containing a hundred and ninety-three
commands and six hundred and sixty-eight movements. He wrote that the
movements occur ‘sooner after command than would be expected on the basis of
random occurrence,’ and that ‘there is a very strong correspondence between the
body part requested and the next body part that moves. This cannot be reasonably
explained by chance.’ He noted that the movements ‘bear no resemblance to any
kind of reflex,’ and that, in one video, Jahi seemed to display a complex level of
linguistic comprehension. ‘Which finger is the eff-you finger?’ Nailah asked her.
‘When you get mad at somebody, which finger you supposed to move?’ Two
seconds later, Jahi flexed her left middle finger. Then she bent her pinkie. ‘Not
that one,’ Nailah said. Four seconds later, Jahi moved her middle finger again
(Aviv 2018, 38).
Additionally, under experimental conditions, when Nailah, Jahi’s mother, spoke to her with
encouraging words, clinicians found that Jahi’s heart rate significantly increased (37). Almost a
year and half after Jahi was pronounced brain-dead, clinicians were able to detect some measures
of electrical activity associated with Jahi’s brain (40). I won’t comment on the ethical situation
that surrounds Jahi or current conceptions of brain-death—the only thing I can say for certain is
that it is a truly gut-wrenching situation for all involved.
From our perspective then, it is likely that this case—where a subject has a nearly intact
cerebral cortex, but no brainstem or lower cortical structures, would serve as a good litmus test
for Dehaene’s model of the global workspace. Perhaps, under the right conditions Jahi could
respond in similar ways to Owen’s or Monti’s vegetative patients and show willful
manipulations of brain activity. More urgently for our discussion, should we count the flickers of
intentional action that patients in similar situations to Jahi’s demonstrate as instances of report?
On the one hand, these movements do seem tractable and they are replicable. On the other hand,
these minimal actions do not provide much evidence, per se, that they are, as Naccache and
Dehaene describe “a conscious comment on an inner mental representation” (2007, 519). That is,
if we admit movements of the sort Jahi and others demonstrate as reports, then Naccache and
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Dehaene will have to grant that same status to the kinds of behaviors present in anencephaly.
Otherwise, they will likely have to loosen their commitment to the assumption that
consciousness is strictly entailed by report—or at least they will have to offer additional criteria
to help us divorce the cases of conscious report from those that are on less certain footing.
Consider the contrast case of anencephaly. Anencephaly can be brought on by a host of
genetic or traumatic factors, whether due to vascular, toxic, homeostatic-imbalances or infectious
agents introduced in utero (Merker 2007, 78). The space left by what would have been the
cerebral hemispheres is then occupied by fluid, leading to these children’s ultimate diagnosis of
hydranencephaly. For the children that survive birth and the initial infant stages, many of them
display behaviors that are typically associated with alertness, emotional expression and intention
in spite of their severe motoric disabilities. Many of these children are routinely classified as
vegetative-state patients despite their present abilities, in part because of the orthodox association
between the cortex and cognition (Merker 2007, 80). I excerpt the following passages describing
these behaviors from Merker’s work on the subject:
My impression from this first-hand exposure to children with hydranencephaly
confirms the account given by Shewmon and colleagues. These children are not
only awake and often alert, but show responsiveness to their surroundings in the
form of emotional orienting reactions to environmental events… most readily to
sounds, but also to salient visual stimuli…They express pleasure by smiling and
laughter, and aversion by ‘fussing,’ arching of the back and crying (in many
gradations), their faces being animated by these emotional states…The children
respond differentially to the voice and initiatives of familiars, and show
preferences for certain situations and stimuli over others, such a specific familiar
toy, tune, or video programs… some of these children may even take behavioral
initiatives within the severe limitations of their motor disabilities, in the form of
instrumental behaviors such as making noise by kicking trinkets hanging in a
special frame constructed for the purpose… or activating favorite toys by
switches, presumably based upon associative learning… Such behaviors are
accompanied by situationally appropriate signs of pleasure or excitement on the
part of the child, indicating that they involve the kind of coherent interaction
between environmental stimuli, motivational-emotional mechanisms, and bodily
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actions for which the mesodiencephalic system outlined in this article is proposed
to have evolved (Merker 2007, 79).
The behaviors that these children display: orienting, emotional responsiveness, basic
instrumental actions, are likely better candidates for report than the willful modulations of brain
activity cited by Owen and Monti, or the slight movements which Jahi is capable of. Of course,
these children with hydrocephaly are importantly different than the other cases surveyed: they do
not have a cerebral cortex. Because of this accident of anatomy these children can never
instantiate any of the signatures of conscious activity that Dehaene and other global workspace
theorists appeal to.18 Crucially, I am not trying to create a false dilemma here: all, none, or some
of these pathological instances may be genuine instances of report or of conscious experience—
in granting that these behaviors are better vehicles for report I’m not suggesting that Jahi’s
movements are not a kind of report.
Merker, for his part, is willing to grant that these children are in some measure conscious
because, in his theoretical model, consciousness originates from the brainstem. Hence, the
brainstem performs the basic integrative function that he associates with consciousness: it
integrates “the varied and widely distributed information needed to make the best choice of the
very next act. That function according other present account, is the essential reason for our being
conscious” (Merker 2007, 80). Merker conceptually frames consciousness as an action
generating and guiding capacity, one that matches “opportunities with needs in a central motionstabilized body-world interface organized around an ego-center” (80). Obviously, this, actioncentered, almost Deweyian, account relies on a dramatically different reading of consciousness
from the one offered by global workspace theorists, who argue that the function of consciousness
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Although, it is plausible that we may find measures of enhanced gamma-band activation or recurrent processing,
demonstrating the flexibility of Prinz and Lamme’s more minimal frameworks.
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is to provide a distilled, coherent, and serialized stream of activity to a range of consumer
systems. Merker, instead locates the bottleneck of consciousness in the morphology and
functional connectivity provided by the brainstem, arguing persuasively that “the severe capacity
limitations of so called working memory… are likely to derive in large part from the
mesodiencephalic bottleneck which all attended (i.e., conscious) information must access
according to the present proposal, just at the point where the parallel distributed data format of
the forebrain requires conversion to a serial, limited capacity format to serve behavior” (Merker
2007, 77 emphasis his).19 So by Merker’s own theory, the behaviors that hydraencephalic
children display are evidence of consciousness—these children have a functioning brainstem and
their behavioral is serialized and action-directed. Though these behaviors may satisfy Merker’s
account, can we understand them as a kind of report?

2.1 The dilemma
Notice the pressure on Dehaene and other global workspace theorists here: these children do not
have a global workspace, yet they engage in a varied set of emotionally-driven, perhaps even
intentional behaviors. When a child with hydranencephaly “fusses” over having a toy taken away
or delights at seeing a familiar face, do we take these actions as instances of report? Do they
correlate to some internal mental state of experience? Recall that Dehaene is willing to
countenance fluctuations in brain oxygenation levels as measured by fMRI as a bona fide
measure of conscious report, and yet here we’re presented with a case where a child is moving
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Something along these lines would serve as my response to Eric Mandelbaum’s critiques of my deflationary
account of working memory. Arguing that working memory is unified, or at least singled out by its sensitivity to
load and its capacity limitations, I offer Merker’s extensive morphological analysis of the functional connectivity of
the neocortex to the midbrain. That is, most robust cognitions when they produce behavioral effects will be capacity
limited, not necessarily by inherent properties of the specific cognition or its computational nature, but by the
constraints of efferent morphology.
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about and making noises and acting in regimented and expected ways (Naccache & Dehaene
2007, 519).
Here then, is the real dilemma for Dehaene and other researchers who rely on the implicit
assumption that report entails conscious experience: If they accept that the behaviors of
anencephalic patients could be cases of report, and that report either entails consciousness or is
itself conscious, then they must drop the theoretical apparatus of the global workspace. That’s a
big bullet to bite. Going this route would require that Dehaene and others to start from scratch, or
at least the more minimal measures—e.g., recurrent processing—that might be consistent with
these cases. On the other hand, they could deny that these behaviors, which would clearly count
as reports in another child without the same disability, are genuine reports. Denying that
anencephalic patients are capable of genuine report would allow them to maintain the global
workspace theory intact; however, they would have to give us alternative criteria for what makes
a report-like behavior an instance of genuine report. Until we have such a specification, we
cannot safely rely on the assumption that report entails consciousness. The other danger in
following this horn of the dilemma is that they might propose a post hoc explanation or
ultimately beg the question about why some report-like behaviors are the conscious ones.
Where does this leave report? Recall that at the end of section 1.4 that we had fragmented
report across anatomical and functional lines, and it was unified only by its relation—whether
one of entailment or constitution—to consciousness. Now, we have strong evidence that some
report-like states may not be correlated with consciousness, or at least not anything remotely
resembling a global workspace account. Until we have a stronger reason to believe that report
must be tied to consciousness, the only claim holding the two phenomena together is a stipulative
one. Stipulative or ostensive definitions cannot support the kind of explanatory weight that we

170

require of natural kinds, even under a congenial view like Khalidi’s (see Chapter two for a
detailed analysis).

3.0 Some final thoughts

Doing empirical work on consciousness requires that we study tractable phenomena with testable
claims. Can report suffice for this purpose? I would argue, on the basis of the evidence presented
in this chapter, that currently, report alone cannot provide a clear window onto conscious
experience or the correlates of consciousness. However, I want to resist the strong strain of
pessimism that I gestured towards by evoking Wittgenstein earlier. It’s not that report could
never serve its proper role in an empirical investigation of consciousness, but rather, we need to
accommodate the reality that report comes in many forms and is variously related to a whole
litany of ideally separable cognitions. We need to derive a testable taxonomy of these species of
report, and likewise, we’d do well to derive a similar, testable taxonomy of higher cognitions
and, ultimately consciousness. What is needed is a kind of conceptual flexibility that can
accommodate the many states of consciousness and ability that are on offer—perhaps we will
find recurrent processing in the case of hyrdanencephalic children, that may be enough for a kind
of consciousness. Maybe not the idealized, capital-P Phenomenal variant that we’ve been
chasing after this entire time, but nonetheless, it might be enough. Humility, too, may be a good
guiding norm here.
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CONCLUSION
With the discussion of flexible conceptual frameworks at the end of Chapter five comes the
realization that we should resist those ossified conceptual schemes, derived in the heady heyday
of the cognitive turn in psychology, that might preclude the kind of anarchic work that needs to
be done in neuro-ontology. At this point in time, I take it for granted that the brain is not like a
von Newman computer, with dedicated wetware versions of an ALU, CPU and RAM—even
though on some computational level the two may be equivalent. As such, cognitive neuroscience
should not be forced to accommodate their findings into that conceptual frame. Consider, for one
last time, how Christophel et al. redescribe working memory in their recent work:
In the absence of evidence implicating any of these [frontal and parietal] regions
as an exclusive and localized store of memory contents, we suggest that working
memory is better characterized as a distributed network that gradually transforms
sensory information toward an appropriate behavioral response, across a temporal
delay. Persistent stimulus-specific activity might be observed anywhere in such a
network and at any stage of transformation… This notion suggests that perhaps
the field of working memory should shift its focus form asking where in the brain
working memories are stored to unraveling how a range of highly specialized
brain areas together a sensory stimulus into an appropriate response (2017, 120).
Glossing things a bit, Christophel and colleagues are arguing that neuropsychologists have gotten
it wrong, that we have been led astray but the concepts implicit in working memory to search for
a specialized memory store, when in fact, the whole brain might be involved in the process of
maintaining and manipulating information. In effect, they’re arguing that we need to start over.
We need to characterize how sensory stimuli in perception are transformed into behavior, that is,
for lack of a better term, we need to study cognition. Likewise, it is our job, as empirically
friendly philosophers of cognition, to work on devising flexible and testable concepts that can
aid and ideally augment this work.
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I hope that this—largely negative—project is consistent with an optimistic assessment
and new methodology. One of my goals is to disabuse philosophers and psychologists alike of
conceptual black-boxes, with working memory and its associated role in consciousness as my
primary target. For sociological reasons these conceptual schemes persist, and are poised to do
damage, whether by hindering novel emergentist narratives in working memory research or by
denying consciousness to a child with severe disabilities. I see this work as a palliative project,
and it is consistent with the positive goal of furthering a new generation of conceptual
frameworks that will challenge longstanding accounts of many purportedly unique human
functions, whether in consciousness, reflection, or rationality. Here, I hope to have made some
small progress towards that goal.
Finally, although this project is largely negative in tone and argument, restricting itself to
the janitorial work for which philosophers of science have been long been derided, it also serves
as a necessary first step to articulate a positive, fragmented account of central cognition and its
concomitant functions (Chopra 2015). The goal of such a positive project would be to save the
relevant appearances. Clearly, we can hold information in mind and use it in service of our goals,
particularly in reasoning and deliberation. A positive, fragmented architecture of the mind would
lean heavily on the findings of emergentist accounts of working memory to argue that beliefs are
represented in a fragmented way across the many systems that can maintain information
(Mandelbaum 2016), and that deliberation is a product of language (Zawidski 2013). Thus, it
may be the case that different individuals across different scenarios deploy alternate means and
systems to hold and use information. The supposed “failures” of reasoning, and particularly
belief-fixation, would thus be accounted for by the daylight between this empirical reality and
theoretical models derived from the metaphor of a single, general workspace in the mind
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(Mercier & Sperber 2017). Instead, linguistic scaffolding—via internal speech or external
communicative acts, may offer a socially-embedded process to create interpersonal workspaces
either with ourselves over-time, or with others simultaneously. Such a positive project must
present new vocabulary and structures to situate reasoning as a social phenomenon, relying on
earlier work in this vein (Brandom 2000; Zawidzki 2013; Huebner 2014). Ultimately, I do hope
to continue this work and generate a second, positive project along these lines.
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