On the mean radius of permutation polytopes  by Robb, Raymond
Discrete Applied Mathematics 145 (2005) 358–367
www.elsevier.com/locate/dam
On the mean radius of permutation polytopes
Raymond Robb1
Department of Mathematics, McKendree College, 701 College Rd., Lebanon, IL 62254, USA
Received 14 November 2000; received in revised form 19 November 2002; accepted 30 January 2004
Abstract
After calculating the mean value of the support function for the simplex of the coordinate vectors over the unit sphere,
we /nd the mean for a number of polytopes, including the Birkho2 and Asymmetric Traveling Salesman polytopes, and
discuss what the latter means for the corresponding Asymmetric Traveling Salesman Problem. We also discuss how to
apply these results to e7ciently count the vertices of certain other permutation polytopes.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we address the question of how combinatorially interesting polytopes, such as the Birkho2 Polytope and the
Traveling Salesman Polytope, look from the Banach Geometry point of view. Connections between optimization problems
and the combinatorial structure of underlying polytopes have long been studied (see, for example, [5]). In [1], Barvinok
considered the problem of optimizing an “average” linear function on a given polytope. It was shown that the famous
“measure concentration phenomenon” (see [4]) implies that as the dimension grows, the optimal value of almost any linear
function concentrates around the median value. Some bounds of this value for the Birkho2, Traveling Salesman, and other
permutation polytopes were provided. In this paper, we give an asymptotic formula for this median value using the tech-
nique developed in [1]. Furthermore, we show that the optimal value of a typical optimization problem on a set of permu-
tations roughly depends on the cardinality of the set alone. This observation suggests a new approach to e7cient counting:
a rough estimate of the cardinality of the set can be derived from the optimal value in a typical optimization problem.
All of these results are reprinted from the author’s dissertation [7].
2. Support functions and polytopes
Denition 1 (Support function). Given a convex body C ⊂ Rd. The support function hC :Rd → R is de/ned to be
hC(x) = max
c∈C
〈x; c〉:
hC is a continuous function, with Lipschitz constant equal to the largest radius to the origin of any point in C:
max
c∈C
〈y; c〉 −max
c∈C
〈x; c〉= hC(y)− hC(x);
max
c∈C
〈y − x; c〉¿ hC(y)− hC(x);
‖y − x‖ ‖c‖¿ hC(y)− hC(x):
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Moreover, hC is convex; given any x; y∈Rd, and 
; ¿ 0 with 
 +  = 1, we know that hC(
x + y) is, at most,

hC(x) + hC(y).
If C is a polytope, then the maximum of the linear function 〈x; ·〉 over C may always be found by checking its value
on the vertices. Therefore, when we look to maximize hC , only the vertices matter.
Note that the support function of any convex body is homogeneous; for any 
¿ 0,
hC(
x) = max
c∈C
〈
x; c〉=max
c∈C

〈x; c〉= 
max
c∈C
〈x; c〉= 
hC(x):
So for any x∈Rd, hC(x) = ‖x‖hC(x=‖x‖).
We are concerned with the question, “What is hC(x) ‘usually’?” In other words, what is the value of hC(x) for a “usual”
x∈ Sd−1?
Denition 2 (Median and mean). d−1 is the Borel (normalized rotation invariant) measure on the sphere Sd−1. The
median of a continuous function f : Sd−1 → R is the unique value  such that
d−1{x∈ Sd−1 :f(x)¿ }¿ 12
and
d−1{x∈ Sd−1 : ¿f(x)}¿ 12 :
The mean is given by sphere =
∫
Sd−1 f(x) d.
For any convex body C, we will write (C) for the median of C’s support function, and sphere(C) for the mean of
its support function.
Note that if x is on a sphere of radius 1, and C includes the origin, then a common estimate for hC(x) is the length
of the line segment connecting the origin and x contained in C, though this estimate can be quite bad in some cases. For
this reason, the quantity (C) is often called the median radius of C.
To state Levy’s famous measure concentration lemma, we de/ne: for any continuous, real-valued function f(x) on
Sd−1, let Mf be the median of f, and Af = {x∈ Sd−1 :f(x) =Mf}, the “equator” of f on the sphere. We further de/ne
(Af) to be the set of all points of distance (measured by arclength) less than  from Af.
Lemma 1 (Levy). Given any continuous, real-valued function f(x) on Sd−1, and any ¿ 0, we have
d−1{(Af)}¿ 1− 2e−(d−2)
2=2:
In other words, a little strip around the “equator” of a sphere contains almost all of the surface area.
Proof. See [4].
We need a few more lemmas from [1]. We de/ne the outer radius R(P) of a convex body P ⊂ Rd to be the largest
distance from any point of P to the origin: R(P) = max{hP(c) : c∈ Sd−1}. It is interesting to note that hC is Lipschitz
continuous with constant equal to R(C); in other words, if ¿ ‖x − y‖, then R(C)¿ |hC(x)− hC(y)|.
Theorem 2. Let P ⊂ Rd be a polytope with vertex set V . Suppose that for any two u; v∈V there is an orthogonal
transformation g of Rd such that g(u) = v and g(V ) = V . Given any subset U ⊂ V , Q = conv{U}, and 
 = |V |=|U |,
we have
(P)¿ (Q)¿ (P)−
(
2 ln 2

d− 2
)1=2
R(P):
In other words, if a polytope has a transitive symmetry group and a subpolytope has su7ciently many vertices, then
the median radius of the subpolytope is measurably close to the median radius of the polytope.
Theorem 3. Given P, d, and V as above. Then(
2 ln 2|V |
d− 2
)1=2
R(P)¿ (P):
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It turns out that this result is true even when P does not have the transitive symmetry group required above, as long
as it contains the origin in its interior.
Theorem 4. For any convex body P ⊂ Rd we have(√
ln(d− 2) + 4√
d− 2
)
R(P)¿ |sphere(P)− (P)|:
In other words, the mean of the support function over a sphere is reasonably close to its median.
3. The simplex
The author is unaware of any reference for the results in this section, but believes that they are already well known.
Here, we evaluate the median of the support function of the coordinate simplex (the polytope generated by the coordinate
vectors), and /nd it to be approximately
√
ln d= . Throughout this section, f(x)=max{x1; : : : ; xd}, and ! is the Gaussian
measure on Borel subsets of Rd; !(X ) =
∫
X e
− ‖x‖2 dx. We connect the Gaussian measure on Rd to the Borel measure 
on Sd−1 via:∫
Sd−1
f(x) d =
√
 #(d=2)
#((d+ 1)=2)
∫
Rd
f(x)e− ‖x‖
2
dx:
Lemma 5. For any ¿ 0, there is a su6ciently large d such that∫
Rd
f(x)e− ‖x‖
2
dx¿
√
ln d
 
1
(1 + )2
:
Proof. First, we note that f(x)¡ 0 if and only if xi ¡ 0 for all i. This has probability only 2−d, and is unimportant to
the overall value of the integral.∣∣∣∣
∫
f(x)¡0
max{x1; : : : ; xd}e− ‖x‖
2
dx
∣∣∣∣=
∣∣∣∣
∫
f(x)¡0
f(x)e− ‖x‖
2
dx
∣∣∣∣ ;
∫
max{xi}¡0
(
d∑
i=1
|xi|
)
e− ‖x‖
2
dx¿
∣∣∣∣
∫
f(x)¡0
f(x)e− ‖x‖
2
dx
∣∣∣∣ ;
∫
{all xi¡0}
d∑
i=1
|xi|e− (x
2
1+···+x2d) dx¿
∣∣∣∣
∫
f(x)¡0
f(x)e− ‖x‖
2
dx
∣∣∣∣ ;
d∑
i=1
∫
x1¡0
· · ·
∫
xd¡0
|xi|e− x
2
1 : : : e− x
2
d dxd : : : dx1¿
∣∣∣∣
∫
f(x)¡0
f(x)e− ‖x‖
2
dx
∣∣∣∣ :
For j = i, ∫xj¡0 |xi|e− x2j dxj = 12 |xi|. Therefore,
1
2d−1
d∑
i=1
∫
xi¡0
|xi|e− x
2
i dxi¿
∣∣∣∣
∫
f(x)¡0
f(x)e− ‖x‖
2
dx
∣∣∣∣ ;
1
2d−1
d∑
i=1
∫ ∞
0
xe− x
2
dx¿
∣∣∣∣
∫
f(x)¡0
f(x)e− ‖x‖
2
dx
∣∣∣∣ ;
d
2d−1
(
1
2 
)
¿
∣∣∣∣
∫
f(x)¡0
f(x)e− ‖x‖
2
dx
∣∣∣∣ ;
d
 2d
¿
∣∣∣∣
∫
f(x)¡0
f(x)e− ‖x‖
2
dx
∣∣∣∣ :
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So we may assume from now on that f(x)¿ 0 if we include an error term o(1).
We will use the following general idea: for any given a, if 0¡a¡f(x) over a set of Gaussian measure z, then clearly
the integral is greater than az.∫
Rd
f(x)e− ‖x‖
2
dx¿ a!{x :f(x)¿ a} − o(1)
¿ a(1− !{x :f(x)¡a})− o(1):
Note that f(x)¡a i2, for all i, we have xi ¡a. So we get
!{x :f(x)¡a}= !{x : for all i; xi ¡ a}=
(∫ a
−∞
e− x
2
dx
)d
=
(
1−
∫ ∞
a
e− x
2
dx
)d
:
This is, at most,(
1−
∫ (1+)a
a
e− x
2
dx
)d
= (1− ae− (1+)2a2 )d:
Therefore, we /nally derive∫
Rd
f(x)e− ‖x‖
2
dx¿ a(1− (1− ae− (1+)2a2 )d)− o(1):
Choose a = ad to be (1=1 + )
√
ln d= ¿ 0. Then e− (1+)
2a2 = 1=d, so (1 − ade− (1+)2a2d)d = (1 − ad=d)d → 0 as
d→∞. Therefore∫
Rd
f(x)e− ‖x‖
2
dx¿
1
1 + 
ad =
1
(1 + )2
√
ln d
 
:
Lemma 6. For any ¿ 0, there is a su6ciently large d such that
(1 + )2
√
ln d
 
¿
∫
Rd
f(x)e− ‖x‖
2
dx:
Proof. We use the following general idea: given any a¿ 1, we can look at f(x) as being less than or equal to a function
g(x) of “plateaus” of height {ka : k ∈ Z+}. When (k + 1)a¿f(x)¿ka, then g(x) = (k + 1)a. Then the average value of
f(x) must be less than the average value of g(x).
∞∑
k=0
(k + 1)a!{(k + 1)a¿f(x)¿ka}¿
∫
Rd
f(x)e− ‖x‖
2
dx;
a
∞∑
k=0
(k + 1)!{f(x)¿ ka}¿
∫
Rd
f(x)e− ‖x‖
2
dx;
a+ a
∞∑
k=1
(k + 1)!{f(x)¿ ka}¿
∫
Rd
f(x)e− ‖x‖
2
dx;
a+ a
∞∑
k=1
(k + 1)(1− !{f(x)¡ka})¿
∫
Rd
f(x)e− ‖x‖
2
dx:
As in the previous lemma, we express !{f(x)¡ka} as an integral: !{f(x)¡ka} =
(
1− ∫∞ka e− x2 dx)d. Now we
choose a= ad = (1 + )
√
ln d= , and note that for all k¿ 1 we get
d−(1+)
2k2 = e− k
2a2¿
∫ ∞
ka
2 xe− x
2
dx¿
∫ ∞
ka
e− x
2
dx
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and therefore
!{f(x)¡ka}¿ (1− d−(1+)2k2 )d¿ (1− d−k2 ):
Finally, we get
a+ a
∞∑
k=1
(k + 1)d−k
2
¿
∫
Rd
f(x)e− ‖x‖
2
dx;
(1 + )
√
ln d
 
∞∑
k=0
(k + 1)d−k
2
¿
∫
Rd
f(x)e− ‖x‖
2
dx;
(1 + )2
√
ln d
 
¿
∫
Rd
f(x)e− ‖x‖
2
dx:
We therefore /nd that
Theorem 7.
∫
Rd f(x)e
− ‖x‖2 dx =
√
ln d
 (1 + o(1)) as d→∞.
4. The Birkho& Polytope
Here we evaluate the median of the support function of the Birkho2 Polytope in Rn
2
, and /nd it to be approximately√
2 ln n. In other words, the best possible assignment in the Assignment Problem usually yields a total weight of about√
2 ln n, provided the matrix of values is sampled randomly from a sphere of radius 1.
Denition 3 (Birkho2 Polytope). The Birkho2 Polytope Bn is a (n − 1)2-dimensional subset of Rn2 , with vertex set
corresponding to the symmetric group as follows: given ,∈ Sn, we associate a matrix Y, with
(Y,)i; j =
{
1 if j = ,(i);
0 if j = ,(i):
For example, a typical vertex of B6 looks like

0 0 1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 0 0 0 0 1


:
This vertex corresponds to the permutation (1 3 2)(4 5)(6)∈ S6.
Alternatively (the Birkho2–Von Neumann theorem), the Birkho2 Polytope is the set of all n × n matrices (ci; j) with
nonnegative entries such that
for any i∈{1; 2; : : : ; n};
n∑
j=1
ci; j = 1;
for any i∈{1; 2; : : : ; n};
n∑
i=1
ci; j = 1:
Its associated optimization problem is the Assignment Problem: Given n salesmen, and n sales regions, assuming you
already know what each salesman is capable of in each region, how should you match your personnel with regions to
maximize total sales?
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The ith salesman can sell xi; j in region j. This knowledge gives us a matrix x = (xi; j)∈Rn2 . We must /nd
max
,∈Sn
n∑
i=1
xi;,(i):
The polytope and problem are connected through the support function.
max
,∈Sn
n∑
i=1
xi;,(i) = max
,∈Sn
〈
x;
n∑
i=1
ei;,(i)
〉
=max
,∈Sn
〈x; Y,〉= hBn(x):
The plan of attack is to express the Birkho2 Polytope as a subpolytope of a direct sum of coordinate simplices. Then,
we will use the previous result on simplices to /nd the mean value.
Theorem 8. (Bn) =
√
2 ln n(1 + o(1)) as n→ +∞.
Proof. Consider the polytope Cn, with vertex set all (0; 1)-matrices in Rn
2
whose rows (but not necessarily columns) add
up to one. Clearly Bn ⊂ Cn.
We wish to apply Theorem 2 now, so we must prove that Cn has the required symmetry property. To do this, we must
view a vertex of Cn not as a matrix, but as a vector in Rn
2
. (So a “row” of the matrix is just a special n-tuple of consecutive
entries in the vector.) Since, we never use matrix multiplication, this is allowable. Therefore, any transformation g would
actually be represented as an n2 × n2 matrix.
Given any two vertices x; y∈Cn, we note that each has exactly one 1 and n − 1 zeroes in each row. We choose our
transformation g to permute the entries inside each row of x until g(x) = y. Since we are only permuting entries inside
any given row, the image of any vertex from Cn remains in Cn. Therefore, the symmetry property holds.
We now apply the theorem; since R(Cn) =
√
n, dim(Cn) = n2, and 
= nn=n!, we compute that the error term is on the
order of o(1).
Thanks to Theorem 4, we may estimate (Cn) by
∫
Sn2−1 hCn(x) d; again, the error term is o(1). In order to /nd the
median, we will calculate the mean.
We now note that Cn is a Minkowski sum of n simplices of dimension n− 1 in Rn2 . Each simplex is represented by a
row of the matrix.
One sample vertex of C6 is

0 1 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 1 0 0 0


:
The third row—(1; 0; 0; 0; 0; 0)—is a vertex of the simplex 5.
Alternatively, Cn can be expressed as the collection of all matrices M ⊂ Rn2 such that, for all k ∈{1; 2; : : : ; n},
n∑
j=1
xk; j = 1:
For any /xed k, we see the equation for a simplex in Rn.
We may therefore write hCn(x) =
∑n
k=1 max{xk1; : : : ; xkn}, and note that∫
Sn2−1
hCn(x) d =
∫
Sn2−1
n∑
k=1
max{xk1; : : : ; xkn} d
= n
∫
Sn2−1
max{x1; : : : ; xn} d:
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After converting the integral to one over Rn
2
, we get
=n
√
 #(n2=2)
#((n2 + 1)=2)
∫
Rn2
max{x1; : : : ; xn}e− x
2
d:
By the results in the previous section,
∫
Rn2 max{x1; : : : ; xn}e− x
2
d =
√
(ln n= )(1 + o(1)); by Stirling’s formula, the
term out front evaluates to
√
2 .
5. Immediate applications
Theorem 8 can be combined with Theorem 2 to immediately /nd  for an entire class of permutation polytopes,
including the Asymmetric Traveling Salesman Polytope.
Theorem 9. We are given some subset X ⊂ Sn. Let QX be the subpolytope of the Birkho; polytope generated by the
permutation matrices in X ; QX = conv{Y, : ,∈X }. Say (X ) = 1− ln |X |=n ln n. Then
√
1− (X )¿ (QX )√
2 ln n
¿ 1−
√
(X ) + o(1)
as n→∞.
Proof. Apply Theorems 8 and 2. We derive
(QX )¿ (Bn)−
(
2 ln(2n!=|X |)
n2 − 2
)1=2√
n:
For su7ciently large n, the following right-hand side is smaller
(QX )¿
√
2 ln n(1 + o(1))−
(
2n ln n− 2 ln |X |
n
)1=2
:
Divide both sides by
√
2 ln n, and we get
(QX )√
2 ln n
¿ 1 + o(1)−
(
1− ln |X |
n ln n
)1=2
:
For the upper bound, we simply apply Theorem 3 with V = X , R=
√
n and d= n2.
The generalized asymmetric Traveling Salesman Problem is described as follows: given an n × n matrix M (not
necessarily symmetric, and not necessarily obeying the triangle inequality), representing distances between cities, /nd the
cycle ,∈ Sn that minimizes the total distance ∑ni=1 Mi;,(i). Its corresponding polytope is a subpolytope of the Birkho2
Polytope, so
Corollary 10. The Asymmetric Traveling Salesman Polytope has median (TSPn) =
√
2 ln n(1 + o(1)) as n→∞.
Proof. Apply Theorem 9 with |X |= (n− 1)!.
We therefore discover that the “usual” shortest distance in the Generalized Traveling Salesman problem is about
−√2 ln n for large values of n.
One interpretation of this problem is as follows. Suppose that the set of possible distance matrices formed a sphere
centered at (1; : : : ; 1) instead of at the origin. In this case, all distances between cities would be non-negative (although
the triangle inequality would still be violated). Here, if we randomly selected a distance matrix and randomly selected a
route through the cities, we would expect a total distance of about n. The distance we would expect to save by searching
for the shortest route is about
√
2 ln n. Thanks to Levy’s Lemma 1, we will, if the set of cities is large enough, get a
savings of about
√
2 ln n for almost every distance matrix by searching for the shortest route.
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Similar results can be found for the polytope corresponding to the Symmetric Matching Problem
Corollary 11. The Symmetric Matching Polytope has
√
2 + o(1)¿
(SMP2n)√
ln n
¿
√
2− 1 + o(1)
as n→∞.
Proof. SMP2n ⊂ B2n; apply Theorem 9 with |X |= (2n)!=(2nn!).
6. Vertex counting
We may apply Theorem 9 to the problem of approximate vertex counting.
Theorem 12. Given some subset X ⊂ Sn, de<ne QX to be the subpolytope of the Birkho; polytope as in 9, and
(X )=1− (ln|X |)=(n ln n) as before. Choose some c∈ Sn2−1, and calculate hQX (c). Then, for any ¿ 0, with probability
1− 2 exp{−(n2 − 2)=2}, we have√
1− (X ) + √n¿ hQX (c)√
2 ln n
¿ 1−
√
(X ) + o(1)− √n:
Proof. The idea here is to apply Lemma 1. With probability at least 1− 2 exp{−(n2− 2)=2}, we have c within distance
 of the median of hQX . Now we note that every support function considered here is continuous with Lipschitz constant√
n (the distance from the origin of every vertex of the Birkho2 Polytope):∣∣∣∣maxx∈QX 〈x; y〉 − maxx∈QX 〈x; z〉
∣∣∣∣= |hQX (y)− hQX (z)|;
max
x∈QX
|〈x; y〉 − 〈x; z〉|¿ |hQX (y)− hQX (z)|;
max
x∈QX
‖x‖ ‖y − z‖¿ |hQX (y)− hQX (z)|;
√
n‖y − z‖¿ |hQX (y)− hQX (z)|:
Therefore, with probability at least 1 − 2 exp{−(n2 − 2)=2}, we also have √n¿ |(QX ) − hQX (c)|. Now we combine
this result with Theorem 9√
1 + (X )¿
(QX )√
2 ln n
¿ 1−
√
(X ) + o(1);
√
1− (X ) + √n¿ hQX (c)√
2 ln n
¿ 1−
√
(X ) + o(1)− √n:
To make this result more clear, plug in, for example, = (−2 ln(0:05))=(n2 − 2). Then we derive the following result:
Corollary 13. Given X , QX , (X ), and c as in Theorem 12. Then with probability 0.9, we have√
1− (X ) + o(1)¿ hQX (c)√
2 ln n
¿ 1−
√
(X ) + o(1):
Proof. Simply note that 
√
n= o(1) as n→∞.
We may apply the vertex counting theorem to several di2erent kinds of optimization problems. Two examples are given
below.
Example 1 (Bipartite graphs). Here we will deal with the problem of /nding perfect matchings in bipartite graphs; that
is, graphs whose vertex set can be divided into two subsets, where every edge connects a vertex of one subset with a
vertex of the other. Counting the number of perfect matchings is di7cult (it is #P-complete in the case of general graphs),
but optimizing can be done in polynomial time (see [6]). We therefore may apply or to yield a probable lower or upper
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bound for the number of perfect matchings. For example, in the case where the graph has 2n nodes, if we randomly /nd
a c such that hQX (c)¿ 2
√
2 ln 2n, then we derive (from the right-hand inequality of Corollary 13)√
1− (X ) + o(1)¿ 2;
1− (X )¿ (2− o(1))2;
1− (2− o(1))2¿ 1− ln |X |
2n ln 2n
;
ln|X |¿ (2− o(1))22n ln 2n:
So with probability 0.9, we get a lower bound for the number of perfect matchings.
Example 2 (Hamiltonian tours). Here, we consider the problem of counting Hamiltonian tours in graphs. This is equivalent
of counting the number of vertices in a subpolytope of the Traveling Salesman Polytope. In this case, optimizing is quite
di7cult (after all, that is the Traveling Salesman Problem), and counting vertices is also quite di7cult. This much,
however, can be said: suppose we “randomly” come across a Hamiltonian tour with large weight. With probability 0.9
(applying Corollary 13), we get a large approximate lower bound for the number of vertices.
To make this more precise, we adapt the technique used by Barvinok [2]. We are given a directed graph Gn with
vertex set {1; : : : ; n}. De/ne Pn to be the Asymmetric Traveling Salesman Polytope generated by Gn; every vertex of
Pn corresponds to a Hamiltonian tour i1 → i2 → · · · → in → i1 in Gn. So |Pn| counts the total number of routes the
salesman may take. Suppose that |Pn|¿ exp{(1 − )n ln n} for some /xed 1¿¿ 0. Apply the left-hand inequality of
Theorem 12, with  = 1=n2; we discover that with probability approaching 1 as n →∞, for some random c∈ Sn2−1, we
get hPn(c)¿ (1 −
√
 + o(1))
√
2 ln n. In other words, with high probability, there exists a Hamiltonian tour ,∈ Sn with
weight at least (1 − √ + o(1))√2 ln n. Now we apply the right-hand inequality of Theorem 12 to /nd a new  such
that, with probability approaching 1 as n→∞, |Pn|¿ e(1−)n ln n:√
1−  + 1
n
¿ 1−
√
+ o(1)− 1
n
:
First we note that 1=n is o(1). Now we solve for 1− √
1− ¿ 1−
√
+ o(1);
1− ¿ (1−
√
+ o(1))2:
We therefore /nd that with probability approaching 1 as n→∞, we have
|Pn|¿ exp{(1−
√
+ o(1))2n ln n}:
A legitimate question here is, “But 1 − ¿ (1 − √ + o(1))2. So is this result interesting?” It remains true that if
a polytope happens to have many vertices, it probably has a vertex of high weight. If we /nd that vertex, this method
provides a probabilistic proof that many vertices exist.
7. Questions
1. What other problems, if any, are di7cult to count, but relatively easy to optimize over? This vertex counting technique
could expand to encompass other kinds of optimization problems.
2. Can one achieve better results by changing the measure? The results above are based on the normalized rotation
invariant measure over a sphere, but the original calculations for the simplex are based on the Gaussian measure. Perhaps,
a wider class of permutation polytopes could be included with a di2erent measure. A Levy’s Lemma for the Gaussian
measure is given in [3].
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