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Abstract: The major issues in most watermarking schemes are security, reliability, and robustness against attacks. To
achieve these objectives in a watermarking algorithm, the selection of a scale factor to embed the watermark into the host
image is a challenging problem. In this paper, a block singular value decomposition (SVD)-based reliable, robust, secure,
and fast watermarking scheme is proposed that uses particle swarm optimization (PSO) in the selection of the scale factor.
SVD is applied here on the nonoverlapping blocks of LL wavelet subbands. Selected singular values of these blocks are
modified with the pixel values of the watermark image. Selected locations of these singular values increase security. In
addition, the scale factor using PSO for embedding the watermark increases the robustness and imperceptibility of the
proposed scheme. Direct embedding of the watermark image into the host image and the use of block-SVD makes the
scheme faster. Comparative analysis with an existing algorithm shows that the proposed technique performs well during
most types of noise attacks and removes the diagonal line problem present in the extracted watermark image.
Key words: Adaptive image watermarking, particle swarm optimization, block singular value decomposition, security,
discrete wavelet transform, normalized similarity ratio

1. Introduction
The reproduction of digital data is possible without any loss, but they are not robust against intentional attacks
and malicious tampering. Therefore, digital multimedia communication requires a type of scheme that can
provide authentication and rightful ownership protection to these data [1,2].
Rightful ownership and resistance against common attacks are achieved using singular value decomposition (SVD)-based image watermarking [1]. However, it was proved in [3,4] that this SVD-based method cannot
completely protect rightful ownership. The drawback of SVD-based watermarking techniques reported in [3,4]
was removed in [5] using principal components (PCs). In this technique [5], in place of singular values, the PCs
are embedded into the cover image. To improve rightful ownership protection and robustness, the watermark
image is directly embedded into the singular values of (HL) and (LH) wavelet subbands of the cover image [6].
The discrete wavelet transform (DWT), SVD, and SVD-DWT-based watermarking techniques are applied to
medical images and compared in [7]. Direct embedding of the watermark into the block-wise SVD of the cover
image makes the algorithm not only free from false-positive problems but also enhances its robustness [8–11].
The block-based SVD is applied in the spatial domain as well as in the transform domain [12] to increase the
security and robustness of the algorithm. A novel block DWT-based watermarking scheme was proposed in [13],
∗ Correspondence:
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in which the vector image is used as a watermark and embedded into the blocks of DWT subbands of the cover
image with a size of 8 × 8. It can be observed that the extracted watermark image is quite close to the original
watermark against a variety of attacks. A comparative study of block-based discrete cosine transform (DCT)
and DWT watermarking approaches was given with significant remarks on the eﬀect of JPEG and JPEG 2000
compression in [14].
A watermarking technique using particle swarm optimization (PSO) was introduced for embedding and
extraction of watermark content in [15]. Appropriate selection of a scale factor for watermark embedding into the
host image is a challenging task to devise better watermarking schemes in terms of imperceptibility, robustness,
security, and reliability. A comparative analysis of a watermarking scheme based on a genetic algorithm (GA),
PSO, and hybrid PSO (HPSO) was given in [16] to attain a suitable scale factor. This analysis shows that
the HPSO-based technique is more reliable compared to other techniques, but it is more complex. The GA
has been used to embed the image watermark in audio signals [17]. It is used to determine the quantization
step for embedding permuted images into selected coeﬃcients of the audio signal. An embedding equation as
well as a scale factor for embedding the watermark in DCT coeﬃcients of the cover image were generated by a
GA in [18]. This scheme provides a balance between robustness and imperceptibility. To remove false-positive
problems from SVD-based watermarking techniques, PCs are embedded into the transform coeﬃcients of a
cover image using a 2D scale factor [19,20]. This scale factor is optimized with the help of a metaheuristic
algorithm PSO. The trade-oﬀ between invisibility and robustness is obtained using PSO while embedding the
watermark into wavelet packet coeﬃcients of the cover image [21]. Block-SVD is applied on the LL subband
of the cover image, and watermark bits are embedded into certain elements of U matrices [22]. Watermark
contents are estimated for the U matrix using a support vector machine (SVM) and PSO. The scheme is robust
but complex due to the training part needed for watermark extraction. PSO is used in the selection process of
wavelet coeﬃcients of the host image for watermark embedding in [23]. PSO is subjected to diﬀerent attacks
in this study to obtain robustness and imperceptibility.
The watermarking scheme proposed in this paper is based on block-SVD, DWT, and the PSO algorithm.
The use of block-SVD not only increases the robustness and security of the proposed algorithm but also removes
the diagonal line problem found in the extracted watermark. PSO makes the proposed algorithm adaptive to a
variety of cover images and noise attacks. A DWT-SVD-based watermarking scheme using PSO was proposed
in [24] to get better robustness. In this scheme, instead of a direct watermark, the SVs of the watermark image
are embedded into the SVs of wavelet subbands of the cover image, which leads to a false-positive problem in
the extracted watermark [24]. Moreover, for watermark embedding, the SVs of all wavelet subbands of the cover
image are modified, which increases robustness along with complexity. Therefore, compared to the scheme in
[24], the scheme proposed in this paper is better in terms of computational complexity and rightful ownership
due to direct embedding of the watermark image into blocks of LL subband only.
In [24], SVD was applied on all the wavelet subbands, namely LL, LH, HL and (HH), of the cover image
and watermark image. The singular values of each wavelet subband are modified by the singular values of the
watermark image in order to embed it, allowing the scheme to have a good embedding capacity. A suitable
scale factor for the same image is selected using PSO iteratively until the desired value of the watermarking
parameters is achieved. In this process, the computational complexity of the algorithm increases because the
four copies of the watermark singular values are required to be embedded into the cover image even though
this increases robustness. The total number of PSO iterations is also not specified, which may lead to more
computations.
3274

THAKKAR and SRIVASTAVA/Turk J Elec Eng & Comp Sci

PSO-based watermarking was also proposed in [22] using DWT, SVD, and support vector regression
(SVR). In the proposed algorithm, watermark bits are directly embedded into the U matrix of the LL subband
of the cover image. The watermark is extracted using SVR, whose optimal parameters for training are selected
using the PSO algorithm. During the process of watermark extraction, this training pattern is utilized. This
algorithm is able to deal with the false-positive problem of SVD-based watermarking, but it is complex due to
the use of SVR. This scheme is robust and blind due to the use of the SVR technique.
In the scheme proposed in this paper, watermark bits are directly embedded into the highest singular value
of the nonoverlapping blocks of an LL subband. This modification of singular values is done with watermark
bits weighted by the appropriate scale factor. This scale factor is chosen using the PSO algorithm. Inverse
SVD is then applied to reconstruct the modified LL subband. The watermarked image is formed using inverse
wavelet transform on the modified LL subband and remaining subbands of the cover image. During watermark
extraction, the same process is performed in reverse order. Although several benefits are achieved with the
proposed algorithm, including the removal of false-positives, it has limited payload capacity. The scheme is less
complex as PSO needs lower numbers of particles and iterations for any image.
The rest of the paper is organized as follows: in Section 2, preliminaries such as PSO, SVD, and DWT
are discussed. The motivations behind the proposed scheme as well as the watermark embedding and extraction
algorithms are described in Section 3. Performance measures are given in Section 4. Results and related analysis
are given in Section 5, and conclusions are given in Section 6.
2. Preliminaries
The fundamentals of DWT, SVD, and PSO are discussed in this section as they are used in the proposed
algorithm.
2.1. Discrete wavelet transform
DWT provides a multiresolution analysis of an image. The 2D-DWT on the image generates diﬀerent frequency
subbands with constant bandwidth on the logarithmic scale [6]. The single level of wavelet decomposition on
the image generates LL, HL, LH, and HH subbands. The LL subband contains low-resolution approximate
coeﬃcients whereas the HL, LH, and HH subbands contain higher resolution coeﬃcients in horizontal, vertical,
and diagonal directions, respectively. To attain another level of subbands, the low-pass LL subband is further
decomposed. This process continues until the required levels of decomposition are reached.
2.2. Singular value decomposition
In SVD, a real matrix Ais decomposed into three matrices U , S , and V . The matrix S is a diagonal matrix
whereas the matrices U and V are left- and right-singular matrices. The U and V matrices are orthogonal
and contain geometrical information about the image whereas the singular matrix S contains intensity-related
information about the image [25]. The mathematical formulation for decomposition of matrix A is given by the
following equation:
A = s1 U1 V1T + s2 U2 V2T + . . . + sr Ur VrT .

(1)

The rank of matrix A is denoted by r in Eq. (1). U1 , U2 . . . Ur and V1 ,V2 . . . Vr are columns of left- and
right-singular values of U and V whereas s1 , s2 . . . sr are scalar singular values of diagonal matrix S .
SVD is often used in watermarking techniques because the singular values modified to embed the
watermark are less aﬀected by most noise attacks [25].
3275

THAKKAR and SRIVASTAVA/Turk J Elec Eng & Comp Sci

2.3. Particle swarm optimization
The concept of PSO was introduced for optimization of nonlinear functions in [26]. PSO is an optimization
technique based on a population known as a swarm. Each member of the swarm is identified by a particle.
All particles in the population present a possible solution for the optimization problem. Each particle moves
towards its own personal best solution through each iteration. One of the particles of this swarm is also moving
towards a global best solution.
To understand the process of this technique, let us consider a swarm of size N where each particle j in
the search space has a current particle position given by xj , current velocity vj , and personal best position pj .
All the particles of the swarm are revised and updated using the following equations:
vj (n + 1) = m [wj (n) ∗v j (n) + c1 ∗ r1 (pj − xj (n)) + c2 ∗ r2 (pgb − xj (n))]

(2)

xj (n + 1) = xj (n) + vj (n + 1)

(3)

In the above equations, n is the current iteration number, c1 and c2 are the acceleration constant, r1 and r2
are constants with a range of (0 < r1 , r2 < 1), and pgb is the global best solution. To control the particle in
the search space, the velocity vector vj is clamped to a particular range defined by [ vmin , vmax ]. The constants
c1 and c2 control particle movement and have values approximately equal to 2. w is the inertia weight that is
used to control the convergence during the iteration and it varies according to the following equation:
wi = wmax −

wmax − wmin
· k.
kmax

(4)

kmax and k are the maximum number of iterations and current iteration number, respectively. To assure
convergence of the PSO algorithm, the value of m is decided by the following equation:
m=

2−τ −

2
√

τ 2 − 4τ

where τ = c1 + c2 and τ ≥ 4.

(5)

3. Proposed algorithm
In [27], a robust and imperceptible watermarking algorithm is presented, but the value of the scale factor is
obtained from tabular analysis over a range of scale factors using only two cover images. Therefore, the analysis
of the algorithm proposed in [27] is limited to a small set of images. Moreover, the algorithm does not use any
technique to get a proper value of a scale factor that can provide better imperceptibility and robustness for a
variety of cover images. The diagonal line problem is also present in the extracted watermark image.
The algorithm proposed in this paper provides a solution to various problems associated with the
watermarking technique given in [27]. The proposed algorithm is based on block-SVD and PSO, in which
the binary watermark image is directly embedded into a singular matrix obtained from the block-SVD of the
LL subband of the cover image. From an analysis of optimization techniques for image watermarking, it was
found that PSO performs better compared to the GA [28]. In this scheme, PSO is incorporated to get better
imperceptibility and robustness. For watermark embedding, the LL subband in wavelet decomposition is robust
against diﬀerent noise attacks, and the small change in singular values of this subband does not significantly
aﬀect imperceptibility [27]. The LL subband is therefore selected for watermark embedding in the proposed
scheme in this paper. The LL subband is divided into nonoverlapping blocks of size 4 × 4 and SVD is applied
3276
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to each of them. For embedding, the watermark pixels modify the first or largest singular value of each of these
blocks with a suitable scale factor. The location of embedding the watermark pixels into each block can be
changed and made random to increase the security. The PSO algorithm adaptively selects a suitable value of
the scale factor. The use of PSO for proper selection of the scale factor makes the proposed algorithm more
generalized for a variety of cover images. Furthermore, the use of block-SVD in the embedding process not
only increases imperceptibility, robustness, and security but also eliminates the diagonal line problem from the
extracted watermark image.
3.1. Proposed watermark-embedding algorithm
The procedure of the proposed watermark-embedding algorithm is given below, and the block diagram of the
same is shown in Figure 1.

Figure 1. Block diagram of the proposed watermark embedding scheme.

Step 1. Decompose the cover image H into LL, HL, LH, and HH subbands using DWT.
Step 2. Divide the low frequency subband LL into nonoverlapping blocks of size 4 × 4. Let each block
be represented by LL(i,j) .
Step 3. Apply SVD to each block LL (i,j) as
[ULL(i,j) SLL(i,j) VLL(i,j) ] = LL(i,j) .

(6)

Step 4. Modify the first and largest singular value of each block SLL(i,j) by a pixel of the watermark
image using scale factor α obtained through PSO:
SLLM (i,j) = SLL(i,j) (1, 1) + α ∗ w(ij).

(7)

Step 5. Apply block-SVD to each block SLLM (i,j) :
[ULLM A(i,j) SLLM A(i,j) VLLM A(i,j) ] = SLLM (i,j) .

(8)
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Step 6. Apply inverse block-SVD on singular value matrices SLLM A(i,j) using the orthogonal matrices
ULL(i,j) and VLL(i,j) to reconstruct the modified LL ∗ subband:
T
LL∗ = ULL(i,j) ∗ SLLM A(i,j) ∗ VLL(i,j)
.

(9)

Step 7. Apply inverse discrete wavelet transform on this modified LL ∗ subband along with HL, LH, and
HH subbands to get the watermarked image H ∗ .
3.2. Proposed watermark-extraction algorithm
The watermarked image H ∗ suﬀers from a variety of noise attacks and becomes noisy watermarked image H ∗′ .
A detailed procedure to extract the watermark from H ∗′ is given below, and the block diagram for the same
procedure is shown in Figure 2.

Figure 2. Block diagram of the proposed watermark extraction scheme.

Step 1. Decompose the noisy watermarked image H ∗′ into four wavelet subbands: LL ∗′ , HL ′ , LH, ′ and
HH ′ .
Step 2. Partition the LL ∗′ subband into nonoverlapping blocks of size 4 × 4.
Step 3. Apply SVD to each block LL ∗′
(i,j) to get modified blocks of singular values S′LLM A(i,j) :
[ULL(i,j) ′ SLLM A(i,j) ′ VLL(i,j) ′ ] = LL∗′
(i,j)

(10)

Step 4. Apply inverse SVD to each block S′LLM A(i,j) along with their corresponding matrices VLLM A(i,j)
and ULLM A(i,j) to get the blocks of singular matrices S′LLM (i,j) :
′
′
T
SLLM
(i,j) = ULLM A(i,j) × SLLM A(i,j) × VLLM A(i,j) .

(11)

Step 5. To extract the watermark image, find the diﬀerence between the first singular values of the set
′
of corresponding blocks SLLM
(i,j) and SLL(i,j) using the following equation:
′

w′ = (S LLM (i,j) (1, 1) − SLL(i,j) (1, 1))/α.
3278
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In the above equation, SLL(i,j) is a block of the singular matrix of the LL subband of the cover image obtained
during the embedding process.
As the inserted watermark is a binary image, the pixels of w′ are considered equal to 1 if they are greater
than 0.5 and 0 if less than 0.5.
Thus, after thresholding the extracted watermark image, w′ is obtained.
3.3. Application of PSO to find the scale factor
The robustness and imperceptibility of any watermarking algorithm mainly depend on the value of the scale
factor. A small value of the scale factor increases the imperceptibility of a watermarked image, but it degrades
the quality of the extracted watermark and vice versa. In most watermarking algorithms, the scale factor is kept
constant and its value is selected manually for a particular group of images that may not be suitable for other
group of images. As a result, to make a watermarking scheme appropriate for a variety of images, some accurate
and adaptive algorithms are required to calculate the suitable value of the scale factor. In this paper, an eﬃcient
optimization algorithm, PSO, is therefore incorporated with a block-SVD-based watermarking scheme that can
accurately tune the scale factor with less execution time.
To incorporate PSO in the watermarking algorithm, an initial population is generated using a random
function. The population is initialized with five elements with values ranging from 0 to 150 using one of these
elements as the scale factor successively one after the other, the watermark image is embedded inside the blocks
of the LL subband of the cover image. Five watermarked images are generated as a result. Diﬀerent noise
attacks are applied to the generated watermarked images, and the watermarks are extracted using the proposed
extraction algorithm. The performance of each scale factor of this population is compared using the fitness
function given in Eq. (13). The maximum value of the fitness function is identified and the respective element
is the global best particle, which is also known as the gbest particle. In this first generation, each and every
particle acts as a personal best particle known as pbest. The next generation is created from the particles of
the current generation using Eqs. (2) and (3). The performance of the elements of this generation is again
tested using the fitness function. The achieved values of the respective fitness functions are compared with the
values of the fitness function from the previous generation of respective elements. The elements that provide
the maximum fitness values are known as pbest particles, and the best of these pbest particles is the global best
particle called gbest. This process continues until the desired number of iterations is reached. The functional
block diagram of PSO used in this paper is shown in Figure 3.
In the proposed scheme, maximum fitness is achieved at the end of the final iteration. The mathematical
formula for the fitness function is given in following equation:
f itness =

max [Corr (w, w′ ) + Corr (H, H ∗ )]
.
2

(13)

In the above equation, Corr indicates the normalized correlation coeﬃcient. Variables w and H represent the
watermark, and cover images w′ and H ∗ are the extracted watermark and watermarked images, respectively.
The various parameters of PSO are chosen and given below:
The values of both acceleration coeﬃcients c1 and c2 are taken as 2.
The minimum and maximum velocities Vmin and Vmax are taken as 10 and 80, respectively.
The total number of particles is 5, and the number of iterations is 8.
The initial values of velocity V and inertia weight W are 50 and 0.9, respectively.
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Start

Initialized Particles with random position and
velocity vector
For each particle (p) evaluate
the fitness
If fitness of particle (p) is better than pbest, take pbest = p
Else retain previous pbest
From all pbest select the best particle as gbest
Update the particle velocity using equation
Vi(n+1) = Iw * Vi (n)+ C1* r1 * (Pbest(i) - Xi (n)) + C2 * r2 * (Gbest- Xi (n))

Using velocity update the position of particle

No

If gbest is
solution?
Yes
End

Figure 3. Flow chart of the PSO algorithm used in proposed scheme.

The value of constant m is taken as per Eq. (5) whereas inertia changes in terms of iteration, as per Eq.
(4).

4. Performance measures
Performance parameters such as the normalized correlation coeﬃcient (NCC), the peak signal-to-noise ratio
(PSNR), and the normalized similarity ratio (NSR) are discussed here. The PSNR is used as a measure of
imperceptibility for the watermarked image whereas the NCC and NSR are used as measures of robustness of
the extracted watermark image.
The mathematical formulae of the NCC and PSNR are given below.
N ∑
N
∑

∗
(wij − w) (wij
− w∗ )
√
N CC = √∑
)
N ∑N
2 ∑N ∑N ( ∗
∗ 2
(w
−
w)
ij
i=1
j=1
i=1
j=1 wij − w
i=1 j=1

w and w∗ are the original and extracted watermark images, respectively, whereas:
w=
3280

1 ∑N ∑N
1 ∑N ∑N
∗
wij and w∗ = 2
wij
.
2
i=1
j=1
i=1
j=1
N
N

(14)
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P SN R = 10 log10

2552
1 ∑M ∑M
2
[H (i, j) − H ∗ (i, j)] .
, where M SE = 2
i=1
j=1
M SE
M

(15)

Another robustness parameter, the NSR, is defined as:
N SR =

SR − min (SR)
S
where SR =
.
1 − min (SR)
S+D

(16)

In Eq. (16), SR is the similarity ratio. In this equation, S represents the number of similar pixels whereas D
represents the number of dissimilar pixels present in the original and extracted watermark images. min(SR)
is the SR calculated for the original binary watermark image with the image that contains pixel values either
represented as zeros (completely black) or ones (completely white) [27]. In the proposed scheme, min(SR) is
calculated using the original watermark and the complete black image.
5. Results and discussion
Experimental analysis is conducted on diﬀerent cover images such as Goldhill Pepper, Cameraman Lena,
Baboon, and Boat at a pixel size of 512 × 512 whereas the EC logo, at 64 × 64 pixels, is used as the
watermark image shown in Figure 4.

Figure 4. Cover images: a) Goldhill, b) Pepper, c) Cameraman, d) Lena, e) Baboon, f) Boat and watermark images,
g) EC logo.

The analysis of PSNR value comparison between the proposed and existing algorithm [27] for the Goldhill
watermarked image under diﬀerent attacks is shown in Table 1, and graphical analysis for watermarked image
3281
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Pepper is given in Figure 5. The analysis shows that, for the Pepper and Goldhill watermarked images,
the proposed algorithm outperforms the original under all attacks except histogram equalization and rotation
attacks. During the rotation attack, the PSNR values of the proposed as well as the existing algorithm in [19]
are quite close for both cover images, which is also shown in Table 1.
Table 1. PSNR comparison of the proposed and existing algorithm [27].

Attacks
Gaussian blurring (3 × 3)
Scaling (512–256)
Histogram eq.
Rotation (20◦ )
JPEG compression (Q = 25)
Cropping (13%)
Salt and pepper
Intensity adjustment
Gamma correction (0.9)
Median filtering (3 × 3)

PSNR (dB)
Watermarked image (Goldhill)
Reference [27] Proposed
29.863
34.4528
29.7727
33.2454
17.5452
16.6719
11.4089
10.1630
8.3348
26.8778
13.0455
15.1750
12.3335
24.2177
23.6482
22.7493
20.1435
22.7497
32.8472
34.3906

Existing [27]

Proposed

45.91
40.91
35.91

PSNR

30.91
25.91
20.91
15.91
10.91
5.91
0.91

Attacks

Figure 5. The PSNR comparison of the proposed and existing algorithm [27] for the noisy watermarked Pepper image.

The Pepper cover image oﬀers better imperceptibility under all types of noise attacks except under the
histogram equalization attack. In the case of histogram equalization, the imperceptibility measures of both
schemes are quite close to each other, and this is depicted by graphical analysis in Figure 5. Moreover, under
a JPEG compression attack the proposed scheme results in a PSNR value of more than 26 dB for both cover
images, whereas the existing algorithm shows a PSNR value of around 8 dB. Figure 6 shows the visual quality
of the Goldhill watermarked images under diﬀerent noise attacks.
Comparative analysis of the NSR values of extracted watermark images under a variety of noise attacks
are given in Table 2 for the Goldhill image, and graphical representation is given in Figure 7 for the Pepper
image. From this analysis, it is clear that the proposed algorithm is better compared to the existing algorithm for
both types of cover images against all attacks, with the exception of rotation and cropping attacks. Furthermore,
3282
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Figure 6. Goldhill watermarked images under noise attacks: a) Gaussian blur (3 × 3), b) scaling (1/2), c) histogram
equalization, d) rotation (20 ◦ ) , e) JPEG (Q = 25), f) cropping (13%), g) salt and pepper (density = 0.01), h) intensity
adjustment (1%), i) gamma correction (0.9), j) median filtering (3 × 3).

for Gaussian blur, scaling, and JPEG compression attacks, the proposed scheme presents an NSR value of 1,
which shows a complete matching of the extracted watermark image with the embedded watermark image.
The visual qualities of the extracted watermark images are depicted in Figure 8. The respective NCC
values of extracted watermark images under various attacks are given in Table 3. Both NCC and NSR parameters
show similar results for the respective images. The proposed implementation of PSO does not significantly
increase execution time as it takes a smaller number of iterations to reach the desired solution.
It is noteworthy that PSO is used as the optimization technique for selecting the scale factor in the
proposed scheme. In contrast, in the approach found in [27], a suitable value of scale factor was manually
selected.
The authors in [27] did not discuss execution time. The implementation of the scheme given in [27] on a
machine with a 2.8 GHz core i5 processor with 4 GB RAM shows that the execution time for a single value of
scale factor is 0.57 s. Since 10 diﬀerent scale factors are used in [27], the total execution time needed to obtain
a suitable scale factor ends up being 0.57 × 10 = 5.7 s.
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Table 2. NSR comparison of the proposed and existing algorithm [27].

Attacks
Gaussian blurring (3 × 3)
Scaling (512–256)
Histogram eq.
Rotation (20◦ )
JPEG compr. (Q = 25)
Cropping (13%)
Salt and pepper
Intensity adjustment
Gamma correction (0.9)
Median filtering (3 × 3)
1.1

NSR of the extracted watermark
Goldhill cover image
Reference [27] Proposed
0.9946
1
0.9925
1
0.988
0.9956
0.9883
–0.580
0.9929
1
0.9947
–0.277
0.9076
0.9895
0.9936
0.9904
0.9990
1
0.9986
1
Existing [27]

Proposed

NSR values

0.9
0.7
0.5
0.3
0.1
-0.1
-0.3

Scale Factor

Figure 7. NSR value comparison of the proposed and existing algorithm for the extracted watermark image with Pepper
as a cover image.
Table 3. NCC value of the extracted watermark from diﬀerent noisy watermarked images with the proposed algorithm.

Attacks
Gaussian blurring (3 × 3)
Scaling (512–256)
Histogram eq.
Rotation (20◦ )
JPEG compr. (Q = 25)
Cropping (13%)
Salt and pepper
Intensity adjustment
Gamma correction (0.9)
Median filtering (3 × 3)

NCC
Pepper image
1
1
0.9933
0.0504
1
0.2061
0.9970
0.8644
1
1

Goldhill image
1
1
0.9970
0.0489
1
0.2014
0.9927
0.9933
1
0.9994

In the proposed scheme, five particles and eight iterations are used. It implies that our algorithm is
required to be executed 40 times to get a suitable scale factor. The execution time for this process is 13.12 s.
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Figure 8. Extracted watermark from watermarked Goldhill image under various noise attacks: a) Gaussian blur (3 ×
3), NSR = 1, b) scaling (1/2), NSR = 1, c) histogram equalization, NSR = 0.9956, d) rotation (20 ◦ ) , NSR= –0.580,
e) JPEG (Q = 25), NSR = 1, f) cropping (13%), NSR= –0.277, g) Salt and Pepper (density = 0.01), NSR = 0.9895,
h) intensity adjustment (1%), NSR = 0.9904, i) gamma correction (0.9), NSR = 1, j) median filtering (3 × 3), NSR =
0.9991.

The average value of execution time per execution cycle for the proposed scheme is relatively less at 0.328 s
compared to 0.57 s, but the total execution time for the proposed scheme seems to be longer than that of the
scheme in [27]. The eﬀective execution time required by the scheme proposed in [27] is expected to be much
larger due to the manual selection of the scale factor. However, the use of a constant scale factor in this scheme
will reduce the eﬀective execution time. This may be due to the blocking of subband LL of the cover image for
watermark embedding.
The proposed algorithm is also tested for Cameraman, Lena, Baboon, and Boat host images to verify its
generality toward diﬀerent image data sets. The NSR and NCC values of the extracted watermarks using these
images are given in Table 4. PSNR values of Cameraman, Lena, Baboon, and Boat noisy watermarked images
are presented in Table 5. The results given in Tables 4 and 5 show that the proposed scheme also performs
better using diﬀerent sets of images such as Goldhill and Pepper. The results of comparison are mentioned
in Table 6 using Lena as the cover image. This shows that the proposed algorithm performs better than the
scheme proposed in [16] under all attacks except cropping and rotation.
6. Conclusion
In the proposed block-SVD-based approach, each watermark pixel is embedded into a singular value of each
block of the LL wavelet subband of the cover image. The embedding locations are secret, which increases
the security of the copyright content. Moreover, the proposed block-based approach removes the diagonal line
problem presented in the extracted watermark in the existing algorithms [6,27]. In this scheme, automatic
selection of a suitable scale factor for embedding a watermark into cover images is performed using PSO.
This gives better robustness and imperceptibility to watermark and watermarked images, respectively. The
PSNR values of noisy watermarked images and the NSR value of extracted watermark images for the proposed
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Table 4. NCC and NSR values of the extracted watermark from diﬀerent noisy watermarked images Cameraman, Lena,
Baboon, and Boat with the proposed algorithm.

Attacks
Gaussian blurring (3 × 3)
Scaling (512–256)
Histogram eq.
Rotation (20◦ )
JPEG compr. (Q = 25)
Cropping (13%)
Salt and pepper (0.01)
Intensity adjustment
Gamma correction (0.9)
Median filtering (3 × 3)

Cameraman
NCC NSR
0.997 0.995
0.990 0.986
0.980 0.972
0.148 –0.343
0.999 0.999
0.177 –0.263
0.994 0.991
0.881 0.831
1
1
0.998 0.986

Lena
NCC
0.999
0.997
0.926
0.108
0.999
0.107
0.999
0.838
1
0.999

NSR
0.999
0.996
0.894
–0.545
0.999
–0.551
0.999
0.771
1
0.999

Baboon
NCC NSR
0.999 0.999
0.998 0.998
0.991 0.987
0.043 –0.594
1
1
0.200 –0.222
0.997 0.995
0.955 0.935
0.963 0.947
0.992 0.989

Boat
NCC
1
1
0.954
0.101
1
0.170
0.984
1
1
0.998

NSR
1
1
0.934
–0.516
1
–0.276
0.977
1
1
0.998

Table 5. PSNR values of noisy watermarked images Cameraman, Lena, Baboon, and Boat with the proposed algorithm.

Attacks
Gaussian blurring (3 × 3)
Scaling (512–256)
Histogram eq.
Rotation (20◦ )
JPEG compr. (Q = 25)
Cropping (13%)
Salt and pepper (0.01)
Intensity adjustment
Gamma correction (0.9)
Median filtering (3 × 3)

PSNR of watermarked images
Cameraman Lena
Baboon
33.8568
35.7776 37.7999
29.3836
31.7024 31.6779
17.1329
16.3264 14.4691
10.2723
11.1514 11.9365
31.7835
31.2191 29.2820
14.6525
11.1830 16.2685
22.4702
23.9163 24.4397
19.3077
21.4496 20.0400
24.2327
22.5266 27.8019
29.3369
29.4470 31.7627

Boat
37.1869
33.3806
14.9768
11.4893
31.5711
18.0349
24.5941
20.6114
18.9821
37.4559

Table 6. NCC comparison of the proposed and existing algorithm [16].

Attacks
Rotation (10◦ )
Scaling (0.5)
Gaussian noise (0.01)
Cropping (10%)
JPEG compr. (Q = 40)
Low-pass filtering (3 × 3)
Salt and pepper (0.01)

NCC of extracted watermark image
Proposed Reference [16]
0.1744
0.7554
1
0.8127
0.9994
0.7716
0.1774
0.8029
1
0.9524
1
0.7849
1
0.8916

scheme are better than the existing algorithm against most noise attacks. Under JPEG compression attack,
the performance of the proposed algorithm, in terms of PSNR value, has improved compared to the existing
algorithm by 25 dB and 18 dB for the Pepper and Goldhill cover images, respectively. Under this kind of attack,
both the NSR and NCC values of the extracted watermark are 1, which shows perfect matching between the
original and extracted watermark images. Therefore, the PSO-based optimization technique used for selecting
a scale factor for watermark embedding in the proposed algorithm not only makes it adaptive but also improves
the performance without a significant increase in computation complexity. Performance analysis shows that the
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proposed watermarking algorithm performs better for a wide variety of images. It may be interesting to analyze
the proposed scheme with other existing optimization techniques (e.g., HPSO [28]) in order to obtain better
performance. A blind, secure, and dual watermarking based on SVD in a DWT domain where the watermark
image (for authentication) and electronic patient record data need to be embedded into the host medical image
could be an interesting topic for future investigation.
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