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Aspects of control theory on
infinite-dimensional Lie groups
and G-manifolds
Helge Glo¨ckner1 and Joachim Hilgert
Abstract
We develop aspects of geometric control theory on Lie groups G which
may be infinite dimensional, and on smooth G-manifolds M modelled
on locally convex spaces. As a tool, we discuss existence and unique-
ness questions for differential equations onM given by time-dependent
fundamental vector fields which are L1 in time. We then discuss the
closures of reachable sets in M for controls in the Lie algebra g of G,
or within a compact convex subset of g. Regularity properties of the
Lie group G play an important role.
Classification: 22E65 (primary); 28B05, 34A12, 34H05, 46E30, 46E40.
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group, measurable regularity, exponential function, Trotter formula, local µ-
convexity, geometric control theory, left-invariant vector field, fundamental
vector field, G-manifold, homogeneous space, reachable set, staircase func-
tion, compact set, extreme point, semigroup, bang-bang principle
1 Introduction and statement of main results
We lay some foundations for control theory on smooth G-manifoldsM , for G
a Lie group modelled on a locally convex space. As a starting point, we
discuss local existence and uniqueness for Carathe´odory solutions to time-
dependent fundamental vector fields on M with L1-time dependence. As-
suming that G is L1-regular, we obtain results concerning reachable points.
Ordinary differential equations in Banach spaces are a classical topic (see,
e.g., [5], [8], [29]). Beyond normable spaces, initial value problems on locally
1Research supported by Deutsche Forschungsgemeinschaft (DFG), project GL 357/9-1.
1
convex spaces need not have solutions, and may possess many solutions (see
[31] for examples, also [19]). But for special classes of equations, specific
results are available, notably when Lie groups come into play. If G is a Lie
group modelled on a locally convex space, then G gives rise to a smooth left
action G× TG→ TG, (g, v) 7→ g.v on its tangent bundle TG via left trans-
lation, g.v := Tλg(v) with λg : G → G, h 7→ gh. Let e ∈ G be the neutral
element. If γ : [0, 1] → g is a continuous path in the Lie algebra g := TeG
of G, then the initial value problem
y˙(t) = y(t).γ(t), y(0) = e
has at most one C1-solution η : [0, 1]→ G (see, e.g., [16] or [19]).2 If η exists,
it is called the evolution of γ and denoted by Evol(γ) := η. Let k ∈ N0∪{∞}.
If Evol(γ) exists for all γ ∈ Ck([0, 1], g) and the map
evol : Ck([0, 1], g)→ G, γ 7→ Evol(γ)(1)
is smooth, then G is called Ck-regular (see [16]). The C∞-regular Lie groups
are also called regular ; every Ck-regular Lie group is regular. Regularity is
a central concept in infinite-dimensional Lie theory; see [32], [27], [28], [16],
[19], [22], and [33] for further information.
If M is a smooth manifold modelled on a locally convex space, endowed with
a smooth right G-action σ : M × G → M , then each v ∈ g determines a
smooth vector field
v♯ : M → TM, x 7→ (Teσ(x, ·))(v)
on M , the fundamental vector field associated with v. If a continuous path
γ : [0, 1] → g admits a C1-evolution η : [0, 1] → G, it is known that the
differential equation
y˙(t) = γ(t)♯(y(t)) (1)
on M satisfies local existence and uniqueness of C1-solutions, since
Fl : [0, 1]× [0, 1]×M →M, (t, t0, y0) 7→ σ(y0, η(t0)
−1η(t))
is a globally defined C1-flow for (1), see [19, Lemma 2.5.13].
2For smooth γ and sequentially complete g, see already [32]; the proof does not require
these hypotheses.
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As our starting point, we establish analogous existence and uniqueness results
for Carathe´odory solutions, when fundamental vector fields are L1 in time.
For simplicity of the formulation, we restrict attention to Lie groups and
manifolds modelled on Fre´chet spaces in the remainder of the introduction,
and also in much of Sections 2 through 6 and 8; in Section 10, we explain
the necessary changes allowing us to extend the results to Lie groups and
manifolds modelled on more general locally convex spaces. (The Fre´chet
property is also irrelevant in Sections 7 and 9).
For real numbers a < b and a Fre´chet space E, a function γ : [a, b] → E is
called L1 if it is measurable with respect to the Borel σ-algebras on domain
and range, the image γ([a, b]) contains a countable dense subset and
‖γ‖L1,q :=
∫
[a,b]
q(γ(t)) dλ1(t) <∞ (2)
for each continuous seminorm q on E (where λ1 denotes Lebesgue-Borel
measure). Let N ⊆ L1([a, b], E) be the set of L1-functions which vanish
almost everywhere (with respect to λ1), and write [γ] := γ + N for γ ∈
L1([a, b], E). Then L1([a, b], E) := L1([a, b], E)/N is a Fre´chet space with
respect to the locally convex vector topology given by the seminorms ‖ · ‖L1,q
defined via ‖[γ]‖L1,q := ‖γ‖L1,q (compare, e.g., [17]). Following [17], we
say that a function η : [a, b] → E is absolutely continuous3 if there exists
γ ∈ L1([a, b], E) such that
η(t) = η(a) +
∫ t
a
γ(s) ds for all t ∈ [a, b], (3)
writing
∫ t
a
γ(s) ds for the weak integral4
∫
[a,t]
γ(s) dλ1(s) ∈ E. Then
γ(t) = η′(t) for almost all t ∈ [a, b],
whence [γ] ∈ L1([a, b], E) is uniquely determined by η (see, for instance, [17,
Lemma 1.28]). We say that a function η : I → E on an interval I ⊆ R
is absolutely continuous if η|[a,b] is so for all real numbers a < b such that
3If E is a Banach space, copying the classical ε-δ-definition of absolute continuity of
scalar-valued functions (as in [35, Definition 7.17]), one obtains a more general concept
of absolutely continuous functions which need not be absolutely continuous in the above
more limited sense (see [4]) unless E is sufficiently nice (e.g., a Hilbert space), see [7].
4The same notation will denote weak integrals with respect to Lebesgue measure.
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[a, b] ⊆ I. IfW ⊆ R×E is a subset and f : W → E a function, then a function
γ : I → E on a non-degenerate interval I ⊆ R is called a Carathe´odory
solution to the differential equation
y′(t) = f(t, y(t))
if (t, γ(t)) ∈ W for all t ∈ I, the function γ is absolutely continuous, and
γ′(t) = f(t, γ(t)) for almost all t ∈ I. (4)
If (t0, y0) ∈ W is given and, moreover,
t0 ∈ I and γ(t0) = y0, (5)
then γ is called a Carathe´odory solution to the initial value problem
y′(t) = f(t, y(t)), y(t0) = y0. (6)
If γ : I → E is absolutely continuous, (t, γ(t)) ∈ U for all t ∈ I and t0 ∈ I,
then γ is a Carathe´odory solution to (6) if and only if
γ(t) = y0 +
∫ t
t0
f(s, γ(s)) ds for all t ∈ I. (7)
For the special case of Carathe´odory solutions to differential equations in
Banach spaces, see also [37].
Since C1-functions operate on absolutely continuous functions, we can speak
about absolutely continuous functions γ : I → M to a C1-manifold M mod-
elled on a Fre´chet space (a continuous function which is absolutely continuous
in local charts). Likewise, we can also speak about Carathe´odory solutions
to differential equations on M (see Sections 2 and 4 for details).
Let M be a C1-manifold modelled on a locally convex space, J ⊆ R be a
non-degenerate interval and
f : J ×M → TM
be a map such that f(t, y) ∈ TyM for all (t, y) ∈ J ×M (a time-dependent
vector field). Or, more generally, consider a function f : W → TM on an
open subset W ⊆ J ×M such that f(t, y) ∈ TyM for all (t, y) ∈ W . It is
known that the differential equation
y˙(t) = f(t, y(t))
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satisfies local existence and uniqueness of C1-solutions if it admits local C1-
flows (see [19, Lemma 2.5.10]; cf. [10] and [40] for special cases). Likewise,
we have (with terminology as in Section 4):
Proposition 1.1 Let M be a C1-manifold modelled on a Fre´chet space, J ⊆
R be a non-degenerate interval f : W → TM be a map on an open subset
W ⊆ J ×M such that f(t, y) ∈ TyM for all (t, y) ∈ W . If
y˙(t) = f(t, y(t)) (8)
admits local flows which are pullbacks of C1-maps, then (8) satisfies local
existence and uniqueness of Carathe´odory solutions.
Let G be a Lie group modelled on a Fre´chet space with neutral element e
and Lie algebra g = TeG. If γ : [a, b]→ g is an L
1-map, then the initial value
problem
y˙(t) = y(t).γ(t), y(a) = e
has at most one Carathe´odory solution η : [a, b]→ G; as above, Evol([γ]) :=
Evol(γ) := η ∈ AC([a, b], G) is called the evolution of γ (cf. [17]). Write
evol([γ]) := evol(γ) := Evol(γ)(b) ∈ G.
If each γ ∈ L1([0, 1], g) has an evolution and
Evol : L1([0, 1], g)→ C([0, 1], G)
is smooth as a map to the Lie group C([0, 1], G) of continuous G-valued maps
on [0, 1] (or, equivalently, to the Lie group AC([0, 1], G) of absolutely contin-
uous G-valued maps), then G is called L1-regular (see [17]).
Every Lie group G modelled on a Banach space is L1-regular, as well as
Cℓ(M,G) for each compact smooth manifoldM and ℓ ∈ N0∪{∞} (as in [13])
and the Lie group Diff(M) of all smooth diffeomorphisms of M (as in [30],
[20] and [32]), see [17].
More generally, given p ∈ [1,∞[ and a Fre´chet space E, we can define Lp-
functions γ : [a, b] → E and a corresponding Fre´chet space Lp([a, b], E), re-
placing the requirement (2) with
‖γ‖Lp,q :=
p
√∫ b
a
q(γ(t))p dt <∞
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for each continuous seminorm q on E; if p =∞, we require that the essential
suprema
‖γ‖L∞,q := ‖q ◦ γ‖L∞
be finite. In either case, we write [γ] for the equivalence class in Lp([a, b], E)
and ‖[γ]‖Lp,q := ‖γ‖Lp,q. The inclusion L
p([a, b], E) ⊆ L1([a, b], E) induces
an injective linear map Lp([a, b], E)→ L1([a, b], E), which we use to identify
Lp([a, b], E) with a vector subspace of L1([a, b], E). Unless the contrary is
stated, Lp([a, b], E) shall be endowed with the Lp-topology (the locally con-
vex vector topology given by the seminorms ‖ · ‖Lp,q).
If p is as before and G is a Lie group modelled on a Fre´chet space such that
Evol(γ) exists for each γ ∈ Lp([0, 1], g) and Evol : Lp([0, 1], g)→ C([0, 1], G)
is smooth, then G is called Lp-regular (cf. [17]).
We obtain the following existence and uniqueness result for differential equa-
tions on G-manifolds given by time-dependent fundamental vector fields.
Theorem 1.2 Let G be a Lie group modelled on a Fre´chet space, M be a
smooth manifold modelled on a Fre´chet space and σ : M × G → M be a
smooth map which is a right G-action. If γ ∈ L1([a, b], g) has an evolution
η ∈ AC([a, b], G), then the differential equation
y˙(t) = γ(t)♯(y(t)) (9)
on M satisfies local existence and uniqueness of Carathe´odory solutions. The
mapping
Fl: [a, b]× [a, b]×M →M, (t, t0, y0) 7→ σ(y0, η(t0)
−1η(t)) (10)
is the maximal flow of (9). Moreover, (9) admits local flows which are pull-
backs of C∞-maps.
In fact, we shall see that Fl is such a pullback.
Remark 1.3 Consider a smooth right G-action M ×G→ M as before, and
T > 0. As a special case of Theorem 1.2, we know that if Evol(γ) exists for
an L1-map γ : [0, T ]→ g, then for x0 ∈M the initial value problem
y˙(t) = γ(t)♯(y(t)), y(0) = x0
has a unique solution on [0, T ], given by t 7→ x0.Evol(γ)(t). The endpoint of
this integral curve, for t = T , is
x0. evol(γ).
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We shall use the following elementary concepts.
Let X be a set. A function γ : [a, b] → X is called a staircase function if
there exist n ∈ N and real numbers
a = t0 < t1 < · · · < tn = b
such that γ|]tj−1,tj [ is constant for all j ∈ {1, . . . , n}. If X is a topological
space, then a function γ : [a, b] → X is called piecewise continuous if there
exist n ∈ N and real numbers
a = t0 < t1 < · · · < tn = b
such that γ|]tj−1,tj [ has a continuous extension [tj−1, tj ] → X for all j ∈
{1, . . . , n}.
We write im(f) := f(X) for the image of a function f : X → Y .
See [1], [23], [24], [25], [36], and the references therein for geometric control
theory in finite dimensions, and [38] for general aspects of control theory.
Our results concerning control theory subsume the following.
Theorem 1.4 Let G be a Lie group modelled on a Fre´chet space, with Lie
algebra g. Let S ⊆ g be a non-empty subset,M be a smooth manifold modelled
on a Fre´chet space, and σ : M × G → M , (x, g) 7→ x.g be a smooth map
which is a right G-action. Let x0, y0 ∈ M , T ∈ ]0,∞[, and U ⊆ M be an
open neighbourhood of y0. Let p ∈ [1,∞[ or p =∞. If G is L
1-regular, then
the following conditions are equivalent.
(a) There exists γ ∈ L1([0, T ], g) with im(γ) ⊆ S such that x0. evol(γ) ∈ U .
(b) There exists γ ∈ Lp([0, T ], g) with im(γ) ⊆ S such that x0. evol(γ) ∈ U .
(c) There exists a piecewise continuous function γ : [0, T ]→ g with im(γ) ⊆
S such that x0. evol(γ) ∈ U .
(d) There exists a staircase function γ : [0, T ] → g with im(γ) ⊆ S such
that x0. evol(γ) ∈ U .
If S is convex, then the following condition (e) is equivalent to (d):
(e) There exists a continuous function γ : [0, T ] → g with im(γ) ⊆ S such
that x0. evol(γ) ∈ U .
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If S is convex and the convex hull of the set ex(S) of extreme points is dense
in S (e.g., if S is compact and convex), then the following condition (f) is
equivalent to (d):
(f) There exists a staircase function γ : [0, T ]→ g with im(γ) ⊆ ex(S) such
that x0. evol(γ) ∈ U .
Remark 1.5 Note that (f) is an instance of a bang-bang principle: If we
can enter U in time T using controls in S, then also using piecewise constant
controls in the set ex(S) of extreme points. To prove (f), we shall use the
Trotter formula, which is valid for all L1-regular Lie groups, by [17] (cf. [21]
for further generalizations).
Remark 1.6 With regard to (f), we recall that the convex hull conv(ex(S))
is dense in S for each weakly compact convex subset S of a locally convex
space E, i.e., a convex subset which is compact in the weak topologyOw on E
(which is initial with respect to the set E ′ of continuous linear functionals
on E).5 For example, conv(ex(S)) is dense in S for the closed unit ball S
in any reflexive Banach space E (e.g., in a Hilbert space); likewise for every
closed, convex, bounded subset S ⊆ E.
Remark 1.7 Recall that every L1-regular Lie group G has an exponential
function expG : g → G. If v ∈ g is given and real numbers α < β, then the
constant function γ : [α, β]→ g, t 7→ v satisfies
evol(γ) = expG((β − α)v).
If T > 0 and γ : [0, T ]→ g is a staircase function, let 0 = t0 < · · · < tn = T
such that γ has a constant value vj on ]tj−1, tj [ for j ∈ {1, . . . , n}. Then
evol(γ) = expG((t1 − t0)v1) expG((t2 − t1)v2) · · · expG((tn − tn−1)vn).
Remark 1.8 We can interpret Theorem 1.4 as a result concerning the clo-
sures of reachable sets. E.g., given a subset S ⊆ g and x0 ∈M , let
ReachS(x0)
5By the Krein-Milman Theorem, conv(ex(S)) has closure S in (E,Ow). The closure C
of conv(ex(S)) in E satisfies C ⊆ S, as Ow is coarser than the given topology on E. Being
closed and convex, C is an intersection of closed half-spaces H ⊆ E, by the Hahn-Banach
Separation Theorem. As each H is weakly closed, C is closed in (E,Ow) and so C = S.
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be the set of all y0 ∈M such that y0 = x0 or y0 = x0. evol(γ) for some T > 0
and γ ∈ L1([0, T ], g) with im(γ) ⊆ S. Using Remark 1.7, we deduce from
Theorem 1.4 (d) that
ReachS(x0) = x0.〈expG([0,∞[S)〉+,
where 〈Y 〉+ denotes the subsemigroup of G generated by a subset Y ⊆ G.
For some conclusions, weaker regularity properties (like L∞-regularity) are
sufficient. To enable these variants, we discuss continuity of the evolution
map Evol : Lp([0, 1], g)→ C([0, 1], G) with respect to the L1-topology on its
domain, given by the seminorms
Lp([0, 1], g)→ [0,∞[, [γ] 7→
∫ 1
0
q(γ(t)) dt
for continuous seminorms q on g.
Theorem 1.9 Let p ∈ [1,∞[ or p =∞. Then
Evol : Lp([0, 1], g)→ C([0, 1], G)
is continuous with respect to the L1-topology on Lp([0, 1], g), for each Lp-
regular Lie group G modelled on a Fre´chet space.
It was already shown in [16, Lemma 14.9] that evol : C([0, 1], g) → G is
continuous with respect to the L1-topology for each C0-regular, locally µ-
convex Lie group G, and we can adapt the proof (the concept of local µ-
convexity, which goes back to [16], is recalled in Definition 6.3). In the
meantime, work by Hanusch [22] showed that every C0-regular Lie group is
locally µ-convex. Since Lp-regularity implies C0-regularity (see [17, Corollary
5.21]), we can exploit that G in Theorem 1.9 is locally µ-convex.
We mention that more can be shown: The evolution map in Theorem 1.9
is C∞ with respect to the L1-topology (see [18]).
Using Theorem 1.9 as a tool, we can generalize Theorem 1.4 as follows:
Theorem 1.10 Instead of requiring L1-regularity, let G be a Lie group mod-
elled on a Fre´chet space such that G is Lq-regular for some q ∈ ]1,∞[ or
q = ∞. Then all conclusions of Theorem 1.4 remain valid if we assume
p ≥ q and replace (a) with
9
(a)′ There exists γ ∈ Lq([0, T ], g) with im(γ) ⊆ S such that x0. evol(γ) ∈ U .
A variant of Theorem 1.4 is also available if a Lie group G is only assumed
to be C0-regular (see Theorem 9.1).
Remark 1.11 Using Lusin measurability instead of Borel measurability, it
is possible to define Lp-maps to sequentially complete locally convex spaces,
corresponding absolutely continuous maps, and Lp-regularity (see [34]). Us-
ing these, we find that Proposition 1.1 remains valid if M is a C2-manifold
modelled on a sequentially complete locally convex space and (8) admits local
flows which are pullbacks of C2-maps (see Remark 10.18 (a)); Theorems 1.2,
1.4, and 1.10 remain valid if G is a Lie group modelled on a sequentially com-
plete locally convex space and M a smooth manifold modelled on a sequen-
tially complete locally convex space, with L1-regularity (and Lq-regularity)
as in [34] (see Section 10, notably Theorem 10.19, Remark 10.20, and Re-
mark 10.21). Moreover, Theorem 1.9 remains valid for Lie groups modelled
on sequentially complete locally convex spaces and Lp-regularity as in [34]
(see Remark 10.21). Generalizations to E-regular Lie groups modelled on se-
quentially complete (FEP)-spaces or integral complete locally convex spaces
(as in [17]) are also possible, see Remark 10.22 (for the terminology, cf. also
Section 7).
Absolutely continuous functions η : [a, b]→ E as in (3) to a sequentially com-
plete locally convex space are more difficult to treat than those to Fre´chet
spaces, as η′(t) may not exist (and recover γ(t)) almost everywhere in this
case. Notably, Carathe´odory solutions need to be understood in the sense
of (7), while (4) may not hold almost everywhere. At least, for each continu-
ous linear map q : E → F to a Banach space F , we still have that (q ◦ η)′(t)
exists and equals q(γ(t)) for almost all t. This will be good enough for the
proofs, exploiting that q ◦ f for an F -valued C2-function f locally factors
over a C1-map on an open subset of a Banach space (see Appendix A).
2 Preliminaries and notation
In the following, N := {1, 2, . . .} and N0 := N ∪ {0}. All topological vector
spaces are assumed Hausdorff, with the exception of the spaces Lp([a, b], E)
for a Fre´chet space E, real numbers a < b and p ∈ [1,∞], which are endowed
with the vector topology determined by the seminorms ‖·‖Lp,q for continuous
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seminorms q on E. The topology induced by L1([a, b], E) on Lp([a, b], E) shall
be referred to as the L1-topology thereon. We shall use “locally convex space”
as an abbreviation of “locally convex topological vector space.” If M is a
subset of a real vector space E, we write conv(M) for its convex hull. If
p : E → [0,∞[ is a seminorm, we write Bpε (x) := {y ∈ E : p(y − x) < ε} for
the open ball of radius ε > 0 around x ∈ E. If (E, ‖ · ‖) is a normed space
and the norm is understood, we also write BEε (x) in place of B
‖·‖
ε (x). If E
and F are locally convex spaces and U ⊆ E is an open subset, we say that a
continuous map f : U → F is C1 if the directional derivative
df(x, y) :=
d
dt
∣∣∣
t=0
f(x+ ty)
exists in F for all (x, y) ∈ U×E, and the map df : U ×E → F is continuous.
Recursively, given k ≥ 2 we say that f is Ck if f is C1 and df is Ck−1. If
f is Ck for all k ∈ N, then f is called C∞ or smooth. This approach to
calculus in locally convex spaces, which goes back to [2], is known as Keller’s
Ckc -theory [26]. We refer to [12], [19], [20], [32], and [33] for introductions
to this approach to calculus, cf. also [3]. For the corresponding concepts
of manifolds and Lie groups modelled on a locally convex space, see [12],
[19], and [33]. As usual, a Lie group (resp., manifold) modelled on a Fre´chet
space shall be called a Fre´chet-Lie group (resp., a Fre´chet manifold). If M is
a C1-manifold modelled on a locally convex space, we let TM be its tangent
bundle and write TxM for the tangent space at x ∈ M . If V is an open
subset of a locally convex space E, we identify TV with V × E, as usual. If
f : M → N is a C1-map between C1-manifolds, we write Tf : TM → TN
for its tangent map. In the case of a C1-map f : M → V ⊆ E, we write df
for the second component of the tangent map
Tf : TM → TV = V ×E.
Many preliminaries were already described in the introduction, and need not
be repeated. For more background concerning vector-valued Lp-functions,
vector-valued absolutely continuous functions, and Lp-regularity, see [17].
2.1 IfM is a C1-manifold modelled on a Fre´chet space and I ⊆ R an interval,
we say that a function η : I → M is absolutely continuous if η is continuous
and, for each t0 ∈ I, there exist a chart φ : Uφ → Vφ of M and real numbers
α < β with [α, β] ⊆ I such that t0 is in the interior of [α, β] relative I,
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η([α, β]) ⊆ Uφ, and φ ◦ η|[α,β] is absolutely continuous. Equivalently, φ ◦ η|J
is absolutely continuous for each chart φ : Uφ → Vφ of M and each interval
J ⊆ I such that η(J) ⊆ Uφ (cf. Definition 3.20, Lemma 3.21, Lemma 3.18(a)
and 3.15 in [17]).
Let I ⊆ R be a non-degenerate interval and E a locally convex space. As
usual, we say that a map η : I → E is differentiable at t0 ∈ I if the limit
η′(t0) := lim
t→t0
η(t)− η(t0)
t− t0
(with t 6= t0) exists in E. We shall use a well-known fact (cf. [17, Lemma 1.57]):
2.2 Let E and F be locally convex spaces, U ⊆ E be open and f : U → F
be a C1-map. If I ⊆ R is a non-degenerate interval, η : I → E a function
with η(I) ⊆ U and t0 ∈ I such that η
′(t0) exists, then also (f ◦ η)
′(t0) exists
and (f ◦ η)′(t0) = df(η(t0), η
′(t0)).
We deduce from 2.2:
2.3 Let E and F be Fre´chet spaces, U ⊆ E be open and f : U → F be a
C1-map. If I ⊆ R is a non-degenerate interval and η : I → E an absolutely
continuous function such that η(I) ⊆ U , then f ◦ η : I → F is absolutely
continuous (see [17, Lemma 3.18 (a)]). For each t0 ∈ I such that η
′(t0) exists
(which is the case for λ1-almost all t0 ∈ I), we have that (f ◦ η)
′(t0) exists
and (f ◦ η)′(t0) = df(η(t0), η
′(t0)).
2.4 LetM be a C1-manifold modelled on a locally convex space E. Let I ⊆ R
be a non-degenerate interval, η : I → M be a continuous map and t0 ∈ I.
We say that η is differentiable at t0 if φ ◦ η : η
−1(Uφ) → Vφ is differentiable
at t0 for some chart φ : Uφ → Vφ ⊆ E of M such that η(t0) ∈ Uφ. By 2.2, the
latter then holds for any such chart, and the tangent vector
η˙(t0) := Tφ
−1((φ ◦ η)(t0), (φ ◦ η)
′(t0)) ∈ Tη(t0)M
is well defined, independent of the choice of φ. If no confusion is likely, we
also write dη
dt
(t0) := η˙(t0) (e.g., in Definition 4.8 (c)).
2.5 Let f : M → N be a C1-map between C1-manifolds modelled on locally
convex spaces. If I ⊆ R is a non-degenerate interval, t0 ∈ I and η : I → M
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a continuous map which is differentiable al t0, then also f ◦ η : I → N is
differentiable at t0 and
(f ◦ η)·(t0) = Tf(η˙(t0)). (11)
[Let ψ : Uψ → Vψ be a chart of N with f(η(t0)) ∈ Uψ and φ : Uφ → Vφ be
a chart of M with η(t0) ∈ Uφ and f(Uφ) ⊆ Uψ. Let J ⊆ I be a subinterval
which is a neighbourhood of t0 in I, such that η(J) ⊆ Uφ. Then
ψ ◦ f ◦ η|J = (ψ ◦ f ◦ φ
−1) ◦ (φ ◦ η|J)
is differentiable at t0, by 2.2, whence so is f ◦ η. Moreover, using 2.2, we
obtain (ψ(f(η(t0))), (ψ ◦ f ◦ η)
′(t0)) = T (ψ ◦ f ◦ φ
−1)(φ(η(t0)), (φ ◦ η)
′(t0)) =
TψTfη˙(t0). Applying Tψ
−1 to both sides, (11) follows. ]
2.6 If E1, E2, and F are locally convex spaces, U1 ⊆ E1 and U2 ⊆ E2 open
subsets and f : U1 × U2 → F a C
1-map, then
df((x1, x2), (y1, y2)) = d1f(x1, x2; y1) + d2f(x1, x2; y2)
for all (x1, x2) ∈ U1 × U2 and (y1, y2) ∈ E1 ×E2, where
d1f(x1, x2, y1) := d(f(·, x2))(x1, y1)
and d2f(x1, x2, y2) := d(f(x1, ·))(x2, y2), see [19, Proposition 1.2.8]. Likewise,
df((x1, x2, x3), (y1, y2, y3)) =
d1f(x1, x2, x3; y1) + d2f(x1, x2, x3; y2) + d3f(x1, x2, x3; y3)
for C1-maps f : U1 × U2 × U3 → F , in terms of partial differentials.
IfX is a topological space, we write B(X) for the σ-algebra of Borel sets (gen-
erated by the set of open subsets of X). A map between topological spaces
is called Borel measurable if it is measurable with respect to the σ-algebras
of Borel sets on domain and range. As usual, we say that a topological space
is separable if it has a dense, countable subset. The following fact is useful.
Lemma 2.7 Let X, X1, X2, and Y be topological spaces and f : X1×X2 →
Y be a continuous map. Let γ : X → X1 and η : X → X2 be Borel measurable
mappings. If X =
⋃
n∈NAn with Borel sets An such that η(An) is separable
and metrizable in the topology induced by X2, then
f ◦ (γ, η) : X → Y, x 7→ f(γ(x), η(x))
is Borel measurable.
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Proof. It suffices to show that f ◦ (γ, η)|An is measurable on An, endowed
with the trace B(X)|An = B(An), for each n ∈ N. Since η(An) is metrizable
and separable,
B(X1 ×X2)|X1×η(An) = B(X1 × η(An)) = B(X1)⊗ B(η(An))
is the product σ-algebra (see, e.g., [14, Lemma 2.7]). Hence (γ, η)|An : X →
X1×X2 is measurable as a map to X1× η(An) with the trace of B(X1×X2)
and hence Borel measurable to X1×X2. Since f is continuous and thus Borel
measurable, also the composition f ◦ (γ, η)|An is Borel measurable. ✷
2.8 Let G be a Lie group with Lie algebra g := TeG, modelled on a locally
convex space. Let α < β and a < b be real numbers and φ : [α, β] →
[a, b] be the restriction of the unique affine-linear map R → R taking α to
a and β to b. Thus φ′ is the constant function whose value is the slope
m := (b− a)/(β − α). If γ : [a, b]→ g is a continuous function admitting an
evolution η := Evol(γ) : [a, b] → G, then ζ : [α, β] → g, s 7→ mγ(φ(s)) has
η ◦ φ as its evolution, i.e.,
Evol(ζ) = Evol(γ) ◦ φ.
In fact, (η ◦ φ)(α) = η(a) = e holds and (η ◦ φ)·(s) = η˙(φ(s))φ′(s) =
φ′(s)η(φ(s)).γ(φ(s)) = (η ◦ φ)(s).(mγ(φ(s))) = (η ◦ φ)(s).ζ(s) for all s ∈
[α, β], by the Chain Rule.
Likewise if G is a Fre´chet-Lie group, γ ∈ L1([a, b], g) and η its evolution in
the sense of Carathe´odory solutions (cf. [17]).
3 Initial value problems in Fre´chet spaces
We discuss local existence and uniqueness for Carathe´odory solutions to ini-
tial value problems in Fre´chet spaces. The treatment emulates the earlier
discussion of existence and uniqueness of C1-solutions in [19, §2.4].
Definition 3.1 Let E be a Fre´chet space and f : W → E be a function on
a subset W ⊆ R×E. We say that the differential equation
y′(t) = f(t, y(t)) (12)
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satisfies local uniqueness of Carathe´odory solutions if the following holds: For
all Carathe´odory solutions γ1 : I1 → E and γ2 : I2 → E of (12) and t0 ∈ I1∩I2
such that γ1(t0) = γ2(t0), there exists an interval K ⊆ R which is an open
neighbourhood of t0 in I1 ∩ I2 such that
γ1|K = γ2|K .
Lemma 3.2 In a Fre´chet space E, consider a differential equation (9) which
satisfies local uniqueness of Carathe´odory solutions. Assume that γ1 : I1 → E
and γ2 : I2 → E are Carathe´odory solutions to (12) such that γ1(t0) = γ2(t0)
for some t0 ∈ I1 ∩ I2. Then
γ1|I1∩I2 = γ2|I1∩I2.
Proof. (Compare [19, Lemma 2.4.6] for C1-solutions). The set A := {t ∈
I1 ∩ I2 : γ1(t) = γ2(t)} is closed in I1 ∩ I2 since E is Hausdorff and the
functions γ1 and γ2 are continuous. Since (12) satisfies local uniqueness of
Carathe´odory solutions, the set A is also open in I1 ∩ I2. By hypothesis,
A 6= ∅. Since I1 ∩ I2 is an interval and hence connected, it follows that
A = I1 ∩ I2 and thus γ1|I1∩I2 = γ2|I1∩I2. ✷
Definition 3.3 Let E be a Fre´chet space, J ⊆ R a non-degenerate interval
and f : W → E be a function on a subset W ⊆ J × E. We say that the
differential equation (12) satisfies local existence of Carathe´odory solutions6
if for all (t0, y0) ∈ W , there exists a Carathe´odory solution γ : I → E to the
initial value problem
y′(t) = f(t, y(t)), y(t0) = y0 (13)
such that I is a relatively open subinterval of J .
Definition 3.4 Let J ⊆ R be a non-degenerate interval, E be a Fre´chet
space, U ⊆ E be a subset and f : W → E be a function on an open subset
W ⊆ J × U . Let k ∈ N ∪ {∞}. We say that the differential equation
y′(t) = f(t, y(t)) admits local flows which are pullbacks of Ck-maps if, for all
(t, y) ∈ W , there exist a relatively open interval I ⊆ J with t ∈ I, an open
neighborhood V of y in U with I × V ⊆W and function
Φ: I × I × V → E
with the following properties:
6More precisely, we should speak about local existence of Carathe´odory solutions with
respect to J , but J will always be clear from the context. Likewise in Definition 4.5.
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(a) For all (t0, y0) ∈ I×V , the function I → E, t 7→ Φt,t0(y0) := Φ(t, t0, y0)
is a Carathe´odory solution to the initial value problem (13);
(b) There is an open y-neighbourhood Y ⊆ V such that Φt1,t0(Y ) ⊆ V for
all t0, t1 ∈ I and
Φt2,t1(Φt1,t0(y0)) = Φt2,t0(y0) for all t0, t1, t2 ∈ I and y0 ∈ Y ;
(c) There exist Fre´chet spaces E1 and E2, open subsets V1 ⊆ E1 and V2 ⊆
E2, absolutely continuous functions α : I → V1 ⊆ E1 and β : I → V2 ⊆
E2, and a C
k-map Ψ: V1 × V2 × V → E such that
7
Φ(t, t0, y0) = Ψ(α(t), β(t0), y0) for all (t, t0, y0) ∈ I × I × V .
Moreover, we require the existence of a Borel set I0 ⊆ I with λ1(I\I0) =
0 such that d
dt
Φt,t0(y0) exists and
d
dt
Φt,t0(y0) = f(t,Φt,t0(y0))
for all y0 ∈ V , t0 ∈ I, and t ∈ I0.
Remark 3.5 If y′(t) = f(t, y(t)) (as in Definition 3.4) admits local flows
which are pullbacks of Ck-maps, then y′(t) = f(t, y(t)) satisfies local exis-
tence of Carathe´odory solutions.
In fact, for any (t, y) ∈ W , the map I → E, t 7→ Φ(t, t, y) is a solution to
the initial value problem y′(t) = f(t, y(t)), y(t) = y on the relatively open
subinterval I ⊆ J with t ∈ I (with notation as in Definition 3.4).
Lemma 3.6 Let J ⊆ R be a non-degenerate interval, E be a Fre´chet space,
U ⊆ E be a subset and f : W → E be a function on an open subset W ⊆
J × U . If the differential equation y′(t) = f(t, y(t)) admits local flows which
are pullbacks of C1-maps, then it satisfies local uniqueness of Carathe´odory
solutions.
Proof. (Compare [19, Proposition 2.4.20] for local C1-flows). Let γj : Ij → E
be solutions to y′(t) = f(t, y(t)) for j ∈ {1, 2} and t ∈ I1 ∩ I2 such that
y := γ1(t) = γ2(t). To see that γ1 and γ2 coincide on a neighborhood of t in
7In particular, Φ is continuous.
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I1 ∩ I2, we may assume I1 ∩ I2 6= {t} (excluding a trivial case). Thus I1 ∩ I2
is a non-degenerate interval. For j ∈ {1, 2}, there exists a Borel set Ij,0 ⊆ Ij
with λ1(Ij \ Ij,0) = 0 such that γj is differentiable at each t ∈ Ij,0 and
γ′j(t) = f(t, γj(t)) for all t ∈ Ij,0.
Let I, V , Φ, Y , E1, E2, V1, V2, Ψ, α, β, and I0 be as in Definition 3.4. After
shrinking I0, we may assume that, moreover, α
′(t) and β ′(t) exist at each
t ∈ I0. For (t, y0) ∈ I × V , the partial derivative of Φ with respect to the
second variable,
(∂2Φ)(t, t0, y0) :=
∂Φ
∂t0
(t, t0, y0) = d2Ψ(α(t), β(t0), y0; β
′(t0)),
exists for all t0 ∈ I such that β
′(t0) exists, and hence for all t0 ∈ I0 (where
we used 2.3 and notation as in 2.6).
There exists a relatively open interval K ⊆ I1 ∩ I2 ∩ I with t ∈ K such that
γ1(K) ⊆ Y , γ2(K) ⊆ Y and Φt,t(y) ∈ Y for all t ∈ K. After shrinking K if
necessary, we can also assume that
θj(t) := Φt,t(γj(t)) ∈ Y for all t ∈ K and j ∈ {1, 2}.
Note that θj is absolutely continuous by 2.3 as
θj(t) = Ψ(α(t), β(t), γj(t));
moreover,
θ′j(t) = d2Ψ(α(t), β(t), γj(t); β
′(t)) + d3Ψ(α(t), β(t), γj(t); γ
′
j(t))
= ∂2Φ(t, t, γj(t)) + dΦt,t(γj(t), γ
′
j(t)) (14)
for all t ∈ K0 := K ∩ I0 ∩ I1,0 ∩ I2,0. It suffices to show that
γj(t) = Φt,t(y) for all t ∈ K and j ∈ {1, 2}.
Since Φt,t ◦ Φt,t|Y = idY for all t ∈ I (by (a) and (b) in Definition 3.4), the
map Φt,t|Y is injective. Hence γ1|K = γ2|K will hold if we can show that both
θ1 and θ2 coincide with
θ : K → E, t 7→ Φt,t(Φt,t(y)) = y.
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Since θj(t) = y = θ(t) for j ∈ {1, 2}, the latter will hold if we can show that
θ′j(t) = θ
′(t) = 0 for all t ∈ K0
(and thus for λ1-almost all t ∈ K). Given z ∈ Y , we have
z = Φt,t(Φt,t(z)) = Ψ(α(t), β(t),Φt,t(z))
for all t ∈ I (by (a), (b), and (c) in Definition 3.4) and hence, differentiating
with respect to t,
0 = d2Ψ(α(t), β(t),Φt,t(z); β
′(t)) + d3Ψ
(
α(t), β(t),Φt,t(z),
d
dt
Φt,t(z)
)
= ∂2Φ(t, t,Φt,t(z)) + dΦt,t(Φt,t(z), f(t,Φt,t(z))) (15)
for all t ∈ I0 (using that
d
dt
Φt,t(z) = f(t,Φt,t(z)) for all t ∈ I0). For t ∈ K0
and j ∈ {1, 2}, we can consider z := θj(t) ∈ Y ; then γj(t) = Φt,t(z) . Since
γ′j(t) = f(t, γj(t)) = f(t,Φt,t(z)), using (14) we get
θ′j(t) = ∂2Φ(t, t, γj(t)) + dΦt,t(γj(t), γ
′
j(t))
= ∂2Φ(t, t,Φt,t(z)) + dΦt,t(Φt,t(z), f(t,Φt,t(z))) = 0
as a special case of (15). ✷
4 Initial value problems in Fre´chet manifolds
We now extend the local theory of Section 3 to the case of Fre´chet manifolds.
Also, we prove Proposition 1.1 and Theorem 1.2. The treatment emulates
the discussion of existence and uniqueness of C1-solutions in [19, §2.5].
Definition 4.1 LetM be a C1-manifold modelled on a Fre´chet space E and
f : W → TM be a function on a subset W ⊆ R×M such that f(t, y) ∈ TyM
for all (t, y) ∈ W . We say that a function γ : I → M on a non-degenerate
interval I ⊆ R is a Carathe´odory solution to the differential equation
y˙(t) = f(t, y(t)) (16)
if γ is absolutely continuous, (t, γ(t)) ∈ W for all t ∈ I and
γ˙(t) = f(t, γ(t))
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for λ1-almost all t ∈ I (using notation as in 2.4). If (t0, y0) ∈ W is given and γ
satisfies, moreover, the condition γ(t0) = y0, then γ is called a Carathe´odory
solution to the initial value problem
y˙(t) = f(t, y(t)), y(t0) = y0. (17)
Remark 4.2 If φ : Uφ → Vφ ⊆ E is a chart for M in the situation of Defini-
tion 4.1, we define a function
fφ : Wφ → E, (t, y) 7→ dφ(f(t, φ
−1(y)))
on Wφ := {(t, y) ∈ R× Vφ : (t, φ
−1(y)) ∈ W} ⊆ R × E. Let γ : I → M be a
continuous function on a non-degenerate interval I ⊆ R such that (t, γ(t)) ∈
W for all t ∈ I. Then γ is a Carathe´odory solution to (16) if and only if
φ ◦ γ|K is a Carathe´odory solution to
y′(t) = fφ(t, φ
−1(y(t))) (18)
for each chart φ : Uφ → Vφ ⊆ E and each non-degenerate subinterval K ⊆ I
such that γ(K) ⊆ Uφ. The latter holds if and only if, for each t0 ∈ I, there
are a chart φ and a subinterval K ⊆ I which is a neighbourhood of t0 in I
such that γ(K) ⊆ Uφ and φ ◦ γ|K solves (18), due to 2.3. If I = [a, b],
equivalently we may take K in finite set of subintervals which cover I.
Definition 4.3 In the situation of Definition 4.1, we say that the differen-
tial equation (16) satisfies local uniqueness of Carathe´odory solutions if the
following holds: For all Carathe´odory solutions γ1 : I1 → M and γ2 : I2 →M
of (16) and t0 ∈ I1 ∩ I2 such that γ1(t0) = γ2(t0), there exists an interval
K ⊆ R which is an open neighbourhood of t0 in I1∩I2 such that γ1|K = γ2|K .
Lemma 4.4 Consider a differential equation (16) as in Definition 4.1, which
satisfies local uniqueness of Carathe´odory solutions. Assume that γ1 : I1 →M
and γ2 : I2 →M are Carathe´odory solutions to (16) such that γ1(t0) = γ2(t0)
for some t0 ∈ I1 ∩ I2. Then γ1|I1∩I2 = γ2|I1∩I2.
Proof. We can repeat the proof of Lemma 3.2 with M in place of E. ✷
Definition 4.5 LetM be a C1-manifold modelled on a Fre´chet space, J ⊆ R
be a non-degenerate interval and f : W → TM be a function on a subset
W ⊆ J ×M such that f(t, y) ∈ TyM for all (t, y) ∈ W . We say that the
differential equation (16) satisfies local existence of Carathe´odory solutions if
for all (t0, y0) ∈ W , there exists a Carathe´odory solution γ : I → M to the
initial value problem (17) such that I is a relatively open subinterval of J .
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Lemma 4.6 Let M be a C1-manifold modelled on a Fre´chet space, J ⊆ R
be a non-degenerate interval and f : W → TM be a function on a subset
W ⊆ J × M such that f(t, y) ∈ TyM for all (t, y) ∈ W . Assume that
the differential equation (16) satisfies both local existence of Carathe´odory
solutions and local uniqueness. Then, for all (t0, y0) ∈ W , there exists a
Carathe´odory solution γ : I → M to the initial value problem (17) such that
Iη ⊆ I and η = γ|Iη for each Carathe´odory solution η : Iη → M to (17).
Moreover, I is relatively open in J .
Proof. Case 1: Let us first assume that t0 is the minimum of J (Case 2,
that t0 is the maximum of J , is analogous). The set L of all τ ∈ ]t0,∞[∩J
such that (17) has a solution ητ : [t0, τ ] → M is a subinterval of ]t0,∞[∩J ,
and also I := L ∪ {t0} is an interval. If t ∈ I, there exists τ ∈ L such that
t ∈ [t0, τ ]; we define
γ(t) := γτ (t).
If σ, τ ∈ L and σ ≤ τ , then γσ = γτ |[t0,σ] by Lemma 4.4, entailing that
γ : I →M is well defined. By construction, we have
γ|[t0,τ ] = γτ
for each τ ∈ L; notably, γ(t0) = γτ(t0) = y0. If [a, b] ⊆ I with a < b, then
γ|[a,b] = γb|[a,b] is absolutely continuous, whence γ is absolutely continuous.
If I does not have a maximum, then I is open in J = [t0,∞[∩J . We can
take an ascending sequence t0 < τ1 < τ2 < · · · tending to the supremum of I.
Since γ|[t0,τj [ is differentiable at almost all t in its domain, with derivative
f(t, γ(t)), the same is true of γ. Thus γ is a Carathe´odory solution to (17).
If I has a maximum τ , then τ ∈ L and γ = γτ is a Carathe´odory solution
to (17). We show that τ is also the maximum of J , whence [t0, τ ] = J is
open in J . If not, using local existence we find a Carathe´odory solution η
of (16) on an interval K ⊆ J with τ in the interior of K relative J , such
that η(τ) = γ(τ). Then [τ, θ] ⊆ K for some θ > τ and we can extend γ to
a solution of (17) defined on [t0, θ] by taking t ∈ [τ, θ] to η(t). Thus θ ∈ L;
since θ > τ , this contradicts τ = maxL.
Case 3: If t0 is in the interior of J relative R, then Case 1 provides a so-
lution γ+ to the initial value problem on a largest subinterval I+ ⊆ J∩[t0,∞[.
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Likewise, Case 2 provides a solution γ− on a largest subinterval I− of
J∩ ]−∞, t0]. Then I := I+ ∪ I− and the function γ : I →M which is defined
piecewise via γ(t) := γ±(t) for t ∈ I± are as required. ✷
Definition 4.7 The solution γt0,y0 := γ described in Lemma 4.6 is called
the maximal solution to the initial value problem (17); we write It0,y0 := I
for its domain. We abbreviate
Ω :=
⋃
(t0,y0)∈W
It0,y0 × {(t0, y0)} ⊆ R× R×M
and call
Fl : Ω→M, Fl(t, t0, y0) := γt0,y0(t)
themaximal flow associated with (16). We also write Flt,t0(y0) := Fl(t, t0, y0).
Definition 4.8 Let J ⊆ R be a non-degenerate interval, k ∈ N∪{∞}, M be
a Ck-manifold modelled on a Fre´chet space and f : W → TM be a function
on an open subsetW ⊆ J×M such that f(t, y) ∈ TyM for all (t, y) ∈ W . We
say that the differential equation y˙(t) = f(t, y(t)) admits local flows which
are pullbacks of Ck-maps if, for all (t, y) ∈ W , there exist a relatively open
interval I ⊆ J with t ∈ I, an open neighborhood V of y inM with I×V ⊆W
and function
Φ: I × I × V → M
with the following properties:
(a) For all (t0, y0) ∈ I×V , the function I → E, t 7→ Φt,t0(y0) := Φ(t, t0, y0)
is a Carathe´odory solution to the initial value problem (17);
(b) There is an open y-neighbourhood Y ⊆ V such that Φt1,t0(Y ) ⊆ V for
all t0, t1 ∈ I and
Φt2,t1(Φt1,t0(y0)) = Φt2,t0(y0) for all t0, t1, t2 ∈ I and y0 ∈ Y ;
(c) There exist Ck-manifolds N1 and N2 modelled on Fre´chet spaces E1
and E2, respectively, absolutely continuous functions ζ1 : I → Nj for
j ∈ {1, 2} and a Ck-map Ψ: N1 ×N2 × V →M such that
8
Φ(t, t0, y0) = Ψ(ζ1(t), ζ2(t0), y0) for all (t, t0, y0) ∈ I × I × V .
8In particular, Φ is continuous.
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Moreover, we require the existence of a Borel set I0 ⊆ I with λ1(I\I0) =
0 such that d
dt
Φt,t0(y0) exists and
d
dt
Φt,t0(y0) = f(t,Φt,t0(y0))
for all y0 ∈ V , t0 ∈ I and t ∈ I0.
Remark 4.9 If y˙(t) = f(t, y(t)) (as in Definition 4.8) admits local flows
which are pullbacks of Ck-maps, then y˙(t) = f(t, y(t)) satisfies local existence
of Carathe´odory solutions (arguing as in Remark 3.5).
Remark 4.10 We might speak about local flows which are pullbacks of Ck-
maps on Fre´chet manifolds in the situation of Definition 4.8, and speak about
local flows which are pullbacks of Ck-maps on open subsets of Fre´chet spaces
in the situation of Definition 3.4, to distinguish clearly between the concepts
(likewise, we should use separate terminology in Definition 10.14). But it
will always be clear from the context what is intended.
Proof of Proposition 1.1. For each chart φ : Uφ → Vφ ⊆ E of M , let
fφ : Wφ → E be as in Remark 4.2. We claim: Each differential equation
y′(t) = fφ(t, y(t)) (19)
admits local flows which are pullbacks of C1-maps, in the sense of Defini-
tion 3.4. As a consequence, each of the differential equations (19) satisfies
local uniqueness of Carathe´odory solutions, by Lemma 3.6. This implies that
(16) satisfies local uniqueness of Carathe´odory solutions (cf. Remark 4.2),
which completes the proof. To establish the claim, let (t¯, z¯) ∈ Wφ and
y¯ := φ−1(z¯) ∈ Uφ. Then
(t¯, y¯) ∈ W ⊆ J ×M.
Let I, V , Φ, Y , N1, N2, E1, E2, Ψ, ζ1, ζ2, and I0 be as in Definition 4.8. After
shrinking I0 if necessary, we may assume that, moreover, ζ˙1(t) and ζ˙2(t) exist
for all t ∈ I0.
There exist charts φj : Uj → Vj ⊆ Ej of Nj with ζj(t) ∈ Uj for j ∈ {1, 2}.
Since Ψ(ζ1(t¯), ζ2(t¯), y¯) = Φt¯,t¯(y¯) = y¯ ∈ Uφ and Ψ is continuous, after shrink-
ing U1 and U2 we find an open y¯-neighbourhood U ⊆ Uφ such that
Ψ(U1 × U2 × U) ⊆ Uφ.
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Then P := φ(U) is an open z¯-neighbourhood in Vφ. After shrinking U1 and
U2 further, we may assume that
Ψ(U1 × U2 × Z) ⊆ U
for some open y¯-neighbourhood Z ⊆ U . Then Q := φ(Z) is an open z¯-
neighbourhood in P . After shrinking I, we may assume that ζj(I) ⊆ Uj for
j ∈ {1, 2}. Then
Ψφ : V1 × V2 × P → E, (u, v, w) 7→ φ(Ψ(φ
−1
1 (u), φ
−1
2 (v), φ
−1(w)))
is a C1-map. Moreover, α := φ1 ◦ ζ1 : I → V1 ⊆ E1 and β := φ2 ◦ ζ2 : I →
V2 ⊆ E2 are absolutely continuous functions which are differentiable at each
t ∈ I0. Define
Φφ : I × I × P → E, (t, t0, z0) 7→ Ψφ(α(t), β(t0), z0) = φ(Φt,t0(φ
−1(z0))).
Using 2.5, it is now easy to check that Φφ and Ψφ in place of Φ and Ψ, with
P and Q in place of V and Y , satisfy the conditions (a)–(c) of Definition 3.4,
for fφ in place of f and z¯ in place of y¯. This establishes the claim. 
5 Initial value problems on G-manifolds
We now prove Theorem 1.2, which provides a criterion for local uniqueness
of Carathe´odory solutions to differential equations on smooth G-manifolds
which are given by time-dependent fundamental vector fields.
Proof of Theorem 1.2. Abbreviate I := J := [a, b]. Define
f : I ×M → TM, f(t, y) := γ(t)♯(y). (20)
Since η : I → G is absolutely continuous and the evolution of γ, there exists
a Borel set I0 ⊆ I with λ1(I \ I0) = 0 such that η˙(t) exists for all t ∈ I0 and
η˙(t) = η(t).γ(t) for all t ∈ I0.
Abbreviate σy(g) := y.g := σ(y, g) for y ∈M and g ∈ G. We define
Φ: I × I ×M → M, (t, t0, y0) 7→ σ(y0, η(t0)
−1η(t))
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and write Φt,t0(y0) := Φ(t, t0, y0). The map
Ψ: G×G×M →M, (g, h, y) 7→ σ(y, h−1g)
is smooth and
Φ(t, t0, y0) = Ψ(ζ1(t), ζ2(t0), y0)
for all (t, t0, y0) ∈ I × I ×M with ζ1 := ζ2 := η.
Given y0 ∈ M and t0 ∈ I, we obtain an absolutely continuous function
θ : I → G via
θ(t) := η(t0)
−1η(t).
Also φ : I → M , φ(t) := y0.θ(t) = Φt,t0(y0) is absolutely continuous as
φ(t) = σy0 ◦ θ. By definition, φ(t0) = y0. For each t ∈ I0, we have
θ˙(t) = η(t0)
−1.η˙(t) = η(t0)
−1η(t).γ(t),
whence θ(t)−1.θ˙(t) = η(t)−1η(t0).(η(t0)
−1η(t).γ(t)) = γ(t) and
φ˙(t) =
d
ds
∣∣∣
s=0
φ(t+ s) =
d
ds
∣∣∣
s=0
y0.θ(t+ s)
=
d
ds
∣∣∣
s=0
(y0.θ(t)).θ(t)
−1θ(t+ s) = T (σy0.θ(t))(θ(t)
−1.θ˙(t))
= T (σy0.θ(t))γ(t) = γ(t)♯(φ(t)) = f(t, φ(t)).
Hence φ solves (17). Thus conditions (a) and (c) of Definition 4.8 are satisfied
(with I := J , N1 := N2 := G, Y := V :=M , Φ, Ψ, ζ1, ζ2, and I0 independent
of (t, y) ∈ [a, b] × M). For all t0, t1, t2 ∈ I and y0 ∈ M , setting y1 :=
Φt1,t0(y0) = y0.η(t0)
−1η(t1), we have
Φt2,t1(Φt1,t0(y0)) =Φt2,t1(y1) = y1.η(t1)
−1η(t2) = (y0.η(t0)
−1η(t1)).η(t1)
−1η(t2)
= y0.η(t0)
−1η(t2) = Φt2,t0(y0).
Thus condition (b) of Definition 4.8 is satisfied by Φ. We have shown that
(16), applied to f as in (20), admits local flows which are pullbacks of C∞-
maps. Thus (16) satisfies local uniqueness of Carathe´odory solutions. As
t 7→ Φt,t0(y0) is a solution to (17) defined on all of I, we see that It0,y0 = I
for all (t0, y0) ∈ I ×M and γt0,y0(t) = Φt,t0(y0). The domain of the maximal
flow Fl of (16) is therefore given by Ω = I × I ×M here, and Fl(t, t0, y0) =
γt0,y0(t) = Φt,t0(y0), which completes the proof. 
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6 Reachable neighbourhoods in G-manifolds
In this section, we prove Theorem 1.4. We begin with preparatory results.
First, we discuss the approximation of vector-valued L1-functions by staircase
functions. Using the Trotter product formula, we then provide preparations
enabling us to replace controls in the convex hull conv{v1, . . . , vm} of finitely
many vectors with controls in {v1, . . . , vm}.
For each Fre´chet space E, the space of E-valued staircase functions is dense
in L1([a, b], E). Moreover, we have:
Lemma 6.1 Let a < b be real numbers, E be a Fre´chet space, and γ ∈
L1([a, b], E). Let q be a continuous seminorm on E and ε > 0. Then we have:
(a) There exists a staircase function η : [a, b] → E such that η([a, b]) ⊆
γ([a, b]) and ‖γ − η‖L1,q ≤ ε.
(b) There exists a continuous function θ : [a, b] → E such that θ([a, b]) ⊆
conv(γ([a, b])) and ‖γ − θ‖L1,q ≤ ε.
Proof. (a) Let (yn)n∈N be a sequence in γ([a, b]) such that {yn : n ∈ N} is
dense in γ([a, b]). Abbreviate T := b− a. Define
A1 :=
{
t ∈ [a, b] : q(γ(t)− y1) <
ε
6T
}
and, recursively,
An :=
{
t ∈ [a, b] \ (A1 ∪ · · · ∪ An−1) : q(γ(t)− yn) <
ε
6T
}
for integers n ≥ 2. Then (An)n∈N is a sequence of pairwise disjoint Borel sets
with union [a, b]. There exists N ∈ N such that R :=
⋃
n>N An satisfies∫
R
q(γ(t)) dt < ε/6
and
q(y1)λ1(R) < ε/12. (21)
Using characteristic functions of the sets An, we define
γ1 : [a, b]→ E, t 7→
N∑
n=1
1An(t)yn.
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If n ∈ {1, . . . , N} and t ∈ An, then q(γ(t)−γ1(t)) = q(γ(t)−yn) < ε/(6T ). If
t ∈ R, then q(γ(t)−γ1(t)) = q(γ(t)). Hence, abbreviating A := A1∪· · ·∪AN ,
‖γ − γ1‖L1,q =
∫
A
q(γ(t)− γ1(t)) dt+
∫
R
q(γ(t)) dt ≤
ε
6T
λ1(A) +
ε
6
≤
ε
3
.
Pick a real number C > 0 such that
q(yn) ≤ C for all n ∈ {1, . . . , N}.
By inner regularity of λ1, for n ∈ {1, . . . , N} we find a compact subset
Kn ⊆ An such that
λ1(An \Kn) ≤
ε
12NC
. (22)
Hence γ2 :=
∑N
n=1 1Knyn satisfies
‖γ1 − γ2‖L1,q =
N∑
n=1
q(yn)λ1(An \Kn) ≤ ε/12 ≤ ε/3.
The compact sets K1, . . . , KN are pairwise disjoint, whence we find pairwise
disjoint open subsets U1, . . . , UN of [a, b] such that Kn ⊆ Un for all n ∈
{1, . . . , N}. By outer regularity of λ1, after shrinking the sets if necessary
we may assume that
λ1(Un \Kn) <
ε
6NC
for all n ∈ {1, . . . , N}.
After replacing Un with a finite number of its connected components, we may
assume that each Un is a union of finitely many pairwise disjoint intervals
which are open in [a, b]. Let
U :=
N⋃
n=1
Un and B := [a, b] \ U.
Then η := y11B +
∑N
n=1 yn1Un is a staircase function with η([a, b]) ⊆ γ([a, b])
since η(t) = yn ∈ γ([a, b]) for each n ∈ {1, . . . , N} and t ∈ Un, while η(t) =
y1 ∈ γ([a, b]) for all t ∈ B. Since
B ⊆ [a, b] \ (K1 ∪ · · · ∪KN ) = R ∪
N⋃
n=1
(An \Kn),
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using (21) and (22) we estimate
q(y1)λ1(B) ≤ ε/12 + ε/12 = ε/6.
Thus
‖γ2 − η‖L1,q =
N∑
n=1
λ1(Un \Kn)q(yn) + λ1(B)q(y1) ≤ ε/6 + ε/6 = ε/3,
whence ‖γ − η‖L1,q ≤ ‖γ − γ1‖L1,q + ‖γ1 − γ2‖L1,q + ‖γ2 − η‖L1,q ≤ ε.
(b) By (a), there exists a staircase function η : [a, b]→ E such that η([a, b]) ⊆
γ([a, b]) and ‖γ − η‖L1,q ≤ ε/2. There exist n ∈ N and numbers a = t0 <
t1 < · · · < tn = b such that η|]tj−1,tj [ is constant, with value yj ∈ γ([a, b]),
for all j ∈ {1, . . . , n}. Choose δ > 0 so small that 2δ < tj − tj−1 for all
j ∈ {1, . . . , n}. For k ∈ N, we define θk ∈ C([a, b], E) piecewise, as follows:
We let θk(t) := y1 for t ∈ [a, t1 − δ/k] and θk(t) := yn for t ∈ [tn−1 + δ/k, b].
We let θk(t) := yj for all j ∈ {2, . . . , n − 1} and t ∈ [tj−1 + δ/k, tj − δ/k].
Finally, for j ∈ {1, . . . , n− 1} and t ∈ [tj − δ/k, tj + δ/k], we define
θk(t) := yj +
t− tj + δ/k
(2δ)/k
(yj+1 − yj);
thus θk|[tj−δ/k,tj+δ/k] is a restriction of the unique affine-linear map taking
tj − δ/k to yj and tj + δ/k to yj+1. Note that the image of θk is contained
in the convex hull C of η([a, b]) and hence in the convex hull of γ([a, b]).
As k → ∞, we have θk(t) → η(t) for all t ∈ [a, b] \ {t0, . . . , tn} and thus
for almost all t ∈ [a, b]. Since C is bounded, also q(C) is bounded. The
constant function g : [a, b] → [0,∞[, t 7→ 2 sup q(C) is λ1-integrable and
q(η(t)− θk(t)) ≤ g(t) for all t ∈ [a, b]. Thus
‖η − θk‖L1,q =
∫ b
a
q(η(t)− θk(t)) dt→ 0
as k → ∞ by dominated convergence. Notably, we find k ∈ N such that
θ := θk satisfies ‖η − θ‖L1,q ≤ ε/2. Then ‖γ − θ‖L1,q ≤ ε. ✷
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Remark 6.2 If E may not be a Fre´chet space, but is an arbitrary locally
convex space, and γ : [a, b] → E is a piecewise continuous function, then all
conclusions of Lemma 6.1 remain valid, with identical proof.9
We shall use the following concept (cf. [16, Definition 14.3]).10
Definition 6.3 A Lie groupGmodelled on a locally convex space E is called
locally µ-convex if there exists a chart φ : Uφ → Vφ ⊆ E of G with e ∈ Uφ
and φ(e) = 0 with the following property: For each continuous seminorm q
on E, there exist a continuous seminorm p on E such that
g1g2 · · · gn ∈ Uφ and q(φ(g1 · · · gn)) ≤
n∑
j=1
p(φ(gj))
for all n ∈ N and all g1, . . . , gn ∈ Uφ such that
∑n
j=1 p(φ(gj)) < 1.
Then every chart taking e to 0 has this property (see [16, Remark 14.4]).
Let X be a set. If γ : [0, a] → X and η : [0, b] → X are staircase functions,
we write γ ∗ η : [0, a+ b]→ X for the concatenation defined via t 7→ γ(t) for
t ∈ [0, a], t 7→ η(t− a) for t ∈ ]a, a+ b].
Lemma 6.4 Let G be a C0-regular Lie group modelled on a locally convex
space, with Lie algebra g. Let m ∈ N, t1, . . . , tm ∈ ]0,∞[, T := t1 + · · ·+ tm,
v1, . . . , vm ∈ g, and W be a neighbourhood of
g := expG(t1v1 + · · ·+ tmvm)
in G. Then there exists a staircase function11 γ : [0, T ]→ g with γ([0, T ]) ⊆
{v1, . . . , vm} such that evol(γ) ∈ W .
Proof. The proof is by induction on m ∈ N. The case m = 1 is trivial,
as expG(t1v1) = evol(γ) for the constant function γ : [0, t1] → g, t 7→ v1,
9Note that ζ([α, β]) is compact and metrizable (using [9, Theorem 4.4.17]), whence
ζ([α, β]) and its subsets are metrizable and separable, for all real numbers α < β and each
continuous function ζ : [α, β] → E. Hence γ − η and γ − θ are Borel measurable also in
the current variant of Lemma 6.1, and so are the functions γ − γ1, γ1 − γ2, γ2 − η, and
η − θk in its proof (by Lemma 2.7).
10If R ≥ 1 there, we may replace R with 1; if R ≤ 1, replace p with p/R and R with 1.
11If γ(t) = (γ1 ∗ · · ·∗γk)(t) except for finitely many t, with constant functions γ1, . . . , γk,
then evol(γ) := evol(γ1) · · · evol(γk). See Remark 7.7 for more details.
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which is a staircase function. Now let m > 1 and assume the assertion holds
for m − 1 in place of m. Abbreviate v := t1v1 + · · · + tm−1vm−1. Since G
is C0-regular, it is locally µ-convex (see [22]), whence G satisfies the strong
Trotter property formulated in [17] (see [21]).12 In particular, the Trotter
product formula holds for each pair of Lie algebra elements, and thus
g = expG(v + tmvm) = lim
n→∞
(
expG(v/n) expG(tmvm/n)
)n
.
We therefore find n ∈ N such that(
expG(v/n) expG(tmvm/n)
)n
∈ W.
Now expG(tmvm/n) = evol(θ) for the constant function θ : [0, tm/n] → g,
t 7→ vm. There exists an open neighbourhood U of expG(v/n) in G such that
(u evol(η))n ∈ W for all u ∈ U .
Since expG(v/n) = expG(t1v1/n+ · · ·+ tm−1vm−1/n) ∈ U , we have
evol(η) ∈ U
for a staircase function η : [0, (T − tm)/n]→ g with image in {v1, . . . , vm−1},
by induction. If we define
γ := (η ∗ θ) ∗ · · · ∗ (η ∗ θ)
as the concatenation of n copies of η ∗ θ, then
evol(γ) = (evol(η) evol(θ))n ∈ W.
Moreover, γ is a staircase function with image in {v1, . . . , vm}. ✷
Proof of Theorem 1.4. (b) implies (a) since Lp([0, T ], g) ⊆ L1([0, T ], g).
Likewise, (d) implies (c) as staircase functions are piecewise continuous,
and (c) implies (b) as piecewise continuous functions [0, T ] → g are in
Lp([0, T ], g).
(a) implies (d): Let γ ∈ L1([0, T ], g) such that x0. evol(γ) ∈ U . Since
12For the case of L1-regular Fre´chet-Lie groups considered in Theorem 1.4, the strong
Trotter property was already established in [17].
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evol : L1([0, T ], g) → G and the action M × G → M are continuous, there
exists ε > 0 and a continuous seminorm P on g such that
x0. evol(η) ∈ U for all η ∈ L
1([0, T ], g) such that ‖γ − η‖L1,P < ε.
By Lemma 6.1(a), such an η can be chosen as a staircase function with values
in γ([0, T ]) ⊆ S.
Now assume that S is convex.
(a) implies (e): For γ, ε and P as before, Lemma 6.1(b) provides a continuous
function θ : [0, T ] → g such that ‖γ − θ‖L1,P < ε (whence x0. evol(θ) ∈ U)
and θ([0, T ]) ⊆ conv γ([0, T ]) ⊆ S.
(e) implies (c) as each continuous function [0, T ]→ g is piecewise continuous.
Now assume that S is convex and conv(ex(S)) is dense in S.
(d) implies (f): Let γ : [0, T ]→ S be a staircase function with x0. evol(γ) ∈ U .
Let V be an open neighbourhood of evol(γ) in G such that x0.V ⊆ U . There
are 0 = t0 < t1 < · · · < tℓ = T such that γ|]tj−1,tj [ is a constant function with
value wj ∈ S for all j ∈ {1, . . . , ℓ}. The function
φ : gℓ → L1([0, T ], g), u = (u1, . . . , uℓ) 7→ uℓ1[tℓ−1,tℓ] +
ℓ−1∑
j=1
uj1[tj−1,tj [
is linear and continuous as ‖φ(u)‖L1,P ≤ T max{P (u1), . . . , P (uℓ)} for each
continuous seminorm P on g. Thus there exists an open neighbourhoodW of
(w1, . . . , wℓ) in g
ℓ such that evol(φ(W )) ⊆ V . Since (conv(ex(S)))ℓ is dense
in Sℓ and (w1, . . . , wℓ) ∈ S
ℓ, we find u = (u1, . . . , uℓ) ∈ (conv(ex(S)))
ℓ ∩W .
After replacing γ with φ(u), we may assume that γ([0, T ]) = {w1, . . . , wℓ} ⊆
conv(ex(S)). Since
evol(γ) = expG((t1 − t0)w1) · · · expG((tℓ − tℓ−1)wℓ) ∈ V,
we find open neighbourhoodsWj of expG((tj−tj−1)wj) in G for j ∈ {1, . . . , ℓ}
such that
W1W2 · · ·Wℓ ⊆ V.
For each j ∈ {1, . . . , ℓ}, we have
wj =
mj∑
i=1
tj,ivj,i
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for suitable mj ∈ N, vj,i ∈ ex(S) and tj,i > 0 for i ∈ {1, . . . , mj} with∑mj
i=1 tj,i = 1. By Lemma 6.4, for each j ∈ {1, . . . , ℓ}, there is a staircase
function γj : [0, tj−tj−1]→ g with image in {vj,1, . . . , vj,mj} ⊆ ex(S) such that
evol(γj) ∈ Wj .
Then η := γ1 ∗ · · · ∗ γℓ : [0, T ] → g is a staircase function with values in
ex(S) such that evol(η) = evol(γ1) · · · evol(γℓ) ∈ W1 · · ·Wℓ ⊆ V and thus
x0. evol(η) ∈ U .
(f) implies (d): This is trivial. .
7 Continuity of evolution in the L1-topology
For our next theorem, we need terminology from [17]. We recall:
7.1 Assume that, for each Fre´chet space E and real numbers a < b, a vec-
tor subspace E([a, b], E) of L1([a, b], E) has been chosen, together with a
locally convex vector topology on E([a, b], E) such that the inclusion map
E([a, b], E)→ L1([a, b], E) is continuous. Following [17], we call E a bifunctor
on Fre´chet spaces if (a) and (b) hold:
(a) For each continuous linear map λ : E1 → E2 between Fre´chet spaces,
we have [λ ◦ γ] ∈ E([a, b], E2) for all a < b and [γ] ∈ E([a, b], E1), and
the linear map E([a, b], λ) : E([a, b], E1) → E([a, b], E2), [γ] 7→ [λ ◦ γ] is
continuous.
(b) For each Fre´chet space E, real numbers a < b and c < d and each
mapping f : [c, d] → [a, b] which is the restriction of a strictly increas-
ing affine-linear map R → R, we have [γ ◦ f ] ∈ E([c, d], E) for each
[γ] ∈ E([a, b], E) and the linear map E(f, E) : E([a, b], E)→ E([c, d], E),
[γ] 7→ [γ ◦ f ] is continuous.
7.2 Recall that a locally convex space E is called sequentially complete (or
also: an sclc-space, for short) if every Cauchy sequence in E is convergent
in E. We say that E is integral complete if the weak integral
∫ 1
0
γ(t) dt
exists in E for each continuous function γ : [0, 1]→ E. It is known (cf. [41])
that E is integral complete if and only if E has themetric convex compactness
property (metric CCP) discussed in [39], requiring that the closure of convK
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in E be compact for each compact, metrizable subset K ⊆ E. Sequential
completeness implies integral completeness, but not conversely (cf. [39]). The
modelling space of every C0-regular Lie group is integral complete (see [16]).
7.3 Following [17, Definition 1.38], we say that a locally convex space E
has the Fre´chet exhaustion property (FEP) if every separable closed vector
subspace S ⊆ E is a union of vector subspaces F1 ⊆ F2 ⊆ · · · of E which
are Fre´chet spaces in the induced topology. All Fre´chet spaces, strict (LF)-
spaces, and locally convex direct sums of Fre´chet spaces are (FEP)-spaces,
as well as their closed vector subspaces. Bifunctors on sequentially complete
(FEP)-spaces are defined as in 7.1, replacing Fre´chet spaces with sequentially
complete (FEP)-spaces.
7.4 If E is a locally convex space, then the vector space L∞rc([a, b], E) of all
Borel measurable functions γ : [a, b] → E can be considered such that the
closure of γ([a, b]) in E is compact and metrizable, and the corresponding
space L∞rc([a, b], E) of equivalence classes (see [14]). Bifunctors on integral
complete locally convex spaces are defined as in 7.1, replacing Fre´chet spaces
with integral complete locally convex spaces and each symbol L1 with L∞rc .
7.5 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially com-
plete (FEP)-spaces, resp., on integral complete locally convex spaces) and E
be such a locally convex space.13 Given real numbers a < b, a function
η : [a, b]→ E is called a ACE if there exists [γ] ∈ E([a, b], E) such that
η(t) = η(a) +
∫ t
a
γ(s) ds for all t ∈ [a, b], (23)
where the integrals exist as weak integrals in E, i.e., λ(η(t)) = λ(η(a)) +∫ t
a
λ(γ(s)) ds for all λ ∈ E ′. Then [γ] ∈ E([a, b], E) is uniquely determined
by η (see [17]), and we write η′ := [γ].
To avoid clumsy formulations, in the following proof square brackets will
frequently be omitted; it will be clear from the context whether γ or [γ] is
intended. Notably, we may write η′ = γ for a representative γ of [γ].
Theorem 7.6 Let E be a bifunctor on Fre´chet spaces (resp., on sequentially
complete (FEP)-spaces, resp., on integral complete locally convex spaces)
13For example, E = Lp with p ∈ [1,∞] in cases 1 or 2; or E = L∞rc in all three cases.
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which satisfies the locality axiom, the pushforward axioms, and such that
smooth functions acts smoothly on ACE . If E satisfies the subdivision axiom,
then the evolution map
Evol : E([0, 1], g)→ C([0, 1], G)
is continuous with respect to the L1-topology on E([0, 1], g), for each Lie
group G modelled on a locally convex space of the preceding form such that
G is E-regular.
Proof of Theorem 7.6. Let U ⊆ G be an open identity neighbourhood.
After shrinking U , we may assume that there exists a C∞-diffeomorphism
φ : U → V onto an open 0-neighbourhood V ⊆ g such that φ(e) = 0 and
dφ|g = idg. Let q be a continuous seminorm on g. Since G is E-regular, it
is C0-regular (see [17, Corollaries 5.21 and 5.22]) and hence locally µ-convex
(see [22]). Thus, we find a continuous seminorm p on g such that
g1 · · · gn ∈ U and q(φ(g1 · · · gn)) ≤
n∑
j=1
p(φ(gj)) (24)
for all n ∈ N and all g1, . . . , gn ∈ U such that
∑n
j=1 p(φ(gj)) < 1. Let Y ⊆ U
be an open identity neighbourhood such that Y Y ⊆ U . Then Z := φ(Y ) ⊆ V
is an open 0-neighbourhood. The map
µ : Z × Z → V, (x, y) 7→ φ(φ−1(x)φ−1(y))
is smooth. There exist an open 0-neighbourhood N ⊆ Z and a continuous
seminorm P on g such that
d2µ(N × {0} ×B
P
1 (0)) ⊆ B
p
1(0),
entailing that
p(d2µ(x, 0, y)) ≤ P (y) for all x ∈ N and y ∈ g.
By continuity of Evol : E([0, 1], g) → C([0, 1], G), there exists an open 0-
neighbourhood W ⊆ E([0, 1], g) such that
Evol(W ) ⊆ C([0, 1], φ−1(N)).
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For η ∈ W , we deduce that θ := φ ◦ Evol(η) satisfies
θ(t) =
∫ t
0
θ′(s) ds =
∫ t
0
d2µ(θ(s), 0, η(s)) ds
for all t ∈ [0, 1], whence
p(θ(t)) ≤
∫ t
0
p(d2µ(θ(s), 0, η(s))) ds ≤
∫ t
0
P (η(s)) ds ≤ ‖η‖L1,P . (25)
Now let γ ∈ E([0, 1], g) such that ‖γ‖L1,P < 1. By the subdivision property,
there exists n ∈ N such that γn,k ∈ W for all k ∈ {0, 1, . . . , n− 1}, where
γn,k : [0, 1]→ g, t 7→
1
n
γ((k + t)/n)
(see [17, Definition 5.24]). We fix n. Note that
n−1∑
k=0
‖γn,k‖L1,P = ‖γ‖L1,P < 1.
For k ∈ {0, . . . , n} and t ∈ [0, 1], we get ηn :=Evol(γn,k)∈C([0, 1], φ
−1(N)) and
p(φ(ηn(t))) ≤ ‖γn,k‖L1,P ,
by (25). Given t ∈ [0, 1], there is k ∈ {0, . . . , n−1} with t ∈ [k/n, (k+1)/n].
By (24), we have
Evol(γ)(t) = evol(γn,0) · · · evol(γn,k−1) Evol(γn,k)(nt− k) ∈ U,
since gj := evol(γn,j−1) for j ∈ {1, . . . , k} and gk+1 := Evol(γn,k)(nt− k) are
elements of φ−1(N) ⊆ U which satisfy
k+1∑
j=1
p(φ(gj)) ≤
k∑
j=0
‖γn,j‖L1,P < 1.
Thus Evol(γ) ∈ C([0, 1], U) for all γ ∈ E([0, 1], g) such that ‖γ‖L1,P < 1,
showing that Evol : E([0, 1], g)→ C([0, 1], G) is continuous at 0 with respect
to the L1-topology.
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Since G is E-regular, E([0, 1], g) can be made a group with neutral element 0
and group multiplication given by
[γ]⊙ [η] := [Ad(Evol([η]))−1.γ] + [η]
(see [17, Definition 5.34]). In view of [17, Lemma 5.10], the right translation
ρ[η] : E([0, 1], g)→ E([0, 1], g), [γ] 7→ [γ]⊙ [η]
is continuous with respect to the L1-topology on both sides and hence a
homeomorphism, for each [η] ∈ E([0, 1], g). For β := Evol([η]), the right
translation
ρβ : C([0, 1], G)→ C([0, 1], G), ζ 7→ ζβ
is continuous. Since Evol is continuous at 0, we deduce from
Evol = ρβ ◦ Evol ◦ ρ[η]−1
that the map Evol : E([0, 1], g)→ C([0, 1], G) is continuous at [η] with respect
to the L1-topology on its domain.
Remark 7.7 Let G be a C0-regular Lie group modelled on a locally convex
space and PC([0, 1], g) be the space of piecewise continuous g-valued func-
tions on [0, 1]. Given γ ∈ PC([0, 1], g), let 0 = t0 < · · · < tm = 1 be a subdi-
vision of [0, 1] such that γ|]tj−1,tj [ has a continuous extension γj : [tj−1, tj]→ g
for all j ∈ {1, . . . , m}. Given t ∈ [0, 1], there is j ∈ {1, . . . , m} such that
t ∈ [tj−1, tj]. We define
Evol(γ)(t) := evol(γ1) · · · evol(γj−1) Evol(γj)(t),
using evolution maps evol with domain C([ti−1, ti], g) for i ∈ {1, . . . , j − 1}
and Evol with domain C([tj−1, tj ], g) on the right-hand side. Then Evol(γ) ∈
C([0, 1], G) is well defined, independent of the choice of subdivision,14 and
we obtain a map
Evol : PC([0, 1], g)→ C([0, 1], G). (26)
It is known from the work of Hanusch that the evolution map (26) is contin-
uous with respect to the L1-topology15 on its domain PC([0, 1], g). This can
14It is unchanged if we add one point to a subdivision, and hence under passage to joint
refinements of two given subdivisions.
15By definition, this is the (not necessarily Hausdorff) locally convex vector topology
defined by the seminorms PC([0, 1], g) → [0,∞[, γ 7→ ‖γ‖L1,q for q in the set of all
continuous seminorms on g.
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be shown as in the previous proof, with the modification that the subdivi-
sions used to define the γn,k need not be equidistant but include the points
t0 < · · · < tm just considered (and hence the points of discontinuity of γ),
to ensure that the γn,k are continuous functions; moreover, the subdivisions
need to be chosen such that the mesh tends to 0 for n→∞.
Using an affine-linear reparametrization, we can replace [0, 1] with [a, b] for
any a < b in the preceding results concerning evolution maps (cf. 2.8).
Proof of Theorem 1.9. Theorem 1.9 becomes a special case of Theorem 7.6
if we consider Lp as a bifunctor on Fre´chet spaces. The required axioms and
hypotheses were verified in [17]. 
8 Analogues using only Lq-regularity
Proof of Theorem 1.10. (b) implies (a)′ since Lp([0, T ], g) ⊆ Lq([0, T ], g).
The implications “(d)⇒(c)”, “(c)⇒(b)”, “(e)⇒(c)” and “(f)⇒(d)” can be
shown as in the proof of Theorem 1.4.
(a)′ implies (d): Let γ ∈ Lq([0, T ], g) such that x0. evol(γ) ∈ U . Since
evol : Lq([0, T ], g) → G is continuous with respect to the L1-topology (cf.
Theorem 1.9) and the action M × G → M is continuous, there exists ε > 0
and a continuous seminorm P on g such that
x0. evol(η) ∈ U for all η ∈ L
q([0, T ], g) such that ‖γ − η‖L1,P < ε.
By Lemma 6.1(a), such an η can be chosen as a staircase function with values
in γ([0, T ]) ⊆ S.
The implication “(a)′⇒(e)” can be shown like “(a)⇒(e)” in the proof of
Theorem 1.4.
The implication “(d)⇒(f)” can be shown as in the proof of Theorem 1.4,
except that we consider φ as a map from gℓ to Lq([0, T ], g), endowed with
the L1-topology. 
9 Analogues requiring only C0-regularity
For C0-regular Lie groups, we can say the following.
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Theorem 9.1 Instead of requiring L1-regularity, let G be a Lie group mod-
elled on a locally convex space such that G is C0-regular in the situation of
Theorem 1.4. Then conditions (c) and (d) of Theorem 1.4 are equivalent.
If S is convex, then (d) is equivalent to (e). If S is convex and conv(ex(S))
is dense in S, then (d) is equivalent to (f).
Proof. The implications “(d)⇒(c)”, “(e)⇒(c)”, and “(f)⇒(d)” are trivial.
(c) implies (d): Let γ ∈ PC([0, T ], g) such that x0. evol(γ) ∈ U . Since
evol : PC([0, T ], g) → G is continuous with respect to the L1-topology (cf.
Remark 7.7) and the action M × G → M is continuous, there exists ε > 0
and a continuous seminorm P on g such that
x0. evol(η) ∈ U for all η ∈ PC([0, T ], g) such that ‖γ − η‖L1,P < ε.
By the conclusion of Lemma 6.1(a), such an η can be chosen as a staircase
function with values in γ([0, T ]) ⊆ S (see Remark 6.2).
(c) implies (e): In view of Remark 6.2, starting with a piecewise continuous
function γ, this can be shown like “(a)⇒(e)” in the proof of Theorem 1.4.
The implication “(d)⇒(f)” can be shown as in the proof of Theorem 1.4,
except that we consider φ as a map from gℓ to PC([0, T ], g), endowed with
the L1-topology. ✷
10 Analogues beyond Fre´chet-manifolds
In this section, we explain how our results can be extended from the case of
Fre´chet manifolds (and Fre´chet-Lie groups) to the case of manifolds (and Lie
groups) modelled on sequentially complete locally convex spaces. The main
point is that an analogue of Lemma 3.6 can be established also in the current
higher generality (see Lemma 10.15), as well as an analogue of Theorem 1.2
(see Theorem 10.19). Once this foundation is established in the necessary
detail, it will be enough to revisit the other results, and describe which minor
modifications are necessary in the statements and proofs.
10.1 We recall that a mapping γ : I → X from an interval I ⊆ R to a
topological space X is called Lusin measurable if there exists a sequence
(Kj)j∈N of compact subsets Kj ⊆ I such that
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(i) The restriction γ|Kj : Kj → X is continuous for each j ∈ N;
(ii) λ1(I \
⋃
j∈NKj) = 0.
See [11] and the references therein for further information, also [34].
Remark 10.2 (a) Let λ˜ : B˜(R) → [0,∞] be Lebesgue measure. If X is
second countable, then a map γ : I → X is Lusin measurable if and only if γ is
measurable as a function from (I, B˜(I)) to (X,B(X)), where B˜(I) := B˜(R)|I
(see [11]).
(b) If a Lusin measurable map γ : I → X and (Kj)j∈N are as in 10.1, after
replacing γ(x) with a constant c ∈ X for all x ∈ I \
⋃
j∈NKj =: K0, we
can achieve that γ is measurable from (I,B(I)) to (X,B(X)). If X is Haus-
dorff, moreover γ(Kj) is compact and metrizable and hence separable and
metrizable for each j ∈ N (and so is γ(K0), which is {c} or ∅). Notably,
γ(I) =
⋃
j∈N0
γ(Kj) is separable.
10.3 Henceforth, if E is a locally convex space, I ⊆ R an interval and
p ∈ [1,∞], we write Lp(I, E) for the vector space of all Lusin measurable
mappings γ : I → E such that ‖γ‖Lp,q := ‖q ◦ γ‖Lp < ∞ for all continu-
ous seminorms q on E. We give Lp(I, E) the locally convex vector topology
defined by the seminorms ‖ · ‖Lp,q. In the usual way, one now obtains Haus-
dorff locally convex spaces Lp(I, E) of equivalence classes [γ] modulo Lusin
measurable functions vanishing almost everywhere (see [11]). If γ : I → E
is locally integrable in the sense that γ|[a,b] ∈ L
1([a, b], E) for all a < b with
[a, b] ⊆ I, again we write [γ] for the equivalence class modulo Lusin measur-
able functions which vanish almost everywhere.
10.4 If E is an sclc-space, given real numbers a < b, following [34] we call
a function η : [a, b] → E absolutely continuous if it is a primitive of some
γ ∈ L1([a, b], E), as in (23). Then η′ := [γ] is uniquely determined (see [34,
Lemma 2.28]). Let p ∈ [1,∞]. If η′ = [γ] with γ ∈ Lp([a, b], E), we call η
an ACLp-map. If I ⊆ R is an interval, we say that a function η : I → E is
absolutely continuous (resp., ACLp) if η|[a,b] is so for all real numbers a < b
such that [a, b] ⊆ I. Again, there is a locally integrable function γ : I → E
with primitive η and η′ := [γ] is uniquely determined.
10.5 (Chain Rule). Let E and F be sclc-spaces, U ⊆ E be an open subset,
f : U → F a C1-map and η : I → E be an absolutely continuous function
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on a non-degenerate interval I ⊆ R such that η(I) ⊆ U . Let γ : I → E be
a locally integrable function with η′ = [γ]. Then f ◦ η : I → F is absolutely
continuous and
(f ◦ η)′ = [t 7→ df(η(t), γ(t))],
by [34, Lemma 3.7] and its proof.
10.6 If E is an sclc-space, W ⊆ R × E a subset, f : W → E a function
and (t0, y0) ∈ W , we call a function γ : I → E on a non-degenerate interval
I ⊆ R a Carathe´odory solution to the initial value problem (6) if γ is abso-
lutely continuous, t0 ∈ I holds, (t, γ(t)) ∈ W for all t ∈ I, and the integral
equation (7) is satisfied, or equivalently
γ′ = [t 7→ f(t, γ(t))] and γ(t0) = y0. (27)
10.7 If q : E → F is a continuous linear map to a Fre´chet space in the
situation of 10.6, then q ◦ γ is absolutely continuous and
(q ◦ γ)′ = [t 7→ q(f(t, γ(t)))],
by 10.5. As q ◦ γ is an absolutely continuous map to a Fre´chet space, we
deduce that there is a Borel set I0 ⊆ I with λ1(I \ I0) = 0 such that q ◦ γ is
differentiable at each t ∈ I0 and
(q ◦ γ)′(t) = q(f(t, γ(t))) for all t ∈ I0.
10.8 Let M be a C1-manifold modelled on a locally convex space and TM
be its tangent bundle, with the bundle projection πTM : TM → M . If γ : I →
TM is a Lusin measurable function on an interval I ⊆ R, we write [γ] for the
set of all Lusin measurable functions η : I → TM such that πTM ◦γ = πTM ◦η
and γ(t) = η(t) for almost all t ∈ I.
10.9 LetM be a C1-manifold modelled on an sclc-space E. For real numbers
a < b, consider a continuous function η : [a, b]→M . If η([a, b]) ⊆ Uφ for some
chart φ : Uφ → Vφ ⊆ E, we say that η is absolutely continuous if φ◦η : I → E
is so, and let
η˙ := [t 7→ Tφ−1((φ ◦ η)(t), γ(t))]
with γ ∈ L1([a, b], E) such that (φ ◦ γ)′ = [γ]. By 10.5, absolute continuity
of η is independent of the choice of φ, and so is η˙. In the general case,
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we call η absolutely continuous if [a, b] can be subdivided into subintervals
[tj−1, tj] such that η([tj−1, tj]) is contained in a chart domain and η|[tj−1,tj ] is
absolutely continuous. If (η|[tj−1,tj ])
· = [γj], we let η˙ := [γ] with γ(t) := γj(t)
if t ∈ [tj−1, tj [ or j is maximal and t ∈ [tj−1, tj]. If I ⊆ R is an interval, we
call a function η : I → M absolutely continuous if η|[a,b] is so for all a < b
such that [a, b] ⊆ I. We define η˙ = [γ] where γ is defined piecewise using
representatives of (η|[a,b])
· for [a, b] in a countable cover of I.
10.10 Let f : M → N be a C1-map between C1-manifolds modelled on sclc-
spaces. Let I ⊆ R be a non-degenerate interval and η : I → M be absolutely
continuous. Let γ : I → TM be a Lusin measurable function such that
πTM ◦ γ = η and η˙ = [γ]. Then f ◦ η : I → N is absolutely continuous and
(f ◦ η)· = [t 7→ Tf(γ(t))],
as a consequence of 10.5.
10.11 If M is a C1-manifold modelled on an sclc-space, W ⊆ R × M a
subset, f : W → TM a function such that f(t, y) ∈ TyM for all (t, y) ∈ W
and (t0, y0) ∈ W , we call a function γ : I → M on a non-degenerate interval
I ⊆ R a Carathe´odory solution to the initial value problem
y˙(t) = f(t, y(t)), y(t0) = y0 (28)
if γ is absolutely continuous, t0 ∈ I holds, (t, γ(t)) ∈ W for all t ∈ I,
γ˙ = [t 7→ f(t, γ(t))], and γ(t0) = y0. (29)
Solutions to the differential equation y˙(t) = f(t, y(t)) are defined analogously.
10.12 Using the concepts of absolutely continuous functions, ACLp-functions,
and Carathe´odory solutions just described, one can define Lp-regular Lie
groups modelled on sclc-spaces for p ∈ [1,∞] (see [34]), as in the case of
Fre´chet-Lie groups already discussed in this article.
Remark 10.13 Although η′ = [γ] is still uniquely determined for an abso-
lutely continuous function η : [a, b] → E to an sclc-space, in contrast to the
Fre´chet case η′(t) may not exist for almost all t, so that we cannot work with
genuine derivatives at a point anymore. Generalizing the results and proofs
40
obtained so far in the Fre´chet case, this problem can be frequently be avoided
by replacing statements like
η′(t) = γ(t) for almost all t
with η′ = [t 7→ γ(t)]. Notably, Carathe´odory solutions to initial value prob-
lems are now defined via (27) and (29).
For example, using this interpretation, Definitions 3.1 and 3.3 can be ex-
tended to the case that E is an sclc-space, and Lemma 3.2 and its proof
remain valid in this generality.
There is one exception, however: Derivatives at a point played an essential
role in the proof of Lemma 3.6. We therefore discuss the necessary adapta-
tions in detail now, starting with a suitable modification of Definition 3.4.
As we shall see, the property 10.7 will be good enough to achieve our goals.
Definition 10.14 Let J ⊆ R be a non-degenerate interval, E be an sclc-
space, U ⊆ E be a subset and f : W → E be a function on an open subset
W ⊆ J × U . Let k ∈ N ∪ {∞}. We say that the differential equation
y′(t) = f(t, y(t)) admits local flows which are pullbacks of Ck-maps if, for all
(t¯, y¯) ∈ W , there exist a compact interval I ⊆ J which is a neighbourhood
of t¯ in J , an open neighborhood V of y¯ in U with I × V ⊆W and function
Φ: I × I × V → E
such that conditions (a) and (b) from Definition 3.4 are satisfied, and (c)′:
(c)′ There exist sclc-spaces E1 and E2, open subsets V1 ⊆ E1 and V2 ⊆ E2,
absolutely continuous functions α : I → V1 ⊆ E1 and β : I → V2 ⊆ E2,
and a Ck-map Ψ: V1 × V2 × V → E such that
Φ(t, t0, y0) = Ψ(α(t), β(t0), y0) for all (t, t0, y0) ∈ I × I × V .
Moreover, for each continuous linear map q : E → F to a Banach
space F and each compact subset C ⊆ V , we require the existence
of a Borel set Iq ⊆ I with λ1(I \ Iq) = 0 and an open subset Ωq ⊆ V
with C ⊆ Ωq such that
d
dt
q(Φt,t0(y0)) exists and
d
dt
q(Φt,t0(y0)) = q(f(t,Φt,t0(y0)))
for all y0 ∈ Ωq, t0 ∈ I, and t ∈ Iq.
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Note that Remark 3.5 remains valid in sclc-spaces if we replace Definition 3.4
with Definition 10.14.
Lemma 10.15 Let J ⊆ R be a non-degenerate interval, E be an sclc-space,
U ⊆ E be a subset and f : W → E be a function on an open subset W ⊆
J × U . If the differential equation y′(t) = f(t, y(t)) admits local flows which
are pullbacks of C2-maps, then it satisfies local uniqueness of Carathe´odory
solutions.
Proof. Let γj : Ij → E be solutions to y
′(t) = f(t, y(t)) for j ∈ {1, 2} and
t¯ ∈ I1 ∩ I2 such that y¯ := γ1(t¯) = γ2(t¯). To see that γ1 and γ2 coincide on a
neighborhood of t¯ in I1 ∩ I2, we may assume that I1 ∩ I2 is a non-degenerate
interval. Let I, V , Φ, Y , E1, E2, V1, V2, Ψ, α, and β be as in Definition 10.14.
There exists a compact interval K ⊆ I1 ∩ I2 ∩ I which is a neighbourhood
of t¯ in I1 ∩ I2 ∩ I such that γ1(K) ⊆ Y , γ2(K) ⊆ Y and Φt,t¯(y¯) ∈ Y for all
t ∈ K. After shrinking K if necessary, we can also assume that
θj(t) := Φt¯,t(γj(t)) ∈ Y for all t ∈ K and j ∈ {1, 2}.
Note that θj is absolutely continuous by 10.5 as θj(t) = Ψ(α(t¯), β(t), γj(t)).
It suffices to show that
γj(t) = Φt,t¯(y¯) for all t ∈ K and j ∈ {1, 2}.
Since Φt,t¯ ◦Φt¯,t|Y = idY for all t ∈ I (by (a) and (b) in Definition 10.14), the
map Φt¯,t|Y is injective. Hence γ1|K = γ2|K will hold if we can show that both
θ1 and θ2 coincide with
θ : K → E, t 7→ Φt¯,t(Φt,t¯(y¯)) = y¯.
It suffices to show that
q ◦ θ = q ◦ θj
for j ∈ {1, 2}, for each continuous linear map q : E → R. Since θj(t¯) = y¯ =
θ(t¯) for j ∈ {1, 2}, the latter will hold if we can show that
(q ◦ θj)
′(t) = (q ◦ θ)′(t) = 0
for almost all t ∈ K. By Lemma A.1, there exist Banach spaces Fj for
j ∈ {1, 2} and F , open subsets Qj ⊆ Fj and Q ⊆ F , continuous linear maps
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pj : Ej → Fj and p : E → F , and open subsets Vj,0 ⊆ Vj and V0 ⊆ V , such
that
α(K) ⊆ V1,0, β(K) ⊆ V2,0, γ1(K) ∪ γ2(K) ⊆ V0,
p1(V1,0) ⊆ Q1, p2(V2,0) ⊆ Q2, p(V0) ⊆ Q
and a C1-map Ψq : Q1 ×Q2 ×Q→ R such that
q(Ψ(x, y, z)) = Ψq(p1(x), p2(y), p(z)) for all (x, y, z) ∈ V1,0 × V2,0 × V0.
For j ∈ {1, 2}, there exists a Borel set Ij,0 ⊆ Ij with λ1(Ij \ Ij,0) = 0 such
that p ◦ γj is differentiable at each t ∈ Ij,0 and
(p ◦ γj)
′(t) = p(f(t, γj(t))) for all t ∈ Ij,0,
see 10.7. Let Ip ⊆ I and Ωp be analogous to Iq and Ωq in Definition 10.14 (c)
′,
applied with p in place of q and C := θ1(K) ∪ θ2(K). After shrinking Ip, we
may assume that, moreover, (p2 ◦β)
′(t) exists at each t ∈ Ip. For each t ∈ K,
we have
q(θj(t)) = q(Φ(t¯, t, γj(t))) = q(Ψ(α(t¯), β(t), γj(t)))
= Ψq((p1 ◦ α)(t¯), (p2 ◦ β)(t), (p ◦ γj)(t)).
Differentiating at t ∈ K0 := K ∩ I1,0 ∩ I2,0 ∩ Ip, we obtain
d
dt
q(θj(t)) =
d
dt
Ψq((p1 ◦ α)(t¯), (p2 ◦ β)(t), (p ◦ γj)(t)))
= d2Ψq((p1 ◦ α)(t¯), (p2 ◦ β)(t), (p ◦ γj)(t); (p2 ◦ β)
′(t))
+d3Ψq((p1 ◦ α)(t¯), (p2 ◦ β)(t), (p ◦ γj)(t); (p ◦ γj)
′(t)︸ ︷︷ ︸
=p(f(t,γj (t)))
).
Using the Chain Rule, the second summand can be rewritten as
d3(q ◦Ψ)(α(t¯), β(t), γj(t); f(t, γj(t))) = q(dΦt¯,t(γj(t), f(t, γj(t)))).
Assume that z ∈ Y ∩Ωp and t ∈ K0 are given such that Φ(t, t¯, z) ∈ V0. Then
Φ(τ, t¯, z) ∈ V0 for τ ∈ K close to t, and
q(z) = q(Φ(t¯, τ,Φτ,t¯(z))) = Ψq((p1 ◦ α)(t¯), (p2 ◦ β)(τ), p(Φτ,t¯(z))) (30)
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is independent of τ . Differentiating (30) with respect to τ at τ = t, we obtain
0 = d2Ψq((p1 ◦ α)(t¯), (p2 ◦ β)(t), p(Φt,t¯(z)); (p2 ◦ β)
′(t))
+ q(dΦt¯,t(Φt,t¯(z), f(t,Φt,t¯(z)))), (31)
repeating the arguments used to calculate d
dt
q(θj(t)); note that
d
dt
p(Φt,t¯(z)) = p(f(t,Φt,t¯(z)))
since t ∈ Ip and z ∈ Ωp. For j ∈ {1, 2} and any t ∈ K0, we may choose
z := θj(t) here. In fact, then z ∈ Ωp by choice of C; also, z = θj(t) ∈ Y and
Φt,t¯(z) = Φt,t¯(Φt¯,t(γj(t))) = γj(t) ∈ V0.
Substituting Φt,t¯(z) = γj(t) into (31), we obtain
0 = d2Ψq((p1 ◦ α)(t¯), (p2 ◦ β)(t), (p ◦ γj)(t); (p2 ◦ β)
′(t))
+ q(dΦt¯,t(γj(t), f(t, γj(t)))) =
d
dt
q(θj(t)),
by the above calculation. ✷
Remark 10.16 Remark 4.2 concerning associated differential equations in
local charts, Definition 4.3 of local uniqueness, and Lemma 4.4 (and its proof)
concerning global uniqueness remain meaningful for manifolds with sequen-
tially complete modelling spaces, if Definition 4.1 is replaced with 10.11. In
Definition 4.5 of local existence, Lemma 4.6 concerning maximal solutions,
and Definition 4.7 of maximal flows, we can replace Fre´chet spaces with sclc-
spaces, without further changes.
Definition 10.17 Let M be a Ck-manifold modelled on an sclc-space, with
k ∈ N ∪ {∞}. Let J ⊆ R be a non-degenerate interval, W ⊆ J ×M be an
open subset, and f : W → TM be a function such that f(t, y) ∈ TyM for
all (t, y) ∈ W . We say that the differential equation y˙(t) = f(t, y(t)) admits
local flows which are pullbacks of Ck-maps if y′(t) = fφ(t, y(t)) does so, for
each chart φ : Uφ → Vφ.
Remark 10.18 (a) Using Definition 10.17, we immediately deduce from
Lemma 10.15 that Proposition 1.1 remains valid for differential equations
44
admitting local flows which are pullbacks of C2-maps, on a C2-manifold M
modelled on an sclc-space (instead of a Fre´chet space).
(b) In the case of a Fre´chet manifold, the condition in Definition 4.8 implies
the one in Definition 10.17 (see proof of Proposition 1.1). We avoided a direct
analogue of Definition 4.8 in the case of sequentially complete modelling
spaces. The proof of Theorem 1.2 now becomes more technical.
Theorem 10.19 Theorem 1.2 remains valid if G and M are modelled on
sequentially complete locally convex spaces (which need not be Fre´chet spaces).
Proof. Given g ∈ G, write λg : G → G, h 7→ gh for left translation by g.
Write σy : G→M , g 7→ σ(y, g) for y ∈M ; thus
Tσy(v) = v♯(y) for all v ∈ g. (32)
Since σ(y, gh) = σ(σ(y, g), h) for all y ∈ M and g, h ∈ G, we have σy ◦ λg =
σσ(y,g) and thus
Tσy ◦ Tλg = Tσσ(y,g) for all y ∈M and g ∈ G. (33)
If we define Fl as in (10) and abbreviate Flt,t0(y0) := Fl(t, t0, y0) for t, t0 ∈
[a, b] and y0 ∈M , then
Flt2,t1(Flt1,t0(y0)) = Flt2,t0(y0) for all t0, t1, t2 ∈ [a, b] (34)
holds as the left-hand side is
σ(σ(y0, η(t0)
−1η(t1)), η(t1)
−1η(t2)) = σ(y0, η(t0)
−1η(t1)η(t1)
−1η(t2))
= σ(y0, η(t0)
−1η(t2))
and thus equals the right-hand side. Recall that
η˙ = [t 7→ η(t).γ(t)] = [t 7→ Tλη(t)γ(t)]. (35)
Given t0 ∈ [a, b] and y0 ∈ M , let ζ(t) := Flt,t0(y0) for t ∈ [a, b]. Since
ζ = σy0 ◦ λη(t0)−1 ◦ η, the map ζ is absolutely continuous and we have
ζ˙ = [t 7→ Tσy0Tλη(t0)−1Tλη(t)γ(t)]
= [t 7→ Tσy0Tλη(t0)−1η(t)γ(t)]
= [t 7→ Tσσ(y0,η(t0)−1η(t))γ(t)] = [t 7→ Tσζ(t)γ(t)]
= [t 7→ γ(t)♯(ζ(t))],
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using 10.10 and (35) for the first equality, then (33), and eventually (32).
Thus ζ is a Carathe´odory solution to the initial value problem
y˙(t) = γ(t)♯(y(t)), y(t0) = y0. (36)
We define f : [a, b] ×M → TM , (t, y) 7→ γ(t)♯(y). If φ : Uφ → Vφ ⊆ E is a
chart of M , consider the corresponding function
fφ : [a, b]× Vφ → E, (t, z) 7→ dφ(f(t, φ
−1(z))),
as in Remark 4.2. Given t¯ ∈ [a, b] and z¯ ∈ Vφ, let y¯ := φ
−1(z¯). Let X
be the modelling space of G and ψ : Uψ → Vψ ⊆ X be a chart of G such
that η(t¯) ∈ Uψ. There exists an open y¯-neighbourhood A ⊆ Uφ and an open
η(t¯)-neighbourhood B ⊆ Uψ such that
σ(A×B−1B) ⊆ Uφ.
There exists an open y¯-neighbourhoodK ⊆ A and an open η(t¯)-neighbourhood
L ⊆ B such that
σ(K × L−1L) ⊆ A.
Then V := φ(A) and Y := φ(K) are open neighbourhoods of z¯ in Vφ such that
Y ⊆ V . There exists a compact interval I ⊆ [a, b] which is a neighbourhood
of t¯ in [a, b], such that η(I) ⊆ L. We now show that
Φ: I × I × V → Vφ, (t, t0, z0) 7→ Φt,t0(z0) := φ(Flt,t0(φ
−1(z0)))
satisfies the conditions (a), (b), and (c)′ of Definition 10.14 for k = ∞,
with fφ in place of f and (t¯, z¯) in place of (t¯, y¯). If this is true, then each fφ
(and hence f) admits local flows which are pullbacks of C∞-maps, whence
y˙(t) = f(t, y(t)) satisfies local uniqueness (see Lemma 10.15) and existence of
Carathe´odory solutions, with maximal flow the map Fl already introduced.
For t0 ∈ I and z0 ∈ V , the map I → Uφ, t 7→ Flt,t0(φ
−1(z0)) is a Carathe´odory
solution to (36) with y0 := φ
−1(z0); using 10.10, we deduce that I → Vφ,
t 7→ Φt,t0(z0) is a Carathe´odory solution to z˙(t) = fφ(t, z(t)), z(t0) = z0.
Thus condition (a) in Definition 10.14 is satisfied, and (b) follows from (34).
To verify condition (c)′, we shall use the smooth mappings
Θ: L× L×A→ Uφ, (g, h, y) 7→ σ(y, h
−1g)
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and
Ψ: ψ(L)× ψ(L)× V → E, (x, y, z) 7→ φ(Θ(ψ−1(x), ψ−1(y), φ−1(z))).
Then Φ(t, t0, z) = Ψ(α(t), β(t0), z) for all (t, t0, z) ∈ I × I × V using the
absolutely continuous functions α, β : I → ψ(L) ⊆ X ,
α := ψ ◦ η|I and β := ψ ◦ η|I .
Let q : E → F be a continuous linear map to a Banach space F and C ⊆ V
be a compact subset. By Lemma A.1, there exist continuous linear maps
p1 : X → Z1, p2 : X → Z2 and p : E → Z to Banach spaces Z1, Z2, and
Z, open subsets Q1 ⊆ Z1, Q2 ⊆ Z2, and Q ⊆ Z, open subsets U1 ⊆ ψ(L),
U2 ⊆ ψ(L), and Vq ⊆ V , and a C
1-function
Ψq : Q1 ×Q2 ×Q→ F
such that
α(I) ⊆ U1, β(I) ⊆ U2, C ⊆ Vq,
p1(U1) ⊆ Q1, p2(U2) ⊆ Q2, p(Vq) ⊆ Q,
and
q(Ψ(x, y, z)) = Ψq(p1(x), p2(y), p(z)) for all (x, y, z) ∈ U1 × U2 × Vq.
Note that p1 ◦ α = p1 ◦ ψ ◦ η|I is an absolutely continuous map to Z1 and
(p1 ◦ α)
′ = [t 7→ p1 dψ Tλη(t)γ(t)],
using 10.10. Since Z1 is a Banach space, we therefore find a Borel set Iq ⊆ I
with λ1(I \ Iq) = 0 such that (p1 ◦ α)
′(t) exists for all t ∈ Iq, and is given by
(p1 ◦ α)
′(t) = p1(dψ Tλη(t)γ(t)).
Let (t0, z0) ∈ I × Vq and y0 := φ
−1(z0). Then
κ : I → F, t 7→ q(Φt,t0(z0)) = Ψq(p1(α(t)), p2(β(t0)), p(z0))
is absolutely continuous and differentiable at each t ∈ Iq (see 2.3), with
κ′(t) = d1Ψq(p1(α(t)), p2(β(t0)), p(z0); p1 dψ Tλη(t)γ(t))
= d1(q ◦Ψ)(α(t), β(t0), z0; dψ Tλη(t)γ(t))
= d(q ◦ φ ◦Θ(·, η(t0), y0))Tλη(t)γ(t)
= q dφ Tσσ(y0,η(t0)−1)Tλη(t)γ(t)
= q dφ γ(t)♯(φ
−1(Φt,t0(z0))) = q(fφ(t,Φt,t0(z0)))
47
at t ∈ Iq, using that Θ(·, η(t0), y0) = σ(y0, η(t0)
−1·) = σσ(y0,η(t0)−1) and
Tσσ(y0,η(t0)−1)Tλη(t)γ(t) = Tσσ(y0,η(t0)−1η(t))γ(t) = γ(t)♯(Flt,t0(y0))
= γ(t)♯(φ
−1(Φt,t0(z0))).
Thus condition (c)′ is verified. ✷
Remark 10.20 Lemma 6.1 remains valid if, more generally, E is a locally
convex space and γ : [a, b]→ E a Lusin measurable L1-function.
[To see this, let (Kn)n∈N be a sequence of compact subsets Kn ⊆ [a, b] such
that γ|Kn is continuous and A :=
⋃
n∈NKn satisfies λ1([a, b] \ A) = 0. Let
c ∈ γ([a, b]). If we define γ¯(t) := γ(t) if t ∈ A, γ¯(t) := c if t ∈ [a, b] \ A,
then γ¯ : [a, b] → E is Lusin measurable and Borel measurable, and γ(t) =
γ¯(t) almost everywhere. In the proof, we replace γ with γ¯; then γ¯ − γ1,
γ1 − γ2, γ2 − η, and η − θk are Borel measurable by Lemma 2.7. Eventually,
‖γ − η‖L1,q ≤ ‖γ − γ¯‖L1,q + ‖γ¯ − η‖L1,q = ‖γ¯ − η‖L1,q ≤ ε as ‖γ − γ¯‖L1,q = 0.
Likewise, ‖γ¯ − θ‖L1,ε ≤ ε implies ‖γ − θ‖L1,q ≤ ε.]
Having generalized Lemma 6.1, the proof of Theorem 1.4 remains valid for G
and M modelled on sclc-spaces.
Remark 10.21 Theorem 1.9 remains valid if G is an Lp-regular Lie group
modelled on an sclc-space; simply replace E with Lp in the proof of The-
orem 7.6; the subdivision property for Lp-spaces based on Lusin measur-
ability is provided in [34]. Having generalized Theorem 1.9, the proof of
Theorem 1.10 is unchanged for G and M modelled on sclc-spaces.
Remark 10.22 (a) In [17], Lp-spaces associated with Borel measurable E-
valued functions have also been considered if an sclc-space E has the Fre´chet
exhaustion property (recalled in 7.3), as well as Lp-regularity for Lie groups
modelled on such spaces. As shown in [34], these Lp-spaces are isomorphic to
those based on Lusin measurable maps (and Lp-regularity as in [17] is then
equivalent to that in [34]). We therefore need not develop further variants of
our current results for (FEP)-spaces, they are covered by the Lusin theory.
(b) If E is a locally convex space, we recalled in 7.4 the vector spaces
L∞rc([a, b], E) and L
∞
rc([a, b], E) introduced in [14]. Any such γ is the uni-
form limit of a sequence of measurable functions with finite image (see [14]),
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and it is Lusin measurable; we can interpret L∞rc([a, b], E) with a vector sub-
space of L∞([a, b], E) in the Lusin sense. Now the point is that sequential
completeness of E is unnecessary to ensure that primitives η : [a, b]→ E,
η(t) := c+
∫ t
a
γ(s) ds
(which we call ACL∞rc -functions) exist for γ ∈ L
∞
rc([a, b], E); they exist when-
ever E is integral complete in the sense recalled in 7.2.
An L∞rc-function γ : [a, b] → E is called regulated if γ is the uniform limit
of a sequence of E-valued staircase functions on [a, b]; following [17], we
let R([a, b], E) be the vector space of all such functions and R([a, b], E) ⊆
L∞rc([a, b], E) be the corresponding vector subspace. Note that R([a, b], E)
contains all piecewise continuous functions, continuous functions, and stair-
case functions. See [17] for corresponding concepts of L∞rc -regular Lie groups
andR-regular Lie groups modelled on integral complete locally convex spaces.
All of our results for Lp with p =∞ and corresponding absolutely continuous
functions remain valid for integral complete locally convex spaces and mod-
elling spaces in place of sclc-spaces, by straightforward adaptations. Notably,
E = L∞rc and E = R are possible choices for E in Theorem 7.6 (as it stands).
In Theorems 1.2 and 10.19 which are the basis for our work, the maximal
flow is globally defined, on all of [a, b] × [a, b] ×M . We mention two basic
general facts concerning maximal flows, which may be of interest elsewhere.
10.23 Let M be a C1-manifold modelled on an sclc-space, J ⊆ R be a non-
degenerate interval and f : W → TM be a function on a subset W ⊆ J ×M
such that f(t, y) ∈ TyM for all (t, y) ∈ W . Assume that the differential
equation (16) satisfies both local existence of Carathe´odory solutions and
local uniqueness. Let Ω ⊆ J × J × M , the maximal flow Fl : Ω → M ,
and γt0,y0 : It0,y0 → M for (t0, y0) ∈ W be as in Definition 4.7 (cf. also Re-
mark 10.16). For t, t0 ∈ J , we define
Ωt,t0 := {y0 ∈M : (t, t0, y0) ∈ Ω}
and abbreviate Flt,t0(y0) := Fl(t, t0, y0) for y0 ∈ Ωt,t0 .
The following fact can be proved like Lemmas 2.4.9 and 2.5.7 in [19].
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Lemma 10.24 In the situation of 10.23, we have:
(a) For (t0, y0) ∈ W and t1 ∈ It0,y0, we have γt0,y0 = γt1,y1 with y1 :=
γt0,y0(t1) = Flt1,t0(y0).
(b) If t2 ∈ It1,y1 in (a), then t2 ∈ It0,y0 and Flt2,t0(y0) = Flt2,t1(Flt1,t0(y0)).
(c) For all t1, t0 ∈ J , the map Flt1,t0 : Ωt1,t0 →M is injective, Flt1,t0(Ωt1,t0) =
Ωt0,t1 holds, and Flt0,t1 = (Flt1,t0)
−1. 
Definition 10.25 Let J ⊆ R be a non-degenerate interval, M be a C1-
manifold modelled on an sclc-space and f : W → TM be a function on an
open subset W ⊆ J ×M such that f(t, y) ∈ TyM for all (t, y) ∈ W . We say
that the differential equation y˙(t) = f(t, y(t)) admits local C0-flows in the
sense of Carathe´odory solutions if, for all (t¯, y¯) ∈ W , there exist a relatively
open interval I ⊆ J with t¯ ∈ I, an open y¯-neighbourhood V in M and a
continuous function Φ: I×I×V →M which satisfies conditions (a) and (b)
stated in Definition 4.8.
The following fact can be proved like Theorem 2.5.15 in [19] (taking a sin-
gleton set of parameters in [19, Theorem 2.5.18] and reading ‘solution’ as
‘Carathe´odory solution’).
Proposition 10.26 Let J ⊆ R be a non-degenerate interval, M be a C1-
manifold modelled on an sclc-space and f : W → TM be a function on an
open subset W ⊆ J ×M such that f(t, y) ∈ TyM for all (t, y) ∈ W . Assume
that y˙(t) = f(t, y(t)) satisfies local uniqueness of Carathe´odory solutions and
admits local C0-flows in the sense of Carathe´odory solutions. Let Fl : Ω→M
be the maximal flow of y˙(t) = f(t, y(t)). Then Ω is open in J × J ×M and
Fl : Ω→M is continuous. Moreover, Ωt,t0 is open in M for all t, t0 ∈ J and
the map Flt,t0 : Ωt,t0 → Ωt0,t is a homeomorphism, with inverse Flt0,t. 
A Local factorization of Ck+1-mappings over
Banach spaces
The following lemma is used in the proof of Lemma 10.15. See [6] for a
precursor in the case k = 1; cf. also [15] and [17] for related results.
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Lemma A.1 Let E be a locally convex space, (Z, ‖ · ‖) be a Banach space,
U ⊆ E be open, K ⊆ U a compact subset, k ∈ N0 and f : U → Z be a
Ck+1-map. Then the following holds:
(a) There exist a continuous linear map q : E → F to a Banach space F ,
a Ck-function
g : Q→ Z
on an open subset Q ⊆ F , and an open subset V ⊆ U with q(V ) ⊆ Q
such that K ⊆ V and
g ◦ q|V = f |V .
(b) If E = E1 × · · · × Em with locally convex spaces E1, . . . , Em and U =
U1 × · · · × Um with open subsets Uj ⊆ Ej for j ∈ {1, . . . , m}, we can
achieve in (a) that V = V1 × · · · × Vm with open subsets Vj ⊆ Uj,
F = F1 × · · · × Fm with Banach spaces Fj, Q = Q1 × · · · × Qm with
open subsets Qj ⊆ Fj and q = q1×· · ·×qm with continuous linear maps
qj : Ej → Fj such that qj(Vj) ⊆ Qj, for all j ∈ {1, . . . , m}.
The following concepts are useful for the proof.
A.2 If E is a locally convex space and p a continuous seminorm on E, then
N := {x ∈ E : p(x) = 0} is a vector subspace of E and ‖x+ N‖p := p(x) is
well defined for x + N ∈ Ep := E/N and provides a norm ‖ · ‖p on Ep. If
πp : E → Ep, x 7→ x +N is the canonical map, then ‖πp(x)‖p = p(x) for all
x ∈ E, entailing that
πp(B
p
ε (x)) = B
‖·‖p
ε (πp(x)) for all x ∈ E and ε > 0. (37)
We let E˜p be a completion of Ep with Ep ⊆ E˜p and use the same notation,
‖ · ‖p, for the norm on E˜p. We write π˜p for πp, considered as a map to E˜p.
Lemma A.1 (a) follows immediately from the next lemma, which we prove
instead. And also Lemma A.1 (b) follows: If E = E1 × · · · × Em and U =
U1×· · ·×Um, we let prj : E → Ej be the projection onto the jth component
for j ∈ {1, . . . , m} and set Kj := prj(K) ⊆ Uj. After increasing K, we may
assume that K = K1 × · · · × Km. For P as in Lemma A.3, there exists
continuous seminorm p ≥ P on E satisfying
p(x1, . . . , xm) = max{p1(x1), . . . , pm(xm)} for all (x1, . . . , xm) ∈ E
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with continuous seminorms pj on Ej (for example, we can take pj(xj) :=
mP (0, . . . , 0, xj, 0, . . . , 0) with xj in the jth slot). For any such, we have
E˜p ∼= E˜p1 × · · · × E˜pm
in a natural way and Qp := π˜p(K) + B
E˜p
1 (0) corresponds to Q1 × · · · × Qm
with Qj := π˜pj (Kj) +B
E˜pj
1 (0).
Lemma A.3 Let E be a locally convex space, (Z, ‖ · ‖) be a Banach space,
U ⊆ E be open, K ⊆ U a compact subset, k ∈ N0 and f : U → Z be a C
k+1-
map. Then there exists a continuous seminorm P on E with K+BP1 (0) ⊆ U
with the following property: For each continuous seminorm p on E such that
p ≥ P pointwise, there exists a Ck-map
g : Qp → Z
on the open subset Qp := π˜p(K) + B
E˜p
1 (0) of E˜p such that g ◦ π˜p|Vp = f |Vp
holds for the open subset Vp := K +B
p
1(0) ⊆ U with K ⊆ Vp.
Proof of Lemma A.1. The proof is by induction on k. The case k = 0: We
assume that f is C1. There exists M ∈ ]0,∞[ such that sup ‖f(K)‖ < M .
Let B ⊆ Z be the open unit ball. As df : U × E → Z is continuous and
df(x, 0) = 0 for all x ∈ U , the set (df)−1(B) is an open neighbourhood of
K × {0} in U × E. By the Wallace Lemma, there exist an open subset
O ⊆ U with K ⊆ O and an open 0-neighbourhood W ⊆ E such that
O ×W ⊆ (df)−1(B). After shrinking O, we may assume that
‖f(x)‖ < M for all x ∈ O. (38)
After shrinking W , we may assume that K + 2W ⊆ O and W = BP1 (0) for
a continuous seminorm P on E. Then
‖df(x, y)‖ ≤ P (y) for all x ∈ O and y ∈ E.
We now define V := K +W . Let y, z ∈ V . If z − y ∈ W , pick x ∈ K such
that y−x ∈ W . Then z−x = (z−y)+(y−x) ∈ 2W and thus y, z ∈ x+2W ,
which is a convex set contained in O. By the Mean Value Theorem,
‖f(z)− f(y)‖ =
∥∥∥∥∫ 1
0
df(y + t(z − y), z − y) dt
∥∥∥∥
≤
∫ 1
0
‖df(y + t(z − y), z − y)‖ dt ≤ P (z − y).
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If z − y 6∈ W , then P (z − y) ≥ 1 and thus
‖f(z)− f(y)‖ ≤ ‖f(z)‖ + ‖f(y)‖ ≤ 2M ≤ 2M P (z − y).
Thus, after replacing P with max{1, 2M}P (and shrinkingW and V accord-
ingly), we may assume ‖f(z)− f(y)‖ ≤ P (z − y) for all y, z ∈ V . Hence
‖f(z)− f(y)‖ ≤ p(z − y) for all y, z ∈ Vp (39)
for each continuous seminorm p on E such that p ≥ P pointwise, with
Vp := K +B
p
1(0). Note that
πp(Vp) = πp(K) +B
Ep
1 (0)
is open in Ep. If y, z ∈ Vp such that πp(y) = πp(z) and thus p(z− y) = 0, we
have f(y) = f(z) by (39), showing that
hp : πp(Vp)→ Z, πp(y) 7→ f(y)
is well defined. By construction, hp ◦ πp|Vp = f |Vp. Note that πp(Vp) =
πp(K) +B
Ep
1 (0) is dense in
Qp := πp(K) +B
E˜p
1 (0).
Moreover, hp is Lipschitz continuous (and thus uniformly continuous), since
‖hp(πp(z))− hp(πp(y))‖ = ‖f(z)− f(y)‖ ≤ p(z − y) = ‖πp(z)− πp(y)‖p
for all y, z ∈ Vp. As (Z, ‖ · ‖) is complete, the uniformly continuous map hp
has a unique uniformly continuous extension
gp : Qp → Z.
Then gp ◦ π˜p|Vp = hp ◦ πp|Vp = f |Vp.
To perform the induction step, let f be Ck+2 and assume that the assertion
of the lemma holds for k. Let P , Vp, and gp : Qp → Z for p ≥ P be as in the
step k = 0. The map df : U ×E → Z is Ck+1 and K ×{0} a compact subset
of U ×E. By the inductive hypothesis, there is a continuous seminorm R on
E × E such that (K × {0}) +BR1 (0) ⊆ U × E and there exists a C
k-map
hr : Sr → Z
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on Sr := π˜r(K × {0}) + B
(E×E)˜r
1 (0) such that hr ◦ π˜r|Wr = df |Wr on Wr :=
(K×{0})+Br1(0), for each continuous seminorm r on E×E such that r ≥ R.
Note that
p(x) := max{P (x), 2R(x, 0), 2R(0, x)}
defines a continuous seminorm on E such that p ≥ P . Moreover, r(x, y) :=
max{p(x), p(y)} defines a continuous seminorm on E ×E with r ≥ R. Then
Wr = Vp ×B
p
1(0) and Sr = Qp × B
E˜p
1 (0),
identifying (E × E)˜r with E˜p × E˜p.
We now show that the directional derivative dgp(x, y) exists for all x ∈ Qp∩Ep
and y ∈ B
Ep
1 (0), and is given by
dgp(x, y) = hr(x, y).
There exists z ∈ K such that
x ∈ Ep ∩ (π˜p(z) +B
E˜p
1 (0)) = Ep ∩ B
E˜p
1 (π˜p(z)) = B
Ep
1 (πp(z)).
Let ε > 0 such that ‖x− πp(z)‖p+ ε < 1. Let a ∈ B
p
1(z) such that πp(a) = x
and b ∈ Bp1(0) such that πp(b) = y. Then p(a+ sεb− z) ≤ p(a− z) + εp(b) =
‖x − πp(z)‖p + ε‖y‖p < 1 for all s ∈ [−1, 1], whence a + sεb ∈ B
p
1(z). For
0 6= t ∈ ]−ε, ε[, we get
gp(x+ ty)− gp(x)
t
=
1
ε
gp(x+ (t/ε)(εy))− gp(x)
(t/ε)
=
1
ε
f(a+ (t/ε)(εb))− f(a)
(t/ε)
→
1
ε
df(a, εb) = df(a, b) = hr(x, y)
as t→ 0, as we set out to show.
For all (x, y) ∈ (Qp ∩ Ep)× Ep and s > 0 such that y ∈ sB
Ep
1 (0), the direc-
tional derivative dgp(x, s
−1y) exists by the preceding, whence also dgp(x, y) =
dgp(x, s(s
−1y)) exists by a standard argument, and is given by
dgp(x, y) = sdgp(x, s
−1y) = shr(x, s
−1y). (40)
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Thus d(gp|Qp∩Ep) : (Qp∩Ep)×Ep → Z exists and is a C
k-map, since the sets
Us := (Qp∩Ep)×sB
Ep
1 (0) form an open cover of (Qp∩Ep)×Ep for s ∈ ]0,∞[
and d(gp|Qp∩Ep)(x, y) is C
k in (x, y) ∈ Us, being given by (40). Thus gp|Qp∩Ep
is Ck+1 and thus C1.
For each x0 ∈ Qp, there exists ρ > 0 such that B
E˜p
2ρ (x0) ⊆ Qp. Let Ω :=
B
E˜p
ρ (x0). We show that gp|Ω is C
k+1; as such sets Ω form an open cover
of Qp, this implies that gp is C
k+1. The function
∆: Ω× B
E˜p
1 (0)× ]−ρ, ρ[→ Z, (x, y, t) 7→
∫ 1
0
hr(x+ sty, y) ds
is continuous, being a parameter-dependent integral (see, e.g., [19]). For
(x, y) ∈ (Ω ∩ Ep)×B
Ep
1 (0) and 0 6= t ∈ ]−ρ, ρ[, we have
∆(x, y, t) =
∫ 1
0
d(gp|Qp∩Ep)(x+ sty, y) ds =
gp(x+ ty)− g(x)
t
, (41)
by the Mean Value Theorem. Note that the right-hand side of (41) defines
a continuous Z-valued function on Ω × B
E˜p
1 (0) × (]−ρ, ρ[ \{0}), in which
(Ω∩Ep)×B
Ep
1 (0)× (]−ρ, ρ[ \{0}) is dense. As also the left-hand side defines
a continuous function there and Z is Hausdorff, we deduce that
∆(x, y, t) =
gp(x+ ty)− g(x)
t
for all Ω×B
E˜p
1 (0)× (]−ρ, ρ[ \{0}).
Letting t→ 0, we see that dgp(x, y) exists for all x ∈ Ω and y ∈ B
E˜p
1 (0), and
is given by
dgp(x, y) = ∆(x, y, 0) = hr(x, y).
As above, we deduce from this that gp|Ω as C
k+1. 
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