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Journal	trees,	one	trained	on	distorted	versions	of	the	original	Wall Street Journal trees, and 
the	third	trained	on	the	union	of	the	original	and	distorted	versions.	The	first	two	information	
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	 To	 train	our	machine-learning-based	error	detectors,	we	use	a	 large	corpus	of	well	
formed	sentences	and	an	equally	large	corpus	of	ill	formed	sentences.	To	obtain	the	ill	formed	
sentences,	we	automatically	introduce	errors	into	the	sentences	in	the	original	well	formed	
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The Nature of the Pattern
There	are	many	possible	features	of	a	sentence	to	which	an	error	detection	pattern	can	refer.	
















The Nature of the Data























	 While	all	 these	methods	only	use	positive	reference	data,	 it	should	be	noted	that	a	
small	amount	of	negative	data	(i.e.,	an	error	corpus)	is	necessary	to	tune	the	system	param-
eters	(e.g.,	type	of	patterns,	frequency	thresholds,	etc.)	before	testing	the	final	system	on	
unseen test data. 
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positive	 training	 data	 consists	 of	 sentences	 taken	 from	 the	British	National	 Corpus	 (BNC)	
(Burnard,	2000).	The	negative	training	data	is	artificially	generated	by	automatically	distort-
ing	BNC	sentences.	 In	order	 to	ensure	 that	 this	distortion	process	 is	 realistic,	 it	has	been	
designed	to	replicate	the	errors	found	in	a	corpus	of	ungrammatical	sentences.	Our	primary	
motivation	for	using	artificial	error	data	 is	that	our	classifier	requires	tens	of	thousands	of	


















We	create	negative	data	 for	our	 classifier	by	using	an	automatic	error	 creation	procedure	
which	accepts	as	 input	a	POS-tagged	sentence	and	outputs	a	deviant	version	of	 the	 input	

























Missing	word I’m not sure what I’m up tomorrow.
I am psychologist.
Extra	word Why is do they appear on this particular section? 
Is our youth really in in such a state of disrepair?
Real-word	spelling Yoga brings peace and vitality to you life. 
We can order then directly from the web.
Agreement I awaits your response. 
The first of these scientist begin in January.
Verb	form Brent would often became stunned by resentment. 
I having mostly been moving flat.
	 Foster’s	error	corpus	also	contains	instances	of	covert	errors	(James,	1998)	or	errors	
which	result	in	structurally	well	formed	sentences	with	interpretations	different	from	the	in-
tended	ones.	An	example	is	the	sentence	We can order then directly from the web.	Because	
the	errors	in	the	corpus	were	observed	in	their	discourse	context,	it	was	clear	that	a	real-word	
spelling	error	had	been	produced	and	that	the	intended	sentence	was,	in	fact,	We can order 
























same	POS	tag	(Why is do they appear in this section?).	Adjectives	are	the	only	exception	















1993;	Horváth,	 1999;	 PELCRA:	 Polish	 and	English	 Language	Corpora	 for	
Research	and	Applications,	2004),
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2.	 transcribed	spoken	language	produced	by	 learners	of	English	at	all	 levels	
(4,602 sentences),3 
3.	 sentences	 containing	mass	 noun	 errors	 produced	 by	Chinese	 learners	 of	













and	hence	would	likely	be	corrected	by	a	language	teacher	such	as	I became even devoted 


















It is one of reason I became interested in English	was	corrected	by	changing	the	number	of	
the	noun	reason	and	inserting	the	preposition	of	before	the	noun.	
Mass noun error corpus
The	sentences	in	this	corpus	were	found	on	the	internet	and	were	produced	by	Chinese	learn-
ers	of	English.	Each	sentence	contains	an	error	involving	a	mass	noun,	for	example,	I learnt a 
few knowledge about the Internet.	Brockett	et	al.	(2006)	corrected	the	sentences,	resulting	
in	a	parallel	corpus.	
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Held-out data from the Foster error corpus
This	is	a	very	small	parallel	corpus	which	was	collected	after	completion	of	the	error	corpus	
which	we	use	as	a	basis	 for	our	artificial	 error	 creation	procedure	 (see	above	and	Foster,	
2005).	This	corpus	was	compiled	in	the	same	way	as	the	main	corpus	(i.e.,	the	sentences	
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matical): Essays:	145/350,	Spoken:	4285/500,	Mass Noun:	123/123,	Foster 44:	44/54
Method	all3	performs	best	on	the	held-out	section	of	the	corpus	of	naturally	occurring	errors	
that	informed	our	automatic	error	insertion	procedure	(Foster 44).	In	contrast,	the	results	
for	Essays and Mass Noun	data	are	poor.	At	70%	accuracy	on	the	grammatical	side	of	the	
corpora,	the	baseline	of	randomly	flagging	30%	of	all	sentences	is	surpassed	by	only	10	per-


















































Melissa round a corner → She steered round a corner).
2	One	exception	is	a	noun	phrase	containing	a	list	of	coordinated	adjectives,	for	example,	the green, 












outputs	its	prediction.	In	the	case	of	two	classifiers	A and B,	there	is	only	one	parameter	p	by	which	A is 
chosen.	(B	is	chosen	with	probability	1	-	p.)	Let	a1, …, an and b1, …, bn	be	the	accuracies	of	A and B	on	
n test sets (n	=	2	in	our	evaluation).	Then	the	expectation	values	of	the	accuracies	of	the	interpolating	
classifier	are	ci = p	X	ai + (1- p)	X	bi	for	i = 1, …, n,	that	is,	they	fall	on	the	line	connecting	ai and bi. 
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