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Les complexes métallo-organiques au cuivre (II), une nouvelle famille d’inhibiteurs de la 
protéase du virus de l’immunodéficience humaine de type 1 
 
par Marie Ledecq 
 
Résumé 
La protéase du VIH-1 est une cible de choix dans le traitement du SIDA, car l’inhibition de 
son activité protéolytique contrecarre la réplication virale. Dans ce contexte, une approche de 
conception de novo d’inhibiteurs non peptidiques de cet enzyme, réalisée au sein de notre 
laboratoire, avait permis d’épingler une famille originale de complexes métallo-organiques au 
cuivre (II). Au cours de cette thèse, nous avons entrepris la caractérisation physico-chimique 
et structurale de ces composés afin d’élucider leur mode d’interaction avec la protéase, en 
nous appuyant sur diverses techniques expérimentales (DRX, RPE, ESI-MS) et théoriques 
(mécanique moléculaire, SIBFA). En particulier, nous avons montré que la stabilité 
thermodynamique de ces complexes en solution était indispensable à toute activité biologique. 
L’adaptation de la méthode SIBFA aux complexes au cuivre (II) nous a permis d’étudier les 
phénomènes énergétiques intervenant dans leur stabilité. Enfin, nous avons réuni les critères 
structuraux responsables de l’activité anti-protéolytique de ces complexes au sein d’un 





Metallo-organic copper(II) complexes as a new family of HIV-1 protease inhibitors 
 
by Marie Ledecq 
 
Abstract 
HIV-1 protease is a main target for the AIDS treatment, because its inhibition blocks the viral 
replication. De novo drug design, previously conducted in our laboratory, had pointed out 
several copper (II) chelates as a new family of non peptidic protease inhibitors. In order to 
provide a better understanding of their structure-activity relationships, we performed the 
physico-chemical characterization of these compounds using experimental (XRD, EPR, ESI-
MS) and theoretical (molecular mechanics, SIBFA method) techniques. We demonstrated that 
the thermodynamic stability of the complexes is an essential property to provide inhibitory 
activity. The SIBFA procedure adapted to copper (II) complexes helped us to study the 
energetics involved in the stability process. From our results, we derived a pharmacophore 
model describing the structural properties needed to achieve a good inhibition of the enzyme. 
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Le VIH 1 
Préambule 
 
Tout au long de ce manuscrit, nous vous décrirons la caractérisation en vue du 
développement d'une nouvelle famille d'inhibiteurs de type métallo-organique dirigés 
contre la protéase du virus de l'immunodéficience humaine. Dans un premier temps, 
cette introduction générale nous permettra d'aborder le contexte de ce travail en 
répondant à deux questions fondamentales : pourquoi choisir d'étudier de nouvelles 
familles d'inhibiteurs de la protéase du virus de l'immunodéficience humaine et 
comment y arriver. 
Le point 1 décrira le virus, son mode d'action ainsi que l'arsenal thérapeutique 
existant à l'heure actuelle. Au travers de ces quelques paragraphes, nous comprendrons 
qu'il est toujours urgent de mettre au point de nouveaux médicaments anti-viraux. Le 
point 2 s'attardera sur la protéase et les différentes approches thérapeutiques dont elle a 
fait l'objet. Nous verrons que cet enzyme extrêmement bien caractérisé est une cible 
idéale pour développer de nouvelles stratégies de conception de médicaments. Le point 
3 montrera que ce travail s'inscrit dans un projet plus ancien initié au sein du 
Laboratoire de Chimie Moléculaire Structurale, projet qui a permis de découvrir une 
famille originale d'inhibiteurs métallo-organiques. Ce type de molécule est étudié dans 
le contexte d'une discipline passionnante, au succès de plus en plus affirmé : la chimie 
bio-inorganique développée au point 4. 
 
 
1. Le Virus de l'Immunodéficience Humaine 
 
1.1.  Le SIDA, Syndrome de l'ImmunoDéficience Acquise 
 
Au début de l'été 1981, deux rapports du Centre de Contrôle des Maladies 
d'Atlanta (Center for Diseases Control, CDC) recensèrent l'apparition simultanée de 
plusieurs cas de maladies extrêmement rares : une pneumonie induite par un 
protozoaire, le Pneumocystis carinii ainsi que le sarcome de Kaposi1,2 affectant de 
jeunes homosexuels californiens. L'association atypique de ces deux maladies qui, 
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jusqu'alors, ne touchaient que des sujets âgés ou sous thérapie immunosuppressive, fit 
postuler l'apparition d'un nouveau syndrome caractérisé par un état immunodéprimé. 
Cet état immunodéprimé est dû à un déficit en lymphocytes T4 qui assurent la 
régulation de la réponse immunitaire, ouvrant ainsi la voie à toute une série d'agents 
pathogènes qu'un système immunitaire sain contrôle facilement : les maladies 
opportunistes. Le nouveau syndrome fut appelé SIDA, Syndrome de 
l'ImmunoDéficience Acquise. Au même moment, en France, les Professeurs 
Rozenbaum, Leibowitch et Mayau étaient confrontés à des patients présentant des 
symptômes similaires. Il s'agissait, pour la plupart, de personnes ayant résidé en 
Afrique3. En quelques mois, les cas se multiplièrent, laissant présager une épidémie 
internationale de grande ampleur qui n'épargnait ni les hétérosexuels, ni les femmes, ni 
les enfants. 
On établit rapidement l'origine virale de cette maladie infectieuse se 
transmettant par voie sanguine ou sexuelle. En 1983, les équipes française du 
Professeur Montagnier4 et américaine du Professeur Gallo5 isolèrent simultanément 
l'agent pathogène du SIDA : le Virus de l'Immunodéfience Humaine, ou VIH-1. On 
découvrit par la suite qu'il existe plusieurs souches virales de virulence variable. Parmi 
elles, le VIH-2 touche principalement les populations d'Afrique de l'Ouest. Il semble 
moins pathogène et mène plus lentement au SIDA6. On pense actuellement que 
l'épidémie a commencé en Afrique bien avant les années 80 par la transmission à 
l'homme du VIS, virus de l'Immunodéficience Simienne touchant les populations de 
chimpanzés et de mangabeys7. 
La communauté scientifique se mobilisa très rapidement pour trouver des 
moyens de lutter contre l'épidémie. Au début des années 80, une prévention efficace, 
notamment dans la communauté homosexuelle californienne, permit de limiter 
l'apparition de nouveaux cas de SIDA. Parallèlement, la compréhension des 
mécanismes de réplication du virus orientèrent les efforts vers la conception 
d'inhibiteurs de deux enzymes viraux : la transcriptase inverse et la protéase. Ainsi, 
l'homologation de l'AZT, en 1987, ouvrit l'ère des thérapies anti-VIH. Quelques 
années plus tard, l'apparition d'une nouvelle classe de médicaments, les antiprotéases, 
puis leur utilisation conjointe avec des inhibiteurs de la transcriptase inverse permit de 
faire chuter le nombre de décès de plus de 60 %, entre 1994 et 1997 8 (Figure 1.1.). De 
grands espoirs furent placés dans ces multithérapies, laissant même penser que le 
SIDA pourrait dorénavant être traité comme une maladie chronique, telle que le 
diabète ou l'hypertension9.  
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Figure 1.1.  Mortalité et fréquence d'utilisation d'une multithérapie incluant un inhibiteur de 
protéase parmi les patients infectés par le VIH 8. 
Actuellement, l'enthousiasme initial est retombé. Même si les multithérapies, 
appelées aujourd'hui HAART (Highly Active AntiRetroviral Therapies), ont 
considérablement amélioré le quotidien et prolongé la survie de la plupart des patients, 
elles n'ont néanmoins pas permis d'éradiquer le virus. En effet, l'efficacité des 
médicaments est rapidement contrecarrée par l'apparition de souches mutantes du virus 
résistantes aux traitements ; des effets secondaires à court et à long terme sont 
fréquents et l'interruption du traitement entraîne une recrudescence de la virulence de 
la maladie. De plus, l'annonce médiatique de la découverte de nouvelles thérapies plus 
efficaces a affaibli le travail de prévention, entraînant une résurgence des 
comportements à risque. Dans nos sociétés industrialisées, l'épidémie continue à 
progresser, lentement mais sûrement… Ainsi, on recense, en Belgique, à l’heure 
actuelle, une moyenne de trois infections par jour. Vingt ans après le début du combat 
contre le VIH, les résultats se marquent donc chez nous en demi-teintes10,11. 
Dans le reste du monde, il en va tout autrement, comme en témoignent ces 
quelques chiffres10,12. Globalement, 40 millions de personnes sont atteintes du VIH 
dans le monde ; l'épidémie a déjà fait 20 millions de morts et 750 mille bébés naissent 
infectés chaque année. Parmi les 40 millions de personnes touchées, 28.5 millions 
vivent en Afrique sub-saharienne, 5.6 millions en Asie du sud et du sud-est, et un 
million en Europe de l'est et en Asie centrale13-15. La Chine, l'Inde et la Russie vivent 
une progression fulgurante de l'épidémie 16.  
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Mais c'est en Afrique que la 
situation dépasse ce que les pires 
scénarios catastrophes prédisaient il y a 
quelques années17. Ce continent n'a accès 
à aucun des traitements disponibles 
aujourd'hui et comptabilise plus de 80% 
des décès dus au SIDA (Figure 1.2.). 
Dans certains pays d'Afrique du Sud, 
comme le Botswana, le Lesotho ou le 
Zimbabwe, plus d'un tiers de la 
population est touché par le virus ; on 
prévoit que l'espérance de vie tombera de 
60 ans en 1990, à 30 ans en 2010 18 et 
qu'un adolescent de 15 ans aujourd'hui 
n'aura sans doute guère plus d'une chance 
sur dix d'échapper au virus19. Les 
conséquences sociales et économiques 
sont évidemment dramatiques puisque 
c'est la tranche de la population la plus 
active qui est décimée. Il en résulte un 
appauvrissement général, un accès à 
l'éducation et aux soins diminué, une 
insécurité croissante18,19. Il ne fait aucun 
doute qu'il est vital d'aider ces pays à 
avoir accès à des politiques de prévention 
efficaces mais surtout aux soins et aux 
thérapies disponibles aujourd'hui 3,13,20. 
Figure 1.2.  Nombre de décès dus au SIDA
aux Etats-Unis et en Afrique sub-
saharienne depuis 1980 736. 
 
 
1.2 Le VIH-1, un rétrovirus très efficace 
 
Dès 1982, R. Gallo émit l'hypothèse qu'un rétrovirus humain était à l'origine des 
manifestations du SIDA. Ce chercheur avait, deux ans plus tôt, montré que les 
rétrovirus peuvent s'attaquer à l'homme en isolant le HTLV (Human T-cell Leukemia 
Virus), un virus ciblant lui aussi le système immunitaire et induisant des leucémies 
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chez les personnes infectées21. Les rétrovirus ont la particularité d'avoir un génome 
constitué d'ARN et non d'ADN, comme la plupart des organismes vivants. Pour 
intégrer son matériel génétique à celui de la cellule hôte, et ainsi détourner la 
machinerie cellulaire à son profit, il doit au préalable être transcrit en ADN. A cette 
fin, il dispose d'un enzyme qui lui est propre, la transcriptase inverse, dont nous 
reparlerons plus loin.  
 
Le VIH fait en outre partie de la famille des lentivirus car les symptômes du 
SIDA n'apparaissent qu'après une assez longue période d'incubation22. En effet, le 
virus se propage d'une personne à une autre, généralement lors des relations sexuelles, 
par exposition directe à du sang contaminé ou par transmission de la mère à l'enfant 
lors de l'accouchement ou de l'allaitement. Une fois dans l'organisme, le VIH envahit 
certaines cellules immunitaires comme les lymphocytes T4 ou les macrophages, qui 
possèdent sur leur surface des récepteurs CD4 (d’où leur nom : cellules CD4+).  
Au début de l'infection, le virus se multiplie rapidement : la concentration en 
particules virales augmente dans le sang, tandis que de nombreuses cellules CD4+ sont 
rapidement détruites. Cette destruction est due au bourgeonnement massif de 
nouveaux virions, qui endommage considérablement la membrane de la cellule 
infectée23, et aux attaques des lymphocytes T cytotoxiques qui reconnaissent une 
agression extérieure24. La formation de syncytia, résultant de la fusion de plusieurs 
cellules*25, et la capacité du VIH à provoquer l’apoptose** chez certaines cellules 
voisines d’une cellule infectée24 contribuent également à l’affaiblissement des 
défenses immunitaires. Après trois semaines environ de cette phase aiguë, de 
nombreuses personnes ont des symptômes qui évoquent une mononucléose.  
Ces signes disparaissent en moins de trois semaines, lorsque le système 
immunitaire reprend le dessus en limitant le nombre de particules virales dans le sang. 
Cette activité protectrice intense n'élimine cependant pas tous les virus. Six mois 
environ après la contamination, un équilibre s'établit entre la réplication virale et la 
réponse du système immunitaire. Il s'écoule en moyenne entre huit et dix ans avant que 
les complications graves du SIDA n'apparaissent. Pendant cette phase chronique 
prolongée, les personnes séropositives sont apparemment en bonne santé car leur 
                                                 
* Lorsqu’une cellule infectée exprime les protéines d’enveloppe du VIH sur sa surface, elle peut 
reconnaître les récepteurs CD4 d’une cellule voisine et fusionner avec elle, provoquant ainsi sa 
contamination et la formation d’une cellule géante polynucléaire appelée syncytium. 
** Apoptose : terme désignant la destruction programmée d’une cellule. 
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concentration en cellules CD4+ reste suffisante pour que le système de défense 
réagisse aux autres agents pathogènes.  
Cette concentration diminue néanmoins progressivement. Lorsqu'elle devient 
inférieure à environ 200 cellules CD4+ par millimètre cube de sang, le SIDA apparaît. 
La concentration en particules virales augmente alors rapidement, et les micro-
organismes que le système immunitaire tient normalement en échec prolifèrent, 
déclenchant des infections opportunistes potentiellement mortelles, comme les 
pneumonies à Pneumocystis Carinii, le syndrome de Kaposi, la toxoplasmose ou 
certaines formes de démence. Lorsque ces maladies apparaissent, le malade meurt en 
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Figure 1.3.  Evolution, au cours du temps, de la charge virale d’un patient et de son taux de cellules 
CD4+27. 
 
Les particules de VIH-1 se présentent sous une forme sphérique dont le 
diamètre varie entre 1000 et 3000 Å 28. Le virus mature dispose d'une membrane 
formée d'une bicouche lipidique criblée de glycoprotéines de surface (SU, ou gp120) 
et traversée par des glycoprotéines dites transmembranaires (TM, ou gp41). Ancrées 
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sous la membrane, les protéines de matrice (MA, ou p17) forment une sous-couche. 
Les protéines de capside (CA, ou p24) délimitent le cœur du virus, en forme de cône. 
Celui-ci renferme les deux brins d'ARN génomiques recouverts par les protéines de 
nucléocapside (NC, ou p7). Outre ces protéines de structure, le virus contient les 
enzymes viraux nécessaires à sa réplication : la transcriptase inverse (TI), l'intégrase 
(IN) et la protéase (PR). D'autres protéines virales (p6, Tat, Rev, Vif, Nef, Vpr et Vpu) 














Figure 1.4.  Représentation schématique du VIH. 
 
Le génome du VIH-129,30 est constitué de trois gènes principaux, communs à 
tous les rétrovirus : le gène gag (pour Group-specific AntiGen) codant pour les 
protéines de matrice, de capside, de nucléocapside et pour la protéine p6 ; le gène pol 
(pour POLymérase) codant pour les enzymes viraux, la protéase, la transcriptase 
inverse et l'intégrase ; le gène env (pour ENVeloppe) codant pour les protéines 
d'enveloppe, les glycoprotéines transmembranaire et de surface. En outre, on trouve 
six gènes supplémentaires codant pour des protéines dites accessoires et assurant 
différents rôles de régulation : Tat, Rev, Vif, Nef, Vpu et Vpr. Ces neuf gènes sont 
classiquement encadrés par deux séquences appelées LTR, Longues Répétitions 
Terminales, qui permettent d'activer les enzymes de la cellule hôte et d'amorcer le 
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phénomène de traduction de l'ADN proviral intégré dans le génome cellulaire en ARN 
(Figure 1.5). 
 













Figure 1.5.  Organisation du génome du VIH-1. 
 
Toutes ces protéines assurent différents rôles dans le cycle de réplication du 
virus, que l'on peut décomposer en huit étapes principales 31, reprises à la figure 1.6. 
 
I.  Reconnaissance et pénétration 32 
Le VIH infecte les cellules exprimant 
simultanément à leur surface des récepteurs 
CD4 ainsi que certains récepteurs à 
chémokines. Les principaux récepteurs à 
chémokines reconnus par le virus sont les 
récepteurs CCR5 exprimés par les 
monocytes, les macrophages, les cellules 
dendritiques ainsi que les lymphocytes T 
activés, et les récepteurs CXCR4 exprimés 
par les autres lymphocytes T. Les deux 
glycoprotéines virales d'enveloppe, gp120 et 
gp41, toutes deux associées sous forme de 
trimères, ont chacune des rôles spécifiques 
dans la liaison et la fusion à la cellule hôte. 
Dans un premier temps, gp120 se lie aux 
récepteurs CD4, ce qui entraîne des 
changements conformationnels au sein des 
deux protéines d'enveloppe. Le domaine de 
























Figure 1.6.  Cycle de réplication du VIH-1. 
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exposé à la surface de gp120 permettant la liaison à ce deuxième type de récepteur. De 
nouveaux changements conformationnels libèrent ensuite l'extrémité N terminale 
hydrophobe de gp41 que l'on appelle peptide de fusion. Il s'insère en effet dans la 
membrane de la cellule hôte entraînant ainsi la fusion des membranes virale et 
cellulaire. La capside pénètre alors dans le cytoplasme de la cellule hôte. Les protéines 
de capside se désolidarisent pour s'associer avec une protéine cellulaire, la 
cyclophyline A, et libèrent ainsi le contenu du cœur du virus. 
 
II. Transcription inverse  
 Après la pénétration du virus dans la cellule hôte, un complexe nucléoprotéique 
se forme, comprenant l'ARN viral ainsi que les protéines de matrice et de 
nucléocapside, l'intégrase, la transcriptase inverse et la protéine Vpr. On appelle cet 
ensemble Complexe de PréIntégration (CPI) car il va accompagner le matériel 
génétique du virus depuis son entrée dans le cytoplasme jusqu'au noyau où il sera 
intégré dans un chromosome cellulaire33,34. Au sein de ce complexe de préintégration 
va se dérouler une étape cruciale du cycle de réplication : la transcription inverse qui 
caractérise les rétrovirus. En effet, l'ARN viral doit être converti en un double brin 
d'ADN afin d'être intégré dans le génome cellulaire. Cette conversion est catalysée par 
la transcriptase inverse35 qui possède trois fonctions enzymatiques : dans un premier 
temps, l'activité polymérase ARN-ADN permet de copier la matrice d'ARN en ADN ; 
ensuite l'activité ribonucléase H (Rnase H) dégrade la matrice d'ARN après sa 
transcription ; enfin l'activité polymérase ADN-ADN fabrique une seconde copie 
d'ADN à partir du premier brin obtenu. Ce double brin d'ADN viral peut dès lors être 
intégré dans le génome cellulaire. Les protéines de nucléocapside, liées à l'ARN viral, 
secondent la transcriptase inverse en stimulant l'initiation du processus de transcription 
inverse36. Ce processus implique également la protéine virale Vif, qui permet de 
protéger le matériel génétique viral des attaques de certaines protéines cellulaires37-42. 
Notons, en outre, que la transcriptase inverse ne possède pas d'activité correctrice, ce 
qui entraîne un taux de mutation fort élevé lors de la transcription de l'ARN en ADN. 
Cependant, on pense que la protéine virale Vpr43 rétablit une certaine fidélité à la 
réplication du génome viral en recrutant au sein du CPI un enzyme cellulaire spécialisé 




III.  Transport vers le noyau 
Le CPI incluant le génome viral sous forme d'un double brin d'ADN migre vers 
le noyau de la cellule44. Deux mécanismes permettent d'atteindre les chromosomes 
cellulaires. D'une part, dans les cellules entrant en division lors de la mitose, la 
membrane nucléaire disparaît et ouvre ainsi le passage au CPI. D'autre part, le VIH est 
capable de se répliquer au sein de cellules au repos, comme les macrophages. En effet, 
un mécanisme de transport actif (nécessitant de l'énergie) permet au CPI de pénétrer 
dans le noyau : le CPI se lie à une protéine cellulaire appartenant à la famille des 
karyophérines α via une séquence basique appelée NLS (Nuclear Localization Signal) 
que l'on retrouve à la fois sur la protéine de matrice45 et l'intégrase46. La liaison de la 
protéine Vpr à un deuxième site de la karyophérine α est également indispensable, car 
elle augmente l'affinité de celle-ci pour le NLS de la protéine de matrice ou de 
l'intégrase47. La karyophérine α  forme un hétérodimère avec la karyophérine 
β48. Cette dernière dirige le CPI à l'intérieur du complexe protéique formant les pores 
de la membrane nucléaire. Enfin, d'autres protéines cellulaires catalysent la séparation 
du CPI et de l'hétérodimère karyophérine α/β, le libérant ainsi à l'intérieur du noyau. 
Parmi les rétrovirus, seule la famille des lentivirus à laquelle appartient le VIH, 
possède cette capacité de traverser la membrane nucléaire de la cellule hôte en dehors 
des phases de mitose.  
 
IV.  Intégration49 
Le processus d'intégration de l'ADN viral dans l'ADN cellulaire est catalysé par 
l'intégrase. Cet enzyme clive deux nucléotides aux extrémités 3' de l'ADN viral, 
rendant ainsi accessibles deux groupements hydroxyles. L'intégrase catalyse ensuite 
leur réaction avec l'ADN cellulaire, ce qui initie l'intégration. Les étapes suivantes, 
vraisemblablement prises en charge par des enzymes cellulaires, comprennent le 
clivage des extrémités 5' de l'ADN viral et le lien final à l'ADN de la cellule hôte. Dès 
lors, l'ADN proviral se multiplie en même temps que les gènes de la cellule infectée, à 
chaque division cellulaire. On rapporte également que les protéines de nucléocapside 
pourraient stimuler le processus d'intégration50. 
 
V.  Transcription et transfert de l'ARNm dans le cytoplasme 
La production de nouvelles particules virales débute lorsque l'ARN polymérase 
de la cellule infectée transcrit l'ADN viral intégré dans le génome cellulaire. Cette 
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transcription de l'ADN viral en ARN est régulée par des facteurs de transcription 
cellulaires mais aussi par la protéine virale Tat43,51,52. En effet, lorsque ces facteurs 
sont en concentration suffisante dans la cellule, la transcription commence. Sur 
l'extrémité 5' de l'ARN produit se situe une séquence appelée TAR. La protéine Tat s'y 
lie de même qu'une protéine cellulaire, la cycline T. Ce complexe recrute à son tour 
une kinase cellulaire qui phosphoryle le domaine C-terminal de l'ARN polymérase 
responsable de la transcription. Cette phosphorylation augmente alors fortement le 
taux de transcription. La protéine virale Nef interagirait avec Tat dans ce processus 
d’activation de la  réplication53.  
Au terme de ce processus, certains brins d'ARN formeront le matériel génétique 
d'une nouvelle génération de virus, tandis que d'autres, désignés sous le terme d'ARN 
messagers, seront destinés à être traduits en précurseurs polyprotéiques par la 
machinerie cellulaire. Cet ARN doit être auparavant exporté dans le cytoplasme. Le 
fonctionnement cellulaire habituel exige qu'il soit au préalable épissé, c'est-à-dire 
débarrassé de ses séquences nucléosidiques non codantes. Dans le cas du VIH, l'ARN 
destiné à former le génome de la nouvelle génération de virus doit cependant rester 
intact et donc conserver ses parties non codantes. La protéine virale Rev51 permet 
l'exportation vers le cytoplasme de l'ARN non épissé. Elle se lie d'une part au domaine 
RRE localisé au niveau du gène env dans l'ARN viral, et d'autre part à une protéine 
cellulaire de la famille des karyophérines qui permet au complexe de traverser le pore 
nucléaire vers le cytoplasme. 
 
VI.  Traduction  
Dans le cytoplasme, la machinerie cellulaire traduit l'ARN messager en deux 
types de précurseurs polyprotéiques : la polyprotéine Pr55gag codée par le gène gag et 
contenant les protéines de structure et la polyprotéine Pr160gag-pol provenant une fois 
sur vingt de la fusion des produits des gènes gag et pol et contenant en plus des 
protéines de structure, les trois enzymes viraux. La protéine de matrice, située à 
l'extrémité N terminale de Pr55gag et Pr160gag-pol joue ici un rôle important54. En effet, 
aidée par la protéine cellulaire chaperon HP6855, elle va permettre la migration des 
deux polyprotéines vers la périphérie de la cellule et leur ancrage dans la face interne 
de la membrane cellulaire. Parallèlement, l'ARN messager correspondant au gène env 
est pris en charge par le réticulum endoplasmique à sa sortie du noyau. Il y est traduit, 
en même temps que les récepteurs cellulaires CD4, en un troisième précurseur 
polyprotéique gp160env. Pour éviter les interactions CD4/gp160env, la protéine virale 
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Vpu dégrade les récepteurs CD4 et permet donc à gp160env d'être transporté à la 
surface de la cellule56-58. 
 
VII.  Bourgeonnement 
Au fur et à mesure de leur synthèse, les différentes polyprotéines se concentrent 
et s'ancrent à la surface de la cellule. L'incorporation de la polyprotéine gp160env au 
sein de la membrane cellulaire est facilitée par la protéine virale Nef51,59. Comme Vpu 
dans le réticulum endoplasmique, Nef dirige les récepteurs CD4 de surface vers les 
lysosymes où ils sont dégradés. La reconnaissance par gp160 des récepteurs CD4 de 
cellules voisines reste cependant possible et caractérise d'ailleurs un mode de 
propagation du virus et de destruction du système immunitaire. Les lymphocytes 
fusionnent en effet entre eux, formant une cellule géante polynucléaire non viable 
appelée syncytium. En outre, Nef et Vpu inhibent l'expression de certaines protéines 
cellulaires, comme les molécules MHC de classe 1 qui permettent d'avertir les 
lymphocytes T8 cytotoxiques que la cellule est infectée et doit être détruite. Cette 
régulation protège donc le virus du système immunitaire du malade.  
Le matériel génétique viral doit également se diriger vers la périphérie 
cellulaire. Les protéines de nucléocapside, par des liaisons spécifiques et non-
spécifiques à l'ARN viral, permettent le transfert à la surface de la cellule du génome 
viral intact60. Lorsque environ 2000 précurseurs gag, 200 précurseurs gag-pol se 
réunissent autour de deux brins d'ARN viral, et que les polyprotéines gp160 sont 
incorporées dans la membrane cellulaire, le nouveau virion encore immature peut 
bourgeonner, en emportant avec lui un morceau de la membrane lipidique cellulaire. 
Le bourgeonnement et la libération de la particule virale sont stimulés par les protéines 
virales Vpu et p6. 
 
VIII. Maturation61 
Le virion nouvellement constitué ne devient infectieux que lorsque les 
polyprotéines qui le constituent sont clivées. Les différentes protéines qui découlent de 
ce clivage se réorganisent en une structure mature et infectieuse (Figure 1.7.). Tandis 
que le clivage du précurseur gp160env est assuré par des endoprotéases cellulaires62, 
celui des polyprotéines Pr55gag et Pr160gag-pol est catalysée par un des trois enzymes 
viraux : la protéase, à laquelle nous nous intéresserons plus particulièrement au cours 
de cette thèse. L'accumulation des précurseurs polyprotéiques gag et gag-pol en 
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périphérie de la cellule 
provoque leur dimérisation28. 
La protéase est elle-même 
active sous forme dimérique : 
elle catalyse d'abord, par 
hydrolyse des liaisons 
peptidiques appropriées, sa 
propre libération de la 
polyprotéine gag-pol puis 
celle des différentes protéines 
et enzymes viraux63. Les 
protéines de matrice restent 
ancrées dans la membrane, 
tandis que les protéines de 
capside et de nucléocapside se 
structurent autour de l'ARN 
pour former le cœur du virus 
(Figure 1.4). On pense par 
ailleurs que l'autoclivage de la 
protéase est régulé par la proximité sur gag-pol de la protéine p664,65 et de la protéine 
de nucléocapside66. La protéine Vif jouerait également un rôle dans la maturation du 
VIH. Tout comme Nef, elle augmente le caractère infectieux du virus, dans certaines 
lignées cellulaires51. Enfin, le système de dégradation cellulaire protéasome/ubiquitine 
interviendrait lui aussi dans le processus de bourgeonnement et de clivage de la 
polyprotéine gag, par un mécanisme qu'il reste à élucider61. 
Figure 1.7.  Bourgeonnement et maturation de nouvelles
particules virales, observé au microscope électronique61. A.
Vue d'ensemble du processus de bourgeonnement. B. Sous
l'action de la protéase, le clivage des polyprotéines gag et
gag-pol permet une réorganisation structurale du virion. Il
devient alors infectieux. C. Particule virale encore immature
et toujours reliée à la cellule hôte. On voit clairement la




 1.3. Les stratégies thérapeutiques actuelles, un succès mitigé 
 
Dès le début de l'épidémie du SIDA, la communauté scientifique internationale 
s'est mobilisée afin de trouver les moyens thérapeutiques susceptibles de combattre le 
VIH. Deux approches principales ont été envisagées : I. une connaissance de plus en 
plus approfondie des mécanismes de la réplication virale a permis la conception d'une 
petite vingtaine d'agents antiviraux, homologués par les différent organismes de 
contrôle officiels tel la Food and Drug Adminitration (FDA) aux Etats-Unis ; II. le 
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développement d'un vaccin anti-VIH a également concentré les efforts de nombreuses 
équipes. On tente en effet, par une approche immunologique, d’empêcher l’infection 
en préparant l’organisme à une exposition au VIH ou de combattre l’infection en 
stimulant le système immunitaire du patient. 
 
I. Agents antiviraux interférant au niveau de cycle de réplication67,68 
 Les médicaments que l'on trouve aujourd'hui sur le marché bloquent le 
fonctionnement de deux enzymes viraux, la transcriptase inverse et la protéase 
(Tableau 1.1), ou empêchent la pénétration du virus à l’intérieur d’une cellule saine. 
Cependant, chaque étape du cycle de réplication du virus peut être considérée comme 
autant de cibles pour d'éventuels agents antiviraux.  
Ainsi, l'entrée du virus dans la cellule hôte a fait l'objet de nombreuses études69. 
Des composés polyanioniques, comme les polycarboxylates ou les polysulfates, ont été 
mis au point pour interagir avec une séquence peptidique largement positive de gp120. 
Ils empêchent ainsi la reconnaissance de gp120 avec les récepteurs cellulaires. Ils 
pourraient être utilisés comme virucide pour empêcher la transmission sexuelle du 
VIH67. Plus récemment, des molécules peptidiques imitant les récepteurs CD4 ont été 
mises au point pour interagir avec la glycoprotéine gp120. Parmi elles, la molécule 
Pro-542, capable de neutraliser une large gamme d’isolat du VIH-1, est entrée en 
essais cliniques de Phase II. 
Les antagonistes des récepteurs à chémokines CXCR4 et CCR5 représentent 
une autre classe d'agents antiviraux. Les composés de type bicyclam, telles que ADM 
3100, sont les représentants les plus connus de cette famille. L’antagoniste du 
récepteur CCR5, SCH-D, possède un fort pouvoir antiviral (EC50 = 0.5 nM) et une 
bonne biodisponibilité. Il agit en outre en synergie avec d’autres antiviraux 
commerciaux, ce qui lui vaut d’être actuellement en Phase II des essais cliniques. 
Les inhibiteurs de la fusion des membranes virale et cellulaire suscitent 
également beaucoup d'espoirs. Le peptide synthétique T20, appelé également 
Enfuvirtide, Pentafuside ou Fuzeon®, est constitué de 36 acides aminés qui 
interagissent avec gp41 et bloquent ainsi le processus de fusion. Très puissant et peu 
toxique, il représente la plus récente classe de médicaments anti-VIH disponible sur le 
marché. Il possède un mode d’action et un profil de résistance qui diffèrent totalement 
de ceux des autres antiviraux actuellement utilisés, tout en agissant en synergie avec 
eux. Il est donc particulièrement indiqué dans le cas de patients dont la thérapie 
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antivirale a été mise en échec par l’apparition de souches mutantes du VIH. 
Cependant, sa nature peptidique requiert une synthèse difficile et coûteuse, et entraîne 
des problèmes de biodisponibilité. La recherche se tourne dès lors vers la conception 
d’inhibiteurs de la fusion plus stables et de plus faibles poids moléculaires comme, par 
exemple, le composé ADS-J169. 
Les inhibiteurs de la transcription inverse ont été les premiers à être utilisés 
pour contrer l'infection du VIH. Dès 1987, soit seulement cinq ans après que le virus 
ait été isolé, l'AZT appelé aussi Zidovudine70, est mis à la disposition des malades. Il 
restera pendant quelques années le seul traitement disponible. Appartenant à la classe 
des inhibiteurs nucléosidiques de la transcritpase inverse (INTI), il agit en se liant au 
brin d'ADN en formation, dans le site catalytique, empêchant ainsi la fixation des 
nucléotides naturels et l'élongation de la chaîne d'ADN. Actuellement, huit inhibiteurs 
nucléosidiques de la TI ont été homologués et sont repris dans le tableau 1.1. On peut 
noter quelques inconvénients majeurs à cette classe de médicaments. Ils provoquent 
pour la plupart des effets secondaires non négligeables71. Cette toxicité est due à la 
difficulté de concevoir des analogues nucléosidiques spécifiques, très affins pour la TI 
du VIH mais incapables de se lier aux polymérases cellulaires. D'autre part, ils doivent 
être triphosphorylés par des kinases cellulaires avant d'être incorporés à la chaîne 
d'ADN en formation, la première phosphorylation étant la plus délicate72. Pour pallier 
ce problème, on trouve dans les nouvelles générations d'INTI certains inhibiteurs 
comme le Tenofovir –un des derniers analogues nucléosidiques homologués- qui ont 
un groupement phosphonate déjà incorporé dans leur structure. Ces composés ne 
nécessitent dès lors plus que deux phosphorylations successives avant d'être actifs. 
Plusieurs INTI, moins toxiques et préphosphorylés, font actuellement l'objet d'essais 
cliniques67.  
Une deuxième classe de médicaments est également dirigée contre la 
transcriptase inverse. Les inhibiteurs non nucléosidiques (INNTI) se fixent dans un site 
allostérique distinct du site actif de la transcriptase inverse. Cette interaction provoque 
un changement conformationnel au sein de l'enzyme, se répercutant sur les résidus 
catalytiques, et bloquant ainsi le processus de polymérisation. Ils ont l'avantage d’être 
plus spécifiques, ce qui leur confère une toxicité moins importante que celle des INTI, 
et ne nécessitent en outre aucune phosphorylation préalable. Un phénomène de 
résistance virale apparaît cependant rapidement*73. 
 
 
                                                 
* Nous développerons le phénomène de résistance virale un peu plus loin dans ce chapitre. 
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Tableau 1.1.  Formule chimique, dénomination commune internationale et nom commercial des 
médicaments approuvés à l'heure actuelle pour le traitement du SIDA et visant les enzymes viraux 
(INTI = inhibiteurs nucléosidiques de la transcritase inverse ; INNTI = inhibiteurs non nucléosidiques 
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On trouve aujourd'hui plus de trente familles d'INNTI. Parmi elles, trois 
molécules, reprises sur le tableau 1.1., sont disponibles sur le marché ; de nombreux 
candidats, très puissants, actifs contre les souches résistantes du virus, et capables de 
franchir les différentes barrières métaboliques ont atteint les phases avancées d'essais 
cliniques.  
L'intégration de l'ADN viral dans le génome cellulaire est menée à bien par 
l'intégrase, un des trois enzymes viraux qui, au contraire de la transcriptase inverse et 
de la protéase, ne possède pas d'équivalent cellulaire. L'inhibition de l'intégrase s'est 
rapidement présentée comme une alternative aux molécules dirigées contre la 
transcriptase inverse et la protéase74. De nombreux composés ont été décrits comme 
ayant une activité anti-intégrase. Cependant, leur mode d'action et leur cible 
moléculaire réels restent ambigus. Seules quelques familles, comme celles des acides 
diacétiques ou des pyranodipyrimidines, visent spécifiquement l'intégrase, en 
empêchant la liaison de l'extrémité 3' de l'ADN viral au génome cellulaire ou en 
complexant des métaux indispensables au bon fonctionnement de l’enzyme68,75. 
L'étape de transcription de l'ADN viral intégré dans le matériel génétique de la 
cellule hôte en ARN peut également servir de cible thérapeutique. Dans cette optique, 
il a été montré que de nombreux composés dont certains dérivés de fluoroquinoléines 
empêchent l'expression du provirus, notamment en inhibant le fonctionnement de la 
protéine virale Tat. Des analogues peptidiques de Tat ont également été conçus pour 
interagir avec la séquence nucléotidique provirale TAR et empêcher ainsi la formation 
du complexe Tat/TAR, indispensable à la réplication virale. Enfin, on étudie la 
possibilité d'inhiber la kinase cellulaire recrutée par ce complexe, et responsable de 
l'activation des polymérases cellulaires qui assurent la transcription. 
Les protéines de nucléocapside protègent l'ARN viral et permettent son 
transfert en périphérie de la cellule où les différentes composantes virales vont 
s'assembler pour bourgeonner. Elles stimulent en outre les processus de transcription 
inverse, d'intégration, d'autoclivage de la protéase et de maturation. Leur structure 
contient deux motifs particuliers appelés doigts de zinc. Certaines molécules ont été 
conçues pour libérer le zinc de ces motifs, entraînant une déstructuration et une 
inactivation de la nucléocapside. Parmi eux, un composé de type azodicarbonamide est 
en phase I/II d'essais cliniques76. 
Enfin, le processus de maturation peut être bloqué en inhibant l'action de la 
protéase. Parmi les traitements disponibles actuellement, on trouve huit antiprotéases 
(Tableau 1.1.). Ces composés, de nature peptidique (ou plus exactement 
peptidomimétique, c'est-à-dire mimant les peptides, substrats naturels de l'enzyme), 
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interagissent avec le site actif de la protéase, empêchant ainsi l'entrée et le clivage des 
précurseurs polyprotéiques gag et gag-pol. L'apparition de cette nouvelle classe de 
médicaments, au milieu des années 90, peut être considérée comme un réel progrès 
dans le traitement du SIDA (Figure 1.1), surtout lorsqu'elle est associée aux inhibiteurs 
de la transcriptase inverse. En effet, on agit alors à différents stades du cycle de 
réplication du virus, en bloquant simultanément la transcription inverse et la 
maturation. Le VIH est alors doublement paralysé : il ne contamine plus le génome des 
cellules saines, tandis que les cellules infectées produisent uniquement des virions 
immatures. Notons cependant que l'efficacité des antiprotéases actuelles peut être 
rapidement limitée par l'apparition de souches virales mutantes résistantes au 
traitement. Les problèmes liés à leur toxicité et à leur capacité à atteindre leur cible (on 
parle alors de biodisponibilité) ne sont également pas négligeables. Nous verrons, dans 
le chapitre suivant, que les nouvelles générations d'inhibiteurs de la protéase, pour la 
plupart non peptidiques, tentent de surmonter ces points d'achoppement. Outre une 
excellente activité, ils combinent généralement une bonne adaptation aux souches 
virales résistantes, une plus faible toxicité, ainsi qu'une meilleure biodisponibilité. 
Plusieurs composés sont actuellement soumis aux phases avancées des essais cliniques 
; on espère donc disposer, d'ici peu, de nouveaux médicaments plus performants.  
 
 II. Agents antiviraux stimulant le système immunitaire77-80 
Dès l'identification du VIH, la mise au point d'un vaccin a focalisé l'attention de 
nombreux groupes de recherche. En effet, on peut considérer que seul un vaccin 
pourrait enrayer l'épidémie, surtout dans les régions où elle fait rage et ne laisse aux 
populations que peu d'espoir, comme en Afrique. Le principe de la vaccination est 
simple : on inocule au patient un agent infectieux, appelé aussi immunogène, que l'on 
a, au préalable, rendu inoffensif. Celui-ci protège l'organisme en sensibilisant le 
système immunitaire, afin qu'il le reconnaisse et le détruise lorsqu'il le rencontrera 
ultérieurement. Cependant, sa réalisation représente un véritable défi. La difficulté 
tient en partie du fait que contrairement aux autres infections virales aiguës, les 
réactions immunitaires n'arrêtent pas l'infection par le VIH. Comment, dès lors, faire 
mieux que la nature? D'autres problèmes peuvent également être mentionnés. Ainsi, 
les préparations vaccinales classiques, comme des virus entiers inactivés ou des virus 
vivants atténués, risquent d'avoir des conséquences dramatiques, car ils peuvent 
évoluer au cours du temps et retrouver leur caractère infectieux. De plus, on ne connaît 
pas d'agents immunogènes naturels du VIH qui pourraient induire une immunité large 
et à long terme ; on doit donc procéder par tâtonnements pour les identifier. La 
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recherche se tourne ainsi, à l’heure actuelle, vers la glycoprotéine d’enveloppe gp160 
ou encore vers certaines protéines de régulation comme Tat ou Nef. La diversité 
génétique du VIH représente également un obstacle majeur : il est très difficile de 
mettre au point un vaccin qui serait efficace sur la multitude de souches virales 
existantes. Le modèle animal utilisé pour le développement d'un vaccin présente lui 
aussi des limites : seuls les primates permettent d'évaluer les différents prototypes de 
vaccins. L'infection par le VIS (Virus d'Immunodéficience Simienne) déclenche en 
effet chez ces singes des symptômes comparables à ceux observés chez les personnes 
atteintes par le VIH. Il n'est cependant pas toujours possible d'extrapoler à l'homme les 
résultats des tests obtenus chez le singe. Cela rend extrêmement difficile le passage 
aux essais cliniques sur l'homme. Face à ces difficultés, de nombreuses stratégies de 
conception de vaccins ont été imaginées. Ainsi, depuis le début de la recherche anti-
VIH, plus de 70 vaccins différents ont été soumis à des tests cliniques de phase I ; 
seuls, deux d'entre eux ont été autorisés à passer en phase III mais ils se sont 
finalement soldés par un échec. On peut constater que malgré la quantité et 
l'inventivité du travail effectué à ce jour, la recherche d'un vaccin anti-VIH est toujours 
d'actualité81.  
 
Les approches chimiothérapeutiques ont permis une prise en charge plus 
efficace de la personne séropositive. En outre, la perspective d'un vaccin est porteuse 
de nombreux espoirs dans la lutte contre l'épidémie du SIDA. Aujourd'hui, les malades 
qui ont accès aux traitements disposent de thérapies individualisées82, reposant sur des 
combinaisons optimales de différents types d'agents anti-viraux et appelées HAART 
(Highly Active AntiRetroviral Therapies)83,84. En pratique, on associe au moins trois 
médicaments appartenant aux classes des inhibiteurs nucléosidiques de la transcriptase 
inverse (INTI), des inhibiteurs non nucléosidiques de la transcriptase inverse (INNTI) 
ou des inhibiteurs de la protéase (IPR), typiquement deux INTI et un INNTI ou un 
IPR. Ces traitements sont très efficaces. Ils diminuent le taux de virus en-dessous du 
seuil de détection et permettent au système immunitaire de retrouver un 
fonctionnement normal. Les symptômes associés au SIDA disparaissent, ce qui 
améliore considérablement la qualité et l'espérance de vie du patient.  
Cependant, les médecins doivent rapidement faire face à de nombreux 
problèmes85,86 dont le plus préoccupant est sans doute le phénomène de résistance 
virale aux médicaments87-90. En effet, nous avons vu que la réplication virale nécessite 
la transcription inverse de l'ARN viral en ADN. La transcriptase inverse, qui assure le 
déroulement de cette étape clé, n'a pas les moyens de corriger les erreurs de 
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transcription. Il en résulte un taux de mutations très élevé. Par le mécanisme de 
sélection naturelle, les souches virales mutantes les mieux adaptées à leur 
environnement, c'est-à-dire insensibles aux différents médicaments, vont être 
favorisées et vont se multiplier. Au bout d'un certain temps, le traitement devient 
inefficace. Il faut alors choisir une autre combinaison d'antiviraux en prenant soin de 
sélectionner les inhibiteurs qui agissent encore sur les souches mutantes présentes dans 
l'organisme. La résistance virale apparaît d'autant plus vite que le traitement est 
interrompu : le virus jusque là sous contrôle profite de la faille pour se répliquer et 
produire des mutants plus virulents. Or, l'adhérence aux différentes thérapies est 
problématique pour la plupart des personnes séropositives91. Elles sont très 
contraignantes : les médicaments doivent être pris à horaire fixe, aucune prise ne peut 
être oubliée ; ils entraînent des effets secondaires à court terme parfois spectaculaires, 
donc 'dénonciateurs', ou très inconfortables tandis qu'à long terme de graves désordres 
métaboliques peuvent apparaître92,93 ; enfin, la quantité de pilules à absorber 
quotidiennement est impressionnante : on doit traiter non seulement l'infection par le 
VIH, mais aussi les maladies opportunistes et les nombreux effets secondaires. En bout 
de course, il arrive que les souches virales présentes dans l'organisme du patient soient 
réfractaires à tout traitement. Pour cette catégorie de malade, la mise sur le marché de 
nouvelles molécules antivirales, bloquant la réplication des souches mutantes, est 
absolument vitale.  
D'autres défis restent à relever. Ainsi, une guérison ne peut être envisagée qu'à 
partir du moment où tous les virus présents dans l'organisme sont anéantis. Or, il existe 
certaines cellules contaminées par le virus, comme les macrophages ou les 
lymphocytes T4 'mémoire' au repos possédant une très longue durée de vie, qui 
échappent au système immunitaire et aux agents antiviraux actuels94,95. On retrouve 
ces réservoirs, par exemple, dans le cerveau, ou dans le système lymphatique. Enfin, il 
est évident que tous les malades souffrant du SIDA n'ont pas un accès égal aux soins. 
Si le coût, par ailleurs fort élevé (environ 15000 euros par personne et par an85), des 
multithérapies est bien pris en charge par la sécurité sociale de nos pays industrialisés, 
ce n'est malheureusement pas le cas dans le reste du monde. Malgré les déclarations 
remplies de bonnes intentions proclamant la nécessité de distribuer gratuitement les 
médicaments anti-VIH, seuls 7 % des personnes séropositives dans le monde ont accès 
à un traitement, et il est fort probable que la grande majorité des gens touchés par 
l'épidémie resteront encore longtemps abandonnés à leur triste sort10.  
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Pour conclure ce chapitre, je citerai le Professeur Rozenbaum3, que l'on 
considère comme un pionnier dans la lutte contre le SIDA en France : 
"Indiscutablement, concernant le vaccin et la guérison, nous sommes aujourd'hui 
impuissants. Ce n'est nullement une raison pour nous y résigner. Nous devons au 
contraire mobiliser les énergies et les intelligences. "Y croire" et continuer ne signifie 
pas céder à l'illusion de la toute puissance, mais faire confiance à l'étonnante énergie 
créatrice des hommes. "  
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2. La protéase du virus de l'immunodéficience humaine 
 
2.1. La protéase du VIH-1, un enzyme particulièrement bien décrit 
 
…Appartenant à la famille des protéinases à acides aspartiques 
Les enzymes protéolytiques, appelés peptidases ou protéases, sont impliqués 
dans une multitude de processus physiologiques et pathologiques ; on peut dès lors les 
compter parmi les protéines les plus étudiées en biochimie96. Ils catalysent le clivage 
de certaines liaisons peptidiques au sein d'une séquence d'acides aminés. Les protéases 
regroupent deux familles enzymatiques : les exopeptidases hydrolysent les liaisons 
peptidiques se trouvant aux extrémités C ou N terminales de certaines protéines, tandis 
que les endopeptidases, appelées également protéinases, visent plutôt les liaisons 
peptidiques localisées à l'intérieur de la séquence d'acides aminés ciblée97. Par ailleurs, 
deux types d'action peuvent être relevés: on parle de protéolyse limitée lorsqu'un 
nombre déterminé de liaisons peptidiques est clivé, ce qui entraîne l'activation ou la 
maturation de certaines protéines jusque là inactives ; par contre, la protéolyse 
illimitée permet la dégradation des protéines en ses acides aminés constitutifs.  
Les endopeptidases sont habituellement classées en quatre sous-groupes suivant 
leur mécanisme catalytique97,98.  
- les protéinases à sérine comprennent deux familles distinctes. On trouve des 
protéinases à sérine de type I chez les mammifères, par exemple, la trypsine, la 
chymotrypsine, l'élastase et la thrombine, ou de type II chez les bactéries comme la 
substilisine. Elles peuvent être associées à certaines pathologies, notamment la 
poliomyélite ou le cancer. 
- les protéinases à cystéine incluent, chez les mammifères, plusieurs types de 
cathepsines localisées dans les lysosomes et servant à la dégradation des protéines. On 
pense que certaines cathepsines sont impliquées dans les maladies telles que l'arthrite 
ou la propagation des tumeurs cancéreuses. Chez les plantes, le représentant le plus 
connu de cette classe d'enzyme est la papaïne. On trouve également des protéinases à 
cystéine chez les organismes parasites responsables notamment de la malaria ou de la 
maladie du sommeil. Elles y assurent des fonctions essentielles à la survie du parasite 
comme le clivage des protéines de l'hôte.  
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- les métalloprotéinases impliquent typiquement un atome métallique, généralement 
du zinc, dans leur mécanisme catalytique. Chez les mammifères, les collagénases 
assurent la dégradation de certaines protéines et peuvent être impliquées dans les 
mécanismes de propagation du cancer. Dans cette classe, on retrouve d'autres enzymes 
bien connus comme par exemple l'enzyme de conversion (ACE) qui joue un rôle clé 
dans le système rénine-angiotensine en permettant la libération de l'angiotensine II, un 
agent vasoconstricteur puissant, impliqué dans les pathologies liées à l'hypertension, 
ou encore la thermolysine chez les bactéries. 
- les protéinases à acides aspartiques appartiennent pour la plupart à la famille des 
pepsines qui incluent notamment des enzymes digestifs comme la pepsine gastrique ou 
la chymosine. D'autres exemples de protéinases à acides aspartiques peuvent être 
mentionnés : la cathepsine D que l'on retrouve dans les lysosomes et la rénine qui 
assure le clivage de l'angiotensinogène, précurseur de l'angiotensine II. Enfin, on peut 
classer dans cette quatrième catégorie une série de protéinases virales.  
 
La protéase du VIH-1, 
appelée également rétropepsine, 
appartient à cette dernière classe. 
En effet, on retrouve au sein de la 
séquence primaire d'acides 
aminés la triade catalytique 
Aspartate 25 - Thréonine 26 -
Glycine 27 (Asp-Thr-Gly) 
caractérisant les protéinases à 
acides aspartiques99 (Tableau 2.1). 
Des études de mutagenèse ont 
pointé l'importance de cet 
aspartate 25 en montrant que sa 
mutation en thréonine ou en 
asparagine conduit à la production 
d'une protéase mutante incapable 
d'assurer la maturation du virus100-
102. Comme la plupart des 
pepsines, la protéase du VIH-1 
est, en outre, inactivée in vitro par 
la pepstatine101, et par l'époxyde 
Tableau 2.1.  Séquence primaire de la protéase du VIH-
1. La triade catalytique est reprise en gras. 
 Pro Gln Ile Thr Leu Trp Gln Arg Pro Leu 10 
 Val Thr Ile Lys Ile Gly Gly Gln Leu Lys 20 
 Glu Ala Leu Leu Asp Thr Gly Ala Asp Asp 30 
 Thr Val Leu Glu Glu Met Asn Leu Pro Gly 40 
 Arg Trp Lys Pro Lys Met Ile Gly Gly Ile 50 
 Gly Gly Phe Ile Lys Val Arg Gln Tyr Asp 60 
 Gln Ile Leu Ile Glu Ile Cys Gly His Ile 70 
 Ala Ile Gly Thr Val Leu Val Gly Pro Thr 80 
 Pro Val Asn Ile Ile Gly Arg Asn Leu Leu 90 
 Thr Gln Ile Gly Cys Thr Leu Asn Phe  99 
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EPNP (3-(4-nitro)-phénoxy-1,2-époxypropane)103.  
 Lorsque l'on compare la protéase du VIH-1 avec d'autres protéinases à acides 
aspartiques cellulaires, on peut cependant pointer certaines différences structurales. 
Ainsi, la protéase du VIH-1 n'est active que sous forme dimérique, chaque monomère 
comprenant 99 acides aminés. Les protéases cellulaires sont, par contre, 
monomériques et relativement plus grandes que leurs cousines virales, puisqu'elles 
comptent plus de 300 acides aminés. Les protéases monomériques présentent une 
forme bilobée, constituée majoritairement de feuillets β se repliant pour former deux 
zones structuralement similaires. A la jonction des deux domaines, se trouve le site 
catalytique comprenant les deux acides aspartiques essentiels à l'activité enzymatique. 
On observe également au niveau de la partie N-terminale de ces enzymes cellulaires 
un feuillet β en épingle à cheveux. Il correspond à une sorte de volet flexible (dont la 
dénomination anglaise est flap) qui permet l'entrée et la fixation du substrat ou de 
l'inhibiteur dans le site actif104.  
La protéase du VIH-1 est également composée essentiellement de feuillets β 
(une seule hélice α par monomère) mais ne possède quant à elle qu'un acide aspartique 
catalytique sur chacun des monomères. Une activité enzymatique n'est donc possible 
que lorsque deux sous-unités sont réunies de manière à former un homodimère 
symétrique (symétrie C2) à l'interface duquel se trouvent les deux aspartates 
catalytiques (Figure 2.2.). Lorsqu'un substrat se lie à une protéase dimérique, il y 
adopte une conformation étendue, ce qui est également la règle pour les protéases 
monomériques. Ici aussi, l'entrée et la fixation du substrat sont accompagnées par un 
mouvement très ample de deux volets flexibles appartenant chacun à un monomère105. 
De nombreuses interactions peuvent alors être relevées entre les flaps, le substrat et la 
partie rigide du site actif. Plus particulièrement, notons qu'une interaction importante 
entre substrat et flaps se forme par l'intermédiaire d'une molécule d'eau structurale, 
enfouie au sein du complexe enzyme/ligand. Ce mode de liaison est caractéristique des 
protéases rétrovirales106.  
La figure 2.1. nous permet de visualiser les ressemblances entre la structure 
cristallographique d'une protéase monomérique, la rhizopuspepsine107, et deux 
conformations, l’une cristallographique et l’autre théorique, de la protéase du VIH-
1108, toutes trois en l'absence de substrat. Les similarités troublantes observées 
appuient l'hypothèse selon laquelle les protéases monomériques se seraient formées au 
cours de l'évolution par duplication d'un gène et fusion d'une protéinase à acides 
aspartiques dimérique ancestrale104,109. Cette perte de symétrie permet alors à chaque 
domaine de la protéase cellulaire de se spécialiser afin d'assurer une activité 
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enzymatique optimale. Les protéases rétrovirales, par contre, ont conservé leur forme 
dimérique, ce qui permet au virus d'économiser son matériel génétique et de gagner en 
mobilité110.  
 
a.    b.    c. 
   
Figure 2.1.  Comparaison entre les structures de protéases monomériques et dimériques. Structures 
cristallographiques107 de a. la rhizopuspepsine et  b. la protéase du VIH-1.  c. Conformation théorique 
de la protéase du VIH-1 obtenue à l'issue d'une simulation par dynamique moléculaire des 
mouvements de la protéine en solution108. 
 
Nous verrons dans le point 2.2. que lors de la conception d'inhibiteurs, il est 
important d'exploiter ces similarités et ces différences structurales. En effet, l'objectif 
premier est de bloquer l'activité de la protéine virale sans pour autant interférer sur le 
fonctionnement des protéines cellulaires indispensables à notre organisme. Afin 
d'obtenir une telle sélectivité lors de l'inhibition de la protéase du VIH-1, différentes 
stratégies se sont basées sur la nature dimérique de l'enzyme et sur sa symétrie. Par 
ailleurs, les interactions uniques formées entre le substrat ou l'inhibiteur et les volets 
flexibles de l'enzyme ont été largement exploitées. Ainsi, la prise en compte de la 
molécule d'eau servant de relais entre le substrat et les deux flaps s'est révélée être une 
étape cruciale dans la mise au point d'inhibiteurs puissants et sélectifs.  
 
 …possédant une structure tridimensionnelle largement caractérisée 
En 1989, trois laboratoires de recherches publiaient, indépendamment les uns 
des autres, les premières structures cristallographiques de la protéase du VIH-1111-113. 
Quelque 15 années plus tard, la famille des protéases rétrovirales est devenue la classe 
de protéine la plus étudiée par les techniques de cristallographie. Plus de 250 structures 
tridimensionnelles de la protéase du VIH-1, complexée ou non à un inhibiteur et issues 
d'étude de cristallographie ou de RMN sont accessibles sur le net dans des banques de 
données spécialisées, comme PDB (Protein Data Bank : http://www.rcsb.org) ou 
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HIVdb (http://mcl1.ncifcrf.gov/hivdb/). Ce nombre déjà impressionnant en soi ne 
représente vraisemblablement qu'une petite partie des structures cristallographiques 
déterminées dans les différents laboratoires de recherches dédiés à la lutte contre le 
VIH106. Ces banques de données contiennent une mine d'informations sur la structure 
tridimensionnelle de la protéase ainsi que sur les interactions formées entre l'enzyme et 
ses inhibiteurs ou substrats. 
La protéase du VIH-1 est une petite protéine enzymatique hydrophobe se 
présentant sous la forme d'un homodimère d'une masse moléculaire de 22 kD. Celui-ci 
est constitué de deux monomères identiques contenant chacun 99 acides aminées et 
dont la séquence primaire est reprise à la figure 2.1. Si la structure tridimensionnelle 
du monomère de la protéase a récemment été résolue114, des études de calorimétrie ont 
montré que la stabilité générale de l’enzyme est due essentiellement à sa 
dimérisation115. Certaines régions de l'enzyme contribuant à la cohésion du dimère 
peuvent être pointées. Ainsi les extrémités C et N terminales (résidus 1-5 et 95-99) 
sont étroitement imbriquées en un feuillet β assurant à lui seul 75% de la stabilité 
dimérique115. Des études de mutagenèse ont par ailleurs mis en évidence que les 
résidus 95-99 sont absolument essentiels à la formation du dimère puisque leur 
délétion entraîne la dissociation des deux sous-unités et la perte de toute activité 
enzymatique116. La base du site actif ainsi que l'extrémité des flaps correspondant 
respectivement aux résidus 26, 27 et 29 et 49, 50 et 51 participent également à la 
cohésion du dimère115 de même que la séquence Gly86-Arg87-Asn88 localisée au sein 
de l'hélice α et propre aux protéases rétrovirales117. En effet, des études de Résonance 
Magnétique Nucléaire116 et de dynamique moléculaire118 ont montré que la mutation 
de l'arginine 87 en lysine ou de l'asparagine 88 en glutamine entraînait la 
déstructuration du réseau de ponts hydrogène existant entre monomères et conduisait 
dès lors à la dissociation du dimère et à la perte d'activité enzymatique. Enfin, la 
présence d'un inhibiteur ou d'un substrat au sein du site actif de l'enzyme renforce la 
cohésion du dimère116.  
L'analyse systématique de la contribution de chaque résidu à la stabilité 
générale de l'enzyme peut être intéressante pour concevoir des inhibiteurs qui 
échapperont au phénomène de résistance virale. En effet, les résidus contribuant à la 
stabilité de la protéase auront moins tendance à muter sous la pression sélective du 
médicament. Ils peuvent donc être plus particulièrement ciblés lors de la mise au point 
d'inhibiteurs90,115.  
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Outre le cœur hydrophobe de l'enzyme comprenant l'interface de dimérisation, 
on peut pointer deux autres régions structurales importantes au sein de la protéase : le 
site actif et les volets mobiles appelés flaps (Figure 2.2.).  
 
 
Figure 2.2.  Structure tridimensionnelle de la protéase du VIH-1 (code PDB : 3hvp111). 
Le site actif se présente globalement sous la forme d'un cylindre d'environ 20 Å 
de long sur 10 Å de diamètre s'étendant de part et d'autre du site catalytique. Il est 
délimité par une région rigide et stable comprenant les deux triades catalytiques 
(résidus 25-30, 81, 82, 84) et par une région mobile stabilisée après la liaison du 
substrat ou de l'inhibiteur et correspondant à la face interne des flaps (résidus 46-
50)115. Il peut être subdivisé en sous-sites accueillant chacun un résidu du substrat. La 
nomenclature de Schechter et Berger119 (Figure 2.3.) assigne la dénomination P et S 
respectivement aux résidus du substrat du côté aminoterminal et aux sous-sites 
correspondants, tandis que du côté carboxyterminal, ils deviennent P' et S'. Les deux 
acides aminés qui sont immédiatement adjacents à la liaison hydrolysable sont appelés 
P1 et P1', les deux suivants P2 et P2', etc … Ils se logent respectivement dans les sous-

































Figure 2.3.  Nomenclature de Shechter et Berger. Le substrat est
représenté en noir, les sous-sites de la protéase en rouge. Le lien
hydrolysable est, quant à lui, symbolisé par une double flèche. La
triade catalytique est localisée perpendiculairement au plan formé par




Les sous-sites S1/S1' à S3/S3' forment en général des poches aux contours bien 
délimités par un certain nombre d'acides aminés (Tableau 2.2.). 
 
Tableau 2.2. : Principaux résidus du site actif de la protéase du VIH-1 définissant les sous-sites S1/S1', 
S2/S2' et S3/S3'120. 













Ainsi, pour la protéase du VIH-1, on distingue les sous-sites S1/S1' relativement 
spacieux et constitués de résidus hydrophobes à l'exception des aspartates 25/125 
catalytiques. Ils accueillent en leur sein des résidus principalement hydrophobes. Les 
sous-sites S2/S2' sont plus petits. Ils contiennent un certain nombre d'acides aminés 
hydrophobes mais aussi quelques résidus hydrophiles qui peuvent interagir par pont 
hydrogène avec un substrat ou un inhibiteur. Les sous-sites S3/S3', quant à eux, sont 
plus étendus et présentent une ouverture vers le solvant. Moins spécifiques, ils 
accommodent une grande variété de résidus aussi bien hydrophobes qu'hydrophiles106 
(Figure 2.4.). 
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Figure 2.4.  Interaction d'une chaîne peptidique avec le site actif de la protéase. Les chaînes latérales 
des principaux acides aminés délimitant les différents sous-sites sont reprises en rouge106. 
Dans les protéases rétrovirales, les sous-sites S1/S1', S2/S2', … sont 
symétriques. On utilise d'ailleurs cette caractéristique dans certaines stratégies de 
conception de médicaments. Par contre, il est intéressant de noter que les substrats 
devant être hydrolysés ne présentent pas cette symétrie, ni au niveau de la taille des 
résidus homologues, ni par leurs propriétés électrostatiques. Le tableau 2.3 reprend les 
différents sites de clivage recensés au sein des polyprotéines gag et gag-pol120.  
La variété des substrats clivés par la protéase du VIH-1 rend difficile 
l'élaboration d'une séquence d'acides aminés consensus. D'autres mécanismes entrent 
donc en compte pour expliquer la spécificité de l'enzyme. L'analyse de la structure 
cristallographique de six substrats (repris en gras dans le tableau 2.3.) complexés à la 
protéase (mutant inactif Asp25Asn) a montré que le processus de reconnaissance 
spécifique enzyme-substrat est plutôt guidé par le volume global occupé par le peptide 
au sein du site actif. Ce volume présente curieusement une asymétrie assez importante, 
les résidus P3, P1, P2' étant généralement de plus petite taille que leurs homologues 
orientés vers l'autre monomère de la protéase120. La liaison d'un substrat à la protéase 
implique donc une rupture de symétrie au sein de l'enzyme via une réorganisation de 
sa structure tridimensionnelle121. Pour pouvoir se fixer au sein du site actif de la 
protéase afin d'y être hydrolysés, les substrats présentent en outre certaines 
caractéristiques plus classiques. Ils doivent compter au moins 7 à 8 résidus pouvant 
adopter une conformation étendue. C'est, en effet, dans cette conformation que de 
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nombreux ponts hydrogène et d'interactions non polaires pourront se former, 
permettant aux chaînes latérales des acides aminés du substrat de s'adapter aux sous-
sites de l'enzyme afin d'orienter de façon optimale le lien peptidique à cliver. 
 
Tableau 2.3.  Séquences peptidiques localisées au sein des polyprotéines gag et pol et clivées 
spécifiquement par la protéase. Les substrats repris en gras ont été cocristallisés avec l'enzyme. La 
liaison peptidique hydrolysable est représentée par une astérisque. 
Sites de clivage P5 P4 P3 P2 P1 P1' P2' P3' P4' P5' 
gag MA-CA Val Ser Gln Asn Tyr   *   Pro Ile Val Gln Asn 
 CA-p2 Lys Ala Arg Val Leu   *   Ala Glu Ala Met Ser 
 p2-NC Pro Ala Thr Ile Met   *   Met Gln Arg Gly Asn 
 NC-p1 Glu Arg Gln Ala Asn   *   Phe Leu Gly Lys Ile 
 p1-p6 Arg Pro Gly Asn Phe   *  Leu Gln Ser Arg Pro 
pol TF-PR Val Ser Phe Asn Phe   *   Pro Gln Ile Thr Leu 
 AutoP Pro Gln Ile Thr Leu   *   Trp Lys Arg Pro Leu 
 PR-RT Cys Thr Leu Asn Phe   *   Pro Ile Ser Pro Ile 
 RT-RH Gly Ala Glu Thr Phe   *   Tyr Val Asp Gly Ala 
 RH-IN Ile Arg Lys Ile Leu   *   Phe Leu Asp Gly Ile 
 
 Lors de la fixation du substrat dans le site actif de la protéase, on observe, de 
plus, un changement de conformation majeur de l'enzyme. En effet, les résidus 33-
62/133-162 forment des feuillets β en épingle à cheveux, les volets ou flaps, qui 
constituent la partie la plus flexible de l'enzyme, comme l'ont montré des études de 
RMN 122,123, de spectrofluorométrie 124,125 et de dynamique moléculaire 108,126,127. Pour 
permettre l'entrée d'un substrat dans le site actif, les flaps doivent être suffisamment 
ouverts. Ils se replient ensuite vers l'intérieur du site actif, bloquant le peptide dans une 
orientation permettant un clivage optimal du lien peptidique et réduisant par la même 
occasion l'accessibilité au solvant. La réouverture des flaps est enfin nécessaire à la 
libération des produits de protéolyse.  
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On dispose à l'heure actuelle de plusieurs centaines de structures 
cristallographiques de la protéase du VIH-1, complexée ou non à un inhibiteur ou à un 
substrat. En présence d'un ligand, on observe bien, dans la grande majorité des cas, un 
repliement des flaps sur ce dernier (Figure 2.5.a.). Lorsque l'enzyme est cristallisé seul, 
les flaps adoptent une conformation semi-ouverte (Figure 2.5.b.). Pour passer d'une 
conformation cristallographique à l'autre, un mouvement atteignant 7 Å au sommet des 
flaps est observé mais il ne suffit cependant pas à créer une ouverture assez grande 
pour laisser passer un ligand.  
 
a.    b.    c. 
         
Figure 2.5.  Flexibilité de la protéase du VIH-1. Les mouvements les plus importants sont localisés au 
niveau des flaps dont les extrémités (résidus 48-52) sont reprises en noir. Structure cristallographique 
de la protéase complexée à un substrat (coloré en rouge)121. b. Structure cristallographique de la 
protéase seule128. c. Simulation de l'ouverture des flaps par dynamique moléculaire108. 
Des études de dynamique moléculaire, 
corrélées avec des données de mutagenèse et de 
RMN, ont permis de simuler le processus d'ouverture 
des flaps108. Une hypothèse intéressante en découle : 
le sommet flexible des flaps comprenant la séquence 
Gly48-Gly49-Ile50-Gly51-Gly52 se recourberait sur 
les résidus du site actif Val32, Pro79-Thr80-Pro81, 
laissant ainsi le passage libre au substrat (Figure 
2.5.c.). Cette avancée dans la description de la 
flexibilité de l'enzyme ouvre de nouvelles 
perspectives dans la mise au point d'anti-protéases 















Figure 2.6.  Représentation
schématique de l'interaction se
produisant entre les résidus
50/150 et le substrat via une
molécule d'eau  caractéristique.
FLAPS
Enfin, il reste à mentionner que dans la 
plupart des structures cristallographiques de la 
protéase complexée à un ligand, une interaction 
particulière par ponts hydrogène se forme entre les 
résidus Ile50/150 localisés au sommet des flaps et le 
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substrat ou l'inhibiteur par l'intermédiaire d'une molécule d'eau. Elle se trouve dans 
l'axe formé par les isoleucines 50/150, le lien hydrolysable et les aspartates 25/125 
catalytiques (Figure 2.6.). Cette molécule d'eau extrêmement bien conservée est 
caractéristique des protéases rétrovirales. Elle servirait à fixer le substrat dans une 
orientation adéquate au processus d'hydrolyse et permettrait plus particulièrement 
d'abaisser l'énergie d'activation existant entre l'intermédiaire réactionnel tétraédrique et 




…fonctionnant selon un mécanisme de catalyse acide-base typique 
Les protéases à acides aspartiques hydrolysent leurs substrats suivant un 
mécanisme de catalyse acide-base général130 où les acides aspartiques 25/125 vont 
activer une molécule d'eau qui servira de nucléophile lors de l'attaque du lien 
peptidique à hydrolyser (Figure 2.7.). Dans le site actif non complexé, cette molécule 
d'eau catalytique interagit par ponts hydrogène avec les deux acides aspartiques 25/125 
dont l'un est protoné et l'autre pas. Lors de la liaison du substrat, l'aspartate déprotoné 
capte un proton de la molécule d'eau, qui effectue alors l'attaque nucléophile du 
groupement carbonyle de la liaison peptidique scissile, pour générer un intermédiaire 
tétraédrique stabilisé par le second résidu aspartique. La protonation de l'amine 
correspondante initie alors la rupture de l'intermédiaire, libérant ainsi les produits de 
protéolyse.  
De nombreuses études expérimentales et théoriques ont été effectuées pour 
valider l'application de ce modèle à la protéase du VIH-1. Ainsi, on peut relever des 
calculs ab initio effectués sur des fragments modèles131-133, des études de dynamique 
moléculaire134-138 et de mécanique moléculaire combinée à la mécanique quantique 
(QM/MM)135,139 effectuées sur l'enzyme complexé ou pas à un substrat. D'un point de 
vue expérimental, des modèles ont notamment été établis sur base de résultats 
cristallographiques140,141, d'études cinétiques142 et de résonance magnétique nucléaire 
(RMN)143-145. Si ces études ont permis de montrer que la protéase du VIH-1 fonctionne 
bien selon le schéma général des protéases à acides aspartiques, des zones d'ombre 
subsistent notamment quant aux détails mécanistiques encourus lors de l'hydrolyse, 
quant à l'état de protonation des acides aspartiques qui semble dépendre du type de 
ligand présent dans le site actif, et quant à la position de la molécule d'eau dans le site 
de clivage136,146. 

































































Figure 2.7.  Mécanisme d'hydrolyse acide-base d'un substrat par une protéase à acide aspartique. 
 
Certains mécanismes permettent à la protéase du VIH-1 de fonctionner d'une 
manière optimale. En effet, son activité doit être régulée pour éviter un clivage des 
précurseurs polyprotéiques trop rapide qui empêcherait le bourgeonnement et la 
formation de nouvelles particules virales infectieuses147, ou trop efficace qui 
provoquerait une dégradation non spécifique des protéines virales148. L'action de la 
protéase est initiée lorsque les polyprotéines gag-pol sont en concentration suffisante à 
la surface de la cellule hôte pour permettre leur dimérisation et donc la dimérisation du 
domaine correspondant à la protéase. Le processus de reploiement de la chaîne 
peptidique de la protéase – ou folding, en anglais- est d’ailleurs initié à partir du 
domaine de dimérisation de l’enzyme,  menant ainsi à son activation149. Les 
proportions en polyprotéines gag-pol sont faibles par rapport aux polyprotéines gag 
(environ 5%), ce qui empêche une dimérisation et une activation prématurée de la 
protéase150. Le précurseur dimérique de la protéase est alors suffisamment actif pour 
s'autolibérer du côté N-terminal, au niveau du site de clivage localisé entre la 
nucléocapside et la protéine p6 (Figure 1.5). La libération consécutive de la protéine 
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p6 augmente l'activité catalytique de la protéase. Un clivage intermoléculaire peut 
alors se produire ensuite du côté C-terminal séparant la protéase de la transcriptase 
inverse et de l'intégrase148,150-152. Il apparaît clairement que la protéine p6 est impliquée 
dans la régulation de ces mécanismes. On pense qu'elle inhibe la protéase en 
empêchant l'accès aux substrats ou en déstabilisant sa structure dimérique, retardant 
et/ou limitant ainsi l'activité protéolytique de l'enzyme66,148,153.  
 
 
2.2.  Les stratégies de conception d'inhibiteurs de la protéase du VIH-1, un 
panel varié représentatif du ‘drug design’ actuel 
 
…s'appuyant sur les principes de cinétique enzymatique154 
Une réaction enzymatique au cours de laquelle un substrat S est transformé en 
produit P par l'enzyme E peut être représenté comme suit : 





 où ES représente le complexe de Michaelis et Menten. 
A l'état stationnaire où, seules, les concentrations des substrats et des produits 
changent, la constante Km, caractéristique d'un enzyme et d'un substrat donnés, est 




k1/k-1 correspond à la constante de dissociation du complexe de Michaelis et 
Menten en E et S. Cette constante notée Kd, exprime l'inverse de l'activité de l'enzyme 
pour son substrat : plus Kd est faible et plus l'affinité est importante. Dès lors, la 
relation précédente devient : 
Km = Kd + 
k2
k1  
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Lorsque k2 est très petit par rapport à k1, on peut confondre Km et Kd.  
 
Deux grands types d'inhibition susceptibles d'enrayer le processus décrit 
précédemment peuvent être distingués, l'un réversible, l'autre irréversible. L'inhibition 
réversible est caractérisée par la formation de liaisons faibles entre l'enzyme et 
l'inhibiteur. On retrouve, dès lors, l'activité enzymatique après élimination de 
l'inhibiteur. En revanche, il n'est pas possible de la récupérer après l'action d'un 
inhibiteur irréversible. En effet, l'inhibiteur reste, dans ce cas, lié à l'enzyme par une 
liaison covalente. 
On peut, en outre, rencontrer différents mécanismes d'inhibition : l'inhibition 
compétitive, non compétitive ou incompétitive.  Un inhibiteur incompétitif ne peut se 
fixer sur l'enzyme libre. Son affinité pour le complexe enzyme-substrat engendre la 
formation d'un  complexe ternaire inactif.  Un inhibiteur non compétitif se lie 
indifféremment à l'enzyme libre, ou au complexe enzyme-substrat.  
Lors de l'inhibition compétitive, l'inhibiteur I entre en compétition avec le 
substrat S pour l'occupation du site catalytique et forme ainsi un complexe enzyme-
inhibiteur EI analogue au complexe enzyme-substrat, mais non productif.  









La constante de dissociation du complexe enzyme-inhibiteur Ki est définie par 
le rapport k'1 / k'-1. Elle est également appelée constante d'inhibition et reflète l'affinité 
de l'enzyme pour l'inhibiteur. Son efficacité est en outre souvent caractérisée par la 
valeur IC50 qui représente la concentration en inhibiteur nécessaire à diminuer de 
moitié l'activité enzymatique.  Cette dernière est liée au Ki par la relation de Cheng et 
Prussoff : 





Lorsque la concentration initiale en substrat [S]0 est beaucoup plus faible que la 
constante Km, on peut assimiler la valeur de l'IC50 à la constante d'inhibition Ki. En 
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pratique, le Ki est donc obtenu par répétition de la cinétique à diverses concentrations 
initiales en substrat. 
 
 Nous verrons dans les paragraphes suivants que les antiprotéases actuellement 
disponibles sur le marché ont été conçues sur base d'un mode d'action compétitif. Ces 
inhibiteurs réversibles extrêmement puissants ont des constantes d'inhibition très 
faibles, pour la plupart inférieures au nanomolaire. Mais d'autres approches ont 
également été exploitées : nous développerons plus particulièrement la mise au point 
d'inhibiteurs non compétitifs visant l'interface de dimérisation, la protéase n'étant 
active que sous forme dimérique.  
 
 
 ...dirigées contre le site actif 
Dès 1986, la protéase du VIH-1 est identifiée comme cible thérapeutique 
potentielle dans la lutte contre le SIDA155. Son appartenance à la classe des protéinases 
à acides aspartiques101 conduisit les chercheurs à s'inspirer de projets antérieurs ciblant 
d'autres protéases à acides aspartiques connues, telles que la rénine. Ces projets 
avaient utilisé efficacement le concept 'd'isostère mimant l'état de transition' dans 
l'élaboration d'inhibiteurs peptidomimétiques de la rénine. En effet, le postulat de 
Pauling156 affirme qu'un enzyme présente une affinité plus grande pour l'état de 
transition que pour le substrat ou les produits de la réaction enzymatique. Dès lors, des 
molécules pseudo-peptidiques (ou peptidomimétiques) dans lesquelles les résidus 
P1/P1' sont remplacés par des isostères non clivables de l'état de transition sont 
potentiellement des inhibiteurs puissants. Parmi les différents substrats viraux de la 
protéase, certains peptides comprennent le site de clivage Phe/Tyr*Pro (Tableau 2.3.) 
spécifique des protéases rétrovirales. Ils ont donc été naturellement choisis comme 
modèles dans la conception des premiers inhibiteurs peptidomimétiques.   
A partir de 1989, la publication de la structure cristallographique 
tridimensionnelle de la protéase complexée ou non aux premiers inhibiteurs 
peptidomimétiques111-113,157-161 ouvrait la voie à un autre champ de recherches : la 
conception de médicaments basée sur la structure tridimensionnelle de l'enzyme ciblé, 
ou en anglais le 'structure-based drug design'.  Ce nouvel outil permit non seulement 
d'optimaliser les séries d'inhibiteurs peptidomimétiques existantes mais aussi de 
développer de nouvelles familles de molécules non peptidiques. 
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 Au cours de ce paragraphe, nous aborderons successivement ces différentes 
approches : nous détaillerons tout d'abord la conception d'inhibiteurs 
peptidomimétiques, technique puissante qui a permis la mise sur le marché des anti-
protéases actuels. L'approche non peptidique sera ensuite présentée, montrant deux 
types de stratégies : l'optimalisation de molécules chefs de file issues de criblages de 
chimiothèques, et le développement de composés imaginés sur base de la topologie 
tridimensionnelle du site actif de la protéase. Enfin, nous discuterons brièvement des 
inhibiteurs se liant de manière irréversible à l'enzyme. 
 
 I.  Approche peptidomimétique 162-164 
Comme nous venons de le mentionner, l'approche peptidomimétique est basée 
sur l'analogie avec les substrats naturels de la protéase, en particulier sur le site de 
clivage Phe*Pro, spécifique des protéases rétrovirales. Les inhibiteurs 
peptidomimétiques miment l'état de transition tétraédrique apparaissant lors de la 






































Isostère mimant l'état 
de transition tétraédrique
 
Figure 2.8.  Intermédiaire de transition tétraédrique apparaissant lors de la réaction de protéolyse. 
L'isostère mimant cet état de transition n'est pas clivé. 
Un échange isostérique au niveau de l'unité peptidique hydrolysable du substrat, 
permet d'éviter la réaction d'hydrolyse et conduit à différentes familles d'inhibiteurs 
selon le type d'isostère choisi. Dans le cas de la protéase du VIH-1, l’intermédiaire 
tétraédrique a, par exemple, été remplacé par une statine, une amide réduite, une 
hydroxyéthylamine, un hydroxyéthylène, un hydroxyméthylène, une α,α 
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difluorocétone, un phosphinate, un azapeptide, une hydroxyéthylsulfonamide, 
etc...(Tableau 2.4.). 
 
Tableau 2.4. : Exemples d'analogues de l'état de transition utilisés dans la conception d'inhibiteurs 













































































A ce stade, les inhibiteurs gardent une analogie presque parfaite avec le 
substrat. Ceci leur confère une activité antienzymatique remarquablement élevée. 
Cependant, ce caractère peptidique prononcé engendre une mauvaise biodisponibilité 
in vivo. En effet, les inhibiteurs peptidiques sont rapidement métabolisés par les 
différents enzymes protéolytiques de l'organisme et n'atteignent donc pas leur cible en 
quantité suffisante. Pour améliorer leurs propriétés physico-chimiques et leur stabilité 
métabolique, des modifications successives peuvent être apportées à ces peptides, tant 
au niveau du squelette peptidique, qu'à celui des chaînes latérales. Ces inhibiteurs 
perdant peu à peu leur caractère peptidique, accroissent leur efficacité et leur 
spécificité, et limitent ainsi d'éventuels effets secondaires.  
A titre d'exemple, nous illustrerons ces stratégies en présentant quelques 
inhibiteurs remarquables de la protéase du VIH-1, classés, pour la plupart, selon le 
type d'isostère utilisé.  
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a.  Statine 
L'inhibition de la protéase du VIH-1 par la pepstatine A permit de rattacher sans 
équivoque cet enzyme à la famille des protéinases à acides aspartiques101,165. C'est 
donc tout naturellement que les recherches se focalisèrent initialement sur l'isostère 
statine. Les inhibiteurs qui en découlèrent, par exemple l'acétyl-pepstatine (1), ont 
cependant une activité relativement faible166,167. En effet, l'isostère statine ne permet 
pas d'introduire une chaîne latérale en P1', ce qui diminue les contacts hydrophobes 
avec la protéase. Nous verrons un peu plus loin que raccourcir l'isostère d'un carbone 
pour former l'isostère norstatine ou hydroxymethylène permet de placer un résidu en 
P1', et d'augmenter l'activité inhibitrice. 
 






















b. Amide réduite 
 Le premier inhibiteur cocristallisé avec la protéase, le composé MVT-101 
(2)158, possédait un isostère de type amide réduite. Cependant, l'absence du 
groupement hydroxyle permettant une interaction avec les aspartates catalytiques est 
en partie responsable du manque d'affinité de la protéase pour cette famille 
d'inhibiteurs. On peut néanmoins citer un contre-exemple récent : l'inhibiteur OE 
(Boc-Phe-CH2CH2NH-Phe-Glu-Phe-NH2) possède une bonne activité anti-
enzymatique (Ki = 1.5 nM), l'interaction avec les aspartates catalytiques étant assurée 
par l'amine isostérique. L'absence de groupement hydroxyle central serait ici plutôt 
favorable car elle confère de la flexibilité au pseudo-peptide, ce qui expliquerait son 
activité contre certains mutants de la protéase168. 
 
































c.  Inhibiteurs symétriques et pseudosymétriques 
 La protéase se présente sous forme d'un homodimère, les deux monomères 
identiques étant reliés par un axe de symétrie C2. Très rapidement, les chercheurs ont 
voulu exploiter cette caractéristique structurale propre aux protéases rétrovirales, 
postulant que des inhibiteurs symétriques présenteraient une plus grande sélectivité169. 
Par exemple, le composé symétrique A77003 (3) est sélectif et fait preuve d'une bonne 
activité antienzymatique mais est trop facilement métabolisé par l'organisme, ce qui 
diminue sa biodisponibilité. Des modifications systématiques au niveau des 
groupements situés en position P3 et P2' ont permis d'améliorer les propriétés 
pharmacocinétiques des dérivés de A77003170-172. Ainsi, le remplacement des 
substituants pyridyles par des thiazoles, a augmenté la stabilité chimique de la 
molécule vis-à-vis des phénomènes oxydatifs, ce qui a conduit au composé pseudo-
symétrique ABT-538, plus connu sous le nom de Ritonavir (4), commercialisé en mars 
1996 par la firme pharmaceutique Abbott173-178. Le Ritonavir est un inhibiteur du 
cytochrome P450 3A4, qui est responsable de la métabolisation de nombreux 
médicaments, parmi lesquels on peut compter les autres antiprotéases actuels. Dès lors, 
il est intéressant de l'utiliser en combinaison avec d'autres inhibiteurs qui profiteront 
ainsi d'une durée de vie plus longue au sein de l'organisme179.  
Pour contrer l'apparition de mutations de certains résidus de la protéase sous la 
pression sélective du Ritonavir180-182, les chercheurs d'Abbott ont mis au point le 
composé ABT-378, ou Lopinavir (5)183-192, qui a été approuvé en octobre 2000. Le 
Lopinavir n'a qu'une durée de vie réduite au sein de l'organisme, il est donc toujours 
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 Une autre famille d'inhibiteurs symétriques dérive de l'acide mannarique193,194. 
L'utilisation de cette source naturelle de carbohydrate facilite en effet la synthèse de 
ces composés possédant quatre centres asymétriques successifs, comme par exemple le 
composé (6). Il est intéressant de noter que bien que le composé (6) ait une activité 
antienzymatique élevée, son activité antivirale est assez faible (EC50 = 100 nM). 
L'addition de deux fluors sur les phényles en position P1/P1' diminue quelque peu la 
puissance de l'inhibiteur sur la protéase (Ki = 4.0 nM) tout en améliorant l'activité 
cellulaire (EC50 = 30 nM). 
















d.  Hydroxyéthylamine 
Le composé Ro31-8959, ou Saquinavir (7) est le premier inhibiteur de la 
protéase du VIH-1 à avoir été commercialisé (décembre 1995). Les chercheurs 
d'Hoffman-la-Roche ont basé leur approche sur l'analogie avec le substrat naturel 
contenant le site de clivage Phe*Pro, remplacé ici par une hydroxyéthylamine. La 
modification systématique des chaînes latérales et des substituants terminaux a mené à 
la découverte de ce composé très puissant mais de faible biodisponibilité195.  
 
Saquinavir/Ro31-8959  Ki = 0.12 nM         Nelfinavir/AG1343 Ki = 2.0 nM 






























   (7)       (8) 
 
Le composé AG1343 ou Nelfinavir (8) résulte de l'optimalisation du 
Saquinavir196-198. En effet, la modification de la phénylalanine en S-phénylcystéine 
permet de meilleurs contacts hydrophobes au niveau des sous-sites S1/S3 de la 
protéase. L'adaptation consécutive du substituant P2 conduisit à la découverte du 
groupement clé hydroxytoluène, qui sera souvent repris dans les générations suivantes 
d'antiprotéases. Le Nelfinavir mésylate commercialisé en mars 1997 par la firme 
Agouron, possède une activité anti-virale comparable à celle du Saquinavir mais de 
meilleures propriétés pharmacocinétiques199, dues à la diminution du caractère 
peptidique de cet inhibiteur. Egalement basé sur le Saquinavir, le Palinavir (BILA 
2011 BS) (9) est un puissant inhibiteur de la protéase du VIH-1 et du VIH-2200, mais 
sa biodisponibilité est réduite201.  
 
Palinavir Ki (VIH-1) = 0.031 nM   BILA 2185 BS            Ki (VIH-1) = 0.006 nM 

























   (9)       (10) 
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La cocristallisation du Palinavir et de certains de ses dérivés avec la protéase ainsi que 
des études de modélisation moléculaire ont permis de pointer le composé BILA 2185 
BS (10)202,203 caractérisé par un plus faible poids moléculaire, de bonnes propriétés 
pharmacocinétiques et une activité anti-enzymatique extrêmement élevée. Cependant, 
la toxicité de ce composé lui ôte toute perspective de développement clinique.  
 
e. Hydroxyéthylène 
 De nombreux inhibiteurs hydroxyéthyléniques sont basés sur le site de clivage 
Phe*Pro comme l'inhibiteur LY289612 (11)204 qui servit à l'élaboration du Nelfinavir 
(8). Pour garder l'affinité de la protéase pour un composé peptidomimétique comme le 
LY289612, tout en améliorant ses propriétés pharmacocinétiques, nous avons vu qu'il 
est intéressant de diminuer son caractère peptidique. Une solution consiste à remplacer 
un acide aminé naturel L par un acide aminé non naturel D. Cette stratégie a été suivie 
dans l'optimalisation du composé LY289612, en introduisant, par exemple, un 
analogue distant de la D-cystéine en position P2 (inhibiteur (12))205,206. 
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Un autre inhibiteur intéressant basé sur cet isostère est le composé L685,434 
(13)207, précurseur de l'inhibiteur L735,524 plus connu sous son nom générique 
d'Indinavir (14)208-211.  
























  (13)        (14) 
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L'incorporation d'une amine basique au sein de son squelette peptidomimétique 
confère en effet à l'Indinavir une activité antivirale ainsi que des propriétés 
pharmacocinétiques remarquables, ce qui permit à la firme Merck de le 
commercialiser dès mars 1996. Afin d'améliorer la stabilité métabolique de 
l'Indinavir212-215, ou d'améliorer son activité contre diverses souches mutantes du 
virus216-218, une optimalisation systématique des différents groupements et sites de 
métabolisation a été entreprise, notamment à l'aide de techniques combinatoires. Elle a 
mené à l'identification du composé MK-944a (L-756,423) (15) qui en plus d'une 
excellente activité anti-virale, fait preuve d'un meilleur profil pharmacocinétique que 
l'Indinavir219. Les essais cliniques ont cependant été abandonnés car le MK-944a ne 
possède pas une activité suffisante contre les souches mutantes de la protéase. 
 





























  (15)       (16) 
Enfin, on peut encore citer d'autres inhibiteurs appartenant à cette famille 
d'hydroxyéthylène : ainsi le composé QF34220,221 est très puissant contre la forme 
sauvage de la protéase du VIH-1 avec une constante d'inhibition de 0.02 nM, tout en 
gardant une activité inférieure au nanomolaire sur les protéases multirésistantes 
apparaissant au cours de thérapies utilisant le Saquinavir, l'Indinavir, le Ritonavir ou le 
Nelfinavir. Cette propriété exceptionnelle serait due à un mode de liaison inhabituel au 
sein du site actif de la protéase222, les chaînes latérales de cet inhibiteur peptidique se 
positionnant plutôt entre les différents sous-sites, ce qui le rend moins sensible aux 
mutations. Le composé BMS-234475 (CGP-61755) ou Lasinavir (16), quant à lui, a 
été inspiré par des recherches antérieures portant sur l'inhibition de la rénine. 
L'exploration systématique des substituants optimaux en position P1' a mené à 
l'identification d'un groupement triméthoxyphényl qui permettrait d'améliorer la 
biodisponibilité de l'inhibiteur tout en conservant une bonne activité anti-
enzymatique223-225.  
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f. Hydroxyméthylène (Norstatine) 
 Nous avons vu qu'une statine ne permettait pas d'introduire un groupement en 
position P1', ce qui diminue l'affinité de la protéase pour cette classe d'inhibiteurs.  En 
raccourcissant la statine d'un carbone, on obtient l'isostère norstatine ou 
hydroxyméthylène qui permet une interaction optimale entre l'inhibiteur et chaque 
sous-site de la protéase. A partir de l'analogie avec les substrats contenant les sites de 
clivage Phe/Tyr*Pro, des chercheurs japonais de l'université de Kyoto ont mis au point 
un inhibiteur extrêmement puissant, le composé KNI-272 (17) qui possède une 
constante d'inhibition proche du picomolaire226-231. Cette activité remarquable est 
attribuée entre autres232 au fait que cet inhibiteur est préorganisé dans sa conformation 
bioactive, c'est-à-dire dans la conformation qu'il adoptera lors de son interaction avec 
la protéase233-235.  
 


















Stabiliser la conformation d'un peptide ou d'un pseudopeptide sous sa forme 
bioactive est d'ailleurs une des stratégies exploitée lors de la mise au point d'inhibiteurs 
peptidomimétiques. Dans le cas de l'interaction avec la protéase, substrats comme 
inhibiteurs adoptent une conformation étendue. L'introduction de pontages entre 
différentes parties de ces molécules rigidifie le peptide, tout en le contraignant à 
adopter la conformation souhaitée. On peut ainsi cycliser certaines régions du squelette 
peptidique236,237, comme en témoigne le composé (18)238, ou relier entre elles 
différentes chaînes latérales produisant alors des structures macrocycliques239-248. 
L'inhibiteur (19) en est un bon exemple : il est actif non seulement contre la protéase 
du VIH-1 mais aussi contre la protéase du virus de l'immunodéficience féline (FIV) 
qui sert de modèle de protéase multirésistante249, 250. Enfin, on peut citer la famille des 
oligopyrrolinones251-253 dont le squelette est constitué de structures cycliques (par 
exemple, le composé 20). Ces composés sont plus résistants au métabolisme que leurs 




  Ki = 0.05 nM     IC50(VIH-1 PR) = 5 nM 
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Mais revenons au composé KNI-272 : les essais cliniques ont montré que 
malgré sa puissance in vitro, cet inhibiteur n'a qu'une faible activité antirétrovirale255-
257. En effet, son temps de vie au sein de l'organisme est limité car il se lie fortement 
aux protéines plasmatiques258 et est rapidement métabolisé259,260. Afin d'améliorer les 
propriétés pharmacocinétiques et le profil de résistance de cette famille d'inhibiteurs 
hydroxyméthyléniques, diverses modifications ont mené à l'identification du composé 
SM-319777 anciennement connu sous le nom de JE-2147 (21)261. Celui-ci est issu 
d'une stratégie visant, d'une part, à diminuer le poids moléculaire de KNI-272 et 
d'autre part à augmenter sa symétrie afin d'occuper de manière optimale les différents 
sous-sites symétriques de la protéase. On retrouve ainsi en position P2, le groupement 
hydroxytoluène du Nelfinavir, tandis qu'en position P2' un autre groupement 
aromatique fait face262. JE-2147 conserve une activité raisonnable et un meilleur profil 
pharmacocinétique que KNI-272263,264. Il est en outre un assez bon inhibiteur des 
protéases mutantes. Des dérivés plus actifs de JE-2147 sont actuellement en 
développement265. 



























 (21)        (22) 
La protéase 47 
Une autre stratégie a également été exploitée pour améliorer la biodisponibilité 
de KNI-272 et de ses dérivés : celle des 'pro-drogues'. Il est en effet possible de 
générer une ‘pro-drogue’ (22) en greffant un substituant acyle, par exemple, sur le 
groupement hydroxyle central de KNI-272, ce qui augmentera la solubilité de 
l'inhibiteur en milieu aqueux, et donc sa biodisponibilité. Lors de leur incubation à 
37°C et à pH 7.4, ces dérivés se convertissent spontanément sous leur forme active, le 
groupement acyle étant transféré par un réarrangement intramoléculaire du côté N-
terminal de l'inhibiteur266-268. Une étape encore plus élaborée de cette stratégie utilise 
des 'doubles-drogues' 269,270. Dans ce cas, c'est un inhibiteur de la transcriptase inverse, 
l'AZT, qui est associé à un anti-protéase. Prenons par exemple, le composé KNI-413 
(23) : il possède une activité antienzymatique raisonnable mais passe difficilement à 
travers la membrane cellulaire. Lorsque l'on greffe l'AZT à la suite du groupement P2 
pour former le composé KNI-684 (24), on n'observe plus d'inhibition in vitro de la 
protéase seule. Par contre, l'activité cellulaire est meilleure que celle de l'AZT ou de 
KNI-413 pris séparément, ce qui indiquerait l'existence d'un clivage intracellulaire 
libérant les deux inhibiteurs271-273. 
 
KNI-413  IC50 < 5 nM   KNI-684  IC50 > 5 µM 






























 (23)       (24) 
Outre la famille de composés dérivés du KNI-272, on peut également 
mentionner les travaux d'une autre équipe japonaise, de la compagnie Sankyo, portant 
sur le même isostère appelé ici AHPBA pour 3(S)-Amino-2(S)-Hydroxy-4-
PhenylButanoic Acid. Les composés issus de ces recherches ont de fortes similitudes 
structurales avec la famille de KNI-272 et ont également une activité antienzymatique 
importante274-279. Des études de modélisation moléculaire ont montré que ces deux 
séries d'inhibiteurs adoptaient le même mode de liaison au sein du site actif de la 
protéase280. Une autre famille comprenant l’isostère norstatine a été découverte par des 
chercheurs de l’université de Prague grâce à une approche combinatoire. Les meilleurs 
représentants de cette famille ont des activités de l’ordre du picomolaire aussi bien vis-




 Les inhibiteurs peptidomimétiques présentent généralement un poids 
moléculaire élevé, ce qui handicape leur biodisponibilité. La firme pharmaceutique 
Vertex a concentré ses efforts dans la conception d'inhibiteurs de la protéase de faible 
poids moléculaire. S'appuyant sur les informations structurales obtenues par 
cristallographie et caractérisant la liaison entre la protéase du VIH-1 et ses inhibiteurs 
(structure-based design), une optimalisation des interactions avec les aspartates 
catalytiques et la molécule d'eau servant de relais entre le peptide et les flaps de la 
protéase a été entreprise. Parmi les candidats potentiels, le composé VX-478 ou 
Amprénavir (25), a été retenu car il est préorganisé sous sa forme bioactive283. Son 
activité antienzymatique et antivirale ainsi qu'un bon profil pharmacocinétique et une 
faible toxicité ont justifié sa commercialisation en  mai 1999284-291.  
Par ailleurs, le Fosamprénavir (GW433908) (26), une pro-drogue de 
l'Amprénavir est arrivée récemment sur le marché (octobre 2003). Cette pro-drogue, 
dont le mécanisme est basé sur le clivage d'un phosphate greffé sur le groupement 
hydroxyle central, fait preuve d'une meilleure solubilité en milieu aqueux, ce qui 
facilite sa formulation, et cause moins d'effets secondaires292-294. 
 



























  (25)        (26) 
Des analogues de l'Amprénavir ont été développés à l'Université de l'Illinois de 
Chicago. Afin d'obtenir une interaction optimale avec les aspartates 29 et 30 de 
l'enzyme, une étude des substituants en position P2 a été entreprise. Elle a permis de 
pointer divers hétérocycles intéressants295. Parmi eux, le groupement bis-THF a été 
retenu au sein du composé UIC-94003 ou TMC 126 (27). Il confère à ce dernier une 
excellente activité antivirale sur de nombreuses souches sauvage et mutantes du 
virus296-299. L’optimalisation systématique des groupements P’1 et P’2 a permis 
d’obtenir des molécules extrêmement puissantes, caractérisées par des constantes 
d’inhibition inférieures au picomolaire300. Un analogue du TMC 126, le TMC 114 est 
actuellement en développement clinique avancé (Phase II)301. 
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TMC 126/UIC-94003 Ki = 0.015 nM  DPC 681 (m-NH2)  Ki = 0.012 nM 































  (27)       (28) 
 En se basant sur le Saquinavir, la firme Searle a développé des inhibiteurs 
contenant l'isostère hydroxyéthylurée302. Par exemple, l'inhibiteur SC-52151 possède 
un Ki de 3 nM et une bonne activité antivirale (EC50 = 17-68 nM)303. Afin d'améliorer 
le profil pharmacocinétique de tels composés, l'hydroxyéthylurée fut remplacée par 
l'isostère hydroxyéthylsulfonamide304-306. En collaboration avec Searle, la compagnie 
Dupont a optimalisé cette série d'inhibiteurs pour proposer le DPC 681 et le DPC 684 
(28) qui présentent une très bonne activité antivirale sur de nombreuses souches 
mutantes du virus307.  
 
h.  Azapeptide 
 A partir de l'étude de peptides pseudo-symétriques308, il a été postulé que 
l'introduction d'un analogue de l'état de transition de type aza dipeptide pouvait 
simplifier la synthèse de tels composés par la suppression d'un centre asymétrique309.  
 




















Des études de modélisation moléculaire ont permis l'identification du composé 
BMS-232632 ou Atazanavir (29)310 qui combine une bonne activité anti-enzymatique 
et cellulaire311, une faible toxicité et une résistance aux mutations de la protéase 
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engendrées par les autres inhibiteurs commerciaux312. Ces caractéristiques ont permis 
la commercialisation de l’Atazanavir en juin 2003. 
 
i. Difluorostatone et autres isostères inorganiques 
 Plusieurs inhibiteurs puissants contenant des bioisostères de type difluorocétone 
313-315et difluorostatone316,317 ont été proposés. Parmi eux, le composé MDL 74,695 
(30)318 qui possède cependant une faible biodisponibilité et engendre rapidement une 
résistance virale319. Une autre étude porte sur des analogues symétriques de l'Indinavir 
dans lequel l'isostère est modifié en silane diol, comme, par exemple, le composé 
(31)320. Enfin, la molécule symétrique (32) est un exemple représentatif d'inhibiteur 
possèdant un isostère phosphinate321. 
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II.  Approche non peptidique 
 L'émergence d'inhibiteurs peptidomimétiques de la protéase du VIH-1, au 
milieu des années 90 a révolutionné le traitement du SIDA. En effet, associés aux 
inhibiteurs de la transcriptase inverse, ils permettent de retarder durablement 
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l'apparition des symptômes sévères associés à la maladie et donc d'améliorer la qualité 
et l'espérance de vie des patients. Cependant, on se rendit vite compte qu'il fallait 
mettre certains bémols à ce grand succès thérapeutique. Par leur nature peptidique ou 
pseudo-peptidique, beaucoup d'inhibiteurs commerciaux de la protéase ont une trop 
faible biodisponibilité et de piètres propriétés pharmacocinétiques. Leur coût élevé, les 
effets secondaires qu'ils engendrent et surtout l'apparition de souches virales mutantes 
résistantes au traitement peuvent rapidement anéantir tout espoir de guérison. Dès lors, 
il est indispensable de concevoir de nouvelles générations de médicaments, ayant une 
nature non peptidique et gardant une efficacité face aux protéases mutantes.  
 Une des stratégies adoptées pour découvrir des chefs de file de nature non 
peptidique est le criblage et l'évaluation biologique de banques de données de produits 
chimiques ou naturels ('screening'). L'autre stratégie se base directement sur la 
topologie tridimensionnelle du site actif ciblé ('structure-based rational design'). 
 
a. Screening 
Un exemple représentatif issu de cette approche est le composé PNU-140690 ou 
Tipranavir (34)322, un des inhibiteurs de la protéase qui devrait être approuvé sous peu 
en vue de sa commercialisation. Après un large screening de leur chimiothèque, les 
chercheurs de Pharmacia et Upjohn ont identifié deux coumarines, tout d'abord la 
Warfarine, un anticoagulant, puis la Phenprocoumon (33)323. Bien que faiblement 
actives contre la protéase du VIH-1, les deux coumarines étaient connues pour leurs 
bonnes propriétés pharmacocinétiques ; ce noyau pouvait donc servir de point de 
départ pour le développement d'une nouvelle famille d'antiprotéases non peptidiques. 
Par un processus itératif d'optimalisation de cette série324-334, on obtint le Tipranavir335, 
336, un inhibiteur de la protéase exceptionnel par son activité antivirale, aussi bien 
contre la souche sauvage du virus que contre les mutants apparaissant suite à la 
pression sélective des médicaments existants337-339. La résistance au Tipranavir lui-
même est assez lente à se développer. Par ailleurs, cet inhibiteur provoque peu d'effets 
secondaires et agit en synergie avec les autres anti-viraux340, ce qui en fait un candidat 
prometteur pour la génération suivante de médicaments contre le VIH. 
Parallèlement au développement du Tipranavir, une approche semblable a été 
suivie par la compagnie Parke-Davis341,342. Suite au criblage à grande échelle de leur 
chimiothèque, les chercheurs de cette firme pharmaceutique ont identifié en plus de 
coumarines dérivées de la Warfarine343, une hydroxypyrone, PD 107067 (35), qui 
servit de chef de file pour la conception d'inhibiteurs non peptidiques de la protéase344. 
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L'optimalisation successive de cette molécule345-351 aboutit notamment à l'évaluation 
préclinique du composé PD 178390 (36), qui répond également aux exigences 
d'activité vis-à-vis du virus sauvage et de ses mutants, de biodisponibilité, de non 
toxicité, etc…352-355 Cette molécule s'apparente d'ailleurs fortement au Tipranavir et 
possède le même mode de liaison au sein de la protéase.  
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 (35)      (36) 
La cristallographie et la modélisation moléculaire jouèrent un rôle clé dans la 
conception de ces inhibiteurs322,323,347,356,357. Elles révélèrent un mode d'interaction 
original avec la protéase. En effet, comme dans le cas des inhibiteurs 
peptidomimétiques, le groupement hydroxyl branché sur le noyau coumarinique 
interagit avec les aspartates catalytiques. Tout comme les substrats naturels de la 
protéase, les inhibiteurs peptidomimétiques forment également une interaction clé avec 
les résidus Ile50/150 localisés au niveau des flaps de l'enzyme par l'intermédiaire d'une 
molécule d'eau structurale. Par contre, les inhibiteurs dérivés des coumarines 
interagissent directement avec ces résidus en déplaçant la molécule d'eau structurale, 
ce qui se traduit par un gain entropique et une augmentation de la spécificité de ces 
inhibiteurs (Figure 2.9.). Nous verrons dans le paragraphe suivant que ce mode de 
liaison caractérise aussi d'autres familles d'inhibiteurs non peptidiques, comme celle 
des urées cycliques. 
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Figure 2.9.  Interactions entre le site actif de la protéase et des inhibiteurs a. peptidomimetiques, b. non 
peptidiques issus de la famille des coumarines, c. non peptidiques issus de la famille des urées 
cycliques. Les composés non peptidiques forment directement des ponts hydrogène avec les résidus 
50/150 des flaps, tandis que les peptidomimétiques interagissent avec les flaps par l'intermédiaire 
d'une molécule d'eau structurale. 
 
b. Structure-based rational design 
 L'approche de la firme pharmaceutique Merck dans sa conception d'urées 
cycliques illustre parfaitement les stratégies de conception rationnelle de médicaments 
basées sur la structure tridimensionnelle de l'enzyme ciblé358-360. Partant de leurs 
études sur l'inhibition de la protéase par des diols peptidomimétiques symétriques 
(Figure 2.10.a.) , les chercheurs de Merck ont postulé qu'une orientation vers des 
molécules non-peptidiques permettrait de surmonter plus facilement les problèmes de 
biodisponibilité. Dans cette optique, ils ont étudié les structures cristallographiques de 
la protéase complexée aux inhibiteurs peptidiques et ont pointé une caractéristique 
commune à tous ces complexes : l'existence d'une molécule d'eau structurale 
tétracoordinée spécifique aux protéases rétrovirales et servant de relais entre 
l'inhibiteur et les isoleucines 50/150 localisées aux sommets des flaps (Figure 2.9.a.). 
Ils émirent l'hypothèse que le déplacement de cette molécule d'eau structurale par une 
fonction chimique propre à l'inhibiteur serait favorable d'un point de vue énergétique, 
et apporterait une certaine spécificité. De plus, le passage de composés 
peptidomimétiques linéaires et flexibles à des molécules cycliques plus contraintes 
devait entraîner un gain entropique non négligeable. La mise au point d'un 
pharmacophore (Figure 2.10.b.) reprenant les caractéristiques essentielles à l'inhibition 
de la protéase par des molécules peptidomimétiques  (distance entre les groupements 
P1/P1', présence d'un groupement hydroxyle interagissant avec les aspartates 
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Figure 2.10. Stratégie utilisée lors de la conception rationnelle d'inhibiteurs de la protéase de type 
urées cycliques. En voici les étapes successives: a. inhibiteurs peptidomimétiques de type diol 
symétrique. b. pharmacophore utilisé pour identifier une molécule non peptidique, c. molécule issue 
du criblage virtuel, d. noyau cyclohexanone, e. noyau cycloheptanone ; incorporation de la fonction 
diol, f. urée cyclique, g. détermination de la stéréochimie des substituants (D'après Lam et al.358). 
Cette recherche identifia une molécule tricyclique dont le noyau benzénique 
central pouvait accommoder aussi bien une fonction chimique mimant la molécule 
d'eau structurale qu'un donneur/accepteur de proton pouvant interagir avec les résidus 
catalytiques (Figure 2.10.c.). Cependant, les chercheurs se tournèrent plutôt vers des 
structures de type cyclohexanone qui permettent plus de liberté dans l'orientation des 
substituants (Figure 2.10.d.). Dans le but de disposer d’une fonction diol 
supplémentaire pour interagir avec les aspartates catalytiques, on élargit ensuite le 
cyclohexane à un cycloheptane (Figure 2.10.e.). Le choix d'une fonction urée reposa à 
la fois sur un critère d'accessibilité synthétique et sur le fait qu'une urée est un meilleur 
accepteur de proton qu'une cétone et peut dès lors former des ponts hydrogène plus 
forts avec l'enzyme (Figure 2.10.f.). Enfin, l'utilisation des outils de modélisation 
moléculaire conduisit à la prédiction de la stéréochimie361 et des conformations 
optimales pour les différents substituants P1, P2, P1', P2' ainsi que pour le diol (Figure 
2.10.g.), ce qui fut confirmé par des études cristallographiques362. 
 Cette stratégie conduisit à la découverte d'inhibiteurs non peptidiques de la 
protéase très puissants363, 364. On peut attribuer cette réussite à différents facteurs : tout 
d'abord, les urées cycliques sont préorganisées dans leur conformation bioactive, il n'y 
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a donc pas de coût entropique à payer pour une éventuelle réorganisation lors de la 
liaison ; le déplacement de la molécule d'eau est également favorable d'un point de vue 
thermodynamique ; la structure de l'urée cyclique lui permet de placer les différents 
substituants de manière optimale dans les différents sous-sites enzymatiques. Par un 
processus d'optimalisation itératif, continuellement aidé des outils de modélisation 
moléculaire et de cristallographie, divers composés ont été proposés365-370. Ainsi, 
l'inhibiteur DMP 450 encore appelé Mozenavir (37)371 a fait l'objet d'études cliniques 
avancées. Possédant une bonne activité anti-virale, des profils de pharmacocinétique et 
de résistance adéquats, il a finalement été laissé de côté dans le processus de 
commercialisation pour des problèmes de métabolisme. Des modifications ultérieures 
furent proposées en P2 et P2' 372,373 et dans une moindre mesure en P1 et P1' 374 ; il 
s'avéra qu'une rupture de la symétrie laisserait plus de liberté pour trouver un 
compromis entre activité, pharmacocinétique, métabolisme, solubilité, etc…375-378 
Ainsi, des composés comme le DMP 850 (38)379 sont représentatifs de cette troisième 
génération d'urées cycliques ayant atteint un développement clinique380. 

















  (37)       (38) 
Sur le principe des urées cycliques, plusieurs autres familles d'inhibiteurs non-
peptidiques furent développées. Ainsi, Merck poursuivit un moment la conception de 
tétrahydropyrimidinones381-383, de cyanoguanines cycliques384,385 ou d'analogues 
phosphonamides (par exemple, respectivement les composés 39, 40 et 41)386  ; la 
cyclisation d'aza peptides linéaires chez Abbott conduisit à des dérivés aza d'urées 
cycliques très puissants mais de faible biodisponibilité comme le composé (42) qui 
furent l’objet de nombreuses études théoriques387,388. Certains groupes développèrent 
également des sulfamides389 ou des sulfones cycliques390. Il est intéressant de noter que 
la série des sulfamides cycliques, avec par exemple le composé (43), ne suit pas les 
mêmes relations de structure/affinité que les urées cycliques classiques391,392. En effet, 
des études de cristallographie montrent un mode de liaison au sein du site actif de 
l'enzyme différent de celui des urées cycliques393. Enfin, on peut citer pour leur 
originalité les travaux d'une équipe allemande qui utilise des structures en forme de 
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cage pour orienter correctement les divers substituants dans les sous-sites 
correspondants (composé 44)394-400. 
. 
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III Approche irréversible 
 Les inhibiteurs peptidomimétiques ou non peptidiques que nous venons de citer 
interagissent tous avec la protéase du VIH-1 de manière réversible. La présence 
d'aspartates catalytiques permet d'envisager une approche alternative : l'inhibition 
irréversible. En effet, ces résidus sont susceptibles de former des liaisons covalentes 
avec certaines fonctions réactives comme des époxydes; c'est ainsi que l'inactivation 
de la protéase par le composé 1,2-époxy-3-(p-nitrophénoxy)propane ou EPNP103, 
permit de la classer dans la catégorie des protéases à acides aspartiques. Par une telle 
stratégie, on pourrait théoriquement endiguer le problème de résistance virale. En 
effet, les résidus catalytiques ciblés ne peuvent muter sans provoquer une perte totale 
de l'activité enzymatique. Cependant, cette approche reste assez marginale car les 
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inhibiteurs irréversibles, pour la plupart intrinsèquement réactifs, présentent souvent 
un problème de sélectivité, étant donné qu'ils risquent de réagir avec d'autres 
molécules biologiques avant de rencontrer l'enzyme ciblé. On peut néanmoins relever 
quelques inhibiteurs irréversibles peptidomimétiques ou non peptidiques. 
 
a. Inhibiteurs peptidomimétiques 
 Une équipe coréenne s'est intéressée à la modification d'inhibiteurs 
peptidomimétiques classiques en composés irréversibles401-405. L'ajout d'une fonction 
époxyde cis correctement orientée a mené par exemple au dérivé LB 71116 (45) 403, 
dont certains analogues ont fait l'objet d'une évaluation préclinique. 
 














      (45) 
 
b. Inhibiteurs non peptidiques 
 Parmi les tout premiers inhibiteurs dirigés contre la protéase, on retrouve 
L'EPNP (46) 103,406 et la cerulénine, un antibiotique antimycosique407.  Par la suite, des 
chercheurs californiens se focalisèrent sur les dérivés de l'halopéridol, un inhibiteur 
réversible non peptidique de la protéase issu d'un criblage virtuel d'une banque de 
données tridimensionnelles.  Plusieurs inhibiteurs irréversibles découlèrent de ce 
travail. Parmi eux, le composé UCSF 84 (47)408 ou encore un dérivé FMOC (48)409, 
dont le processus d'inactivation fit l'objet d'une étude théorique410.  
 













 (46)     (47)     (48) 
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 ...visant l'interface de dimérisation 
 La nature homodimérique de la protéase en fait une cible de choix pour une 
stratégie d'inhibition originale : l'inactivation de l'enzyme par dissociation des deux 
sous-unités du dimère. En effet, cette dissociation  entraîne la disparition du site actif 
et donc la perte de toute activité biologique. Nous avons vu que la cohésion du dimère 
pouvait être majoritairement attribuée au feuillet β formé par les extrémités N et C 
terminales de l'enzyme115 (Figure 2.11.). On peut donc envisager qu'en interférant dans 
le processus de formation de ce feuillet β, on empêchera la dimérisation de la protéase 
ce qui provoquera son inactivation. Cette approche présente théoriquement plusieurs 
avantages : non seulement on bloque l'action de la protéase à la source, avant même 
son autolibération des polyprotéines gag-pol, mais on évite également une apparition 
rapide de mutations résistantes à l'inhibiteur. En effet, les résidus localisés au niveau 
de l'interface de dimérisation sont bien conservés, quelle que soit la souche virale 














































Figure 2.11.  Interface de dimérisation, formée par le feuillet β associant les extrémités C et N 
terminales des deux sous-unités représentées en rouge et en bleu. Ce feuillet β est stabilisé par tout un 
réseau de ponts hydrogène (flèches noires), ainsi que par deux ponts salins existants entre les résidus 
terminaux. Deux ponts hydrogène supplémentaires relient les phénylalanines 99/199 aux histidines 
69/169 de l'autre sous-unité. 
 
Lors de la conception d'inhibiteurs de la dimérisation, l'approche peptidique est 
de prime abord évidente. Il suffit, en effet, de mettre au point des peptides qui  
interfèrent avec la dimérisation en se liant à une des sous-unités de la protéase, entrant 
ainsi en compétition avec l'autre monomère (Figure 2.12). Nous verrons dans les 
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paragraphes suivants qu'il existe des inhibiteurs analogues d'une seule séquence 
peptidique, C ou N terminale, ou comprenant deux séquences peptidiques afin de 
mimer plus complètement la formation du feuillet β constituant l'interface du dimère. 
L'approche non peptidique est, quant à elle, restée plus marginale. Enfin, nous 
discuterons brièvement de l'inhibition de la protéase par la formation d'hétérodimère, 
l'inhibiteur pouvant, dans ce cas, être considéré comme une sous-unité protéique 
entière. 
 















Figure 2.12.  Approche peptidique lors de la conception d'un inhibiteur de la dimérisation. a. 
Représentation schématique de l'interface de dimérisation de la protéase. b. Peptide simple 
interagissant avec un seul monomère. c. Double peptide mimant la structure en feuillet β de l'interface.  
 
I. Approche peptidomimétique 
 
a.  Peptides simples 
 Les peptides de diverses longueurs reprenant les séquences terminales de la 
protéase ont été systématiquement testés412-416. A ce stade, une séquence C terminale 
dont la longueur reproduit celle du feuillet β donne la meilleure activité anti-
dimérisation414. En vue d'augmenter l'efficacité de cette nouvelle famille d'inhibiteurs, 
un processus d'optimalisation de ces peptides a été entrepris, notamment à l'aide de 
données issues d'études cristallographiques, de mutagenèse, et de modélisation 
moléculaire417-422. Les lipopeptides qui en découlent, comme par exemple le peptide 
(49), sont puissants, avec des constantes d'inhibition (Kid) de l'ordre du nanomolaire. 
Ils pourraient être considérés, à côté des inhibiteurs compétitifs de la protéase et des 
inhibiteurs nucléosidiques et non nucléosidiques de la transcriptase inverse, comme 
constituant une nouvelle classe d'agents antiviraux423,424. 
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 Une équipe franco-espagnole a récemment proposé une approche originale : un 
guanidinium bicyclique chargé positivement sert de lien entre le peptide mimant la 
séquence C-terminale de la protéase et un groupement hydrophobe, comme en 
témoigne le composé (50). Alors que le peptide vient s’intercaler entre les extrémités 
C et N terminales du monomère, le motif guanidinium rigide préorganise l’inhibiteur 
et interagit électrostatiquement avec le carboxylate de la phénylalanine 99. Le 
groupement hydrophobe, quant à lui, forme des contacts supplémentaires avec 
l’interface de dimérisation425.  













b.  Peptides doubles 
 Comme les peptides correspondant aux extrémités C et N terminales sont 
chacun de faibles inhibiteurs de la dimérisation de la protéase, certaines équipes de 
recherche proposèrent de combiner les deux motifs pour en augmenter l'activité 
globale. Différentes manières de connecter les deux peptides furent testées : par 
exemple, en utilisant des liens flexibles constitués d'acides aminés415,426 comme le 
                                                 
*Stéréochimie SS ou RR ; Bn = benzyle 
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composé peptidique Pro-Gln-Ile-Thr-Leu-(Gly)3-Cys-Thr-Leu-Asn-Phe possédant un 
IC50 de 40 µM. Cependant, il est peu probable que ce genre de composé interagisse 
avec la protéase à la manière d'une pince, comme illustré à la figure 2.12.c. On pense 
plutôt qu'une seule moitié du peptide est responsable de l'inhibition (Figure 2.12.b.).  
 



















































(51)        (52) 
Pour reproduire la structure du feuillet β constituant l'interface, il est préférable 
d'introduire une liaison croisée entre les extrémités N terminales des deux peptides421, 
427-432. Ainsi, l’optimisation des différents acides aminés des deux peptides et de la 
chaîne carbonée les reliant a conduit au composé (51)433. Un lien rigide permettant de 
fixer la conformation de la 'pince' semble, par ailleurs, favorable d'un point de vue 
entropique429,434-436, comme en témoigne le composé (52). 
 
II Approche non peptidique 
Le criblage d'une banque de produits naturels a permis l'identification d'un 
didemnacétal (53) possédant une activité antienzymatique modérée. Les études de 
cinétique ont montré une inhibition de la protéase réversible et non compétitive, ce qui 
plaiderait en faveur d'un inhibiteur de la dimérisation437.  
Une approche plus rationnelle a été entreprise sur base des premiers résultats 
obtenus avec les peptides interfaciaux. Une séquence consensus reprenant les 
caractéristiques des inhibiteurs basés sur l'extrémité C terminale de la protéase418 a été 
traduite en éléments de pharmacophore. Un criblage virtuel de la banque de données 
structurales de Cambridge (CSD) sur base de la géométrie du pharmacophore a permis 
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de pointer plusieurs triterpènes, comme l'acide ursolique (54) possédant une activité 
antidimérisation de l'ordre du micromolaire. Il serait intéressant de développer cette 
famille d'inhibiteurs pour plusieurs raisons : les stéroïdes ont en général une bonne 
biodisponibilité et certains d'entre eux sont utilisés comme médicaments ; ces 
molécules polycycliques sont rigides et peuvent donc être favorables d'un point de vue 
entropique ; les triterpènes offrent de nombreuses possibilités de substitutions, ce qui 
faciliterait leur optimalisation438,439. 
 





















  (53)      (54) 
 
Quelques inhibiteurs irréversibles ont été proposés. Ainsi, les doubles peptides 
en pince ont servi de point de départ à une nouvelle famille d'inhibiteurs formant un 
pont disulfure avec la cystéine 95440. Cette cystéine peut en effet servir de cible à 
l'attaque d'un composé irréversible car on n'observe pas de mutation de ce résidu parmi 
les différents isolats de la protéase. La conception d'inhibiteurs irréversibles dérivés de 
l'halopéridol et ciblant initialement les acides aspartiques catalytiques a conduit à la 
découverte d'autres composés alkylant la cystéine 95, comme UCSF 142 (55)408,409,441. 
L'alkylation de la cystéine 95 a par ailleurs été observée pour divers réactifs comme le 
DTNB, le glutathione442, le N-éthylmaléimide et l'iodoacétamide103. 
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Enfin, la formation d'un hétérodimère peut entraîner la perte de l'activité 
biologique de la protéase. On utilise à cette fin des monomères modifiés par 
mutagenèse dirigée, monomères inactivés (par exemple en mutant l'aspartate 
catalytique) mais possédant une meilleure affinité pour la sous-unité naturelle. 
L'expression de ces monomères défectueux conduit à une activité antienzymatique et 
antivirale, ce qui montre la potentialité de leur utilisation dans une thérapie génique 
contre le virus411,443-446. 
 
…perturbant la structuration de l'enzyme 
Actuellement, on étudie l'inhibition de la protéase du VIH-1 selon deux aspects 
principaux : soit les inhibiteurs entrent en compétition avec le substrat au niveau du 
site actif, soit ils empêchent la dimérisation de l'enzyme en allant se fixer au niveau de 
l'interface. Il existe néanmoins d'autres approches, certes plus marginales, mais 
importantes à mentionner dans le contexte de cette thèse. Nous parlerons ainsi tout 
d'abord d'un site de liaison métallique situé en surface de l'enzyme, puis plus 
brièvement d'inhibiteurs agissant au niveau des flaps. 
 
a.  Site de liaison métallique 
 La liaison de certains ions métalliques peut mener à l'inactivation d'un enzyme, 
soit via un processus d'oxydation catalysé par le métal447, soit en perturbant la structure 
du site actif, empêchant ainsi la liaison du substrat. Dans cette optique, un criblage 
d'une série d'ions métalliques a été effectué. Plusieurs cations durs* inhibent 
modérément la protéase (IC50 de l'ordre du micromolaire) comme UO22+, Ti4+, V5+, 
Au3+, Pb2+ 448 ou Zn2+ 449. L'activité inhibitrice de ces espèces peut être attribuée à leur 
liaison au niveau des acides aspartiques catalytiques. Par contre, les ions Cu2+ et Hg2+ 
ont une bonne affinité pour les résidus soufrés. Ils tendent donc à se lier aux cystéines. 
Chaque monomère de la protéase présente deux cystéines : la cystéine 95 enfouie dans 
l'interface de dimérisation et la cystéine 67 localisée en surface de l'enzyme111. 
L'importance de ces résidus dans l'inhibition de la protéase par les ions cuivriques et 
mercuriques a été soulignée par des données de mutagenèse. En effet, une protéase 
dont les cystéines ont été mutées en acide α-aminobutyrique possède la même 
                                                 
* La théorie de Pearson distingue les cations métalliques durs des cations métalliques mous. Alors que 
les ions durs sont petits, de charge élevée et se lient préférentiellement aux ligands peu polarisables, 
les ions mous sont plus volumineux, faiblement chargés, et ont une affinité marquée pour les ligands 
polarisables. 
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structure tridimensionnelle et la même activité protéolytique qu'une protéase sauvage, 
mais n'est pas inhibée par ces cations métalliques450. Par contre, lorsque l'on ajoute un 
ligand exogène comme le dithiothréitol450 ou l'acide ascorbique451, on retrouve une 
inhibition ; cependant, cette activité antienzymatique est attribuée au complexe 
métallique formé qui se loge dans le site actif de la protéase à la manière des 
inhibiteurs compétitifs. 
Pour expliquer le mécanisme d'inhibition des ions cuivriques et mercuriques, 
deux pistes sont envisagées. La première tient compte du fait que les cystéines sont 
rapidement oxydées en présence d'agents oxydants tels que les ions cuivriques ou 
mercuriques. Elles forment des ponts disulfures, menant à des agrégats de protéases 
inactives451. Cette observation a par ailleurs incité les chercheurs à explorer la 
réactivité des cystéines avec le DTNB [acide 5,5'-dithiobis-(2-nitrobenzoïque)], ou le 
glutathion. En effet, ce composé sulfhydryle réagit avec la forme ionisée des cystéines. 
En mutant individuellement les deux cystéines de la protéase en acide α-
aminobutyrique, il apparaît que la réaction de la cystéine 95 avec le glutathion 
provoque une inhibition de l'enzyme en interférant avec sa dimérisation. Par contre, 
l'attaque de la cystéine 67 par le glutathion stabilise ou même augmente l'activité de la 
protéase. Ce processus pourrait être impliqué dans la régulation de l'activité 
protéolytique in vivo442,451-453. 
 La seconde piste consiste à considérer l'inhibition de la protéase par les ions 
cuivriques comme un processus dynamique par lequel la liaison du cuivre à la cystéine 
67 provoquerait une déformation de la structure de l'enzyme, déformation allostérique 
qui se répercuterait jusqu'aux flaps, interférant ainsi avec la liaison du substrat dans le 
site actif. Plusieurs arguments étayent cette hypothèse. Une étude structurale en RMN 
a montré que les mouvements des flaps se faisaient en coordination avec ceux des 
résidus 59-75, à la manière d'un levier. Ainsi, quand les flaps se replient sur le site 
actif, le levier composé des résidus précités se lève126 (Figure 2.13.).  
Par ailleurs, une étude portant sur deux protéases mutantes, Cys67Ser et His69Ala, 
a confirmé non seulement l'implication de la cystéine lors de la liaison de l'ion 
cuivrique mais a montré également l'importance de l'histidine 69 en tant que second 
ligand du cuivre454. Enfin, la réactivité de la cystéine 67 est renforcée par la présence 
toute proche du couple de résidus histidine 69/ lysine 70 qui crée un environnement 
électrostatique stabilisant la forme ionisée de la cystéine à pH acide452. On peut donc 
considérer la séquence Cys67-Gly68-His69-Lys70 comme un site de liaison de l'ion 
cuivrique. Il est intéressant de noter que le tripeptide Gly-His-Lys, est un facteur de 
croissance connu pour former des complexes de grande affinité avec le Cu2+. En plus 
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d'autres activités biologiques, il joue un rôle dans le transport du cuivre dans 
l'organisme455,456. 
 




Figure 2.13.  a. Site de liaison métallique comprenant les résidus Cys67-Gly68-His69 (couleurs 
atomiques). Des changements conformationnels lors de la liaison du cuivre(II) pourraient se répercuter 
au niveau des flaps (en vert) ou peut-être même sur la poche P1 du site actif (en rouge). b. 
Agrandissement du site de liaison métallique. La phénylalanine 99 est également représentée en 
couleurs atomiques, car elle forme un pont hydrogène avec l'histidine 69, ce qui montre la proximité 
du site de liaison métallique et de l'interface de dimérisation. 
  
b.  Inhibiteurs agissant au niveau des flaps 
 Les volets mobiles de la protéase, communément appelés flaps, jouent un rôle 
essentiel dans le processus de liaison et d'orientation du substrat dans le site actif125. 
On pourrait donc envisager d'interférer avec le mouvement naturel de ces flaps pour 
perturber l'interaction enzyme/substrat. Cependant, la littérature se penchant sur ce 
sujet est quasi inexistante. Un peptide bactérien de séquence Ala-Gly-Lys-Lys-Asp-
Asp-Asp-Pro-Pro-Glu, appelé ABTI, inhibe la protéase de manière non compétitive, 
avec un Ki de 17.8 nM. Des études de fluorescence et de dichroïsme circulaire ont 
montré que ABTI se lie dans le site actif de la protéase et inactive l'enzyme en 
rigidifiant les flaps, ce qui bloque l'entrée du substrat et la libération des produits de 
protéolyse457. On peut également mentionner l'activité inhibitrice d'un anti-corps 
monoclonal F11.2.32 qui réagit avec la séquence comprenant les résidus 36 à 57 de 
l'enzyme correspondant aux flaps458,459.  
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Au terme de ce chapitre, quelques conclusions s'imposent.  
La protéase du VIH-1 est une des protéines les plus complètement 
caractérisées, au point que des banques de données structurales, comme HIVdb lui 
sont entièrement dédiées. On recense ainsi plus de 250 structures tridimensionnelles 
issues d'études cristallographiques, ou de RMN. Des recherches très diversifiées ont 
mené, entre autres, à une description détaillée de son rôle dans la pathologie du SIDA 
et de son mécanisme d'action. L'attention portée à cet enzyme peut s'expliquer de 
différentes manières. Le clivage des polyprotéines virales sous l'action protéolytique 
de la protéase est une étape indispensable à la maturation du VIH. Dès lors, il y a un 
intérêt thérapeutique évident à contrer ce processus. D'autre part, le fait même que la 
protéase soit très bien décrite en fait une cible de choix pour tester des approches 
thérapeutiques originales, aussi bien au niveau de stratégies novatrices de conception 
de médicaments, que de méthodes biochimiques ou encore de mise au point de 
logiciels informatiques dédiés à l'élaboration de nouvelles molécules 
pharmacologiques.  
 
L'apparition des inhibiteurs de la protéase dans l'arsenal thérapeutique contre 
le SIDA, peut être considérée comme un progrès marquant dans la lutte contre ce 
fléau. Pour la première fois dans l'histoire de l'épidémie, on a donné aux malades 
l'espérance d'un retour à une vie normale. Partant de structures mimant les substrats 
naturels de l'enzyme, la recherche d'antiprotéases s'est rapidement diversifiée. Une 
multitude d'approches ont été entreprises, menant à toute une série de familles 
d'inhibiteurs très différentes les unes des autres, recensées dans de nombreux articles 
de revues460-473. Ainsi, on peut pointer aussi bien des composés comme les urées 
cycliques issues d'une conception rationnelle basée sur les éléments caractérisant la 
structure tridimensionnelle de l'enzyme, que des molécules irréversibles ou des 
inhibiteurs de dimérisation. Ce foisonnement de stratégies a permis la mise sur le 
marché de huit antiprotéases : le Saquinavir, le Ritonavir, l'Indinavir, le Nelfinavir, 
l'Amprénavir, le Fosamprénavir, le Lopinavir et l’Atazanavir. Ces molécules, très 
puissantes, souffrent cependant d'inconvénients importants. La résistance virale aux 
médicaments actuels reste un problème majeur90,463,474,475 qui peut rendre un traitement 
inefficace en quelques mois, voire quelques semaines. De plus, les molécules 
peptidomimétiques, de haut poids moléculaire, ont souvent une activité antivirale 
amoindrie par de mauvaises propriétés pharmacocinétiques, et une faible 
biodisponibilité476-480. Des effets secondaires principalement liés à la perturbation du 
métabolisme des graisses sont en outre toujours à craindre481,482. Les nouvelles 
générations d'antiprotéase doivent donc, pour pouvoir passer les différents stades 
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d'essais cliniques, faire preuve d'un profil de résistance imparable, d'une 
biodisponibilité accrue ainsi que de meilleures propriétés pharmacocinétiques. 
Quelques molécules devraient bientôt être commercialisées, comme, par exemple, le 
Tipranavir. 
Dans ce contexte, les principes du 'structure-based rational design' ont été 
appliqués au sein du laboratoire de Chimie Moléculaire Structurale pour élaborer de 
novo une famille originale d'inhibiteurs de la protéase, comme nous le verrons dans le 
chapitre suivant.  
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3. La conception de novo d'une famille originale d'anti-protéases 
 
3.1. Le pharmacophore, première étape d'une conception rationnelle 
 Depuis une vingtaine d'années, l'épidémie du SIDA, causée par le virus de 
l'immunodéficience humaine, a pris une ampleur exceptionnelle. Une partie non 
négligeable du monde scientifique s'est rapidement lancée dans la recherche des 
moyens de lutte contre ce virus. Parmi les différentes options, une voie s'est avérée 
particulièrement prometteuse : l'inhibition de la protéase du VIH-1. 
 Les antiprotéases disponibles sur le marché apportent un réel progrès dans le 
traitement de la maladie. Cependant, leur efficacité est déforcée par des problèmes de 
résistance virale, de biodisponibilité, de toxicité… C'est pourquoi il reste primordial de 
mettre au point des familles originales d'inhibiteurs non peptidiques de la protéase, 
permettant de pallier ces inconvénients. C'est dans cette optique qu'un travail de 
recherche a été entrepris au sein du laboratoire de Chimie Moléculaire Structurale, en 
collaboration avec plusieurs laboratoires européens∗.  
Une stratégie de conception 
rationnelle a permis de découvrir de 
novo une nouvelle famille 
d'inhibiteurs non peptidiques visant 
le site actif de la protéase483. Cette 
conception de novo s'est inscrite au 
sein de la  stratégie itérative reprise 
à la figure 3.1. Dans un premier 
temps, une analyse des interactions 
stéréoélectroniques relevées au sein 
de complexes cristallographiques 
formés par la protéase et plusieurs 
inhibiteurs peptidomimétiques a été 
effectuée. Il en résulte que tous les 
inhibiteurs se lient à l'enzyme dans 
une conformation étendue. 
L'interaction par ponts hydrogène Figure 3.1.  Stratégie suivie lors de la conception de novo d'antiprotéases. 
Complexes cristallographiques
protéase/inhibiteurs 
Interactions électrostatiques et non polaires
Structuration au sein du site actif
Pharmacophore





Synthèse et évaluation biologique
                                                 
∗ Notamment dans le cadre du projet BIOMED2 'Rational Design, Synthesis and Evaluation of New 
Protease Inhibitors'. 
Acquis 69 
avec les aspartates catalytiques est également une caractéristique commune. Enfin, il 
apparaît crucial que la molécule d'eau structurale tétracoordinée assurant par ponts 
hydrogène le relais entre les molécules peptidomimétiques et la protéase soit présente. 
Lorsque les éléments d'interaction qui semblent indispensables à une activité 
antienzymatique sont identifiés, on peut les regrouper au sein d'un modèle appelé 
pharmacophore. Dès lors, un premier pharmacophore correspondant à l'inhibition de la 
protéase par des composés peptidomimétiques a été établi (Figure 3.2.a.).  
 Pour pallier les problèmes de pharmacocinétique et de biodisponibilité, la 
recherche s'est orientée vers des inhibiteurs non peptidiques de la protéase, comme par 
exemple, les urées cycliques et leurs dérivés. Ces composés ont la particularité 
d'intégrer dans leur structure une fonction chimique analogue à la molécule d'eau 
tétracoordinée. Un second pharmacophore incorpore donc cette molécule d'eau comme 
élément d'interaction énergétiquement favorable, assurant plus de spécificité, sous la 







































Figure 3.2.  Pharmacophores proposés pour les inhibiteurs compétitifs de la protéase du VIH-1.  
a. Inhibiteurs peptidomimétiques. Une molécule d’eau tétracoordinée assure un relais entre les 
carbonyles des inhibiteurs peptidomimétiques et les résidus Ile50/150 des volets de la protéase. Les 
groupements hydroxyles interagissent avec les résidus catalytiques Asp25/125. 
b. Inhibiteurs non peptidiques. Un accepteur de proton Y remplace la molécule d’eau tétracoordinée. 
c. Inhibiteurs métallo-organiques. Le pharmacophore inclut la molécule d’eau catalytique nécessaire 
au mécanisme de protéolyse de la protéase, ainsi que l’accepteur de proton Y. 
 
La plupart des inhibiteurs cocristallisés avec la protéase du VIH-1 répondent à 
l'un ou l'autre de ces pharmacophores. Cependant, l'inhibiteur UCSF8, découvert suite 
à un criblage virtuel par une équipe de chercheurs californiens (Ki = 15 µM)484-488, 
possède un mode de fixation original au sein du site actif de la protéase (Figure 3.3.). 
Ce dérivé de l'halopéridol interagit, en effet, avec l'enzyme, principalement au niveau 
des flaps, par l'intermédiaire d'un ion chlorure. Les flaps adoptent une conformation 
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ouverte semblable à celle observée dans les structures cristallographiques de l'enzyme 
non complexé. Au niveau des aspartates catalytiques, on retrouve la molécule d'eau 
nécessaire à l'activité protéolytique, remplacée dans le cas des complexes 
enzyme/inhibiteur peptidique ou peptidomimétique, par un hydroxyle isostérique. 
Cette molécule d'eau se trouve positionnée de façon idéale pour stabiliser les résidus 
catalytiques et peut être considérée comme une molécule d'eau structurale appartenant 
à la protéine.  
 
Cette observation a permis de proposer un 
pharmacophore original en incorporant la 
molécule d'eau catalytique à la place des fonctions 
hydroxyles isostériques. Une distance de 5.5 Å 
sépare les deux éléments pharmacophoriques. 
Remarquons qu'inclure la molécule d'eau 
catalytique au sein d'un inhibiteur potentiel de la 
protéase nécessite sa coordination par un métal. 
Le pharmacophore minimal décrit à la figure 
3.2.c. s'adresse donc plus particulièrement à une 
classe de molécules de nature métallo-organique. 
Le métal joue alors le rôle d'agent structurant, 
permettant d'organiser les différents éléments du 
pharmacophore dans une géométrie adéquate pour 
l'interaction avec l'enzyme.  
Figure 3.3. Interaction entre le






















Après avoir rassemblé les éléments structuraux nécessaires pour assurer à tout 
composé une bonne inhibition dans un modèle tridimensionnel, on peut effectuer une 
recherche informatique dans une banque de données structurales. Nous verrons dans le 
point suivant que celle-ci a permis d'identifier une molécule chef de file, dont 








3.2 L'identification d'un complexe métallo-organique, chef de file d'une 
 nouvelle famille d'inhibiteurs de la protéase du VIH-1 
 Le pharmacophore présenté à la figure 3.2.c. constitue la base de la stratégie 
élaborée pour concevoir des inhibiteurs non peptidiques originaux de la protéase du 
VIH-1. A l'aide des critères repris dans ce pharmacophore, un criblage virtuel de la 
banque de données structurales de Cambridge -en anglais, Cambridge Structural 
Database system ou CSD- a été entrepris. CSD est une banque de données 
tridimensionnelles reprenant les structures cristallographiques d’environ 300 000 
petites molécules.  
Parmi la vingtaine de composés émergeant 
de cette recherche, le complexe métallique diaqua 
[bis-(2-pyridyl carbonyl)-amido] copper (II) 
nitrate489, répertorié dans CSD sous le code 
SETCEZ, fut sélectionné comme chef de file et 
testé pour son activité anti-enzymatique au sein 
du laboratoire du Prof. M. Reboud (Institut J. 
Monod, Paris). SETCEZ inhibe, en effet, 
faiblement la protéase du VIH-1, de manière 
exclusivement compétitive, avec une constante 
d'inhibition de 480 ± 150 µM. L'effet inhibiteur a 
été attribué au complexe et non au ligand seul, car 
on observe une perte totale d'activité lorsque les 
ions cuivriques sont déplacés par de l'EDTA483. 
Figure 3.4. Modèle d'interaction du
composé SETCEZ au sein du site




















Une étude de modélisation moléculaire du complexe SETCEZ au sein du site 
actif a démontré la possibilité de former les interactions clés reprises dans le 
pharmacophore (Figure 3.4.). Elle met également en évidence la petite taille de ce 
complexe qui limite l'occupation des différents sous-sites, ce qui expliquerait le faible 
pouvoir inhibiteur observé. Différentes modifications visant à optimaliser l'interaction 
avec ces sous-sites sont dès lors susceptibles d'améliorer l'activité antienzymatique. 
Dans cette optique, plusieurs ligands dérivant de SETCEZ furent synthétisés au 
sein des laboratoires du Prof. O. Kahn (CNRS, Bordeaux) et du Dr S. Sicsic (CNRS, 
Paris). Dans un premier temps, on décida, pour des raisons d'accessibilité synthétique, 
de considérer des composés possédant une seule fonction carbonyle, suffisante pour 
interagir avec les résidus Ile50/150 des flaps (Tableau 3.1., ligand L0). On proposa 
ensuite des ligands un peu plus volumineux, permettant une meilleure interaction avec 
les sous-sites enzymatiques (Tableau 3.1., ligands L1 à L4).  
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La synthèse des ligands fut suivie par leur complexation avec les ions 
cuivriques par l'ajout de Cu(ClO4)2, pour former les complexes C1 à C4. Notons que 
dans le cas du ligand L0, deux sels d'ions cuivriques furent utilisés, le Cu(ClO4)2 et le 
Cu(PF6)2, donnant respectivement les complexes C01 et C02.  
 
Tableau 3.1.  Stucture des ligands synthétisés lors du processus d'optimalisation du chef de file, 
SETCEZ. L'activité des complexes formés par ces ligands et l'ion cuivrique est également reprise. 


































































instabilité dans le 
tampon cinétique 
 
Les tests enzymatiques donnèrent des résultats variés difficilement 
interprétables a priori (Tableau 3.1.). En effet, les complexes C01 et C02, construits à 
partir d'un ligand très proche de celui de SETCEZ, ne présentent aucune activité 
inhibitrice, dans les limites de leur solubilité (1.10-4 M). Par contre, les complexes C1, 
C2 et C3 ont des IC50 de l'ordre du micromolaire, ce qui équivaut à une activité 
antienzymatique environ 500 fois plus élevée que celle du chef de file SETCEZ. Ce 
résultat positif est lui-même assez étonnant : comment des ligands pourtant semblables 
à celui de SETCEZ peuvent-ils être à l'origine d'un tel gain d'activité? Enfin, le 
pouvoir inhibiteur du complexe C4 n'a pu être déterminé car il présente une instabilité 
dans les tampons utilisés lors des tests enzymatiques. Ces données laissèrent supposer 
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que les complexes C01, C02, C1, C2, C3 et C4 adoptaient un mode de complexation 
différent de celui du chef de file SETCEZ. Dès lors, une analyse structurale s'imposait 
pour pouvoir interpréter les résultats des tests enzymatiques et poser des relations entre 
la structure et l'activité de ces composés.  
En conclusion, on peut dire qu'une stratégie de conception de novo d'inhibiteurs 
non peptidiques de la protéase du VIH-1 a été suivie avec succès au laboratoire de 
Chimie Moléculaire Structurale. La méthodologie appliquée se rapproche du 'rational 
drug design', développé au chapitre précédent, qui a débouché sur la mise au point de 
composés prometteurs dans la lutte contre le SIDA, tels que le Tipranavir ou les urées 
cycliques. Ainsi, l'analyse des interactions observées dans les complexes 
cristallographiques formés par la protéase et des inhibiteurs peptidomimétiques ou non 
peptidiques a permis d'élaborer un pharmacophore reprenant les caractéristiques 
stéréoélectroniques nécessaires à une inhibition efficace de l'enzyme. Sur base de ce 
pharmacophore, un criblage informatique dans la banque de données structurales de 
Cambridge a été effectué. A l'issue de cette recherche, on épingla un complexe au 
cuivre II, appelé SETCEZ, possédant une constante d'inhibition d'environ 480 
micromolaires. Cet inhibiteur compétitif fut désigné comme chef de file d'une famille 
originale d'anti-protéases de nature métallo-organique. Son optimalisation conduisit à 
la production d'inhibiteurs de la protéase du VIH-1 possédant une meilleure activité 
antienzymatique. Cependant, l'amélioration du pouvoir inhibiteur de ces complexes 
prometteurs nécessite la compréhension des mécanismes régissant le type de 
complexation obtenu autour de l'ion cuivrique, la stabilité relative de ces complexes et 
la relation précise existant entre la structure de ces inhibiteurs et l'affinité observée. 
Au cours de cette thèse, nous développerons la caractérisation structurale 
de ces composés au moyen de différentes études physico-chimiques et théoriques. 
Elle nous permettra de poser les critères nécessaires à une inhibition compétitive 
de la protéase du VIH-1 par des complexes métallo-organiques. Ces critères 
serviront ensuite à proposer une nouvelle génération d'inhibiteurs métallo-
organiques optimalisés. 
Les complexes métallo-organiques au cuivre que nous allons étudier font partie 
d'une branche de la chimie en pleine expansion : la chimie bio-inorganique, qui au-
delà de la chimie organique classique s'intéresse à tous les éléments du tableau 
périodique et en particulier aux métaux et à leur complexation. Dès lors, il nous a 
semblé important de dédier un chapitre à cette discipline passionnante. 
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4. La chimie bio-inorganique au service de la médecine 
 
4.1. La chimie bio-inorganique, une discipline en pleine expansion 
 … étudiant l'influence des métaux dans les processus biologiques  
La chimie bio-inorganique est une discipline assez jeune mais qui connaît 
actuellement un essor particulier. En effet, cela ne fait qu'une cinquantaine d'années 
que l'on applique systématiquement les principes de chimie inorganique pour élucider 
le rôle que jouent les métaux dans les systèmes biologiques490; Cette évolution rapide 
découle, entre autres, du développement de méthodes spectroscopiques puissantes 
permettant d'appréhender la structure, le comportement dynamique et la réactivité des 
biomolécules, qu'elles soient ou non en interaction avec des métaux491-493. Le rôle 
primordial que jouent les espèces métalliques dans les processus biologiques est 
maintenant clairement établi491,494.  
A titre d'exemple, on peut citer le fer qui, sous ses formes ionisées Fe2+ ou Fe3+, 
est intimement impliqué dans les mécanismes biologiques des enzymes catalysant les 
réactions avec l'oxygène, que ce soit par l'intermédiaire d'une liaison à un groupement 
porphyrine/heme (comme dans l'hémoglobine ou le cytochrome P450), ou non447,495, 
496. Le zinc présent dans l'organisme sous forme d'ions Zn2+ est stable par rapport aux 
réactions d'oxydo-réduction. Il est cependant indispensable à la structuration de 
nombreux enzymes, en formant, par exemple, des motifs comme des 'doigts de  zinc' 
qui régulent la transcription des gènes dans les noyaux des cellules497. Le zinc est par 
ailleurs un composant de l'insuline indispensable à la régulation du métabolisme du 
sucre. Les ions K+, Na+, et Ca2+ jouent également des rôles importants dans les 
processus physiologiques, notamment au niveau de la transmission du signal 
neuronal498. Des métaux aussi divers que le cuivre, le zinc, le fer, le manganèse, le 
cobalt, le nickel, le molybdène ou le vanadium  font partie intégrante de nombreux 
enzymes, appelés métalloprotéines, qui catalysent une multitude de réactions 
chimiques indispensables à la vie491.  
Si le rôle joué par les métaux dans les processus biologiques focalise l'attention 
de nombreux chimistes bio-inorganiciens, une partie non négligeable d'entre eux 
étudient les voies par lesquelles ces métaux sont transportés dans l'organisme, 
distribués sur leur site d'action et éliminés, ainsi que les mécanismes liés à leur 
toxicité499,500. Avec l'aboutissement du séquençage du génome humain et d'autres 
espèces vivantes, de nouveaux champs d'investigation se sont ouverts à la chimie bio-
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inorganique. Il s'agit dorénavant d'identifier directement les relations qui unissent les 
métaux aux informations contenues dans les gènes. Cela nécessitera de développer de 
nouvelles expertises dans des domaines tels que la bio-informatique ou la génétique, et 
poussera en avant l'exploitation des techniques analytiques et des méthodes 
spectroscopiques traditionnelles501.   
Au cours de cette thèse, nous avons étudié plusieurs complexes au cuivre, 
inhibiteurs de la protéase du VIH-1. Il nous a donc paru important de développer plus 
avant les connaissances que l'on a de ce métal. Le paragraphe suivant est donc 
consacré aux rôles assurés par le cuivre en milieu physiologique, à son transport et à sa 
toxicité. 
 
… pointant le cuivre comme élément essentiel à la vie 
 Avec le fer et le zinc, le cuivre est un des principaux éléments métalliques 
indispensables à tout organisme vivant. En solution, il peut adopter deux étages 
d'oxydation différents et se trouver ainsi sous la forme Cu+ ou Cu2+. Cette propriété 
fait de lui un cofacteur clé dans de nombreuses réactions enzymatiques 
d'oxydoréduction, engendrant soit un processus de transfert électronique, soit la 
liaison, l'activation et la réduction de l'oxygène moléculaire, de l'ion superoxyde, des 
nitrites ou du monoxyde d'azote502,503.  
 A titre d'exemple, quelques protéines au cuivre peuvent être citées503,504. Le 
cytochrome-c oxydase est un complexe protéinique ancré dans la membrane interne 
des mitochondries505. Il catalyse la réduction de l'oxygène moléculaire en eau et utilise 
l'énergie produite par cette réaction pour créer un gradient de protons à travers la 
membrane dans le processus de respiration. La céruloplasmine peut lier au moins six 
ions de cuivre. Elle est impliquée dans les mécanismes de transport du fer. La 
superoxyde dismutase est, quant à elle, localisée dans le cytoplasme où elle catalyse la 
dismutation des anions superoxyde. Le cuivre est indispensable à cette activité: durant 
la réaction catalytique, le cuivre (II) est tout d’abord réduit par l'anion superoxyde O2- 
pour donner de l'O2 et il est ensuite réoxydé lors de la production de l'H2O2. Aucun 
autre métal ne peut assurer cette fonction.  
Cette liste est loin d'être exhaustive : on retrouve le cuivre dans des processus 
biologiques aussi divers que la respiration, le transport du fer, la protection face au 
stress oxydatif, la production hormonale, la pigmentation, la coagulation du sang, la 
croissance cellulaire et le développement. 
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Cependant, ce métal est également impliqué dans des réactions 
d'oxydoréduction générant le radical hydroxyl, qui cause des dommages irréversibles 
aux protéines, aux lipides et à l'ADN. Cette toxicité intrinsèque force les êtres vivants 
à adopter des stratégies visant à limiter la concentration de cuivre libre dans 
l'organisme. C'est ainsi que le cuivre est pris en charge par différentes protéines 
assurant son transport en milieu physiologique.  
Depuis quelques années des progrès 
importants ont été réalisés dans la 
compréhension des mécanismes 
régissant l'acheminement du cuivre 
vers les différentes métalloprotéines 
intracellulaires506-513. Dans le plasma, 
le cuivre se trouve sous forme d'ion 
Cu2+. Avant son entrée dans la 
cellule, il est réduit en Cu+ par des 
métallo-réductases514. Il traverse la 
membrane plasmatique via un 
récepteur Ctr. Contrairement à ce que 
l'on pensait il y a encore peu de 
temps, la quantité de cuivre libre 
présente dans le cytosol est très 
faible. Pour éviter des dommages 
oxydatifs, sa concentration est, en 
effet, maintenue en dessous de 10-18 
M par des systèmes de récupération 
des métaux comme les 
métallothionines (MT). Il est donc 
indispensable que les ions cuivreux 
soient pris en charge par des 
transporteurs spécifiques, des protéines chaperons, qui les conduiront jusqu'à leur site 
d'action. On connaît actuellement trois voies distinctes utilisées lors du transport 
intracellulaire du cuivre (Figure 4.1.). Elles permettent respectivement d'acheminer le 
Cu+ I. vers le cytochrome C oxidase (CytOx) dans les mitochondries, II. vers la Zn,Cu 






































Figure 4.1.  Transport intracellulaire du cuivre. Trois
voies spécifiques sont connues : elles permettent
acheminer le cuivre vers : I. le cytochrome C oxydase,
II. la superoxyde dismutase, III. le système de sécrétion. 
La nomenclature utilisée ici provient de l’étude du
transport du cuivre chez la levure. 
MitochondrieCytosol
La première voie implique notamment la protéine chaperon Cox17 et la 
protéine mitochondriale Sco515. Cox17 lie trois ions cuivreux via des résidus cystéine 
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puis traverse les pores des mitochondries pour céder le cuivre à la protéine Sco qui à 
son tour le transfère au cytochrome C oxydase.  
La voie II permet de délivrer le cuivre à la superoxyde dismutase par 
l'intermédiaire de la protéine chaperon CCS516. Cette dernière possède, en plus d'un 
site de liaison du cuivre constitué d'une méthionine et de deux cystéines, un domaine 
homologue à une sous-unité de la SOD. Les deux protéines peuvent, dès lors, 
s'associer pour échanger l'ion cuivreux.  
Enfin, la voie III permet de diriger le cuivre dans le système de sécrétion vers 
l'environnement extracellulaire en passant par l'appareil de Golgi. Le transport du Cu+ 
se fait alors à l'aide de protéines spécifiques comme, notamment, Atx1, Ccc2 et Fet3 
chez la levure qui correspondent respectivement aux protéines humaines Atox, 
ATP7A/B et céruloplasmine. C'est tout d'abord la protéine chaperon Atox qui prend en 
charge l'ion cuivreux. Elle le cède ensuite à la protéine ATP7A/B ancrée dans la 
membrane de l'appareil de Golgi. A l'intérieur de l'appareil de Golgi, le cuivre se lie à 
la céruloplasmine impliquée dans le métabolisme du fer. Le complexe 
céruloplasmine/Cu+ est alors transféré vers la membrane plasmique à l'intérieur des 
vésicules golgiennes. L'absence du gène codant pour les protéines ATP7A ou 7B 
provoque, chez l'homme, les deux maladies liées à un mauvais métabolisme du cuivre: 
le syndrome de Menkes et la maladie de Wilson.  
Le mécanisme d'échange du cuivre entre Atx1 et Ccc2 est intéressant car il 
illustre bien les propriétés particulières des métaux et les conséquences que cela peut 
avoir au niveau biologique512. En effet, le cuivre(I) se lie à la protéine Atx1 via deux 
cystéines. Ce type de coordination a deux conséquences notables. D'une part, la liaison 
entre un soufre 'mou' et l'ion cuivreux polarisable est thermodynamiquement très 
stable, ce qui permet la formation d'un complexe Atx1/Cu+ à haute affinité. D'autre 
part, un complexe cuivreux à deux ligands peut facilement en accommoder un 
troisième, ce qui facilite le transfert du cuivre vers la protéine Ccc2, suivant le 
mécanisme décrit à la figure 4.2.  Ce processus a récemment été appuyé par des études 
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Figure 4.2. Mécanisme d'échange de l'ion cuivreux entre les protéines Atx1 et Ccc2. La 
reconnaissance entre les protéines est facilitée par la présence sur Ccc2 d'un domaine homologue à 
Atx1. L'échange du cuivre se produit progressivement lors de la juxtaposition des sites de liaison 
métalliques, par l'intermédiaire d'une troisième coordination.  
 
Les processus régulant l'apport du cuivre à ses différentes cibles physiologiques 
sont, nous le voyons, extrêmement élaborés et complexes. Grâce à eux, un individu 
sain risque très peu de souffrir de pathologies dues à un déficit ou à un excès de cuivre 
dans l'organisme. Quelques maladies liées au métabolisme du cuivre peuvent 
néanmoins être citées518. La maladie de Wilson et le syndrome de Menkes sont tous 
deux des maladies génétiques causées par des mutations affectant les gènes codant 
pour les protéines transporteuses ATP7A ou B519. Le syndrome de Menkes provoque 
un déficit en cuivre qui se traduit notamment par des problèmes de développement et 
des lésions cérébrales. Au contraire, dans le cas de la maladie de Wilson, l'excrétion du 
cuivre excédentaire ne peut se faire correctement. Il s'accumule donc progressivement 
dans les cellules, causant des lésions principalement au niveau du foie et du cerveau.  
Certaines maladies cérébrales sont aggravées par la présence de cuivre498,520,521. Ainsi, 
la précipitation de la protéine amyloïde β induisant la formation de plaques amyloïdes 
typiques de la maladie d'Alzheimer serait favorisée par le cuivre522-525. Il pourrait 
également être impliqué dans le processus de réorganisation conformationnel du prion 
qui cause chez l'homme la maladie de Creutzfeldt-Jakob526-531. Enfin, certaines 
mutations du gène codant pour la Cu,Zn superoxyde dismutase entraînent la sclérose 
amyotrophique latérale505,532. On postule, à l'heure actuelle, que la protéine mutante 
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 … allant du traitement du cancer aux agents de contraste  
Si près de 30 éléments atomiques sont essentiels à la survie des mammifères à 
sang chaud, on peut exploiter quasiment tout le tableau périodique pour concevoir de  
nouveaux composés thérapeutiques ou agents de diagnostic533 (Figure 4.3.). Cela 
élargit le champ d'action de la chimie médicinale traditionnelle qui se limitait jusqu'il y 
a peu à quelques éléments comme l'hydrogène, le carbone, l'azote, l'oxygène, le 
phosphore, le soufre et les halogènes534.  
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Figure 4.3. Tableau périodique reprenant les éléments essentiels à la survie des mammifères (en 
rouge).  Parmi les métaux, de nombreux autres éléments (en bleu) ont débouché sur des applications 
thérapeutiques. 
L'utilisation des métaux en médecine ouvre donc de nouveaux horizons mais 
nécessite de prendre en compte leur complexité propre. Ainsi, lorsque l'on conçoit des 
complexes métalliques à visée thérapeutique, différents événements doivent entrer en 
considération535. L'hydrolyse des complexes métalliques en milieu biologique peut 
s'avérer problématique. Si on souhaite qu'un complexe actif atteigne sa cible, il doit 
persister sous cette forme, aussi bien dans un milieu aqueux que dans un milieu plus 
hydrophobe caractéristique des membranes cellulaires, des vésicules et des sites actifs 
des enzymes. L'interaction des composés métalliques avec diverses protéines 
plasmatiques, telles que l'albumine et la transferrine qui possèdent des domaines 
structuraux capables de former des liaisons à haute affinité avec les métaux peut 
également représenter un obstacle à l'objectif thérapeutique fixé. Un autre point 
d'achoppement, plus classique, est le passage des membranes. En effet, le complexe 
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formé du métal et de ses ligands doit, dans certains cas, pour atteindre sa cible 
moléculaire, traverser la membrane cellulaire, intact. Enfin, avant d'arriver à sa cible 
moléculaire, le complexe métallique entre en compétition avec les protéines 
spécialisées dans le transport des métaux comme les protéines chaperons dont nous 
avons parlé dans le paragraphe précédent. 
Ces difficultés posent autant de nouveaux défis à réaliser. Néanmoins, 
l'approche bio-inorganique a été fructueuse dans de nombreux domaines de la 
médecine. Elle remonte presque à la nuit des temps : au troisième millénaire avant l'ère 
chrétienne, les égyptiens utilisaient le cuivre pour stériliser l'eau ; l'or fut également 
exploité dans les médications chinoises et arabes il y a plus de 3500 ans tandis qu'à la 
même époque des remèdes à base de fer ou de zinc faisaient partie de la pharmacopée 
égyptienne. Pendant la Renaissance, on commença à utiliser des sels de mercure 
comme diurétique et on découvrit le caractère essentiel du fer dans la nutrition. Depuis 
une centaine d'années, la chimie inorganique a été introduite d'une manière plus 
rationnelle en pharmacologie : les composés arsénieux ont, au début du siècle passé, 
fait leurs preuves dans le traitement de la syphilis, tandis que l'on utilisait des cyanures 
d'or pour combattre la tuberculose ou des composés à base d'antimoine pour traiter les 
leishmanioses (maladies parasitaires de la peau). En 1929, des médecins français 
utilisaient des dérivés de l'or pour traiter l'arthrite rhumatoïde, une technique toujours 
largement utilisée à l'heure actuelle533,536. Depuis, de nombreuses équipes s'intéressent 
de plus près aux potentialités des composés métallo-organiques en recherche 
pharmaceutique, que ce soit dans le cadre des thérapies anticancer, de la mise au point 
d'agents de contraste, ou d'inhibiteurs enzymatiques (Figure 4.4.). 
 Parmi les médicaments métallo-organiques les plus célèbres, on peut citer le 
cisplatine et ses dérivés de seconde génération comme le carboplatine (Figure 4.5.), 
utilisés très largement dans le traitement du cancer537,538. Ces complexes au platine 
(II), possédant une géométrie de type plan carré, échangent leurs ligands non aminés 
par une liaison à deux guanines de l'ADN, ce qui entraîne une distorsion de ce dernier 
et in fine l'inhibition du processus de réplication et de transcription de l'ADN534, 535, 539-
542.  Toute une série de complexes d'autres métaux ont également été proposés comme 
candidats anti-cancéreux. Ainsi certains complexes au rhuténium (II) ou (III) ont des 
activités anti-tumorales prometteuses539,543, de même que des complexes de titane (IV), 
d'or (I), ou des sels de gallium (III)534. 














Figure 4.4. Utilisations de la chimie inorganique en médecine. 
D'autres classes bien connues de médicaments métallo-organiques peuvent être 
relevées comme celle des complexes d'or (I) utilisés dans le traitement de l'arthrite, 
avec par exemple l'auranofine (Figure 4.5.)544 , ou celle des sels de bismuth (III)545 qui 
présentent une toxicité pour la bactérie responsable des ulcères gastro-intestinaux. On 
peut citer, par ailleurs, le lithium546, un anti-dépresseur courant, et les composés anti-











































SC-52608    BMOV 
Figure 4.5. Complexes métallo-organiques utilisés dans le traitement du cancer (cisplatine, 
carboplatine), de l'arthrite (auranofine), des dommages oxydatifs (SC-52608) et du diabète (BMOV). 
Il est également possible de mimer le comportement d'enzymes ou de peptides 
biologiques à l'aide de complexes métalliques. Ainsi, on peut simuler l'action de la 
superoxyde dismutase en utilisant des complexes macrocycliques au fer (III) et surtout 
au manganèse (II) et (III), comme, par exemple, le composé SC-52608 (Figure 4.5.), 
capteur des radicaux libres superoxyde547-549. Certains complexes au vanadium (IV) et 
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(V) reproduisent, quant à eux, les effets de l'insuline et sont donc précieux dans le 
traitement du diabète550-553. 
Par ailleurs, la chimie bio-inorganique 
a apporté sa contribution au développement 
d'inhibiteurs enzymatiques554. En effet, les 
métaux jouent un rôle structural et/ou 
fonctionnel dans de nombreux enzymes. Il est 
possible d'inactiver un enzyme en agissant au 
niveau de ces métaux endogènes, par exemple 
en complexant le métal ciblé par un ligand 
actif. Cette approche est exploitée notamment 
dans le cadre de l'inhibition des métallo-
protéases de matrice qui entrent en jeu dans 
les problématiques du cancer, de l'arthrite et 
de la sclérose multiple555,556. D'autres 
mécanismes d'inhibition sont envisageables, 
comme la liaison d'un complexe métallo-
organique avec certains résidus du site actif de 
l'enzyme ciblé qui ne peut plus, dès lors, 
interagir avec son substrat naturel. Par 
exemple, on peut citer un inhibiteur 
intéressant de la trypsine, le composé 
BABIM. Ce ligand organique a été conçu 
pour interagir avec l'enzyme ciblé via un 
atome de zinc exogène présent dans le milieu 
physiologique (Figure 4.6.a.). Alors que le 
ligand organique assure une spécificité à l'inhibiteur, la liaison métallique via le zinc 
permet un ancrage beaucoup plus fort dans le site actif de l'enzyme557,558. Une autre 
étude portant sur l'inhibition de la trombine et de la thermolysine utilise la même 
approche. Dans ce cas, la spécificité de l'inhibiteur est assurée par le ligand organisé 
en une géométrie plane autour d'un ion de cobalt (III), alors que les positions apicales 
du complexe permettent une interaction directe avec une histidine impliquée dans le 
mécanisme catalytique de l'enzyme559,560 (Figure 4.6.b.). Il est important de noter que 
les inhibiteurs de la protéase du VIH-1 que nous étudions dans le cadre de cette thèse 
découlent d'une approche semblable, comme nous le verrons dans les chapitres 































Figure 4.6.  Inhibiteurs enzymatiques
utilisant un métal pour relayer leur
interaction avec la protéine cible.  
a. Interaction du ligand BABIM avec la
sérine 195 et l'histidine 57 de la trypsine
via une complexation du zinc.  
b. Complexe au cobalt inhibant la
trombine et la thermolysine. Un des
ligands en position apicale X est échangé
par l'histidine catalytique. 
a.
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Enfin, les complexes métalliques sont largement utilisés en imagerie par 
résonance magnétique nucléaire ou en radiothérapie. Ainsi, la plupart des agents de 
contraste contiennent des ions métalliques tels que le gadolinium (III), le manganèse 
(II) ou le fer (III) caractérisés par un grand nombre d'électrons non appariés et de longs 
temps de relaxation. On peut citer à titre d'exemple les composés cliniques Gd(dota)- 
permettant de détecter les anomalies localisées au niveau de la barrière hémato-
encéphalique ou le Mn(dpdp)4- pouvant mettre en évidence certains cancers du foie 































Gd(dota)-     Mn(dpdp)4- 
Figure 4.7.  Exemple de complexes métalliques utilisés couramment comme agents de contraste en 
imagerie par RMN. 
Les complexes d'éléments émettant des rayonnements γ comme l'isotope 99m 
du technétium561 (Figure 4.8.), mais aussi les isotopes radioactifs du thallium, de 
l'indium, du gallium, du rhuténium543, du cobalt, du chrome et 
de l'ytterbium sont également utilisés comme agents de 
diagnostic562. D'autres éléments radioactifs comme le 
strontium, le samarium ou le rhénium, émettent des 
rayonnements β et sont directement utilisés en radiothérapie. 
On peut également mentionner les thérapies photodynamiques 
nécessitant l'utilisation de complexes métalliques qui réagiront 
avec la lumière pour détruire sélectivement des tissus 
tumoraux. Parmi les photosenseurs en développement clinique, 
on retrouve, entre autres, des complexes à l'étain (VI) ainsi que 
les texaphyrines, sortes de porphyrines étendues, au gadolinium 









Figure 4.8.  Le Ceretec
est un exemple de
complexe au 99mTc,







… permettant des applications thérapeutiques au cuivre 
Parmi les métaux utilisés en médecine, le cuivre et ses complexes occupent une 
place de choix564. On distingue principalement trois types d'utilisation thérapeutique 
du cuivre (principalement sous sa forme Cu2+) : dans le traitement des inflammations, 
des agressions infectieuses ou encore de certains cancers. 
Le traitement des maladies inflammatoires, comme l'arthrite rhumatoïde, est 
associé depuis les temps anciens à un régime alimentaire riche en cuivre, ou à 
l'application d'onguents et au port de bracelets de cuivre565. Le cuivre est de fait 
intimement lié aux processus d'inflammation, mais son rôle précis reste à déterminer. 
En effet, on constate une augmentation de la concentration physiologique totale de ce 
métal dans les tissus enflammés. De plus, nous avons vu que, dans le sang, les ions 
cuivriques sont complexés à différentes protéines plasmatiques comme l'albumine ou 
la céruloplasmine. Lors de l'inflammation, les proportions de cuivre transporté par 
chacune de ces protéines changent, résultant finalement en une diminution de sa 
biodisponibilité.  On ne peut cependant pas dire à l'heure actuelle si ces variations 
reflètent ou non une réponse de l'organisme au traumatisme inflammatoire.  
Ces incertitudes proviennent du fait que le cuivre est un métal qui peut osciller 
entre différents étages d'oxydation. Il intervient notamment dans le mécanisme de la 
superoxyde dismutase qui neutralise certains radicaux libres impliqués dans les 
dommages oxydatifs subis par l'organisme lors de l'inflammation. Mais il peut aussi 
être impliqué dans des réactions de type Fenton ou Haber-Weiss, générant des espèces 
oxydantes destructrices. A ce niveau, ce sont sans doute les ligands des ions cuivriques 
qui vont déterminer leur comportement pro ou antioxydatif. Ainsi, beaucoup d'anti-
inflammatoires non stéroïdiens classiques (AINS), tels que l'aspirine et ses dérivés, ont 
une activité accrue et présentent moins de toxicité gastro-intestinale lorsqu'ils sont 
complexés au cuivre564-571. Si la structure de ces complexes à l'état solide est bien 
connue (Figure 4.9.), leur comportement dans les fluides biologiques et leur 
mécanisme d'action doit encore être éclairci. Plusieurs hypothèses sont actuellement 
formulées. Parmi elles, on peut citer une action semblable aux AINS non complexés, 
se jouant au niveau des cyclooxygénases I et II, un accès facilité des complexes aux 
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Figure 4.9.  Anti-inflammatoires non stéroïdiens classiques complexés au cuivre (II)565. Deux types de 
complexation ont été relevés pour l'aspirine: a. un complexe mononucléaire à deux ligands, b. un 
complexe binucléaire à quatre ligands. En c., on retrouve la structure du piroxicam, un anti-
inflammatoire très répandu, complexé au cuivre. Notons ici les similitudes structurales existant entre 
le piroxicam et le ligand L1 étudié au cours de cette thèse. 
 
L'action antimicrobienne du cuivre et de ses complexes constitue un deuxième 
champ d'application thérapeutique564. Tout comme son action anti-inflammatoire, elle 
est connue depuis l'antiquité : en 3000 AC, les égyptiens stérilisaient déjà l'eau avec du 
cuivre. Plus récemment, on mit en évidence dans les années 1920 que les ouvriers 
travaillant dans les mines de cuivre souffraient moins de tuberculose que le reste de la 
population. Cette observation conduisit à l'utilisation fructueuse de complexes au 
cuivre dans le traitement de cette maladie pendant l'entre deux guerres. Actuellement, 
on constate une activité accrue de nombreux agents anti-infectieux lorsqu'ils sont 
complexés au cuivre564 (par exemple, voir les références572-582). On peut attribuer à ces 
complexes aussi bien des effets antiviraux, qu'antibactériens, fongicides, etc.… Leur 
mode d'action n'est cependant pas entièrement élucidé même si on suppose notamment 
que la formation de complexes favorise le passage au travers des membranes 
biologiques des micro-organismes impliqués dans les maladies infectieuses. 
Enfin, la recherche anticancéreuse, forte du succès du cisplatine et de ses 
dérivés, explore de plus en plus les potentialités des complexes métalliques. Dans ce 
domaine également, le cuivre et ses complexes occupent une place de choix. Plusieurs 
exemples intéressants peuvent êtres cités : les complexes formés à partir de dérivés de 
thiosemicarbazones (Figure 4.10.a.) sont connus depuis plusieurs décennies583-593. On 
pense notamment qu'ils agissent en tant qu'inhibiteurs de la ribonucléotide réductase, 
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un enzyme clé intervenant dans la synthèse de l'ADN. Une classe plus récente d'agents 
anticancéreux est celle des Casiopeinas594-597, dont le dérivé le plus prometteur, le 
Casiopeina II-Gly est repris à la figure 4.10.b. Ces complexes au cuivre affectent 
également la réplication de l'ADN et de l'ARN.  
L'ADN peut en outre être clivé par des complexes à base d'hydroxy-
salicylidène-éthylènediamine (Salen) (Figure 4.10.c.)598,599. Ces complexes Salen-Cu 
sont couplés à des groupements chimiques permettant un ancrage dans l'ADN. Le 
clivage est ensuite initié par un mécanisme d'oxydoréduction générant des radicaux 
libres. La bléomycine est un produit naturel utilisé dans le traitement de nombreux 
cancers humains (Figure 4.10.d.). Tout comme les Salen, elle complexe du cuivre ou 
du fer et possède un domaine d'ancrage à l'ADN. Ici aussi, les réactions 





Figure 4.10.  Exemples de complexes au cuivre utilisés dans le traitement du cancer. a. Complexe d'un 
ligand de type thiosemicarbazone avec le cuivre. b. Casiopeina II-Gly. c. Molécule bi-fonctionnelle 
formée par un complexe au cuivre avec un ligand de type salen, la fonction R servant à ancrer la 
molécule dans le double brin d'ADN. d. Domaine de liaison métallique au sein de la Bléomycine, avec 
R1 et R2 correspondant respectivement à un domaine de liaison à l'ADN et à un dissacharide. e. 
Complexe Cu-TETA, les groupements carboxylates non chelatants servant au couplage à un peptide 
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 Enfin, on utilise largement les complexes au cuivre en radiothérapie et en 
imagerie médicale603-606. En effet, de nombreux isotopes radioactifs du cuivre (62Cu, 
64Cu et 67Cu) ont diverses applications médicales car ils émettent des particules β ou 
des électrons Auger utilisés en radiothérapie, ou encore des rayons γ nécessaires aux 
techniques d'imagerie. Ainsi, le 67Cu est utilisé dans le marquage d'anticorps conjugués 
car il émet à la fois des rayons β exploités en radio-immunothérapie et des rayons γ 
permettant de visualiser les tumeurs. Ici aussi, une technique largement utilisée est de 
coupler un complexe au cuivre radioactif (comme le Cu-TETA illustré à la figure 
4.10.e.) avec une autre molécule, par exemple un anti-corps, pour cibler 
spécifiquement les cellules cancéreuses. On peut également marquer directement un 
complexe actif, comme, par exemple, un complexe thiosemicarbazone-Cu qui 
atteindra de lui-même sa cible biologique. 
 
Au terme de ces quelques paragraphes, plusieurs conclusions s'imposent. La 
chimie bio-inorganique est une discipline relativement jeune mais en pleine expansion.  
A l'heure actuelle, il ne fait aucun doute que les métaux sont indispensables à de 
nombreux processus biologiques, mais leurs fonctions, leurs métabolismes et leurs 
modes d'action au sein des organismes vivants commencent seulement à être élucidés.   
Parallèlement, la médecine exploite de plus en plus les propriétés particulières 
des métaux et de leurs complexes. Le champ d'investigation de la chimie médicinale 
classique, traditionnellement focalisé sur les quelques éléments courants que sont le 
carbone, l'hydrogène, l'oxygène, le soufre et l'azote, s'ouvre désormais sur de 
nouveaux horizons.  
Cependant, si l'utilisation de métaux offre de nouvelles perspectives dans la 
conception de médicaments, elle requiert la connaissance des principes fondamentaux 
de chimie inorganique, nécessite des techniques adaptées et pose parfois des 
problèmes qu'on ne traite habituellement pas en chimie médicinale classique. Lorsque 
l'on travaille en milieu physiologique, il faut tenir compte des comportements 
particuliers des composés métalliques. Ceux-ci sont caractérisés par une certaine 
stabilité thermodynamique et cinétique, par une capacité à osciller entre plusieurs 
étages d'oxydation et à réagir ainsi avec leur environnement, par une toxicité 
intrinsèque… 
Appréhender cette complexité peut sembler ardu de prime abord mais apporte 
une richesse indéniable. Les applications fructueuses de la chimie bio-inorganique en 
médecine ne manquent pas: elles vont du traitement du cancer, à la mise au point 
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d'inhibiteurs enzymatiques ou d'agents de diagnostic. L'exploitation de quasi tous les 
éléments du tableau périodique a été envisagée dans la conception de complexes à 
intérêt pharmaceutique. Parmi eux, le cuivre occupe une place de choix. Utilisé depuis 
des millénaires pour traiter les maladies infectieuses et inflammatoires, il fait 
aujourd'hui l'objet de recherches poussées dans de nombreux domaines de la chimie 
médicinale. 
Nous nous sommes inscrite, tout au long de cette thèse, au sein de cette 
discipline passionnante qu'est la chimie bio-inorganique en étudiant le 
comportement de complexes au cuivre, inhibiteurs potentiels de la protéase du 
VIH-1. Nous verrons au cours des chapitres suivants que cette caractérisation 
nécessite des techniques adaptées à ce métal, tant du point de vue théorique 
qu'expérimental. 
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Voilà maintenant deux décennies que l'épidémie du SIDA, due au virus 
d'immunodéficience humaine, fait rage et se répand dans toutes les régions du monde. 
Face à ce fléau, la communauté scientifique internationale s'est rapidement mobilisée : 
une vingtaine de médicaments sont aujourd'hui disponibles pour traiter les personnes 
infectées. Utilisés le plus souvent en combinaison, ils visent principalement deux 
enzymes clés indispensables à la réplication du virus, la transcriptase inverse et la 
protéase.  
L'euphorie qui a accompagné la découverte des premiers anti-VIH est 
cependant retombée. Si ces médicaments apportent aux malades l'espoir d'un retour à 
une vie normale et reculent l'échéance fatale, ils ne conduisent malheureusement pas à 
une guérison définitive. Tôt ou tard, le virus produit des mutations qui rendent le 
traitement inefficace. Il est alors indispensable de se tourner vers d'autres molécules 
actives contre le virus mutant. L'arsenal thérapeutique s'amenuise progressivement: au 
bout de quelques années, certains patients sont réfractaires à tout traitement. Des 
problèmes de toxicité et de biodisponiblité viennent en outre se greffer sur ce point 
d'achoppement.  
Alors que les recherches d'un vaccin préventif susceptible d'enrayer la 
progression fulgurante de l'épidémie piétinent, de grands espoirs se portent sur la 
découverte de nouvelles familles d'inhibiteurs enzymatiques, plus efficaces, actives 
contre les différentes souches mutantes et présentant moins d'effets secondaires. 
Durant cette thèse, nous avons tenté d’apporter une contribution à cette 
recherche, en nous tournant vers le développement d'une famille originale 
d'inhibiteurs de la protéase du VIH-1.  
La protéase est une cible de choix dans la lutte contre le VIH-1. En effet, cette 
protéine est indispensable à la réplication virale. Elle appartient à une famille 
enzymatique très connue -la famille des protéases à acides aspartiques-, et fait 
actuellement partie des protéines dont la structure et le mode d'action ont été les plus 
caractérisés.  
Dans ce contexte, une approche de 'de novo drug design' a été entreprise au sein 
du laboratoire CMS. Elle a mené à l'identification d'une molécule chef de file, le 
complexe métallo-organique au cuivre (II) SETCEZ, caractérisé par une faible activité 
inhibitrice (Ki = 480 ± 150 µM)483. Le composé SETCEZ s'ancrerait, en effet, dans le 
site actif de la protéase en formant des interactions clés avec certains acides aminés 
stratégiques (Figure 1.).  
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Figure 1.  Stratégie adoptée lors de la caractérisation et du développement d'inhibiteurs de la protéase 
du VIH-1 de nature métallo-organique. Ce travail de thèse (en rouge) découle de l'analyse de résultats 
antérieurs obtenus au sein de notre laboratoire (en noir). Il peut déboucher sur un processus itératif. 
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D'une part, les deux groupements carbonyles formerait des ponts hydrogène avec les 
résidus Ile50/150 des flaps de l'enzyme, jouant ainsi le rôle de la molécule d'eau 
structurale présente dans tous les complexes inhibiteurs peptidomimétiques/protéase 
cocristallisés. D'autre part, le cuivre complexerait directement la molécule d'eau 
impliquée avec les aspartates catalytiques (Asp25/125) dans le mécanisme de 
protéolyse de l'enzyme. C'est au niveau de cette deuxième caractéristique que réside 
toute l'originalité du projet. En effet, si on souhaite intégrer la molécule d'eau 
catalytique au sein d'un inhibiteur potentiel de la protéase, il faut se tourner vers les 
complexes métallo-organiques. Or, l'approche bio-inorganique n'a, jusqu'à présent, été 
que très superficiellement exploitée607,608 dans le cadre de la recherche d'antiprotéase 
du VIH-1; elle ouvre donc un champ d'investigation quasi vierge dans ce domaine.  
Ce travail porte sur l'étude de complexes au cuivre (II), découlant de 
l'optimalisation du composé tête de file, SETCEZ. Cette analyse requiert dès lors 
de prendre en compte les spécificités des complexes métalliques.  
L'utilisation des métaux dans une stratégie de conception de médicaments n'est 
pas innocente : on ne peut pas étudier de la même manière une molécule organique 
classique et un complexe métallo-organique. A la caractérisation habituelle des 
drogues vient s'ajouter celle concernant les propriétés spécifiques des espèces 
métalliques, telles que leur aptitude à osciller entre différents étages d'oxydation, à 
former des complexes plus ou moins stables ou encore à échanger leurs ligands.  
Par exemple, dans une approche classique, une étude structurale par diffraction 
des rayons X (DRX) donne accès à une conformation stable de la molécule étudiée à 
l'état solide. En solution, il est fort probable que la molécule reste sous cette forme, 
moyennant quelques adaptations conformationnelles. Par contre, dans le cas d'un 
complexe métallique, cette approximation n'est plus de mise. La DRX montre bien 
qu'il est possible de former le complexe observé, mais rien n'indique qu'il persistera 
dans cette configuration en solution : il peut y avoir décomplexation totale ou partielle 
des ligands, compétition entre plusieurs mode de complexation, etc…Il y a beaucoup 
de chance pour que cohabitent plusieurs espèces en solution, leurs proportions 
respectives dépendant de la stabilité des complexes formés mais également des 
caractéristiques du milieu dans lequel ils se trouvent (conditions de pH, présence de 
ligands compétiteurs, …).  
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Le travail entrepris précédemment au sein de notre laboratoire conduisit à la 
synthèse de différents ligands découlant de l'optimalisation du composé chef de file 
SETCEZ (Figure 1.). Ceux-ci furent ensuite complexés au cuivre (II), puis évalués 
biologiquement. Si les ligands, en tant que tels, n’avaient aucun pouvoir anti-
protéolytiques, certains de leurs complexes révélèrent une activité inhibitrice 
prometteuse, près de 500 fois plus élevée que celle du composé chef de file. Cet 
excellent résultat semblait cependant difficilement explicable en envisagant une 
complexation semblable à celle de SETCEZ. Une étude structurale plus poussée était 
dès lors indispensable.  
Le premier objectif de cette thèse vise à caractériser les propriétés physico-
chimiques et structurales de la série de ligands repris à la figure 1 et des 
complexes qu'ils forment avec le cuivre (II). Par ailleurs, nous nous proposons de 
modéliser l'interaction de ces inhibiteurs avec la protéase du VIH-1 afin d'établir 
les relations existant entre leur structure et l'activité inhibitrice observée. Nous 
utiliserons, à cette fin, différentes techniques expérimentales et théoriques. 
La conception de médicaments passe généralement par la détermination de la 
structure tridimensionnelle des inhibiteurs étudiés, et lorsque c'est possible, de celle 
qu'ils adoptent lors de leur interaction avec la protéine ciblée. La diffraction des 
rayons X (DRX) est une technique expérimentale largement utilisée pour appréhender 
la structure d'une molécule à l'état cristallin.  
Comme nous l'avons expliqué précédemment, dans le cas de composés métallo-
organiques, cette étude à l'état solide doit être complétée par une caractérisation des 
complexes présents en solution. Les techniques de résonance magnétique nucléaire 
(RMN) peuvent être citées comme outils de choix dans la détermination structurale des 
molécules en solution. Cependant, la présence d'un centre métallique paramagnétique 
tel que le cuivre (II) rend, la plupart du temps, inexploitables les données issues de la 
RMN. Parmi les autres méthodes de détermination structurale en solution, deux 
techniques ont été retenues : la résonance paramagnétique électronique (RPE) 
particulièrement adaptée à l'étude de l'ion cuivrique et la spectrométrie de masse à 
ionisation par électrospray (ESI-MS) qui donne accès à la masse du complexe intact 
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Des études théoriques complètent idéalement cette détermination 
expérimentale. Ainsi la mécanique moléculaire (MM) permet de modéliser 
l'interaction entre un inhibiteur et la protéine cible. Par ailleurs, les propriétés 
électroniques de petites molécules peuvent être déterminées par mécanique 
quantique (MQ). Ces méthodes ont cependant certaines limites : si la mécanique 
moléculaire est largement utilisée lors de la conception rationnelle de médicaments, 
elle n'est cependant pas réellement adaptée pour traiter des systèmes comprenant des 
espèces métalliques. La mécanique quantique pourrait être une bonne alternative à ce 
problème ; malheureusement, elle n'est applicable, en des délais raisonnables, qu'à des 
molécules plus petites que les complexes que nous étudions. Dès lors, nous nous 
sommes tournés vers une méthode en développement, la méthode SIBFA, qui, bien 
qu'adaptée à l'étude des systèmes comprenant des espèces métalliques, garde la 
rapidité de calcul de la mécanique moléculaire. Cette méthode permet ainsi d'accéder à 
certaines propriétés particulières des complexes telle que leur stabilité en solution.  
La caractérisation expérimentale et théorique, d'une part, des complexes à 
l'état solide et en solution, et d'autre part, de leur interaction avec la protéase, 
nous permettra de poser les critères nécessaires à une inhibition compétitive de 
l'enzyme. Ces critères seront repris au sein d'un pharmacophore optimalisé qui 
pourra servir de base à la proposition d'une nouvelle génération d'inhibiteurs de 
nature métallo-organique, selon la stratégie résumée à la figure 1.  
Après un chapitre dédié à la présentation des différentes techniques 
expérimentales (diffraction des rayons X, résonance paramagnétique électronique et 
spectrométrie de masse à ionisation par électrospray) et théoriques (mécaniques 
moléculaire et quantique, et méthode SIBFA) que nous avons utilisées au cours de 
cette thèse, nous nous focaliserons sur les résultats obtenus. Ceux-ci peuvent se 
subdiviser en trois parties.  
Dans un premier temps, nous nous attacherons à déterminer la structure des 
complexes C0-4 à l'état cristallin. Nous étudierons leur interaction avec la protéase du 
VIH-1 à l'aide des techniques de mécanique moléculaire. A la lumière des résultats 
biologiques, nous poserons, à l'issue de ce chapitre, de premières hypothèses quant aux 
relations unissant la structure et l'activité de ces complexes.  
L'utilisation de complexes métallo-organiques requiert, nous l'avons vu, de 
prendre en compte leurs propriétés spécifiques tel que leur comportement en milieu 
aqueux. Une étude en solution sera donc incontournable. Nous montrerons, au cours 
de ce deuxième chapitre, que la stabilité des complexes C0-4 en milieu biologique est 
une donnée cruciale pour expliquer leur activité inhibitrice. 
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Dès lors, il est intéressant de pouvoir prédire la stabilité relative de différents 
complexes. Dans un troisième temps, nous décrirons l'adaptation du programme 
SIBFA à l'étude de complexes au cuivre (II). Nous verrons que la modélisation des 
complexes C0-4 par la méthode SIBFA donne un éclairage nouveau à ce travail, tout 
en étant en accord avec les données expérimentales précédentes. 
Enfin, en guise de conclusion, nous réunirons les critères structuraux permettant 
d'assurer une stabilité suffisante ainsi qu'une activité optimale à cette nouvelle classe 
d'inhibiteurs de la protéase du VIH-1. Sur base de ce modèle, nous proposerons de 
nouveaux complexes métallo-organiques possédant potentiellement une meilleure 















What is now proved was once only imagined. 
WILLIAM BLAKE 
DRX 95
1.  Méthodes expérimentales 
 
1.1. La diffraction des rayons X, méthode de caractérisation des complexes à 
l'état cristallin   
La diffraction des rayons X 609 est une technique expérimentale de choix pour 
caractériser la structure tridimensionnelle d'un composé à l'état cristallin, en 
association ou non avec d'autres molécules. En effet, la localisation des positions 
atomiques constituant un édifice moléculaire cristallin permet, d'une part, de décrire la 
géométrie d'une conformation stable (de basse énergie) du système en terme de 
longueur de liaison, d'angle de valence et d'angle de torsion. D'autre part, l'examen des 
forces intermoléculaires (interactions électrostatiques, ponts hydrogène, interactions π-
π, contacts de van der Waals…) assurant la cohésion cristalline fournit des indications 
sur les liaisons faibles susceptibles d'être mises en jeu lors de l'interaction du ligand 
avec le récepteur, ce qui en fait un outil précieux lors de la conception de médicaments 
assistée par ordinateur610. 
Les rayons X sont des ondes électromagnétiques caractérisées par des longueurs 
d'onde de l'ordre de l'angström (10-10m). Elles sont produites à partir du bombardement 
d'une anode métallique par un faisceau d'électrons de haute énergie. Lors de la 
collision avec l'anode, les électrons incidents sont décélérés et génèrent une radiation 
électromagnétique comprise dans un intervalle de longueur d'onde associé aux rayons 
X, appelée "bremsstrahlung" ou rayonnement de freinage. Par ailleurs, ils provoquent 
une réorganisation électronique des couches internes des atomes de l'anode. Cette 
réorganisation se traduit par l'émission de rayons X d'une longueur d'onde 
caractéristique qui peuvent être utilisés lors des expériences de diffraction. Ainsi, dans 
le cadre de ce travail, nous avons employé une anode de cuivre émettant un 
rayonnement X de 1.54178 Å. 
Lorsqu'ils traversent un milieu matériel, les rayons X donnent lieu à différents 
phénomènes physiques, dont la réfraction, la fluorescence, l'absorption, la diffusion de 
Compton ou encore la diffusion de Rayleigh qui est à l'origine de la diffraction des 
rayons X par les cristaux. Elle est caractérisée par une mise en vibration forcée des 
électrons du milieu traversé, qui réémettent alors un rayonnement de même longueur 
d'onde dans l'espace qui les entoure. Dans un milieu cristallin, donc périodique, ce 
phénomène initialement continu de diffusion est transformé en phénomène discontinu 
de diffraction : le faisceau de rayons X n'est renvoyé par le cristal que dans des 
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directions de l'espace bien particulières, en fonction de sa structure. L'étude des 
directions de diffraction permet, dès lors, d'accéder aux paramètres de maille (volume, 
groupe spatial, multiplicité) d'un cristal. Par ailleurs, l'analyse des intensités des rayons 
diffractés renseigne sur la répartition de la densité électronique au sein du cristal et 
permet donc de déterminer la position des atomes dans la maille. En pratique, la 
détermination d'une structure cristalline se déroule en plusieurs étapes : le traitement 
initial des données, la résolution d'une structure approchée, l'affinement de cette 
structure et, généralement, sa consignation au sein d'une banque de données 
structurale.  
I.  Traitement initial des données 
Les intensités diffractées sont mesurées par un diffractomètre Enraf-Nonius 
CAD-4611. Le programme Nonius612 qui lui est associé convertit les intensités 
diffractées en intensités observées suivant la relation : 
IO = V [NC - 2 (BFgauche + BFdroite)] avec     I
     
  
     
  
O : intensité observée 
NC : nombre de coups 
BF: bruit de fond 
V: vitesse d'enregistrement 
 Seules, les réflexions dont l'intensité est supérieure au double de la déviation 
standard estimée sont collectées. Ces intensités observées sont ensuite transformées en 
facteurs de structure observés, en tenant compte d'effets géométriques (facteur de 
Lorentz et polarisation) et physiques (absorption, extinction et double réflexion de 
Renninger). Les normes des facteurs de structure observés |FO|, corrigés par les 
facteurs de Lorentz L et de polarisation P sont calculées selon l'équation : 
|FO| = PL
I⋅O  avec  L = 1/sin(2θ)  
  P = 0.5 [1+cos²(2θ)]  
θ : angle d'incidence des rayons X par rapport 
aux plans réticulaires du cristal   
 L'analyse statistique de Wilson permet ensuite d'estimer d'une part, le facteur 
d'échelle K qui existe entre les facteurs de structure observés FO et les facteurs de 
structure calculés FC sur base des coordonnées atomiques et, d'autre part, le facteur de 
température global B qui rend compte de l'agitation thermique des atomes autour de 
leur position d'équilibre. Ainsi, on peut écrire les relations suivantes : 
|Fc|² = K |FO|²  
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et B = 8π² <u²>  avec <u²>: amplitude quadratique moyenne de la 
vibration atomique 
 
 II.  Résolution de la structure 
 Le facteur de structure F , dont le carré est proportionnel aux intensités des 
rayons diffractés, peut également être exprimé comme étant la somme vectorielle des 
facteurs de forme atomique f
(H) 
k associés à chaque atome de la maille cristalline (fk étant 
le rapport de l'amplitude diffusée par l'atome k par sur celle diffusée par un électron) : 
F(H) = Σ fk . e i2π (rk .H)k  
avec rk= xa + yb +zc  (x,y,z = coordonnées fractionnaires)  
vecteur du réseau direct renseignant sur la position de l'atome k dans la maille 
et H = ha* + kb* + lc*  (h,k,l = coordonnées d'un nœud du réseau réciproque) 
 vecteur du réseau réciproque lié aux directions d'incidence et d'observation ainsi 
qu'à la longueur d'onde. 
 
 Si le contenu de la maille est considéré non plus comme une série d'atomes 
dispersés, mais comme une série de petits éléments de volume auxquels est associée 
une densité électronique ρ, le facteur de structure peut être écrit sous une autre forme : 
F(H) = V ρ(x,y,z) e
zyx
 i2π (hx+ky+lz) dx dy dz 
 Lorsque les facteurs de structure sont connus, il est alors possible d'accéder à la 
densité électronique en effectuant une transformée de Fourier : 
ρ (x,y,z) = 
h k lV
1 F(H)  e -i2π (hx+ky+lz) 
  
Cependant, l'observation des intensités ne permet d'obtenir que la norme du 
facteur de structure. Dès lors, l'information liée à la phase ϕ du facteur de structure FO 
demeure inconnue. Elle est pourtant indispensable pour accéder à la structure 
cristalline. En effet,  
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FO = |FO| e iϕ 
Pour contourner ce point d'achoppement, appelé problème des phases, on peut 
appliquer, grâce au programme SHELXL613, des techniques telles que les méthodes 
directes ou la méthode de Patterson. On obtient, une fois la phase déterminée, les 
premières coordonnées atomiques d'une structure approchant la structure réelle.  
 
III.  Affinement de la structure 
L'affinement de la structure approchée est effectué par la méthode des moindres 
carrés et par séries de Fourier successives. Après plusieurs cycles d'itérations, on 
obtient finalement la structure qui rend compte au mieux des résultats expérimentaux. 
La concordance entre la structure réelle et la structure proposée est traduite par un 
indice de désaccord final R qui doit être le plus faible possible.  
R = 
Σ (|FO|-|FC|)
Σ |FO|  avec |FC| :   norme du facteur de structure calculé sur base 
des coordonnées atomiques. 
 Enfin, la visualisation de la structure cristalline et l'analyse de la géométrie de la 
molécule peuvent se faire grâce au programme PLATON614. 
 
 IV.  Consignation des structures cristallines 
 La banque de données structurales de Cambridge (CSD)615 regroupe les 
structures cristallines d’environ 300000 molécules organiques ou métallo-organiques, 
ayant fait l'objet de publications. Elle constitue, dès lors, une source d'informations 
non négligeable. Cette base peut être interrogée de différentes manières (recherche par 
fragment, mot-clé, connectivité…) et peut servir à des analyses statistiques de 
propriétés géométriques telles que les distances interatomiques, les angles de torsion, 




1.2. La spectrométrie de masse à ionisation par électrospray, moyen 
d'appréhender un mode de complexation en solution  
  
 Le principe général de la spectrométrie de masse616 se base sur l'utilisation d'un 
champ magnétique et/ou électrique pour ioniser et séparer des molécules dans l'espace 
selon leur rapport masse sur charge (m/z), où m est la masse de l'ion exprimé en unité 
de masse atomique ou en dalton, et z le nombre de charges élémentaires qu'il porte.  
 La figure 1.1. reprend les différents composants de base d'un spectromètre de 
masse. Une fois que l'échantillon est introduit dans l'instrument, il y subit une 
ionisation. La molécule chargée est alors propulsée électrostatiquement dans 
l'analyseur qui sépare les ions suivant leur rapport masse sur charge. Le signal 
enregistré au détecteur est ensuite transmis à un ordinateur qui permet de stocker et de 






































compteur à scintillation 
Figure 1.1.   Représentation schématique d'un spectromètre de masse (d'après G. Siuzdak616). 
  La détermination précise des poids moléculaires par spectrométrie de 
masse fournit de nombreuses informations liées à la structure, la composition et la 
pureté des espèces chimiques étudiées.  
 La qualité des résultats obtenus dépend cependant intimement de la méthode 
d'ionisation utilisée. En effet, les ions sont générés en induisant la perte ou le gain 
d'une charge soit par éjection d'électron, soit par protonation ou déprotonation. Jusque 
dans les années 80, seuls les composés volatils de faible masse moléculaire pouvaient 
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être ionisés et passer en phase gazeuse, au moyen de techniques telles que l'ionisation 
par impact électronique (EI), ou l'ionisation chimique en phase gazeuse. Ces méthodes 
provoquent typiquement une fragmentation de l'espèce étudiée et sont largement 
utilisées lors de la caractérisation des petites molécules organiques. De nouvelles 
techniques d'ionisation telles que le bombardement d'atomes rapides (FAB) ou la 
spectrométrie de masse par ionisation secondaire (SIMS) firent ensuite leur apparition, 
permettant de produire l'ion moléculaire intact de composés ayant une masse inférieure 
à 4000 Da. Enfin, la mise au point des méthodes d'ionisation par désorption par laser 
(MALDI) et par électrospray (ESI) permirent d'appréhender la caractérisation des 
molécules biologiques de haut poids moléculaire telles que les protéines. 
 L'ionisation par électrospray consiste à produire des molécules ionisées en 
phase gazeuse à partir d'une solution liquide616-621. En effet, un électrospray est produit 
en appliquant un fort champ électrique, à pression atmosphérique, à un liquide passant 
à travers un tube capillaire avec un faible débit. Le champ électrique est obtenu en 
appliquant une différence de potentiel d'environ 3000 V entre ce capillaire et une 
contre-électrode. Il provoque une accumulation de charges à la surface du liquide 
située à l'extrémité du capillaire, qui va dès lors se rompre pour former un spray de 
fines gouttelettes hautement chargées (Figure 1.2.a.).  
Les gouttelettes vont ensuite être attirées électrostatiquement à l'intérieur du 
spectromètre. Elles seront au préalable soumises à un flux de gaz sec et/ou à une 
augmentation de température qui vont provoquer l'évaporation du solvant et donc la 
diminution de leur taille. L'accumulation de charges électriques dans chaque 
gouttelette, combinée à l'évaporation progressive des solvants conduit à un point où les 
répulsions coulombiennes sont supérieures à la tension de surface du liquide. Ce 
phénomène provoque une déformation en "cône de Taylor" de la goutte et in fine 
l'expulsion des molécules ionisées (Figure 1.2.b.). 
L'ionisation par électrospray est une technique de choix pour étudier des 
molécules inorganiques telles que les complexes qui font l'objet de cette thèse621,622. En 
effet, on peut relever plusieurs avantages à cette méthode d'ionisation. Tout d'abord, 
elle permet une caractérisation structurale des molécules telles qu'elles existent en 
solution, quel que soit le solvant utilisé617. D'autre part, cette technique très douce 
permet d'éviter le phénomène de fragmentation typique de la spectrométrie de masse 
classique. On peut ainsi visualiser l'ion moléculaire intact et, dans le cas de complexes 
métallo-organiques, conserver les liaisons non covalentes métal/ligand. Les métaux de 
transition ont en outre plusieurs isotopes d'abondance naturelle appréciable - par 
exemple, le cuivre est constitué de 69.09 % de 63Cu et de 30.91% de 65Cu - dont les 
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proportions relatives peuvent être facilement identifiées sur un spectre obtenu par ESI-
MS. Enfin, comme beaucoup de complexes métallo-organiques sont, par nature, déjà 






























diminution de la 
















 Figure 1.2.  Ionisation par électrospray (d'après G. Siuzdak616).  
   a. Nébulisation de l'échantillon. b. Formation des ions. 
 
 Au cours de cette thèse, les expériences de spectrométrie de masse furent 
réalisées au sein de l'Unité de Recherche en Biologie Cellulaire des FUNDP sur un 
spectromètre Platform II (Waters/Micromass, Manchester, UK). L'ionisation en mode 
positif (observation de cations) a été menée dans les conditions suivantes : injection de 
l'échantillon au travers d'un capillaire de 75 µm de diamètre à un débit de 5 µl/min ; 
différence de potentiel de 3.01 kV ; analyseur à quadripôle simple. 
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1.3.  La résonance paramagnétique électronique, technique dédiée à la 
caractérisation des complexes au cuivre(II) 
Le phénomène de résonance magnétique623 décrit l'interaction entre la matière 
et un champ magnétique. On peut l'observer à l'échelle du noyau dans les techniques 
de résonance magnétique nucléaire (RMN) ou à l'échelle des électrons gravitant autour 
de ce noyau. On parlera alors de résonance paramagnétique électronique (RPE).  
Les complexes au cuivre (II) sont des espèces paramagnétiques et peuvent dès 
lors être caractérisées par RPE.  En effet, l'ion cuivrique a une configuration 
électronique en d9, ce qui signifie qu'un électron non apparié est présent sur sa dernière 
couche électronique. Or, cet électron possède un moment magnétique µ  lié au moment 
angulaire de spin S  par la relation suivante:  
µ  = - g cm
he
π4  S  avec  g : facteur de proportionnalité de Landé 
(vaut 2.00232 pour l'électron libre) 
e : charge de l'électron 
h : constante de Planck 
m: masse de l'électron 






le rapport eh/4πmc étant généralement plus connu sous le nom de magnéton de Bohr, 
β. Remarquons ici que, comme l'électron possède une charge négative, contrairement 
au noyau observé en RMN, son moment magnétique et son spin ont une même 
direction mais des sens opposés, ce qui se traduit par un signe négatif dans l'expression 
ci-dessus. 
 
 Le nombre quantique de spin étant de ½, S  ne prend que deux directions par 
rapport à un champ magnétique directeur 0B , correspondant au nombre quantique 
magnétique mS = Sz = ± ½. En absence de champ, ces deux directions possèdent la 
même énergie. Mais, lorsque l'on soumet un électron à un champ magnétique 0B , aux 
deux orientations (parallèle et antiparallèle à 0B ) correspondent deux niveaux 
d'énergie distincts qui dépendent de la magnitude de ce champ (Figure 1.3.). Cette 
levée de dégénérescence, qui provoque l'apparition d'un état fondamental et d'un état 
excité, est communément appelée effet Zeeman. 
 
Le principe de la RPE consiste à induire une transition entre ces niveaux 
énergétiques par une onde électromagnétique polarisée perpendiculairement à 0B  et 
possédant une fréquence appropriée (Figure 1.3.). 
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µz parallèle à B0
µz antiparallèle à B0
 
Figure 1.3.  Représentation schématique du comportement d'un électron dans un champ magnétique. 
Deux états de spin d'énergie différente peuvent être observés : c'est l'effet Zeeman. Une transition 
entre ces deux niveaux est produite si on applique une onde électromagnétique de fréquence 
caractéristique perpendiculairement au champ B0 : c'est le phénomène de résonance.  
 
 
Comme l'énergie d'un moment magnétique dépend de sa projection le long du 
champ magnétique, on peut facilement énoncer les conditions de résonance : 
 
E = - µ  . 0B    
µ  = - g β S  
=> ∆E = hν = g β 0B  
 
En pratique, plutôt que d'entreprendre une étude systématique des fréquences de 
résonance pour un champ magnétique donné, il est plus facile expérimentalement de 
faire varier le champ en fixant la fréquence. Dans le cadre de cette thèse, nous avons 
travaillé à une fréquence de 9.55 GHz, le champ magnétique étant centré sur 3120 G. 
 
L'interprétation des spectres repose principalement sur deux paramètres : la 
valeur du facteur g et la constante de couplage hyperfin A. 
 
Le facteur g spécifie la position d'absorption spectrale d'une espèce magnétique 
particulière. Mais cette position dépend aussi de l'environnement dans lequel se trouve 
cette espèce. En d'autres termes, le moment magnétique d'un électron dépend non 
seulement de son spin mais, également, dans une certaine mesure, de son mouvement 
orbitalaire à l'intérieur de l'atome. A cause de ce couplage spin-orbite, le facteur g va 
varier en fonction de l'entourage de l'électron et s'éloignera donc plus ou moins de la 
valeur de 2.00232 caractérisant l'électron libre. 
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Par ailleurs, si l'espèce paramagnétique 
contient des noyaux possédant un moment 
magnétique, l'électron est couplé à ces moments. 
Ce phénomène, appelé couplage hyperfin, 
provoque une multiplicité de raies. Comme la 
règle de sélection veut que seuls les électrons 
peuvent changer de spin mais pas les noyaux (∆ms 
= ± 1 et ∆mI = 0), on observe une multiplicité en 
2I +1, I correspondant au spin nucléaire (Figure 
1.4.). Prenons par exemple le cuivre : il possède 
un spin nucléaire de 3/2 ; son spectre RPE 
présente dès lors typiquement quatre bandes 
d'absorption. On caractérise généralement la 
structure hyperfine par la constante de couplage 
hyperfin A, calculée expérimentalement à partir 
de la distance séparant les bandes d'absorption. 
L'amplitude de ce couplage dépend par ailleurs de 
la géométrie et du type de liaison affectant le 
centre paramagnétique. Elle donne donc accès à 









Figure 1.4.  Interaction hyperfine
entre un spin électronique (SZ) et 
spin nucléaire (IZ) valant 1/2. Le
spectre résultant de ce couplage est
habituellement présenté sous la
forme de la dérivée de l'absorption.  
 
 
Lorsque plusieurs noyaux possèdant un spin nucléaire avoisinent le centre 
paramagnétique, la démultiplication des raies devient plus difficile à analyser. Dans le 
cas des métaux de transition, la structure hyperfine principale provient du noyau de 
l'ion paramagnétique ; mais une structure 'super-hyperfine' secondaire causée par les 
noyaux des ligands peut s'y superposer. Pour interpréter ces spectres plus complexes, il 
est parfois utile de recourir à des logiciels de simulation de spectre. 
 
Les spectres présentés dans le cadre de cette thèse ont été obtenus au Centre de 
l’Oxygène de l’Ulg, au moyen d'un spectromètre Brucker ESP 300 E, en bande 
d'hyperfréquence X.  
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2.  Méthodes théoriques       
           
 
2.1.   La mécanique quantique,  permettant la détermination des propriétés 
électroniques des ligands 
Les méthodes de modélisation basées sur la mécanique quantique visent à 
décrire le système étudié par une fonction d'onde Ψ624. Celle-ci n'a pas de signification 
physique en tant que telle, mais son carré caractérise la probabilité de trouver un 
électron dans un volume donné.  
En résolvant l'équation de Schrödinger, on peut accéder à la fonction d'onde Ψ 
associée à un système stationnaire (indépendant du temps) ainsi qu'à son énergie E.  
H Ψ(r) = E Ψ(r) 
L'opérateur hamiltonien H agissant sur la fonction d'onde correspond, dans sa 
forme complète, à une somme d'opérateurs qui rendent compte des énergies cinétiques 
des noyaux, des énergies cinétiques des électrons et des énergies électrostatiques entre 
noyaux et électrons. Malheureusement, on ne peut résoudre exactement l'équation de 
Schrödinger que dans le cas de systèmes très simples tels qu'une particule enfermée 
dans une boîte ou l'atome d'hydrogène. Pour les systèmes polyélectroniques, 
différentes approximations doivent être introduites afin d'estimer des valeurs 
approchées des fonctions d'onde et des énergies qui y sont associées.  
L'approximation de Born-Oppenheimer permet de traiter séparément le 
mouvement des noyaux et des électrons. En effet, le terme d'énergie cinétique contenu 
dans l'opérateur hamiltonien est inversement proportionnel à la masse de la particule 
traitée. La masse des protons et des neutrons étant nettement supérieure à celle des 
électrons, la contribution des noyaux atomiques dans l'opérateur d'énergie cinétique 
peut être négligée. En pratique, cette approximation permet de se concentrer sur les 
comportements électroniques : comme les électrons bougent dans un champ de noyaux 
fixes, on peut découpler le mouvement des noyaux de celui des électrons. 
En dépit de cette première approximation, il est toujours impossible de résoudre 
l'équation de Shrödinger en raison du terme d'énergie de répulsion électronique qui 
dépend simultanément des coordonnées de deux électrons. Afin de pallier cet 
inconvénient, on considère que les électrons évoluent de façon indépendante et on 
néglige les répulsions entre électrons. Dans ces conditions, la fonction d'onde Ψ est 
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considérée comme un produit de fonctions mono-électroniques appelées orbitales 
moléculaires. 
D'autre part, le théorème des variations indique que la valeur estimée de 
l'énergie d'un système, obtenue grâce à une fonction d'onde approximative, est toujours 
plus élevée que la valeur exacte. Afin de déterminer la fonction d'onde la plus 
appropriée pour décrire un système, Hartree et Fock ont proposé de rechercher, par 
une méthode itérative, le jeu d'orbitales qui permet de minimiser l'énergie de ce 
système. Cette méthode, dite du champ autocohérent (méthode SCF), revient à 
considérer le mouvement indépendant de chaque électron dans un champ moyen 
d'électrons. 
On peut résoudre les équations de Hartree-Fock suivant la méthode de 
Roothaan, selon laquelle les orbitales moléculaires sont développées en une 
combinaison linaire d'orbitales atomiques (approximation LCAO, pour Linear 
Combination of Atomic Orbitals). Ces dernières sont décrites par des fonctions de 
Slater, ou bien, de façon à rendre l'obtention de solutions analytiques plus simples, par 
une combinaison de fonctions gaussiennes, appelée set de base. Dans le cadre de ce 
travail, nous avons utilisé principalement le set de base 6-31g* implémenté dans le 
logiciel Gaussian 98625. Il correspond à une combinaison de six gaussiennes 
représentant les orbitales de cœur et de quatre gaussiennes (dont une plus diffuse) 
représentant les orbitales de valence. L'astérisque indique que des fonctions de 
polarisation ont été ajoutées, de manière à obtenir une meilleure description du 
système étudié. 
L'un des principaux avantages de la mécanique quantique, par rapport aux 
autres techniques de modélisation moléculaire, est qu'elle ne fait appel qu'à un nombre 
minimal d'approximations et considère de manière explicite les électrons de la 
molécule étudiée. Cela permet le calcul ab initio (c'est-à-dire à partir des fondements 
de la mécanique quantique) de propriétés importantes telles que les charges atomiques, 
la topologie et l'énergie des orbitales frontières, les populations de recouvrement inter-
atomique ou encore le potentiel électrostatique moléculaire. 
Au cours de cette thèse, nous nous sommes intéressée principalement au dernier 
de ces descripteurs, le potentiel électrostatique moléculaire (PEM). Cette propriété 
représente l'énergie d'interaction entre la distribution des charges électroniques et 
nucléaires d'une molécule et une charge ponctuelle positive unitaire. Le potentiel V(r) 




V(r) = Σ || rRZA A−   -  − || )(1 1rr rρ dr1 avec A ZA : charge nucléaire localisée en RA ρ(r1) : densité électronique en r1 
  
La détermination des potentiels électrostatiques moléculaires est 
particulièrement utile pour rationaliser les interactions entre molécules et les processus 
de reconnaissance moléculaire, tels que ceux intervenant lors de la formation d'un 
complexe métal/ligand. 
Matériel et Méthodes 108 
2.2.  La mécanique moléculaire, outil de modélisation de l'interaction 
inhibiteur/protéase 
 Les techniques de modélisation basées sur la mécanique quantique souffrent 
d'un inconvénient majeur : elles sont très coûteuses en terme de temps de calcul et ne 
sont dès lors applicables qu'à des systèmes moléculaires de taille restreinte. Au final, le 
temps nécessaire au traitement d'un système par les méthodes ab initio est environ 
proportionnel à la quatrième puissance du nombre d'électrons qu'il contient. 
L'utilisation de ces techniques peut s'avérer problématique pour l'étude d'objets 
macromoléculaires tel qu'un enzyme en interaction avec un inhibiteur ou encore pour 
la caractérisation de complexes métallo-organiques de grande taille, comme ceux qui 
font l'objet de cette recherche. 
 Par contre, la mécanique moléculaire626 considère l'énergie d'un système 
uniquement en fonction de ses positions atomiques. Cette approximation repose elle 
aussi sur les travaux de Born et Oppenheimer. En effet, l'approximation de Born 
Oppenheimer, en découplant les mouvements des noyaux et des électrons d'une 
molécule, postule que ces derniers peuvent s'adapter de manière quasi instantanée à la 
position des noyaux. Le fait d'ignorer les mouvements des électrons épargne ainsi un 
temps de calcul considérable.  
En particulier, la mécanique moléculaire permet l'étude d'une gamme étendue 
de propriétés en décrivant l'énergie d'un système par la somme d'une série de 
contributions rendant compte des interactions intra et intermoléculaires. Pour chacune 
des contributions, des pénalités énergétiques sont appliquées lorsqu'une variable (par 
exemple une longueur de liaison ou un angle de valence) s'écarte de sa valeur de 
référence. L'ensemble de ces termes et des paramètres destinés à décrire chaque type 
d'atome rencontré constitue un champ de forces qui comporte généralement cinq 
contributions principales. 
E = Eb + Ea + Et + Eo + Enb 
 
- l'élongation des liaisons, Eb, est un terme destiné à réguler la distance entre deux 
atomes liés de façon covalente. A l'origine, cette contribution a été exprimée sous 
forme d'un potentiel de Morse ou, de manière à simplifier les calculs, par un potentiel 
harmonique (en x²) issu de la loi de Hooke qui décrit l'énergie associée à la 
déformation d'un ressort. Par analogie, les champs de force sont souvent comparés à 
des modèles assimilant les atomes à des boules reliées entre elles par des ressorts.  
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- la déformation des angles de valence, Ea, est fréquemment représentée par une 
expression similaire à celle de l'élongation de liaison et comporte souvent un terme en 
θ². 
- la modification des angles dièdres (angles de torsion), Et, impose l'utilisation d'un 
terme périodique. Une expression calculant l'énergie du système en fonction de sinφ 
et/ou cosφ est généralement utilisée. 
- les interactions hors plan, Eo, sont contenues dans un terme correctif destiné à 
assurer la coplanéité de certains groupements, tels que les systèmes aromatiques. 
- les interactions entre atomes non liés, Enb, sont généralement traitées par un terme 
représentant les forces de van der Waals et un terme électrostatique. 
 Un grand nombre de champs de forces récents ajoutent à ces cinq fonctions 
principales des termes dits "croisés", qui rendent compte du couplage des différentes 
déformations et permettent d'améliorer la précision des résultats obtenus. D'autres 
champs ajoutent également un terme spécialement dédié à la description des ponts 
hydrogène.  
 Il est important de noter que les champs de forces constituent une approche 
purement empirique627. Ils sont paramétrés de manière à ce que l'ensemble des 
différentes contributions permettent de reproduire des résultats expérimentaux et/ou 
des résultats obtenus à partir de calculs d'un niveau théorique plus élevé comme les 
calculs ab initio. Ce paramétrage s'adresse généralement à une catégorie particulière de 
composés. On peut ainsi trouver des champs de forces destinés plus spécialement à la 
modélisation de petites molécules organiques, de macromolécules, de nucléotides ou 
encore permettant de couvrir les éléments de l'ensemble du tableau périodique. 
 Le champ de forces utilisé au cours de cette thèse pour modéliser les 
interactions entre la protéase du VIH-1 et les complexes métallo-organiques entre dans 
cette dernière catégorie. En effet, le champ de force ESFF628,629 (pour 'Extensible and 
Systematic Force Field') implémenté dans le logiciel Insight II630 de la firme Accelerys 
permet de traiter l'ensemble du tableau périodique et donc les espèces possédant un 
centre métallique comme le cuivre. Sa représentation fonctionnelle est reprise à la 
figure 2.1. Elle comprend classiquement les cinq contributions habituelles. Notons que 
différents types d'angles de valence sont considérés pour rendre compte, au mieux, de 
la géométrie particulière des complexes métallo-organiques. 
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ΣbDb {1 - exp[1+α(rb-rb0)] }2
ΣaDa (cosθa - cosθa0)2
Da (cosθa +1)Σa
Da (cosθa)2Σa
ΣaDa (1 - cosθa) + Da exp[-β(r-r0)]













déformation des angles de valence








Figure 2.1. Expression analytique du champ de forces ESFF. 
  L'énergie potentielle d'un système est donc une fonction complexe et 
multidimensionnelle des coordonnées des atomes qui le composent. La manière dont 
cette énergie varie avec ces coordonnées est appelée surface d'énergie potentielle.  
Dans la majorité des cas, on s'intéresse plus particulièrement aux états les plus stables 
du système, c'est-à-dire à ceux qui possèdent une énergie potentielle minimale. Tout 
mouvement s'écartant de ces minima donne naissance à une conformation de plus 
haute énergie, donc moins stable. Il est donc important, pour étudier un système, de 
minimiser son énergie potentielle au moyen d'algorithmes adaptés631. 
Les algorithmes utilisés dans le cadre de ce travail recherchent un minimum 
énergétique en se basant sur le gradient de la surface d'énergie potentielle, c'est-à-dire 
sur la dérivée première par rapport aux coordonnées atomiques. Le processus de 
minimisation est itératif et comprend deux étapes principales. Tout d'abord, l'énergie 
du système est évaluée en fonction de ses coordonnées, pour une conformation 
donnée. Ensuite, cette conformation est ajustée de façon à diminuer l'énergie du 
système. A chaque étape itérative, on calcule le gradient négatif de l'énergie potentielle 
de chaque atome par rapport à sa position relative. On déplace ensuite ces atomes le 
long de ce gradient négatif, jusqu'à ce que l'énergie potentielle de la conformation 
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passe par un minimum. Les coordonnées atomiques sont ainsi progressivement 
optimalisées, de manière à ce que l'énergie globale de la molécule  diminue  le plus 
rapidement possible pour atteindre une conformation stable. 
Une méthode simple de minimisation de l'énergie consiste donc à emprunter la 
direction indiquée par le gradient négatif, jusqu'au moment où la valeur de la fonction 
converge vers un premier minimum. A ce moment, le gradient de la fonction est 
recalculé et une nouvelle direction de recherche est définie. La méthode steepest 
descents adopte cette procédure qui est extrêmement efficace et fiable dans le cas de 
systèmes très éloignés du minimum énergétique, mais peu adaptée aux systèmes qui en 
sont proches. En effet, les directions de recherche de cet algorithme sont 
systématiquement orthogonales entre elles, ce qui peut conduire à un comportement 
oscillant et retarder la découverte d'un minimum énergétique. Dans de telles 
conditions, l'utilisation d'un second algorithme, tel que conjugate gradients, est 
conseillée. A chaque itération, cette méthode produit une direction de recherche qui 
tient en partie compte de celles déjà empruntées. Ceci permet une convergence plus 




Figure 2.2. : Comparaison des deux algorithmes de minimisation utilisés. La méthode steepest 
descents, en traits fins, utilise une succession de trajectoires strictement orthogonales pouvant mener à 
un comportement oscillant. L'algorithme conjugate gradient, en traits gras, tient compte des directions 
de recherche déjà empruntées, ce qui permet d'atteindre plus rapidement le minimum énergétique. 
 
Dans le cadre de ce travail, les deux algorithmes implémentés dans le module 
Discover3 629 du logiciel InsightII ont été combinés afin d'étudier les conformations 
stables de la protéase en interaction avec les inhibiteurs métallo-organiques. Le 
processus débute typiquement par un traitement en steepest descents qui permet 
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d'éliminer les interactions les plus défavorables, et se poursuit par une procédure de 
conjugate gradients jusqu'à un seuil de convergence déterminé. 
Pour appréhender la modélisation de systèmes de grande taille par mécanique 
moléculaire, plusieurs simplifications supplémentaires peuvent être envisagées.  
La première est une distance de cutoff au-delà de laquelle les interactions entre 
atomes non liés ne sont plus prises en compte. En effet, ces interactions diminuent 
rapidement avec la distance, suivant le rapport 1/r pour les forces électrostatiques et 
1/r6 pour les forces de van der Waals. On peut donc considérer que ces contributions 
sont négligeables, passé un certain seuil. Afin d'éviter des discontinuités dans 
l'évaluation de l'énergie, les interactions non nulles à cette distance sont 
progressivement supprimées grâce à une fonction modératrice s'appliquant à une zone 
tampon intermédiaire. Cette fonction, illustrée à la figure 2.3., est définie par les 
distances cutdis et swdis. La séparation de dipôles de part et d'autre de la distance de 
cutoff pourrait également mener à des discontinuités de l'énergie. Pour y remédier, on 
peut considérer le système moléculaire comme un ensemble de groupes de charges, 




Figure 2.3.  Effet de l'application d'une fonction modératrice S(r) au potentiel d'interaction entre 
atomes non liés E(r). L'énergie résultante est égale au produit E(r)*S(r). Les paramètres cutoff, cutdis, 
swtdis modulent cette fonction. 
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Une deuxième simplification consiste à fixer la position de certains atomes. 
Ainsi, le champ de forces ESFF que nous avons utilisé, a été conçu pour traiter 
l'ensemble du tableau périodique et permet donc de modéliser les complexes métallo-
organiques628. Il n'a cependant été que très peu testé sur des systèmes protéiques632,633. 
Dès lors, il a paru plus prudent de ne laisser bouger que progressivement les résidus 
formant le site actif de l'enzyme et les inhibiteurs métallo-organiques lors des 
différentes minimisations d'énergie, le reste de la protéase étant figé dans sa structure 
cristalline.  
Enfin, la constante diélectrique reflète le milieu dans lequel le système évolue. 
Dans un milieu hydrophobe, comme au cœur d'une protéine, la constante diélectrique 
est de l'ordre de 4, alors que dans l'eau elle atteint 80. Dans d'autres milieux, des 
valeurs intermédiaires sont d'application. Une constante diélectrique dépendant de la 
distance a été utilisée ici, comme il est généralement d'usage dans les études de  
modélisation de protéines. 
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2.3 La méthode SIBFA, particulièrement adaptée à l'étude des espèces 
métalliques 
La mécanique moléculaire est une technique de choix pour modéliser 
l'interaction entre un inhibiteur et sa protéine cible. Certains champs de forces, comme 
par exemple ESFF, sont en outre paramétrés pour prendre en compte les spécificités 
géométriques des métaux634-639 et permettre de reproduire correctement la structure de 
la plupart des complexes métallo-organiques.  
Cependant, leur efficacité est limitée lorsqu'il s'agit d'étudier des phénomènes 
énergétiques plus fins tels que la détermination de propriétés électroniques. En 
l'occurrence, le processus de complexation implique la désolvatation de l'ion 
métallique et des ligands, des effets électroniques lors de la liaison entre le métal et 
l'atome chélatant, des effets stériques dépendant de la préorganisation du ligand et de 
la taille du cation métallique, des termes entropiques attribués, entre autres, à l'effet 
chélate, etc…, la stabilité du complexe formé dépendant de l'ensemble de ces 
propriétés637. Il est dès lors indispensable de se tourner vers une technique de 
modélisation alliant une description très précise de l'énergie du système étudié à un 
temps de calcul raisonnable.  
Dans cette optique, les champs de forces polarisables apportent un réel progrès 
à la description énergétique d'un système par mécanique moléculaire640. Contrairement 
aux champs de forces classiques qui utilisent des charges fixes centrées sur les atomes, 
les champs de forces polarisables sont caractérisés par une variation de la distribution 
de charges en fonction de leur environnement. Ce type de modélisation permet, entre 
autres, de rendre mieux compte des effets diélectriques du solvant.  
Parmi les méthodes tenant compte de la polarisation, SIBFA (pour 'Sum of 
Interactions Between  Fragments Ab initio computed') permet de modéliser aussi bien 
des systèmes peptidiques ou protéiques641-646 que  des  systèmes incluant des espèces 
métalliques telles que le zinc (II)643,647-653, le cuivre (I)654, le magnésium (II), le 
calcium (II) et le cadmium (II)647,655,656. Cette méthode de mécanique moléculaire a 
l'avantage de reproduire précisément les énergies observées en mécanique quantique, 
tout en conservant une rapidité de calcul remarquable. Par exemple, un calcul ponctuel 
sur un complexe métallique comportant une vingtaine d'atomes prend environ une 
seconde en SIBFA. Il reproduit cependant, avec moins de 3% d'erreur, l'énergie 
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obtenue après 7 heures de calcul en mécanique quantique de haut niveau incluant de la 
corrélation électronique657*.  
En outre, l’approximation du ‘rotor rigide’ permet de réduire le nombre de 
variables prises en compte lors des minimisations qui pourront ainsi être réalisées dans 
des délais raisonnables. En effet, les champs de forces classiques décrivent l'énergie 
potentielle d'un système par une somme de termes reprenant notamment l'élongation 
des liaisons et la déformation des angles de valence. Ces derniers sont généralement 
qualifiés de 'termes durs' car il suffit de s'éloigner de quelques dixièmes d'ångstrom ou 
de quelques degrés de la position d'équilibre pour que l'énergie potentielle augmente 
considérablement626. Dès lors, on peut considérer qu'ils ne varieront presque pas au 
cours d'une simulation, et qu'ils peuvent donc être fixés dans leur position d'équilibre. 
C'est ainsi que SIBFA considère les molécules comme un ensemble de fragments 
rigides indépendants, bougeant les uns par rapport aux autres.  
La méthode SIBFA définit l'énergie d'interaction intermoléculaire (ou 
interfragmentales) par une somme de cinq contributions653,658 (Pour une description 
détaillée de celles-ci, voir la référence626 p148-173): 
∆Eint = EMTP + Erep + Epol + Ect + Edisp 
- Le terme électrostatique, EMTP, peut être considéré comme une expansion 
multipolaire et correspond à la somme des interactions entre multipôles (interactions 
entre charges, dipôles et quadripôles). Ceux-ci sont distribués sur les atomes et sur les 
barycentres des liaisons des molécules ou des fragments moléculaires constituant le 
système. Ils sont obtenus à partir de l'évaluation par mécanique quantique (procédure 
SCF) de la fonction d'onde moléculaire selon une méthode développée par Vigné-
Maeder et Claverie659. 
- Le terme répulsif, Erep, permet d'évaluer l'énergie de répulsion à courte distance. Il 
est calculé à partir de la somme des interactions liaison/liaison, liaison/paire libre et 
paire libre/paire libre plutôt qu'à partir des interactions entre atomes pour tenir compte 
de son caractère anisotropique. La formulation de Erep inclut la considération explicite 
de la directionnalité des paires libres, ainsi qu'une adaptation de la distance inter-
atomique en fonction de l'orientation des liaisons653,660. 
                                                 
* La corrélation électronique tient compte du fait que deux électrons de spin opposés ne peuvent se 
trouver simultanément au même endroit de l'espace. Cette corrélation électronique n'est pas prise en 
compte dans un calcul de type Hartree-Fock classique.   
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- Le terme de polarisation, E , est calculé à partir des polarisabilités anisotropiques, 
distribuées sur les paires libres et les barycentres des liaisons des fragments 
moléculaires individuels, selon la procédure de Garmer et Stevens . La distribution 
des charges et des multipôles sur les différents fragments n'est en effet pas statique. 
Charges et multipôles s'influencent mutuellement causant ce qu'on appelle un champ 
de polarisation. La méthode SIBFA est basée sur le modèle du dipôle ponctuel 
induit . Ce modèle considère qu'un dipôle ponctuel, µ , est induit sur chaque centre 
P impliqué dans la simulation par le champ électrique total E , c'est-à-dire le champ dû 
aux charges et multipôles permanents additionné du champ dû aux autres dipôles 






µ (i) = α (i,j) E (j) indP P P
avec αP(i,j), le tenseur de polarisabilité des composants i et j sur le centre P. Le champ 
total EP est déterminé de manière autocohérente par une procédure itérative qui 
minimise l'énergie de polarisation. En considérant E0 comme étant le champ du aux 
seuls dipôles permanents, cette dernière peut être écrite sous la forme suivante660,662: 
Epol (P) = -0.5 Σi E0(i) Σj µindP (i) 
Les multipôles et les polarisabilités distribués sur chaque fragment sont obtenus 
par mécanique quantique. 
- Le terme de transfert de charge, Ect, est proportionnel au recouvrement entre les 
doublets libres du donneur et de l'accepteur d'électron. On peut observer à ce niveau un 
couplage avec la polarisation. En effet, le dénominateur de Ect prend en compte le 
potentiel d'ionisation du donneur d'électron et l'électroaffinité de l'accepteur d'électron 
: le potentiel d'ionisation est augmenté par le potentiel électrostatique positif exercé par 
les autres molécules du système sur cet atome, tandis l'électroaffinité est diminuée par 
le potentiel électrostatique négatif dû aux ligands voisins660. 
- Le terme de dispersion, Edisp, rend compte des forces de London, décrivant 
l'interaction entre dipôles instantanés à longue distance. Il est exprimé sous la forme 
d'une somme de termes variant en r-6, r-8 et r-10. A courte distance, ces termes sont 
ajustés par une fonction exponentielle d'amortissement. La description du phénomène 
d'échange-répulsion∗ est explicitement incluse dans Edisp et permet de prendre en 
compte les interactions mutuelles entre les divers fragments.  
                                                 
∗ Le phénomène d'échange-répulsion est une conséquence du principe d'exclusion de Pauli affirmant 
que deux électrons de même spin ne peuvent occuper une même région de l'espace. En réduisant la 
densité électronique au niveau des liaisons, on diminue l'écrantage des charges positives localisées sur 
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 Nous avons vu que la méthode SIBFA considère les molécules flexibles comme 
un assemblage de fragments moléculaires rigides. Ces fragments peuvent subir des 
rotations les uns par rapport aux autres, ce qui confère une flexibilité à la molécule 
qu'ils constituent. L'énergie intramoléculaire ∆Eintra qui en découle correspond en fait à 
l'énergie intermoléculaire entre les fragments constitutifs et est dès lors formulée de la 
même manière que ∆Eint. ∆Eintra possède cependant une contribution supplémentaire 
Etor décrivant l'énergie de déformation des angles de torsion. Des barrières 
énergétiques de rotation sont fixées pour chaque pseudo-liaison entre fragments à 
partir de calculs conformationnels obtenus par mécanique quantique sur des petites 
molécules comme l'éthane ou l'éther diméthylique663.  
 Pour permettre une compatibilité entre les énergies inter et intramoléculaire et 
tenir compte du caractère non additif des termes de polarisation et de transfert de 
charge, différentes adaptations sont nécessaires643. Pour calculer EMTP, les multipôles 
sont distribués comme d'habitude sur les jonctions entre fragments. Par contre, dans 
l'évaluation de Epol, les multipôles attribués à ces jonctions ne sont pas redistribués. On 
considère ainsi que les atomes d'hydrogène impliqués dans ces liaisons entre fragments 
sont repliés sur les atomes de carbone, d'azote ou d'oxygène auxquels ils sont liés. 
Cette procédure permet d'éviter que les fragments acquièrent une charge fractionnelle 
au cours de la redistribution des multipôles et que les atomes d'hydrogène impliqués 
dans la jonction se trouvent à une distance trop faible d'un centre polarisable 
appartenant à un fragment adjacent648,649. 
 Au cours de ce travail, nous avons utilisé la méthode SIBFA pour étudier les 
propriétés énergétiques des complexes C1, C2, et leurs dérivés. Les ligands 
correspondants ont été construits à partir des fragments suivants (Figure 2.4.): pour 
L1, des molécules de benzène (fragment 1), de formamide (fragment 2), de pyridine 
(fragment 3), d'eau (fragments 4, 6 et 8) et de méthane (fragments 5, 7 et 9) ; et pour 
L2, des molécules de benzène (fragment 1), de méthane (fragments 2 et 6), de 
formamide (fragment 3), de quinoléine (fragment 4) et d'eau (fragment 5)664.  
Les énergies d'interaction intermoléculaires entre les ligands et le cuivre (II) ont 
été calculées comme faisant partie d'une interaction 'intramoléculaire' globale tenant 
compte des variations conformationnelles subies par chaque ligand flexible. L'énergie 
de complexation est évaluée en faisant la différence entre, d'une part, l'énergie 
'intramoléculaire' globale du complexe constitué par le cuivre (II) et ses ligands, et 
d'autre part, la somme des énergies intramoléculaires des ligands flexibles optimisés 
                                                                                                                                                        
les noyaux impliqués dans la liaison. Ceux-ci subissent dès lors une répulsion mutuelle 
supplémentaire. 
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dans leur conformation stable avant d'être complexés. Les minimisations d'énergie ont 
été réalisées à l'aide du logiciel Merlin665-667. Nous avons choisi l'algorithme de 
minimisation 'roll', basé sur une méthode directe n'utilisant pas de gradient, car il est 

























  L1        L2 
Figure 2.4.  Fragments constitutifs des ligands L1 et L2. Pour plus de clarté, les atomes d'hydrogène et 
de carbone ne sont pas représentés par leur symbole atomique. 
  
Pour comparer les stabilités relatives des complexes formés, ce calcul a été 
complété par des effets de solvatation du complexe, de l'ion cuivrique et des ligands 
isolés. L'énergie de solvatation, Esolv, est évaluée suivant la procédure développée par 
Langlet668 et implémentée dans SIBFA. Celle-ci modélise le solvant au moyen d'un 
champ continu : les molécules de soluté sont représentées sous la forme d'une 
distribution de charges placées à l'intérieur d'une cavité. Cette cavité est elle-même 
entourée par un milieu continu représentant le solvant qui est caractérisé par des 
propriétés macroscopiques telles que la constante diélectrique, le volume moléculaire, 
le coefficient d'expansion thermique, etc… Tout comme lors de l'évaluation de ∆Eint, 
Esolv est calculé à partir de cinq contributions : un terme électrostatique, EMTP, un terme 
de répulsion, Erep, un terme de polarisation, Epol, un terme de dispersion, Edisp, et un 
terme de cavitation Ecav qui tient compte de l'énergie requise pour former une cavité de 
soluté dans le solvant. 
Esolv = EMTP + Erep + Epol +Edisp + Ecav 
Les énergies électrostatique et de polarisation sont calculées à partir de la  
distribution des multipôles établie par SIBFA, afin d'assurer une compatibilité entre les 
énergies ∆Eint et Esolv. 
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1. Caractérisation structurale de complexes au cuivre(II) à l'état 
cristallin. Hypothèses d'interaction avec la protéase du VIH-1. 
 
Comme nous l'avons vu dans le troisième chapitre de l'introduction générale, 
cette thèse se situe dans la continuité de travaux antérieurs réalisés au sein de notre 
laboratoire669. Ils ont permis de pointer les potentialités des complexes métallo-
organiques en tant qu'inhibiteurs de la protéase du VIH-1. En effet, l'optimalisation du 
composé chef de file SETCEZ a débouché sur l'identification d'une famille originale 
de complexes au cuivre (II) possédant, pour certains, une activité inhibitrice 
intéressante (voir le tableau 3.1., p. 72). Cependant, si on se base sur un mode de 
complexation semblable à celui de SETCEZ, il est a priori difficile d'expliquer 
l'activité de ces inhibiteurs. 
Une caractérisation structurale de ces complexes métallo-organiques est dès lors 
indispensable. Ce premier chapitre est consacré, dans un premier temps, à l’analyse 
cristallographique des complexes C0-C4. Nous verrons ensuite, à l'aide d'une étude de 
modélisation en mécanique moléculaire, que les données structurales à l'état cristallin 
permettent de poser de premières hypothèses d'interaction entre ces complexes et la 
protéase du VIH-1.  
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1.1.  La structure des complexes C0-C4 à l'état cristallin, point de départ de 
l'interprétation des données d'activité anti-enzymatique 
 
 … le cristal, lieu d'interactions moléculaires 
La détermination d'une structure à l'état cristallin par diffraction des rayons X 
donne accès non seulement à une conformation moléculaire mais également aux 
interactions que cette molécule forme au sein du cristal. Une étude détaillée de celles-
ci est souvent utile, car elle permet de pointer des interactions qui pourront se 
reproduire dans un autre environnement, comme par exemple au sein du site actif 
d'une protéine. 
Ce premier paragraphe est consacré à une description rapide des différentes 
interactions intermoléculaires626 que l'on peut retrouver aussi bien dans un milieu 
cristallin, que dans un système macromoléculaire comme celui formé par une protéine 
et son ligand. Notons que la classification présentée ici n'est pas absolue et que les 
interactions entre molécules résultent souvent d'une combinaison de différentes 
contributions. 
 
Les interactions électrostatiques sont des forces d'attraction à relativement 
longue distance entre deux charges opposées. On retrouve ainsi les interactions 
ioniques entre deux charges nettes, les interactions entre une charge et un dipôle, et les 
interactions entre dipôles (ou multipôles*). Le pont hydrogène670 est une interaction 
électrostatique directionnelle entre un donneur X et un accepteur A de proton, le 
proton portant une charge partielle positive et l'accepteur une charge partielle négative. 
Les ponts H sont généralement caractérisés par trois 
paramètres géométriques : D, d, et θ  représentant 
respectivement la distance entre le donneur et l'accepteur, 
la distance entre le proton et l'accepteur et l'angle formé 
par les trois partenaires (Figure 1.1.). En fonction de ces 
critères et de la nature chimique des partenaires, on peut 
évaluer la valeur énergétique et donc la force de cette 
interaction (Tableau 1.1.). 
                                                 
* On peut ainsi relever les interactions charge-quadripôle, dipôle-quadripôle, quadripôle-quadripôle, 
etc... 
X H
Figure 1.1.  Paramètres 







Tableau 1.1  Caractéristiques des ponts H suivant leur force670. 
 Très fort Fort Faible 
Energie de liaison 
 [-kcal/mol] 
15-40 4-15 <4 
Nature des partenaires 
(exemples) 
P-OH---O= OH---O= CH---O= 
D [Å] 2.2-2.5 2.5-3.2 3.0-4.0 
d [Å] 1.2-1.5 1.5-2.2 2.0-3.0 
θ [°] 175-180 130-180 90-180 
  
Les interactions non polaires regroupent les interactions hydrophobes et les 
interactions de van der Waals.  En effet, les groupes apolaires ont tendance à se 
regrouper entre eux pour exclure les molécules d'eau, donnant naissance aux 
interactions hydrophobes qui sont essentiellement de nature entropique. Les 
interactions de van der Waals sont des forces d'attraction agissant à courte portée.  Ces 
interactions faibles mais additives sont représentées par le terme attractif du potentiel 
de Lennard-Jones. 
 
 Les interactions de type π-π671-676 sont particulièrement importantes dans la 
reconnaissance moléculaire, que ce soit au sein d'un système biologique ou d'un 
édifice cristallin. Elles concernent spécialement les interactions entre cycles 
aromatiques dues principalement aux contributions des forces de van de Waals et des 
forces hydrophobes. C'est cependant la contribution électrostatique qui détermine la 
géométrie de l'interaction.  Le système π est en effet caractérisé par un moment 
quadripolaire que l'on peut représenter, dans le cas du benzène, comme une charge 
positive localisée au niveau du plan du cycle aromatique et entourée de deux nuages 
électroniques chargés négativement. Lorsque deux quadripôles entrent en interaction, 
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Figure 1.2.  Interactions π-π entre cycles aromatiques. Les configurations géométriques 
perpendiculaire ou C-H…π en 1, parallèle décalée en 2 et parallèle en 3 sont favorables. La 
configuration parallèle en 4 est défavorable. 
Certaines configurations géométriques favorisent les interactions 
électrostatiques (Figure 1.2., géométries 1, 2 et 3) tandis que d'autres provoquent une 
répulsion entre les nuages électroniques (Figure 1.2, géométrie 4). Le type de 
configuration dépend, de plus, des substituants portés par les cycles aromatiques en 
interaction, comme on peut le voir lorsque l'on compare l'interaction 2 
benzène/benzène et l'interaction 3 benzène/hexafluorobenzène.  
Dans le cas d'une interaction entre cycles benzéniques, on observe des contacts 
π-π parallèles décalés ou perpendiculaires. Dans la géométrie π-π décalée, la distance 
entre les plans est comprise entre 3.3 et 3.6 Å, le décalage latéral entre le centre des 
cycles varie entre 3 et 4 Å tandis que la distance entre ces centroïdes est optimale entre 
3.5 et 4.5 Å.  Dans la géométrie π-π perpendiculaire, on estime que la distance la plus 
stable entre centroïdes vaut 5-6 Å677. 
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… structure cristallographique des complexes C01 et C02678  
Nous avons vu dans le chapitre 3 de l'introduction générale que le ligand L0 est 
très semblable à celui du composé chef de file SETCEZ489. Il ne possède cependant 
qu'une seule fonction carbonyle, qui devrait suffire à l'interaction avec la protéase 
(Figure 1.3.). Deux sels de cuivre (II) différents, du Cu(ClO4)2 et du Cu(NO3)2.3H2O 
suivi d'un excès de KPF6 ont été utilisés pour complexer L0 ; ils ont donné 
respectivement les complexes C01 et C02 dont nous présentons ici la caractérisation 



















Figure 1.3. Le ligand L0 est très semblable à celui de SETCEZ. Il forme avec l'ion  
cuivrique les complexes C01 et C02. 
Les monocristaux du complexe C01 ont été obtenus par évaporation lente et à 
température ambiante d'une solution du composé dans un mélange 1:1 d'éthanol et de 
méthanol. Ces cristaux sont stables à l'air libre et présentent une couleur bleue typique 
des complexes au cuivre (II). Dans ces conditions, C01 cristallise dans le système 
triclinique P-1. Les paramètres de maille et l'indice de désaccord liés à cette structure 
sont résumés à la figure 1.4. tandis qu'une liste détaillée des données 
cristallographiques est reprise en annexe. La structure cristallographique de C01 a été 
déposée dans la banque de données structurales de Cambridge (CSD) sous le nom de 
code XOSNOI. 
La structure cristallographique de C01 est représentée schématiquement à la 








































































Figure 1.4.  Représentation schématique de la structure cristallographique du complexe C01 ainsi que 
ses paramètres de maille. Le complexe porte une charge globale +2 neutralisée par deux ions 
perchlorate. 
 Contrairement au complexe SETCEZ formé par l'interaction d'un seul ligand 
organique avec l'ion cuivrique, deux ligands L0 s'organisent autour de Cu2+ en un 
complexe octaédrique déformé tétragonalement. Le plan équatorial de l'octaèdre est 
défini par les trois atomes d'azote [deux azotes pyridiniques N(2) et N(17) et l'azote 
déprotoné de l'amide N(10)] d'un premier ligand tridentate adoptant avec l'ion 
cuivrique un mode de complexation similaire à celui de SETCEZ, et par l'azote 
pyridinique N(18) du second ligand. L'oxygène amidique O(25) de ce second ligand 
bidentate occupe, quant à lui, une des positions apicales de l'octaèdre. Enfin, l'oxygène 
O(34) d'une molécule d'éthanol issue du solvant assure la deuxième coordination 
axiale. Les quatre liaisons dans le plan équatorial sont courtes (~2.0 Å), alors que les 
deux liaisons apicales, de part et d'autre du plan, sont plus longues (~2.4 Å) (Tableau 
1.2.). L'azote de la pyridine libre du ligand bidentate est protoné, ce qui confère au 
complexe une charge globale +2. Deux ions perchlorate libres assurent la neutralité du 
cristal. 
 
Tableau 1.2.  Longueur des liaisons reliant l'ion cuivrique aux différents atomes chélatant de C01. Les 
esd sont repris entre parenthèses. Les liaisons plus longues déterminant les positions axiales sont en 
grisé. 
Cu(1)--- ---N(2) ---N(17) ---N(10) ---N(18) ---O(25) ---O(34) 




a = 10.125(1) Å 
b = 12.820(2) Å 
c = 13.019(2) Å 
 
α = 98.014(12)° 
β = 104.029(9)° 
γ = 104.789(9)° 
 
R = 9.71 % 
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 Bien que C01 présente une géométrie octaédrique, les angles de valence 
observés autour du centre métallique s'éloignent parfois des valeurs idéales de 90 et 
180 degrés. On note ainsi des déviations allant jusqu'à 15 degrés qui sont reprises en 
grisé dans le tableau 1.3. La tension engendrée par la formation de trois cycles à cinq 
chaînons lors de la chélation peut expliquer ces écarts par rapport à l'idéalité. On 
observe, en outre, que l'ion cuivrique s'écarte de 0.094 Å du plan équatorial moyen 
formé par les azotes N(2), N(10), N(17) et N(18). 
 
Tableau 1.3.  Angles de valence formés autour de  l'ion cuivrique dans C01. Les esd sont repris entre 
parenthèses. Les écarts les plus importants aux valeurs idéales de 90 et 180 degrés sont repris en grisé. 
Angles (atomes) Angles [°] Angles (atomes) Angles [°] 
N(2)-Cu(1)-N(17) 164.0(4) O(25)-Cu(1)-N(2) 95.5(3) 
N(10)-Cu(1)-N(18) 171.7(3) O(25)-Cu(1)-N(10) 97.4(3) 
O(25)-Cu(1)-O(34) 164.9(3) O(25)-Cu(1)-N(17) 85.6(3) 
  O(25)-Cu(1)-N(18) 75.0(3) 
N(2)-Cu(1)-N(18) 95.8(3) O(34)-Cu(1)-N(2) 93.0(3) 
N(18)-Cu(1)-N(17) 99.8(4) O(34)-Cu(1)-N(10) 96.4(3) 
N(17)-Cu(1)-N(10) 82.6(4) O(34)-Cu(1)-N(17) 90.1(3) 
N(10)-Cu(1)-N(2) 81.5(3) O(34)-Cu(1)-N(18) 91.6(3) 
 
Différentes interactions intra et intermoléculaires peuvent être relevées et sont 
reprises respectivement dans les tableaux 1.4. et 1.5. Ainsi, le cycle pyridinique IV du 
ligand bidentate s'oriente de manière à effectuer une interaction intramoléculaire de 
type π-π parallèle avec le cycle pyridinique II du ligand tridentate. Une autre 
interaction π-π intramoléculaire peut être observée entre la pyridine III du ligand 
bidentate et  cycle pyridinique I du ligand tridentate (Figure 1.5.). 
 
Tableau 1.4. Interactions intramoléculaires au sein de la structure cristalline de C01. Elles sont 
caractérisées par une distance 1 entre centroïdes et par une distance 2* et un angle dièdre entre plans 
moyens des cycles impliqués dans l'interaction. 
interaction partenaires distance 1 [Å] distance 2 [Å] angle dièdre [°]
π-π parallèle cycles II-IV 4.2 3.8 16 
π-π perpend. cycles I-III 5.1 - 82 
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 La cohésion cristalline est assurée par deux types d'interactions 
intermoléculaires (Figure 1.6.). D'une part, deux ponts hydrogène intermoléculaires 
relient l'oxygène de l'amide du ligand tridentate avec l'azote amidique protoné et avec 
l'azote pyridinique protoné du ligand bidentate d'une autre molécule. D'autre part, une 
série d'interactions de type π-π se produisent entre cycles pyridiniques de complexes 
voisins. On peut observer que les cycles impliqués dans les contacts π-π se trouvent 
typiquement dans une géométrie 'parallèle décalée' ou 'perpendiculaire' permettant une 
interaction attractive favorable. 
 
Tableau 1.5.  Interactions intermoléculaires au sein de la structure cristalline de C01 (symétrie #1 : -
1+x,y,z ; symétrie #2 : -x,-y,1-z). Les ponts hydrogène formés entre accepteurs A et donneurs de 
proton D-H sont caractérisés par une distance 1 D-A, une distance 2 H…A et un angle D-H…A. Les 
interactions π-π sont caractérisées par une distance 1 entre centroïdes, et par une distance 2 et un angle 
dièdre entre plans moyens des cycles impliqués dans l'interaction.  
interaction partenaires distance 1 [Å] distance 2 [Å] angle [°] 
N(26)-H(26)...O(9)#1 3.017(13) 2.4 128 pont H 
N(33)-H(33)…O(9)#1 2.688(12) 1.9 165 
cycles I-IV#2 4.1 3.9 14 π-π parallèle 
cycles II-II#2 4.3 3.4 0 




Figure 1.6. Vue stéréoscopique de l'empilement cristallin du complexe C01-XOSNOI. On observe 
deux ponts hydrogène ainsi que toute une série d'interaction π-π intermoléculaires. 
Notons ici qu'un autre essai de cristallisation de C01 a été réalisé par 
évaporation lente après solubilisation de l'échantillon dans de l'eau chaude. Dans ces 
conditions, C01 cristallise dans le système monoclinique P21/n avec un indice de 
désaccord final de 7.57%. Cette nouvelle structure a été déposée dans CSD sous le 
nom de code  XOSNUO. Les données cristallographiques relatives à C01-XOSNUO 
se trouvent en annexe. 
 La structure générale de C01-XOSNUO est quasi identique à celle de C01-
XOSNOI (Figure 1.8.). La différence majeure réside dans le fait qu'on n'observe pas 
de molécule d'éthanol en position apicale. Le complexe est dès lors caractérisé par cinq 
coordinations au lieu de six.  
On peut distinguer deux types de géométrie en fonction des 
angles formés autour du cuivre et quantifiés par la valeur 
τ (Figure 1.7.). Une valeur de τ  nulle caractérise une 
géométrie de type pyramidale à base carrée parfaite, tandis 
qu'une valeur de τ proche de l'unité correspond à une 
géométrie bipyramidale triangulaire679. XOSNUO adopte ici 
une géométrie pyramidale à base carrée (τ = 0.11), le plan 
équatorial étant formé par les trois atomes d'azote du ligand 
tridentate et par l'azote pyridinique du ligand bidentate. Tout 
comme pour C01-XOSNOI, on retrouve l'oxygène amidique 








τ = (β - α) / 60°
Figure 1.7.  Relations





En face de cet oxygène, mais à une distance trop importante pour former une 
liaison avec le cuivre (> 2.6 Å), on observe un des deux ions perchlorates. Deux 
molécules d'eau issues du solvant sont en outre présentes dans l'unité asymétrique du 
cristal. 
 
 On peut relever ici aussi le même type d'interactions 
différents contacts π-π parallèles et perpendiculaires se 
pyridiniques et deux ponts hydrogène intermoléculaires p
l'oxygène amidique du ligand tridentate et l'azote amid
bidentate. 
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l'azote pyridinique N(2)-N(2)#1 de chacun des deux ligands organiques. Ils forment 
avec l'ion cuivrique des cycles à cinq chaînons caractérisés par un angle de chélation 
de 82.43° et des liaisons métal/ligand courtes (Tableau 1.6.). Le cuivre s'écarte du plan 
équatorial de 0.161 Å. Les angles de valence observés autour du centre métallique sont 
repris dans le tableau 1.7. Enfin l'oxygène O(18) d'une molécule d'eau occupe l'unique 





























































Figure 1.9.  Représentation schématique de la structure cristallographique du co
ses paramètres de maille. Le complexe porte une charge globale +3 neutralisée p
 L'azote N(17) du cycle pyridinique est protoné une fois
explique la présence d'un ion et demi de PF6- libre au sein de l
assurant ainsi la neutralité du cristal. 
 
Tableau 1.6.  Longueur des liaisons reliant l'ion cuivrique aux différents atomes
Cu(1)--- ---N(2) ---O(9) 









a = 13.577(3) Å 
b = 8.692(1) Å 
c = 15.108(2) Å 
 
α = 90.00° 
β = 106.740(15)°
γ = 90.00° 
 
R = 6.95 % mplexe C02 ainsi que 
ar trois ions PF6-. 
 sur deux, ce qui 
'unité asymétrique, 




Tableau 1.7.  Angles de valence formés autour de l'ion cuivrique dans C02. La symétrie #1 vaut :  
-x+3/2, y, -z+1. 
Angles (atomes) Angles [°] Angles (atomes) Angles [°] 
N(2)-Cu(1)-N(2)#1 178.0(2) N(2)-Cu(1)-O(18) 91.00(9) 
O(9)-Cu(1)-O(9)#1 163.5(2) N(2)#1-Cu(1)-O(18) 90.99(9) 
N(2)-Cu(1)-O(9) 82.43(10) O(9)-Cu(1)-O(18) 98.23(8) 
N(2)#1-Cu(1)-O(9) 97.29(11) O(9)#1-Cu(1)-O(18) 98.23(8) 
  
La conformation moléculaire de C02 et la vue stéréoscopique de la maille 




Figure 1.10.  Conformation moléculaire de C02 à l'état cristallin. Les ellipsoïdes de vibration sont 
représentées avec une probabilité de 30%. Pour plus de clarté, les atomes d'hydrogène ne sont pas 
repris sur la figure, de même qu’un des ions PF6-. 
 La cohésion cristalline est assurée par un certain nombre d'interactions 
intermoléculaires reprises dans le tableau 1.8. On peut ainsi relever des ponts 
hydrogène entre les atomes de fluor des ions PF6- avec, d'une part, l'azote protoné 
N(17) de la pyridine et, d'autre part, un des hydrogènes H(18) de la molécule d'eau 
apicale. En outre, toute une série d'interactions π-π se produit entre les cycles 






Tableau 1.8. Interactions intermoléculaires au sein de la structure cristalline de C02 (symétrie #1 : -
x,1-y,-z ; symétrie #2 : x,1+y,z ; symétrie #3 : 1-x,1-y,1-z ; symétrie #4 : -x,2-y,-z). Les ponts 
hydrogène formés entre accepteurs A et donneurs de proton D-H sont caractérisés par une distance 1 
D-A, une distance 2 H…A et un angle D-H…A. Les interactions π-π sont caractérisées par une 
distance 1 entre centroïdes, et par une distance 2 et un angle dièdre entre plans moyens des cycles 
impliqués dans l'interaction.  
interaction partenaires distance 1 [Å] distance 2 [Å] angle [°] 
N(17)-H(17)...F(53)#1 2.817(4) 2.0 164 pont H 
O(18)-H(18)…F(65)#2 2.841(4) 2.1 170 
cycles I-I#3 4.8 3.6 0 π-π parallèle 
cycles II-II#4 4.1 3.3 0 
 
 
Figure 1.11.  Vue stéréoscopique de la maille cristalline de C02. 
 Après ces premières déterminations structurales par DRX, une constatation 
s'impose d'emblée. Bien que le ligand L0 soit, à une fonction carbonyle près, 
semblable à celui de SETCEZ489, il se complexe différemment avec le cuivre(II), à 
l'état cristallin. Différents modes de complexation sont en outre possibles, impliquant 
cependant toujours l'azote de la pyridine substituée en ortho par l'amide*.  
Cette observation est a priori étonnante. En effet, dans la banque de données 
structurales de Cambridge, on peut retrouver quatre complexes formés à partir de ce 
même ligand L0. Dans le cas des composés AGEDOF et AGEDUL, deux ligands 
tridentates s'organisent similairement à SETCEZ autour du centre métallique 
(respectivement du cobalt (III) et du fer (III))681. On retrouve également deux 
                                                 
* On postule que cet azote pyridinique sert d'ancrage lors du processus de chélation680.  
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complexes au cuivre(II), RINVIT et RINVOZ682 qui adoptent exactement le même 
mode de complexation que celui de SETCEZ, à partir d'un seul ligand organique 
tridentate.  
On pourrait donc penser qu'une complexation tridentate via l'azote déprotoné de 
l'amide est favorisée. Cependant, on observe ici la formation du complexe C02, qui se 
produit par la coordination de l'oxygène amidique. Cette ambivalence de la fonction 
amide, qui peut se lier à un métal soit par l'oxygène, soit par l'azote est bien connue680. 
Si on considère les complexes au cuivre (II) formés à partir de ligand picolinamide 
(pyridine substituée en ortho par une amide), seul le mode de complexation NO est 
observé à l'état cristallin489, 683, 684. Une recherche dans CSD sur le fragment N--C-
C(=O)-N-CH2-C--N complexé à un métal (Figure 1.12.a.), montre qu'une chélation 
NN est majoritaire, mais que le mode de complexation NO est également fréquemment 
retrouvé (rapport 121/48).  
 

















     
Figure 1.12  Résultats des recherches effectuées dans CSD sur base des fragments ci-dessus. L'angle 
de torsion T permet de visualiser le mode de complexation rencontré : si T = 0 ± 40°, la complexation 
est de type NO ; si T = 180 ± 40°, la complexation est de type NN. 
Si on affine la recherche en ne considérant que les complexes au cuivre (II) dont 
le point d'ancrage est un azote pyridinique (fragment Cu2+--Npyr-Cpyr-C(=O)-N-C-C--
Etat cristallin 133
N), on n'observe plus que 8 complexations NO sur 118 (Figure 1.12.b.). De plus, 
parmi les 110 complexations NN restantes, 89 adoptent un mode de complexation 
tridentate impliquant le troisième azote disponible.  
Cette analyse statistique est claire : lorsque l'on considère des ligands 
semblables à L0, le mode de complexation au cuivre (II) impliquant l'azote amidique 
déprotoné est majoritaire. Quand un troisième site de coordination est libre, comme 
par exemple un deuxième azote pyridinique, le ligand adopte généralement une 
chélation tridentate, comme celle observée dans SETCEZ, et partiellement dans C01.  
Dès lors, des questions subsistent au terme de cette analyse. Le mode de 
complexation NO observé pour C02 et pour le ligand bidentate de C01 est-il 
marginal? Existe-t-il seulement à l'état cristallin? Les complexes C01 et C02 sont-
ils différents dès leur complexation en solution? Les contraintes du processus de 
cristallisation favorisent-elles l'une ou l'autre configuration? Si en solution, les 
complexes C01 et C02 sont identiques, quelle sera leur forme majoritaire? Enfin, 
quelles peuvent être les implications de la structuration de ces complexes sur leur 
activité biologique?  
Pour répondre à ces questions, une étude en solution semble indispensable. Elle 
sera présentée dans le chapitre suivant de cette thèse.  
  
Résultats 134 
… structure cristallographique du complexe C1685 
Afin d'améliorer les propriétés inhibitrices du composé chef de file SETCEZ, 
divers ligands ont été synthétisés. Ceux-ci sont un peu plus volumineux que le ligand 
de SETCEZ, et sont donc susceptibles d'atteindre différents sous-sites enzymatiques. 
Parmi eux, le ligand L1 a été complexé au cuivre (II) par l'ajout de Cu(ClO4)2.6H2O 
(Figure 1.13.). Le complexe résultant C1 présente une activité inhibitrice environ 500 
fois plus élevée que celle de SETCEZ. Ce paragraphe est dédié à l’analyse 
cristallographique de la structure de C1. Elle devrait permettre de poser les bases d'un 


















Figure 1.13.  Le ligand L1 est un peu plus volumineux que celui de SETCEZ. Il forme avec l'ion 
cuivrique le complexe C1. 
 
 
 Des monocristaux du complexe C1 se sont formés par évaporation lente à 
température ambiante d'une solution obtenue par dissolution de l'échantillon dans du 
méthanol chaud. Ces monocristaux verts sont instables à l'air libre et doivent être 
conservés dans la solution mère. Pour réaliser les expériences de diffraction, il a été 
nécessaire de les enfermer dans un capillaire. Dans ces conditions, C1 cristallise dans 
le système triclinique et est caractérisé par le groupe spatial P-1. Les paramètres de 
maille et la structure de C1 sont repris à la figure 1.14., tandis que les données 































































a = 10.974(1) Å 
b = 11.421(1) Å 
c = 11.698(1) Å 
 
α = 114.180(4)° 
β = 93.573(5)° 
γ = 116.809(6)° 
 
R = 4.73 % 
Figure 1.14.  Représentation schématique de la structure cristallographique de C1 ainsi que ses 
paramètres de maille. L'unité asymétrique comprend un ligand L1, le cuivre (II) en position spéciale, 
un ion perchlorate et une molécule de méthanol issue du solvant. Le complexe porte une charge 
globale +2 neutralisée par les deux perchlorates. 
 La structure cristallographique de C1 a été déposée dans CSD sous le nom de 
code HOQNEG. Elle est caractérisée par un agencement centrosymétrique, le centre 
d'inversion se trouvant sur l'ion cuivrique. Ce complexe présente une charge globale 
+2 neutralisée par deux contre-ions perchlorates. On trouve, en outre, deux molécules 
de méthanol cocristallisées au sein de la maille. 
Le complexe C1 est formé par deux ligands L1 et deux molécules de méthanol 
issues du solvant qui déterminent autour du cuivre (II) une géométrie octaédrique 
déformée tétragonalement. Le plan équatorial de l'octaèdre est défini par l'azote N(2) 
et l'oxygène O(11) de chacun des deux ligands bidentates. Ces atomes forment avec le 
cuivre des liaisons courtes et un angle de chélation de 89.17°. Les deux coordinations 
en positions apicales sont assurées par l'oxygène O(24) des molécules de méthanol qui 
forment avec le cuivre des liaisons plus longues (Tableau 1.9.). Les angles de valences 
observés autour du centre métallique sont proches de la valeur de 90° caractérisant les 





Tableau 1.9. Longueur des liaisons reliant l'ion cuivrique aux différents atomes chélatant de L1. Les 
esd sont mentionnés entre parenthèses. La liaison plus longue en position axiale est reprise en grisé. 
Cu(1)--- ---N(2) ---O(11) ---O(24) 
distance [Å] 2.011(2) 1.955(1) 2.423(2) 
 
 
Tableau 1.10.  Angles de valence formés autour de  l'ion cuivrique dans C1. Les esd sont repris entre 
parenthèses. Symétrie #1 : -x+2, -y+1, -z +1. 
Angles (atomes) Angles [°] Angles (atomes) Angles [°] 
N(2)-Cu(1)-N(2)#1 180.0 N(2)-Cu(1)-O(24) 86.56(9) 
O(11)-Cu(1)-O(11)#1 180.0 O(11)-Cu(1)-O(24) 89.91(8) 
O(24)-Cu(1)-O(24)#1 180.0 N(2)-Cu(1)-O(11)#1 90.83(6) 
  N(2)-Cu(1)-O(24)#1 93.45(8) 
N(2)-Cu(1)-O(11) 89.17(6) O(11)-Cu(1)-O(24)#1 90.09(8) 
 
 La conformation moléculaire du complexe C1 est reprise à la figure 1.15. On 
observe que la complexation octaédrique engendre, au niveau de la chélation des deux 
ligands organiques avec l'ion cuivrique, une structure relativement plane. La déviation 
du cuivre par rapport au plan moyen défini par les atomes N(2)-C(7)-N(9)-C(10)-
O(11) est de 0.613 Å. Seuls, les groupements triméthoxybenzyles branchés sur les 
amides s'écartent de ce plan. L'angle de torsion formé par les atomes N(9)-C(10)-




Figure 1.15.  
Conformation moléculaire 
du complexe C1 à l'état 
cristallin. Les atomes 
d'hydrogène, les contre-
ions et les molécules de 
cocristallisation ne sont 
pas représentés par souci 
de clarté. Les ellipsoïdes 
de vibration sont reprises 
avec une probabilité de 
30%.  
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 La cohésion cristalline est assurée par différentes interactions intermoléculaires 
reprises dans le tableau 1.11. Ainsi, l'azote amidique NH(9) forme un pont hydrogène 
avec l'oxygène O(31) de la molécule de méthanol cocristallisée. Celle-ci est impliquée 
dans un second pont H avec l'oxygène O(30) d'un ion perchlorate. Ce perchlorate 
forme à son tour un troisième pont H, via son oxygène O(29) avec le groupement 
OH(24) d'une molécule de méthanol localisée en position apicale d'un autre complexe 
(Figure 1.16.). Il se forme en outre une interaction π-π parallèle entre les cycles 
méthoxybenzyles de complexes voisins. 
 
Tableau 1.11. Interactions intermoléculaires au sein de la structure cristalline de C1 (symétrie #2 : x,-
1+y,-1+z ; symétrie #3 : 2-x,1-y,2-z ). Les ponts hydrogène formés entre accepteurs A et donneurs de 
proton D-H sont caractérisés par une distance 1 D-A, une distance 2 H…A et un angle D-H…A. Les 
interactions π-π sont caractérisées par une distance 1 entre centroïdes, et par une distance 2 et un angle 
dièdre entre plans moyens des cycles impliqués dans l'interaction.  
interaction partenaires distance 1 [Å] distance 2 [Å] angle [°] 
N(9)-H(9)...O(31) 2.823(3) 1.974(3) 169.3(3) 
O(31)-H(31)…O(30) 2.797(6) 2.02(5) 173(6) 
pont H 
O(24)-H(24)…O(29)#2 2.741(14) 2.12(5) 155(6) 
π-π parallèle cycles I-I#3 3.5 3.4 0 
 
 
Figure 1.16.  Vue stéréoscopique des interactions intermoléculaires au sein de l'empilement cristallin 
de C1. Un réseau de ponts H peut être observé. 
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Lorsque l'on considère la structure du ligand L1, il est difficile a priori 
d'imaginer une complexation semblable à celle de SETCEZ. Il faudrait, pour ce faire, 
passer par la formation d'un cycle à 4 chaînons défavorable impliquant l'azote de la 
pyridine et l'azote déprotoné de l'amide680. L'oxygène d'un groupement méthoxy 
pourrait alors servir de troisième site de coordination. En effet, la détermination de la 
structure cristallographique de C1 révèle un mode de complexation plutôt similaire à 
celui de C02 se produisant via l'azote pyridinique et l'oxygène amidique de deux 























































Figure 1.17.: Le piroxicam possède des similarités structurales avec L1. Il adopte différents modes de 
complexation suivant la nature de l'ion métallique. En présence de cuivre (II), la structuration des 
ligands autour du centre métallique est semblable à  celle de C1. 
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Une recherche dans CSD basée sur le fragment M--N--C-N-C(=O)-C--C--O*  
montre que, bien que le mode de complexation Npyr Oamide soit majoritaire, les deux 
types de chélation peuvent être rencontrées. On peut citer ainsi l'exemple du 
piroxicam, un anti-inflammatoire dont nous avons déjà parlé dans le chapitre 4 de 
l'introduction générale, et qui présente un certain nombre de similarités structurales 
avec L1. Cet anti-inflammatoire possèderait de meilleures propriétés biologiques 
lorsqu'il est complexé à un ion métallique. Suivant la nature de cet ion, diverses 
complexations sont observées : avec le cuivre (II) et le cadmium (II), on retrouve une 
chélation Npyr Oamide semblable à celle de C1 ; celle-ci est confirmée en solution par 
différentes études spectroscopiques571.   Avec l'étain (II), par contre, un complexe 
tridentate se forme via l'azote déprotoné de l'amide570. Enfin, le piroxicam se comporte 
en ligand monodentate lorsqu'il complexe le platine (II) par l'azote pyridinique 686 
(Figure 1.17.). 
                                                 
* Avec M correspondant à un centre métallique, le symbole ‘--‘ désignant n’importe quel type de 
liaison, et les atomes susceptibles d’intervenir dans la coordination étant repris en caractères italiques 
gras. 
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… structure cristallographique des complexes C2685 et C4, ainsi que du ligand 
L3 
 
Outre le ligand L1, trois autres ligands de type quinoléine carboxamide L2, L3 
et L4 ont découlé du processus d'optimisation de SETCEZ (Figure 1.18.). Complexés 
au cuivre (II), ils présentent des activités biologiques diverses. Nous décrivons ici leur 




























Figure 1.18.  Les ligands L2, L3 et L4 découlent du processus d'optimisation de SETCEZ et sont 
basés sur un squelette de type quinoléine carboxamide. En présence d'ions cuivriques, ils forment 
respectivement les complexes C2, C3 et C4. 
 
Les monocristaux issus de la dissolution des composés 2, 3 et 4 ont tous été 
obtenus par évaporation lente à température ambiante. Les conditions de cristallisation 




Tableau 1.12.  Conditions de cristallisation et paramètres de maille des complexes C2 et C4, ainsi que 
du ligand L3 










Type de cristaux verts 
stables à l'air libre 
translucides 
stables à l'air libre 
verts 
stables à l'air libre 
Système triclinique monoclinique triclinique 
Groupe spatial P-1 P21/c P-1 
Paramètres de maille 
 
a = 8.544(1) Å 
b = 8.858(1) Å 
c = 13.707(1) Å 
α = 88.050(5)° 
β = 72.984(5)° 
γ = 64.944(4)° 
a = 8.426(1) Å  
b = 17.823(1) Å  
c = 9.420(1) Å  
α = 90.0°  
β = 101.210(5)° 
γ = 90.0° 
a = 8.799(1) Å 
b = 9.623(1) Å 
c = 11.042(1) Å 
α = 71.614(6)° 
β = 87.014(5)° 
γ = 69.283(7)° 
Indice de désaccord R 4.32 %  3.77 % 5.95 % 
Code CSD HOQNIK --- --- 
 
Contre toute attente, l’analyse structurale par diffraction des rayons X des 
cristaux obtenus suite aux essais de cristallisation du composé C3 n’a pas permis de 
mettre en évidence le complexe : seul le ligand L3 est présent au sein de ces cristaux. 
























Seul le groupement benzyle substituant l'amide s'éca
fonction principale quinoléine carboxamide, les angles di
C(15) et N(13)-C(14)-C(15)-C(16) valant respectivement -94
hydrogène intramoléculaire peut être observé entre l'azote p
et l'azote N(1) de la quinoléine. Il est caractérisé par uneFigure 1.19.  
Conformation moléculaire 
et numérotation du ligand 
L3 à l'état cristallin. Les 
atomes d'hydrogène ne 
sont pas inclus dans la 
figure par souci de clarté. 
Les ellipsoïdes de 
vibration sont représentées 
avec une probabilité de 
30%.rte du plan formé par la 
èdres C(12)-N(13)-C(14)-
.43° et -112.53°. Un pont 
rotoné de l'amide NH(13) 
 distance entre azotes de 
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2.691(3) Å, une distance H(13)-N(1) de 2.291(15) Å et un angle N(13)-H(13)-N(1) de 
107.3(11)°. 
 
Tableau 1.13.  Interactions intermoléculaires au sein de la structure cristalline de L3 (symétrie #1 : 
x,1/2-y,1/2+z ; symétrie #2 : 1-x,-y,-z ; symétrie #3 : 2-x,-y,-z ; symétrie #4 : 1+x,1/2-y,1/2+z ; 
symétrie #5 : 1-x,1/2-y,1/2+z ; symétrie #6 : x,1/2-y,-1/2+z). Les ponts hydrogène formés entre 
accepteurs A et donneurs de proton D-H sont caractérisés par une distance 1 D-A, une distance 2 
H…A et un angle D-H…A. Les interactions π-π sont caractérisées par une distance1 entre centroïdes, 
et par une distance 2 et un angle dièdre entre plans moyens des cycles impliqués dans l'interaction.  
interaction partenaires distance 1 [Å] distance 2 [Å] angle [°] 
pont H N(13)-H(13)...O(12)#1 2.934(13) 2.214(15) 138.1(12) 
cycles I-I#2 3.7 3.5 0 
cycles I-II#2 3.9 3.5 1 
π-π parallèle 
cycles II-II#3 3.8 3.4 0 
cycles I-III#4 5.4 - 86 
cycles III-II#5 5.3 - 87 
π-π perpend. 
cycles III-III#6 5.3 - 88 
 
 
Figure 1.20.  Vue stéréoscopique de la maille cristalline de L3. 
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La cohésion cristalline est assurée par différentes interactions intermoléculaires 
repris dans le tableau 1.13. Ainsi, on observe un pont H entre l'azote protoné NH(13) 
amidique et l'oxygène O(12) de l'amide d'une molécule voisine. De nombreux contacts 
π-π perpendiculaires décalés ou parallèles interviennent en outre entre cycles 
aromatiques de molécules différentes. Une vue stéréoscopique de l'empilement 
cristallin au sein de la maille est repris à la figure 1.20. 
 
La résolution cristallographique des composés C2 et C4 a débouché sur la 
structure des complexes représentés schématiquement à la figure 1.21. Les structures 
cristallographiques de C2 et de C4 sont caractérisées, tout comme celle de C1, par une 
géométrie centrosymétrique, le centre d'inversion se trouvant sur l'ion cuivrique. Le 
complexes sont formés à partir de deux ligands bidentates et deux contre-ions 
perchlorates qui déterminent autour du cuivre (II) un environnement octaédrique 
déformé tétragonalement.  Le plan équatorial est défini par l'azote quinoléique N(2) et 
par l'oxygène amidique O(13) de chaque ligand qui forment avec le cuivre (II) des 
liaisons courtes et des angles de chélation respectivement de 80.87 degrés pour C2 et 
de 81.11 pour C4. Les coordinations en position apicale sont occupées, quant à elles, 
par l'oxygène O(24)/O(22) des perchlorates. Ils assurent la neutralité du cristal et 
forment avec l'ion cuivrique des liaisons plus longues (Tableau 1.14.).  
Tout comme pour C1, différents modes de coordination s’offraient à C2. On 
peut ainsi imaginer assez aisément une complexation tridentate NquinNamideOméthoxy 
semblable à celle de SETCEZ, impliquant l'azote quinoléique, l'azote amidique et 
l'oxygène du groupement méthoxy substituant le benzyle. De nouveau, on observe ici 
la double chélation bidentate NquinOamide. Dans CSD, une recherche sur le fragment M-
-N-C-C(=O)-N-C-C--C--O ne permet de pointer que C2 et un autre complexe au 
cuivre (II) PICAXC687. Ce dernier adopte un mode de complexation  tridentate 
NquinNamideOméthoxy au sein d'un édifice binucléaire à deux ions cuivriques.  
Les angles de valence autour du centre métallique ont des valeurs comprises 
entre 78.03 et 101.97 degrés pour C2 et entre 81.11 et 98.89 degrés pour C4 (Tableau 
1.15.). Elles s'écartent donc, pour certaines, de la valeur idéale de 90° caractérisant une 
géométrie octaédrique. On peut expliquer ces écarts par la tension engendrée, lors de 
la complexation, par la formation de cycles à cinq chaînons chélatant le cuivre. 
L'agitation thermique que subissent les deux ions perchlorates en position apicale 


























































































Figure 1.21.  Représentation schématique de la structure cristallographique de C2 et de C4. L'unité 
asymétrique de ces deux complexes comprend un ligand organique L2 ou L4, un perchlorate et le 
cuivre en position spéciale*. Les complexes sont globalement neutres. 
 
Tableau 1.14.  Longueurs des liaisons [Å] reliant l'ion cuivrique aux différents atomes chélatants de 
L2 et de L4. Les esd sont mentionnés entre parenthèses. La liaison plus longue en position axiale est 
reprise en grisé. 
Cu(1)--- ---N(2) ---O(13) ---O(25)/O(22) 
C2 2.096(2) 1.924(2) 2.464(8) 
C4 2.068(3) 1.932(2) 2.536(3) 
 
Tableau 1.15.  Angles de valence formés autour de l'ion cuivrique dans C2 et C4. Les esd sont repris 
entre parenthèses. Symétrie #1 : -x+2, -y, -z ; Symétrie #1’ : -x,-y,1-z. 
 Angles (atomes) Angles [°] Angles (atomes) Angles [°] 
N(2)-Cu(1)-N(2)#1 180.0 N(2)-Cu(1)-O(25) 94.1(9) 
O(13)-Cu(1)-O(13)#1 180.0 O(13)-Cu(1)-O(25) 78.03(19) 
O(25)-Cu(1)-O(25)#1 180.0 N(2)-Cu(1)-O(13)#1 99.13(7) 
  N(2)-Cu(1)-O(25)#1 85.9(2) 
C2 
N(2)-Cu(1)-O(13) 80.87(7) O(13)-Cu(1)-O(25)#1 101.97(19) 
N(2)-Cu(1)-N(2)#1’ 180.0 N(2)-Cu(1)-O(22) 90.00(11) 
O(13)-Cu(1)-O(13)#1’ 180.0 O(13)-Cu(1)-O(22) 96.57(10) 
O(22)-Cu(1)-O(22)#1’ 180.0 N(2)-Cu(1)-O(13)#1’ 98.89(10) 
  N(2)-Cu(1)-O(22)#1’ 90.00(11) 
C4 
N(2)-Cu(1)-O(13) 81.11(10) O(13)-Cu(1)-O(22)#1’ 83.43(10) 
                                                 
* Une position spéciale, caractéristique du groupe spacial étudié, est localisée à l’intersection entre 
plusieurs unités asymétriques. L’atome de cuivre est ici partagé par deux unités asymétriques. 
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 Les conformations moléculaires des complexes C2 et C4 sont reprises à la 
figure 1.22. On observe que la complexation octaédrique engendre, au niveau de la 












Figure 1.22.  Conformation moléculaire des complexes C2 et C4 à l'état cristallin. Les atomes 
d'hydrogène ne sont pas inclus dans la figure par souci de clarté. Les ellipsoïdes de vibration sont 
représentées avec une probabilité de 30%. 
 
Dans le cas de C2, le cuivre (II) subit une déviation de 0.274 Å par rapport au 
plan moyen formé par les atomes N(2)-C(11)-C(12)-O(13). Les groupements 
méthoxybenzyles sortent de ce plan, les angles de torsion C(12)-N(14)-C(15)-C(16)  et 
N(14)-C(15)-C(16)-C(17) valant respectivement 87.3 et -95.9 degrés. Dans le cas de 
C4, la déviation du cuivre (II) par rapport à ce plan moyen est de 0.394 Å. Seul le 
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groupement cyclohexane branché sur l'amide sort de cette configuration plane avec un 
angle dièdre C(12)-N(14)-C(15)-C(16) de 142.29°. 
La cohésion cristalline des deux complexes est assurée par diverses interactions 
intermoléculaires  reprises dans le tableau 1.16. et illustrées à la figure 1.23. On peut 
recenser, pour les deux complexes, d'une part, un pont hydrogène formé entre l'azote 
amidique protoné NH(14) et l'oxygène O(26) d'un perchlorate en position apicale d'un 
autre complexe. D'autre part, des contacts π-π parallèles ou perpendiculaires se 
produisent entre cycles aromatiques de complexes voisins.  
 
Tableau 1.16.  Interactions intermoléculaires au sein de la structure cristalline de C2 et de C4 
(symétrie #2 : -1+x,1+y,z ; symétrie #3 : 1-x,-y,-z ; symétrie #4 : 1-x,1-y,1-z ; symétrie  #2’ : x,-1+y,z, 
symétrie #3’ : 1-x,-y,1-z). Les ponts hydrogène formés entre accepteurs A et donneurs de proton D-H 
sont caractérisés par une distance 1 D-A, une distance 2 H…A et un angle D-H…A. Les interactions 
π-π sont caractérisées par une distance 1 entre centroïdes, et par une distance 2 et un angle dièdre entre 
plans moyens des cycles impliqués dans l'interaction.  





pont H N(14)-H(14)...O(26)#2 2.984(4) 2.140(4) 166.6(2) 
cycles I-I#3 3.7 3.5 0 
cycles I-II#3 3.8 3.6 4 
π-π parallèle 
cycles III-III#4 3.8 3.5 0 
C2 
π-π perpend. cycles II-III#3 5.1 - 70 
pont H N(14)-H(14)...O(26)#2’ 3.060(6) 2.4 134 
cycles I-I#3’ 3.7 3.5 0 
C4 π-π parallèle 
cycles I-II#3’ 3.7 3.5 5 
 
Au terme de cette étude structurale des composés 2, 3 et 4, une observation 
s'impose. Le ligand L3 est structuralement très proche de L2, mis à part la présence 
d'un groupement méthoxy sur le noyau benzénique de L2. Nous n’avons cependant 
pas réussi à cristalliser le complexe C3. Par contre, le remplacement du groupement 
benzyle par un cyclohexane dans le ligand L4, permet, à l'image de C2, de retrouver 







Figure 1.23.  Vue stéréoscopique de la maille cristalline de C2 et C4. 
 
 On peut, dès lors, se poser la question de la stabilité de ces dérivés et de 
l'influence des substituants présents sur les ligands. Pourquoi C3 n'existe-t-il pas 
à l'état cristallin et bien C2 et C4? Y-a-t-il eu, lors de la cristallisation, un 
déplacement de l'équilibre en faveur des formes décomplexées? Plus 
fondamentalement, si C3 n'existe pas sous forme de complexe cristallin, alors 
pourquoi possède-t-il une activité biologique semblable à celle de C2 ? Cette 
dernière question est d'autant plus troublante que la série de ligands L0 à L4 ne 
présente aucune activité antiprotéase. 
 Nous proposerons, dans le point 1.2., des pistes de réponses à ces questions. 
Auparavant, pour clôturer ces travaux de cristallographie, il est important de discuter 
d'une caractéristique structurale commune à tous les complexes au cuivre (II) : leur 
propension à subir des déformations géométriques sous l'effet Jahn-Teller. 
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… l'effet Jahn-Teller, caractéristique des complexes au cuivre (II)685 
L'analyse des différentes structures cristallographiques révèle l'existence autour 
de l'ion cuivrique de deux types de liaisons. Au sein de chaque complexe, on retrouve 
en effet quatre liaisons courtes formant un plan équatorial autour du centre métallique. 
De part et d'autre de ce plan, en position apicale, on retrouve une ou deux liaisons 
cuivre-ligand plus longues. Les liaisons courtes N-Cu ont une longueur moyenne de 
2.016 Å et les liaisons O-Cu de 1.946 Å. Par contre, les molécules de solvant ou les 
contre-ions complexés en positions apicales, forment avec le cuivre des liaisons O-Cu 
d'une distance moyenne de 2.427 Å (Tableau 1.17.). 
 
Tableau 1.17.  Longueur [Å] des liaisons autour de l'ion cuivrique pour les différents complexes. Les 
esd sont repris entre parenthèses. 
distances [Å]   courtes longues 
Cu--- ---N ---O ---O 
2.024(8)  2.462(8) 
2.016(8)  2.427(8) 
1.921(9)   
C01 
2.020(9)   
C02 1.970(3) 1.973(2) 2.234(5) 
C1 2.011(2) 1.955(1) 2.423(2) 
C2 2.096(2) 1.924(2) 2.464(8) 
C4 2.068(3) 1.932(2) 2.536(3) 
moyenne 2.016(9) 1.946(2) 2.424(8) 
 
On peut noter d'emblée que les liaisons courtes N-Cu et O-Cu prennent des 
valeurs assez constantes allant respectivement de 1.910 à 2.096 Å et de 1.924 à 1.973 
Å, tandis que les liaisons longues sont caractérisées par des distances plus variables 
allant de 2.234 à 2.536 Å.  
Une recherche statistique dans CSD, la banque de données structurales de 
Cambridge, permet d'évaluer la fréquence de cette déformation au sein de complexes 
au cuivre (II) similaires.  
Deux distributions ont été étudiées. Elles concernent les longueurs de liaisons 
entre un cuivre à l'étage d'oxydation +2 et un oxygène (Figure 1.24.a.) ou un azote 
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(Figure 1.24.b.). On observe une bonne corrélation entre les géométries issues de CSD 
et nos propres résultats cristallographiques qui se situent, dans les différents cas 
envisagés, près du centre de la distribution. 
 
a. b. 
    
Figure 1.24.  Distribution des longueurs de liaison a. N-Cu2+ et  b. O-Cu2+ au sein de CSD. Les 
distances moyennes observées dans les complexes C0-C4 sont pointées par une flèche noire. Chaque 
histogramme porte sur 10000 liaisons. N et B1 représentent respectivement la fréquence et la longueur 
des liaisons étudiées.  
Le graphe reprenant la distribution des distances de liaison O-Cu2+ montre 
clairement un phénomène de déformation. En effet, deux distributions peuvent être 
distinguées: la première, centrée sur une longueur de 1.95 Å, est caractéristique des 
liaisons courtes formées avec l'ion cuivrique, tandis que la deuxième, centrée sur 2.30 
Å, reflète une déformation d'élongation. Les distances moyennes O-Cu2+ observées 
dans les complexes C0-C4, en position équatoriale (courtes) ou axiale (longues), se 
situent bien près du centre de ces distributions (Figure 1.24.b., flèches noires).  On 
peut, en outre, remarquer que la première distribution est nettement plus étroite que la 
deuxième, et s'organise autour d'une valeur moyenne. Par contre, la distribution 
reflétant les déformations d'élongation est plus diffuse et semble moins focalisée sur 
une valeur particulière. La gamme de distances couverte par ce type de liaison s'étend 
d'environ 1.8 Å à 2.9 Å et enlève la possibilité de prédire a priori l'ampleur de la 
déformation.  
Le graphe se rapportant à la distribution des liaisons N-Cu2+ montre moins 
clairement ce phénomène d'élongation. Remarquons cependant que la distribution 
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commence de manière abrupte vers 1.9 Å, passe rapidement par un maximum à 2.0 Å, 
chute symétriquement jusqu'à 2.1 Å puis s'étale lentement sur les 0.5 Å suivants. On 
peut en déduire que les deux distributions correspondant aux liaisons N-Cu2+ courtes et 
longues existent, bien que la deuxième porte sur un nombre beaucoup plus faible de 
composés et est donc plus difficilement observable. En fait, les ligands apicaux 
observés dans CSD sont souvent des contre-ions ou des molécules de solvant qui 
assurent leur coordination via un atome d'oxygène. On retrouve donc plus rarement 
des liaisons N-Cu2+ longues.  
 
L'origine de ce phénomène de déformation peut être expliqué par le théorème 
de Jahn-Teller qui a été développé dans le contexte de la théorie du champ cristallin688-
691. 
La théorie du champ cristallin date de la fin des années 1920 et considère que 
l'interaction entre un métal et ses ligands est purement électrostatique. Des 
modifications ultérieures ont introduit un caractère covalent à cette interaction. Ces 
versions adaptées de la théorie originale sont généralement appelées théorie du champ 
des ligands. Les quelques paragraphes suivants lui sont consacrés. 
Les cinq orbitales d d'un ion métallique isolé à l'état gazeux sont caractérisées 
par une même énergie : elles sont dégénérées. Si on place autour du métal un champ 
sphérique de charges négatives, une répulsion se produit entre ces dernières et les 
électrons des orbitales d, qui voient, dès lors, leur énergie augmenter. En présence de 
ligands réels, la symétrie du système n'est plus sphérique et les orbitales d sont 
différemment affectées par les répulsions entre charges négatives. On observe alors 
une levée de dégénérescence qui constitue l'essence de la théorie du champ cristallin.  
Etat cristallin 151
 
Ainsi, on peut considérer le cas de six 
ligands formant un complexe octaédrique : les
ligands sont disposés symétriquement selon les
axes d'un référentiel cartésien, l'ion métallique 
étant placé à l'origine des axes (Figure 1.25.).
Comme dans le cas d'un champ sphérique, la
répulsion entre charges négatives provoque une
augmentation des énergies de toutes les orbitales
d. Il est toutefois évident que les orbitales d
situées le long des axes cartésiens (la dz² et la dx²-y²) 
vont être plus fortement repoussées que celles
dont les lobes se trouvent entre les axes (la dxy, la 
dyz et la dxz).  
 
 
Figure 1.25.  Complexe octaédrique
formé lors de l'approche de six
ligands. Les orbitales d localisées le 
long des axes cartésiens, en gris
foncé, seront plus affectées par les
répulsions électroniques que les
autres orbitales représentées en
blanc688.  
 





















    
On peut dès lors les répartir en deux
bles : les orbitales dz² et dx²-y²,
es eg, de haute énergie, et les
les dxy, dyz et dxz, appelées t2g, de plus
 énergie (Figure 1.26.). L'ampleur du
blement des orbitales eg et t2g dans un
exe octaédrique est noté ∆0 ou encore
 On peut remarquer, sur la figure
que cette levée de dégénérescence
e pas l'énergie moyenne des cinq
les d.  Lorsque deux ligands positionnés en trans dans un complexe octaédrique, par 
le le long de l'axe z, bougent de part et d'autre du centre métallique, on dit que le 
exe subit une déformation tétragonale.  En général, cette déformation n'est pas 
ble car elle conduit à une perte d'énergie de liaison. Cependant, ce phénomène 
vorisé dans certaines conditions décrites par le théorème de Jahn-Teller692,693. 
ci établit que : 
"pour une molécule non linéaire dans un état électroniquement dégénéré, une 
ation peut se produire pour diminuer la symétrie, lever la dégénérescence et 
er l'énergie". 
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La description orbitalaire permet de mieux comprendre la nature fondamentale 
de l'effet Jahn-Teller. Ainsi, dans le cas où deux ligands situés le long de l'axe z d'un 
complexe octaédrique s'éloignent du métal central, ils réduisent leur interaction avec 
les orbitales d possèdant une composante z, c'est-à-dire la dz², la dxz et la dyz. Ces 
orbitales sont donc stabilisées. Par contre, pour garder l'énergie moyenne de l'ensemble 
des orbitales d constantes, les orbitales sans composante z, la dx²-y² et la dxy, voient leur 





Figure 1.27.  Altération des énergies des
orbitales d d’un complexe octaédrique (au
centre) lors d'une déformation tétragonale. (a)
Eloignement des ligands suivant z; (b)




Il n'est pas possible, a priori, de 
prédire l'ampleur de ces 
dédoublements, car on ne peut pas 
prévoir l'importance ou le type de
déformation qui se produira : les 
ligands situés le long de l'axe z 
peuvent tout aussi bien se rapprocher 
du centre métallique que s'en éloigner. 
Dans le cas d'une déformation de 
compression suivant z, le schéma de 
dédoublement est similaire à celui 
observé pour une déformation 
d'élongation suivant z, mais l'ordre 
des énergies des niveaux eg et t2g est 
inversé (Figure 1.27.). 
 Pour observer une déformation tétragonale, le centre métallique impliqué dans 
la complexation doit être caractérisé par une configuration électronique particulière : 
les orbitales eg ou t2g doivent être occupées de manière asymétrique par les électrons. 
Ainsi, l'effet Jahn-Teller s'applique particulièrement bien aux complexes au cuivre (II), 
possédant une configuration électronique en d9 (Figure 1.28.). La levée de 
dégénérescence observée lors d'une déformation tétragonale au sein de ces complexes 
est en effet favorisée : le dédoublement des orbitales eg provoque la stabilisation de 







Figure 1.28.  Levée de dégénérescence
des orbitales d lors de la déformation
tétragonale d'élongation suivant z dans
un complexe au cuivre (II) de
configuration électronique d9  688. 
Expérimentalement, on constate que ce 
sont surtout les déformations d'élongation qui
affectent les complexes au cuivre (II). L'ion
cuivrique favorise d'ailleurs des géométries
allant de l'octaèdre au plan carré, en passant
par la configuration pyramidale à base carrée,
suivant la présence de respectivement six,
quatre ou cinq ligands694. A la lumière du 
théorème de Jahn-Teller, les deux dernières 
géométries peuvent être considérées comme
des formes limites d'octaèdres déformés
tétragonalement, un des deux ligands apicaux,
ou les deux, se situant à une distance du centre
métallique trop importante pour permettre
encore une liaison. 
La structure cristallographique du complexe C01-XOSNUO illustre bien ce 
phénomène. Ce complexe à cinq coordinations est caractérisé par une géométrie 
pyramidale à base carrée. Un perchlorate peut cependant être observé dans l'axe de la 
pyramide, mais il est trop éloigné du cuivre (3.223 Å) pour être considéré comme un 
sixième ligand. 
A l'origine, le théorème de Jahn-Teller s'appliquait à l'approche de six ligands 
identiques autour de l'ion métallique central. Il peut cependant être généralisé aux 
complexes possédant des ligands différents, la nature du ligand ayant moins 
d'influence sur le phénomène de dégénérescence orbitalaire que la configuration 
électronique du métal691. On peut donc expliquer les déformations tétragonales 
d'élongation observées dans les structures cristallographiques des complexes C0-C4 
par cet effet Jahn-Teller. 
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1.2 Les relations entre la structure et l'activité des complexes C0-C4, 
tentative de rationalisation de l'interaction inhibiteur/protéase 
            
Les études de diffraction des rayons X décrites au point précédent montrent que 
les complexes formés à l’état cristallin à partir des ligands L0-L4 adoptent une 
géométrie tout à fait différente de celle du composé chef de file SETCEZ. On observe 
en particulier au sein des complexes C02, C1, C2 et C4, soit une symétrie axiale C2, 
soit une agencement centrosymétrique.  Cette nouvelle organisation spatiale est 
susceptible de correspondre à celle des sous-sites S1/S1’ et S2/S2’ disposé au sein du 
site actif de la protéase selon une symétrie C2. On pourrait ainsi expliquer l’important 
gain d’activité inhibitrice de certains de ces complexes. Afin de tester cette hypothèse, 
nous avons entrepris un travail de modélisation moléculaire. 
 
… les modèles d'interaction basés sur la structure cristallographique  
   Les complexes C0-C4 sont, en solution, caractérisés par différentes activités 
biologiques. Ainsi, si les composés C1, C2, et C3 possèdent un pouvoir inhibiteur non 
négligeable, avec des IC50 de l'ordre du micromolaire, C01 et C02 sont inactifs et C4 
est instable dans les conditions du test enzymatique. Sur base des informations 
structurales issues de la cristallographie, il est intéressant de rationaliser l'ensemble des 
résultats obtenus.   
La structure des différents complexes cristallisés est représentée 
schématiquement aux figures 1.29. et 1.30. Chacun d'eux est formé à partir de deux 
ligands organiques principaux s'organisant autour d'un seul ion cuivrique. On peut 
cependant les classer en deux catégories suivant le mode de chélation observé. D'une 
part, le complexe C01 possède un ligand tridentate chélatant le cuivre d'une manière 
semblable à celle de SETCEZ. Le second ligand est, quant à lui, bidentate (Figure 
1.29.). D'autre part, les complexes C02, C1, C2 et C4 sont caractérisés par deux 
ligands bidentates symétriques formant un plan autour du cuivre (II). De part et d'autre 
de ce plan, des molécules de solvant ou des contre-ions assurent les coordinations en 
positions apicales (Figure 1.30.).  
Les paragraphes suivants sont consacrés à l'élaboration d'hypothèses 
d'interaction entre ces complexes et la protéase du VIH-1. Elles serviront de point de 
départ à une étude de modélisation moléculaire des inhibiteurs au sein du site actif de 
la protéase. 
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Le complexe C01 est inactif (Figure 1.29.). Un de ses ligands adopte pourtant le 
mode de complexation de SETCEZ, la molécule chef de file de cette étude qui 
possède, quant à elle, une faible activité biologique. Cependant, rappelons-nous que le 
modèle d'interaction élaboré pour SETCEZ contient deux éléments clés du 
pharmacophore de base (voir le chapitre 3 de l'introduction générale) : d'une part, la 
complexation de la molécule d'eau catalytique par l'ion cuivrique, et d'autre part, 
l'assimilation sous forme des deux fonctions carbonyles d'une molécule d'eau 
structurale servant de relais entre les flaps de l'enzyme et les inhibiteurs 
peptidomimétiques classiques. Si cette deuxième interaction peut être conservée avec 
C01, puisqu'une fonction carbonyle est toujours disponible, un deuxième ligand 
bidentate occupe la place de la molécule d'eau catalytique. Celle-ci entraîne une gêne 
stérique considérable, à laquelle on peut attribuer la perte d'affinité observée. Ce 
second ligand chélate le cuivre (II) via un de ses azotes pyridiniques (liaison courte) et, 
en position apicale, via l'oxygène amidique. Cette deuxième liaison, plus longue, est 
sans doute plus labile. On peut se demander si ce deuxième ligand bidentate 
subsisterait en solution. Dans le cas contraire, on se retrouverait face à une molécule 
fort semblable à SETCEZ, mais ne possédant qu'une seule fonction carbonyle. 
L'absence d'une fonction carbonyle pourrait, elle aussi, entraîner la perte d'interactions 
favorables avec la protéase et dès lors être responsable de l'inactivité de C01. 
 
 





























 X = EtOH
Charge globale du complexe : +2
Contre-ions : 2 ClO4-
Figure 1.29.  Structure cristallographique de C01 comparée à celle de SETCEZ. En postulant un même 
mode d'interaction avec la protéase,  le second ligand bidentate de C01 génèrerait une gêne stérique 
défavorable au niveau des aspartates catalytiques.  
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Les complexes C02, C1, C2 et C4 présentent de prime abord une structure 
significativement différente de celle de SETCEZ, le chef de file de cette étude. La 
géométrie adoptée par les deux ligands bidentates s'organisant symétriquement autour 
du cuivre (II), détermine une structure relativement plane dont les groupements 
organiques indiquent quatre directions opposées deux à deux. Lorsque l'on considère 
la topologie du site actif de la protéase du VIH-1, on remarque que les différents sous-
sites S1-2/S'1-2  sont disposés selon un agencement similaire. On peut dès lors postuler 
que la géométrie de ces complexes leur permettra d'orienter leurs groupements 
hydrophobes P1-2/P'1-2 dans les directions des sous-sites S1-2/S'1-2 (Figure 1.30.).   
 


























Charge globale du complexe : +3
Contre-ions : 3 PF6-
X = MeOH
Charge globale du complexe : +2
Contre-ions : 2 ClO4-





















Charge globale du complexe : 0
X = ClO4-









Figure 1.30.  Structure cristallographique des complexes C02, C1, C2 et C4. Les sous-sites S1/S1’ ou 
S2/S2’ de la protéase sont représentés par des arcs de cercle bleus ou rouges ; y correspondraient les 
groupements principaux des ligands organiques. 
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De part et d'autre de ce plan central, les coordinations axiales permettent de 
reformer les interactions clés du pharmacophore initial avec, d'une part, les résidus 
catalytiques, et d'autre part, les flaps de l'enzyme. Ces positions apicales subissent une 
déformation d'élongation due à l'effet Jahn-Teller. Elles sont ainsi plus labiles et il est 
fort probable qu'en milieu aqueux, les molécules de méthanol ou les ions perchlorate 
qui se trouvent au sein d'un cristal, soient échangées par des molécules d'eau. On 
retrouverait, dans ce cas, la molécule d'eau catalytique directement complexée à l'ion 
cuivrique. De l'autre côté de l'ion métallique, une seconde molécule d'eau pourrait 
interagir avec les flaps. On peut assimiler celle-ci à la molécule d'eau structurale 
présente dans la plupart des complexes inhibiteurs peptidomimétiques/protéase. 
Cependant, il faut remarquer ici que la coordination de cette molécule d'eau par le 
cuivre (II) la contraint à adopter une orientation légèrement différente. De plus, seul un 
doublet de l'oxygène est disponible comme accepteur de proton puisque l'autre sert à la 
complexation du métal. Il est donc possible qu'une partie des interactions formées avec 
l'enzyme à ce niveau soit perdue (Figure 1.32.). 
 






















Figure 1.31. Représentation schématique des quatre orientations que peuvent adopter les complexes 
C02, C1, C2 et C4 au sein du site actif de la protéase. Chaque ligand organique est composé de deux 
groupements principaux symbolisés par un carré hachuré et par un cercle reliés par un arc de cercle. 
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Nous avons posé l'hypothèse que le pouvoir inhibiteur des complexes C1 et C2 
résulterait d'une correspondance adéquate entre les quatre groupements principaux 
apparaissant dans nos composés et les poches S1-2/S'1-2 du site actif de la protéase. 
Dans ce cas, quatre orientations sont possibles puisque chaque groupement peut 
occuper un sous-site différent (Figure 1.31.). Les molécules d'eau vraisemblablement 
présentes en positions apicales pouvant interagir au niveau des flaps et des aspartates 
catalytiques, la continuité du pharmacophore initial, décrit dans le chapitre 3 de 























Figure 1.32.  Représentation schématique du mode d'interaction postulé des complexes avec la 
protéase. On retrouve les éléments du pharmacophore initial : la molécule d'eau catalytique ainsi que 
l'accepteur de proton Y permettant l'interaction avec les flaps de l'enzyme. Ce rôle pourrait être assuré 
par une deuxième molécule d'eau complexée au cuivre central. Notons ici que seul un doublet libre de 
l’oxygène, représenté en grise, est susceptible de jouer le rôle d’accepteur de proton. 
 
La géométrie adoptée par C02 et C4 permet également d'organiser correctement 
les groupements organiques dans les directions des différents sous-sites, les 
coordinations apicales étant par ailleurs disponibles pour former les autres interactions 
clés du pharmacophore. Sous leur forme adoptée à l'état cristallin, C02 et C4 devraient 
donc remplir des critères d'activité antienzymatique assez semblables à ceux de C1 et 
C2. C02 est cependant inactif, tandis que C4 présente une instabilité dans les milieux 
biologiques utilisés lors des tests enzymatiques. A ce niveau de notre étude, il est donc 


















Figure 1.33.  Structure postulée du complexe C3. Les sous-sites S1/S1’ ou S2/S2’ de la protéase sont 
représentés par des arcs de cercle bleus ou rouges ; y correspondraient les groupements principaux des 
ligands L3. 
Enfin, le complexe C3 présente une activité antienzymatique similaire à celle 
de C1 et C2. Les expériences de cristallographie n'ont cependant pas permis d'isoler ce 
composé sous forme de complexe à l'état cristallin. On peut cependant penser qu'il se 
complexerait suivant le même mode que celui de C2, leurs ligands organiques étant 
très semblables, à un groupement méthoxy près. C3 interagirait dès lors avec la 
protéase d'une manière analogue à C2 (Figure 1.33.).  
Les hypothèses posées pour expliquer l'affinité des différents complexes vis-à-
vis de la protéase du VIH-1 peuvent être étayées par une étude de modélisation 










… la modélisation moléculaire des complexes C0-C4/ protéase 
Nous avons posé l'hypothèse que la géométrie adoptée par les trois complexes 
métallo-organiques actifs C1, C2, et C3 leur permettait d'atteindre à la fois les sous-
sites S1/S1’ et S2/S2’ tout en gardant des interactions favorables avec les aspartates 
catalytiques et les flaps de l'enzyme. Cette structuration pourrait, dès lors, expliquer 
leur pouvoir inhibiteur intéressant. Pour explorer cette voie, nous avons modélisé ces 
complexes au sein du site actif de la protéase par mécanique moléculaire, en 
remplaçant les molécules de méthanol ou les perchlorates se trouvant en positions 
apicales par des molécules d'eau.  
 Par ailleurs, les complexes C01 et C02 sont inactifs. Si la géométrie adoptée par 
C01 provoque un encombrement stérique évident et l'empêche ainsi de s'insérer dans 
le site actif de l'enzyme, le cas de C02 est plus ambigu puisque l'organisation des 
ligands autour du centre métallique est fort semblable à celle de C2. La structure de 
C4, un complexe très proche de C2, a également été analysée par cristallographie mais 
l’activité de ce complexe n'a pu être déterminée en raison d'une instabilité dans les 
milieux biologiques utilisés lors des tests enzymatiques. Afin de clarifier le 
comportement de C02 et de C4 vis-à-vis de la protéase, nous avons inclus ces 
composés dans notre étude de modélisation moléculaire.  
 L'insertion des composés C02, C1, C2, C3 et C4 au sein du site actif de la 
protéase a été réalisée en les alignant manuellement sur l'inhibiteur A74704695 
(Tableau 1.28.) dont la structure cocristallisée avec l'enzyme est disponible dans la 
banque de données de Brookhaven, PDB (Protein Data Base), sous le nom de code 
9hvp∗. Les quatre orientations possibles dans les différents sous-sites enzymatiques 
reprises à la figure 1.31 ont été envisagées pour chaque complexe métallo-organiques.  
 Une fois les structures des composés C02-C4 positionnées manuellement au 
sein du site actif, les complexes ainsi formés ont été soumis à une minimisation de leur 
énergie potentielle par le champ de force ESFF, qui couvre la totalité des éléments du 
tableau périodique, à l'aide des algorithmes 'steepest descent' et 'conjugate gradiants'. 
Ce champ de forces n’a pas spécialement été développé pour l'étude de 
macromolécules telles que les protéines, mais est plutôt présenté comme champ de 
forces universel. Son utilisation lors de la modélisation de SETCEZ a cependant 
                                                 
∗ Lors des travaux antérieurs sur lesquels s'appuie ce travail de thèse, la protéase issue du complexe 
enzyme/ligand 9hvp a été utilisée pour modéliser les interactions avec le chef de file SETCEZ. Dans 
cette optique, le complexe 9hvp a été soumis à un processus de relaxation indispensable pour éliminer 
les tensions dues à la résolution cristallographique483,699. 
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permis de pointer les interactions clés entre l'enzyme et l'inhibiteur483. Dès lors, de 
façon similaire au protocole utilisé lors de cette modélisation,  la protéase a été figée 
dans sa structure cristalline relaxée, en ne permettant qu'aux chaînes latérales de 
résidus du site actif et à l'inhibiteur de changer de conformation. Une seconde 
minimisation a ensuite été entreprise, en autorisant cette fois le déplacement des 
chaînes principales des résidus du site actif moyennant l'application de contraintes 
dégressives de 20, 10 et 0 kcal mol-1 Å-1. A chaque étape, un seuil de convergence 
requis a été fixé à 0.01 kcal mol-1 Å-1. Pour rendre compte des effets du solvant, nous 
avons choisi une constante diélectrique dépendant de la distance entre espèces 
chargées. Un "cut off" de 12 Å a également été fixé de façon à effectuer les calculs 
dans un laps de temps raisonnable.  
 
I.  Modélisation du complexe C1/protéase 
 Dans les deux premières orientations, les groupements triméthoxyphényle de 
C1, symbolisés à la figure 1.31. par des carrés hachurés, s'insèrent dans les poches 
S1/S1’, tandis que les groupements pyridines, symbolisés par des cercles, occupent les 
sous-sites S2/S2’. Ces deux orientations diffèrent par la position relative des deux 
ligands L1 complexant l'ion cuivrique central. A l'inverse, dans les orientations 3 et 4 , 
ce sont les groupements pyridiniques qui occupent les poches S1/S1’, tandis que les 
triméthoxyphényles se positionnent au sein des sous-sites S2/S2’.  
 Les énergies d'interaction entre la protéase et les complexes métallo-organiques 
ont été relevées de façon à mettre en évidence l'orientation la plus favorable. Le 
tableau 1.18 reprend l'énergie potentielle d'interaction totale, Epot,tot, de même que les 
contributions de van der Waals, Epot,vdw, et de Coulomb, Epot,cb.  
 
Tableau 1.18.  Energie d'interaction entre C1 et la protéase du VIH-1. 
 Epot,tot [kcal/mol] Epot,vdw [kcal/mol] Epot,cb [kcal/mol] 
orientation 1 -100.2 -21.3 -78.9 
orientation 2 -99.2 -17.6 -81.6 
orientation 3 -97.6 -20.6 -77.0 
orientation 4 -96.3 -19.5 -76.8 
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Lorsque l’on compare ces valeurs, il apparaît que les quatre orientations sont 
caractérisées par des énergies d’interaction relativement proches. Il est dès lors assez 
difficile, sur cette base, de discriminer l’orientation la plus favorable, dans laquelle C1 
effectuerait un plus grand nombre de contacts de van der Waals et/ou d'interaction de 
Coulomb, traduisant une situations plus stable et donc plus probable. L’examen des 
interactions formées dans chaque conformation, et plus particulièrement le relevé des 
différents ponts hydrogène formés après minimisation (Tableau 1.19) plaide plutôt en 
faveur de la première orientation, dans laquelle les groupements 
triméthoxyphényliques et pyridiniques s’insérèrent respectivement dans les poches 
S1/S1’ et S2/S2’.  
 
Tableau 1.19.  Ponts hydrogène formés entre C1 et la protéase après minimisation dans chaque 
orientation (symétrie #1 : -x+2, -y+1, -z +1). 
 Asp 25 Asp 125 Ile 50 Gly 48 Arg 108 






















1.58 Å  
 


















Il est intéressant de noter que dans les quatre orientations, la plupart des ponts 
hydrogène recensés impliquent les molécules d'eau en position apicale. En effet, la 
distance mesurée entre les oxygènes des deux molécules d'eau apicales (d = 5.4 Å) 
correspond aux critères pharmacophoriques établis précédemment.  Celles-ci jouent 
donc de manière adéquate leur rôle d'intermédiaires non seulement entre l'inhibiteur et 
les résidus catalytiques, comme le prévoyait le pharmacophore initial, mais également 
entre l'inhibiteur et certains résidus des flaps de l'enzyme. Dans ce cas, le seul doublet 
accessible de la molécule d'eau est, comme prévu, accepteur de proton en formant un 
pont hydrogène avec l'isoleucine 50. La perte d'interaction due au deuxième doublet de 
l'oxygène est cependant compensée dans les orientations 2, 3 et 4, par la possibilité 
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qu’a la molécule d'eau d'également jouer le rôle de donneur de proton, en interagissant, 






Figure 1.34.  Interactions mises en jeu entre l'inhibiteur C1 et les résidus du site actif de la protéase du 
VIH-1. Les ponts H sont repris en pointillé. (Code des couleurs : CC1: orange ; CPR: vert ; N : bleu ; O : 
rouge ; H: blanc ; Cu : sphère fuchsia.) 
 
Dans l'orientation 1, on observe également des ponts hydrogène entre les 
oxygènes d'un des triméthoxyphényles et les protons de l'arginine 108 (Figure 1.34.). 
Ce type d'interaction entre un des ligands organiques L1 et les résidus du site actif de 
la protéase n'est pas retrouvé dans les autres orientations. Il est, en outre, important de 
cibler cette arginine 108 lors de la conception d’inhibiteurs adaptés aux souches 
mutantes du virus. En effet, des études statistiques montrent que tout comme les 
aspartates catalytiques 25/125, les arginines 8/108 ne sont jamais mutées, que ce soit 




II. Modélisation du complexe C2/protéase 
Dans les deux premières orientations, les groupements méthoxybenzyle de C2, 
symbolisés à la figure 1.31. par des carrés hachurés, s'insèrent dans les poches S1/S1’, 
tandis que les groupements quinoléine, symbolisés par des cercles, occupent les sous-
sites S2/S2’. Ces deux orientations diffèrent par le position relative des deux ligands 
L2 complexant l'ion cuivrique central. A l'inverse, dans les orientations 3 et 4, ce sont 
les quinoléines qui occupent les poches S1/S1’, tandis que les méthoxybenzyles se 
positionnent au sein des sous-sites S2/S2’.  
L'analyse des énergies d'interaction, reprises dans le tableau 1.20., montre que 
l'orientation 4, dans laquelle les quinoléines de C2 occupent les sous-sites S1/S1’ est 
favorisée, principalement grâce à une contribution coulombienne élevée.  En effet, il 
se forme dans cette configuration un nombre élevé de ponts hydrogène repris dans le 
tableau 1.21 et illustrés à la figure 1.35. 
 
Tableau 1.20.  Energie d'interaction entre C2 et la protéase du VIH-1. 
 Epot,tot [kcal/mol] Epot,vdw [kcal/mol] Epot,cb [kcal/mol] 
orientation 1 -70.9 -23.0 -47.9 
orientation 2 -73.1 -23.6 -49.5 
orientation 3 -69.5 -26.0 -43.5 
orientation 4 -78.1 -21.8 -56.3 
 
Les ponts hydrogène formés entre l'inhibiteur C2 et la protéase impliquent dans 
chaque orientation les molécules d'eau en position apicale. C2 interagit donc, lui aussi, 
aussi bien avec les résidus catalytiques qu'avec les résidus des flaps de l'enzyme, en 
accord avec les critères établis dans le pharmacophore initial.  
Dans l’orientation 4, on recense six ponts hydrogène formés entre C2 et la 
protéase. On retrouve bien sûr les interactions clés avec les aspartates catalytiques, 
mais également avec les glycines 48, 127 et 149. Ces deux derniers acides aminés sont 









Figure 1.35. : Interactions mises en jeu entre l'inhibiteur C2 et les résidus du site actif de la protéase du 
VIH-1. Les ponts H sont repris en pointillé. (Code des couleurs : CC2: orange ; CPR: vert ; N : bleu ; O : 
rouge ; H: blanc ; Cu : sphère fuchsia.)    
 
 
 Tableau 1.21. : Ponts hydrogène formés entre C2 et la protéase après minimisation dans chaque 
orientation (symétrie #1 : -x+2, -y, -z +2). 
 Arg108 Asp25 Asp125 Gly127 Gly48  Gly149 Ile 50 



























  H(H2O)#1 
1.63 Å 
 
















III. Modélisation du complexe C3/protéase 
 La structure du complexe C3 n'a pu être déterminée par cristallographie. Dès 
lors, nous avons construit C3 à partir du complexe C2, dont les ligands constitutifs ne 
diffèrent que par la présence additionnelle d'un groupement méthoxy substituant le 
benzyle. Le complexe postulé C3 (Figure 1.33.) a ensuite été inséré dans le site actif 
de la protéase et soumis à une procédure de minimisation selon la méthodologie 
décrite précédemment.  
 Les quatre orientations habituelles ont été envisagées. Similairement à C2, dans 
les deux premières orientations, on retrouve respectivement dans les sous-sites S1/S1’ 
et S2/S2’, les groupements benzyliques et quinoléiques, représentés à la figure 1.31. 
par des carrés hachurés et des cercles.  Ces deux orientations diffèrent par le position 
relative des deux ligands L3 complexant l'ion cuivrique central. A l'inverse, dans les 
orientations 3 et 4, ce sont les quinoléines qui occupent les poches S1/S1’, tandis que 
les benzyles se positionnent au sein des sous-sites S2/S2’. 
 Les énergies d'interactions (Tableau 1.22.) des orientations 1 et 4 sont 




Tableau 1.22.  Energie d'interaction entre C3 et la protéase du VIH-1. 
 Epot,tot [kcal/mol] Epot,vdw [kcal/mol] Epot,cb [kcal/mol] 
orientation 1 -76.5 -22.6 -53.9 
orientation 2 -74.5 -21.3 -53.2 
orientation 3 -66.5 -23.1 -43.2 
orientation 4 -78.6 -22.5 -56.1 
 
Le relevé des ponts hydrogène dans chaque orientation se trouve dans le tableau 
1.23. L'examen des différents complexes C3/protéase obtenus après minimisation 
montre que l'orientation 4 permet de former des ponts hydrogène non seulement avec 
les résidus catalytiques 25/125 et avec les résidus des flaps via les molécules d'eau 
complexant l'ion cuivrique en position apicale, mais également avec d'autres acides 
aminés du site actif de la protéase : les glycines 48 et 127. Ces dernières interactions se 
font par l'intermédiaire de l'azote amidique de chaque ligand organique L3. On 
retrouve également l'implication de ces azotes amidique dans des ponts hydrogène 
Modèles d'interaction 167
formés entre C2 et la protéase. Ils semblent, dès lors, importants pour renforcer 







Figure 1.36. Interactions mises en jeu entre l'inhibiteur C3 et les résidus du site actif de la protéase du 
VIH-1, dans l’orientation 4. Les ponts H sont repris en pointillé. (Code des couleurs : CC3: orange ; 
CPR: vert ; N : bleu ; O : rouge ; H: blanc ; Cu : sphère fuchsia.) 
 
Tableau 1.23.  Ponts hydrogène formés entre C3 et la protéase après minimisation dans chaque 
orientation. 
 Asp25 Asp125 Gly27 Gly127 Gly48  Gly149 Ile50 


























   H(H2O)#1 
1.63 Å 
 













Si la première orientation est un peu moins favorisée d'un point de vue 
énergétique, elle permet cependant d'illustrer le rôle primordial dans l'interaction avec 









Figure 1.37. Interactions mises en jeu entre l'inhibiteur C3 et les résidus du site actif de la protéase du 
VIH-1 dans la première orientation. Les deux molécules d'eau complexant le cuivre en positions 
apicales sont parfaitement positionnées pour interagir avec l'enzyme. Les ponts H sont repris en 
pointillé. (Code des couleurs : CC3: orange ; CPR: vert ; N : bleu ; O : rouge ; H: blanc ; Cu : sphère 
fuchsia.) 
 
 D'une part, rappelons que le pharmacophore initial prévoyait d'incorporer au 
sein de l'inhibiteur la molécule d’eau catalytique. Elle se trouve ici parfaitement 
positionnée pour interagir avec les aspartates 25/125. D'autre part, ce pharmacophore 
comprenait un accepteur de proton mimant l'action de la molécule d'eau dite 
'structurale' servant d'intermédiaire entre la plupart des inhibiteurs peptido-mimétiques 
classiques et les isoleucines 50/150 des flaps par la formation simultanée de quatre 
ponts hydrogène.  La position de cette molécule d'eau structurale dans l'orientation 1 
est très intéressante: elle est bien sûr directement complexée à l'ion cuivrique central 
mais est également reliée par trois ponts H avec différents résidus des flaps. On 
retrouve ainsi la quadruple interaction typique de cette molécule d'eau structurale. En 
outre, la distance entre les oxygènes de ces deux molécules d'eau est de 5.42 Å ce qui 
correspond tout à fait au critère géométrique (5.5 ± 0.5Å) du pharmacophore sur lequel 





 IV. Modélisation du complexe C4/protéase 
 Le complexe C4 présente une instabilité dans les tampons utilisés lors des tests 
biologiques. Son activité antiprotéolytique n'a donc pu être déterminée. A l'état 
cristallin, la structuration des deux ligands organiques L4 autour de l'ion cuivrique 
central est cependant semblable à celle de C2 qui fait preuve d'une activité inhibitrice 
non négligeable. Dès lors, il nous a semblé intéressant d'évaluer si une interaction 
entre C4 et la protéase du VIH-1 était envisageable.  
 Selon le protocole habituel, C4 a été inséré au sein du site actif de la protéase 
suivant quatre orientations puis soumis à une procédure de minimisation. Dans les 
deux premières orientations, les groupements cyclohexyliques, symbolisés à la figure 
1.31. par des carrés hachurés se retrouvent dans les sous-sites S1/S'1, tandis que les 
quinoléines, symbolisées par des cercles, occupent les poches S2/S'2. Ces deux 
orientations diffèrent par la position relative des ligands L4 par rapport au centre 
métallique. A l'inverse, les orientations 3 et 4 sont caractérisées par une occupation  









Figure 1.38.  Interactions mises en jeu entre l'inhibiteur C4 et les résidus du site actif de la protéase du 
VIH-1. Les ponts H sont repris en pointillé. (Code des couleurs : CC4: orange ; CPR: vert ; N : bleu ; O : 
rouge ; H: blanc ; Cu : sphère fuchsia.) 
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La manière dont C4 interagit avec la protéase du VIH-1 est fort similaire à celle 
de C2 et de C3. De nouveau, c'est l'orientation 4 reprise à la figure 1.38 qui est 
privilégiée sur le plan de l'énergie d'interaction (Tableau 1.24), suivie d’assez près par 
la première orientation. L'examen de la conformation adoptée par C4 après 
minimisation au sein du site actif dans l’orientation 4 nous montre que cette 
conformation est favorisée par la formation de ponts hydrogène entre les molécules 
d'eau apicales et le site catalytique ou les flaps. Deux ponts H supplémentaires sont en 
outre formés avec les glycines 48 et 127 à partir de l'azote amidique de chaque ligand 
L4. Le relevé des ponts hydrogène formés dans chaque orientation est repris dans le 
tableau 1.25. 
 
Tableau 1.24.  Energie d'interaction entre C4 et la protéase du VIH-1. 
 Epot,tot [kcal/mol] Epot,vdw [kcal/mol] Epot,cb [kcal/mol] 
orientation 1 -70.6 -21.9 -48.7 
orientation 2 -63.8 -21.7 -42.1 
orientation 3 -61.7 -23.1 -38.6 




Tableau 1.25.  Ponts hydrogène formés entre C4 et la protéase après minimisation dans chaque 
orientation. 
 Asp25 Asp125 Gly27 Gly127 Gly48  Gly149 Ile 50 













































V. Modélisation du complexe C02/protéase 
 Le complexe C02 est inactif. Il présente cependant des similarités structurales 
avec C2 et pourrait donc s'insérer adéquatement dans le site actif de la protéase. Afin 
de vérifier si une interaction entre C02 et l'enzyme est possible, une étude de 
modélisation moléculaire a été entreprise.  
Quelques modifications ont été apportées à la structure cristallographique de 
C02. En effet, C02 est caractérisé à l'état cristallin par une géométrie pyramidale à 
base carrée comportant 5 coordinations. Nous avons vu que ce type de géométrie peut 
être considéré comme un cas limite d'octaèdre déformé tétragonalement où un des 
ligands en position axiale s'écarte tant de l'ion cuivrique central qu'il ne peut plus être 
considéré comme lié à celui-ci. On peut, dès lors, imaginer que dans certaines 
conditions, cette sixième coordination peut être retrouvée. Nous avons donc ajouté une 
deuxième molécule d'eau en position apicale. Nous avons également considéré qu'à pH 
physiologique, les pyridines libres de C02 étaient déprotonnées.  
Lors de la procédure de minimisation, les quatre orientations habituelles ont été 
étudiées. Dans les deux premières, les groupements pyridiniques libres symbolisés à la 
figure 1.31. par des carrés hachurés se trouvent dans les sous-sites S1/S1’, tandis que 
les pyridines impliquées dans la complexation et symbolisées par des cercles, sont 
localisées au sein des poches S2/S2’. De nouveau, ces deux orientations diffèrent par 
la position relative des ligands par rapport au centre métallique. A l'inverse, les deux 
dernières orientations sont caractérisées par une occupation des poches S1/S1’ et 
S2/S2’ par, respectivement, les pyridines impliquées dans la complexation et les 
pyridines libres. 
 
Tableau 1.26.  Energie d'interaction entre C02 et la protéase du VIH-1. 
 Epot,tot [kcal/mol] Epot,vdw [kcal/mol] Epot,cb [kcal/mol] 
orientation 1 -71.4 -16.6 -54.8 
orientation 2 -73.2 -14.2 -59.0 
orientation 3 -63.7 -17.7 -46.0 
orientation 4 -77.9 -14.4 -63.5 
 
A l'image de l'interaction entre C2 et la protéase, l'orientation 4 est la plus 
favorable sur le plan énergétique (Tableau 1.26.). On retrouve en effet dans cette 
configuration la formation de sept ponts hydrogène dont le relevé précis se trouve dans 
le tableau 1.27. 
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Tableau 1.27.  Ponts hydrogène formés entre C02 et la protéase après minimisation dans chaque 
orientation. 
 Asp25 Asp125 Gly27 Gly48  Gly148 Gly149 Ile 50 















































L'examen de C02 minimisé au sein du site actif de la protéase dans cette 
quatrième orientation (Figure 1.39.), nous permet d'observer que les molécules d'eau 
apicales sont localisées idéalement pour interagir avec les aspartates catalytiques et les 
flaps de l'enzyme. On retrouve également les ponts hydrogène entre les azotes 
amidiques protonés des deux ligands L0 et les glycines 27 et 148 de la protéase.  







Figure 1.39.  Interactions mises en jeu entre l'inhibiteur C02 et les résidus du site actif de la protéase 
du VIH-1. Les ponts H sont repris en pointillé. (Code des couleurs : CC02: orange ; CPR: vert ; N : bleu ; 




Ces sept ponts hydrogène 
peuvent également être 
recensés dans l'orientation 2 
dont l'énergie d'interaction est 
légèrement plus faible. Il est 
intéressant de noter qu'au 
terme de la minimisation de 
ces deux orientations, les 
molécules d'eau apicales se 
superposent parfaitement pour 
former exactement les mêmes 
ponts H. Les azotes amidiques, 
quant à eux, sont légèrement 
décalés mais interagissent avec 
les mêmes glycines (Figure 
1.40.). 
Figure 1.40.  Superposition des complexes C02/protéase 






Ces études de modélisation moléculaire montrent que C02, pourrait interagir 
favorablement avec l'enzyme que ce soit dans l’orientation 2 ou dans l’orientation 4. 
Elles ne permettent donc pas, à ce stade, de pointer les causes de l'inactivité de C02. 
Pour conclure cette étude théorique, on peut dire que la structure des 
complexes C02-C4 leur permet de s'insérer adéquatement dans les différents 
sous-sites de la protéase. En outre, la possibilité d'inclure au sein même du 
complexe la molécule d'eau catalytique et la molécule structurale permettant 
l'interaction avec les flaps a été démontrée. On rentre ainsi typiquement dans les 
critères du pharmacophore sur lequel se base ce travail.  
Afin d'affiner l'analyse de ces résultats, nous avons comparé les complexes 
minimisés au sein du site actif de la protéase à cinq inhibiteurs peptidomimétiques 
classiques dont la structure cocristallisée avec l'enzyme est disponible dans la banque 









… la comparaison avec les inhibiteurs peptidomimétiques  
Cinq inhibiteurs peptidiques ou peptido-mimétiques cocristallisés avec la 
protéase du VIH-1 ont été superposés aux différents complexes C02-C4 après leur 
minimisation dans le site actif de l'enzyme. Il s'agit des inhibiteurs U85548e140, 
U77003172, U75875696, A74704695, et L700,417697 repris dans le tableau 1.28. Ces 
inhibiteurs possèdent tous une bonne activité anti-protéolytique caractérisée par des 
constantes d'inhibition ou des IC50 de l'ordre du nanomolaire.  
Ces superpositions permettent de visualiser l'occupation par les complexes C02-
C4 des différents sous-sites enzymatiques, ainsi que la position d'éléments 
d'interaction clés tels que les hydroxyles isostériques ou la molécule d'eau 'structurale'. 
Elles sont reprises systématiquement pour chaque complexe dans leur(s) orientation(s) 
la(les) plus favorable(s) aux figures 1.41. à 1.47. 
  
Tableau 1.28. Structure et activité des inhibiteurs peptidomimétiques ayant été superposés aux 
complexes C02-C4 minimisés dans le site actif de la protéase. Les groupements hydroxyles 
isostériques sont colorés en bleu tandis que les résidus P1/P1’ et P2/P2’ sont représentés 
respectivement en rouge et en vert. Les valeurs d'activité signalées par un astérisque correspondent à 
























































































































Dans la première orientation, les triméthoxyphényles de C1 se superposent bien 
aux groupements P1/P1’ des cinq inhibiteurs peptidomimétiques de référence. Notons 
que la position en ortho de certains méthoxy pourrait générer un encombrement 
stérique, alors que les méthoxy en meta s'orientent favorablement vers les sous-sites 
S3/S3’. Par contre, les groupements pyridiniques s'écartent assez bien de la 
superposition : trop peu volumineux pour occuper entièrement les sous-sites S2/S2’, ils 
sont plutôt localisés entre les groupements S1/S1’ et S2/S2’ des inhibiteurs de 















.41.  Superposition du complexe C1 (en orange) minimisé dans le site actif de la protéase dans 
ion 1 avec cinq inhibiteurs peptidomimétiques (en bleu) cocristallisés avec l'enzyme. La vue 
t de localiser les différents sous-sites. La vue b., à 90°, montre les positions relatives des 
les isostériques et de la molécule d'eau structurale (sphères bleues) par rapport aux molécules 
cales de C1 (sphères rouges). 
a vue b. de la figure 1.41. permet de se rendre compte de la position des 
les d'eau apicales de C1 par rapport aux hydroxyles isostériques et à la 
le d'eau structurale observée dans les complexes cristallographiques des 
urs de référence avec la protéase. On peut voir ici qu'une des deux molécules 
picale se superpose bien avec la molécule d'eau structurale. Tout comme cette 
le d'eau structurale, elle forme en effet un pont hydrogène avec l'isoleucine 50 
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des flaps (Tableau 1.19. et Figure 1.34.). Un léger décalage est observé entre la 
molécule d'eau apicale catalytique et les hydroxyles isostériques. Ce décalage 
n'empêche cependant pas la formation des ponts hydrogène cruciaux avec les 
aspartates catalytiques. 
Les énergies d'interaction suggèrent que C2 adopte préférentiellement la 
quatrième orientation au sein de l'enzyme. Dans cette orientation, une bonne 
superposition au niveau des groupements méthoxybenzyles en P2/P2’ est observée. 
Les méthoxy pointent en outre favorablement vers les sous-sites S3/S3’. La 
superposition au niveau des groupements P1/P1’ semble moins adéquate : si une 
quinoléine occupe assez bien le sous-site S1/S1’, la seconde est plutôt localisée entre 
les poches S1/S1’ et S2/S2’ (Figure 1.42.a.).  
 
Figure 1.42.  S
l'orientation 4,







uperposition du complexe C2 (en orange) minimisé dans le site actif de la protéase dans 
 avec cinq inhibiteurs peptido-mimétiques (en bleu) cocristallisés avec l'enzyme. La vue 
ocaliser les différents sous-sites. La vue b., à 90°, montre les positions relatives des 
stériques et de la molécule d'eau structurale (sphères bleues) par rapport aux molécules 
de C2 (sphères rouges). 
. 
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L'occupation optimale des différents sous-sites enzymatiques provoque une 
légère translation de C2 par rapport à l'axe défini par les molécules d'eau catalytique et 
structurale. Cette translation s'observe bien dans la vue b. de la figure 1.42. Elle 
n'empêche cependant pas la formation d'interactions favorables avec les résidus 
catalytiques et les flaps (Tableau 1.21.).  
La deuxième orientation est caractérisée par une énergie d'interaction moins 
favorable que celle de l'orientation 4. On observe cependant dans cette orientation la 
formation d'un nombre tout aussi élevé de ponts hydrogène. De plus, la superposition 
aux inhibiteurs peptidomimétiques de référence est assez bonne tant au niveau des 
groupements P1/P1’ que P2/P2’ (Figure 1.43.). Un basculement est cependant observé 
au niveau des molécules d'eau apicales provoquant d'un côté une bonne superposition 
aux hydroxyles isostériques et de l'autre un éloignement de la molécule d'eau 
structurale. Ce dernier déplacement permet d'ailleurs la formation d'un pont hydrogène 




Figure 1.43.  Superposition du complexe C2 (en orange) minimisé dans le site actif de la protéase dans 
l'orientation 2 avec cinq inhibiteurs peptido-mimétiques (en bleu) cocristallisés avec l'enzyme. La vue 
a. permet de localiser les différents sous-sites. La vue b., à 90°, montre les positions relatives des 
hydroxyles isostériques et de la molécule d'eau structurale (sphères bleues) par rapport aux molécules 




 Au vu de ces observations, il est donc assez difficile de trancher pour l'une ou 
l'autre orientation. 
On peut faire une analyse très semblable à celle de C2 pour C3 dans 
l'orientation 4, qui est la plus favorable sur le plan de l'énergie d'interaction. La seule 
différence entre ces deux complexes est bien sûr l'absence de groupement méthoxy sur 
C3 pointant vers les sous-sites S3/S3’. La superposition aux inhibiteurs de référence 
est reprise à la figure 1.44. 
Tout comme pour C2, l'orientation 2 de C3 est caractérisée par une énergie 
d'interaction un peu moins favorable (Tableau 1.22.). Il se forme pourtant dans cette 
orientation un plus grand nombre de ponts hydrogène (Tableau 1.23.) et la 
superposition aux inhibiteurs de référence semble adéquate .  
 
 
Figure 1.44. Superposition du complexe C3 (en orange) minimisé dans le site actif de la protéase dans 
l'orientation 4 avec cinq inhibiteurs peptido-mimétiques (en bleu) cocristallisés avec l'enzyme. La vue 
a. permet de localiser les différents sous-sites. La vue b., à 90°, montre les positions relatives des 
hydroxyles isostériques et de la molécule d'eau structurale (sphères bleues) par rapport aux molécules 




 Par contre, la première orientation de C3 dans le site actif de l'enzyme est 
caractérisée par une énergie d'interaction fort proche de celle de l'orientation 4. Dans 
cette orientation, la molécule d'eau apicale assurant le relais avec les flaps est 
parfaitement positionnée, ce qui permet la formation de ponts hydrogène aussi bien 
avec l'isoleucine 50, qu'avec les glycines 48 et 149. Pour interagir avec ces résidus, la 
molécule d'eau apicale s'éloigne légèrement de la position de la molécule d'eau 
structurale. Par contre, la molécule d'eau catalytique se superpose bien aux hydroxyles 
isostériques (Figure 1.45.b.). Il faut noter cependant que dans cette orientation, une des 
poches S2/S2’ n'est pas occupée par une quinoléine, cette dernière se plaçant plutôt 
dans l'espace libre entre les sous-sites (Figure 1.45.a.). 
 L’étude des énergies d’interaction et la comparaison aux inhibiteurs de 




Figure 1.45.  Superposition du complexe C3 (en orange) minimisé dans le site actif de la protéase dans 
l'orientation 1 avec cinq inhibiteurs peptido-mimétiques (en bleu) cocristallisés avec l'enzyme. La vue 
a. permet de localiser les différents sous-sites. La vue b., à 90°, montre les positions relatives des 
hydroxyles isostériques et de la molécule d'eau structurale (sphères bleues) par rapport aux molécules 









Figure 1.46.  Superposition du complexe C4 (en orange) minimisé dans le site actif de la protéase dans 
l'orientation 4 (vues a. et b.) et 1 (vues c. et d.) avec cinq inhibiteurs peptido-mimétiques de référence 
(en bleu). Les vues a. et c. permettent de localiser les différents sous-sites. Les vues b. et d., à 90°, 
montrent les positions relatives des hydroxyles isostériques et de la molécule d'eau structurale (sphères 
bleues) par rapport aux molécules d'eau apicales de C3 (sphères rouges). 
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En ce qui concerne C4, tout comme C3 et C2, c'est l'orientation 4 qui est 
favorisée sur le plan de l'énergie d'interaction. Dans l'orientation 4, les superpositions 
sont semblables à ce qu'on observe pour C3 et C2, à savoir une assez bonne 
correspondance entre les groupements P2/P2’, tandis qu'une quinoléine n'atteint pas 
une des poches S1/S1’ et se positionne plutôt entre les sous-sites, sans pour autant 
engendrer de gêne stérique (Figure 1.46.a.). Ici aussi, l'axe formé par les molécules 
d'eau apicales est légèrement décalé par rapport à la molécule d'eau structurale et aux 
hydroxyles isostériques (Figure 1.46.b.), mais n'empêche pas la formation de ponts 
hydrogène avec les aspartates catalytiques et les flaps.  
La première orientation est également intéressante d'un point de vue 
énergétique. La superposition aux inhibiteurs de référence permet de constater que les 
sous-sites S1/S1’ et S2/S2’ sont bien occupés respectivement par les cyclohexanes et 
par les quinoléines. Si on compare cette configuration à celle de C3 dans la même 
orientation, on remarque que les groupements cyclohexane, plus courts que leurs 
homologues benzylés remplissent mieux les sous-sites S1/S1’ (Figure 1.46.c.). Dans la 
première orientation, les molécules d'eau apicales sont parfaitement positionnées pour 
interagir avec les aspartates catalytiques et les flaps. Elles se superposent d'ailleurs 
bien avec les hydroxyles isostériques et la molécule d'eau structurale (Figure 1.46.d.). 
Il est, dès lors, de nouveau délicat de trancher en faveur de l'une ou l'autre orientation. 
Enfin, C02 est inactif. La comparaison aux inhibiteurs de référence ne permet 
cependant pas d'expliquer ce manque d'activité. En effet, dans l'orientation 4, la plus 
favorable sur le plan énergétique, les groupements P1/P'1 et P2/P'2 se superposent 
correctement à ceux des inhibiteurs peptidomimétiques. On peut juste noter que le 
volume des pyridines impliquées dans la complexation semble un peu faible pour 
occuper entièrement les sous-sites S1/S'1 (Figure 1.47.a.).  
Cette occupation adéquate des sous-sites enzymatiques nécessite cependant le 
basculement de l'axe constitué par les deux molécules d'eau apicales (Figure 1.47.b.). 
Ce mouvement positionne une de ces molécules d'eau légèrement au-dessus des 
hydroxyles isostériques, ce qui ne nuit cependant pas à la formation de ponts 
hydrogène avec les aspartates 25 et 125. La seconde molécule d'eau apicale est décalée 
par rapport à la molécule d'eau structurale, ce qui lui permet de former des ponts 







Figure 1.47. Superposition du complexe C02 (en orange) minimisé dans le site actif de la protéase 
dans l'orientation 4 avec cinq inhibiteurs peptido-mimétiques (en bleu) cocristallisés avec l'enzyme. La 
vue a. permet de localiser les différents sous-sites. La vue b., à 90°, montre les positions relatives des 
hydroxyles isostériques et de la molécule d'eau structurale (sphères bleues) par rapport aux molécules 





Ce premier chapitre était dédié, d'une part, à la détermination de la structure 
cristallographique des complexes C0-C4 et, d'autre part, à la modélisation de leur 
interaction avec la protéase du VIH-1. Au terme de la présentation de ces premiers 
résultats, une mise au point s'impose.  
Des études de diffraction des rayons X ont permis d'élucider la structure 
cristalline des complexes C0-C4 issus de l'optimalisation du composé chef de file 
SETCEZ. Contrairement au mode de complexation adopté par SETCEZ, ces 
complexes impliquent deux ligands organiques bidentates formant un plan autour de 
l'ion cuivrique central. De part et d'autre de ce plan, les coordinations en position 
apicale peuvent être assurées par des contre-ions ou des molécules de solvant. En vertu 
de l’effet Jahn-Teller, une déformation d’élongation est observée au niveau de ces sites 
de complexation. Il est fort probable qu'en milieu aqueux, ces molécules plus labiles  
soient échangées par des molécules d'eau. Cette organisation confère aux complexes 
une structure octaédrique s'adaptant particulièrement bien aux différents sous-sites 
enzymatiques, tout en conservant les interactions clés avec les aspartates catalytiques 
et les flaps de l'enzyme, décrites dans le pharmacophore original. 
A l'issue de ces études cristallographiques, plusieurs particularités peuvent être 
pointées : 
-  Selon la méthode de complexation au cuivre (II) des ligands L0, deux types de 
complexes ont été observés à l'état cristallin : C02 adopte le mode de 
complexation décrit ci-dessus, caractérisant la plupart des complexes qui font 
l'objet de cette étude. Par contre, C01 comprend un ligand tridentate organisé 
autour de l'ion cuivrique similairement à SETCEZ et un deuxième ligand 
bidentate asymétrique. On peut dès lors se demander quel sera le type de 
complexation  rencontré en solution, notamment dans les conditions des tests 
enzymatiques.  
-  La structure de C3 n'a pu être déterminée par DRX. En effet, les essais de 
cristallographie ont débouché sur l'obtention du ligand organique L3 seul, et 
non sur le complexe qu'il forme avec le cuivre (II). Le complexe C3 possède 
cependant une activité antiprotéolytique en solution. Nous avons dès lors 
postulé que L3, possédant une structure très proche de celle de L2, se complexe 
de la même manière que celui-ci à l'ion cuivrique, permettant ainsi une activité 
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inhibitrice. Il sera cependant nécessaire de s'assurer de ce mode de 
complexation en milieu biologique.  
-  Enfin, C4 présente une instabilité dans les conditions des tests enzymatiques. Sa 
structure est cependant similaire à celle de C2. Cette différence de 
comportement reste à expliquer. 
 
Sur base de la structure de ces complexes à l'état cristallin, une étude de 
modélisation moléculaire a été entreprise, afin de poser de premières hypothèses quant 
aux relations unissant la structure et l'activité de ces composés. En effet, la géométrie 
octaédrique typique des complexes au cuivre (II)  permet d'organiser d'une manière 694
adéquate les différents ligands au sein du site actif de la protéase. Ainsi, les deux 
ligands organiques principaux formant un plan autour du centre métallique peuvent 
s'insérer dans les sous-sites S1/S1’ et S2/S2’ de l'enzyme. De part et d'autre de ce plan, 
les molécules d'eau apicales interagissent avec les aspartates catalytiques et certains 
résidus des flaps. On incorpore ainsi directement dans la structure de l'inhibiteur la 
molécule d'eau catalytique et la molécule d'eau structurale observée dans la plupart des 
inhibiteurs peptidomimétiques cocristallisés avec la protéase (Figure 1.32.). Notons ici 
que seul un métal comme le cuivre(II) peut assurer cette distribution des éléments 
d'interaction dans l'espace du site actif de l'enzyme.  
Les études de modélisation moléculaire ont confirmé que la géométrie des 
complexes C02-C4 leur permet de s'insérer dans le site actif et d'interagir non 
seulement avec les différents sous-sites mais aussi avec le site catalytique et les flaps. 
On peut ainsi expliquer l’important gain d’activité inhibitrice de C1, C2 et C3 par 
rapport au complexe chef de file SETCEZ. Cependant quelques points restent à 
élucider. Ainsi, la structure à l'état cristallin de C02 et de C4 leur permettrait 
également de s'insérer dans le site actif de l'enzyme et donc d'avoir une activité 
inhibitrice. S'il est difficile de parler de C4 dont le potentiel d'inhibition n'a pu être 
évalué, le cas de C02 est plus énigmatique encore. En effet, la géométrie qu'adopte 
C02 en milieu cristallin semble tout à fait correspondre aux critères d'activité que nous 
venons de mentionner. Il faut donc trouver une autre explication au manque d'activité 




En outre, si la structure des complexes C0-C4 à l'état cristallin permet bien de 
proposer un début d'explication aux activités inhibitrices observées, une étude en 
solution est incontournable. En effet, comme nous l'avons vu dans le chapitre consacré 
aux objectifs de cette thèse, l'utilisation de complexes métallo-organiques dans une 
stratégie de conception de médicaments requiert une caractérisation des propriétés 
spécifiques des espèces métalliques, et plus particulièrement la détermination du 
comportement de ces complexes en solution. Nous espérons ainsi pouvoir lever le 
voile sur les interrogations qui subsistent au terme de ce premier chapitre. 
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2. Caractérisation structurale de complexes au cuivre(II) en solution.
 Influence de la stabilité des complexes sur leur activité inhibitrice 
 
 La détermination structurale des complexes C0-4 à l'état cristallin a permis de 
proposer de premières pistes de réflexion quant aux relations unissant la structure de 
ces composés et leur activité anti-enzymatique. Cependant, à l'issue de ce premier 
chapitre, de nombreuses questions restent en suspend. Elles concernent principalement 
le mode de complexation caractérisant les inhibiteurs lors de leur interaction avec la 
protéase. Ainsi, il est indispensable de s'assurer que l'activité inhibitrice de C1 et C2  
peut être attribuée aux complexes observés en cristallographie. Il faut également 
montrer que C3 adopte une géométrie semblable à celle de C2 dans les conditions des 
tests enzymatiques. Enfin, la complexation de L0 par différents sels d'ions cuivriques 
débouche sur deux types de complexe en milieu cristallin. La détermination de (ou 
des) géométrie(s) adoptée(s) en solution devrait permettre d'expliquer le manque 
d'activité inhibitrice de C0. 
 Ce deuxième chapitre, dédié à la caractérisation des complexes C0-4 en 
solution, fait appel à deux techniques expérimentales : la spectrométrie de masse à 
ionisation par électrospray (ESI-MS) et la résonance paramagnétique électronique 
(RPE) . Nous étudierons, dans un premier temps, par spectrométrie de masse, la 
répartition des espèces présentes lors de la dissolution de SETCEZ et des complexes 
C0-4. A l'aide de la RPE, nous tenterons d'évaluer le type de complexe formé 
majoritairement dans les tampons utilisés lors des tests enzymatiques. A la lumière de 
nouvelles données biologiques, nous verrons que seuls les complexes suffisamment 
stables sont susceptibles de présenter une activité inhibitrice. 
∗
                                                 
∗ Ces travaux ont été réalisés au sein de l'Unité de Recherche en Biologie Cellulaire du Professeur J. 
Remacle aux FUNDP (ESI-MS) et au Centre de l'Oxygène R&D dirigé par le Professeur G. Deby-
Dupont à l'ULg  (RPE) 
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2.1. La détermination par spectrométrie de masse des espèces présentes en 
solution                    
  
 … la caractérisation structurale de SETCEZ et des complexes C0  678
 La spectrométrie de masse à ionisation par électrospray est une technique de 
choix pour étudier les complexes métallo-organiques en solution. En effet, cette 
méthode d'ionisation très douce permet de visualiser l'ion moléculaire intact en 
conservant les liaisons non covalentes entre le métal et ses ligands . On peut 
ainsi caractériser les différentes espèces présentes dans une solution donnée. 
617,621,622
 En l'occurrence, les tests enzymatiques ont été réalisés dans un tampon acétate 
de sodium 10 M à pH 5.5 , pH pour lequel la protéase du VIH-1 présente une 
activité optimale. Nous avons dès lors travaillé dans des conditions de pH similaires 
(tampon acétonitrile 10 M), après avoir dissout les échantillons des différents 
complexes dans du méthanol ou de l'eau. La solution initiale a ensuite été diluée 10 
fois dans le tampon pour atteindre une concentration finale d'environ 0.2 mg/ml. 
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 Dans ces conditions, nous avons obtenu pour SETCEZ le spectre repris à la 
figure 2.1. Avant d'analyser ces résultats, il est bon de rappeler que le cuivre possède 
deux isotopes principaux : il est en effet constitué de 69. 09 % de Cu et de 30.91% de 
Cu. Les pics attribués aux complexes au cuivre seront dès lors théoriquement 
dédoublés dans ces proportions. Lorsque le complexe présente une charge +1, l'écart 
entre ces pics est de deux unités. La composition isotopique du cuivre peut ainsi 
faciliter l'identification des différents pics repris sur le spectre. 
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 Le tableau 2.1. reprend la valeur des pics observés sur le spectre, leur 
abondance relative, l'espèce correspondante ainsi que la valeur théorique du rapport 
masse sur charge de cette espèce. Dans le cas de SETCEZ, trois pics principaux 
peuvent être relevés. L'espèce majoritaire (m/z = 288.88) est attribuée au complexe 
tridentate formé par le ligand de SETCEZ déprotoné et l'ion cuivrique. A l'exception 
des deux molécules d'eau plus labiles, on retrouve ainsi la géométrie observée à l'état 
cristallin . Un pic moins important est décalé de 41 unités, ce qui correspond à un 
ligand additionnel : une molécule de CH CN issue du tampon. Enfin un troisième pic 
peut être attribué au complexe de charge +1 constitué par un ligand tridentate 
déprotoné, un ligand bidentate neutre et l'ion cuivrique. On peut comparer cette 
géométrie à celle adoptée à l'état cristallin par le complexe C01. Le pic correspondant 
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Afin de déterminer si une décomplexation pouvait se produire au cours du 
temps, le spectre de SETCEZ a été repris toutes les demi-heures pendant quatre 
heures. Aucun changement notable n'a été décelé. 
 
Tableau 2.1.  Espèces observées en solution pour SETCEZ par spectrométrie de masse. La valeur des 
pics correspond au rapport masse sur charge de l'espèce observée. Les abondances relatives sont 
exprimées en %. 
SETCEZ: masse du ligand: 227 Da 
m/z obs. % espèce charge m/z th. 
227.92 3 L + H  + +1 228 
288.88 
290.96 




10 L - H  + Cu  + CH CN + 2+ 3 +1 330 
332 
516.14 8 2L - H  + Cu  + 2+ +1 516 
 
 
Les spectres des complexes C01 et C02 ont été pris en suivant les mêmes 
conditions expérimentales.  Le relevé des pics et leur attribution se trouve au tableau 
2.2. On retrouve exactement les mêmes espèces en solution pour C01 et C02, même si 
leurs abondances relatives varient quelque peu. Ainsi pour C01 , l'espèce majoritaire 
est le ligand L0 protoné. Vient ensuite le complexe cristallographique formé par un 
ligand tridentate dont l'amide est déprotonée, un ligand bidentate neutre et l'ion 
cuivrique. L'espèce correspondant au complexe formé à partir d'un seul ligand 




Tableau 2.2.  Espèces observées en solution pour les complexes C0 par spectrométrie de masse. Les 
abondances relatives sont exprimées en %. On retrouve les mêmes espèces en proportions différentes 
pour C01 et C02. 
C0: masse du ligand: 213 Da 
C01 C02 C01-C02 
m/z obs. % m/z obs. % espèce charge m/z th. 









40 488.09 6 2L -H  +Cu+ 2+ +1 488 
490 
                                                 
* Pour éviter toute redondance avec le spectre de C02, le spectre de C01 est repris en annexe. 
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 Le complexe C02 présente les mêmes espèces en solution, mais ici c'est le 
complexe formé par un seul ligand tridentate qui est majoritaire. Le ligand libre est par 
contre en plus faible proportion. Le complexe constitué d'un ligand tridentate, d'un 
ligand bidentate et de l'ion cuivrique est quant à lui minoritaire (Figure 2.1.). 
 En outre, l'analyse de ces spectres met en évidence l'absence de pic 
correspondant au complexe de charge +2 formé par deux ligands bidentates 
s'organisant de part et d'autre de l'ion cuivrique et caractérisé par des rapports 
masse sur charge théoriques de 244.5 et 245.5∗. Ce pic refléterait la structure 
cristallographique de C02 qui n'existe donc pas en solution à pH 5.5.  
Ce résultat est primordial pour expliquer le manque d'activité inhibitrice des 
complexes C0. En effet, nous avons montré dans le chapitre précédent que seul le 
complexe constitué de deux ligands bidentates était susceptible d'interagir 
adéquatement avec la protéase. Malheureusement, en solution, on retrouve soit le 
complexe adoptant une géométrie similaire à celle de SETCEZ, mais dont l'activité est 
diminuée par la perte d'un carbonyle susceptible d'interagir avec les flaps, soit le 
complexe observé par C01 à l'état cristallin. Dans ce cas, le deuxième ligand bidentate 
génère une gêne stérique qui empêche toute insertion du complexe dans le site actif de 
l'enzyme. Il est donc normal de n'observer aucune activité inhibitrice de la part de C01 
et C02678. 
 A ce stade de notre analyse, on peut se demander, d'une part, pourquoi le 
complexe C02 existe à l'état cristallin, alors qu'il n'est pas observé en solution et, 
d'autre part, pourquoi le mode de complexation de C01 est favorisé en solution. Pour 
aborder ces questions, il est nécessaire de se rendre compte qu'un complexe métallo-
organique peut exister sous plusieurs formes en solution, suivant les conditions, 
notamment de pH ou de solvant, dans lesquelles il se trouve. Le processus de 
cristallisation modifie cet équilibre en faveur de l'une ou l'autre forme. En l'occurrence, 
dans le cas de C02, c'est une espèce existant sous forme de trace en solution, mais peut 
être moins soluble, qui a été favorisée à l'état cristallin. Il est en effet établi que c’est 




                                                 
∗ On retrouve bien sur le spectre de C02 un pic aux alentours de 244, mais son intensité est très faible 
et se perd dans le bruit de fond. 
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Afin d'évaluer l'énergie nécessaire au ligand L0 pour 
changer de conformation lors de la complexation au 
cuivre (II), nous avons effectué un balayage 
conformationnel en mécanique moléculaire sur l'angle 
de torsion T1 puis simultanément sur les angles T2 et 
T3 à l'aide du champ de force CFF95629 (Figure 2.2.). 
Après leur optimisation en mécanique quantique 
(méthode HF/6-31g*), la conformation de plus faible 
énergie correspondant à celle qu'adopte le ligand non 
complexé, a été comparée aux conformations correspondant au ligand préorganisé 
pour un mode de complexation tridentate (T1=T2=T3=180°) ou bidentate (T1=0°).  
 
Tableau 2.3.  Valeurs adoptées par les angles T1, T2 et T3 en fonction des différentes conformations 
du ligand L0. 
Figure 2.2.  Angles de torsion








conformation T1 [°] T2 [°] T3 [°] ∆E [kcal/mol] 
minimum 180 -90 80 0 
tridentate 180 180 180 3.1 
bidentate 0 -90 80 11.5 
 
Il ressort de ces calculs qu'il suffit au ligand de franchir une barrière énergétique 
de 3.1 kcal/mole pour adopter la conformation préorganisée pour un mode de 
complexation tridentate. Il lui faudra par contre 11.5 kcal/mole pour adopter le mode 
de complexation bidentate (Tableau 2.3.). En effet, T1 est stabilisé à 180° par un pont 
hydrogène intramoléculaire formé entre l'azote amidique protoné NH(10) et l'azote 
N(2) de la pyridine adjacente. La préorganisation du ligand joue donc en faveur d'un 
mode de complexation tridentate, comme celui rencontré au sein de C01. Ce mode de 
complexation est cependant défavorable à l’inhibition de la protéase. 
 
 
… l'étude comparative des complexes C1-C4 
 L'étude par spectrométrie de masse des complexes C1-C4 a été réalisée dans les 
mêmes conditions expérimentales que celles décrites pour les complexes SETCEZ et 
C0. Les spectres obtenus, repris aux figures 2.4. et 2.5., sont caractérisés par un grand 
nombre de pics, traduisant une grande variété d'espèces en solution.  
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 Ainsi dans le cas de C1, l'espèce 
majoritaire correspond au complexe 
cristallographique (Tableau 2.4.). La présence de 
cette espèce en solution peut être visualisée par 
trois pics. Le premier, dont le rapport m/z vaut 
333.73, correspond au complexe formé par deux 
ligands L1 neutres et l'ion cuivrique et porte donc 
une charge +2. Le deuxième, dont le rapport m/z 
vaut 666.35, correspondrait au même complexe, 
mais dans ce cas, un des deux ligands serait 
déprotoné au niveau de l'azote amidique. A priori, 
une fonction amidique n'est pas acide (pK ~15) et 
il est donc improbable d'observer une telle déprotonation lorsque le ligand est libre. 
Lors de la complexation avec un métal de transition, cette déprotonation est 
couramment observée lorsque la chélation se produit via l'azote de la fonction amide. 
Elle est cependant plus rare lorsque la chélation se produit par l'oxygène amidique 
comme dans le cas de C1. Des précédents existent néanmoins  et quelques 
structures de tels complexes peuvent être recensées dans CSD . A titre d'exemple, 
nous avons repris la structure du complexe au cuivre (II) SUNZIK  à la figure 2.3. 
Remarquons également que le complexe symétrique possédant deux ligands 
déprotonés n'est pas observable par ESI-MS puisque sa charge est nulle.  
Figure 2.3. Structure
cristallographique du complexe au
















Tableau 2.4.  Espèces observées en solution pour C1 par spectrométrie de masse. Les abondances 
relatives sont exprimées en %. Les espèces en italique restent hypothétiques. 
C1: masse du ligand: 302 Da 
m/z obs. % espèce charge m/z th. 
303.16 80 L + H  + +1 303 




L + Cu   365.09 5 + +1 365 
464.00 
466.09 













Enfin, un troisième pic est caractérisé par un rapport m/z de 464.00 et 
correspond au même complexe formé de deux ligands neutres et de l'ion cuivrique 
complété par un perchlorate en position apicale. Notons de nouveau que le complexe 
possédant deux perchlorates en positions apicales est neutre et ne peut donc être 
observé en spectrométrie de masse. 
Le ligand L1 protoné est également présent en proportion importante (m/z = 
303.16). Enfin, les deux pics restants sont plus délicats à assigner : le premier, dont le 
rapport m/z vaut 271, aurait une masse inférieure à celle du ligand libre, si on 
considère une charge unitaire. Son origine reste indéterminée. Le deuxième, en m/z = 
365.09, est en très faible proportion et pourrait correspondre à un seul ligand complexé 
au cuivre. Dans ce cas, sa charge +1 plaide en faveur d'une réduction de l'ion cuivrique 
en ion cuivreux. De nouveau, une prise de spectre a été réalisée toutes les demi-heures 
pendant 4 heures. Contrairement à SETCEZ ou aux complexes C0, on observe une 
évolution au cours du temps, avec un phénomène de décomplexation progressif. 
Cependant, au bout de 4 heures, l'abondance cumulée des pics correspondant aux 
complexes est toujours supérieure à celle du ligand libre.  
 L'analyse du spectre de masse de C2 est plus délicate encore. Le tableau 2.5 
nous montre que contrairement à C1, c'est ici le ligand libre protoné qui prédomine. 
Suit ensuite un pic en m/z = 469 que nous avons attribué à un complexe qui serait 
formé de trois ligands neutres et de l'ion cuivrique et qui porterait donc une charge +2. 
On pourrait imaginer, dans ce cas, que deux ligands complexent le cuivre de manière 
bidentate, et qu'un troisième ligand monodentate se trouve en position apicale. 
Parallèlement, on pourrait attribuer au pic 616.00 le complexe formé de quatre ligands 
neutres et de l'ion cuivrique. Il y aurait ici un deuxième ligand monodentate en 
position apicale. 
Le complexe observé en cristallographie peut être reflété par les pics de rapport 
masse sur charge 323.85, 646.30 et 746.25. La même analyse que celle du spectre C1 
peut être faite ici : le premier pic correspond en effet au complexe de charge +2 formé 
par deux ligands neutres et l'ion cuivrique ; le deuxième à ce même complexe mais 
avec un des deux ligands déprotoné et le troisième au même complexe mais avec un 
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Tableau 2.5.  Espèces observées en solution pour C2 par spectrométrie de masse. Les abondances 
relatives sont exprimées en %. Les espèces en italique restent hypothétiques. 
C2: masse du ligand: 292 Da 
m/z obs. % espèce charge m/z th. 
293.16 100 L + H  + +1 293 
323.85 20 2L + Cu  2+ +2 323.5 
469.89 
470.38 
61 3L + Cu2+  +2 469.5 
470.5 
527.19 9 L + Cu2+ +ClO4- +4H O 2 +1 526 
616.00 18 4L  +Cu  2+ +2 615.5 
646.30 17 2L +Cu  -H  2+ + +1 646 
647.34 
649.37 




23 2L + Cu2+ + ClO  4- +1 746 
748 
 
    
 Bien qu'elle soit moins marquée que dans le cas de C1, on observe ici aussi une 
légère décomplexation de C2 au cours du temps. Si on compare entre eux les 
comportements de C1 et C2 en solution, il semble que la proportion de complexe 
subsistant lors de la dissolution  de l'échantillon soit plus importante pour C1. 
 Le spectre de masse de C3 est caractérisé par une proportion très importante de 
ligand libre protoné (Figure 2.5.). Il n'est dès lors pas vraiment étonnant de n'avoir pas 
obtenu le complexe en cristallographie, puisqu'il est déjà minoritaire en solution. A 
part cette différence notable, on observe les mêmes espèces en solution que celles 
recensées pour C1 (Tableau 2.6.). En effet, trois pics correspondent au complexe 
formé de deux ligands L3 et de l'ion cuivrique : en 293.76, il s'agit du complexe de 
charge +2 comprenant deux ligands neutres ; lorsqu'un ligand est déprotoné, on 
observe un pic de charge +1 en 586.16 ; et quand un ion perchlorate vient s'ajouter en 
position apicale, un troisième pic apparaît ayant un rapport m/z de 686.14. Enfin, le pic 
observé en 424.87 pourrait correspondre soit au complexe formé d'un ligand neutre, de 
l'ion cuivrique et d'un perchlorate, soit au complexe formé de trois ligands et de l'ion 






Tableau 2.6.  Espèces observées en solution pour C3 par spectrométrie de masse. Les abondances 
relatives sont exprimées en %. Les espèces en italique restent hypothétiques. 
C3: masse du ligand: 262 Da 
m/z obs. % espèce charge m/z th. 
263.10 100 L + H  + +1 263 
293.76 12 2L + Cu  2+ +2 293.5 
424.87 10 L + Cu  + ClO2+ 4- 







15 2L +Cu  -H  2+ + +1 586 
588 
686.14 10 2L + Cu  + ClO  2+ 4- +1 686.5 
 
 Pour terminer, le spectre de masse de C4 montre que la forme complexée au 
cuivre (II) est majoritaire (Figure 2.5.). On peut de nouveau en faire une analyse 
similaire à celle du spectre de C1 ou de C2 (Tableau 2.7.) . Le complexe formé de 
deux ligands L4 et de l'ion cuivrique, comme celui que nous avons obtenu en 
cristallographie, peut être visualisé au niveau des pics 285.73 (les deux ligands sont 
neutres), 270.28 (un des deux ligands est déprotoné), et 670.21 (un ion perchlorate 
additionnel se trouve en position apicale). Un pic important, de rapport m/z valant 
412.91, pourrait correspondre au complexe de charge +2 formé à partir de trois ligands 
L4. Enfin, le pic en 571.16 pourrait peut-être être attribué au complexe 
cristallographique réduit. On n’observe pas de décomplexation au cours du temps. C4 
semble dès lors aussi bien se maintenir sous forme de complexe en solution que C1. 
 
Tableau 2.7.  Espèces observées en solution pour C4 par spectrométrie de masse. Les abondances 
relatives sont exprimées en %. Les espèces en italique restent hypothétiques. 
C4: masse du ligand: 254 Da 
m/z obs. % espèce charge m/z th. 
255.07 83 L + H  + +1 255 
285.73 
286.37 








14 2L +Cu  -H  2+ + +1 570 
572 
571.16 23 2L + Cu  + +1 571 
670.21 
672.32 
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Figure 2.5. Spectres de masse 
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En effet, les espèces neutres ne peuvent être observées par spectrométrie de 
masse. Dès lors, un ligand non ionisé ou un complexe neutralisé par des contre-ions 
comme des perchlorates peut passer inaperçu. De plus, il n'est pas exclu que les 
conditions d'ionisation, même très douces, favorisent l'apparition de certaines espèces, 
comme par exemple des complexes plus exotiques tels que ceux formés à partir de 
trois ligands organiques.  
Néanmoins, cette étude de spectrométrie de masse nous a permis d'avancer 
dans la compréhension des activités biologiques des complexes C0-C4. Ainsi, nous 
avons montré que la structure cristalline de C02, susceptible d'inhiber la protéase 
du VIH-1, n'existe pas en solution, ce qui explique l'absence d'activité biologique. 
Par contre, on observe bien, dans des proportions diverses, les complexes C1, C2 
et C4 existant à l'état cristallin. Ces complexes peuvent dès lors adopter le mode 
d'interaction avec la protéase proposé lors des études de mécanique moléculaire. 
Le complexe C3, par contre, n'a pu être cristallisé ; ce dernier a pourtant été 
clairement identifié sur le spectre de masse, même si ses proportions sont 
relativement faibles. A priori, on peut donc penser que les faibles quantités de 
complexe C3 existant en solution suffisent à provoquer l'inhibition de l'enzyme. 
Afin d'affiner les tendances observées par spectrométrie de masse en solution, 
nous avons entrepris une caractérisation des différents complexes par résonance 
paramagnétique électronique. 
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2.2. L'évaluation par résonance paramagnétique électronique de la 
persistance des complexes dans les conditions des tests enzymatiques  703
 
… l'influence du solvant sur la stabilité des complexes 
La spectrométrie de masse nous a permis une première approche du 
comportement des complexes en solution. Ainsi, nous avons élucidé la cause de 
l'absence d'activité inhibitrice des complexes C0. D'autre part, ces résultats semblent 
confirmer l'existence en solution de complexes C1-C4, caractérisés par une géométrie 
leur permettant d'interagir avec la protéase. Cependant, afin d'établir des relations plus 
précises entre la structure de ces complexes et leur activité antienzymatique, il nous a 
paru intéressant de compléter ces résultats par l'éclairage d'une technique 
complémentaire : la résonance paramagnétique électronique (RPE).  
En effet, la RPE est couramment utilisée pour caractériser les complexes 
possédant un centre paramagnétique comme le cuivre (II). Les spectres RPE 
permettent d'accéder à certaines informations structurales telles que la nature des 
ligands ou la géométrie des complexes. Cependant, ces données sont parfois délicates 
à interpréter. Par contre, une utilisation plus directe de cette technique consiste à 
obtenir "l'empreinte digitale" des composés étudiés afin d’en réaliser des études 
comparatives. 
Il nous a semblé opportun de nous intéresser à la stabilité des complexes C0-C4 
dans les milieux utilisés lors des tests enzymatiques, en nous affranchissant des aléas 
du processus d'ionisation propres à la spectrométrie de masse que nous avons décrits 
dans le point précédent.  
Nous avons, dès lors, entrepris en RPE une étude comparative du comportement 
des différents complexes selon qu'ils se trouvent dans du méthanol ou dans un tampon 
acétate 10 M fixant le pH à 5.5. Les échantillons de chaque complexe ont donc été 
solubilisés soit dans du méthanol, soit dans le tampon acétate, à une concentration de 
10 M . Afin de comparer le comportement de ces complexes avec celui de l’ion 
cuivrique libre, nous avons également étudié des solutions 10 M de perchlorate ou 
d’acétate de cuivre (II). Les spectres ont été pris à température ambiante après avoir 
introduit les solutions dans une cellule de quartz plate permettant de minimiser 





                                                 
∗ Les spectres de C2, C3 et C4 faiblement solubles dans le tampon acétate ont été pris à une 
concentation de 5.10-4 M. 
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aux complexes SETCEZ et C0, puis aux complexes C2, C3 et C4, et enfin au 
complexe C1. 
 L'influence du solvant ne se fait pas sentir sur l'allure des spectres des 
complexes SETCEZ et C01-02. On observe un signal identique pour les trois 
composés, que ce soit dans du méthanol ou dans le tampon acétate. Cette ressemblance 
traduit un mode de complexation commun à SETCEZ et aux complexes C0, à savoir 
l'implication d'un seul ligand tridentate, comme semblent l’indiquer les études de 
spectrométrie de masse. Pour éviter toute redondance, seul le spectre de SETCEZ dans 
le méthanol a été repris à la figure 2.6, les autres spectres se trouvant en annexe.  
 
 
Magnetic field (G)  
Figure 2.6. Spectre RPE à température ambiante de SETCEZ en solution dans du méthanol (10 M). 
Le signal est identique dans le tampon acétate. 
-3
Par ailleurs, si dans le méthanol, les complexes C2, C3 et C4 sont caractérisés 
par un signal propre, dans le tampon acétate, on observe des spectres similaires pour 
chaque complexe avec une seule bande large centrée vers 3300 G. La comparaison 
avec le spectre de l'acétate de cuivre (II) est particulièrement intéressante (Figure 2.7.). 
En effet, l'acétate de cuivre engendre exactement le même signal que ces complexes. 
L'interprétation de ce phénomène est claire : les complexes C2, C3 et C4 sont 
instables dans les conditions des tests enzymatiques ; une décomplexation se produit 
conduisant à une libération totale des ions cuivriques dans le milieu. L'activité 





Figure 2.7.  C










du signal dC3C4C 
omparaison des spectres RPE de l'ion cuivrique libre, ainsi que des complexes C2, C3 et 
empérature ambiante dans le tampon acétate 10-1M à pH 5.5. On peut remarquer la 
s différents signaux. 
contre, si C1 est bien caractérisé par un signal propre dans le méthanol, son 
ent dans le tampon acétate diffère de celui du cuivre (II) libre (Figure 2.8.). 
RPE de C1 présente cependant certaines similitudes avec celui de l'ion 
ce qui laisse à penser qu'une décomplexation partielle de C1 pourrait être 
e spectre de C1 résulterait, dès lors, de la superposition de deux signaux 
celui du cuivre libre et celui du complexe observé en cristallographie. Afin 
ercevoir ce phénomène, nous avons soustrait au spectre total la composante 
ue à l'acétate de cuivre (Figure 2.9.a.).  
Résultats 202 
 
Figure 2.8.: Comparaison entre le spectre RPE de l'ion cuivrique libre (ligne continue) et celui de C1 
dans le tampon acétate, à température ambiante.  
 
 Le signal résultant de cette simulation est caractérisé par deux bandes 
principales localisées entre 3000 et 3500 G, typiques de ce genre de complexes au 
cuivre (II) . Lorsqu'on le compare à celui de C1 pris dans le méthanol (Figure 2.9.b.), 
on observe presque le même profil, totalement différent de celui du cuivre libre.  
704
 On peut donc affirmer, à ce stade de notre travail, que C1 subsiste sous 
forme de complexe dans le milieu utilisé lors des tests enzymatiques, même si on 
ne peut négliger un phénomène de décomplexation partielle. L'activité inhibitrice 
de C1 peut donc, du moins en partie, être attribuée au complexe observé en 
cristallographie dont nous avons modélisé l'interaction avec la protéase par 
mécanique moléculaire. Par contre, les complexes C2, C3 et C4 ne sont pas 
suffisamment stables pour garder leur intégrité dans le tampon acétate. Leur 
décomplexation conduit à la libération de leurs ligands respectifs dans le milieu 
ainsi qu'à celle des ions cuivrique au bénéfice des acétates présents dans le 




Figure 2.9. a. Spectre RPE de C1 dans le tampon acétate (ligne continue). Le spectre simulé, en 
pointillé, résulte de la soustraction de la composante du signal due à l'ion cuivrique libre. b. 
Superposition des spectres RPE de C1 et de l'acétate de cuivre dans le méthanol. Le spectre simulé en 
a est semblable à celui de C1 dans le méthanol. 
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… la confrontation aux données biologiques 
 Si l'activité antiprotéolytique de C2 et C3 ne peut être attribuée aux complexes 
formés par deux ligands bidentates et l'ion cuivrique, deux explications peuvent être 
envisagées. La première consisterait à considérer que ce sont les ligands L2 ou L3 qui 
sont inhibiteurs de la protéase. Cette hypothèse est cependant infirmée : en présence 
d'EDTA, le cuivre (II) est en effet déplacé, libérant les ligands dans le milieu. Dans ces 
conditions, aucune activité inhibitrice n'est observée. 
La seconde hypothèse fait porter la responsabilité de l'inhibition à l'ion 
cuivrique libre. Nous avons vu dans le deuxième chapitre de l'introduction générale 
(pp. 63-65) que les ions cuivriques et mercuriques inhibent l'activité protéolytique de 
la protéase en agissant au niveau des cystéines 67/167 et 95/195 localisées 
respectivement en surface de l'enzyme et à l'intérieur de l'interface de dimérisation450, 
451. Deux pistes sont envisagées pour expliquer cette inhibition : l'ion cuivrique 
pourrait soit oxyder ces cystéines, soit s'y lier. Dans le premier cas, la création de ponts 
disulfures mènerait à l'agrégation des protéases entre elles et à leur 
précipitation442,452,453. Dans le second cas, la liaison du cuivre (II) aux cystéines se 
répercuterait sur toute la structuration de l'enzyme. Une déformation allostérique 
pourrait mener, de proche en proche, à la déstabilisation du complexe 
enzyme/substrat126,454. Quoiqu'il en soit, les deux mécanismes mènent à une 
inactivation dépendant du temps. Ce type d'inhibition, dépendant du temps, avait été 
mis en évidence lors des expériences de cinétique menées au laboratoire 
d'enzymologie moléculaire et fonctionnelle du Professeur M. Reboud-Ravaux. Dès 
lors, il nous a semblé fort probable que l'inhibition de la protéase soit due aux ions 
cuivriques libérés dans le milieu.  
 
Afin de vérifier le rôle joué par les ions cuivriques, l'équipe du Professeur 
Reboud a entrepris de tester en parallèle l'activité des complexes C1-C4 et celle de 
l'ion cuivrique libre. Pour travailler en conditions optimales, les tests ont été réalisés à 
pH 6.5 dans un tampon phosphate. Ces nouvelles données biologiques concordent 
avec les résultats que nous avons obtenus en RPE.  
En effet, les courbes d'inhibition des complexes C2, C3 et C4 se superposent 
parfaitement à celle du CuCl2 obtenue dans les mêmes conditions (Figure 2.10.). On 
observe donc clairement l'inhibition due à la libération des ions cuivriques dans le 
milieu suite à la décomplexation de C2, C3 et C4.  
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Par contre, l'inhibition de la protéase du VIH-1 par C1 conduit à une courbe 
sigmoïdale distincte de celle de CuCl2 (Figure 2.11.). Ceci démontre que l'inhibition 
observée pour C1 peut être attribuée à deux phénomènes. D'une part, la 
décomplexation partielle de C1 induit la libération d'ions cuivriques dans le milieu. 
Ces ions inactivent l'enzyme selon un mécanisme dépendant du temps. D'autre part, 
C1 subsiste partiellement sous forme de complexe. C'est ce complexe qui provoque 
l'inhibition compétitive de la protéase. 
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Figure 2.10. Inhibition de la 
protéase du VIH-1 (22.7 nM) par 
C2, symbolisé par des cercles 
blancs, et par CuCl2, symbolisé par 
des carrés noirs. Conditions 
expérimentales : tampon phosphate 
de sodium 0.025 M, pH 6.5, 
303°K. Les deux courbes se 
superposent parfaitement. 
% inh. 
Figure 2.11. Inhibition de la 
protéase du VIH-1 (22.7 nM) par 
C1, symbolisé par des cercles 
blancs, et par CuCl2, symbolisé par 
des carrés noirs. Conditions 
expérimentales : tampon phosphate 
de sodium 0.025 M, pH 6.5, 
303°K. L'inhibition due à C1 est
distincte de celle du cuivre (II) 
libre. 
Une estimation des valeurs de Ki caractérisant l'interaction entre la protéase et 
C1 sous forme de complexe, d'une part, et l'ion cuivrique libre, d'autre part, a pu être 
réalisée à partir des données de cinétique : le complexe C1 et le cuivre (II) libéré suite 
à sa décomplexation ont tous deux des constantes d'inhibition d'environ 1 µM.  
Par ailleurs, nous avons vu que les ions cuivriques inactivent la protéase en 
agissant au niveau des cystéines 67/167 et 95/195. Dès lors, une protéase 
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recombinante, dont les cystéines ont été mutées en alanines, ne devrait pas subir l'effet 
de ces ions cuivriques, tout en conservant une structuration et une activité enzymatique 
identique à celle de la protéase sauvage. Il a donc semblé intéressant de confirmer ces 
résultats en testant chaque complexe vis-à-vis de la protéase mutée .  ∗
Comme nous nous y attendions, C1 conserve une activité inhibitrice sur la 
protéase mutée (>20% à une concentration en C1 d'environ 1.7-2.0 µM), alors 
qu'aucun effet inhibiteur n'est observé pour le cuivre (II) aux mêmes concentrations. 
Contrairement à C1, les complexes C2, C3 et C4 ne présentent aucune activité 
inhibitrice sur la protéase mutée, dans une gamme de concentration allant de 0.5 à 5.0 
µM. Ces résultats sont en accord avec les travaux de Karlström et Levine. Ceux-ci ont 
démontré que seuls des complexes au cuivre (II), et non les ions cuivriques libres, 
pouvaient inhiber la protéase mutée, en agissant de manière compétitive au niveau du 
site actif de l'enzyme .  450
Ces données biologiques complémentaires permettent d'éclairer sous un jour 
nouveau les résultats que nous avions obtenus lors de la caractérisation par RPE des 
complexes C1-C4 en solution. Elles montrent que seul C1, subsistant partiellement 
sous forme de complexe dans le milieu utilisé lors des tests enzymatiques, est apte à 
inhiber la protéase de manière compétitive. C2, C3 et C4 ne sont pas suffisamment 
stables pour persister sous forme de complexe dans ce milieu. Ils libèrent leur ions 
cuivriques qui inactivent l'enzyme en agissant au niveau des cystéines.  
                                                 
∗ La protéase mutée est un don du Dr D.A. Davis (NIH, Bethesda, USA). 
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2.3.  Conclusion 
 
… les apports d'une caractérisation structurale en solution 
Ce deuxième volet de résultats nous a permis de lever le voile sur l'origine de 
l'activité inhibitrice des complexes métallo-organiques que nous étudions. Ainsi, nous 
avons montré que les complexes formés à partir du ligand L0 n'adoptent pas, en 
solution, une géométrie adéquate pour interagir avec la protéase. Parmi les espèces 
observées en solution, le mode de chélation tridentate semblable à celui de SETCEZ 
est favorisé. Dans certains cas, un deuxième ligand bidentate vient compléter la 
coordination, à l'image de la structure de C01 obtenue en cristallographie, engendrant 
une gène stérique au niveau des aspartates catalytiques lors de l’interaction avec la 
protéase.  
Les complexes C2, C3 et C4 formés à partir de deux ligands bidentates de type 
quinoléine carboxamide étaient susceptibles d'inhiber compétitivement la protéase. 
Cependant, les études de RPE ont montré sans ambiguïté que, dans le tampon acétate 
utilisé lors des tests enzymatiques, un phénomène de décomplexation se produit 
menant à la libération complète des ions cuivriques dans le milieu. L'activité 
inhibitrice observée pour ces complexes peut, dès lors, être attribuée à l'action non 
compétitive des ions Cu  libres au niveau des cystéines 67/167 et 95/195.  Ce 2+
phénomène a été confirmé par l’absence d’activité inhibitrice de ces composés vis à 
vis de la protéase mutée.  
Enfin, le complexe C1 fait preuve d'une stabilité suffisante pour persister 
partiellement sous sa forme complexée dans le tampon acétate. On peut considérer que 
son mécanisme d'inhibition présente deux facettes. Le complexe cristallographique 
formé de deux ligands bidentates se lie bien de manière compétitive au sein du site 
actif de l'enzyme ; mais la libération d'une certaine quantité d'ions cuivriques dans le 
milieu conduit également à une inhibition non compétitive. 
Au-delà de la clarification des mécanismes d'action de cette nouvelle famille 
d'inhibiteurs, cette caractérisation expérimentale montre que l'étude du comportement 
en solution des complexes métallo-organiques est incontournable. Les stratégies de 
conception de médicaments classiques, portant sur de petites molécules organiques, 
peuvent généralement s'affranchir de cette étape. En effet, lorsque l'on dispose de la 
structure cristallographique d'une molécule organique à intérêt pharmaceutique, on 
peut assimiler cette structure à celle existant en solution, moyennant quelques 
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adaptations mineures comme, par exemple, des réarrangements conformationnels ou 
des protonations. Par contre, la caractérisation structurale de complexes métallo-
organiques ne peut se contenter des études de DRX. Une structure cristallographique 
d'un complexe démontrera la possibilité de former ce complexe dans un champ 
cristallin. Elle ne donnera par contre aucune indication sur les espèces présentes en 
solution qui pourront, en outre, varier suivant le milieu étudié.  
Cependant, il faut insister sur la complémentarité des études expérimentales que 
nous avons menées, que ce soit à l'état cristallin ou en solution. Elles apportent 
chacune leur éclairage au problème étudié et  toutes présentent des limites dont il faut 
prendre compte dans son analyse. Comme nous venons de le dire, les techniques de 
DRX ne permettent pas d'appréhender la distribution des espèces complexées 
rencontrées en solution. C'est pourtant grâce à ces études que nous connaissons la 
structure tridimensionnelle de C1, qui a servi de point de départ à la modélisation de 
son interaction avec la protéase.  
Les études de spectrométrie de masse à ionisation par électrospray illustrent 
bien qu'en solution, de nombreuses espèces différentes, ligands comme complexes, se 
côtoient en proportions variées.  Cependant, il ne faut pas perdre de vue que la 
méthode d'ionisation, même douce, entraîne quelques biais. Ainsi, les molécules 
neutres, non ionisées sont indétectables ; le phénomène complexe d'ionisation risque, 
en outre, de provoquer la rupture de certaines liaisons ligand/métal, ou, au contraire, 
de favoriser la formation de complexes plus exotiques, impliquant par exemple un 
nombre inhabituel de ligands. Compte tenu de ces limites, nous avons effectué dans ce 
chapitre une étude qualitative de la composition moléculaire de la solution, les 
intensités des pics ne reflétant que d'une manière indicative les proportions relatives de 
chaque espèce.   
La RPE apporte de précieux renseignements sur la stabilité des complexes dans 
les tampons utilisés lors des tests enzymatiques. Cependant, nous sommes consciente 
que les spectres présentés ici ont une résolution assez faible, qui interdit toute analyse 
structurale poussée, comme la détermination des facteurs g ou des constantes de 
couplage A. Pour surmonter ce problème, il aurait fallu, soit travailler à plus haute 
concentration, ce que la faible solubilité des composés interdisait, soit entreprendre des 
études à basse température. Comme nous disposions des informations souhaitées, nous 
permettant d'interpréter les données biologiques, nous avons préféré reporter ce travail 
expérimental assez lourd. 
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…la stabilité des complexes métallo-organiques, une propriété incontournable 
A l'issue de ce chapitre, il apparaît que si on se tourne vers la conception de 
complexes métallo-organiques à visée thérapeutique, il est indispensable de prendre en 
compte leur stabilité. Le terme stabilité est en lui-même assez vague. Avant de 
poursuivre cette discussion, il est bon de redéfinir brièvement sa signification.  
On distingue généralement la stabilité thermodynamique d'un complexe de sa 
stabilité cinétique698,705. La première fait appel aux notions thermodynamiques telles 
que l'enthalpie libre du système. Ainsi, dire qu'un complexe est stable dans un tampon 
particulier signifie qu'aucune réaction avec un composant de ce tampon (solvant, 
contre-ion, …) n'est susceptible de diminuer l'enthalpie libre du système. La stabilité 
thermodynamique d'un complexe MLn est caractérisée par une constante de stabilité 
(ou de formation) globale βn = [MLn]/[M][L]n qui est en fait le produit des constantes 
de formation partielles (K1, …, Kn) correspondant à l'ajout successif de n ligands sur le 
centre métallique. 
Par contre, la stabilité cinétique porte, comme son nom l'indique, sur la vitesse à 
laquelle le système va évoluer pour atteindre un nouvel état d'équilibre. On trouve à ce 
niveau la notion de complexe labile ou inerte : un complexe labile est un complexe 
dont les ligands seront rapidement échangés∗. Au cours de ce travail, nous 
n'aborderons la stabilité des complexes que sous leur aspect thermodynamique. 
Les études de RPE ont montré que seuls les complexes suffisamment stables 
étaient susceptibles d'inhiber compétitivement la protéase. La libération des ions 
cuivriques provoque un phénomène d'inhibition non compétitive au niveau des 
cystéines de l'enzyme, mais ce type d'inhibition est difficilement optimalisable, 
puisqu’il est impossible de proposer des modulations structurales au niveau des 
ligands. En outre, il faut rappeler qu'en milieu physiologique, la concentration de Cu2+ 
libre est très faible, ce qui permet d'éviter des dommages oxydatifs importants (voir 
également le chapitre 4 de l'introduction générale). Il existe en effet dans l’organisme 
une multitude d'espèces susceptibles de complexer le cuivre (II) libre ou d'entrer en 
compétition avec les ligands organiques qui forment le médicament potentiel.  L'étude 
de la stabilité des complexes métallo-organiques à visée thérapeutique est donc 
incontournable et doit se faire en prenant compte des caractéristiques physico-
                                                 
∗ On peut suivre facilement la vitesse de cet échange par l'utilisation d'isotopes marqués. Ainsi, une 
expérience courante consiste à mesurer la vitesse d'échange d'un ion métallique entre l'ion solvaté et le 
complexe : MLn + *M(H2O)n  *MLn + M(H2O)n. 
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chimiques du milieu étudié (conditions de pH, présence d'autres ligands complexant, 
etc..).  
Si on compare la stabilité relative des différents complexes qui font l'objet de 
cette thèse, on se rend compte que dans le tampon cinétique SETCEZ, inhibiteur 
purement compétitif483, est plus stable que C1, lui-même plus stable que C2, C3 et C4. 
On peut dès lors se demander à quoi est due cette différence de comportement. 
La stabilité thermodynamique des complexes de coordination est influencée par 
de nombreux phénomènes qui font l'objet de livres de référence spécialisés comme par 
exemple les références 706 et 688. En voici quelques-uns.  
La nature du métal joue un rôle important dans la stabilité des complexes : la 
série d'Irving-Williams permet une première approche de ce problème. Ces auteurs ont 
montré que pour un ligand donné, la stabilité des complexes avec les ions métalliques 
dipositifs évolue en fonction de la taille de l'ion, de son potentiel d'ionisation et de 
l’effet de stabilisation du champ des ligands: 
Ba2+ < Sr2+ < Ca2+ < Mg2+ < Mn2+ < Fe2+ < Co2+ < Ni2+ < Cu2+ > Zn2+ 
On observe que la stabilité augmente progressivement et atteint un maximum 
pour l'ion cuivrique, ce qui dans notre cas est particulièrement favorable*. 
La nature du ligand influencera également la stabilité du complexe formé707. 
Ainsi, on peut faire appel à la théorie de Pearson basée sur le concept d'acides et de 
bases durs et mous pour expliquer la plus grande affinité de certains éléments 
donneurs d'électrons (les ligands ou bases de Lewis) pour certains accepteurs 
d'électrons (les métaux ou acides de Lewis). Les ions métalliques durs sont ceux qui se 
comportent comme le proton dans leur liaison avec le ligand. Ils sont petits, souvent 
très chargés et leurs électrons de valence sont difficiles à déformer ou à enlever. Les 
ions métalliques mous sont gros, faiblement chargés ou possèdent des électrons de 
valence faciles à déformer ou à enlever. Ils se lient fortement aux ligands très 
polarisables qui possèdent souvent une affinité très faible pour le proton. De manière 
similaire, les ligands sont divisés entre ceux qui ne sont pas polarisables (les durs) et 
sont qui sont polarisables (les mous). L'expérience montre, d'une manière générale, 
que les complexes les plus stables sont ceux qui sont formés par des acides durs et des 
bases dures ou par des acides mous et des bases molles708. Le cuivre (II) peut être 
considéré comme un acide intermédiaire entre les durs et les mous. Il présentera, dès 
                                                 
* Mais pas suffisant puisque les composés que nous étudions subissent un phénomène de 
décomplexation! 
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lors, une affinité pour les bases intermédiaires comme la pyridine, l'aniline ou l'ion 
nitrite. Notons que les complexes que nous étudions possèdent tous cette liaison 
favorable Cu2+/pyridine.  
Une stabilisation particulière observée dans nos complexes est due à ce qu'on 
appelle l'effet chélate : les complexes contenant des cycles chélatants sont en général 
plus stables que les complexes similaires sans cycle. L'origine de ce phénomène peut 
être compris si on retourne aux principes de la thermodynamique709,710. Rappelons, en 
effet, qu'une constante d'équilibre, comme la constante de stabilité, est liée à la 
variation d'enthalpie libre : 
-RT ln K = ∆G° = ∆H° - T∆S° 
 La contribution enthalpique influence peu l'effet chélate. Ce sont donc les effets 
entropiques qui vont contribuer à stabiliser les systèmes contenant des ligands 
multidentates. Une augmentation du désordre est associée à une augmentation 
concomitante de l'entropie. Un complexe possède dès lors une entropie plus faible que 
ses constituants séparés et donc indépendants. Si on compare la libération de deux 
ligands monodentates par rapport à celle d'un seul ligand bidentate, on se rend compte 
que l'augmentation du désordre sera plus grande dans le premier cas. Le phénomène de 
décomplexation est donc favorisé dans le cas de ligands monodentates. A l'inverse, 
c'est une stabilisation supplémentaire qui est observée lors de la complexation du 
ligand bidentate. On peut faire une interprétation plus intuitive de ce phénomène. 
Lorsqu'une seule extrémité d'un ligand bidentate est coordinée, la concentration 
effective de l'autre extrémité dans le système, et donc la probabilité qu'elle se lie au 
métal, sont élevées, car cette extrémité est contrainte de rester près du cation. Ces 
explications sont toutes deux assez simplistes au vu de la complexité de la 
thermodynamique impliquée dans la chélation, mais permettent une première approche 
assez efficace du phénomène.  
 L'effet chélate varie avec la taille du cycle formé par coordination. 
Contrairement aux cycles organiques, les cycles chélates les plus stables sont 
généralement les cycles à cinq membres plutôt que les cycles à six membres. En effet, 
l'atome métallique est plus gros que l'atome de carbone et les angles de chélation (L-
M-L) autour du métal sont de 90° dans les complexes plan carré et octaédriques, 
contre un angle optimum de 109.5° pour le carbone tétraédrique. Dans un cycle chélate 
à cinq membres, les valeurs des différents angles de valence se rapprocheront, dès lors, 
plus des valeurs idéales que dans un cycle à six membres. Pour les cycles à six 
membres présentant des effets de résonance significatifs, une stabilisation 
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supplémentaire est observée. Ces règles ne sont cependant pas universelles. De 
nombreuses exceptions existent comme en témoigne, par exemple, la référence 711. 
Dans le cas des complexes que nous étudions, C1 qui présente des cycles 
chélates à six membres est plus stable que C2, C3 et C4 caractérisés par des cycles 
chélates à cinq membres. Cela peut paraître contradictoire à ce que nous venons 
d'énoncer. Cependant, il ne faut pas perdre de vue que d’autres effets peuvent 
intervenir dans la stabilisation des complexes. Nous étudierons en détail les différentes 
contributions à la stabilité de C1 et C2 dans le chapitre suivant. 
D'un point de vue entropique, la conformation adoptée par les ligands entre 
également en compte dans la stabilisation du complexe712. En effet, quand un ligand 
rigide non complexé se trouve dans une conformation préorganisée pour la 
complexation, le coût énergétique nécessaire à son réarrangement lors de la chélation 
est nul.  Cette préorganisation peut, en outre, apporter une sélectivité vis-à-vis de 
certains métaux, de certaines géométries et même favoriser un étage d'oxydation par 
rapport à un autre. Les ligands rigides, orientant correctement les atomes impliqués 
dans la chélation, favoriseront donc la formation de complexes plus stables.  
On peut ainsi prendre l'exemple de SETCEZ dont le ligand libre adopte la 
même conformation que lorsqu'il est complexé. Cette conformation est, en effet, 
stabilisée par la formation de deux ponts H intramoléculaires entre les azotes 
pyridiniques et le proton de l'azote central. D'après nos résultats expérimentaux, 
SETCEZ reste bien sous forme de complexe en solution; il présente donc une stabilité 
plus élevée que les autres complexes qui doivent subir un réarrangement 
conformationnel avant leur complexation.  
Enfin, la nature même des ligands va influencer la stabilité des complexes. 
Différents effets stéréoélectroniques peuvent mener à l'enrichissement de la densité 
électronique au niveau du site de chélation. Si on considère le complexe C1, on peut 
s'attendre à un effet électrodonneur des méthoxys substituant le cycle 
triméthoxyphényle qui stabiliserait son interaction avec le Cu2+. 
 
Nous voyons donc que de nombreux facteurs peuvent influencer la stabilité des 
complexes métallo-organiques. Lors de la conception de composés de coordination à 
visée thérapeutique, comme ceux que nous étudions dans le cadre de l'inhibition de la 
protéase du VIH-1, il est indispensable de rechercher des molécules suffisamment 
stables pour agir en tant que complexes. Afin de dégager les critères nécessaires à 
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l'obtention de complexes stables, il est intéressant de se tourner vers des méthodes 
théoriques prédictives. Alors que la mécanique moléculaire classique ne permet pas 
l'évaluation de propriétés énergétiques fines telles que celles qui interviennent lors du 
processus de complexation, et que la mécanique quantique peut s'avérer extrêmement 
coûteuse en temps de calcul, l'approche des champs de forces polarisables offre une 
alternative intéressante.  
A cet effet, nous consacrerons la dernière partie de cette thèse à l'adaptation de 
la méthode SIBFA (Sum of Interactions Between Fragments Ab initio computed), 
développée par le docteur N. Gresh, aux complexes au cuivre (II) que nous étudions. 
Nous verrons que cette procédure met en évidence certains effets stéréoélectroniques à 
l'origine de la meilleure stabilité de C1. D'une manière plus générale, nous montrerons 
qu'il est possible d'envisager, avec SIBFA, une approche prédictive de la stabilité de 
tout complexe au cuivre (II). 
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3. Evaluation théorique des propriétés énergétiques de complexes au 
cuivre(II) par la méthode SIBFA664 
 
 Au cours du chapitre précédent, nous avons vu que, pour développer des 
complexes métallo-organiques à visée thérapeutique, il était crucial d'en étudier la 
stabilité thermodynamique. Ainsi, dans le cas de nos travaux sur l'inhibition de la 
protéase du VIH-1 par des complexes au cuivre, les techniques expérimentales de 
spectrométrie de masse et de résonance paramagnétique électronique ont permis de 
montrer, de manière indirecte, que seul C1 est susceptible de persister sous sa forme 
complexée en proportion suffisante pour inhiber compétitivement la protéase.     
 La stabilité thermodynamique d'un complexe peut être quantifiée plus 
directement par la détermination des constantes de stabilité. Dans le cas simple où un 
seul complexe, de formule empirique connue, est formé, la mesure de la concentration 
en ions métalliques et en ligands non complexés est suffisante pour déterminer la 
constante de formation. Il existe plusieurs méthodes, spectroscopiques ou non, pour 
réaliser ces mesures713. Cependant, dans le cas plus général où il faut déterminer une 
série de constantes de formation pour avoir accès à la constante de stabilité globale du 
système, comme dans le cas des complexes que nous étudions, le problème est plus 
difficile. On utilise alors des méthodes spectrophotométriques ou potentiométriques 
couplées à des logiciels informatiques spécialisés pour déterminer à la fois les 
constantes de formation des complexes et les constantes de stabilité698.   
 Parallèlement à ces mesures expérimentales, il est intéressant de disposer de 
méthodes prédictives donnant un aperçu, in silico, de la stabilité relative d'une série de 
complexes tels que ceux qui font l'objet de cette étude. En l'absence de l'expertise et de 
l'équipement requis pour déterminer les constantes de stabilité empiriques des 
complexes C0-C4, nous nous sommes focalisée, au cours de cette thèse, sur 
l'évaluation théorique de cette propriété.  
 Dans cette optique, les méthodes de calcul classiques, de mécanique quantique 
ou de mécanique moléculaire, présentent de sérieuses limitations. Ainsi,  comme nous 
l'avons dit dans le chapitre dédié aux matériels et méthodes, la mécanique quantique 
est rapidement trop coûteuse en temps de calcul lorsque la taille du système dépasse 
quelques dizaines d'atomes et qu'il faut inclure des effets de solvant ou de corrélation 
électronique. Par ailleurs, la mécanique moléculaire classique permet d'approcher 
l'aspect structural des complexes mais s'avère impuissante à modéliser des propriétés 
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électroniques fines telles que celles impliquées dans les phénomènes de complexation 
et de stabilisation des complexes métallo-organiques.  
 Les champs de forces polarisables peuvent être considérés comme une des 
alternatives à ces limitations*. Parmi les différentes approches possibles, la méthode 
SIBFA nous a semblé adéquate pour traiter ces problèmes de stabilité. En effet, cette 
procédure a porté ses fruits dans le domaine de la modélisation de systèmes 
comportant des espèces métalliques tels que le zinc, le calcium, le magnésium ou le 
cadmium. Elle permet en outre de traiter des systèmes macromoléculaires comme les 
protéines.  
  En collaboration avec le concepteur de cette méthode, le Dr N. Gresh∗∗ ainsi 
qu'avec le Dr C. Giesnner-Prettre***, nous avons adapté la procédure aux complexes au 
cuivre(II) et nous l'avons appliquée aux complexes qui font l'objet de cette étude. 
 Ce troisième chapitre est, dès lors, consacré à la modélisation des complexes au 
cuivre (II) par la méthode SIBFA. Dans un premier point, nous présenterons son 
paramétrage et sa validation pour l'étude de l'interaction de Cu2+ avec différents 
ligands types. Nous montrerons ensuite que la méthode SIBFA est apte à reproduire la 
géométrie des complexes octaédriques au cuivre (II). Dans un second temps, nous 
ferons le point sur les propriétés énergétiques de ces complexes. Nous verrons que 
SIBFA permet de prévoir les stabilités relatives des complexes C1 et C2 ; nous 
investiguerons plus particulièrement les facteurs structuraux provoquant une meilleure 
stabilisation de C1. Enfin, nous parlerons des nombreuses perspectives que cette 
méthode originale ouvre, tant dans le domaine de la modélisation des complexes au 
cuivre, que dans celui de systèmes protéiques incluant des centres métalliques tels que 
la protéase du VIH-1 en interaction avec le complexe C1.  
                                                 
* Pour une description plus approfondie des champs de forces polarisables et en particulier de la 
méthode SIBFA, voir aussi le point 2.3. du chapitre 'matériel et méthodes' et les références qu'il 
contient. 
∗∗ Laboratoire de Pharmaco-Chimie Moléculaire et Structurale, Université René Descartes, Paris. 
*** Laboratoire de Chimie Théorique, Université Pierre et Marie Curie, Paris. 
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3.1.  La modélisation des complexes au cuivre(II) par la méthode SIBFA     
  
 … l'adaptation de la procédure aux complexes au cuivre(II) 
 Dans le cadre d’une collaboration avec les Dr N. Gresh et C. Giessner-Prettre, 
une adaptation de la méthode SIBFA aux complexes au cuivre(II) a été entreprise. 
Dans un souci de clarté, nous présentons ici brièvement la démarche suivie pour y 
arriver.  
 Comme nous l'avons expliqué dans le chapitre consacré aux matériel et 
méthodes, SIFBA, par l'approximation du 'rotor rigide', considère les molécules 
comme un ensemble de fragments rigides indépendants, bougeant les uns par rapport 
aux autres. Le temps économisé en supprimant les termes de déformation de liaisons et 
d'angles permet d'affiner l'évaluation de l'énergie attribuée aux interactions 
intermoléculaires (ou interfragmentales). Cette énergie et les différentes contributions 
énergétiques qui la composent peuvent être directement comparées à celles obtenues 
par calcul ab initio de haut niveau incluant ou non de la corrélation électronique.  
 Dès lors, le paramétrage de l'interaction Cu2+/ligand est toujours suivi d'une 
étape de validation : les énergies obtenues suite aux minimisations en SIBFA sont 
systématiquement comparées à celles découlant de la décomposition de l'énergie 
d'interaction obtenue en mécanique quantique*. Rappelons, à ce propos, que les 
différentes contributions énergétiques prises en compte par la méthode SIBFA 
comprennent un terme électrostatique, EMTP, un terme répulsif, Erep, un terme de 
polarisation, Epol, un terme de transfert de charge, Ect, et un terme de dispersion Edisp.  
Einter = EMTP + Erep + Epol + Ect + Edisp 
Ainsi, les quatre premières contributions sont comparées à leurs homologues 
quantiques au niveau Hartree-Fock (HF), tandis que le terme de dispersion évolue 
parallèlement au gain d'énergie obtenu en incluant de la corrélation électronique dans 
les calculs ab initio (méthodes MP2 et/ou DFT**).  
Le paramétrage de l'interaction Cu2+/ligand a porté sur un certain nombre de 
petits ligands couramment rencontrés en chimie de coordination et chimie bio-
inorganique. Dans un premier temps, l'étude s'est tournée vers des complexes formés à 
                                                 
* La procédure CSOV714 (constrained space-orbital variation) permet une telle décomposition de 
l'énergie d'interaction calculée au niveau HF. 
** Ces méthodes de mécanique quantique sont bien expliquées dans le livre d'A.Leach : 'molecular 
modelling, principles and applications' 624,715. 
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partir de l'ion cuivrique et d'un seul ligand, neutre ou anionique. Ainsi, parmi les 
ligands choisis, on retrouve l'eau, le méthanol, l'acide formique, le formamide, 
l'imidazole, la pyridine, la quinoléine, de même que les anions hydroxyle, 
méthylthiolate, formate et perchlorate. Dans le cas du formate et du perchlorate, les 
modes de complexation monodentate et bidentate ont été envisagés. Remarquons que 
les molécules reprises en italique sont, en fait, les fragments constitutifs impliqués 
dans la chélation des complexes C1-C2 et de leurs dérivés. Les énergies obtenues par 
SIBFA reproduisent assez fidèlement celles obtenues en mécanique quantique, avec 
une erreur relative inférieure à 3 %.   
Dans un second temps, une étude de complexes formés à partir de plusieurs 
ligands a été entreprise. Dans ce cas, les ligands envisagés sont respectivement l'eau, le 
formate et le perchlorate. Les complexes étudiés comprenaient différentes 
combinaisons de ces ligands, comme, par exemple, l'ion cuivrique entouré de six 
molécules d'eau, ou de deux formates, ou encore de deux perchlorates et de quatre 
molécules d'eau. Les calculs quantiques donnent ici aussi des résultats en accord avec 
ceux obtenus par SIBFA, avec une erreur relative inférieure à 2.5 %.  
 
Figure 3.1. Structure du complexe 
binucléaire [Cu(HCOO)2.H2O]2 
optimisée en SIBFA. Code des 
couleurs : Cu : jaune, C : vert, O : 
rouge, H : blanc . 
Enfin, la modélisation d'un complexe 
binucléaire, comprenant deux ions cuivriques, 
[Cu(HCOO)2.H2O]2, a été envisagée. De nouveau, 
les résultats obtenus sont bien en accord avec ceux 
de mécanique quantique (2.5% d’erreur relative). 
Notons que la structure obtenue suite à la procédure 
de minimisation est comparable à celle de l'acétate 
de cuivre à l'état cristallin, dont nous reparlerons 
dans le point suivant (Figure 3.1.). 
 
L'étude par la méthode SIBFA de complexes formés à partir de plusieurs 
ligands présente cependant plusieurs limitations. Une des plus importantes provient de 
la nature particulière, en couche ouverte, de l'ion cuivrique. Nous avons vu dans le 
premier chapitre de résultats de cette thèse (pp. 148-153) que la configuration 
électronique en 3d9 du cuivre (II) est à l'origine de l'effet Jahn-Teller. Cet effet se 
traduit par une stabilisation de certaines géométries caractérisant les complexes formés 
à partir de l'ion cuivrique. On retrouve ainsi quasi exclusivement la géométrie 
octaédrique déformée tétragonalement et ses arrangements limites, lorsque les ligands 
s'éloignent trop pour conserver une liaison: la pyramide à base carrée et le plan carré.  
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La version initiale de SIBFA, que nous avons utilisée au cours de notre thèse, 
ne permettait pas de modéliser les effets dus au champ de ligands et donc de prendre 
en compte l'effet Jahn-Teller. Dès lors, seuls les complexes octaédriques étaient 
susceptibles d'être étudiés, tout en gardant à l'esprit que la déformation tétragonale ne 
serait pas rendue. En effet, si on prend l'exemple d'un complexe possédant quatre 
coordinations, les répulsions entre ligands vont favoriser une géométrie tétraédrique et 
non un plan carré, comme celui que l'on rencontrerait au sein d'un complexe au cuivre 
(II). Compte tenu de cette limitation, nous n'avons modélisé que les complexes C1, C2 
et leurs dérivés, réservant SETCEZ et les complexes C0 à une étude ultérieure. 
A l'heure actuelle, une version de SIBFA incluant dans la description de 
l'énergie d'interaction un terme supplémentaire pouvant rendre compte des effets de 
champ de ligands est en développement657. Les premiers résultats sont encourageants : 
la modélisation du cuivre hydraté [Cu(H2O)6]2+, par exemple, montre bien une 
élongation des liaisons apicales (distances O-Cu : 1.99Å en équatorial et 2.17Å en 
axial) alors que la version que nous avons utilisée donne six distances identiques  
(2.06Å).  
  L1a 
Figure 3.2. Fragments constitutifs
des ligands L1a et L2a. Pour plus
de clarté, les atomes d'hydrogène et
de carbone ne sont pas représentés







Après l'étape de paramétrage et de 
validation basée sur des complexes formés à partir 
de ligands monofragmentaux, il était utile de 
s'assurer que la méthode SIBFA reproduisait 
correctement les résultats de mécanique quantique 
lorsque l'on passait à l'étude de ligands plus 
volumineux constitués de plusieurs fragments. 
Comme un des objectifs initiaux de l'adaptation de 
SIBFA aux complexes au cuivre (II) portait sur la 
modélisation de C1 et C2, nous avons choisi 
d'étudier des dérivés tronqués de ces deux 
complexes parallèlement par les méthodes SIBFA, 
HF et DFT.  
 
Ces complexes tronqués, que nous avons appelés C1a et C2a, sont formés à 
partir de deux ligands L1a et L2a dont la composition fragmentale est reprise à la 
figure 3.2. On peut remarquer que ces ligands sont constitués exactement à partir des 
mêmes fragments, c'est-à-dire une molécule de pyridine, de formamide et de méthane, 
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la seule différence étant que dans le cas de L1a, la molécule de formamide est liée à la 
pyridine par l'azote amidique, tandis que dans le cas de L2a, c'est le carbone amidique 
qui assure la jonction. Lors de la constitution des complexes, nous avons placé, dans 
cette étape préliminaire de nos calculs, des molécules de formate en position apicale. 
Ces formates peuvent être assimilés à des molécules d’acétate tronquées.  
Deux conformations distinctes de chaque ligand ont été prises en compte lors de 
leur interaction avec l'ion cuivrique (Figure 3.3.). Dans la première conformation, que 
nous qualifierons de trans, l'oxygène amidique se trouve en trans de l'azote 
pyridinique. La coordination se fait donc uniquement au niveau de cet azote et de celui 
d'un oxygène de l'anion formate. Quatre coordinations caractérisent donc les 
complexes C1a-trans et C2a-trans. Dans la seconde conformation, appelée cis, 
l'oxygène amidique et l'azote pyridinique sont en cis l'un par rapport à l'autre, et 
assurent donc tous deux la chélation au métal. Cet arrangement à six coordinations est 
celui que l'on observe pour C1 et C2 en cristallographie.  
 
C1a-cis     C1a-trans 
 
 
C2a-cis     C2a-trans 
 
Figure 3.3.  Structure de C1a et C2a dans leur arrangement cis et trans après leur optimisation en 
SIBFA. Pour les complexes trans, les pointillés noirs indiquent les ponts H intramoléculaires et les 
traits de couleur plus fins, la deuxième liaison entre le cuivre et l'anion formate. Code des couleurs :  
Cu : fuchsia, C : vert, O : rouge, N : bleu, H : blanc.  
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 Les énergies correspondant à chaque complexe ont été obtenues suite à une 
procédure de minimisation dans le vide en SIBFA, en HF et en DFT. Pour tenir 
compte du coût énergétique de la réorganisation des ligands flexibles lors de leur 
complexation, l'énergie de ces ligands libres optimisés a été soustraite deux fois à celle 
du complexe. Les résultats obtenus montrent unanimement que C1a est plus stable que 
C2a, que ce soit selon l'arrangement cis ou trans (Tableau 3.1.). Lorsque l'on ne tient 
pas compte de la contribution de dispersion en SIBFA, les énergies reproduisent celles 
obtenues par HF avec moins de 2% d'erreur relative. Le passage à un niveau théorique 
incluant la corrélation électronique permet de rester dans une fourchette de 4 à 5% 
d'erreur.  
Si on compare les énergies des conformations cis et trans, on remarque qu'aussi 
bien au niveau HF qu'en DFT, la conformation trans est la plus stable que ce soit pour 
C1a que pour C2a. Cette tendance se retrouve dans les résultats obtenus par SIBFA, à 
l'exception notable de l'énergie de C1a incluant le terme de dispersion. On touche dans 
ce cas aux limitations de la méthode, et plus particulièrement de la formulation de 
Edisp.  
  
Tableau 3.1. Energies d'interaction intermoléculaire (méthodes SIBFA, HF et DFT) dans les 
complexes formés par l'ion cuivrique et les ligands tronqués L1a et L2a (kcal/mol). Les différentes 
contributions à l'énergie d'interaction de SIBFA sont également reprises.  
 C1a-trans C1a-cis C2a-trans C2a-cis 
EMTP -634.2 -663.9 -626.3 -652.4 
Erep 103.0 117.4 103.7 112.6 
Epol -83.6 -65.6 -91.3 -54.8 
Ect -16.4 -10.9 -17.2 -10.8 
Etor 3.2 -2.1 6.4 1.8 
∆E(SIBFA)* -628.0 -625.1 -619.7 -603.5 
∆E(HF)** -640.1 -624.2 -623.7 -614.7 
Edisp -44.7 -51.6 -47.2 -46.8 
∆Etot(SIBFA) -672.7 -676.8 -666.9 -650.3 
∆E(DFT)*** -703.5 -682.2 -694.5 -677.6 
Energies d'interaction obtenues: 
* sans tenir compte du terme de dispersion 
** à partir des conformations optimisées en SIBFA 
*** à partir des conformations optimisées en DFT 
 
D'un point de vue structural, ces résultats sont assez ambigus. En effet, nous 
avons vu que la formation de cycles chélates, tels que ceux trouvés au sein de C1 et 
C2, avait un effet stabilisateur du complexe. Or, les géométries les plus stables sont ici 
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celles qui impliquent une coordination de type monodentate. On peut attribuer, en 
partie, cette stabilisation à la formation de ponts hydrogène intramoléculaires entre les 
azotes amidiques protonés et les oxygènes des formates en positions apicales (Tableau 
3.2.). Dans les arrangements trans, ces formates ont tendance à adopter un mode de 
complexation bidentate. En effet, le formate se positionne de manière à rapprocher du 
centre cuivrique l'oxygène qui n'était pas, à l'origine, impliqué directement dans la 
coordination (les distances sont respectivement pour C1a-trans 2.32 et 2.33 Å, et pour 
C2a-trans 2.23 et 2.53 Å). Notons que la tendance à stabiliser la conformation trans 
par rapport à la conformation cis est sans aucun doute tributaire de la présence de 
formates en positions apicales des complexes. L'eau n'aurait pas pu former de ponts 
hydrogène intramoléculaires avec l'azote amidique et ne permettrait pas une 
coordination de type bidentate avec l'ion cuivrique. Pour ces raisons, nous avons, dans 
les calculs énergétiques qui suivront, toujours considéré les complexes dans leur 
conformation cis, telle que celle que l'on observe par DRX.  
 
Tableau 3.2. : Description géométrique des ponts H intramoléculaires stabilisant les conformations 
trans des complexes C1a et C2a.   
complexe distance N…O [Å] distance H…O[Å] angle N-H…O[°] 
2.84 1.88 160.04 C1a-trans 
2.84 1.89 157.78 
2.79 1.84 152.77 C2a-trans 
2.74 1.85 143.95 
 
Ces résultats nous suggèrent l'hypothèse suivante : dans le processus de 
décomplexation de C1 et C2 en faveur des contre-ions acétates (mimés ici par des 
formates plus petits), ces derniers occupent tout d'abord les positions apicales en 
déplaçant les molécules d'eau initiales. Les acétates deviennent ensuite 
progressivement bidentates, ce qui provoque la perte de l'interaction entre l'oxygène 
amidique du ligand organique et l'ion cuivrique. Ces ligands organiques ne sont, dès 
lors, plus retenus que via la coordination assurée par l'azote pyridinique qui peut à son 
tour être déplacé, par exemple, par de l'eau. On se retrouve ainsi, in fine, avec de 





… l'analyse structurale des complexes C1 et C2 
 A la suite de ces étapes d'adaptation de la méthode SIBFA aux complexes au 
cuivre (II) et de validation des résultats préliminaires par comparaison aux calculs 
quantiques, il était intéressant de voir dans quelle mesure la procédure permettait de 
reproduire des données cristallographiques. Notons que plusieurs champs de forces, 
dédiés pour la plupart à la chimie inorganique, sont aptes à prédire les aspects 
structuraux des complexes au cuivre634,635,637-639,716-719. Ils ne donnent cependant pas 
accès aux propriétés énergétiques fines telles que celles que l'on peut modéliser par la 
méthode SIBFA. 
 A cette fin, nous avons construit, dans un premier temps, les ligands L1 et L2 à 
partir de leurs fragments constitutifs. La figure 2.4. du chapitre 'matériel et méthodes' 
(page 120) illustre ces ligands. Nous avons ensuite organisé les différents ligands 
autour de l'ion cuivrique afin de reproduire les complexes C1 et C2 observés en 
cristallographie. Une procédure de minimisation d'énergie a été entreprise dans un 
champ continu mimant le milieu aqueux. Six variables intermoléculaires définissant la 
position d'approche de chaque partenaire au sein du complexe ont été considérées, de 
même que les angles de torsion situés à la jonction des fragments constituant les 
ligands. 
Les géométries obtenues à l'issue de cette minimisation ont été comparées aux 
structures cristallographiques. Un RMS* inférieur à 0.3 Å a été calculé lors de la 
superposition des atomes lourds des deux types de structures (Figure 3.4.), témoignant 
de la capacité de SIBFA à reproduire les géométries expérimentales de tels complexes. 
Seuls les ligands apicaux et les groupements méthoxy substituant les noyaux 
benzéniques s’écartent quelque peu de la superposition. 
Le tableau 3.3. reprend les principales caractéristiques géométriques des 
complexes C1 et C2 observés par modélisation et par cristallographie. 
L'écart maximum entre les valeurs théoriques et expérimentales est de 0.16 Å 
pour les distances**, et de 3.86° pour les angles de valence. Les distances entre l'ion 
cuivrique et l'oxygène du méthanol ou du perchlorate en positions apicales sont sous-
estimées. En effet, comme nous l'avons déjà mentionné, la version de SIBFA que nous 
avons utilisée ne tient pas compte de l'influence du champ des ligands et ne permet 
donc pas de modéliser les déformations tétragonales typiques dues à l'effet Jahn-Teller.  
                                                 
* Le critère de RMS (Root Mean Square) permet d'évaluer la pertinence d'une superposition. Il est 
calculé suivant l'équation: RMS = [Σi->N ((xi-xi')2 + (yi-yi')2 + (zi-zi')2))/N]1/2. 
** Si on ne tient pas compte des distances entre le cuivre et les ligands apicaux. 
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Certains champs de forces permettent une approche de ce phénomène720-724 et rendent, 
dès lors, mieux compte des caractéristiques géométriques des complexes au cuivre (II). 
Dans le processus de développement de la méthode SIBFA, l'inclusion d'un nouveau 
terme décrivant les effets du champ des ligands selon l'approche du modèle de 




Figure 3.4. Superposition des structures de C1 et C2 obtenues par DRX (en gris) et par optimisation 
par SIBFA (en noir). Pour plus de clarté, les atomes d'hydrogènes ne sont pas représentés.  
 
Au niveau des angles dièdres, les écarts les plus importants sont observés au 
niveau des groupements méthoxyphényles présents sur chaque ligand. Les déviations 
peuvent aller jusqu'à 34.0°. Afin de valider les valeurs d'angles obtenues par 
modélisation, une analyse statistique dans CSD a été entreprise. Pour obtenir un 
nombre significatif de structures, nous avons travaillé en trois étapes. 
Dans un premier temps, l'angle dièdre caractérisant un groupement méthoxy 
substituant un cycle benzénique a été étudié. Nous avons considéré qu'aucun 
groupement susceptible de générer un encombrement stérique n'était présent en ortho 
du méthoxy. La distribution obtenue (Figure 3.5.a.) montre que la structure générale de 






Tableau 3.3.: Comparaison de certains paramètres géométriques caractéristiques des complexes C1 et 
C2 (distances [Å], angles de valence [°] et angles dièdres [°])  obtenus après minimisation par la 
méthode SIBFA, avec ceux observés à l'état cristallin. Les esd sont repris entre parenthèses. Le 
symbole # pointe les valeurs angulaires cristallographiques obtenues par opération de symétrie. 
  DRX SIBFA 
C1    
O11-Cu1 1.955(1) 1.91 1.90 
N2-Cu 2.011(2) 2.14 2.15 
Cu1-O24 2.423(2) 2.09 2.14 
O11-Cu1-N2 89.17(6) 85.72 85.94 
O11-Cu1-N2# 90.83(6) 93.70 94.69 
O11-Cu1-O24 90.11(8) 94.51 95.08 
N2-Cu1-O24 86.56(8) 90.82 92.19 
C21-O20-C16-C15 7.6(4) -7.6(4)# 26.78 -28.58
C23-O22-C17-C16 76.3(3) -76.3(3)# 56.63 -62.15
C19-O18-C13-C14 17.4(2) -17.4(2)# 32.05 -30.56











































C10-N9-C7-C6 -164.7(2) 164.7(2)# -174.09 172.65
C2    
O13-Cu1 1.924(2) 1.92 1.93 
N2-Cu1 2.097(2) 2.26 2.22 
Cu1-O25 2.464(8) 2.21 2.20 
O13-Cu1-N2 80.85(7) 79.67 79.97 
O13-Cu1-N2# 99.15(7) 101.70 98.74 
O13-Cu1-O25 78.01(8) 91.23 87.48 
N2-Cu1-O25 94.06(8) 92.39 97.80 
C20-C21-O22-C23 0.4(5) -0.4(5)# -3.36 33.06 
N14-C15-C16-C17 87.3(3) -87.3(3)# 87.70 -87.99













































C12-N14-C15-C16 -95.8(3) 95.8(3)# -101.78 103.98
 
  
Ensuite, nous avons étudié l'influence de la présence d'une amide en ortho du 
méthoxy, en imposant que cette amide s'oriente de manière à permettre un pont H 
intramoléculaire. Dans ce cas, nous mimions l'angle C19-O18-C13-C14 de C1 et l'angle 
C20-C21-O22-C23 de C2. Ici aussi, la distribution montre que le méthoxy reste dans le 
plan du noyau aromatique (Figure 3.5.b.) : les valeurs d'angle sont toutes proches de 0° 
excluant les valeurs de 180°. On voit ici que l'amide n'influence pas outre mesure la 
géométrie d'un méthoxyphényle. Dans le cas de C1, l'angle observé en cristallographie 
(±17.4°) s'écarte un peu de la distribution. La différence est cependant bien plus 
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grande pour les valeurs obtenues par la méthode SIBFA (32.05 et -30.56°). En ce qui 
concerne C2, les études de DRX donnent une valeur de ± 0.4°, tandis qu'un seul des 
deux angles résultant de l'optimisation par SIBFA est proche de 0° (-3.36°), l'autre 
atteignant une valeur de 33.06°.  
 
a.       b. H
 
 














Figure 3.5. Fragments de recherche et distributions correspondantes des angles dièdres (en gras) 
caractérisant le groupement méthoxyphényle.  a. non substitué (nombre de composés : 5498). b. 
substitué par un groupement amide en ortho du méthoxy (nombre de composés : 48).  
Dans un troisième temps, nous nous sommes intéressés aux angles C21-O20-C16-
C15 (T1) et C23-O22-C17-C16 (T2) du complexe C1. Sur le fragment de recherche, nous 
avons gardé les deux groupements méthoxy. L'environnement immédiat de T1 est 
donc semblable à ce qu'on observe au sein de C1, avec une seule substitution en ortho. 
Comme nous avons vu que la fonction amide n'avait pas d'influence directe sur la 
géométrie du méthoxy, nous avons postulé qu'un encombrement stérique dans les deux 
positions ortho par rapport à l'angle T2 pouvait expliquer la déviation au plan observée 
en cristallographie et par SIBFA. Nous avons donc considéré que l'angle T2 était 
encadré par deux groupements substituant le noyau aromatique, avec, d'un côté, le 
premier méthoxy et, de l'autre, n'importe quelle fonction chimique. En pratique, nous 
avons défini un pseudo-atome, X, pouvant être soit un carbone, soit un oxygène, soit 
un azote, soit un soufre.  
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Les distributions que nous avons obtenues, présentées à la figure 3.6. selon la 
répartition des angles T1 en fonction de T2, confirment cette idée. Ainsi la distribution 
correspondant à l'angle T1 est centrée sur 0° et s'étend sur un intervalle de ± 40°. Les 
valeurs observées en cristallographie (± 7.6°) et par SIBFA (26.78 et -28.58°) 
coïncident avec cette distribution, même si elles s'écartent un peu du centre de celle-ci. 
Dans le cas de T2, deux distributions sont centrées sur ± 80° et s'étendent de  ± 40° à  
± 120°. Les résultats de DRX (± 76.3°) sont bien en accord avec ces valeurs 
statistiques. De même, les angles obtenus par la méthode SIBFA ne s'éloignent pas 
trop du centre de ces distributions (56.63 et -62.15°) comme on peut le voir à la figure 
3.6. On peut donc dire que la modélisation par la méthode SIBFA de ces deux angles 












Figure 3.6.  Fragment de recherche et 
distribution statistique des angles dièdres 
T1 en fonction de T2 (en gras). Les 
valeurs obtenues suite à l'optimisation 
par la méthode SIBFA (étoiles rouges) ne 
s'éloignent pas trop du centre de ces 




3.2. Les  propriétés énergétiques des complexes C1, C2 et de leurs dérivés 
 
 … l'étude de la stabilité relative de C1 et C2 en présence d'acétate 
 La prédiction de propriétés énergétiques caractérisant les complexes 
métalliques, telles que leur stabilité thermodynamique, peut s'avérer extrêmement utile 
lorsque l'on ne dispose pas de données expérimentales directes. Dans le processus de 
conception de médicament que nous menons, il est indispensable de prendre en 
compte cette propriété si on souhaite proposer de nouvelles molécules potentiellement 
plus actives. 
 Dans cette optique, nous avons, après leur optimisation en solution aqueuse par 
la méthode SIBFA, modélisé la stabilité des complexes C1 et C2. Nous avons 
considéré dans ces conditions que de l'eau occupait les positions apicales des 
complexes. L'énergie de stabilisation ∆Estab a été évaluée en tenant compte des 
phénomènes de solvatation et de réorganisation des ligands intervenant lors de la 
complexation, selon l'équation suivante: 
∆Estab = EC + EsolvC - 2 (EL + EsolvL) - 2 EsolvH2O -EsolvCu 
avec C et L, correspondant  respectivement au complexe et au ligand optimisé. Le 
symbole Esolv reprend ici la contribution due à la solvatation des différentes espèces.  
 Nous avons vu que la stabilité de C1 et C2 dépendait de la présence de ligands 
compétitifs comme l'acétate dans le milieu étudié. Dès lors, nous avons évalué, en 
parallèle, la stabilité de l'acétate de cuivre (II).  A l'image de la structure reprise à la 
figure 3.1., l'acétate de cuivre présente, à l'état solide, une structure dimérique 
binucléaire. En effet, deux atomes de cuivre, liés entre eux, se partagent quatre ions 
acétates. Les coordinations restantes en positions apicales sont occupées par deux 
molécules d'eau. Ce couplage confère au complexe des propriétés 
antiferromagnétiques typiques725. En solution aqueuse, on observe cependant la 
dissociation du dimère conduisant à la forme mononucléaire du complexe726-729. Des 
études en infrarouge ont montré que deux acétates monodentates complexent l'ion 
cuivrique central. On observe, en outre, des ponts hydrogène intramoléculaires entre 
les atomes d'oxygène non impliqués dans la complexation et les molécules d'eau 
assurant le reste de la coordination730. Nous avons donc considéré dans nos calculs que 
l'acétate de cuivre se présentait sous cette forme, en ajoutant quatre molécules d'eau 
pour compléter une coordination octaédrique.  
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L'acétate de cuivre (II), en solution aqueuse, est caractérisé par une constante de 
stabilité assez faible731: 
K1 = [ML]/[M].[L] = 49.0 
K2 = [ML2]/[ML].[L] = 10.7 
β2 = [ML2]/[M].[L]2 = 525 
 Une simulation de la distribution des espèces présentes en solution en fonction 
du pH a été réalisée à l'aide du programme SPECIES.EXE implémenté dans la banque 
de données SC-database732 reprenant les constantes de stabilité d'un grand nombre de 
complexes métallo-organiques. A pH 5.5, l'espèce majoritaire est l'ion cuivrique libre. 
Cependant, on retrouve environ 10% de monoacétate de cuivre [Cu(OAc)]+. Notons, 
qu'à ce pH, seules des traces du diacétate, Cu(OAc)2, subsistent. Bien qu'il soit 
impossible de prendre en compte le pH du milieu lors des calculs de stabilité par la 
méthode SIBFA, nous avons décidé, sur base de ces informations et à titre indicatif, 
d'intégrer dans notre étude le monoacétate de cuivre, en ajoutant cinq molécules d'eau 
pour occuper les coordinations restantes (Figure 3.7.a.). 
 Similairement à la méthodologie adoptée pour C1 et C2, la stabilité des acétates 
de cuivre a été évaluée comme suit: 
∆Estab = EC + EsolvC - x (EOAc + EsolvOAc) - y EsolvH2O -EsolvCu 
avec x et y correspondant respectivement au nombre d'ions acétate et de molécules 
d'eau dans le complexe. 
 Le tableau 3.4. reprend les stabilités relatives de C1, C2 et des acétates de 
cuivre (II). Dans le cas de Cu(OAc)2(H2O)4, deux types de complexation ont été 
envisagés (Figures 3.7.b. et c.). Dans le premier cas, un des acétates n'est pas 
directement lié au cuivre, mais exerce son influence en formant trois ponts hydrogène 
avec trois molécules d'eau coordinées ; le complexe est ainsi caractérisé par un nombre 
de coordination de cinq (CN=5). Dans le second cas, le complexe est plus 
classiquement octaédrique (CN=6), les deux acétates et les quatre molécules d'eau 
étant directement liées au cuivre. Après minimisation, on observe bien, pour les trois 
complexes d'acétate de cuivre, qu'une coordination monodentate permet la formation 
de ponts hydrogène avec les molécules d'eau assurant le reste de la coordination, en 




Tableau 3.4.  Energies d'interaction (kcal/mol) de C1, C2 et des complexes d'acétate de cuivre après le 
processus de minimisation avec SIBFA. Les valeurs d'EsolvCu et de EsolvH2O, permettant de calculer le 
∆Estab, sont respectivement de -539.2 et de -3.9 kcal/mol. Les différentes contributions à l'énergie 
d'interaction intermoléculaire ont été obtenues en soustrayant à l'énergie des complexes deux fois celle 
de leur ligand respectif. 
Complexes C1 C2 [CuOAc(H2O)5]+ Cu(OAc)2(H2O)4 
    CN=5 CN=6 
EMTP -397.3 -353.7 -544.4 -648.7 -665.4 
Erep 120.2 105.5 104.1 122.9 108.9 
Epol -126.2 -129.1 -75.7 -93.7 -70.4 
Ect -11.6 -10.4 -15.6 -22.0 -14.4 
Edisp -46.3 -45.1 -34.8 -36.4 -38.7 
∆Eint -460.5 -432.5 -566.4 -677.8 -679.9 
Etor -11.3 2.9 0.0 0.0 0.0 
Esolv -110.3 -127.2 4.6 107.9 110.5 
∆Estab -34.9 -9.8 -3.0 -14.9 -14.5 
 
Ces résultats montrent clairement que C1 est plus stable que C2 avec une 
différence de plus de 25 kcal/mol en faveur de C1*. Les complexes de diacétate de 
cuivre font preuve d'une stabilité accrue par rapport au monoacétate. Ce comportement 
concorde avec les constantes de stabilité citées plus haut : l'ajout d'un second ligand 
augmente en effet d'un facteur 10 la valeur de la constante de stabilité globale β2. Par 
contre, les deux types de complexation envisagés pour le diacétate sont 
énergétiquement très proches (0.4 kcal/mol en faveur du complexe pentacoordiné). 
Il est intéressant de comparer les stabilités de C1 et de C2 à celle du diacétate 
de cuivre. Elles éclairent, en effet, les conclusions que nous avions tirées suite aux 
travaux de RPE : dans un tampon acétate à pH 5.5, C1 et C2 subissent un phénomène 
de décomplexation, partielle pour le premier, et totale pour le second. Les énergies 
obtenues par la méthode SIBFA nous montrent que C1 est plus stable que l'acétate de 
cuivre (d'environ 20 kcal/mol) ; il restera donc, au moins partiellement, sous forme de 
complexe en solution. Par contre, l'énergie de stabilisation de C2 est environ 5 
kcal/mol plus élevée que celle de l'acétate de cuivre. Dans ces conditions, on s'attend 
bien à ce que C2 soit tout a fait dissocié. Nous devons néanmoins garder une certaine 
prudence dans cette interprétation. En effet, certains facteurs extérieurs, comme par 
exemple le pH du milieu, peuvent déterminer la distribution des différentes espèces en 
solution, mais ne sont pas pris en compte dans les études de modélisation.  
                                                 
* Cette différence est peut-être surestimée car nous travaillons sur des modèles simplifiés dans lesquels 




c. a. b. 
Figure 3.7. Structures de différents complexes d'acétate de cuivre (II) obtenues après minimisation 
avec SIBFA. a. [CuOAc(H2O)5]+. b. Cu(OAc)2(H2O)4, CN=5. c. Cu(OAc)2(H2O)4, CN=6. 
 
 
… l'influence de la structure des ligands sur la stabilité des complexes 
 Nous avons vu, dans les conclusions du chapitre précédent, que divers facteurs 
structuraux pouvaient influencer la stabilité des complexes. Parmi eux, on retrouve la 
taille des cycles chélates formés avec l'ion métallique central et les propriétés 
stéréoélectroniques des ligands. Afin de comprendre l'origine de la stabilité accrue de 
C1 par rapport à C2, nous nous sommes intéressés, d'une part, aux dérivés tronqués de 
ces complexes et, d'autre part, à l'influence de leurs substituants méthoxy sur leur 
stabilité.  
 Les complexes tronqués C1a-bis et C2a-bis ont été construits à partir des 
ligands L1a et L2a représentés à la figure 3.2. Ces ligands adoptent une conformation 
cis, ce qui leur permet de chélater l'ion cuivrique central suivant un mode bidentate. En 
positions apicales, on retrouve deux molécules d'eau. La conformation trans n'a pas été 
envisagée ici car elle ne peut être stabilisée, ni par pont H intramoléculaire, ni par 
l'intervention dans la complexation d'un deuxième atome coordinant de la molécule 
apicale.  
Comme nous le précisions dans le point précédent, les ligands L1a et L2a sont 
constitués à partir de fragments identiques. Dans la succession des jonctions, 
l'inversion de la molécule de formamide conduit à la formation de cycles chélates de 
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tailles différentes: un cycle à six membres, dans le cas de C1a-bis et un cycle à cinq 
membres dans le cas de C2a-bis (Figure 3.8.).  
C1a-bis      C2a-bis 
 
Figure 3.8. Structure des complexes C1a-bis et C2a-bis obtenus suite au processus de minimisation 
par SIBFA. 
 
Si un cycle à cinq est généralement plus favorable qu'un cycle à six membres, il 
faut noter que le cycle chélate de C1a-bis pourrait présenter un certain caractère 
aromatique stabilisant. Afin de déterminer l'influence du cycle chélate, un processus de 
minimisation a été entrepris dans l'eau, débouchant sur les énergies reprises dans le 
tableau 3.5. L'énergie de stabilisation ∆Estab des deux complexes tronqués a été évaluée 
de la même manière que celle de C1 et C2. 
 
Tableau 3.5.  Comparaison des énergies d'interaction (kcal/mol) de C1 et C2 avec celles de leurs 
dérivés tronqués C1a-bis et C2a-bis, obtenues après minimisation avec SIBFA. Les différentes 
contributions à l'énergie d'interaction intermoléculaire ont été obtenues en soustrayant à l'énergie des 
complexes deux fois celle de leur ligand respectif. Les valeurs d'EsolvCu et de EsolvH2O, permettant de 
calculer le ∆Estab, sont respectivement de -539.2 et de -3.9 kcal/mol. 
Complexes C1 C2 C1a-bis C2a-bis 
EMTP -397.3 -353.7 -334.1 
Erep 120.2 105.5 105.2 
Epol -126.2 -129.1 -106.8 
Ect -11.6 -10.4 -10.7 
Edisp -46.3 -45.1 -39.4 
∆Eint -460.5 -432.5 -385.8 
Etor -11.3 2.9 -3.8 
Esolv -110.3 -127.2 -136.6 












 Plusieurs constatations s'imposent d'emblée : si on compare les complexes 
tronqués entre eux, il apparaît que C2a-bis est plus stable que C1a-bis. La différence 
de 8 kcal/mol entre les énergies de stabilisation n'est pas négligeable : on peut donc en 
déduire que la formation d'un cycle chélate à cinq membres paraît plus favorable. 
Notons cependant que les deux dérivés tronqués ont des énergies de stabilisation 
positives bien plus élevées que celles des complexes C1 et C2 dont ils découlent. Leur 
existence en tant que complexe semble, dès lors, peu probable, mais rappelons qu'il 
s'agit moins ici d'étudier la possibilité de former de tels composés que de mettre en 
évidence des éléments structuraux favorisant la stabilité des complexes qui font l'objet 
de cette thèse.  
 En outre, on observe que la suppression du groupement triméthoxyphényle de 
C1* conduit à une perte d'énergie de stabilisation de plus de 55 kcal/mol, alors que 
celle du groupement méthoxybenzyle et du deuxième cycle aromatique de la 
quinoléine de C2 déstabilise le complexe de 22.5 kcal/mol**. Le triméthoxyphényle 
semble, dès lors, jouer un rôle clé dans la stabilisation de C1, d'autant plus qu'il est 
directement branché sur le site de chélation. Son effet électrodonneur pourrait 
renforcer la densité électronique au niveau des atomes coordinants, ce qui favoriserait 
la formation d'une liaison plus stable avec l'ion cuivrique.  
 Nous avons étudié plus en détail l'influence de chaque groupement méthoxy sur 
la stabilité de C1. Les méthoxys positionnés en ortho et/ou en meta du cycle 
phénylique ont été successivement supprimés, donnant naissance aux ligands L1b-g 
repris à la figure 3.9. Les complexes C1b-g ont été formés à partir des ligands 
correspondants, avec des molécules d’eau en positions apicales. Parallèlement, nous 
avons également étudié l'influence du seul groupement méthoxy présent sur L2. 
Remarquons que sa suppression conduit en fait au ligand L3.  
Similairement à ce qui avait été entrepris pour les dérivés tronqués, chaque 
complexe a été soumis à une minimisation dans l'eau par la méthode SIBFA. Les 
énergies résultant de ces calculs sont reprises dans le tableau 3.6, tandis qu'une 
comparaison entre les différentes énergies de stabilisation peut être visualisée à la 
figure 3.10. 
Par rapport au dérivé tronqué C1a-bis, l'apport du cycle phényle substituant 
l'amide à la stabilité du complexe C1 est indéniable. On voit, en effet, une stabilisation 
de plus de 40 kcal/mol en faveur du complexe C1b. Lorsque ce cycle phényle est 
substitué en position ortho par des groupements méthoxy (complexes C1d-g), cette 
                                                 
* Et sans doute dans un moindre mesure celle du méthyle localisé en para de la pyridine.  
** Ces différences sont sans doute surestimées mais nous permettent de constater certaines tendances. 
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stabilisation est encore accrue. Le méthoxy positionné en meta semble avoir moins 
d'influence sur la stabilité du complexe et est même parfois plutôt défavorable, comme 





























 L1e L1f L1g 
Figure 3.9.  Structure des ligands L1b-g obtenus suite à la suppression systématique des méthoxys 
substituant en ortho et/ou meta le cycle phénylique.  
 
En effet, si on compare entre eux les ∆Estab de C1 avec ceux de C1c, C1d et 
C1e, dans le cas où on a supprimé successivement les deux ortho-méthoxys à la fois, 
et puis un par un, on constate que chacun d'eux contribuent à une stabilisation 
d'environ 6 kcal/mol. De même, lorsque l'on passe du cycle phénylique non substitué 
dans C1b à l'ortho méthoxyphényle de C1f, on observe un gain de 6 kcal/mol. Une 
stabilisation supplémentaire de 3 kcal découle de l'ajout d'un deuxième méthoxy en 
position ortho dans le complexe C1g. Si on effectue la comparaison par rapport à C1, 
la suppression du meta-méthoxy dans C1g n'induit qu'une déstabilisation de 2 
kcal/mol. Par contre, le complexe C1c nous montre que l'ajout de ce meta-méthoxy sur 
le cycle phényle non substitué dans C1b provoque une perte de 2 kcal/mol à l'énergie 
de stabilisation. 
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L'analyse des différentes contributions au ∆Estab (Tableau 3.6.), nous permet de 
voir que ces résultats découlent principalement des termes électostatiques et répulsifs. 
En effet, la contribution répulsive Erep pâtit de la présence de chaque groupement 
méthoxy. Le dérivé benzamide C1b, dont le cycle phényle n'est pas substitué, est le 
plus favorable sur le plan répulsif. Ainsi, l'ajout d'un méthoxy en meta (C1c) ou en 
ortho (C1f) se traduit par une augmentation de Erep de respectivement 3 et 10 kcal/mol. 
 
Tableau 3.6. Comparaison des énergies d'interaction (kcal/mol) de C1 et C2 (colonnes en grisé) avec 
celles de leurs dérivés sans méthoxy C1b-g et C3, obtenues après minimisation avec SIBFA. Les 
différentes contributions à l'énergie d'interaction intermoléculaire ont été obtenues en soustrayant à 
l'énergie des complexes deux fois celle de leur ligand respectif. Les valeurs d'EsolvCu et de EsolvH2O, 
permettant de calculer le ∆Estab, sont respectivement de -539.2 et de -3.9 kcal/mol. 
Cplx. C1 C1b C1c C1d C1e C1f C1g C2 C3 
EMTP -397.3 -363.1 -363.6 -370.3 -390.1 -375.2 -393.3 -353.7 -333.2
Erep 120.2 100.3 103.2 104.9 116.3 110.7 112.7 105.5 97.1 
Epol -126.2 -122.5 -125.6 -128.6 -122.1 -128.4 -127.2 -129.1 -127.8
Ect -11.6 -11.2 -11.5 -11.2 -11.7 -11.3 -11.5 -10.4 -10.5 
Edisp -46.3 -40.3 -41.9 -41.4 -45.7 -42.1 -44.6 -45.1 -43.2 
∆Eint -460.5 -436.4 -438.9 -446.1 -453.0 -445.8 -463.1 -432.5 -417.3
Etor -11.3 -2.0 -2.8 -5.4 -6.3 -7.1 -6.2 2.9 3.7 
Esolv -110.3 -132.5 -133.3 -124.8 -115.3 -124.4 -110.5 -127.2 -131.2
∆Estab -34.9 -23.8 -22.4 -29.1 -28.4 -30.3 -32.8 -9.8 2.0 
EMTP* -142.4 -127.7 -130.3 -131.7 -139.2 -132.9 -142.2 -116.3 -111.4
*EMTP évaluée en considérant une charge +1 sur le cuivre et sans prendre en compte les molécules 
d'eau apicales. 
   
L'évolution de la contribution électrostatique EMTP est, à l'opposé, favorisée par 
la présence de chacun des trois substituants méthoxys. Cette stabilisation provient 
principalement des dérivés ortho. Notons que les termes électrostatiques de C1e et 
C1d qui possèdent tous deux un méthoxy en ortho et un méthoxy en meta, sont fort 
différents. Lorsque ces deux méthoxys sont adjacents au sein de C1e, le terme 
électrostatique est stabilisé de 20 kcal/mol par rapport à C1d. En tenant compte de 
toutes les contributions, les ∆Estab de C1d et C1e se rééquilibrent pour atteindre des 
valeurs similaires. 
La suppression du groupement méthoxy substituant en position ortho les cycles 
benzyles de C2 conduit au complexe C3 et provoque également une déstabilisation du  
d'environ 12 kcal/mol. On obtient alors une valeur d'énergie de stabilisation positive, 
témoignant de la difficulté de former un complexe stable. Rappelons, en effet, qu'il n'a 
pas été possible de cristalliser le complexe C3, et qu'en spectrométrie de masse, 
SIBFA  235
l'espèce majoritaire en solution correspond de loin au ligand libre. Bien que nous ne 
connaissions pas les valeurs des constantes de stabilité de C2 et C3, les données 
expérimentales semblent donc indiquer une stabilité plus faible de C3 par rapport à 
C2, en accord avec les résultats que nous avons obtenus par SIBFA. 
 


















Figure 3.10.  Stabilités relatives de C1, C2 et de leurs dérivés. Les substituants méthoxyphényles ont 
un effet stabilisateur aussi bien sur le complexe C1 (en bleu), que sur le complexe C2 (en jaune). 
 
Figure 3.11. Superposition des structures
de L3 obtenues par DRX (en gris) et après
minimisation par SIBFA (en noir).  
 A titre indicatif, comme nous 
possédions la structure cristallographique 
du ligand L3, nous l'avons comparée à 
celle obtenue à l'issue du processus de 
minimisation par SIBFA. Comme on peut 
le voir à la figure 3.11., la superposition 
des deux structures est adéquate sauf au 
niveau de la partie méthoxybenzyle, plus 
flexible. On retrouve évidemment les 
atomes d'azote et d'oxygène donneurs en 
position trans l'un par rapport à l'autre.  
Nous avons vu qu'une contribution 
importante à l'énergie de stabilisation provenait du terme électrostatique. Dès lors, il 
nous a semblé intéressant de comparer ce terme aux potentiels électrostatiques 
moléculaires (PEM) obtenus par mécanique quantique. Nous avons travaillé à partir 
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des structures cristallographiques des complexes C1 et C2, en supprimant si nécessaire 
les différents groupements méthoxys. L'évaluation ab initio des PEM a été réalisée 
suivant la méthode HF/6-31g*, en supprimant l'ion cuivrique et les molécules se 
trouvant en positions apicales. La figure 3.12. reprend les différents puits de potentiels 
obtenus à l'emplacement du centre métallique.  
 
 
C1    C2    C3 
-139.8 kcal/mol  -128.1 kcal/mol  -123.8 kcal/mol 
 
        
 
C1b    C1c    C1d  
-125.9 kcal/mol  -128.6 kcal/mol  -133.8 kcal/mol 
 
     
C1e    C1f    C1g  
-134.4 kcal/mol  -131.2 kcal/mol  -137.0 kcal/mol 
 
Figure 3.12. Représentation des potentiels électrostatiques moléculaires calculés suivant la méthode 
HF/6-31g* sur les structures cristallographiques de C1, de C2, et de leurs dérivés. Le calcul des PEM 
a été effectué suite à la suppression de l'ion cuivrique central et des molécules apicales. Les 
isosurfaces sont reprises à -120 kcal/mol, en fuchsia, et à -50 kcal/mol en bleu. La valeur du puits de 
potentiel localisé à l'emplacement du centre métallique est mentionnée en dessous de chaque structure. 
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D'autre part, nous avons réévalué la valeur du terme électrostatique EMTP* en 
supprimant également les molécules apicales et en considérant une charge +1 sur 
l'atome de cuivre. En effet, un PEM, dont la définition est reprise à la page 108 du 
chapitre 'Matériel et Méthodes', représente l'interaction en un point de l'espace, dans 
notre cas au niveau du cuivre, d'une charge positive unitaire avec le reste de son 
environnement moléculaire. Les valeurs de EMTP* résultant de ces calculs sont reprises 
à la dernière ligne du tableau 3.6. La comparaison entre ces valeurs et celles des 
énergies correspondant aux puits de potentiels obtenus par calcul ab initio se trouve à 






































Figure 3.13.: Comparaison entre les valeurs des puits de potentiels localisés au niveau de l'ion 
cuivrique et les contributions électrostatiques EMTP* correspondantes évaluées par SIBFA.  
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On peut voir une corrélation entre la contribution électrostatique de SIBFA et le 
PEM rencontré à l'emplacement de l'ion cuivrique central. Les énergies sont 
relativement proches les unes des autres, surtout pour les dérivés de C1, avec dans le 
meilleur des cas, pour C1f, une différence de 1.7 kcal/mol (1.3% d'erreur) entre les 
valeurs de EMTP* et de PEM, et dans le cas le moins favorable, pour C1g, de 5.2  
kcal/mol (3.8 % d'erreur).  
Les valeurs de EMTP* obtenues pour C2 et C3 s'éloignent plus de celles de leur 
puits de potentiel respectifs. Néanmoins, on peut constater que la suppression du 
substituant ortho-méthoxy conduit à une déstabilisation semblable des deux termes 
d'environ 4 kcal/mol.   
Lorsque l'on compare les PEM des dérivés de C1, on remarque également que 
les trois méthoxys contribuent à la stabilisation du complexe, avec une prédominance 
des substituants localisés en position ortho. En effet, chaque ortho-méthoxy apporte 
une stabilisation d'environ 6 kcal/mol, tandis que la contribution du meta-méthoxy 
n'est que de 3 kcal/mol. Les valeurs de EMTP* obtenues par SIBFA reflètent également 




Au cours de ce chapitre, nous avons présenté notre contribution au 
développement de la méthode SIBFA. En effet, la procédure a été élargie pour inclure 
dans son champ d'investigation les systèmes comprenant du cuivre (II)*, tels que les 
complexes que nous étudions dans le cadre de cette thèse. L'incorporation au sein de la 
méthode SIBFA de paramètres permettant la description de l'ion cuivrique et son 
interaction avec différents ligands a donc permis d'étudier en détail les phénomènes 
énergétiques impliqués dans la stabilisation des complexes C1, C2 et de leurs dérivés. 
Outre cette application directe, que nous avons présentée dans ce chapitre, il est 
intéressant de disposer d'un champ de force polarisable adapté au cuivre (II). En effet, 
le cuivre est un métal incontournable en chimie bio-inorganique, comme nous l'avons 
expliqué dans la dernière partie de l'introduction générale. Il est impliqué dans de 
nombreuses fonctions enzymatiques et fait partie intégrante de protéines aussi 
importantes que la superoxyde dismutase ou le cytochrome-c oxydase. A court terme, 
il serait, dès lors, intéressant de modéliser au moyen de la méthode SIBFA le 
complexe C1 en interaction avec la protéase.  
 
Si l'utilisation de SIBFA dans l'étude de systèmes macromoléculaires possédant 
des centres métalliques est parfaitement indiquée et a déjà porté ses fruits642-646, elle 
nous a, quant à nous, permis d'étudier en détail les phénomènes énergétiques 
intervenant dans la stabilité des complexes au cuivre(II). Les résultats que nous avons 
obtenus ont été recoupés par les données expérimentales acquises précédemment. En 
accord avec ces dernières, SIBFA permet de prévoir la meilleure stabilité en solution 
de C1 par rapport à C2. De plus, ces études théoriques indiquent qu'en présence 
d'acétate, seul le ligand L2 devrait être totalement déplacé, ce qui  mènerait à la 
formation d'acétate de cuivre. Par contre, le ligand L1 formerait un complexe 
suffisamment stable avec l'ion cuivrique pour subsister en solution. Lors des 
évaluations de ces énergies de stabilisation, la contribution due à la solvatation des 
différents partenaires peut être déterminante. Notons ici que la rapidité d'exécution de 
SIBFA permet d'inclure les effets de solvant dans le processus de modélisation. En 
l'occurrence, nous avons réalisé en quelques heures les différentes optimisations dans 
un champ continu mimant le milieu aqueux.  
                                                 
* Le cuivre à l'étage d'oxydation +1, à couche complète, avait déjà fait l'objet d'un développement 
antérieur de la méthode SIBFA654. 
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 Dans un deuxième temps, nous avons déterminé les facteurs structuraux entrant 
en compte dans la stabilisation du complexe C1. L'étude des dérivés tronqués, C1a-bis 
et C2a-bis a permis d'étudier l'influence de la position de l'amide au sein des ligands 
L1 et L2. On observe que le complexe C2a-bis formant des cycles chélate à cinq 
membres est le plus stable, suivant ainsi les règles générales de chimie de 
coordination. La stabilisation de C1 provient donc principalement du cycle 
triméthoxyphényle directement branché sur l'amide. Pour comprendre l'origine de cette 
très forte stabilisation, il faut retourner à la structure du ligand L1: en effet, 
l'agencement des atomes permet une certaine délocalisation des électrons du cycle vers 
l'oxygène donneur, délocalisation encore renforcée par la présence de substituants 
méthoxys en position ortho du cycle aromatique. Par contre, C2 bénéficie moins des 
effets stabilisants de ce cycle aromatique, puisqu'un groupement méthylène vient 
s'intercaler entre le phényle et l'amide, empêchant ainsi une délocalisation 
électronique.  
 
Nous nous sommes ensuite intéressée à l'influence des substituants méthoxys 
sur la stabilisation du complexe C1. Les méthoxys positionnés en ortho du cycle 
aromatique prennent indiscutablement part à la stabilisation du complexe. L'effet du 
meta-méthoxy est, par contre, plus ambigu : selon le type de comparaison effectué, il 
apparaît soit légèrement stabilisant, soit déstabilisant. Intuitivement, on se rend compte 
que ces résultats concordent avec les théories de mésomérie abordées en chimie 












Figure 3.14.  Les formes mésomères engendrées par les ortho-méthoxys contribuent à renforcer la 
densité électronique au niveau de l'oxygène impliqué dans la coordination au cuivre. Elles stabilisent 
donc la formation du complexe C1. 
L'analyse des différentes contributions à l'énergie de stabilisation des dérivés de 
C1 montre l'importance des termes électrostatiques et répulsifs. Si l'ajout de 
substituants méthoxys est défavorable d'un point de vue répulsif, le gain au niveau 
électrostatique est important. Dans ce contexte, il est possible de caractériser un 
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complexe métallo-organique en étudiant le potentiel électrostatique moléculaire 
engendré par les ligands au niveau du centre métallique733. En effet, le calcul des PEM 
peut donner une certaine idée de la stabilité d'un complexe. Il faut toutefois garder à 
l'esprit que la contribution électrostatique n'est qu'une contribution énergétique parmi 
d'autres et ne donne, dès lors, pas accès à une énergie de stabilisation globale. La 
valeur des puits de potentiel obtenue suite à ces calculs ab initio peut être directement 
mise en rapport avec le terme électrostatique fourni par SIBFA. En effectuant cette 
comparaison, nous avons observé une bonne corrélation entre les valeurs énergétiques 
obtenues par mécanique quantique et par SIBFA. La méthode SIBFA pourrait donc, 
dans une certaine mesure, fournir également des indications sur des propriétés 
électroniques telles que les PEM.  
 
Pour conclure ce travail, nous pouvons dire que les premiers résultats 
obtenus suite à l'élargissement de la procédure SIBFA aux complexes au cuivre 
(II), sont prometteurs. Au cours de ce chapitre, nous avons étudié théoriquement 
les propriétés énergétiques fines d'une série de complexes au cuivre (II) à visée 
thérapeutique, en étroite adéquation avec les résultats empiriques obtenus 
précédemment. Nous disposons maintenant d'une méthode prédictive permettant 
d'appréhender la stabilité thermodynamique des complexes au cuivre (II). Il est, 
dès lors, possible de l'appliquer dès le début du processus de conception de 
nouveaux complexes, avant les étapes de synthèse et de caractérisation 
expérimentale.  
 
Afin de pousser plus loin la validation de la méthode, on pourrait également 
comparer systématiquement les énergies de stabilisation obtenues par SIBFA et les 
constantes d'équilibres tabulées pour diverses séries de complexes734. A plus long 
terme, il serait intéressant de peaufiner l'adaptation de SIBFA à l'ion cuivrique. En 
effet, la version de SIBFA que nous avons utilisée au cours de cette thèse souffre de 
certaines limitations. Nous avons vu que l'ion cuivrique possédait une configuration 
électronique à couche ouverte, en d9. Cette caractéristique le rend particulièrement 
sensible aux effets du champ des ligands, provoquant au sein des complexes qu'il 
forme des déformations géométriques typiques. Cet effet Jahn-Teller conduit ainsi les 
complexes au cuivre (II) à adopter préférentiellement des géométries soit octaédriques 
déformées tétragonalement, soit pyramidales à base carrée, soit encore en plan carré. 
Pour modéliser correctement les propriétés géométriques et énergétiques des 
complexes au cuivre (II), il semble indispensable d'inclure au sein de la procédure un 
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terme supplémentaire permettant de rendre compte des effets du champ des ligands. Il 
serait intéressant de voir si la prise en compte de tels effets provoque, comme le 
prévoit la théorie de Jahn-Teller, une stabilisation complémentaire des complexes. On 
pourrait également aborder la modélisation des complexes SETCEZ et C0 qui 
adoptent, à l'état cristallin, notamment des géométries pyramidales à plan carré. Il 
serait alors possible d'étudier l'influence des molécules en position apicale sur la 
stabilité du complexe, comme dans le cas de C01 qui a été cristallisé sous deux 
formes, avec ou sans une molécule de solvant assurant la sixième coordination. A 
l'heure actuelle, une nouvelle version de SIBFA reprend ces effets de champ des 
ligands657. Les premiers résultats permettent de reproduire correctement la géométrie 
des complexes au cuivre formés à partir de ligands neutres comme l'eau ou 
l'ammoniac, ainsi que les phénomènes énergétiques qui y sont associés. A ce stade de 
développement, SIBFA peut être considérée comme une des méthodes de tout premier 
plan pour modéliser par mécanique moléculaire les complexes formés à partir de l'ion 
cuivrique.
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"Life can only be understood backward, but must be lived forward"  
S.  KIERKEGAARD  
 
En quelques décennies, le virus d'immunodéficience humaine a provoqué 
l'épidémie la plus ravageuse de l'histoire contemporaine. Les derniers bilans faisant 
état de la progression du SIDA dans le monde parlent maintenant de plus de 38 
millions de personnes infectées et de plus de 20 millions de décès depuis que l'on a 
recensé les premiers cas de la maladie en 1981. L'épidémie touche de manière inégale 
les différentes régions de la planète, atteignant, par exemple, des proportions 
apocalyptiques dans certains pays d'Afrique subsaharienne. Parmi les grands défis de 
ce début de siècle, on peut citer notamment l'amélioration de l'accès aux traitements 
antirétroviraux qui ne sont disponibles actuellement que pour environ 7% de personnes 
atteintes par le virus.  Des efforts doivent, en outre, être soutenus dans la recherche de 
vaccins ou de nouveaux traitements anti-VIH10.  
A l'heure actuelle la plupart des médicaments existant sur le marché visent deux 
enzymes nécessaires à la réplication virale : la transcriptase inverse et la protéase. La 
découverte des premiers inhibiteurs de la protéase suscita de grands espoirs au sein de 
la communauté scientifique. Pour la première fois, on pouvait envisager un traitement 
à plus long terme des personnes atteintes par le SIDA, qui retrouvaient ainsi une 
qualité de vie presque normale. Cependant, l'enthousiasme initial est retombé. Les 
antiprotéases de première génération présentent en effet des problèmes de 
biodisponibilité et de toxicité importants. L'efficacité de ces molécules est, en outre, 
rapidement hypothéquée par l'apparition de souches virales mutantes résistant au 
traitement. Pour remédier à ces inconvénients, de nombreuses équipes de chercheurs 
se sont attelées à la conception de nouvelles générations d'antiprotéases, faisant de cet 
enzyme une des cibles thérapeutiques les plus étudiées.  
Une étude de conception de novo d'inhibiteurs de la protéase du VIH-1 a été 
entreprise au laboratoire de chimie moléculaire structurale. Elle a mené à 
l'identification d'un complexe métallo-organique au cuivre (II), SETCEZ, chef de file 
d'une famille originale d'anti-protéases483,669. Les potentialités de l'approche bio-
inorganique n'avaient jusqu'alors, pour la protéase, pas été explorées dans une optique 
de ‘rationnal drug design’ et ouvraient donc un champ d'investigation quasi vierge 
dans ce domaine. A la suite du processus d'optimisation de SETCEZ, plusieurs ligands 
furent synthétisés et complexés à l'ion cuivrique. Certains complexes firent alors 
preuve d'une activité inhibitrice environ 500 fois supérieure à celle de leur chef de file 
(Figure 1). Ces résultats intéressants étaient cependant difficilement explicables a 
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priori et nécessitaient une étude approfondie des relations existant entre la structure et 
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Figure 1.  La conception de novo d'inhibiteurs de la protéase du VIH-1 a conduit à l'identification d'un 
complexe au cuivre (II), SETCEZ. L'optimalisation de cette molécule chef de file a débouché sur la 
synthèse des ligands L0-4, qui ont ensuite été complexés à l'ion cuivrique. Les complexes 
correspondant C0-4 présentent des activités inhibitrices diverses, pouvant être jusqu'à 500 fois plus 
élevées que celle de SETCEZ. 
 Notre travail de thèse s'est inscrit dans la continuité de cette recherche initiale, 
en y imprimant un caractère bio-inorganique marqué. Nous avons, en effet, tenté ici 
d'explorer la piste de l'inhibition de la protéase par les complexes métallo-organiques 
au cuivre (II), en nous focalisant sur le comportement physico-chimique, sur les 
potentialités et sur les limitations spécifiques à ce type de complexe de coordination. 
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Les objectifs de cette thèse peuvent se résumer en quelques points. Il s'agissait 
tout d'abord de caractériser les propriétés structurales et physico-chimiques des 
complexes C0-4, afin de clarifier leur mode d'interaction avec la protéase. Sur ces 
bases, des relations existant entre la structure des complexes et leur activité inhibitrice 
devaient être établies pour dégager les critères nécessaires à une inhibition compétitive 
de l'enzyme par cette famille de complexes au cuivre (II). Ces critères, repris au sein 
d'un pharmacophore optimalisé, devaient enfin permettre de proposer une nouvelle 
génération d'inhibiteurs de nature métallo-organique. 
Les complexes qui ont fait l'objet de ce travail peuvent se classer en quatre 
catégories selon leur mode d’inhibition vis-à-vis de la protéase. Ainsi, le complexe au 
cuivre SETCEZ peut être considéré comme la molécule chef de file à l'origine de cette 
étude (Tableau 1.). C'est un inhibiteur compétitif faiblement actif. Deux complexes, 
C01 et C02, ont été formés à partir du ligand L0 (Tableau 2.). Ils ne présentent aucune 
activité inhibitrice dans les limites de leur solubilité. C1, sous sa forme complexée 
inhibe compétitivement la protéase (Tableau 3.). On observe une activité anti-
enzymatique environ 500 fois plus élevée que celle de SETCEZ. Enfin nous avons 
montré que C2, C3 et C4 ne subsistent pas sous forme de complexe dans les tampons 
utilisés en cinétique (Tableau 4.). L'activité antiprotéolytique observée est attribuée à 
l'ion cuivrique libéré dans le milieu suite au processus de décomplexation. 
La caractérisation cristallographique, les études de mécanique moléculaire ainsi 
que la détermination de l’activité biologique du complexe SETCEZ avaient fait l’objet 
d’études antérieures483,489. Ces dernières plaidaient en faveur d’une inhibition 
purement compétitive de la protéase par le complexe observé en DRX. La 
modélisation de SETCEZ au sein du site actif de l’enzyme avait par ailleurs montré 
l’importance de la molécule d’eau coordinant le cuivre (II) dans le plan du ligand et 
formant des ponts hydrogène avec les aspartates catalytiques, ainsi que celle des deux 
fonctions carbonyles jouant le rôle d’accepteurs de protons (symbolisé par la lettre Y) 
dans l’interaction avec les isoleucines 50/150 des flaps (Tableau 1.). SETCEZ était 
cependant trop peu volumineux pour atteindre les différents sous-sites de l’enzyme, ce 
qui expliquait la faible activité inhibitrice observée.  
Nous avons complété ces résultats par des études en solution : la spectrométrie 
de masse confirme que l’espèce majoritaire en solution est bien un complexe 
semblable à celui observé en cristallographie et comprenant un ligand tridentate 
chélatant l’ion cuivrique. Le ligand libre, par contre, n’est observable que sous forme 
de traces. Par ailleurs, on obtient en RPE, un signal propre à SETCEZ dans le 
méthanol. Dans le tampon acétate utilisé lors des tests enzymatiques, ce signal subsiste 
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et est clairement différent de celui de l’acétate de cuivre. Il est donc clair que SETCEZ 
reste sous forme complexée quel que soit le milieu étudié.  
 




















ESI-MS complexe majoritaire : L -H+ + Cu2+ 
RPE complexe: spectre différent de celui de l'acétate de cuivre ; pas d'influence 
du solvant 
SIBFA / 
BIO inhibition compétitive: Ki = 480 µM483 
 
 
La complexation du ligand L0 à l’ion cuivrique issu de deux sels différents 
donna naissance à deux types distincts de complexes cristallographiques : C01 et C02 
(Tableau 2). On peut décrire C01 comme un complexe formé à partir de deux ligands 
organiques : le premier ligand, tridentate, chélatant le cuivre (II) par les deux azotes 
pyridiniques et l’azote déprotoné de l’amide, à la manière de SETCEZ, et le second 
ligand, bidentate, impliquant un azote pyridinique et l’oxygène amidique. De plus, 
C01 cristallise sous deux formes qui diffèrent principalement par leurs paramètres de 
maille et par la présence ou non d’une molécule de solvant assurant la sixième 
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coordination. C01 ne peut s’insérer dans le site actif de la protéase car le second ligand 
bidentate génère une gêne stérique au niveau des aspartates catalytiques. Un tel 
complexe est donc incapable de faire preuve d’activité anti-enzymatique. 
 
Tableau 2.  Récapitulatif des résultats expérimentaux et théoriques concernant les complexes formés à 
partir du ligand L0. En solution, on ne retrouve que le complexe C01. Celui-ci ne peut s'insérer dans le 
site actif de la protéase, ce qui explique l'absence d'activité inhibitrice. 
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X = H2O                                      + 3 PF6- 
MM encombrement stérique interaction avec les résidus 


















ESI-MS ligand majoritaire pour C01 et en proportions importante pour C02 
complexes présents : L - H+ + Cu2+ et 2L - H+ + Cu2+ (= C01) 
complexe non observé : 2L + Cu2+ (= C02) 
RPE complexe: comportement similaire à celui de SETCEZ plaidant en faveur 
du même type de complexation (= C01) 
SIBFA / 
BIO pas d’inhibition dans les limites de la solubilité (1.10-4 M) 
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Par contre, à l’état cristallin, C02 implique deux ligands bidentates symétriques 
complexant l’ion cuivrique central via un azote pyridinique et l’oxygène amidique. 
Une molécule d’eau occupe, en outre, la position apicale de ce complexe pyramidal à 
base carrée. Nous avons modélisé, par mécanique moléculaire, l’interaction de C02 
avec la protéase, en ajoutant une molécule d’eau complémentaire en position apicale. 
En vertu du théorème de Jahn-Teller, les complexes au cuivre (II) adoptent, en effet, 
une géométrie octaédrique déformée tétragonalement dont les cas limites sont la 
pyramide à base carrée et le plan carré. Il est donc probable que C02 puisse 
accommoder une deuxième molécule d’eau apicale pour former un octaèdre déformé 
tétragonalement. Ces molécules d’eau ont de l’importance car elles permettent une 
interaction non seulement avec les aspartates catalytiques comme le prévoyait le 
pharmacophore initial, mais également avec certains résidus des flaps, prenant ainsi la 
place de l’accepteur de proton Y. Les ligands organiques s’organisent dans un plan 
perpendiculaire à celui de SETCEZ, ce qui leur permet de mieux s’adapter aux sous-
sites S1/S1’ et S2/S2’ de l’enzyme. Ce mode de complexation devrait donc permettre 
une organisation adéquate des différents éléments d’interaction avec les résidus clés de 
la protéase : les résidus du site catalytique, des flaps et des différents sous-sites 
enzymatiques. Cependant, les travaux de spectrométrie de masse et de RPE ont montré 
qu’en solution, seul le complexe C01, ou son dérivé ne comprenant qu’un seul ligand 
tridentate, existaient. Il est donc impossible d’observer l’activité inhibitrice à laquelle 
on pouvait s’attendre pour C02, sur base des études de modélisation moléculaire. 
Tout comme C02, C1 est formé à l’état cristallin à partir de deux ligands 
bidentates symétriques (Tableau 3.). Les positions apicales de cet octaèdre déformé 
tétragonalement sont occupées par deux molécules de méthanol issues du solvant de 
cristallisation. Lors de la modélisation moléculaire de C1 en interaction avec la 
protéase, nous avons remplacé ces molécules de méthanol labiles par de l’eau. De 
nouveau, le mode de complexation de C1 permet d’organiser correctement les 
différents éléments d’interaction à l’intérieur du site actif de l’enzyme. En solution, les 
données de spectrométrie de masse montrent que l’espèce majoritaire est bien le 
complexe observé en cristallographie même si elle côtoie une proportion importante de 
ligand libre. En RPE, le spectre de C1 obtenu dans le tampon acétate peut être 
considéré comme la résultante de la superposition de deux signaux : celui propre au 
complexe C1, observé également dans le méthanol, et celui de l’acétate de cuivre. Par 
ailleurs, l’évaluation théorique des stabilités relatives des complexes par la méthode 
SIBFA prévoit que C1 est plus stable que l’acétate de cuivre.  
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Tableau 3. : Récapitulatif des résultats expérimentaux et théoriques concernant le complexe C1. C1 est 
suffisamment stable pour subsister partiellement sous sa forme complexée en solution, dans le tampon 
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ESI-MS complexe majoritaire : 2L + Cu2+ 
ligand présent en proportion importante 
RPE complexe: spectres différents selon le milieu (méthanol ou tampon acétate) 
dans le tampon acétate, superposition de deux signaux : celui propre au 
complexe C1 et celui de l'acétate de cuivre. 
SIBFA ∆Estab C1 > ∆Estab acétate de cuivre 
stabilisation due principalement aux  groupements triméthoxyphényles 
donneurs 
BIO C1 : inhibition compétitive : Ki = 1µM 
Cu2+ libre : inhibition non compétitive (Cys67/167 et 95/195) : Ki = 1µM 
 
 Enfin, deux types d’inhibition sont observés : une inhibition compétitive due au 
complexe et nettement supérieure à celle du chef de file SETCEZ, et une inhibition 
Conclusion et Perspectives 250 
non compétitive due au cuivre (II) libéré suite à la décomplexation de C1, et agissant 
au niveau des cystéines 67/167 et 95/195. Tous ces éléments concordent pour affirmer 
que C1 est suffisamment stable pour subsister, au moins partiellement, sous forme 
complexée dans le tampon enzymatique, et inhiber de manière compétitive la protéase.  
Enfin, les ligands L2, L3 et L4 sont tous basés sur le motif quinoléine 
carboxamide (Tableau 4.). En cristallographie, nous avons obtenu les complexes C2 et 
C4, formés par deux ligands bidentates symétriques chélatant l’ion central via 
l’oxygène amidique et l’azote quinoléique. Les positions apicales sont occupées par 
deux contre-ions perchlorate. L’ion cuivrique pourrait donc de nouveau jouer le rôle 
d’agent structurant organisant ses ligands suivant une géométrie octaédrique déformée 
tétragonalement, ce qui leur permet d’interagir de manière adéquate avec les résidus 
clés du site actif de la protéase. Les études de mécanique moléculaire confirment bien 
cette hypothèse. Par contre, il n’a pas été possible de cristalliser C3 sous sa forme 
complexée. 
Par ailleurs, la spectrométrie de masse nous montre, pour C2 et C3, que 
l’espèce prédominante en solution est le ligand libre, le complexe n’étant décelable 
qu’en petite proportion. Dans le cas de C4, on observe une plus grande quantité de 
complexe en solution, mais il côtoie des proportions importantes de ligand libre. Les 
résultats de RPE sont plus parlants encore : dans le tampon acétate, on obtient 
uniquement le signal de l’acétate de cuivre, ce qui prouve une décomplexation totale et 
une libération du cuivre (II) dans le milieu. La prédiction de la stabilité de C2 et C3 
par SIBFA est en accord avec ces résultats expérimentaux : C2 et C3 sont moins 
stables que l’acétate de cuivre, et C3 est lui-même moins stable que C2, ce qui 
pourrait expliquer le fait que nous n’ayons pas pu le cristalliser sous forme complexée. 
Il devient évident que ces trois composés ne sont pas suffisamment stables pour rester 
complexés dans le tampon utilisé en cinétique ; c’est alors le cuivre (II) libéré dans le 
milieu qui est responsable de l’inhibition observée.  
Cette caractérisation expérimentale et théorique nous permet d’épingler deux 
critères importants dans la conception d’inhibiteurs métallo-organiques de la protéase 
du VIH-1.  
D’une part, l’utilisation de l’ion cuivrique en tant qu’agent structurant 
permettant l’organisation des différents éléments d’interaction au sein du site actif de 
l’enzyme, est judicieuse. En effet, le cuivre (II) est soumis à l’effet Jahn-Teller : lors 
de la complexation, il adopte typiquement une géométrie octaédrique déformée 
tétragonalement. Il est intéressant de profiter des positions apicales plus labiles pour 
accommoder deux molécules d’eau cruciales dans l’inhibition de l’enzyme, la 
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première permettant d’interagir avec les aspartates catalytiques, et la seconde avec 
certains résidus des flaps.  
 
Tableau 4.  Récapitulatif des résultats expérimentaux et théoriques concernant les complexes C2, C3 
et C4. Dans les conditions des tests enzymatiques, on observe une décomplexation totale de ces 
composés. L'activité inhibitrice observée ne peut, dès lors, qu'être attribuée au cuivre (II) libéré dans le 
milieu.  
 C2 C3 C4 
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ESI-MS ligand majoritaire  
 
complexe présent en faible proportion :  
2L + Cu2+  
ligand en proportion 
importante 
complexe majoritaire :  
2L + Cu2+ 
RPE complexe: spectres différents selon le milieu (méthanol ou tampon acétate) 
dans le tampon acétate, le signal est identique à celui de l'acétate de cuivre 
SIBFA ∆Estab acétate de cuivre > ∆Estab C2 > ∆Estab C3     / 
BIO les complexes ne subsistent pas en milieu biologique : inactifs 
Cu2+ libre : inhibition non compétitive (Cys67/167 et 95/195) : Ki = 1µM 
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L’inhibiteur métallo-organique 
inclut donc directement au sein de sa 
structure la molécule d’eau catalytique, 
qui ne peut jouer ici son rôle de 
nucléophile, et la molécule d’eau 
structurale présente dans la plupart des 
structures d’inhibiteurs 
peptidomimétiques cocristallisés avec la 
protéase. En outre, le plan équatorial 
formé par les ligands organiques permet 
d’orienter les différents groupements au 
sein des principaux sous-sites 













Figure 2.  Affinement du pharmacophore dédié
aux inhibiteurs métallo-organiques de la
protéase du VIH-1. a. Pharmacophore initial
ayant permi d'épingler le chef de file, SETCEZ.
b. Pharmacophore décrivant le mode
d'interaction de C1 avec l'enzyme. c. Pour
améliorer la stabilité des complexes, on
pourrait envisager des ligands multidentates de
type macrocycliques. X représente ici les
atomes donneurs tels que l'azote ou l'oxygène

































D’autre part, nous devons pondérer 
notre optimisme par le comportement 
thermodynamique des complexes en 
solution. Pour inhiber la protéase par le 
mécanisme décrit ci-dessus, il est évident 
que l’inhibiteur métallo-organique doit 
rester sous forme complexée lorsqu’il 
interagit avec l’enzyme. La stabilité des 
complexes en milieu biologique devient, 
dès lors, une propriété incontournable. 
Nous l'avons abordée sous un 
éclairage théorique en participant à 
l'élargissement de la procédure SIBFA 
aux systèmes comprenant du cuivre (II). 
Les énergies de stabilisation des 
complexes C1, C2 et de leurs dérivés 
(C1b-g, C3), que nous avons obtenus 
grâce à ce champ de forces polarisable, 
sont en accord avec les données 
expérimentales. SIBFA peut donc être 
considéré comme une méthode de choix 
permettant d'appréhender le 
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comportement énergétique des complexes au cuivre (II) et de prédire leur stabilité. 
Nous avons vu que de nombreux facteurs intervenaient dans le processus de 
stabilisation d'un complexe, tels que la nature du métal ou celle des ligands. Le cuivre 
(II) semble être un métal adéquat pour agir en tant qu'agent structurant d'inhibiteur de 
la protéase puisque l'effet Jahn-Teller stabilise les complexes de géométrie octaédrique 
déformés tétragonalement. Il reste donc la possibilité de modifier les ligands afin 
d’obtenir des complexes plus stables. On peut jouer sur la nature des atomes impliqués 
dans la coordination, augmenter la basicité du ligand, favoriser la formation de 
plusieurs cycles chélates à partir d’un seul ligand, proposer des ligands déjà 
préorganisés pour la complexation, etc…706,707,709,712  
Ainsi, le pharmacophore repris à la figure 2.c., devrait correspondre à des 
complexes plus stables : on y retrouve, en plus de la possibilité de former les 
différentes interactions avec les résidus clés de la protéase, un ligand tétradentate 
formant simultanément jusqu’à quatre cycles chélates, dans le cas d’une structure 
macrocyclique. Plusieurs familles de complexes pourraient répondre à cette 
description et former ainsi une nouvelle génération d’inhibiteurs métallo-organiques 
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Figure 3.  Exemples de complexes au cuivre (II) pouvant servir de point de départ à une nouvelle 
génération d’inhibiteurs métallo-organiques de la protéase. On retrouve en effet la possibilité de 
complexer deux molécules d’eau apicales et d’orienter divers substituants vers les sous-sites 
enzymatiques à partir des ligands équatoriaux. 
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Par exemple, la stabilité des complexes formés à partir des ligands de type 
‘cyclam’ (1) et de l’ion cuivrique est bien connue ; elle est due à ce qu’on appelle 
l’effet macrocyclique : un ligand multidentate linéaire forme des complexes moins 
stables que son homologue cyclique car il doit perdre un plus grand nombre de degré 
de liberté lors de la complexation. Les ‘cyclam’ possèdent cependant une certaine 
flexibilité qui leur permettent d’adopter plusieurs conformations lorsqu’ils sont 
complexés. 
 Des complexes rigidifiés par la présence de doubles liaisons  pourraient 
présenter l’avantage de ne pas induire la formation de carbone asymétrique lors de leur 
substitution en vue d’atteindre les sous-sites enzymatiques. Formant simultanément 
trois cycles chélates, ils devraient présenter une stabilité suffisante pour être utilisés à 
des fins thérapeutiques. Ce type de ligand ‘acacen’ (2) complexé au cobalt (III) est 
d’ailleurs étudié dans le cadre de l’inhibition de la thrombine et de la 
thermolysine559,560, comme nous l’avons mentionné à la page 82 de l’introduction 
générale. De même, les ‘salen’ (3), dérivant de cette famille, sont développés en tant 
qu’agents anti-cancéreux598,599,735 (voir aussi page 86)*.  
Pour simuler la stabilisation due à l’effet macrocyclique, on peut également 
envisager la formation de ponts hydrogène intramoléculaires comme dans le cas du 
complexe (4). Certains agents de diagnostic possèdent des structures similaires, 
comme par exemple le Ceretec561 illustré à la page 83 de l’introduction générale. 
Remarquons, dès à présent, que les noyaux (2), (3) et (4) possèdent comme élément de 
symétrie un plan miroir. Or, nous pouvons rappeler que les sous-sites de la protéase 
sont, eux aussi, disposés symétriquement, mais selon une symétrie d’axe d’ordre 2. 
Lors de l’étape de substitution de ces noyaux, nécessaire pour atteindre les sous-sites 
enzymatiques, il faudra donc aller à l’encontre de leur propre symétrie, ce qui peut 
poser des problèmes de synthèse. Prenons, par exemple, le noyau (4). Une recherche 
dans CSD basée sur ce fragment permet de trouver 46 complexes substitués en 
position R1, R2, R3 et R4 ; dans tous les cas, on retrouve comme élément de symétrie 
le plan miroir : R1 = R4 et R2 = R3. Par contre, on peut garder une structure assez 
semblable mais résoudre ce problème de symétrie si on passe à des complexes formés 
à partir de deux ligands bidentates, de type ‘dmg’ (5). Ici aussi, l’effet macrocyclique 
est mimé par deux ponts hydrogène entre ligands, ce qui assure une meilleure stabilité 
                                                 
* Des contacts ont été pris avec le laboratoire de chimie organique physique du Professeur Bernier à 
Lille qui synthétise et étudie les propriétés anticancéreuses des complexes ‘salen’ et de leurs dérivés. 
Grâce à cette collaboration, la synthèse de ‘salen’ modifiés en vue d’inhiber la protéase pourrait être 
envisagée. 
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au complexe formé. On pourrait facilement envisager deux substituants en R1 et R2 
permettant l’interaction avec les sous-sites S1/S1’ et S2/S2’.  
Dans le même ordre d’idée, il est également possible de développer des 
inhibiteurs à partir du complexe (6), stabilisé lui aussi par deux ponts hydrogène entre 
ligands. On se rapproche ici de la structuration des complexes qui ont été caractérisés 
au cours de cette thèse, avec l’intervention de l’azote et de l’oxygène de chaque ligand 
organique dans la coordination. On pourrait donc imaginer ce genre de stabilisation en 
modifiant légèrement la structure des ligands que nous avons étudiés. La figure 4. 
reprend des exemples de modifications envisageables pour L1 et L2 qui mèneraient à 
la formation de ponts hydrogène entre ligands et donc à une stabilisation de type 
























































Figure 4.  Exemples de modifications structurales pouvant mener à une stabilisation ‘pseudo’-
macrocyclique de C1 et C2. Dans le cas de L1, seul un groupement hydroxyle est ajouté en ortho de la 
pyridine. Dans le cas de L2, une pyridine, de nouveau substitutée en ortho par un hydroxyle, remplace 
la quinoléine. 
  
Ainsi, nous avons utilisé la méthode SIBFA pour étudier l’influence de l’ajout 
de substituants hydroxyles en ortho des groupements pyridiniques sur stabilité du 
complexe C1. Nous avons également modélisé l’interaction de ce nouveau complexe 
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C1’ avec la protéase par mécanique moléculaire classique à l’aide du champ de forces 
ESFF. Afin de pouvoir comparer les deux complexes, nous avons suivi les mêmes 
protocoles de calcul que ceux appliqués à C1. 
La structure de C1’ et les résultats énergétiques obtenus suite au processus de 
minimisation par SIBFA se trouvent respectivement à la figure 5. et au tableau 5. D’un 
point de vue structural, la méthode SIBFA permet bien de retrouver les deux ponts 
hydrogène formés entre les ligands, ce qui donne une allure macrocyclique à 
l’ensemble du complexe. Cependant, on observe également un éloignement des azotes 
pyridiniques par rapport à l’ion cuivrique : les distances N-Cu sont supérieures à 2.4 
Å, ce qui laisse penser que la liaison correspondante est nettement affaiblie. Dès lors, 
deux hypothèses peuvent être envisagées. La première consisterait à dire que la taille 
du ‘pseudo’-macrocycle est trop élevée ; la formation simultanée de quatre ‘cycles’ 
chélates à six membres créerait une cavité trop grande pour l’ion cuivrique, ce qui 
aurait pour conséquence d’éloigner certains atomes coordinants du centre métallique. 
Cette idée va cependant à l’encontre des données bibliographiques qui précisent que 
l’augmentation de la taille du macrocycle, pour autant que l’on ne forme pas de cycle 
chélate à 7 membres, favorise la stabilisation des ions métalliques de petite taille 
comme le cuivre (II)707. La deuxième explication pourrait venir du fait que la version 
de SIBFA que nous avons utilisée ne permet pas de modéliser les effets dus au champ 
des ligands, et donc de prendre en compte certaines particularités géométriques 



























Figure 5.  Structure du complexe C1’ obtenue au terme de la minimisation par SIBFA. Les distances 
entre l’ion cuivrique et les atomes intervenant dans la coordination sont également reprises ainsi que 
celles des deux ponts H entre ligands. Code des couleurs : Cu : fushia, C : vert, O : rouge, N : bleu, H : 
blanc.  
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Malgré la perte d’interaction observée entre les azotes pyridiniques et le cuivre 
(II), l’énergie de stabilisation de C1’ est, sans conteste, bien meilleure que celle de C1. 
On gagne, en effet, plus de 100 kcal/mol en mimant l’effet macrocyclique. Il est 
probable que cette différence soit surestimée, mais elle indique bien que cette légère 
modification structurale apporte une stabilisation indéniable au complexe. Les 
principales contributions énergétiques à ce phénomène de stabilisation par ponts 
hydrogène sont bien sur de nature électrostatique mais font également intervenir les 
termes de polarisation et de transfert de charge. Le terme répulsif, si important lorsque 
nous étudions l’influence des substituants méthoxy de C1, ne semble ici jouer aucun 
rôle. 
 
Complexes C1 C1’ 
EMTP -397.3 -476.3 
Erep 120.2 120.9 
Epol -126.2 -143.8 
Ect -11.6 -16.0 
Edisp -46.3 -48.7 
∆Eint -460.5 -563.5 
Etor -11.3 -3.8 
Esolv -110.3 -115.4 
∆Estab -34.9 -135.7 
Tableau 5.  Energies d'interaction (kcal/mol) de C1 et C1’ après le processus 
de minimisation avec SIBFA. Les valeurs d'EsolvCu et d’EsolvH2O, permettant de 
calculer le ∆Estab, sont respectivement de -539.2 et de -3.9 kcal/mol. Les 
différentes contributions à l'énergie d'interaction intermoléculaire ont été












 Afin de nous assurer que C1’ présentait les caractéristiques structurales 
permettant son interaction avec la protéase, nous avons inséré le complexe dans le site 
actif de l’enzyme, suivant l’orientation 1 qui, rappelons-le, était la plus favorable pour 
C1 (voir page 162, dans le premier chapitre de résultats). Le complexe C1’/protéase a 
ensuite été soumis à une minimisation à l’aide du champ de forces ESFF.  
Au terme de ce processus d’optimisation, on observe bien la formation des deux 
ponts H interligands attendus. Un autre pont intramoléculaire peut également être 
relevé entre l’oxygène d’une des deux fonctions hydroxyles et une molécule d’eau 
apicale. Les ponts hydrogène formés entre C1 et la protéase (voir le tableau 1.19. du 
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premier chapitre des résultats) se retrouvent dans le complexe C1’/protéase à 
l’exception de celui existant entre une des molécules d’eau apicales et l’isoleucine 50 
des flaps. A la place, on observe cependant une nouvelle interaction de cette molécule 
d’eau avec la glycine 149. Un pont hydrogène supplémentaire est en outre formé entre 
l’azote amidique d’un des deux ligands organiques et l’aspartate 125. Le détail de ces 
ponts hydrogène intra et intermoléculaires est repris dans le tableau 6. et peut être 
visualisé à la figure 6. Remarquons ici que ces ponts hydrogène impliquent tous des 
acides aminés de la protéase toujours conservés (Asp25/125, Arg108 et Gly149) parmi 
les différentes souches du virus90. La formation d’interactions ciblant spécifiquement 
ce genre de résidus favoriserait ainsi cette nouvelle famille d’inhibiteurs face aux 
variantes mutantes de la protéase. 
 
Tableau 6.  Relevé des ponts hydrogène inter et intramoléculaires au sein du complexe C1’/protéase 
au terme de leur optimisation. La numérotation de C1’ est calquée sur celle de C1 (symétrie #1 : -x+2, 
-y+1, -z+1). La distance entre l’isoleucine 50 et la molécule d’eau apicale (en italique) est trop élevée 
pour considérer la persistance du pont H. 





















1.84 Å  
  
 
On peut donc en conclure que C1’ conserve les capacités d’interaction de C1 
avec la protéase, puisque de nombreux ponts hydrogène peuvent être relevés avec les 
résidus catalytiques mais aussi avec les résidus des flaps. Comme nos calculs réalisés à 
l’aide de la méthode SIBFA prévoient, en outre, une stabilité accrue de C1’ par rapport 
à C1, il serait intéressant d’envisager la synthèse d’un tel dérivé afin d’en étudier les 
propriétés inhibitrices et de confronter ces résultats théoriques à l’expérience. Ce 
travail pourrait ainsi initier le développement d’une nouvelle génération de complexes 
métallo-organiques plus stables, donc plus à même d’inhiber compétitivement la 
protéase du VIH-1. 
 






Figure 6.  Interactions mises en jeu entre le complexe C1’ et les résidus du site actif de la protéase. Les 
ponts H sont repris en pointillés. Code des couleurs : CC1’ : orange ; CPR : vert ; N : bleu ; O : rouge ; 
H : blanc ; Cu : sphère fuchsia. 
 
 
De nombreuses perspectives s’ouvrent à plus long terme. On peut les classer 
suivant deux axes de recherche : le développement des inhibiteurs enzymatiques de 
type métallo-organique, et celui des méthodes théoriques permettant d’appréhender de 
tels systèmes.  
La protéase du VIH-1 se prête bien à l’étude des potentialités des complexes 
métallo-organiques en tant qu’inhibiteurs enzymatiques. En effet, la protéase est 
extrêmement bien caractérisée, au point que différentes banques de données lui sont 
dédiées. Les différents éléments d’interaction existant au sein de son site actif, à savoir 
les principaux sous-sites ainsi que les molécules d’eau catalytique et structurale, 
s’organisent suivant une géométrie octaédrique, parfaitement reproduite par les 
complexes au cuivre (II). Cependant, la caractérisation de l’activité antiprotéolytique 
de tels complexes est délicate car les ions cuivriques libres ont, eux-mêmes, leur 
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propre action inhibitrice, en agissant hors du site actif au niveau des cystéines 67/167 
et 95/195. Deux solutions peuvent être envisagées pour surmonter cette difficulté. La 
première consiste à n’étudier que des complexes suffisamment stables pour qu’aucun 
ion cuivrique perturbateur ne soit libéré dans le milieu, ce qui nous renvoie à la 
discussion précédente. La deuxième solution serait de se tourner vers les complexes 
d’un autre ion métallique, qui ne possèderait pas d’activité biologique propre. Il 
devrait cependant être apte à reproduire des géométries octaédriques, si possible 
déformées tétragonalement afin d’assurer la coordination à plus longue distance des 
molécules d’eau catalytiques et structurales*. Parmi les différentes possibilités, on peut 
citer le nickel (II), le cobalt (III), le fer (II) et (III), le cadmium (II), le manganèse (II), 
etc…, tout en gardant à l’esprit que le métal choisi devra former des complexes 
suffisamment stables avec ses ligands.  
Une autre approche qui pourrait être envisagée est celle développée par Katz et 
ses collaborateurs557,558. Ils ont montré que l’on pouvait concevoir un ligand organique 
spécifique d’un enzyme donné, capable d’interagir avec celui-ci via la complexation 
d’un ion métallique présent dans le milieu physiologique (voir également page 82 de 
l’introduction générale). Le zinc (II) est un inhibiteur modéré de la protéase du VIH-1. 
On pense qu’il agit en se liant aux aspartates catalytiques, suivant une géométrie 
tétraédrique, les deux coordinations restantes étant assurées par des molécules d’eau. 
Dès lors, on pourrait imaginer, suivant une procédure de conception rationnelle, un 
ligand organique bidentate non seulement capable de chélater le zinc naturellement 
présent dans le milieu physiologique, mais également apte à interagir avec les résidus 
des principaux sous-sites et des flaps.  
Enfin, il reste à élucider le mode d’action des ions métalliques au niveau des 
cystéines 67/167 et 95/195 localisées respectivement en périphérie de l’enzyme et au 
sein de l’interface de dimérisation. Deux théories ont été avancées pour expliquer 
l’inhibition de la protéase par le cuivre (II). La première se base sur le pouvoir oxydant 
des ions cuivriques : en leur présence les cystéines seraient rapidement oxydées, 
formant ainsi des ponts disulfure intermoléculaires menant à des agrégats de protéines 
inactives451. La seconde plaide plutôt pour la formation d’un complexe entre le cuivre 
(II), la cystéine 67 et l’histidine 69 : cette liaison provoquerait une déformation 
allostérique qui se répercuterait jusqu’aux flaps, interférant ainsi avec la liaison du 
                                                 
* La protéase possède heureusement une certaine flexiblité au niveau des flaps qui peuvent adopter des 
conformations plus ou moins fermées sur le site actif. On peut donc espérer qu’une géométrie 
octaédrique non déformée puisse, elle aussi, accommoder ces deux molécules d’eau cruciales 
moyennant un reploiement plus prononcé des flaps sur le site actif. 
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substrat dans le site actif454*. Nous avons effectué quelques études préliminaires de 
dynamiques moléculaires pour explorer cette seconde piste : ces premières simulations 
nous ont permis de simuler des déformations allostériques susceptibles d'engendrer 
une déstructuration de l'enzyme et donc son inactivation. Certains ponts hydrogène 
stabilisant la structure de l'enzyme ont, par exemple, été mis en évidence. Leur rupture, 
au moyen d’inhibiteurs spécifiques, pourrait engendrer une déstructuration de la 
protéase au niveau des flaps, du site actif et de l'interface de dimérisation.    
Le développement de méthodes théoriques permettant d’appréhender des 
systèmes comprenant des centres métalliques est également une voie de recherche 
prometteuse. Plusieurs travaux pourraient être envisagés à court ou à long terme pour 
poursuivre le développement et la validation de la méthode SIBFA. L’évaluation par 
SIBFA de l’énergie de stabilisation de diverses séries de complexes, dont les 
constantes de stabilité ont été déterminées expérimentalement, devrait confirmer la 
méthodologie que nous avons suivie pour étudier et prédire les stabilités relatives des 
composés étudiés lors de cette thèse. Ce travail permettrait en outre de fournir une 
échelle de référence à laquelle on pourrait se rapporter lors d’études prédictives. 
Comme nous l’avons expliqué dans le dernier chapitre des résultats, la version 
de SIBFA que nous avons utilisée ici soufre d’une limitation importante : elle ne prend 
pas en compte les effets du champ des ligands. Par conséquent, seuls les complexes 
présentant une géométrie octaédrique ont pu être étudiés dans le cadre de cette thèse, 
en négligeant les conséquences structurales et énergétiques de l’effet Jahn-Teller. A 
l’heure actuelle, une nouvelle version optimalisée, appelée SIBFA-LF, est 
disponible657. Elle devrait permettre, non seulement d’étudier la stabilité relative de 
chaque complexe, mais également de caractériser l’importance pour ces composés de 
la stabilisation due à l’effet Jahn-Teller. 
Enfin, il serait intéressant d’appliquer SIBFA pour simuler l’interaction entre 
les résidus du site actif de la protéase, les molécules d’eau catalytiques et structurales, 
l’ion cuivrique et les ligands organiques s’insérant dans les différents sous-sites. Cela 
permettrait d’appuyer et d’affiner les résultats que nous avons obtenus en mécanique 
moléculaire classique. 
                                                 
* Ces hypothèses et les arguments sur  lesquels elles s’appuient sont expliqués en détail aux pages 63, 
64 et 65 de l’introduction générale. 
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1.1. Crystal Data and Details of the Structure Determination 
  
Crystal Data 
        Empirical Formula                           C26 H28 Cu N6 O3, 2(ClO4)  
        Formula Weight                                              734.99  
        Crystal System                                           Triclinic  
        Space group                                  P-1          (No.  2)  
        a, b, c [Angstrom]           10.1250(10)    12.820(2)    13.019(2)  
        alpha, beta, gamma [deg]      98.014(12)   104.029(9)   104.789(9)  
        V [Ang3]                                                 1548.3(4)  
        Z                                                                2  
        D(calc) [g/cm3]                                    1.577  
        F(000)                                                         754  
        µ(CuKα) [ /mm ]                                                3.2  
        Crystal Size [mm]                             0.05 x  0.10 x  0.20  
 
Data Collection 
        Temperature (K)                                                293  
        Radiation [Angstrom]                             CuKα      1.54178  
        Theta Min-Max [Deg]                                     3.6,  54.2  
        Dataset                                -10: 10 ;   0: 13 ; -13: 13  
        Tot., Uniq. Data, R(int)                      3783,   3783,  0.000  
        Observed data [I > 2.0 sigma(I)]                              2031  
 
Refinement 
        Refinement method            on F2 
        Nref, Npar                                              3783,  228  
        R, wR, S                                      0.0976, 0.2652, 1.17  
        Min. and Max. resd. dens. [e/Ang
        Cu1      0.02832(15)  0.26090(12)  0.73905(12)   0.0474(6)               
        N18        0.2230(9)    0.2745(6)    0.8367(6)    0.046(2)               
        C7       -0.2297(11)    0.1244(8)    0.7620(8)    0.046(3)               
        Max. and Av. Shift/Error                                0.00, 0.00  




1.2. Final Coordinates and Equivalent Isotropic Displacement 
  Parameters of the non-Hydrogen atoms              
 
        Atom          x            y            z      U(eq) [Ang^2] 
        ----         ---          ---          ---     ----------- 
        O9        -0.3948(8)    0.1296(5)    0.6028(6)  0.0541(19)               
        O25        0.0994(8)    0.1090(5)    0.6531(6)  0.0550(19)               
        O34        0.0255(9)    0.4331(6)    0.8418(6)    0.069(2)               
        N2        -0.0839(9)    0.1684(6)    0.8212(6)    0.049(2)               
        N10       -0.1588(9)    0.2260(6)    0.6393(7)    0.046(2)               
        N17        0.0864(9)    0.3399(6)    0.6261(6)    0.045(2)               
        N26       0.3212(10)    0.1200(6)    0.6424(7)    0.049(2)               
        N33       0.4118(10)    0.1716(7)    0.4454(7)    0.054(2)               
        C3       -0.0443(13)    0.1391(9)    0.9153(9)    0.064(3)               
        C4       -0.1353(13)    0.0737(9)   0.9588(10)    0.072(4)               
        C5       -0.2803(13)    0.0304(9)    0.8989(9)    0.068(3)               
        C6       -0.3242(12)    0.0569(8)    0.8005(8)    0.052(3)               
        C8       -0.2648(11)    0.1633(8)    0.6613(8)    0.043(3)               
        C11      -0.1714(11)    0.2719(8)    0.5454(8)    0.050(3)               
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        C12      -0.0273(11)    0.3285(8)    0.5355(8)    0.046(3)               
        C13      -0.0023(12)    0.3686(9)    0.4491(9)    0.061(3)               
        C14       0.1321(12)    0.4204(9)    0.4458(9)    0.061(3)               
        C15       0.2464(14)    0.4320(9)    0.5360(9)    0.069(3)               
        C16       0.2151(12)    0.3920(8)    0.6208(9)    0.056(3)               
        C19       0.2762(12)    0.3417(9)    0.9376(9)    0.057(3)               
        C20       0.3957(13)   0.3314(10)   1.0111(10)    0.068(3)               
        C21       0.4645(14)    0.2620(9)    0.9823(9)    0.066(3)               
        C22       0.4110(13)    0.1946(9)    0.8783(9)    0.061(3)               
        C23       0.2951(11)    0.2072(8)    0.8084(8)    0.045(3)               
        C24       0.2336(12)    0.1410(8)    0.6939(8)    0.044(3)               
        C27       0.2719(12)    0.0489(8)    0.5323(8)    0.053(3)               
        C28       0.2808(11)    0.1147(8)    0.4502(8)    0.045(3)               
        C29       0.1646(13)    0.1266(9)    0.3745(9)    0.060(3)               
        C30       0.1832(14)   0.1893(10)   0.3016(10)    0.073(4)               
        C31       0.3227(13)    0.2459(9)   0.3011(10)    0.066(3)               
        C32       0.4363(14)    0.2364(9)   0.3774(10)    0.070(3)               
        C35       0.1039(16)   0.5418(11)   0.8416(11)    0.085(4)               
        C36       0.1196(18)   0.6245(12)   0.9390(13)    0.114(6)               
        Cl37       0.3688(3)    0.5677(3)    0.2582(3)  0.0734(12)               
       *O38       0.2463(18)   0.4695(14)   0.2069(17)    0.124(8)               
       *O39         0.331(3)   0.6587(14)   0.2160(17)    0.123(7)               
        O40       0.4079(15)   0.5947(11)    0.3764(9)    0.146(4)               
       *O41       0.4713(14)   0.5496(12)   0.2052(11)    0.075(4)               
       *O38'        0.233(2)     0.520(2)     0.238(2)    0.102(8)               
       *O39'        0.432(4)     0.662(2)     0.238(3)   0.165(14)               
       *O41'        0.452(2)   0.4916(17)   0.2513(18)    0.085(6)               
        Cl42       0.2947(3)    0.8554(3)    0.7812(2)  0.0708(11)               
       *O43       0.3199(16)    0.7484(9)   0.7605(11)    0.058(4)               
        O44       0.3848(10)    0.9199(7)    0.8852(7)    0.098(3)               
       *O45       0.3296(18)   0.9119(13)   0.7019(12)    0.083(5)               
       *O46       0.1524(14)   0.8334(15)   0.7837(15)    0.103(6)               
        Cl42   -O44        1.433(9)     C11    -C12       1.500(16)              
       *O43'        0.265(4)     0.747(3)     0.787(3)   0.154(15)               
       *O45'        0.374(2)   0.8785(19)   0.6987(19)    0.079(8)               
       *O46'        0.173(3)     0.884(2)     0.751(2)   0.114(10)               
 
          U(eq) = 1/3 of the trace of the orthogonalized U Tensor 




1.3. Bond Distances (Angstrom)  
 
        Cu1    -O25        2.462(8)     N17    -C16       1.327(15)              
        Cu1    -O34        2.427(8)     N17    -C12       1.395(13)              
        Cu1    -N2         2.024(8)     N18    -C23       1.333(14)              
        Cu1    -N10        1.921(9)     N18    -C19       1.365(13)              
        Cu1    -N17        2.016(8)     N26    -C27       1.480(13)              
        Cu1    -N18        2.020(9)     N26    -C24       1.292(16)              
        Cl37   -O41'        1.45(2)     N33    -C28       1.362(15)              
        Cl37   -O38       1.462(19)     N33    -C32       1.320(15)              
        Cl37   -O39         1.45(2)     N26    -H26          0.8597              
        Cl37   -O40       1.460(12)     N33    -H33          0.8602              
        Cl37   -O41       1.426(15)     C3     -C4        1.365(18)              
        Cl37   -O38'        1.30(2)     C4     -C5        1.407(19)              
        Cl37   -O39'        1.31(3)     C5     -C6        1.370(15)              
        Cl42   -O46'        1.36(3)     C6     -C7        1.359(16)              
        Cl42   -O43       1.459(13)     C7     -C8        1.463(14)              
        Cl42   -O45       1.404(16)     C12    -C13       1.351(15)              
        Cl42   -O46       1.405(16)     C13    -C14       1.367(18)              
Données cristallographiques 319
        Cl42   -O43'        1.36(4)     C14    -C15       1.395(17)              
        Cl42   -O45'        1.51(2)     C15    -C16       1.352(16)              
        O9     -C8        1.277(14)     C19    -C20       1.397(18)              
        O25    -C24       1.265(15)     C20    -C21       1.329(19)              
        O34    -C35       1.418(16)     C21    -C22       1.397(16)              
        O34    -H34        1.01(11)     C22    -C23       1.361(17)              
        N2     -C3        1.330(14)     C23    -C24       1.503(14)              
        N2     -C7        1.412(14)     C27    -C28       1.457(14)              
        N10    -C11       1.421(13)     C28    -C29       1.396(17)              
        N10    -C8        1.286(14)     C29    -C30       1.343(17)              
        C30    -C31         1.42(2)     C20    -H20          0.9299              
        C31    -C32       1.370(19)     C21    -H21          0.9301              
        C35    -C36         1.48(2)     C22    -H22          0.9303              
        C3     -H3           0.9302     C27    -H27B         0.9699              
        C4     -H4           0.9299     C27    -H27A         0.9698              
        C5     -H5           0.9304     C29    -H29          0.9294              
        C6     -H6           0.9296     C30    -H30          0.9308              
        C11    -H11B         0.9701     C31    -H31          0.9309              
        C11    -H11A         0.9697     C32    -H32          0.9301              
        C13    -H13          0.9300     C35    -H35A         0.9693              
        C14    -H14          0.9307     C35    -H35B         0.9701              
        C15    -H15          0.9300     C36    -H36C         0.9598              
        C16    -H16          0.9296     C36    -H36A         0.9602              




1.4. Bond Angles    (Degrees)              
 
O25    -Cu1    -O34        164.9(3)   O43'   -Cl42   -O44       107.9(16) 
O25    -Cu1    -N2          95.1(3)   O44    -Cl42   -O45        108.1(8)    
O25    -Cu1    -N10         97.4(3)   O43    -Cl42   -O44        110.6(7)    
O25    -Cu1    -N17         85.6(3)   O43    -Cl42   -O45        108.0(9)    
O25    -Cu1    -N18         75.0(3)   O43    -Cl42   -O46       106.3(10)    
O34    -Cu1    -N2          93.0(3)   O44    -Cl42   -O45'      108.2(10)    
O34    -Cu1    -N10         96.4(3)   O44    -Cl42   -O46'      111.4(12)    
O34    -Cu1    -N17         90.1(3)   O45    -Cl42   -O46       115.9(11)    
O34    -Cu1    -N18         91.6(3)   O43'   -Cl42   -O45'      110.9(19)    
N2     -Cu1    -N10         81.5(4)   O43'   -Cl42   -O46'         111(2)    
N2     -Cu1    -N17        164.0(4)   O45'   -Cl42   -O46'      107.5(14)    
N2     -Cu1    -N18         95.8(3)   Cu1    -O25    -C24        102.4(6)    
N10    -Cu1    -N17         82.6(4)   Cu1    -O34    -C35        127.5(8)    
N10    -Cu1    -N18        171.7(3)   C35    -O34    -H34          113(7)    
N17    -Cu1    -N18         99.8(4)   Cu1    -O34    -H34          119(7)    
O39    -Cl37   -O41       102.6(13)   Cu1    -N2     -C3         132.1(8)    
O40    -Cl37   -O41        119.9(9)   Cu1    -N2     -C7         111.3(6)    
O38'   -Cl37   -O40        99.0(13)   C3     -N2     -C7         116.5(9)    
O38    -Cl37   -O39       106.3(13)   Cu1    -N10    -C8         118.4(7)    
O38    -Cl37   -O40       114.6(10)   C8     -N10    -C11        124.0(9)    
O38    -Cl37   -O41       102.7(10)   Cu1    -N10    -C11        117.6(7)    
O39    -Cl37   -O40       109.4(10)   Cu1    -N17    -C16        130.2(7)    
O39'   -Cl37   -O41'         111(2)   C12    -N17    -C16        115.9(9)    
O40    -Cl37   -O41'       95.7(11)   Cu1    -N17    -C12        113.5(7)    
O38'   -Cl37   -O39'         128(2)   Cu1    -N18    -C19        121.6(8)    
O39'   -Cl37   -O40       101.2(17)   C19    -N18    -C23        118.1(9)    
O38'   -Cl37   -O41'      114.1(14)   Cu1    -N18    -C23        119.7(6)    
O44    -Cl42   -O46        107.9(9)   C24    -N26    -C27       122.4(10)    
C28    -N33    -C32       125.7(11)   C22    -C23    -C24       122.1(10)    
C27    -N26    -H26          118.77   N18    -C23    -C24        114.6(9)    
C24    -N26    -H26          118.85   N26    -C24    -C23       117.9(10)    
C32    -N33    -H33          117.12   O25    -C24    -N26        123.6(9)    
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C28    -N33    -H33          117.18   O25    -C24    -C23       118.5(10)    
N2     -C3     -C4        124.5(12)   N26    -C27    -C28        111.2(8)    
C3     -C4     -C5        118.3(11)   C27    -C28    -C29       125.5(11)    
C4     -C5     -C6        118.7(11)   N33    -C28    -C29        115.5(9)    
N18    -C19    -C20       119.7(11)   N10    -C11    -H11A         109.42    
 
C5     -C6     -C7        120.6(11)   N33    -C28    -C27       119.0(10)    
N2     -C7     -C8         112.9(9)   C28    -C29    -C30       121.3(12)    
C6     -C7     -C8        125.7(10)   C29    -C30    -C31       120.1(12)    
N2     -C7     -C6         121.3(9)   C30    -C31    -C32       118.4(11)    
O9     -C8     -C7         117.7(9)   N33    -C32    -C31       118.9(12)    
N10    -C8     -C7        115.7(10)   O34    -C35    -C36       113.5(12)    
O9     -C8     -N10        126.6(9)   N2     -C3     -H3           117.77    
N10    -C11    -C12        111.0(9)   C4     -C3     -H3           117.75    
N17    -C12    -C13       119.9(10)   C3     -C4     -H4           120.82    
C11    -C12    -C13       125.5(10)   C5     -C4     -H4           120.85    
N17    -C12    -C11        114.5(9)   C4     -C5     -H5           120.61    
C12    -C13    -C14       122.5(11)   C6     -C5     -H5           120.70    
C13    -C14    -C15       117.9(11)   C7     -C6     -H6           119.72    
C14    -C15    -C16       117.1(12)   C5     -C6     -H6           119.68    
N17    -C16    -C15       126.6(11)   H11A   -C11    -H11B         108.00    
C19    -C20    -C21       121.1(11)   N10    -C11    -H11B         109.45    
C20    -C21    -C22       118.8(12)   C12    -C11    -H11A         109.44    
C21    -C22    -C23       118.5(12)   C12    -C11    -H11B         109.42    
N18    -C23    -C22       123.2(10)   C12    -C13    -H13          118.71    
C14    -C13    -H13          118.76   C30    -C29    -H29          119.28    
C13    -C14    -H14          121.09   C28    -C29    -H29          119.39    
C15    -C14    -H14          121.02   C29    -C30    -H30          119.98    
C16    -C15    -H15          121.40   C31    -C30    -H30          119.95    
C14    -C15    -H15          121.51   C30    -C31    -H31          120.82    
N17    -C16    -H16          116.77   C32    -C31    -H31          120.79    
C15    -C16    -H16          116.66   N33    -C32    -H32          120.57    
N18    -C19    -H19          120.13   C31    -C32    -H32          120.50    
C20    -C19    -H19          120.13   O34    -C35    -H35A         108.84    
C19    -C20    -H20          119.37   O34    -C35    -H35B         108.83    
C21    -C20    -H20          119.52   H35A   -C35    -H35B         107.68    
C20    -C21    -H21          120.56   C36    -C35    -H35B         108.85    
C22    -C21    -H21          120.61   C36    -C35    -H35A         108.95    
C21    -C22    -H22          120.74   C35    -C36    -H36B         109.48    
C23    -C22    -H22          120.73   C35    -C36    -H36C         109.41    
N26    -C27    -H27B         109.36   H36A   -C36    -H36C         109.51    
C28    -C27    -H27A         109.38   H36B   -C36    -H36C         109.52    
C28    -C27    -H27B         109.38   H36A   -C36    -H36B         109.48    
H27A   -C27    -H27B         108.09   C35    -C36    -H36A         109.42    
N26    -C27    -H27A         109.32                                          
 
 
1.5. Torsion Angles (Degrees)              
 
N2-Cu1-O25-C24        -115.2(6)       
N10-Cu1-O25-C24        162.7(6)       
N17-Cu1-O25-C24         80.8(6)       
N18-Cu1-O25-C24        -20.5(6)       
O25-Cu1-N2-C3          83.3(10)       
O34-Cu1-N2-C3         -83.9(10)       
N2-Cu1-O34-C35        169.9(10)       
N10-Cu1-O34-C35      -108.3(10)       
N17-Cu1-O34-C35       -25.8(10)       
N18-Cu1-O34-C35        74.0(10)       
N10-Cu1-N17-C12         -2.1(7)       
N18-Cu1 -N2-C7        -168.6(7)       
C3-N2-C7-C8            178.3(9)       
Cu1-N2-C7-C6           178.0(8)       
Cu1-N2-C7-C8           -4.5(11)       
C3-N2-C7-C6             0.9(15)       
C7-N2-C3-C4            -2.5(16)       
Cu1-N10-C11-C12         7.8(11)       
C11-N10-C8 -C7        -180.0(9)       
C11-N10-C8 -O9          2.4(17)       
C8-N10-C11-C12        -172.5(9)       
Cu1-N10-C8-C7          -0.3(12)       
Cu1-N10-C8-O9         -177.9(8)       
Cu1-N17-C16-C15        171.7(9)       
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O3-Cu1-N10-C8          -93.9(8)       
N10-Cu1-N2-C3        -179.9(10)       
N18-Cu1-N2-C3           8.0(10)       
O25-Cu1-N2-C7          -93.3(7)       
O34-Cu1-N2-C7           99.5(7)       
N10-Cu1-N2-C7            3.5(7)       
O25-Cu1-N10-C8          92.2(8)       
O34-Cu1-N17-C12        -98.6(7)       
N2-Cu1-N10-C8           -1.8(8)       
N17-Cu1-N10-C8         176.8(8)       
O25-Cu1-N18-C19       -167.8(8)       
O34-Cu1-N18-C19         19.1(8)       
N2-Cu1-N18-C19         -74.1(8)       
N17-Cu1-N10-C11         -3.4(7)       
O25-Cu1-N10-C11        -88.0(7)       
N17-Cu1-N18-C19        109.5(8)       
N18-Cu1-N17-C12        169.8(7)       
O25-Cu1-N17-C12         95.9(7)       
O34-Cu1-N10-C11         85.8(7)       
N2-Cu1-N10-C11        177.9(8)        
N10-Cu1-N17-C16       -175.8(9)       
O25-Cu1-N17-C16        -77.7(9)       
O34-Cu1-N17-C16         87.8(9)       
O34-Cu1-N18-C23       -169.0(7)       
N18-Cu1-N17-C16         -3.8(9)       
O25-Cu1-N18-C23          4.1(7)       
N2-Cu1-N18-C23          97.8(8)       
N17-Cu1-N18-C23        -78.7(8)       
Cu1-O25-C24-C23        33.4(10)       
Cu1-O25-C24-N26       -146.6(9)       
Cu1-O34-C35-C36      -159.1(10)       
Cu1-N2-C3-C4          -178.9(9)       
C12-N17-C16-C15        -1.8(16)       
C16-N17-C12-C11       -178.5(9)       
Cu1-N17-C1-C11          6.9(11)       
Cu1-N17-C12-C13       -174.0(8)       
C16-N17-C12-C13         0.6(15)       
Cu1-N18-C19-C20        166.3(9)       
C23-N18-C19-C20        -5.7(16)       
Cu1-N18-C23-C24        11.2(12)       
C19-N18-C23-C22         6.5(16)       
Cu1-N18-C23-C22       -165.7(9)       
C19-N18-C23-C24       -176.6(9)       
C24-N26-C27-C28       101.8(12)       
C27-N26-C24-C23        175.5(9)       
C27-N26-C24-O25        -4.6(15)       
C32-N33-C28-C27      -178.3(11)       
C32-N33-C28-C29         0.9(16)       
C28-N33-C32-C31        -2.7(18)       
N2-C3-C4-C5             2.5(19)       
C3-C4-C5-C6            -0.9(18)       
C4-C5-C6-C7            -0.5(17)       
C5-C6-C7-N2             0.6(17)       
C5-C6-C7-C8          -176.5(11)       
N2-C7-C8-O9           -178.8(9)       
N2-C7-C8-N10            3.3(13)       
C6-C7-C8-O9            -1.5(16)       
C6-C7-C8-N10         -179.4(10)       
N10-C11-C12-N17        -9.4(12)       
N10-C11-C12-C13       171.6(10)       
N17-C12-C13-C14         0.4(17)       
C11-C12-C13-C14       179.4(11)       
C12-C13-C14-C15        -0.3(18)       
C13-C14-C15-C16        -0.8(17)       
C14-C15-C16-N17         1.9(18)       
N18-C19-C20-C21         4.4(19)       
C19-C20-C21-C22        -3.3(19)       
C20-C21-C22-C23         3.7(18)       
C21-C22-C23-N18        -5.5(18)       
C21-C22-C23-C24       177.9(11)       
N18-C23-C24-O25       -34.4(13)       
N18-C23-C24-N26       145.5(10)       
C22-C23-C24-O25       142.5(11)       
C22-C23-C24-N26       -37.6(15)       
N26-C27-C28-N33        68.6(13)       
N26-C27-C28-C29      -110.5(12)       
N33-C28-C29-C30         0.8(17)       
C27-C28-C29-C30          180(3)       
C28-C29-C30-C31        -0.6(19)       
C29-C30-C31-C32        -1.1(19)       









2.  C01-XOSNUO 
 
 
2.1. Crystal Data and Details of the Structure Determination 
 
Crystal Data 
        Empirical Formula                   C24 H18 Cu N6 O2, 2(ClO4), 2(H2O)  
        Formula Weight                                              720.93  
        Crystal System                                          Monoclinic  
        Space group                                  P21/n        (No. 14)  
        a, b, c [Angstrom]           12.8450(10)  10.2010(10)    23.008(5)  
        alpha, beta, gamma [deg]              90  101.487(11)           90  
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        V [Ang3]                                                  2954.4(7)  
        Z                                                                4  
        D(calc) [g/cm3]                                       0.000, 1.621  
        F(000)                                                        1468  
        µ(CuKα) [ /mm ]                                                3.4  
        Crystal Size [mm]                             0.07 x  0.15 x  0.47  
 
Data Collection 
        Temperature (K)                                                293  
        Radiation [Angstrom]                             CuKα      1.54174  
        Theta Min-Max [Deg]                                     3.7,  71.9  
        Dataset                                -15:  9 ; -12:  0 ; -27: 28  
        Tot., Uniq. Data, R(int)                      7447,   5806,  0.039  
        Observed data [I > 2.0 sigma(I)]                              4643  
 
                                  Refinement 
        Refinement method            on F2 
        Nref, Npar                                              5806,  415  
        R, wR, S                                      0.0757, 0.2353, 1.08  
        Max. and Av. Shift/Error                                0.00, 0.00  




2.2.  Final Coordinates and Equivalent Isotropic Displacement 
      Parameters of the non-Hydrogen atoms              
 
        Atom          x            y            z      U(eq) [Ang^2] 
        ----         ---          ---          ---     ----------- 
        Cu1       0.78204(5)   0.13923(6)   0.08008(3)   0.0413(2)               
        O9         0.8661(3)    0.4999(3)  0.04068(18)  0.0645(13)               
        O25        0.8931(3)   -0.0150(3)  0.05341(14)  0.0456(10)               
        N2         0.8930(3)    0.2291(4)  0.14099(17)  0.0438(11)               
        N10        0.7842(3)    0.3004(4)  0.03883(18)  0.0500(11)               
        N17        0.6730(3)    0.0946(4)  0.00506(17)  0.0488(12)               
        N18        0.7629(3)   -0.0153(3)  0.13056(15)  0.0387(10)               
        N26        0.8995(3)   -0.2337(4)  0.05161(18)  0.0475(11)               
        N33        0.8557(5)   -0.1519(5)   -0.0981(2)  0.0722(19)               
        C3         0.9486(4)    0.1840(5)    0.1910(2)  0.0542(17)               
        C4         1.0290(5)    0.2564(6)    0.2268(3)  0.0634(19)               
        C5         1.0506(4)    0.3796(5)    0.2067(3)  0.0585(17)               
        C6         0.9945(4)    0.4268(5)    0.1539(2)  0.0566(16)               
        C7         0.9150(4)    0.3506(4)    0.1213(2)  0.0465(14)               
        C8         0.8502(4)    0.3889(4)    0.0624(2)  0.0456(12)               
        C11        0.7125(5)    0.3165(5)   -0.0168(2)  0.0596(17)               
        C12        0.6584(4)    0.1904(6)   -0.0357(2)  0.0555(17)               
        C13        0.6003(5)    0.1701(7)   -0.0921(3)    0.075(2)               
        C14        0.5601(6)    0.0472(9)   -0.1073(3)    0.090(3)               
        C15        0.5736(5)   -0.0518(8)   -0.0659(3)    0.077(2)               
        C16        0.6306(4)   -0.0226(6)   -0.0093(3)  0.0598(17)               
        C19        0.7062(4)   -0.0071(5)    0.1737(2)  0.0480(14)               
        C20        0.6956(5)   -0.1131(6)    0.2093(2)  0.0606(17)               
        C21        0.7404(5)   -0.2299(6)    0.1991(3)  0.0667(19)               
        C22        0.7991(5)   -0.2375(5)    0.1552(2)  0.0575(16)               
        C23        0.8096(3)   -0.1285(4)  0.12161(18)  0.0384(11)               
        C24        0.8722(3)   -0.1218(4)  0.07278(19)  0.0383(11)               
        C27        0.9532(4)   -0.2383(5)    0.0016(2)  0.0497(16)               
        C28        0.8713(4)   -0.2479(4)   -0.0555(2)  0.0461(16)               
        C29        0.8100(4)   -0.3552(4)   -0.0632(2)  0.0442(12)               
        C30        0.7360(5)   -0.3742(6)   -0.1100(3)    0.070(2)               
        C31        0.7165(5)   -0.2811(8)   -0.1553(3)    0.076(2)               
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        C32        0.7776(5)   -0.1695(6)   -0.1488(3)    0.070(2)               
        Cl41     1.15608(13)    0.7644(2)   0.16566(8)   0.0822(6)               
        O42        1.1396(8)   0.8145(14)    0.1081(4)    0.193(6)               
        O43        1.2314(8)   0.8531(10)    0.1939(5)    0.198(5)               
        O44        1.0654(7)   0.7559(14)    0.1868(4)    0.200(6)               
       *O45A      1.2145(13)   0.6575(11)    0.1840(9)    0.203(8)               
       *O45B      1.1328(13)     0.669(2)    0.1167(8)    0.099(7)               
        Cl36     0.58832(13)  0.42102(17)   0.13779(8)   0.0764(5)               
        O37        0.6066(9)    0.2876(7)    0.1385(5)    0.182(5)               
        O38        0.6871(6)    0.4804(7)    0.1424(4)    0.144(3)               
        O39        0.5434(7)   0.4566(11)    0.1839(5)    0.181(5)               
        O40        0.5238(9)   0.4487(15)    0.0847(4)    0.230(7)               
        O34        0.3758(7)    0.3318(7)   -0.0175(4)    0.135(3)               
        O35        0.9764(7)    0.6427(7)    0.2709(4)    0.138(3)               
 
          U(eq) = 1/3 of the trace of the orthogonalized U Tensor 
           Starred Atom sites have a S.O.F less than 1.0 
 
         
 
2.3. Bond Distances (Angstrom)             
 
        Cu1    -O25        2.288(4)     N33    -C28        1.372(6)              
        Cu1    -N2         2.010(4)     N26    -H26          0.8600              
        Cu1    -N10        1.901(4)     N33    -H33          0.8602              
        Cu1    -N17        2.046(4)     C3     -C4         1.397(8)              
        Cu1    -N18        2.002(3)     C4     -C5         1.386(8)              
        Cl41   -O45B      1.474(19)     C5     -C6         1.370(8)              
        Cl41   -O43       1.388(11)     C6     -C7         1.380(7)              
        Cl41   -O44        1.351(9)     C7     -C8         1.494(6)              
        Cl41   -O42       1.396(10)     C11    -C12        1.485(8)              
        Cl41   -O45A      1.343(14)     C12    -C13        1.378(8)              
        Cl36   -O39       1.354(11)     C13    -C14       1.374(11)              
        Cl36   -O40       1.362(10)     C14    -C15       1.375(11)              
        Cl36   -O38        1.391(8)     C15    -C16        1.393(9)              
        Cl36   -O37        1.381(8)     C19    -C20        1.380(7)              
        O9     -C8         1.271(5)     C20    -C21        1.364(9)              
        O25    -C24        1.227(5)     C21    -C22        1.378(9)              
        O42    -O45B        1.50(2)     C22    -C23        1.376(6)              
        N2     -C7         1.368(6)     C23    -C24        1.508(6)              
        N2     -C3         1.311(6)     C27    -C28        1.514(7)              
        N10    -C8         1.282(6)     C28    -C29        1.339(6)              
        N10    -C11        1.430(6)     C29    -C30        1.301(8)              
        N17    -C12        1.342(7)     C30    -C31       1.395(10)              
        N17    -C16        1.328(7)     C31    -C32       1.374(10)              
        N18    -C19        1.346(6)     C3     -H3           0.9302              
        N18    -C23        1.336(5)     C4     -H4           0.9300              
        N26    -C27        1.455(6)     C5     -H5           0.9289              
        N26    -C24        1.316(6)     C6     -H6           0.9301              
        N33    -C32        1.390(8)     C11    -H11A         0.9697              
        C11    -H11B         0.9707     C22    -H22          0.9303              
        C13    -H13          0.9301     C27    -H27A         0.9701              
        C14    -H14          0.9310     C27    -H27B         0.9694              
        C15    -H15          0.9302     C29    -H29          0.9306              
        C16    -H16          0.9297     C30    -H30          0.9303              
        C19    -H19          0.9299     C31    -H31          0.9286              
        C20    -H20          0.9308     C32    -H32          0.9299              
        C21    -H21          0.9307                                              
 




2.4. Bond Angles    (Degrees) 
 
O25    -Cu1    -N2        96.15(15)   Cu1    -N2     -C7         110.3(3)    
O25    -Cu1    -N10      112.88(15)   Cu1    -N2     -C3         129.7(3)    
O25    -Cu1    -N17       88.82(14)   C3     -N2     -C7         119.7(4)    
O25    -Cu1    -N18       76.66(13)   Cu1    -N10    -C11        118.4(3)    
N2     -Cu1    -N10       82.81(17)   C8     -N10    -C11        123.5(4)    
N2     -Cu1    -N17      163.94(16)   Cu1    -N10    -C8         118.1(3)    
N2     -Cu1    -N18       96.12(15)   Cu1    -N17    -C12        113.9(3)    
N10    -Cu1    -N17       81.19(17)   C12    -N17    -C16        119.2(5)    
N10    -Cu1    -N18      170.45(16)   Cu1    -N17    -C16        126.0(4)    
N17    -Cu1    -N18       99.89(15)   Cu1    -N18    -C19        121.7(3)    
O43    -Cl41   -O44        116.3(7)   C19    -N18    -C23        119.5(4)    
O43    -Cl41   -O45A        95.1(8)   Cu1    -N18    -C23        118.7(3)    
O43    -Cl41   -O45B       143.6(8)   C24    -N26    -C27        121.6(4)    
O42    -Cl41   -O43         99.5(7)   C28    -N33    -C32        119.1(5)    
O42    -Cl41   -O44        112.7(6)   C24    -N26    -H26          119.25    
O42    -Cl41   -O45A      124.4(10)   C27    -N26    -H26          119.16    
O42    -Cl41   -O45B        63.1(9)   C32    -N33    -H33          120.42    
O44    -Cl41   -O45A       107.6(9)   C28    -N33    -H33          120.53    
O44    -Cl41   -O45B       100.1(8)   N2     -C3     -C4         122.8(5)    
O38    -Cl36   -O39        110.4(6)   C3     -C4     -C5         117.1(6)    
O37    -Cl36   -O39        110.7(7)   C4     -C5     -C6         120.6(5)    
O37    -Cl36   -O40        106.7(8)   C5     -C6     -C7         119.0(5)    
O39    -Cl36   -O40        111.6(7)   N2     -C7     -C6         120.6(4)    
O37    -Cl36   -O38        106.1(6)   N2     -C7     -C8         115.0(4)    
O38    -Cl36   -O40        111.2(7)   C6     -C7     -C8         124.3(4)    
Cu1    -O25    -C24        108.7(3)   O9     -C8     -C7         119.1(4)    
Cl41   -O42    -O45B        61.0(9)   N10    -C8     -C7         113.7(4)    
Cl41   -O45B   -O42         55.9(8)   O9     -C8     -N10        127.3(5)    
N10    -C11    -C12        110.1(4)   C5     -C4     -H4           121.42    
N17    -C12    -C11        115.7(4)   C3     -C4     -H4           121.44    
N17    -C12    -C13        121.5(6)   C6     -C5     -H5           119.64    
C11    -C12    -C13        122.7(5)   C4     -C5     -H5           119.74    
C12    -C13    -C14        118.8(6)   C7     -C6     -H6           120.41    
C13    -C14    -C15        120.3(7)   C5     -C6     -H6           120.55    
C14    -C15    -C16        117.4(7)   C12    -C11    -H11A         109.68    
N17    -C16    -C15        122.6(6)   N10    -C11    -H11A         109.66    
N18    -C19    -C20        121.4(5)   N10    -C11    -H11B         109.66    
C19    -C20    -C21        119.2(5)   H11A   -C11    -H11B         108.09    
C20    -C21    -C22        119.1(6)   C12    -C11    -H11B         109.66    
C21    -C22    -C23        119.7(5)   C14    -C13    -H13          120.60    
N18    -C23    -C24        113.5(3)   C12    -C13    -H13          120.56    
C22    -C23    -C24        125.6(4)   C13    -C14    -H14          119.84    
N18    -C23    -C22        121.0(4)   C15    -C14    -H14          119.87    
O25    -C24    -N26        122.8(4)   C14    -C15    -H15          121.18    
O25    -C24    -C23        119.9(4)   C16    -C15    -H15          121.39    
N26    -C24    -C23        117.2(4)   C15    -C16    -H16          118.68    
N26    -C27    -C28        109.3(4)   N17    -C16    -H16          118.76    
N33    -C28    -C27        123.5(4)   N18    -C19    -H19          119.35    
C27    -C28    -C29        117.1(4)   C20    -C19    -H19          119.24    
N33    -C28    -C29        119.4(5)   C21    -C20    -H20          120.41    
C28    -C29    -C30        123.0(5)   C19    -C20    -H20          120.40    
C29    -C30    -C31        120.6(6)   C20    -C21    -H21          120.40    
C30    -C31    -C32        118.0(6)   C22    -C21    -H21          120.48    
N33    -C32    -C31        120.0(6)   C21    -C22    -H22          120.29    
N2     -C3     -H3           118.60   C23    -C22    -H22          120.01    
C4     -C3     -H3           118.61   N26    -C27    -H27B         109.72    
C28    -C27    -H27A         109.84   C31    -C30    -H30          119.67    
H27A   -C27    -H27B         108.21   C29    -C30    -H30          119.69    
C28    -C27    -H27B         109.90   C30    -C31    -H31          120.98    
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N26    -C27    -H27A         109.80   C32    -C31    -H31          121.05    
C28    -C29    -H29          118.52   C31    -C32    -H32          119.99    
C30    -C29    -H29          118.48   N33    -C32    -H32          120.05    
 
          
 
2.5. Torsion Angles (Degrees)              
 
O25-Cu1-N2-C3         -64.1(4)        
O25-Cu1-N2-C7         109.8(3)        
N10-Cu1-N2-C3        -176.5(5)        
N10-Cu1-N2-C7          -2.6(3)        
N18-Cu1-N2-C3          13.1(4)        
N18-Cu1-N2-C7        -173.0(3)        
O25-Cu1-N10-C8         -91.3(4)       
O25-Cu1-N10-C11         88.5(4)       
N2-Cu1-N10-C8           2.3(4)        
N2-Cu1-N10-C11       -177.8(4)        
N17-Cu1-N10-C8        -176.3(4)       
N17-Cu1-N10-C11          3.6(4)       
O25-Cu1-N17-C12       -111.1(3)       
O25-Cu1-N17-C16         58.1(4)       
N10-Cu1-N17-C12          2.2(4)       
N10-Cu1-N17-C16        171.5(5)       
N2-Cu1-N18-C23       -101.4(3)        
N18-C23-C24-N26       -164.4(4)       
N18-Cu1-N17-C12        172.6(3)       
N18-Cu1-N17-C16        -18.1(4)       
O25-Cu1-N18-C19        172.2(4)       
O25-Cu1-N18-C23         -6.5(3)       
N2-Cu1-N18-C19         77.3(4)        
N17-Cu1-N18-C19       -101.4(4)       
N17-Cu1-N18-C23         79.9(3)       
N2-Cu1-O25-C24        108.2(3)        
N10-Cu1-O25-C24       -167.1(3)       
N17-Cu1-O25-C24        -87.1(3)       
N18-Cu1-O25-C24         13.3(3)       
Cu1-O25-C24-N26        160.1(3)       
Cu1-O25-C24-C23        -17.8(5)       
Cu1-N2-C3-C4         175.2(4)         
C7-N2-C3-C4           1.8(8)          
Cu1-N2-C7-C6        -175.3(4)         
Cu1-N2-C7-C8           2.5(5)         
C3-N2-C7-C6          -0.7(7)          
C3-N2-C7-C8         177.1(4)          
Cu1-N10-C8-O9         177.1(4)        
Cu1-N10-C8-C7          -1.5(6)        
C11-N10-C8-O9          -2.8(8)        
C11-N10-C8-C7         178.6(5)        
Cu1-N10-C11-C12         -8.0(6)       
C8-N10-C11-C12        171.8(5)        
Cu1-N17-C12-C11         -7.3(6)       
Cu1-N17-C12-C13        170.1(4)       
C16-N17-C12-C11       -177.4(5)       
C16-N17-C12-C13          0.1(8)       
  
Cu1-N17-C16-C15       -166.8(4)       
C12-N17-C16-C15          1.9(8)       
Cu1-N18-C19-C20       -178.3(4)       
C23-N18-C19-C20          0.4(7)       
Cu1-N18-C23-C22        179.9(3)       
Cu1-N18-C23-C24          0.0(5)       
C19-N18-C23-C22          1.1(7)     
C19-N18-C23-C24       -178.7(4)       
C27-N26-C24-O25         -2.6(7)       
C27-N26-C24-C23        175.5(4)       
C24-N26-C27-C28        -91.0(5)       
C32-N33-C28-C27       -179.3(5)       
C32-N33-C28-C29         -1.1(8)       
C28-N33-C32-C31          0.8(9)       
N2-C3-C4-C5          -1.5(9)          
C3-C4-C5-C6          0.1(11)          
C4-C5-C6-C7           0.9(8)          
C5-C6-C7-N2          -0.6(7)          
C5-C6-C7-C8        -178.2(5)          
C6-C7-C8-O9          -1.9(8)          
C6-C7-C8-N10        176.9(5)          
N2-C7-C8-O9        -179.5(4)          
N2-C7-C8-N10         -0.8(6)          
N10-C11-C12-N17          9.8(7)       
N10-C11-C12-C13       -167.7(5)       
N17-C12-C13-C14         -2.5(9)       
C11-C12-C13-C14        174.7(6)       
C12-C13-C14-C15         3.0(11)       
C13-C14-C15-C16        -1.2(11)       
C14-C15-C16-N17         -1.3(9)       
N18-C19-C20-C21         -2.4(8)       
C19-C20-C21-C22          2.9(9)       
C20-C21-C22-C23         -1.4(9)       
C21-C22-C23-C24        179.2(5)       
C21-C22-C23-N18         -0.6(8)       
C22-C23-C24-N26         15.8(7)       
C22-C23-C24-O25       -166.1(5)       
N18-C23-C24-O25         13.7(6)       
N26-C27-C28-N33        115.1(6)       
N26-C27-C28-C29        -63.2(6)       
N33-C28-C29-C30          0.8(8)       
C27-C28-C29-C30        179.2(6)       
C28-C29-C30-C31         -0.2(9)       
C29-C30-C31-C32        -0.1(10)       
C30-C31-C32-N33        -0.3(10)       
 
 











3.1. Crystal Data and Details of the Structure Determination 
 
                                   Crystal Data 
        Empirical Formula                         C12 H14 Cu0.5 N3 O1.5 P1.5 F9  
        Formula Weight                                              473.49  
        Crystal System                                          Monoclinic  
        Space group                                  P2/a         (No. 13)  
        a, b, c [Angstrom]             13.577(3)   8.6920(10)    15.108(2)  
        alpha, beta, gamma [deg]              90  106.740(15)           90  
        V [Ang3]                                                 1707.4(5)  
        Z                                                                4  
        D(calc) [g/cm3]                                              1.836  
        F(000)                                                         942  
        µ(CuKα) [ /mm ]                                                3.5  
        Crystal Size [mm]                             0.15 x  0.13 x  0.05  
 
                               Data Collection 
        Temperature (K)                                                293  
        Radiation [Angstrom]                             CuKα      1.54178  
        Theta Min-Max [Deg]                                     3.0,  71.8  
        Dataset                                -16: 15 ;   0: 10 ;   0: 18  
        Tot., Uniq. Data, R(int)                      3316,   3316,  0.000  
        Observed data [I > 2.0 sigma(I)]                              3104  
 
                                  Refinement 
        Refinement method            on F2 
        Nref, Npar                                              3316,  252  
        R, wR, S                                      0.0695, 0.2064, 1.08  
        Max. and Av. Shift/Error                                0.00, 0.00  




3.2. Final Coordinates and Equivalent Isotropic Displacement 
     Parameters of the non-Hydrogen atoms              
 
        Atom          x            y            z      U(eq) [Ang^2] 
        ----         ---          ---          ---     ----------- 
        Cu1              3/4   0.31645(8)          1/2   0.0336(3)               
        O9       0.83703(17)    0.3490(3)  0.62790(15)   0.0377(7)               
        O18              3/4    0.0594(6)          1/2    0.100(3)               
        N2         0.6390(2)    0.3204(3)  0.56005(19)   0.0351(8)               
        N10        0.8313(2)    0.3697(4)  0.77460(18)   0.0367(8)               
        N17        1.0706(2)    0.2975(3)  0.94435(19)   0.0329(8)               
        C3         0.5379(3)    0.2995(5)    0.5189(2)  0.0456(13)               
        C4         0.4678(3)    0.2834(6)    0.5695(3)  0.0545(13)               
        C5         0.5032(3)    0.2904(5)    0.6645(3)  0.0490(13)               
        C6         0.6076(3)    0.3127(5)    0.7073(2)  0.0416(10)               
        C7         0.6726(2)    0.3272(4)    0.6522(2)   0.0296(8)               
        C8         0.7872(2)    0.3497(4)    0.6861(2)   0.0296(8)               
        C11        0.9413(2)    0.3999(4)    0.8112(2)   0.0380(9)               
        C12        0.9975(2)    0.2648(4)    0.8664(2)   0.0317(8)               
        C13        0.9805(3)    0.1119(4)    0.8390(3)  0.0466(11)               
        C14        1.0414(3)   -0.0020(4)    0.8939(3)  0.0530(13)               
        C15        1.1144(3)    0.0359(5)    0.9740(3)  0.0505(13)               
        C16        1.1286(3)    0.1891(4)    0.9992(3)  0.0437(11)               
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        P5               3/4  0.38296(13)            1   0.0337(4)               
        F51        0.7511(2)    0.5205(3)  0.92177(16)   0.0562(8)               
        F52      0.74969(19)    0.2475(2)  0.92146(13)   0.0457(7)               
        F53      0.88149(17)    0.3869(3)  1.03306(19)   0.0564(8)               
        P6        0.28147(7)  0.18069(11)   0.29232(7)   0.0421(3)               
        F61        0.3765(2)    0.0962(4)    0.3592(3)  0.0940(11)               
        F62        0.1821(2)    0.2638(4)    0.2270(2)  0.0775(10)               
        F63        0.3541(3)    0.3062(5)    0.2705(4)  0.1154(19)               
        F64        0.2695(3)    0.2823(5)    0.3759(2)  0.0977(14)               
        F65        0.2061(3)    0.0560(5)    0.3168(2)  0.0986(14)               
        F66        0.2881(3)    0.0799(5)    0.2089(2)  0.1076(18)               
 




3.3. Bond Distances (Angstrom)             
 
        Cu1    -O9         1.974(2)     N17    -H17          0.8601              
        Cu1    -O18        2.234(5)     C3     -C4         1.389(6)              
        Cu1    -N2         1.971(3)     C4     -C5         1.377(6)              
        P5     -F52        1.671(2)     C5     -C6         1.392(6)              
        P5     -F53        1.710(3)     C6     -C7         1.382(5)              
        P5     -F51        1.684(3)     C7     -C8         1.504(4)              
        P6     -F62        1.597(3)     C11    -C12        1.513(5)              
        P6     -F63        1.568(5)     C12    -C13        1.391(5)              
        P6     -F61        1.573(4)     C13    -C14        1.399(6)              
        P6     -F65        1.605(4)     C14    -C15        1.365(6)              
        P6     -F66        1.559(4)     C15    -C16        1.383(6)              
        P6     -F64        1.587(4)     C3     -H3           0.9303              
        O9     -C8         1.254(4)     C4     -H4           0.9300              
        O18    -H18          0.7777     C5     -H5           0.9293              
        N2     -C7         1.336(4)     C6     -H6           0.9294              
        N2     -C3         1.346(5)     C11    -H11B         0.9693              
        N10    -C11        1.459(4)     C11    -H11A         0.9703              
        N10    -C8         1.310(4)     C13    -H13          0.9296              
        N17    -C12        1.334(4)     C14    -H14          0.9299              
        N17    -C16        1.349(5)     C15    -H15          0.9300              




3.4. Bond Angles    (Degrees)              
 
O9     -Cu1    -O18        98.24(8)   F65    -P6     -F66         89.8(2)    
O9     -Cu1    -N2        82.43(11)   F62    -P6     -F65       88.09(18)    
O9     -Cu1    -O9_b     163.52(11)   F62    -P6     -F66       89.42(19)    
O9     -Cu1    -N2_b      97.28(11)   F61    -P6     -F64         90.1(2)    
O18    -Cu1    -N2         91.00(8)   F61    -P6     -F65       89.78(19)    
O9_b   -Cu1    -O18        98.24(8)   F61    -P6     -F66         91.7(2)    
O18    -Cu1    -N2_b       91.00(8)   F62    -P6     -F63         91.5(2)    
O9_b   -Cu1    -N2        97.28(11)   F62    -P6     -F64       88.74(18)    
N2     -Cu1    -N2_b     178.00(12)   F63    -P6     -F65        178.2(2)    
O9_b   -Cu1    -N2_b      82.43(11)   F63    -P6     -F66         92.0(3)    
F53    -P5     -F53_a    177.70(15)   F63    -P6     -F64         89.7(3)    
F51_a  -P5     -F52_a     90.03(11)   F64    -P6     -F65         88.5(2)    
F51_a  -P5     -F53_a     88.35(13)   Cu1    -O9     -C8         113.3(2)    
F52_a  -P5     -F53_a     90.60(13)   Cu1    -O18    -H18_b        117.56    
F52    -P5     -F53       90.60(13)   Cu1    -O18    -H18          117.56    
F51_a  -P5     -F52      179.25(11)   H18    -O18    -H18_b        124.87    
F51    -P5     -F52       90.03(11)   Cu1    -N2     -C7         113.8(2)    
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F51    -P5     -F53       88.35(13)   C3     -N2     -C7         119.0(3)    
F51    -P5     -F51_a     89.56(13)   Cu1    -N2     -C3         126.8(2)    
F51    -P5     -F52_a    179.25(12)   C8     -N10    -C11        121.9(3)    
F51    -P5     -F53_a     90.02(13)   C12    -N17    -C16        123.2(3)    
F52    -P5     -F53_a     91.02(13)   C11    -N10    -H10          119.06    
F51_a  -P5     -F53       90.02(13)   C8     -N10    -H10          119.09    
F52    -P5     -F52_a     90.39(11)   C16    -N17    -H17          118.43    
F52_a  -P5     -F53       91.02(13)   C12    -N17    -H17          118.34    
F61    -P6     -F62      177.60(18)   N2     -C3     -C4         121.9(3)    
F61    -P6     -F63         90.6(2)   C3     -C4     -C5         118.7(4)    
F64    -P6     -F66        177.5(2)   C4     -C5     -C6         119.6(4)    
C5     -C6     -C7         118.3(3)   C3     -C4     -H4           120.73    
N2     -C7     -C6         122.6(3)   C4     -C5     -H5           120.25    
N2     -C7     -C8         111.7(3)   C6     -C5     -H5           120.20    
C6     -C7     -C8         125.7(3)   C7     -C6     -H6           120.81    
N10    -C8     -C7         119.3(3)   C5     -C6     -H6           120.87    
O9     -C8     -C7         118.3(3)   C12    -C11    -H11B         109.32    
O9     -C8     -N10        122.4(3)   N10    -C11    -H11A         109.36    
N10    -C11    -C12        111.6(3)   N10    -C11    -H11B         109.36    
N17    -C12    -C13        118.9(3)   C12    -C11    -H11A         109.22    
C11    -C12    -C13        124.3(3)   H11A   -C11    -H11B         107.93    
N17    -C12    -C11        116.7(3)   C14    -C13    -H13          120.67    
C12    -C13    -C14        118.7(4)   C12    -C13    -H13          120.61    
C13    -C14    -C15        120.6(4)   C13    -C14    -H14          119.74    
C14    -C15    -C16        119.0(4)   C15    -C14    -H14          119.66    
N17    -C16    -C15        119.5(4)   C16    -C15    -H15          120.43    
N2     -C3     -H3           119.04   C14    -C15    -H15          120.60    
C4     -C3     -H3           119.05   C15    -C16    -H16          120.25    




3.5. Torsion Angles (Degrees)              
 
O18-Cu1-O9-C8          -86.7(2)       
N2-Cu1-O9-C8             3.2(2)       
N2_b-Cu1-O9-C8        -178.8(2)       
O9-Cu1-N2-C3          -177.7(3)       
O9-Cu1-N2-C7            -5.9(2)       
O18-Cu1-N2-C3          -79.5(3)       
O18-Cu1-N2-C7           92.3(2)       
O9_b-Cu1-N2-C3          18.9(3)       
O9_b-Cu1-N2-C7        -169.2(2)       
Cu1-O9-C8-N10         -180.0(3)       
Cu1-O9-C8-C7            -0.2(4)       
C3-N2-C7-C8            179.6(3)       
Cu1-N2-C3-C4           170.9(3)       
C7-N2-C3-C4             -0.6(6)       
Cu1-N2-C7-C6          -172.2(3)       
Cu1-N2-C7-C8             7.0(4)       
C3-N2-C7-C6              0.4(5)       
C11-N10-C8-O9            3.0(6) 
C8-N10-C11-C12        -110.4(4)       
C11-N10-C8-C7         -176.8(3)       
C16-N17-C12-C13         -0.9(5)       
C12-N17-C16-C15          1.3(6)       
C16-N17-C12-C11       -178.3(3)       
N2-C3-C4-C5              0.5(7)       
C3-C4-C5-C6             -0.2(7)       
C4-C5-C6-C7              0.0(6)       
C5-C6-C7-C8           -179.2(4)       
C5-C6-C7-N2             -0.1(6)       
C6-C7-C8-N10            -5.7(6)       
C6-C7-C8-O9            174.5(4)       
N2-C7-C8-O9             -4.6(5)       
N2-C7-C8-N10           175.2(3)       
N10-C11-C12-C13         43.7(4)       
N10-C11-C12-N17       -139.1(3)       
N17-C12-C13-C14         -0.5(5)       
C11-C12-C13-C14        176.6(3)       
C12-C13-C14-C15          1.6(6)       
C13-C14-C15-C16         -1.2(6)       













4.1. Crystal Data and Details of the Structure Determination 
 
Crystal Data 
        Empirical Formula                       C17 H22 Cu0.5 N2 O5, ClO4,CH4O  
        Formula Weight                                              497.63  
        Crystal System                                           Triclinic  
        Space group                                  P-1          (No.  2)  
        a, b, c [Angstrom]           10.9740(10)  11.4210(10)  11.6980(10)  
        alpha, beta, gamma [deg]      114.180(4)    93.573(5)   116.809(6)  
        V [Ang3]                                                  1137.5(2)  
        Z                                                                2  
        D(calc) [g/cm3]                                              1.453  
        F(000)                                                         519  
        µ(CuKα) [ /mm ]                                                2.5  
        Crystal Size [mm]                             0.20 x  0.25 x  0.35  
 
Data Collection 
        Temperature (K)                                                293  
        Radiation [Angstrom]                             CuKα      1.54179  
        Theta Min-Max [Deg]                                     4.3,  72.1  
        Dataset                                -13: 11 ;   0: 14 ; -14: 13  
        Tot., Uniq. Data, R(int)                      4473,   4473,  0.000  
        Observed data [I > 2.0 sigma(I)]                              4229  
 
Refinement 
        Refinement method            on F2 
        Nref, Npar                                              4472,  326  
        R, wR, S                                      0.0473, 0.1416, 1.08  
        Max. and Av. Shift/Error                                0.09, 0.01  




4.2. Final Coordinates and Equivalent Isotropic Displacement 
     Parameters of the non-Hydrogen atoms              
 
        Atom          x            y            z      U(eq) [Ang^2] 
        ----         ---          ---          ---     ----------- 
        Cu1                1          1/2          1/2   0.0344(1)               
        O11        0.9906(2)    0.5286(2)  0.67516(14)   0.0391(4)               
        O18        0.9782(2)    0.7929(2)    0.9704(2)   0.0576(6)               
        O20        0.7331(2)    0.2199(2)    0.9067(2)   0.0627(7)               
        O22        0.7908(2)    0.2728(2)    0.7064(2)   0.0453(5)               
        O24        0.7497(2)    0.3007(2)    0.4070(2)   0.0712(7)               
        N2         0.9312(2)    0.6420(2)    0.5235(2)   0.0351(5)               
        N9         0.8329(2)    0.6085(2)    0.6906(2)   0.0375(5)               
        C3         0.9512(3)    0.7082(2)    0.4472(2)   0.0429(7)               
        C4         0.8920(3)    0.7907(3)    0.4460(2)   0.0472(7)               
        C5         0.8060(3)    0.8102(3)    0.5261(2)   0.0435(7)               
        C6         0.7874(2)    0.7457(2)    0.6055(2)   0.0403(6)               
        C7         0.8527(2)    0.6655(2)    0.6037(2)   0.0341(5)               
        C8         0.7385(3)    0.8996(3)    0.5275(3)  0.0607(12)               
        C10        0.9056(2)    0.5561(2)    0.7286(2)   0.0341(5)               
        C12        0.8792(2)    0.5331(2)    0.8425(2)   0.0364(6)               
        C13        0.9149(3)    0.6562(3)    0.9655(2)   0.0437(7)               
        C14        0.8868(3)    0.6314(3)    1.0693(2)  0.0546(10)               
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        C15        0.8247(3)    0.4877(3)    1.0524(2)   0.0561(9)               
        C16        0.7904(2)    0.3650(3)    0.9323(2)   0.0474(8)               
        C17        0.8184(2)    0.3892(2)    0.8266(2)   0.0386(6)               
        C19        1.0554(3)    0.9252(3)    1.0954(3)   0.0664(9)               
        C21        0.6887(4)    0.1865(4)    1.0070(4)  0.0792(12)               
        C23        0.6435(3)    0.1748(3)    0.6316(3)   0.0642(9)               
        C25        0.6264(4)    0.2914(5)    0.3498(4)  0.0868(12)               
        Cl26      0.70999(8)   0.92664(8)   1.18527(7)   0.0671(2)               
       *O27       0.6131(14)    0.7773(8)   1.1598(11)    0.171(5)               
       *O27A      0.7606(16)   0.8536(17)   1.2181(12)    0.156(6)               
       *O28        0.8382(7)   0.9956(15)    1.2769(7)    0.163(4)               
       *O28A       0.8344(9)    1.0718(7)   1.2090(11)    0.141(4)               
       *O29       0.6343(12)   1.0002(10)   1.2368(15)    0.149(5)               
       *O29A      0.6237(17)   0.9550(18)   1.2494(19)    0.177(9)               
        O30        0.6902(7)    0.8895(6)    1.0560(4)    0.169(2)               
        O31        0.6312(2)    0.6437(3)    0.8170(2)   0.0688(7)               
        C32        0.5257(4)    0.5132(5)    0.8161(5)  0.1007(16)               
 
          U(eq) = 1/3 of the trace of the orthogonalized U Tensor 




4.3. Bond Distances (Angstrom) 
                  
        Cu1    -O11      1.9556(16)     N9     -C7         1.395(3)              
        Cu1    -O24        2.423(2)     N9     -H9         0.860(3)              
        Cu1    -N2         2.010(2)     C3     -C4         1.368(5)              
        Cl26   -O27       1.427(11)     C4     -C5         1.395(4)              
        Cl26   -O27A      1.344(19)     C5     -C6         1.377(4)              
        Cl26   -O28        1.367(9)     C5     -C8         1.504(5)              
        Cl26   -O28A      1.491(10)     C6     -C7         1.390(3)              
        Cl26   -O29       1.427(14)     C10    -C12        1.481(3)              
        Cl26   -O29A        1.32(2)     C12    -C13        1.406(3)              
        Cl26   -O30        1.365(4)     C12    -C17        1.388(3)              
        O11    -C10        1.239(3)     C13    -C14        1.378(4)              
        O18    -C19        1.421(4)     C14    -C15        1.380(5)              
        O18    -C13        1.366(4)     C15    -C16        1.387(3)              
        O20    -C16        1.364(4)     C16    -C17        1.397(3)              
        O20    -C21        1.425(5)     C3     -H3         0.929(4)              
        O22    -C23        1.422(4)     C4     -H4         0.930(4)              
        O22    -C17        1.374(3)     C6     -H6         0.930(3)              
        O24    -C25        1.410(5)     C8     -H8B       0.960(14)              
        O24    -H24         0.67(5)     C8     -H8A        0.960(9)              
        O27    -O27A        1.40(2)     C8     -H8C         0.96(2)              
        O27A   -O28         1.26(2)     C14    -H14        0.930(3)              
        O28    -O28A      1.409(17)     C15    -H15        0.930(4)              
        O29    -O29A        0.56(3)     C19    -H19C      0.960(18)              
        O31    -C32        1.411(7)     C19    -H19A      0.960(10)              
        O31    -H31         0.78(4)     C19    -H19B       0.960(7)              
        N2     -C3         1.358(3)     C21    -H21A      0.960(11)              
        N2     -C7         1.341(3)     C21    -H21C      0.960(15)              
        N9     -C10        1.340(3)     C21    -H21B        0.96(3)              
        C23    -H23A      0.960(11)     C25    -H25A        0.96(2)              
        C23    -H23C      0.962(19)     C32    -H32A      0.960(11)              
        C23    -H23B      0.961(11)     C32    -H32B        0.96(3)              
        C25    -H25C        0.96(3)     C32    -H32C        0.96(3)              






4.4. Bond Angles    (Degrees)                                             
 
O11    -Cu1    -O24        89.89(8)   O28    -Cl26   -O29        109.8(7)    
O11    -Cu1    -N2         89.16(9)   O28    -Cl26   -O29A       107.1(9)    
O11    -Cu1    -O11_a        180.00   O28    -Cl26   -O30        125.8(6)    
O11    -Cu1    -O24_a      90.11(8)   O27    -Cl26   -O27A       60.4(10)    
O11    -Cu1    -N2_a       90.84(9)   O27    -Cl26   -O28        112.8(9)    
O24    -Cu1    -N2         86.56(9)   O27    -Cl26   -O28A       167.4(8)    
O11_a  -Cu1    -O24        90.11(8)   O27    -Cl26   -O29        101.8(8)    
O24    -Cu1    -O24_a        180.00   O27    -Cl26   -O29A       82.2(11)    
O24    -Cu1    -N2_a       93.44(9)   Cu1    -O11    -C10      125.51(17)    
O11_a  -Cu1    -N2         90.84(9)   C13    -O18    -C19        118.4(2)    
O24_a  -Cu1    -N2         93.44(9)   C16    -O20    -C21        117.6(3)    
N2     -Cu1    -N2_a         180.00   C17    -O22    -C23        114.4(2)    
O11_a  -Cu1    -O24_a      89.89(8)   Cu1    -O24    -C25        132.0(3)    
O11_a  -Cu1    -N2_a       89.16(9)   Cu1    -O24    -H24          109(5)    
O24_a  -Cu1    -N2_a       86.56(9)   C25    -O24    -H24          108(5)    
O28A   -Cl26   -O29         90.3(7)   Cl26   -O27    -O27A        56.8(9)    
O28A   -Cl26   -O29A      108.8(10)   Cl26   -O27A   -O28        63.2(10)    
O28A   -Cl26   -O30         84.0(5)   Cl26   -O27A   -O27         62.8(9)    
O29    -Cl26   -O29A       23.0(11)   O27    -O27A   -O28       122.1(16)    
O29    -Cl26   -O30        108.2(7)   Cl26   -O28    -O27A        61.3(9)    
O29A   -Cl26   -O30        122.4(9)   Cl26   -O28    -O28A        65.0(6)    
O27    -Cl26   -O30         95.2(5)   O27A   -O28    -O28A      118.6(10)    
O27A   -Cl26   -O28         55.5(9)   Cl26   -O28A   -O28         56.2(6)    
O27A   -Cl26   -O28A       108.3(9)   Cl26   -O29    -O29A          67(3)    
O27A   -Cl26   -O29        136.1(9)   Cl26   -O29A   -O29           90(3)    
O27A   -Cl26   -O29A      114.9(11)   C32    -O31    -H31          108(4)    
O27A   -Cl26   -O30        113.0(7)   C3     -N2     -C7         116.4(2)    
O28    -Cl26   -O28A        58.9(8)   Cu1    -N2     -C7       123.07(17)    
Cu1    -N2     -C3       120.22(19)   C12    -C17    -C16        120.3(2)    
C7     -N9     -C10        128.6(2)   O22    -C17    -C12        118.6(2)    
C10    -N9     -H9         115.7(3)   N2     -C3     -H3         118.3(3)    
C7     -N9     -H9         115.7(3)   C4     -C3     -H3         118.3(3)    
N2     -C3     -C4         123.4(3)   C3     -C4     -H4         120.0(4)    
C3     -C4     -C5         119.9(3)   C5     -C4     -H4         120.0(4)    
C4     -C5     -C8         121.7(3)   C5     -C6     -H6         119.8(3)    
C6     -C5     -C8         121.4(3)   C7     -C6     -H6         120.0(3)    
C4     -C5     -C6         116.9(3)   C5     -C8     -H8A       109.5(12)    
C5     -C6     -C7         120.2(2)   C5     -C8     -H8B        109.5(5)    
N2     -C7     -N9         120.4(2)   H8A    -C8     -H8B       109.3(15)    
N9     -C7     -C6         116.7(2)   H8A    -C8     -H8C       109.5(18)    
N2     -C7     -C6         123.0(2)   H8B    -C8     -H8C       109.6(16)    
O11    -C10    -N9         124.0(2)   C5     -C8     -H8C       109.4(14)    
O11    -C10    -C12        120.6(2)   C15    -C14    -H14        119.8(3)    
N9     -C10    -C12        115.4(2)   C13    -C14    -H14        119.9(4)    
C13    -C12    -C17        120.4(2)   C14    -C15    -H15        119.2(3)    
C10    -C12    -C13        120.1(2)   C16    -C15    -H15        119.2(4)    
C10    -C12    -C17      119.50(19)   O18    -C19    -H19A       109.5(8)    
O18    -C13    -C14        125.8(2)   O18    -C19    -H19B       109.4(3)    
C12    -C13    -C14        119.0(3)   H19A   -C19    -H19B      109.3(16)    
O18    -C13    -C12        115.2(2)   H19A   -C19    -H19C      109.4(12)    
C13    -C14    -C15        120.3(2)   H19B   -C19    -H19C      109.6(15)    
C14    -C15    -C16        121.6(2)   O18    -C19    -H19C       109.5(8)    
O20    -C16    -C15        126.0(2)   O20    -C21    -H21B      109.2(17)    
O20    -C16    -C17        115.5(2)   O20    -C21    -H21C      109.4(15)    
C15    -C16    -C17        118.4(3)   O20    -C21    -H21A      109.5(10)    
O22    -C17    -C16        121.0(2)   H21A   -C21    -H21C         110(2)    
H21B   -C21    -H21C      109.5(17)   O24    -C25    -H25A      109.2(13)    
H21A   -C21    -H21B         110(3)   H25A   -C25    -H25C         110(2)    
Annexes 332 
 
O22    -C23    -H23A       109.4(7)   H25B   -C25    -H25C         110(2)    
O22    -C23    -H23B       109.5(9)   H25A   -C25    -H25B         110(2)    
H23A   -C23    -H23B      109.4(15)   O31    -C32    -H32A      109.5(11)    
H23A   -C23    -H23C      109.4(14)   O31    -C32    -H32B      109.6(18)    
O22    -C23    -H23C       109.4(8)   O31    -C32    -H32C      109.3(15)    
H23B   -C23    -H23C      109.7(12)   H32A   -C32    -H32B         109(3)    
O24    -C25    -H25B      109.5(11)   H32A   -C32    -H32C         110(2)    




4.5. Torsion Angles (Degrees)              
 
O11-Cu1-N2-C3            161.1(2)     
O11-Cu1-N2-C7            -25.5(2)     
O24-Cu1-N2-C3           -109.0(2)     
O24-Cu1-N2-C7             64.4(2)     
O11_a-Cu1-N2-C3          -18.9(2)     
O11_a-Cu1-N2-C7          154.5(2)     
O24_a-Cu1-N2-C3           71.0(2)     
O24_a-Cu1-N2-C7         -115.6(2)     
O24-Cu1-O11-C10          -56.1(2)     
N2-Cu1-O11-C10            30.4(2)     
O24_a-Cu1-O11-C10        123.9(2)     
N2_a-Cu1-O11-C10        -149.6(2)     
O11_a-Cu1-O24-C25        -69.2(3)     
O11-Cu1-O24-C25          110.8(3)     
N2-Cu1-O24-C25            21.7(3)     
N2_a-Cu1-O24-C25        -158.3(3)     
O28-Cl26-O29A-O29          100(3)     
O30-Cl26-O29-O29A          132(3)     
O27-Cl26-O29A-O29         -148(3)     
O27A-Cl26-O29A-O29         160(2)     
O29-Cl26-O27A-O28       -83.0(14)     
O28A-Cl26-O29A-O29          38(3)     
O30-Cl26-O29A-O29          -57(3)     
O28A-Cl26-O29-O29A        -144(3)     
O30-Cl26-O27A-O28        118.7(7)     
O27-Cl26-O28-O27A        20.2(11)     
O27-Cl26-O28-O28A        169.3(8)     
O27A-Cl26-O28-O28A      149.2(11)     
O28A-Cl26-O28-O27A     -149.2(11)     
O29-Cl26-O28-O27A       133.0(10)     
O29-Cl26-O28-O28A        -77.9(8)     
O29A-Cl26-O28-O27A      108.8(13)     
O29A-Cl26-O28-O28A     -102.0(11)     
O29-Cl26-O27-O27A       -136.7(9)     
O30-Cl26-O28-O27A       -95.0(11)     
O30-Cl26-O28-O28A         54.1(9)     
O27A-Cl26-O28A-O28       -26.4(8)     
O29A-Cl26-O27A-O27       64.2(12)     
O29A-Cl26-O27A-O28      -94.3(13)     
O30-Cl26-O27A-O27        -82.7(9)     
O28-Cl26-O29-O29A          -87(3)     
O27A-Cl26-O29-O29A         -27(3)     
O27-Cl26-O29-O29A           32(3)     
O28-Cl26-O27-O27A        -19.1(9)     
O29A-Cl26-O27-O27A     -124.4(11)     
O30-Cl26-O27-O27A        113.5(8)     
O27-Cl26-O27A-O28      -158.5(11)  
O28-Cl26-O27A-O27       158.5(11)     
O29-Cl26-O28A-O28      113.1(8)       
Cu1-O11-C10-C12      162.48(17)       
Cu1-O11-C10-N9         -18.1(3)       
C19-O18-C13-C12       -161.4(3)       
C19-O18-C13-C14         17.4(5)       
C21-O20-C16-C15          7.7(5)       
C21-O20-C16-C17       -173.6(3)       
C23-O22-C17-C16         76.3(3)       
C23-O22-C17-C12       -105.7(3)       
Cl26-O27-O27A-O28      22.7(11)       
O27-O27A-O28-Cl26     -22.6(11)       
O27-O27A-O28-O28A     -54.5(19)       
Cl26-O27A-O28-O28A    -31.9(11)       
O27A-O28-O28A-Cl26     30.8(12)       
Cu1-N2-C7-N9             9.7(3)       
C3-N2-C7-C6              3.5(3)       
C7-N2-C3-C4             -2.3(4)       
Cu1-N2-C3-C4           171.5(2)       
C3-N2-C7-N9           -176.6(2)       
Cu1-N2-C7-C6        -170.15(17)       
C10-N9-C7-N2            15.4(4)       
C7-N9-C10-C12          167.8(2)       
C10-N9-C7-C6          -164.7(2)       
C7-N9-C10-O11          -11.7(4)       
N2-C3-C4-C5              0.0(4)       
C3-C4-C5-C6              1.2(4)       
C3-C4-C5-C8           -179.8(3)       
C4-C5-C6-C7              0.0(4)       
C8-C5-C6-C7           -179.1(2)       
C5-C6-C7-N2             -2.4(4)       
C5-C6-C7-N9            177.7(2)       
O11-C10-C12-C17        -63.3(3)       
N9-C10-C12-C17         117.2(3)       
O11-C10-C12-C13        117.0(3)       
N9-C10-C12-C13         -62.5(3)       
C10-C12-C13-O18         -2.3(4)       
C10-C12-C17-O22          3.1(3)       
C10-C12-C13-C14        178.8(3)       
C17-C12-C13-O18        178.0(3)       
C17-C12-C13-C14         -0.9(5)       
C13-C12-C17-O22       -177.2(3)       
C13-C12-C17-C16          0.8(4)       
C10-C12-C17-C16       -178.9(2)       
C12-C13-C14-C15          0.1(5)       
O18-C13-C14-C15       -178.7(3)       
C13-C14-C15-C16          0.8(5)       
C14-C15-C16-C17         -0.8(5)       
C14-C15-C16-O20        177.9(3)       
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O28A-Cl26-O27A-O27      -173.9(7)    
O28A-Cl26-O27A-O28        27.5(9)     
O29-Cl26-O27A-O27        75.5(13)     
O29A-Cl26-O28A-O28       99.0(11)     
O30-Cl26-O28A-O28       -138.7(6)     
C15-C16-C17-C12          0.0(4)       
C15-C16-C17-O22        178.0(3)       
O20-C16-C17-O22         -0.8(4)       












5.1. Crystal Data and Details of the Structure Determination 
                                                     
Crystal Data 
        Empirical Formula                              C18 H16 Cl Cu0.5 N2 O6  
        Formula Weight                                              423.55  
        Crystal System                                           Triclinic  
        Space group                                  P-1          (No.  2)  
        a, b, c [Angstrom]            8.5440(10)   8.8580(10)  13.7070(10)  
        alpha, beta, gamma [deg]       88.050(5)    72.984(5)    64.944(4)  
        V [Ang3]                                                 893.77(17)  
        Z                                                                2  
        D(calc) [g/cm3]                                              1.574  
        F(000)                                                         435  
        µ(CuKα) [ /mm ]                                                2.9  
        Crystal Size [mm]                             0.05 x  0.13 x  0.35  
 
Data Collection 
        Temperature (K)                                                293  
        Radiation [Angstrom]                             CuKα      1.54178  
        Theta Min-Max [Deg]                                     3.4,  71.9  
        Dataset                                 -9: 10 ;   0: 10 ; -16: 16  
        Tot., Uniq. Data, R(int)                      3518,   3518,  0.000  
        Observed data [I > 2.0 sigma(I)]                              3232  
 
Refinement 
        Refinement method           on F2 
        Nref, Npar                                              3518,  278  
        R, wR, S                                      0.0432, 0.1135, 1.04  
        Max. and Av. Shift/Error                                0.07, 0.01  




5.2. Final Coordinates and Equivalent Isotropic Displacement 
     Parameters of the non-Hydrogen atoms              
 
        Atom          x            y            z      U(eq) [Ang^2] 
        ----         ---          ---          ---     ----------- 
        Cu1                1            0            1   0.0370(2)               
        Cl24      1.00566(9) -0.30461(10)   1.17371(7)   0.0722(3)               
        O13        0.8351(2)    0.1745(2)  1.10940(13)   0.0459(5)               
        O22        0.2689(3)    0.6302(3)    1.3855(2)  0.0831(10)               
       *O25A       0.9706(8)   -0.2359(7)    1.0876(4)    0.085(2)               
        O26        1.1887(3)   -0.3714(3)    1.1662(2)   0.0804(9)               
Annexes 334 
 
       *O27A      0.9135(15)  -0.3951(14)    1.2147(8)    0.102(4)               
       *O28        0.9232(7)   -0.1492(6)    1.2535(4)  0.1050(17)               
        N2         0.7593(2)    0.0630(2)  0.96375(13)   0.0338(5)               
        N14        0.5613(3)    0.3920(2)  1.16731(14)   0.0416(6)               
        C3         0.7269(3)   -0.0010(3)    0.8860(2)   0.0356(6)               
        C4         0.8536(3)   -0.1569(3)    0.8301(2)   0.0503(8)               
        C5         0.8226(4)   -0.2173(4)    0.7511(2)  0.0557(10)               
        C6         0.6633(4)   -0.1273(4)    0.7240(2)  0.0549(10)               
        C7         0.5346(3)    0.0188(4)    0.7792(2)   0.0505(9)               
        C8         0.5604(3)    0.0860(3)    0.8624(2)   0.0394(7)               
        C9         0.4279(3)    0.2326(3)    0.9242(2)   0.0455(7)               
        C10        0.4595(3)    0.2902(3)    1.0037(2)   0.0423(7)               
        C11        0.6282(3)    0.2029(3)    1.0202(2)   0.0341(6)               
        C12        0.6781(3)    0.2590(3)    1.1030(2)   0.0357(6)               
        C15        0.6024(4)    0.4501(3)    1.2522(2)   0.0478(8)               
        C16        0.5344(3)    0.3864(3)    1.3506(2)   0.0468(8)               
        C17        0.6408(4)    0.2314(4)    1.3756(2)  0.0616(12)               
        C18        0.5782(6)    0.1712(5)    1.4653(3)  0.0824(14)               
        C19        0.4106(7)    0.2649(6)    1.5304(3)  0.0842(16)               
        C20        0.2996(5)    0.4188(6)    1.5093(2)  0.0795(14)               
        C21        0.3617(4)    0.4816(4)    1.4172(2)  0.0578(10)               
        C23        0.0907(5)    0.7374(6)    1.4501(4)    0.120(2)               
       *O28A      1.0392(12)  -0.4317(11)    1.0696(8)    0.146(4)               
       *O25        0.9251(8)   -0.1612(9)    1.1415(7)    0.078(3)               
       *O27         0.909(3)    -0.361(3)   1.2488(16)    0.131(7)               
 
          U(eq) = 1/3 of the trace of the orthogonalized U Tensor 




5.3. Bond Distances (Angstrom)             
 
        Cu1    -O13      1.9234(17)     C9     -C10        1.359(4)              
        Cu1    -O25A       2.443(6)     C10    -C11        1.401(4)              
        Cu1    -N2       2.0964(19)     C11    -C12        1.489(4)              
        Cu1    -O25        2.464(8)     C15    -C16        1.497(4)              
        Cl24   -O25A       1.363(6)     C16    -C21        1.390(4)              
        Cl24   -O26        1.390(3)     C16    -C17        1.386(4)              
        Cl24   -O27A      1.350(13)     C17    -C18        1.376(5)              
        Cl24   -O28        1.555(5)     C18    -C19        1.353(7)              
        Cl24   -O25        1.297(8)     C19    -C20        1.371(7)              
        Cl24   -O27         1.34(2)     C20    -C21        1.412(4)              
        Cl24   -O28A      1.727(10)     C4     -H4         0.930(4)              
        O13    -C12        1.257(3)     C5     -H5         0.929(4)              
        O22    -C21        1.352(4)     C6     -H6         0.929(4)              
        O22    -C23        1.431(6)     C7     -H7         0.930(4)              
        N2     -C3         1.371(3)     C9     -H9         0.930(4)              
        N2     -C11        1.331(3)     C10    -H10        0.930(4)              
        N14    -C12        1.312(3)     C15    -H15A       0.970(3)              
        N14    -C15        1.475(4)     C15    -H15B       0.971(5)              
        N14    -H14        0.860(3)     C17    -H17        0.930(5)              
        C3     -C4         1.409(4)     C18    -H18        0.930(6)              
        C3     -C8         1.430(4)     C19    -H19        0.930(6)              
        C4     -C5         1.362(4)     C20    -H20        0.930(6)              
        C5     -C6         1.408(5)     C23    -H23A      0.960(18)              
        C6     -C7         1.353(4)     C23    -H23B        0.96(2)              
        C7     -C8         1.417(4)     C23    -H23C      0.958(18)              





5.4. Bond Angles    (Degrees)              
 
O13    -Cu1    -O25A      97.85(14)   O26    -Cl24   -O27       113.6(11)    
O13    -Cu1    -N2         80.86(7)   O26    -Cl24   -O28A        94.4(4)    
O13    -Cu1    -O25       78.01(19)   Cu1    -O13    -C12      116.30(16)    
O13    -Cu1    -O13_a        180.00   C21    -O22    -C23        118.3(3)    
O13    -Cu1    -O25A_a    82.15(14)   Cu1    -O25    -Cl24       137.6(5)    
O13    -Cu1    -N2_a       99.14(7)   Cu1    -O25A   -Cl24       134.3(4)    
O13    -Cu1    -O25_a    101.99(19)   Cu1    -N2     -C3       130.89(16)    
O25A   -Cu1    -N2        91.27(18)   Cu1    -N2     -C11      110.07(16)    
O13_a  -Cu1    -O25A      82.15(14)   C3     -N2     -C11        118.3(2)    
O25A   -Cu1    -O25A_a       180.00   C12    -N14    -C15        122.9(2)    
O25A   -Cu1    -N2_a      88.73(18)   C12    -N14    -H14        118.5(3)    
O25    -Cu1    -N2          94.1(2)   C15    -N14    -H14        118.5(2)    
O13_a  -Cu1    -N2         99.14(7)   C4     -C3     -C8         118.4(2)    
O25A_a -Cu1    -N2        88.73(18)   N2     -C3     -C4         120.9(2)    
N2     -Cu1    -N2_a         180.00   N2     -C3     -C8         120.7(2)    
O25_a  -Cu1    -N2        85.94(19)   C3     -C4     -C5         120.4(3)    
O13_a  -Cu1    -O25      101.99(19)   C4     -C5     -C6         121.2(3)    
O25    -Cu1    -N2_a      85.94(19)   C5     -C6     -C7         120.0(3)    
O25    -Cu1    -O25_a        180.00   C6     -C7     -C8         120.8(3)    
O13_a  -Cu1    -O25A_a    97.85(14)   C7     -C8     -C9         122.7(3)    
O13_a  -Cu1    -N2_a       80.86(7)   C3     -C8     -C7         119.0(2)    
O13_a  -Cu1    -O25_a     78.01(19)   C3     -C8     -C9         118.3(2)    
O25A_a -Cu1    -N2_a      91.27(18)   C8     -C9     -C10        120.1(3)    
O25_a  -Cu1    -N2_a      94.06(19)   C9     -C10    -C11        118.8(2)    
O25A   -Cl24   -O26        112.9(3)   N2     -C11    -C10        123.7(2)    
O26    -Cl24   -O27A       117.8(6)   N2     -C11    -C12        113.5(2)    
O26    -Cl24   -O28        101.9(3)   C10    -C11    -C12        122.9(2)    
O25    -Cl24   -O26        121.6(4)   N14    -C12    -C11        120.9(3)    
O13    -C12    -C11        117.9(2)   C10    -C9     -H9         120.0(3)    
O13    -C12    -N14        121.3(3)   C9     -C10    -H10        120.6(3)    
N14    -C15    -C16        111.4(2)   C11    -C10    -H10        120.6(3)    
C15    -C16    -C17        120.7(2)   N14    -C15    -H15A       109.4(3)    
C15    -C16    -C21        120.0(2)   N14    -C15    -H15B       109.4(3)    
C17    -C16    -C21        119.3(3)   C16    -C15    -H15A       109.3(3)    
C16    -C17    -C18        121.0(3)   C16    -C15    -H15B       109.3(3)    
C17    -C18    -C19        119.6(4)   H15A   -C15    -H15B       108.0(4)    
C18    -C19    -C20        121.8(4)   C16    -C17    -H17        119.5(3)    
C19    -C20    -C21        119.2(4)   C18    -C17    -H17        119.5(4)    
O22    -C21    -C16        114.6(3)   C17    -C18    -H18        120.2(5)    
O22    -C21    -C20        126.3(3)   C19    -C18    -H18        120.2(5)    
C16    -C21    -C20        119.2(3)   C18    -C19    -H19        119.1(6)    
C3     -C4     -H4         119.8(3)   C20    -C19    -H19        119.1(6)    
C5     -C4     -H4         119.8(3)   C19    -C20    -H20        120.4(5)    
C4     -C5     -H5         119.3(4)   C21    -C20    -H20        120.4(5)    
C6     -C5     -H5         119.5(4)   O22    -C23    -H23A      109.5(17)    
C5     -C6     -H6         120.0(4)   O22    -C23    -H23B      109.4(16)    
C7     -C6     -H6         120.0(4)   O22    -C23    -H23C      109.3(13)    
C6     -C7     -H7         119.6(3)   H23A   -C23    -H23B         110(3)    
C8     -C7     -H7         119.6(3)   H23A   -C23    -H23C         109(3)    




5.5. Torsion Angles (Degrees)              
 
O25A-Cu1-O13-C12          -99.9(2)    
N2-Cu1-O13-C12           -9.83(18)    
O25A_a-Cu1-O13-C12         80.1(2)    
N2-C3-C8-C7            177.8(2)       
N2-C3-C4-C5           -178.2(3)       
C8-C3-C4-C5              4.2(4)       
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N2_a-Cu1-O13-C12        170.17(17)    
O13-Cu1-O25A-Cl24         -61.3(5)    
N2-Cu1-O25A-Cl24         -142.3(5)    
O13_a-Cu1-O25A-Cl24       118.7(5)    
N2_a-Cu1-O25A-Cl24         37.7(5)    
O13-Cu1-N2-C3            -179.5(2)    
O13-Cu1-N2-C11           10.38(16)    
O25A-Cu1-N2-C3            -81.8(2)    
O25A-Cu1-N2-C11           108.1(2)    
O13_a-Cu1-N2-C3             0.5(2)    
O13_a-Cu1-N2-C11       -169.63(16)    
O25A_a-Cu1-N2-C3           98.2(2)    
O25A_a-Cu1-N2-C11         -71.9(2)    
O26-Cl24-O25A-Cu1         -63.9(5)    
O27A-Cl24-O25A-Cu1        158.0(6)    
O28-Cl24-O25A-Cu1          45.3(6)    
Cu1-O13-C12-N14        -172.63(19)    
Cu1-O13-C12-C11             7.6(3)    
C23-O22-C21-C20             0.4(5)    
C23-O22-C21-C16          -179.2(3)    
C11-N2-C3-C8                3.7(3)    
Cu1-N2-C11-C12             -9.3(3)    
C3-N2-C11-C10              -1.0(4)    
Cu1-N2-C11-C10            170.5(2)    
Cu1-N2-C3-C8           -165.76(18)    
C11-N2-C3-C4             -173.9(2)    
C3-N2-C11-C12             179.2(2)    
Cu1-N2-C3-C4               16.7(3)    
C15-N14-C12-O13            -1.4(4)    
C12-N14-C15-C16           -95.8(3)    
C15-N14-C12-C11           178.3(2) 
N2-C3-C8-C9             -3.5(4)       
C4-C3-C8-C9            174.1(2)       
C4-C3-C8-C7             -4.6(4)       
C3-C4-C5-C6             -0.7(5)       
C4-C5-C6-C7             -2.5(5)       
C5-C6-C7-C8              2.1(5)       
C6-C7-C8-C9           -177.1(3)       
C6-C7-C8-C3              1.4(4)       
C3-C8-C9-C10             0.7(4)       
C7-C8-C9-C10           179.3(3)       
C8-C9-C10-C11            1.9(4)       
C9-C10-C11-C12         177.9(2)       
C9-C10-C11-N2           -1.8(4)       
N2-C11-C12-N14        -177.8(2)       
N2-C11-C12-O13           1.9(3)       
C10-C11-C12-N14          2.4(4)       
C10-C11-C12-O13       -177.9(2)       
N14-C15-C16-C21        -91.7(3)       
N14-C15-C16-C17         87.2(3)       
C21-C16-C17-C18         -0.3(5)       
C15-C16-C21-O22         -0.8(4)       
C15-C16-C17-C18       -179.2(4)       
C15-C16-C21-C20        179.6(3)       
C17-C16-C21-C20          0.7(5)       
C17-C16-C21-O22       -179.7(3)       
C16-C17-C18-C19         -0.3(7) 
C17-C18-C19-C20          0.5(9)       
C18-C19-C20-C21         -0.1(8)       
C19-C20-C21-O22        179.9(6)       








6.1. Crystal Data and Details of the Structure Determination 
 
Crystal Data 
        Empirical Formula                                       C17 H14 N2 O  
        Formula Weight                                              262.30  
        Crystal System                                          Monoclinic  
        Space group                                   P21/c        (No. 14)  
        a, b, c [Angstrom]            8.4260(10)    17.823(2)   9.4200(10)  
        alpha, beta, gamma [deg]              90   101.210(5)           90  
        V [Ang3]                                                  1387.7(3)  
        Z                                                                4  
        D(calc) [g/cm3]                                              1.255  
        F(000)                                                         552  
        µ(CuKα) [ /mm ]                                                0.6  
        Crystal Size [mm]                             0.20 x  0.35 x  0.50  
 
Data Collection 
        Temperature (K)                                                293  
        Radiation [Angstrom]                             CuKα      1.54178  
        Theta Min-Max [Deg]                                     5.0,  73.6  
        Dataset                                -10:  0 ; -21: 21 ; -11: 11  
        Tot., Uniq. Data, R(int)                      5728,   2728,  0.015  
Données cristallographiques 337
        Observed data [I > 2.0 sigma(I)]                              2345  
 
Refinement 
        Refinement method           on F2  
        Nref, Npar                                              2728,  186  
        R, wR, S                                      0.0377, 0.1112, 1.05  
        Max. and Av. Shift/Error                                0.01, 0.00  




6.2. Final Coordinates and Equivalent Isotropic Displacement 
     Parameters of the non-Hydrogen atoms              
 
        Atom          x            y            z      U(eq) [Ang^2] 
        ----         ---          ---          ---     ----------- 
        O11      0.48420(12)   0.31166(5)   0.83651(8)   0.0558(3)               
        N1       0.63310(11)   0.36944(5)  0.52691(10)   0.0421(3)               
        N13      0.47759(12)   0.25337(5)  0.62138(10)   0.0454(3)               
        C2       0.70536(13)   0.42931(6)  0.47305(12)   0.0438(3)               
        C3       0.75762(16)   0.42126(8)  0.33973(14)   0.0549(4)               
        C4       0.82872(18)   0.48019(9)  0.28254(16)   0.0660(5)               
        C5       0.85075(18)   0.54904(8)  0.35552(18)   0.0677(5)               
        C6       0.80397(17)   0.55823(7)  0.48395(17)   0.0612(4)               
        C7       0.73054(14)   0.49848(6)  0.54781(14)   0.0480(4)               
        C8       0.68181(16)   0.50350(7)  0.68233(15)   0.0551(4)               
        C9       0.61202(16)   0.44348(7)  0.73618(13)   0.0507(4)               
        C10      0.58944(13)   0.37739(6)  0.65351(11)   0.0409(3)               
        C12      0.51149(13)   0.31076(6)  0.71217(11)   0.0421(3)               
        C14      0.40286(14)   0.18450(6)  0.65960(13)   0.0469(3)               
        C15      0.22196(14)   0.18400(6)  0.61269(12)   0.0466(3)               
        C16      0.15027(18)  0.13564(10)  0.50675(15)   0.0677(5)               
        C17       -0.0152(2)  0.13487(13)  0.46359(18)   0.0891(7)               
        C18     -0.11055(19)  0.18292(12)    0.5248(2)   0.0870(7)               
        C19       -0.0407(2)  0.23059(11)    0.6319(2)   0.0906(8)               
        C20      0.12464(19)   0.23064(9)    0.6767(2)   0.0746(6)               
 




6.3. Bond Distances (Angstrom)             
 
        O11    -C12      1.2368(13)     C15    -C16      1.3672(19)              
        N1     -C2       1.3736(14)     C16    -C17        1.374(2)              
        N1     -C10      1.3222(14)     C17    -C18        1.375(3)              
        N13    -C12      1.3283(14)     C18    -C19        1.362(3)              
        N13    -C14      1.4563(15)     C19    -C20        1.375(2)              
        N13    -H13       0.886(16)     C3     -H3           0.9303              
        C2     -C3       1.4166(17)     C4     -H4           0.9296              
        C2     -C7       1.4152(16)     C5     -H5           0.9289              
        C3     -C4         1.370(2)     C6     -H6           0.9292              
        C4     -C5         1.401(2)     C8     -H8           0.9302              
        C5     -C6         1.353(2)     C9     -H9           0.9297              
        C6     -C7       1.4225(18)     C14    -H14A         0.9701              
        C7     -C8       1.4088(19)     C14    -H14B         0.9704              
        C8     -C9       1.3651(18)     C16    -H16          0.9304              
        C9     -C10      1.4045(16)     C17    -H17          0.9297              
        C10    -C12      1.5127(15)     C18    -H18          0.9299              
        C14    -C15      1.5023(17)     C19    -H19          0.9298              




6.4. Bond Angles    (Degrees)              
 
C2     -N1     -C10       118.09(9)   C17    -C18    -C19      119.70(16)    
C12    -N13    -C14       122.62(9)   C18    -C19    -C20      119.60(17)    
C14    -N13    -H13        119.0(9)   C15    -C20    -C19      121.08(16)    
C12    -N13    -H13        118.3(9)   C2     -C3     -H3           119.81    
N1     -C2     -C7       121.82(10)   C4     -C3     -H3           119.79    
N1     -C2     -C3       119.03(10)   C3     -C4     -H4           119.88    
C3     -C2     -C7       119.15(11)   C5     -C4     -H4           119.80    
C2     -C3     -C4       120.39(13)   C4     -C5     -H5           119.63    
C3     -C4     -C5       120.31(14)   C6     -C5     -H5           119.65    
C4     -C5     -C6       120.72(14)   C5     -C6     -H6           119.57    
C5     -C6     -C7       120.91(12)   C7     -C6     -H6           119.52    
C2     -C7     -C8       117.47(10)   C7     -C8     -H8           119.79    
C2     -C7     -C6       118.50(12)   C9     -C8     -H8           119.79    
C6     -C7     -C8       124.03(11)   C8     -C9     -H9           120.86    
C7     -C8     -C9       120.43(11)   C10    -C9     -H9           120.92    
C8     -C9     -C10      118.22(11)   N13    -C14    -H14A         108.94    
C9     -C10    -C12      118.52(10)   N13    -C14    -H14B         108.97    
N1     -C10    -C12       117.52(9)   C15    -C14    -H14A         108.94    
N1     -C10    -C9       123.96(10)   C15    -C14    -H14B         108.91    
O11    -C12    -C10      120.64(10)   H14A   -C14    -H14B         107.67    
O11    -C12    -N13      124.29(10)   C15    -C16    -H16          120.00    
N13    -C12    -C10       115.07(9)   C17    -C16    -H16          119.93    
N13    -C14    -C15       113.27(9)   C16    -C17    -H17          119.66    
C14    -C15    -C16      119.83(11)   C18    -C17    -H17          119.58    
C16    -C15    -C20      118.75(13)   C17    -C18    -H18          120.17    
C14    -C15    -C20      121.40(11)   C19    -C18    -H18          120.13    
C15    -C16    -C17      120.07(15)   C18    -C19    -H19          120.23    
C16    -C17    -C18      120.76(17)   C20    -C19    -H19          120.17    




6.5. Torsion Angles (Degrees)              
 
 
C10-N1-C2-C3       178.07(11)         
C10-N1-C2-C7        -1.24(16)         
C2-N1-C10-C9         0.21(19)         
C2-N1-C10-C12     -179.42(10)         
C14-N13-C12-O11        0.25(18)       
C14-N13-C12-C10      179.81(11)       
C12-N13-C14-C15       94.44(13)       
C3-C2-C7-C8      -177.93(12)          
C7-C2-C3-C4        -1.29(19)          
N1-C2-C3-C4       179.38(13)          
C3-C2-C7-C6         1.63(17)          
N1-C2-C7-C6      -179.06(11)          
N1-C2-C7-C8         1.39(17)          
C2-C3-C4-C5           0.1(3)          
C3-C4-C5-C6           0.7(2)          
C4-C5-C6-C7          -0.3(2)          
C5-C6-C7-C2          -0.8(2)          
C5-C6-C7-C8       178.68(14)          
C2-C7-C8-C9        -0.49(19)          
C6-C7-C8-C9         180.0(4)          
C7-C8-C9-C10       -0.47(19)          
C8-C9-C10-N1         0.65(19)         
C8-C9-C10-C12     -179.73(11)         
N1-C10-C12-N13       -7.58(15)        
N1-C10-C12-O11      172.00(11)        
C9-C10-C12-O11       -7.64(17)        
C9-C10-C12-N13      172.78(11)        
N13-C14-C15-C20      -68.85(15)       
N13-C14-C15-C16      112.52(13)       
C14-C15-C16-C17      179.90(14)       
C20-C15-C16-C17          1.2(2)       
C14-C15-C20-C19      179.13(15)       
C16-C15-C20-C19         -2.2(2)       
C15-C16-C17-C18          0.7(3)       
C16-C17-C18-C19         -1.6(3)       
C17-C18-C19-C20          0.6(3)       











7.1. Crystal Data and Details of the Structure Determination  
Crystal Data 
        Formula                                        C16 H18 Cl Cu0.5 N2 O5   
        Formula Weight                                              385.55   
        Crystal System                                           Triclinic   
        Space group                                  P-1          (No.  2)   
        a, b, c [Angstrom]            8.7990(10)   9.6230(10)  11.0420(10)   
        alpha, beta, gamma [deg]       71.614(6)    87.014(5)    69.283(7)   
        V [Ang3]                                                828.00(16)   
        Z                                                                2   
        D(calc) [g/cm3]                                              1.546   
        µ(CuKα) [ /mm ]                                              2.969   
        F(000)                                                         399   
        Crystal Size [mm]                             0.09 x  0.28 x  0.33   
 
Data Collection 
        Temperature (K)                                                293   
        Radiation [Angstrom]                             CuKα      1.54178   
        Theta Min-Max [Deg]                                     4.2,  71.9   
        Dataset                                 -8: 10 ; -11: 11 ; -13: 13   
        Tot., Uniq. Data, R(int)                      5305,   3244,  0.019   
        Observed data [I > 2.0 sigma(I)]                              3009   
 
Refinement 
        Refinement method           on F2   
        Nref, Npar                                              3244,  223   
        R, wR2, S                                     0.0595, 0.1773, 1.03   
        Max. and Av. Shift/Error                                0.00, 0.00   




7.2. Final Coordinates and Equivalent Isotropic Displacement 
     Parameters of the non-Hydrogen atoms    
 
        Atom          x            y            z      U(eq) [Ang^2] 
        ----         ---          ---          ---     ----------- 
        Cu1              1/2          1/2            0    0.0402(2)              
        Cl21     0.27113(12)  0.90809(10)  -0.13426(9)    0.0572(3)              
        O13        0.5011(3)    0.5731(3)    0.1439(2)    0.0454(7)              
        O22        0.3137(4)    0.7587(3)   -0.1504(3)   0.0768(11)              
        O23        0.4006(5)    0.9382(5)   -0.1034(8)     0.165(3)              
        O24        0.1796(9)    0.9047(7)   -0.0226(5)     0.155(3)              
        O25        0.1705(8)    1.0261(6)   -0.2298(5)     0.155(2)              
        N2         0.6952(3)    0.5753(3)   -0.0422(2)    0.0360(7)              
        N14        0.5765(3)    0.7359(3)    0.2125(3)    0.0461(8)              
        C3         0.8033(3)    0.5631(4)   -0.1369(3)    0.0393(8)              
        C4         0.8180(4)    0.4573(5)   -0.2045(4)   0.0561(11)              
        C5         0.9263(5)    0.4461(6)   -0.2983(4)   0.0655(14)              
        C6         1.0234(5)    0.5392(6)   -0.3280(4)   0.0659(14)              
        C7         1.0174(4)    0.6374(5)   -0.2620(4)   0.0580(11)              
        C8         0.9085(4)    0.6504(4)   -0.1623(3)    0.0442(9)              
        C9         0.9060(4)    0.7423(4)   -0.0855(4)   0.0515(10)              
        C10        0.8046(4)    0.7461(4)    0.0115(3)   0.0469(10)              
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        C11        0.6993(3)    0.6625(3)    0.0284(3)    0.0359(8)              
        C12        0.5843(3)    0.6580(3)    0.1335(3)    0.0372(8)              
        C15        0.4689(4)    0.7382(4)    0.3193(3)   0.0496(10)              
        C16        0.3130(5)    0.8763(5)    0.2792(4)   0.0646(14)              
        C17        0.2042(6)    0.8887(6)    0.3910(5)   0.0765(17)              
        C18        0.2932(6)    0.8917(6)    0.5023(4)   0.0754(16)              
        C19        0.4478(7)    0.7535(8)    0.5428(4)     0.100(2)              
        C20        0.5581(6)    0.7391(6)    0.4335(4)   0.0791(16)              
 




7.3. Bond Distances (Angstrom)   
 
        Cu1    -O13        1.932(2)     C11    -C12        1.500(4)              
        Cu1    -O22        2.536(3)     C15    -C20        1.524(6)              
        Cu1    -N2         2.068(3)     C15    -C16        1.499(6)              
        Cu1    -O13_a      1.932(2)     C16    -C17        1.531(7)              
        Cu1    -O22_a      2.536(3)     C17    -C18        1.504(7)              
        Cu1    -N2_a       2.068(3)     C18    -C19        1.492(9)              
        Cl21   -O22        1.419(3)     C19    -C20        1.519(7)              
        Cl21   -O23        1.354(5)     C4     -H4           0.9301              
        Cl21   -O24        1.435(6)     C5     -H5           0.9301              
        Cl21   -O25        1.348(6)     C6     -H6           0.9296              
        O13    -C12        1.254(4)     C7     -H7           0.9303              
        N2     -C3         1.381(4)     C9     -H9           0.9296              
        C5     -C6         1.403(7)     C18    -H18B         0.9695              
        N2     -C11        1.323(4)     C10    -H10          0.9303              
        N14    -C12        1.303(4)     C15    -H15          0.9802              
        N14    -C15        1.474(5)     C16    -H16A         0.9702              
        N14    -H14          0.8596     C16    -H16B         0.9703              
        C3     -C4         1.410(6)     C17    -H17A         0.9704              
        C3     -C8         1.420(5)     C17    -H17B         0.9694              
        C4     -C5         1.374(6)     C18    -H18A         0.9700              
        C6     -C7         1.350(7)     C19    -H19A         0.9700              
        C7     -C8         1.428(5)     C19    -H19B         0.9710              
        C8     -C9         1.400(5)     C20    -H20A         0.9698              
        C9     -C10        1.359(5)     C20    -H20B         0.9700              




7.4. Bond Angles    (Degrees)    
 
O13    -Cu1    -O22       96.57(10)   C15    -N14    -H14          117.56    
O13    -Cu1    -N2        81.11(10)   N2     -C3     -C4         120.7(3)    
O13    -Cu1    -O13_a        180.00   N2     -C3     -C8         120.3(3)    
O13    -Cu1    -O22_a     83.43(10)   C4     -C3     -C8         118.9(3)    
O13    -Cu1    -N2_a      98.89(10)   C3     -C4     -C5         120.1(4)    
O22    -Cu1    -N2        90.00(11)   C4     -C5     -C6         120.7(5)    
O13_a  -Cu1    -O22       83.43(10)   C5     -C6     -C7         120.9(4)    
O22    -Cu1    -O22_a        180.00   C6     -C7     -C8         120.1(4)    
O22    -Cu1    -N2_a      90.00(11)   C3     -C8     -C7         119.1(3)    
O13_a  -Cu1    -N2        98.89(10)   C3     -C8     -C9         118.7(3)    
O22_a  -Cu1    -N2        90.00(11)   C7     -C8     -C9         122.1(4)    
N2     -Cu1    -N2_a         180.00   C8     -C9     -C10        119.9(3)    
O13_a  -Cu1    -O22_a     96.57(10)   C9     -C10    -C11        118.6(3)    
O13_a  -Cu1    -N2_a      81.11(10)   C10    -C11    -C12        122.6(3)    
O22_a  -Cu1    -N2_a      90.00(11)   N2     -C11    -C12        113.4(3)    
O22    -Cl21   -O23        113.5(3)   N2     -C11    -C10        124.0(3)    
Données cristallographiques 341
O22    -Cl21   -O24        107.0(3)   O13    -C12    -N14        122.1(3)    
O22    -Cl21   -O25        113.9(3)   O13    -C12    -C11        117.3(3)    
O23    -Cl21   -O24        102.9(5)   N14    -C12    -C11        120.6(3)    
O23    -Cl21   -O25        113.4(4)   N14    -C15    -C16        110.7(3)    
O24    -Cl21   -O25        104.9(4)   C16    -C15    -C20        111.6(4)    
Cu1    -O13    -C12        115.1(2)   N14    -C15    -C20        109.4(3)    
Cu1    -O22    -Cl21     126.45(19)   C15    -C16    -C17        111.8(4)    
Cu1    -N2     -C3         130.9(2)   C16    -C17    -C18        111.4(4)    
Cu1    -N2     -C11        110.3(2)   C17    -C18    -C19        111.3(5)    
C3     -N2     -C11        118.4(3)   C18    -C19    -C20        112.5(4)    
C12    -N14    -C15        124.8(3)   C15    -C20    -C19        111.3(4)    
C12    -N14    -H14          117.63   C3     -C4     -H4           119.93    
C5     -C4     -H4           119.94   C16    -C17    -H17B         109.42    
C4     -C5     -H5           119.67   C18    -C17    -H17A         109.30    
C6     -C5     -H5           119.66   C18    -C17    -H17B         109.32    
C5     -C6     -H6           119.51   H17A   -C17    -H17B         107.96    
C7     -C6     -H6           119.57   C17    -C18    -H18A         109.37    
C6     -C7     -H7           119.99   C17    -C18    -H18B         109.32    
C8     -C7     -H7           119.93   C19    -C18    -H18A         109.37    
C8     -C9     -H9           120.01   C19    -C18    -H18B         109.35    
C10    -C9     -H9           120.07   H18A   -C18    -H18B         108.06    
C9     -C10    -H10          120.67   C18    -C19    -H19A         109.17    
C11    -C10    -H10          120.74   C18    -C19    -H19B         109.07    
N14    -C15    -H15          108.36   C20    -C19    -H19A         109.12    
C16    -C15    -H15          108.38   C20    -C19    -H19B         109.06    
C20    -C15    -H15          108.41   H19A   -C19    -H19B         107.86    
C15    -C16    -H16A         109.25   C15    -C20    -H20A         109.39    
C15    -C16    -H16B         109.24   C15    -C20    -H20B         109.34    
C17    -C16    -H16A         109.25   C19    -C20    -H20A         109.34    
C17    -C16    -H16B         109.30   C19    -C20    -H20B         109.41    
H16A   -C16    -H16B         107.93   H20A   -C20    -H20B         107.98    




7.5. Torsion Angles (Degrees)  
   
O22-Cu1-O13-C12         -74.2(2)      
N2-Cu1-O13-C12           14.8(2)      
O22_a-Cu1-O13-C12       105.8(2)      
N2_a-Cu1-O13-C12       -165.2(2)      
O13-Cu1-O22-Cl21         14.7(3)      
N2-Cu1-O22-Cl21         -66.3(3)      
O13_a-Cu1-O22-Cl21     -165.3(3)      
N2_a-Cu1-O22-Cl21       113.7(3)      
O13-Cu1-N2-C3           174.2(3)      
O13-Cu1-N2-C11          -13.6(2)      
O22-Cu1-N2-C3           -89.2(3)      
O22-Cu1-N2-C11           83.0(2)      
O13_a-Cu1-N2-C3          -5.8(3)      
O13_a-Cu1-N2-C11        166.4(2)      
O22_a-Cu1-N2-C3          90.8(3)      
O22_a-Cu1-N2-C11        -97.0(2)      
O23-Cl21-O22-Cu1         47.8(5)      
O24-Cl21-O22-Cu1        -65.0(4)      
O25-Cl21-O22-Cu1        179.5(4)      
Cu1-O13-C12-N14         168.9(2)      
Cu1-O13-C12-C11         -13.3(4)      
Cu1-N2-C3-C4            -16.1(5)      
Cu1-N2-C3-C8            167.7(2)      
C11-N2-C3-C4            172.3(3)      
C12-N14-C15-C16        -94.4(4)       
C12-N14-C15-C20        142.3(4)       
N2-C3-C8-C9              3.2(5)       
C4-C3-C8-C7              4.7(5)       
C4-C3-C8-C9           -173.1(4)       
N2-C3-C4-C5           -179.9(4)       
C8-C3-C4-C5             -3.6(6)       
N2-C3-C8-C7           -179.1(3)       
C3-C4-C5-C6              0.0(7)       
C4-C5-C6-C7              2.6(7)       
C5-C6-C7-C8             -1.5(7)       
C6-C7-C8-C3             -2.2(6)       
C6-C7-C8-C9            175.5(4)       
C7-C8-C9-C10          -177.4(4)       
C3-C8-C9-C10             0.3(6)       
C8-C9-C10-C11           -2.8(5)       
C9-C10-C11-N2            2.1(5)       
C9-C10-C11-C12         179.3(3)       
C10-C11-C12-N14          1.4(5)       
C10-C11-C12-O13       -176.5(3)       
N2-C11-C12-O13           1.0(4)       
N2-C11-C12-N14         178.8(3)       
N14-C15-C16-C17       -175.7(4)       
C16-C15-C20-C19         53.1(5)       
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C11-N2-C3-C8             -3.9(5)      
Cu1-N2-C11-C10         -172.0(3)      
Cu1-N2-C11-C12           10.6(3)      
C3-N2-C11-C10             1.3(5)      
C3-N2-C11-C12          -176.1(3)      
C15-N14-C12-O13          -1.7(5)      
C15-N14-C12-C11        -179.5(3)      
 
C20-C15-C16-C17        -53.7(5)       
N14-C15-C20-C19        175.8(4)       
C15-C16-C17-C18         54.7(6)       
C16-C17-C18-C19        -54.9(6)       
C17-C18-C19-C20         55.1(7)       














ANNEXE C :  Spectres RPE 
 
 




























5. C02 en solution dans le tampon acétate (pH = 5.5) 
 
 
 
  
 
  
  
 
 
