Abstract. We formulate a notion of asymptotic involutivity and show that it implies unique integrability of two-dimensional continuous distributions in dimension three. This can be seen as a continuous version of the Frobenius Theorem which says that a C 1 distribution is integrable and if only if it is involutive.
Introduction and statement of results
A k-dimensional distribution ∆ on a smooth manifold M is choice of k-dimensional linear subspaces ∆ p ⊂ T p M at each point p ∈ M . A submanifold N ⊂ M is an integral manifold of ∆ if T p N = ∆ p at each point p ∈ N . The distribution ∆ is integrable, respectively uniquely integrable, if there exists an integral manifold, respectively a unique integral manifold, through every point. The integrability and unique integrability of a given distribution are classical questions which generalize the problem of existence and uniqueness of solutions for Ordinary Differential Equations (which can be thought of as one-dimensional distributions). Unlike in the case of ODE's, there are plenty of counterexamples that show that smoothness of the distribution plays a role but is in general not sufficient to guarantee integrability. A classical result of Frobenius [7] gives conditions for the integrability of C 1 distributions of arbitrary dimension in terms of the notion of involutivity and was generalized by Hartman [10] to weakly differentiable distributions (we give the precise definitions below). The main result of this paper is an extension of the Theorem of Frobenius to continuous distributions, albeit just in the two-dimensional case, and is based on a generalization of the notion of involutivity to continuous distributions. We recall that a natural and standard way to define a distribution is through a 1-form η by letting ∆ = ker(η). Definition 1.1. A two-dimensional continuous distribution ∆ in a three-dimensional manifold is asymptotically involutive if there exists a continuous 1-form η with ker(η) = ∆ and a sequence of C 1 differential 1-forms η k with η k → η such that
as k → ∞. ∆ is uniformly asymptotically involutive if moreover there exists a constant K > 0 such that for all k we have dη k ≤ K.
We can now state precisely our main result.
Main Theorem. Let ∆ be a two-dimensional uniformly asymptotically involutive distribution on a three-dimensional manifold. Then ∆ is uniquely integrable.
The principal motivation for our Main Theorem is to extend to the continuous case integrability results in higher dimensions which hold under some additional regularity assumptions on the distributions. We discuss these in more detail and to simplify the notation we shall restrict ourselves to two-dimensional distributions on three-dimensional manifolds as in our setting, even though many of the results below hold in arbitrary dimension. We recall that a 1-form η is said to be weakly differentiable it it admits a continuous exterior derivative 1 dη. In this case we can formulate the following classical notion for a distribution ∆. Definition 1.2. ∆ is involutive if there is a 1-form η such that ker(η) = ∆ and
For C 1 distributions we have the following well known Theorem 1.3 (Frobenius (1877) [7] ). A C 1 distribution ∆ is uniquely integrable if and only if it is involutive.
A partial generalization was then obtained by Hartman.
Theorem 1.4 (Hartman (1964) [10, 11] ). Let ∆ be a weakly differentiable involutive distribution. Then ∆ is uniquely integrable.
Hartman also gives an interesting characterization of weak differentiability by showing that it is equivalent to the existence of a sequence of C 1 differential 1-forms η k such that η k → η and dη k → dη. Our asymptotic involutivity condition replaces the convergence of dη k with a uniform upper bound on the norms dη k and thus in particular relaxes the requirement that dη exists and allows us to deal with distributions that are not necessarily weakly differentiable and for which therefore the classical involutivity condition cannot even be defined in the limit.
Several other generalizations and extensions of Frobenius' Theorem exist in the literature, related both to the regularity assumptions and to generalizing the setting of the problem, we mention for example [1, 2, 4, 13, 14, 8, 9, 15, 18, 19, 20, 22, 23, 24, 25, 26] . None of these results however, as far as we can tell, address the problem of the integrability of continuous distributions.
In view of the the fact that Frobenius states that involutivity is a necessary and sufficient condition for unique integrability for C 1 distributions it is a natural to ask the following Question. Let ∆ be a two-dimensional continuous uniquely integrable distribution on a 3-dimensional manifold. Then ∆ is uniformly asymptotically involutive.
We conclude this introduction with the remark that our formulation of Frobenius and Hartman's results above uses a "modern" terminology and is not the way the problem was originally studied, solved, or even formulated. Indeed, the problem of integrability they considered was of a more "algebraic" rather than geometric nature, and formulated as a problem of finding a solution to certain systems of equations, in particular the so-called Pfaff system of equations. For C 1 distributions, a solution to a corresponding Pfaff system of equations is equivalent to the geometric unique integrability of a distribution, thus justifying the attribution of the statement of Theorem 1.3 to Frobenius [7] (who apparently applied previous results of Clebsch [5] and Deahna [6] , see discussion in [16] ). The strategy taken by 1 more precisely we say that η is "weakly differentiable" if there exists a differential 2-form dη that satisfies Stokes' Formula: J η = S dη for every piece of C 1 surface S bounded by a C 1 piecewise Jordan curve J. Note that this condition holds for example under the assumption that η is Lipschitz (and therefore differentiable amost everywhere) and is therefore strictly weaker than assuming that η is C 1 .
both Frobenius and Hartman is to further reduce the problem to alternative systems of differential equations and discuss the equivalence between such systems. In the C 1 case the equivalence between these problems is clear. Under weaker regularity conditions however, as in the case considered by Hartman, one of the relations can only be proved in one direction thus providing a statement that involutivity is sufficient for unique integrability but leaving open the question of its necessity. We do mention however that some of the statements in [10] , see for example the bottom of page 118, do not make it completely clear if a double implication is suggested or which additional conditions would be required to obtain one. Finally we note that there exists today some more direct and relatively elementary proofs of Theorem 1.3, see for example [3, 17, 18] , from which the solution of the Pfaff system can in fact be obtained as a corollary. The proof of our Main Theorem is also completely different from the classical approaches and we discuss the general strategy in the next subsection where we reduce the proof to a main technical perturbation Theorem which we consider to be of independent interest.
Strategy and main technical theorems
Our approach is quite geometrical and implements the simple idea that if ∆ is a C 1 distribution for which η ∧ dη is small, it should be possible to apply a small perturbation to obtain a new C 1 distribution ∆ which is involutive. If the size of the perturbation is comparable to the size of η ∧ dη then the asympptotic involutivity condition implies that ∆ can actually be approximated by involutive C 1 distributions and this easily gives integrability (though not necessarily unique, for the uniqueness we will need an additional argument). It turns out that finding some perturbation to make the distribution involutive is easy, but making sure this perturbation is small is non-trivial and essentially constitutes the key estimate in our argument. We will prove the following general perturbation result which does not require any involutivity or asymptotic involutivity assumptions.
Theorem 2.1. Let ∆ be a continuous two-dimensional distribution on a threedimensional manifold M . Then, for every x 0 ∈ M , there exists a neighborhood U of x 0 and ǫ > 0 such that if ∆ ǫ is a C 1 distribution with ∡(∆ ǫ , ∆) ≤ ǫ then there exists a local frame {X, Y } of ∆ and a C 1 vector field W transverse to ∆ such that
is involutive. Moreover, X, Y and W can be chosen so that for every C 1 form η with ∆ ǫ = ker(η) and η x ≥ 1 for every x ∈ U, we have
We remark that the condition η x ≥ 1 is not a restriction since the condition ∆ ǫ = ker(η) is preserved under multiplication of η by a scalar and therefore we can always assume without loss of generality that this lower bound holds. Its purpose is just to simplify the form of the upper bound on W ∞ . Notice that this bound is perfectly adapted to work with the uniform asymptotic involutivity assumption of our main theorem. Indeed, by this assumption, for sufficiently large k we have that ∆ (k) is close to ∆ and we can apply Theorem 2.1 to get a corresponding involutive distribution ∆ (k) after a perturbation whose norm is bounded by η k exp( dη x ) η k ∧ dη k . Since η k → η we have that η k is uniformly bounded, dη k is uniformly bounded by assumption, and also η k ∧ dη k → 0. Therefore the sequence of involutive distributions ∆ (k) also approximates the original distribution ∆. By the classical Frobenius Theorem, each∆ k is uniquely integrable and therefore there exists a corresponding sequence {W (k) } of integral manifolds. Since each
is everywhere tangent to∆ (k) , the convergence of the tangent spaces∆ (k) to ∆ implies that there exists some limit manifold which is everywhere tangent to ∆, thus yielding integrability of the distribution ∆.
The uniqueness of the integral manifold requires an additional separate argument. In Section 6 we will prove the following statement. Theorem 2.2. Let ∆ be a two-dimensional uniformly asymptotically involutive distribution on a three dimensional manifold. Then ∆ is locally spanned by two uniquely integrable vector fields X, Y .
The unique integrability of ∆ follows almost immediately from Theorem 2.2 by a simple contradiction argument. Indeed, if there are two integral manifolds of ∆ through a point then at least one of the vector fields X and Y does not satisfy uniqueness of solution through some point, thus contradicting the statement of Theorem 2.2. We have thus reduced the proof of the Main Theorem to the proofs of Theorem 2.1, which will be proved in Sections 3-5, and Theorem 2.2, which will be proved in Section 6. Remark 2.3. We remark that the proof the (weak) integrability (i.e. the existence of integral manifolds, without necessarily having uniqueness) does not really require a uniform bound on dη k as given in the definition of uniform asymptotic involutivity. More precisely, in the upper bound we obtain on W ∞ in Theorem 2.1, we could replace the term dη by a term whose boundedness corresponds in some sense to dη being bounded in "some direction", this will become clear in Section 5.
The perturbation
We now fix once and for all an arbitrary point x 0 ∈ M . Our aim in this section is to define a neighbourhood U of x 0 and a perturbation of any C 1 distribution ∆ ǫ sufficiently close to our original distribution ∆ which yields a new distribution ∆ ǫ . First of all we fix a local chart (x 1 , x 2 , x 3 , U 0 ) centered at x 0 . Notice that we can (and do) assume without loss of generality that ∆ is everywhere transversal to the coordinate axes in U 0 and that therefore this transversality also holds for ∆ ǫ if ǫ is sufficiently small. In particular this implies that we can define a local frame {X, Y } for ∆ ǫ in U 0 where X, Y are C 1 vector fields of the form
Notice that the transversality condition implies that the C 0 norms of a and b are uniformly bounded below or all ∆ ǫ with ǫ sufficiently small.
To define the neighbourhood U we now let S denote the integral manifold through x 0 of the coordinate planes given by < ∂/∂x 1 , ∂/∂x 3 > in the local chart U 0 . Then the vector field Y and its unique integral curves are everywhere transversal to S and indeed, by the uniform bounds on |b(x)|, this transversality is uniform in ∆ ǫ as long as ǫ is sufficiently small. In particular this means that we can choose a smaller neighbourhood U ⊂ U 0 which is "saturated" by the integral curves of Y in the sense that every point x ∈ U lies on an integral curve of Y through some point of S ∩ U. Moreover, this saturation condition can be guaranteed for a fixed neighbourhood U for any ∆ ǫ sufficiently close to ∆.
Notice first that the explicit forms of the vector fields X and Y enable us to compute an explicit form for the Lie bracket and we get
In particular this shows that the Lie bracket is always in the ∂/∂x 3 direction and therefore we can define a function h : U → R so that (3.2) [X, Y ] = h ∂ ∂x 3 where h is given precisely by the previous expression. Parametrizing all integral curves Y of Y in U so that Y(0) ∈ S, for every x ∈ U we let t x be the time such that Y(t x ) = x. Notice that by choosing our neighbourhood U sufficiently small above, we can also assume that the integration time t x is bounded by any given sufficiently small constant. To simplify the final expression it will be convenient therefore to have
This upper bound is uniform for all distributions ∆ ǫ is ǫ is sufficiently small. Then we define the function α : U → R by
Using this function we define the perturbed distribution by
In Section 4 we will show that ∆ is C 1 and involutive and in Section 5 we will show that the perturbation α satisfies the required upper bounds.
Involutivity
In this Section we formulate some sufficient conditions on α which imply that the distribution ∆ is C 1 and involutive, namely that α is C 1 and that
Indeed, the vanishing of the Lie bracket for a C 1 local frame of a C 1 distribution is well known to be equivalent to the involutivity condition η∧dη = 0 given above; this follow for example from Cartan's formula given in (5.4) below, or see any standard reference such as [17] . By the linearity of the Lie bracket we have Notice that this bracket lies in the x 3 direction. Substituting above and using the fact that [X, Y ] = h∂/∂x 3 also lies in the x 3 direction we get
Thus the involutivity of ∆ is equivalent to the condition that the bracket on the left hand side of (4.1) is equal to 0, or equivalently that Y (α) = h + α∂b/∂x 3 , i.e. that α is a solution to the partial differential equation
with boundary condition u = 0 on the surface S. Indeed, by the standard theory of PDE's this would imply that α is C 1 and plugging (4.2) into (4.1) would give the involutivity as required. To see that α is a solution of (4.2) note that by the definitions of α in (3.4) and the definition of Y (α) we have
)ds dτ and therefore a straightforward differentiation yields
) which proves that α is the required solution of (4.2).
Perturbation bounds
In this Section we prove the upper bound on the norm of α which gives the upper bound required in the statement of Theorem 2.1. Notice first of all that by the definition of the function h in (3.2) we have
We will estimate the two terms in two Lemmas.
Combining these two estimates and using the bound on t given by (3.3) (and omitting the supremum for simplicity, we obtain
which is the required bound. is associated to the vector field Y (k) of the corresponding distribution ∆ (k) given by the form η k .
For the proof of both Lemmas, we need the observation that any C 1 form η such that ∆ = ker(η) is of the form
for some non-vanishing C 1 function c(x) defined in U, since the vector fields X, Y defined in (3.1) both lie in ker(η). Notice that η(∂/∂x 3 ) = c and therefore |c| ≤ η everywhere and moreover we can assume, up to multiplying η by a scalar if necessary, that
We can now prove the two Lemmas. 
On the other hand we can write
where η i are continuous function such that |η i | ≤ dη . So by comparing the terms of the two formulae for dη we have
Dividing both sides by c gives
Since Y (c) is exactly the derivative of c along iontegral curves of Y , integrating along these integral curves we get
hence we have
Using that η 1 ≤ dη , 1 ≤ |c| ≤ η by (5.3) and |t| ≤ 1 by (3.3) we have
This completes the proof. 
Since X, Y ∈ ker(η), we have (η(X) = η(Y ) = 0 and the "Cartan formula" gives
On the other hand, we have
Substititing into the equations above we then get
Using that |c| > 1 and the multilinearity of η ∧ dη this gives the bound [X, Y ] ≤ X Y η ∧ dη as required.
Uniqueness
In this section we will prove Theorem 2.2 and thus complete the proof of the Main Theorem. As in (3.1), we fix an arbitrary point x 0 and choose local coordinates (x 1 , x 2 , x 3 , U) such that ∆ is everywhere transversal to the coordinate axes and therefore is spanned by two vector fields
where the functions a(x), b(x) are in this case just continuous. By the form of X, Y they are contained in the surfaces tangent to < ∂/∂x 1 , ∂/∂x 3 > and < ∂/∂x 2 , ∂/∂x 3 > respectively and so the problem can be reduced to the problem of uniqueness of integral curves for vector fields on surfaces. We will apply the following version of a result of Hartman.
Theorem 6.1 ([10] ). Let X be a continous vector field on a surface and suppose there exists a continuous 1-form η such that X = ker(η), a constant K > 0, and a sequence of C 1 differential 1-forms η k with η k → η such that
Notice that this can be thought of as a one-dimensional version of our Main Theorem, including only the assumption that the vector field is approximated by C 1 vector fields, with some uniformity condition contained in the statement that the dη k are uniformly bounded. The involutivity condition is redundant, or in some sense trivially satisfied, in the one-dimensional setting. For completeness we include below an original proof of Theorem 6.1 in the spirit of the proof of our Theorem 2.1. First we show how Theorem 6.1 implies Theorem 2.2.
Proof of Theorem 2.2. By assumption the continuous distribution ∆ = ker(η) is approximated by a sequence of C 1 distributions ∆ (k) = ker(η k ) such that η k → η and dη k is uniformly bounded. For sufficiently large k, these distributions are all transversal to the coordinate axes and so are also spanned by vector fields {X k , Y k } of the form
As mentioned in (5.2) above, this means that η k and η are of the form
for some non-zero C 1 function c k (x) and continuous function c(x) respectively. The restriction of these forms to the surface S locally tangent to < ∂/∂x 1 , ∂/∂x 3 > yields the forms
with the property that X k = ker(w k ) and X = ker(w). We therefore just need to show that the forms w k , w satisfy the assumptions of Theorem 6.1 to get unique integrability of the vector field X (then a completely analogous argument gives the integrability of the vector field Y ). The convergence is immediate since the assumption that η k → η implies that a k → a, b k → b and c k → c and therefore in particular that w k → w as k → ∞. To show that dw k is uniformly bounded we have, by direct calculation,
In particular, notice that dw k is one of the terms in the expression for dη k and therefore the fact that dη k is uniformly bounded then clearly implies that dw k is also uniformly bounded, and thus completes the proof.
The rest of this section is to devoted to the proof Theorem 6.1 which is a sort of one-dimensional version of Theorem 2.1. Indeed, in Theorem 2.1 we showed that each distribution could be perturbed to yield an involutive distribution and that the size of this perturbation could be controlled. Here we show that any 1-form η defining a vector field on a surface can be "rescaled" to a closed 1-form defining the same vector field and that this rescaling has bounded norm.
Lemma 6.2. Let η be C 1 differential 1-form on a surface S. Then, in a neighbourhood of every point, there is a C 1 differential 1-formη with ker(η) = ker(η) s.t.
Proof. The proof also proceeds along quite similar lines to the proof of Theorem 2.1, though the situation here is considerably simpler. Let η be C 1 differential 1-form on a surface. We can choose local coordinates (x 1 , x 2 , V) around x 0 ∈ S such that η = c(dx 2 − bdx 1 ) for some C 1 functions b, c and without loss of generality we assume that 1 ≤ |c| ≤ η . Let L be the integral curve of ∂/∂x 2 through x 0 and assume that the neighborhood V is parametrized such that every point x ∈ V corresponds to a time t x such that the integral curve Y of Y = ∂/∂x 1 + b∂/∂x 2 is so that Y(t x ) = x and Y(0) ∈ L. We can suppose that the neighbourhood V is sufficiently small so that |t x | ≤ 1 for all x ∈ V. Let β be the function defined by
and define the formη = β(dx 2 − bdx 1 ).
Then by definition ofη we have ker(η) = ker(η) and we just need to show that it is C 1 and satisfies the required norm bounds. We first observe that, as can be verified in a straightforward way, the function β is the unique solution of the partial differential equation Using 1 ≤ |c| ≤ η , |g| ≤ dη and |t x | ≤ 1 we get the required bounds.
Proof of Theorem 6.1. We suppose by contradiction that the vector field X admits two integral curves X 1 and X 2 through a given point x 0 ∈ S, parametrized so that X 1 (0) = X 2 (0) = x 0 . Let Z be the continuous unit vector field orthogonal to X; then there exists a curve γ tangent to Z joining two points x 1 = X 1 (s 1 ) and x 2 = X 2 (s 2 ) for some s 1 , s 2 . We suppose that γ is parametrized such that γ(0) = x 1 and γ(t 2 ) = x 2 . Let Γ be the closed curve given by union of γ and the two integral curves of X through x 0 and letη k be the sequence of 1-forms given by Lemma 6.2. By Stokes' formula we get We will show that this leads to to a contradiction since the integrals over X 1 , X 2 tend to 0 as k → ∞ but the integral over γ is bounded away from 0. Indeed, since the curves X i are tangent to X we have
Also since ker(η k ) → ker(η) and η k is uniformly bounded (by Lemma 6.2) we have lim k→∞ηk (X) = 0 and therefore lim k→∞ X iηk = 0. On the other hand, since γ is transversal to X, |η k (γ ′ )| ≥ min{ η k } x for any unit vector tangent to γ and
Since ker(η k ) → ker(η), Lemma 6.1 implies that η k is bounded away from 0 and so lim k→∞ γη k > 0, which leads to a contradiction.
