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1 Introduction
The remaining problem in the classification of rational vertex operator algebras with
central charge c = 1 is the characterization of V GZα, where (α,α)=2, G is a subgroup of
SO(3) isomorphic to A4, S4, A5. The vertex operator algebra V
G
Zα has not been understood
fully since G is not an abelian group. In the case G = A4, the rationality, C2-cofiniteness
and classification of irreducible modules of V A4Zα have been established in [DJ4]. In this
paper, we determine the fusion rules for V A4Zα . A characterization of V
A4
Zα is given in [DJ5].
One important tool in the determination of fusion rules is the quantum dimension
of a module over a vertex operator algebra which has been studied systematically in
[DJX]. For a rational, C2-cofinite, self-dual vertex operator algebra of CFT type, quantum
dimensions of its irreducible modules have nice properties. In particular, the product of
quantum dimensions of two modules is equal to the quantum dimension of the fusion
product of the modules. It turns out that this is very helpful in determining fusion rules.
It has been proved in [DJ4] that the vertex operator is rational, C2-cofinite, self-dual
vertex operator algebra of CFT type. So we can apply the results in [DJX] on quantum
dimensions to the vertex operator algebra V A4Zα . The fusion rules for the most cases can be
determined by using the quantum dimensions. For some fusion rules involving irreducible
V A4Zα -modules occurring in some twisted sectors, we need to find out the corresponding
S-matrix and use Verlinde formula to determine the remaining fusion rules.
The paper is organized as follows: In Section 2, we give some basic definitions. In Sec-
tion 3, we recall the vertex operator algebra V A4Zα and give the realization of all irreducible
modules of V A4Zα . We compute the quantum dimensions of the irreducible V
A4
Zα -modules
in Section 4. The portion of S-matrix that we need is listed in the appendix.
2 Basics
Let (V, Y, 1, ω) be a vertex operator algebra (see [FLM]) and g an automorphism of V of
finite order T . Denote the decomposition of V into eigenspaces of g as:
V = ⊕r∈Z/TZ V r
where V r =
{
v ∈ V |gv = e2piir/T v}. Now we recall notions of twisted modules for vertex
operator algebras. Let W {z} denote the space of W -valued formal series in arbitrary
complex powers of z for a vector space W .
Definition 2.1. A weak g-twisted V -module M is a vector space with a linear map
YM : V → (EndM) {z}
v 7→ YM (v, z) =
∑
n∈Q
vnz
−n−1 (vn ∈ EndM)
which satisfies the following: for all 0 ≤ r ≤ T − 1, u ∈ V r, v ∈ V , w ∈ M ,
YM (u, z) =
∑
n∈ r
T
+Z
unz
−n−1,
2
ulw = 0 for l ≫ 0,
YM (1, z) = IdM ,
z−10 δ
(
z1 − z2
z0
)
YM (u, z1)YM (v, z2)− z−10 δ
(
z2 − z1
−z0
)
YM (v, z2)YM (u, z1)
z−12
(
z1 − z0
z2
)−r/T
δ
(
z1 − z0
z2
)
YM (Y (u, z0) v, z2) ,
where δ (z) =
∑
n∈Z z
n.
Definition 2.2. A g-twisted V -module is a weak g-twisted V -module M which carries
a C-grading induced by the spectrum of L(0) where L(0) is the component operator
of Y (ω, z) =
∑
n∈Z L(n)z
−n−2. That is, we have M =
⊕
λ∈CMλ, where Mλ = {w ∈
M |L(0)w = λw}. Moreover we require that dimMλ is finite and for fixed λ, M n
T
+λ = 0
for all small enough integers n.
Definition 2.3. An admissible g-twisted V -module M = ⊕n∈ 1
T
Z+
M (n) is a 1
T
Z+-graded
weak g-twisted module such that umM (n) ⊂ M (wtu−m− 1 + n) for homogeneous
u ∈ V and m,n ∈ 1
T
Z.
If g = IdV we have the notions of weak, ordinary and admissible V -modules [DLM3].
Definition 2.4. A vertex operator algebra V is called g-rational if the admissible g-
twisted module category is semisimple. V is called rational if V is 1-rational.
The following lemma about g-rational vertex operator algebras is well known [DLM3].
Lemma 2.5. If V is g-rational and M is an irreducible admissible g-twisted V -module,
then
(1) M is a g-twisted V -module and there exists a number λ ∈ C such that M =
⊕n∈ 1
T
Z+
Mλ+n where Mλ 6= 0. λ is called the conformal weight of M ;
(2) There are only finitely many irreducible admissible g-twisted V -modules up to
isomorphism.
Definition 2.6. We say that a vertex operator algebra V is C2-cofinite if V/C2(V ) is
finite dimensional, where C2(V ) = 〈v−2u|v, u ∈ V 〉.
Remark 2.7. If V is a vertex operator algebra satisfying C2-cofinite property, V has
only finitely many irreducible admissible modules up to isomorphism [DLM3, L2].
Definition 2.8. Let M =
⊕
n∈ 1
T
Z+
M(n) be an admissible g-twisted V -module, the
contragredient module M ′ is defined as follows:
M ′ =
⊕
n∈ 1
T
Z+
M(n)∗,
3
where M(n)∗ = HomC(M(n),C). The vertex operator YM ′(v, z) is defined for v ∈ V via
〈YM ′(v, z)f, u〉 = 〈f, YM(ezL(1)(−z−2)L(0)v, z−1)u〉,
where 〈f, w〉 = f(w) is the natural paring M ′ ×M → C.
Remark 2.9. 1. (M ′, YM ′) is an admissible g−1-twisted V -module [FHL].
2. We can also define the contragredient module M ′ for a g-twisted V -module M. In
this case, M ′ is a g−1-twisted V -module. Moreover, M is irreducible if and only if M ′ is
irreducible.
Now we review the notions of intertwining operators and fusion rules from [FHL].
Definition 2.10. Let (V, Y ) be a vertex operator algebra and let (W 1, Y 1), (W 2, Y 2)
and (W 3, Y 3) be V -modules. An intertwining operator of type
(
W 3
W 1 W 2
)
is a linear
map
I(·, z) : W 1 → Hom(W 2, W 3){z}
u→ I(u, z) =
∑
n∈Q
unz
−n−1
satisfying:
(1) for any u ∈ W 1 and v ∈ W 2, unv = 0 for n sufficiently large;
(2) I(L(−1)v, z) = ( d
dz
)I(v, z);
(3) (Jacobi identity) for any u ∈ V, v ∈ W 1
z−10 δ
(
z1 − z2
z0
)
Y 1(u, z1)I(v, z2)− z−10 δ
(−z2 + z1
z0
)
I(v, z2)Y
3(u, z1)
= z−12
(
z1 − z0
z2
)
I(Y 2(u, z0)v, z2).
The space of all intertwining operators of type
(
W 3
W 1 W 2
)
is denoted by
IV
(
W 3
W 1 W 2
)
.
Let NW
3
W 1, W 2 = dim IV
(
W 3
W 1 W 2
)
. These integers NW
3
W 1, W 2 are usually called the fusion
rules. As usual, we use M i
′
to denote (M i)
′
, the contragredient module of M i.
Definition 2.11. Let V be a vertex operator algebra, andW 1, W 2 be two V -modules. A
module (W, I), where I ∈ IV
(
W
W 1 W 2
)
, is called a tensor product (or fusion product)
of W 1 and W 2 if for any V -module M and Y ∈ IV
(
M
W 1 W 2
)
, there is a unique
V -module homomorphism f : W → M, such that Y = f ◦ I. As usual, we denote (W, I)
by W 1 ⊠V W
2.
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The basic result is that the fusion product exists if V is rational. It is well known
that if V is rational, for any two irreducible V -modules W 1, W 2,
W 1 ⊠V W
2 =
∑
W
NWW 1, W 2W
where W runs over the set of equivalence classes of irreducible V -modules.
It is well known that fusion rules have the following symmetry property [FHL].
Proposition 2.12. Let W i (i = 1, 2, 3) be V -modules. Then
NW
3
W 1,W 2 = N
W 3
W 2,W 1, N
W 3
W 1,W 2 = N
(W 2)′
W 1,(W 3)′ .
Now we recall some notions about quantum dimensions.
Definition 2.13. Let M = ⊕n∈ 1
T
Z+
Mλ+n be a g-twisted V -module, the formal character
of M is defined as
chqM = trMq
L(0)−c/24 = qλ−c/24
∑
n∈ 1
T
Z+
(dimMλ+n) q
n,
where c is the central charge of the vertex operator algebra V and λ is the conformal
weight of M .
It is proved [Z, DLM4] that chqM converges to a holomorphic function in the domain
|q| < 1. We denote the holomorphic function chqM by ZM (τ). Here and below, τ is in
the upper half plane H and q = e2piiτ .
Let M0, · · · ,Md be the inequivalent irreducible V -modules with corresponding con-
formal weights λi and M
0 ∼= V . Define
Zi (u, v, τ) = trM ie
2pii(v(0))+(v,u)/2qL(0)+u(0)+(u,u)/2−c/24
for u, v ∈ V1. Notice that if u, v = 0, Zi(u, v, τ) = Zi(τ). Then we have the following
theorem [M, Z, DLM, DLM4]:
Theorem 2.14. Let V be a rational, C2-cofinite vertex operator algebra of CFT type.
Assume u, v ∈ V1 such that u, v span an abelian Lie subalgebra of V1. Let γ =
(
a b
c d
)
∈
SL (2,Z) . Then Zi (u, v, τ) converges to a holomorphic function in the upper half plane
and
Zi (u, v, γτ) =
d∑
j=0
γi,jZj (au+ bv, cu+ dv, τ) ,
where γτ = aτ+b
cτ+d
and γi,j ∈ C are independent of the choice of u, v.
Definition 2.15. In the case γ = S =
(
0 −1
1 0
)
, we have
Zi
(
u, v,−1
τ
)
=
d∑
j=0
Si,jZj (−v, u, τ) .
The matrix S = (Si,j)
d
i,j=0 is called S-matrix.
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Remark 2.16. Assume V is a simple, rational and C2-cofinite vertex operator algebra of
CFT type with V ∼= V ′. Let M i be as before where M0 ∼= V . Also assume mini {λi} =
λ0 = 0 and λi > 0 ∀i 6= 0. Then qdimVM i = Si,0S0,0 [DJX].
The following theorem will play an important role in the last section [V, H].
Theorem 2.17. Let V be a rational and C2-cofinite simple vertex operator algebra of
CFT type and assume V ∼= V ′. Let S = (Si,j)di,j=0 be the S-matrix as defined above.
Then
(1) (S−1)i,j = Si,j′ = Si′,j, and Si′,j′ = Si,j ;
(2) S is symmetric and S2 = (δi,j′);
(3) Nki,j =
∑d
s=0
Si,sSj,sS
−1
s,k
S0,s
.
We need the concept of quantum dimensions from [DJX].
Definition 2.18. Let V be a vertex operator algebra and M a g-twisted V -module such
that ZV (τ) and ZM (τ) exists. The quantum dimension of M over V is defined as
qdimVM = lim
y→0
ZM (iy)
ZV (iy)
,
where y is real and positive.
From now on, we assume V is a rational, C2-cofinite vertex operator algebra of CFT
type with V ∼= V ′. Let M0 ∼= V, M1, · · · , Md denote all inequivalent irreducible V -
modules. Moreover, we assume the conformal weights λi of M
i are positive for all i > 0.
It is proved in [DJ4] that V A4L2 satisfies all the assumptions.
Recall that simple module M i is called a simple current if M i ⊠M j is simple ∀j =
0, · · · , d. Here are some results on quantum dimensions [DJX].
Proposition 2.19. Let V be a vertex operator algebra as before. Then
(1) q dimV M
i ≥ 1, ∀i = 0, · · · , d.
(2) For any i, j = 0, · · · , d,
q dimV
(
M i ⊠M j
)
= q dimV M
i · q dimV M j
(3) A V -module M is a simple current if and only if q dimV M = 1.
Theorem 2.20. Let V be a rational and C2-cofinite simple vertex operator algebra, G
a finite subgroup of Aut(V ). Also assume that V is g-rational and the conformal weight
of any irreducible g-twisted V -module is positive except for V itself for all g ∈ G. Then
qdimV GV exists and equals to |G|.
3 The vertex operator algebra V A4L2
Now we first briefly review the construction of rank one lattice vertex operator algebra
from [FLM]. Then we recall some related results about V +L and V
A4
L2
from [A1, A2, AD,
ADL, DN1, DN2, DN3, DJL, FLM, DJ4]. In the last part of this section, we also give
the realization of all irreducible V A4L2 -modules.
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3.1 Construction of the vertex operator algebra V A4
L2
Let L = Zα be a positive definite even lattice of rank one, i.e., (α, α) = 2k for some
positive integer k. Set h = L⊗Z C and extend (·, ·) to a C-bilinear form on h. Let C [h]
be the group algebra of h with a basis
{
eλ|λ ∈ h}.
Let hˆ = C [t, t−1]⊗ h⊕ CK be the corresponding Heisenberg algebra such that
[α (m) , α (n)] = 2kmδm+n,0K and
[
K, hˆ
]
= 0
for any m,n ∈ Z, where α (m) = α⊗ tm. Then hˆ≥0 = C [t]⊗ h⊕CK is a subalgebra of hˆ
and the group algebra C [h] becomes a hˆ≥0-module by the action α (m) ·eλ = (λ, α) δm,0eλ
and K · eλ = eλ for any λ ∈ h and m ≥ 0. We denote by
M (1, λ) = U
(
hˆ
)
⊗U(hˆ≥0) Ceλ
the hˆ-module induced from hˆ≥0-module Ceλ. Set M (1) = M (1, 0). Then there exists
a linear map Y : M (1) → EndM (1) [[z, z−1]] such that (M (1) , Y, 1, ω) carries a simple
vertex operator algebra structure and M (1, λ) becomes an irreducible M (1)-module for
λ ∈ h [FLM]. Let C [L] be the group algebra of L with a basis eα for α ∈ L. The lattice
vertex operator algebra associated to L is given by
VL =M (1)⊗ C [L] .
The dual lattice L◦ of L is
L◦ = {λ ∈ h| (α, λ) ∈ Z} = 1
2k
L.
Then L◦ = ∪ki=−k+1 (L+ λi) is the coset decomposition with λi = i2kα. Set VL+λi =
M (1)⊗C [L+ λi]. Then VL+λi for i = −k + 1, · · · , k are all the inequivalent irreducible
modules for VL [B, FLM, D1].
Let θ be a linear isomorphism of Vh defined by
θ
(
α (−n1) · · ·α (−nk)⊗ eλ
)
= (−1)k α (−n1) · · ·α (−nk)⊗ e−λ,
for n ∈ Z+ and λ ∈ h. Then θ induces automorphisms of VL andM (1). For a θ-invariant
subspace W of Vh = M (1) ⊗ C [h], we denote the ±1-eigenspaces of W for θ by W±.
Then
(
V +L , Y, 1, ω
)
and
(
M (1)+ , Y, 1, ω
)
are vertex operator algebras.
Now we recall the construction of θ-twisted VL-modules [FLM, D2]. Let hˆ [−1] =
h⊗ t1/2C [t, t−1]⊕ CK be a Lie algebra with the commutation relation
[α⊗ tm, α⊗ tn] = mδm+n,0 (α, α)K and
[
K, hˆ [−1]
]
= 0
for m,n ∈ 1/2 +Z. Then there is a one-dimensional module for hˆ [−1]+ = h⊗ t1/2C [t]⊕
CK, which could be identified with C, by the action
(α⊗ tm) · 1 = 0 and K · 1 = 1 for m ∈ 1/2 + N.
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Set M (1) (θ) the induced hˆ [−1]-module:
M (1) (θ) = U
(
hˆ
)
[−1]⊗U(hˆ[−1]+) C.
Let χs be a character of L/2L such that χs (α) = (−1)s for s = 0, 1 and Tχs = C the
irreducible L/2L-module with character χs. Then V
Ts
L =M (1) (θ)⊗Tχs is an irreducible
θ-twisted VL-module. We denote the ±1-eigenspaces of V TsL under θ by
(
V TsL
)±
. Then we
have the following result:
Theorem 3.1. Any irreducible V +L -module is isomorphic to one of the following modules:
V ±L , Vλi+L (i 6= k) , V ±λk+L,
(
V TsL
)±
.
Let L2 = Zα be the rank one positive-definite even lattice such that (α, α) = 2 and
VL2 the associated simple rational vertex operator algebra. Then (VL2)1
∼= sl2 (C) and
(VL2)1 has an orthonormal basis:
x1 =
1√
2
α (−1) 1, x2 = 1√
2
(
eα + e−α
)
, x3 =
i√
2
(
eα − e−α) .
For x ∈ (VL2)1 we also use x(n) for xn for n ∈ Z. Let σ, τi ∈ Aut (VL2), i = 1, 2, 3 be such
that
σ
(
x1, x2, x3
)
=
(
x1, x2, x3
) 0 1 00 0 −1
−1 0 0

 .
τ1
(
x1, x2, x3
)
=
(
x1, x2, x3
) 1 −1
−1

 ,
τ2
(
x1, x2, x3
)
=
(
x1, x2, x3
) −1 1
−1

 ,
τ3
(
x1, x2, x3
)
=
(
x1, x2, x3
) −1 −1
1

 .
Then σ and τi, i = 1, 2, 3, generate a finite subgroup of Aut (VL2) isomorphic to the
alternating group A4. We simply denote this group by A4. It is easy to check that the
subgroupK generated by τi, i = 1, 2, 3, is a normal subgroup of A4 of order 4. Let β = 2α.
The following result can be found in [DG].
Lemma 3.2. We have V KL2 = V
+
Zβ and V
A4
L2
=
(
V +Zβ
)〈σ〉
.
By [DM1], there is decomposition
V +Zβ =
(
V +Zβ
)0 ⊕ (V +Zβ)1 ⊕ (V +Zβ)2 (3.1)
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where
(
V +Zβ
)0
=
(
V +Zβ
)〈σ〉
is a simple vertex operator algebra and
(
V +Zβ
)i
is an irreducible(
V +Zβ
)0
-module, i = 1, 2. Similarly, as a
(
V +Zβ
)〈σ〉
-module, we have
VZ+ 1
4
β = V
0
Z+ 1
4
β
⊕ V 1
Z+ 1
4
β
⊕ V 2
Z+ 1
4
β
(3.2)
such that V i
Z+ 1
4
β
is irreducible
(
V +Zβ
)〈σ〉
-module, i = 0, 1, 2 [DY]. The details of the
realization of V i
Z+ 1
4
β
will be provided in the next subsection.
LetWσi,1,Wσi,2 be the two irreducible σ
i-twisted modules of V +Zβ , i = 1, 2 [DJ4]. Then
each Wσi,j is a direct sum of irreducible
(
V +Zβ
)〈σ〉
-submodules W kσi,j for k = 0, 1, 2 . There
are exactly 21 irreducible modules of
(
V +Zβ
)〈σ〉
which is listed as following [DJ4]:
{(
V +Zβ
)m
, V −Zβ, VZβ+ 1
8
β, VZβ+ 3
8
β ,W
k
σi,j, V
n
Zβ+ 1
4
β
|m,n, k = 0, 1, 2; i, j = 1, 2.
}
(3.3)
Here
(
V +Zβ
)m
is the eigenspace of σ with eigenvalue e
2piim
3 .
3.2 Realizations of the Irreducible V A4
L2
-modules
Let σ, τi and x
i, i = 1, 2, 3 be as before. Set
h =
1
3
√
6
(
x1 + x2 − x3) ,
y1 =
1√
3
(
x1 +
−1 +√3i
2
x2 +
1 +
√
3i
2
x3
)
,
y2 =
1√
3
(
x1 +
−1−√3i
2
x2 +
1−√3i
2
x3
)
.
Then
L (n) h = δn,0h, h (n) h =
1
18
δn,11, n ∈ Z,
h (0) y1 =
1
3
y1, h (0) y2 = −1
3
y2, y1 (0) y2 = 6h.
(see [DJ4]). It follows that h (0) acts semisimply on VL2 with rational eigenvalues. So
e2piih(0) is an automorphism of VL2 of finite order [DG, L2]. Since
e2piih(0)h = h, e2piih(0)y1 =
−1 +√3i
2
y1, e2piih(0)y2 =
−1−√3i
2
y2,
it is easy to see that
e2piih(0) = σ. (3.4)
The action of the group generated by σ, τi, i = 1, 2, 3 on VL2 is isomorphic to al-
ternating group A4. Actually, σ = e
2piih(0) and τi = e
piixi(0) (i = 1, 2, 3) also act on
9
VZ 1
2
α = M(1) ⊗ C[12Zα], where the action of the group 〈σ, τi|i = 1, 2, 3〉 on VZ 12α is iso-
morphic to SL(2, 3), the special linear group of degree 2 over a field of three elements.
Thus by the quantum Galois theory [DM1],
VZα
2
∼=
⊕
χ
Vχ ⊗Wχ (3.5)
where χ runs over all irreducible characters of SL(2, 3). The irreducible representations
of the group SL(2, 3) are well known: three 1-dimensional, one 3-dimensional and three
2-dimensional irreducible representations. We denote them by Uk1 , U3 and U
k
2 , k = 0, 1, 2
respectively, where the subindex i is the dimension of the module and the upper indices
distinguish the irreducible modules of the same dimension. The irreducible modules
with the same dimension can be distinguished by the eigenvalues of the action of σ:
σ|Uk
1
= e
2piik
3 , σ has eigenvalues e
2pii
6
+ 2piik
3 and e−
2pii
6
+ 2piik
3 on Uk2 and the eigenvalues of σ
on U3 are the three cube roots of unity.
The set of scalar matrices of SL(2, 3) is a normal subgroup isomorphic to Z2 and A4 ∼=
SL(2, 3)/Z2. The group A4 has three 1-dimensional and one 3-dimensional irreducible
modules. Thus VL2 and VL2+ 12α
can be decomposed as V A4L2 -modules [DY]:
VL2 = (V
+
Zβ)
0 ⊗ U01 ⊕ (V +Zβ)1 ⊗ U11 ⊕ (V +Zβ)2 ⊗ U21 ⊕ V −Zβ ⊗ U3,
VL2+ 12α
= V 0
Zβ+ 1
4
β
⊗ U02 ⊕ V 1Zβ+ 1
4
β
⊗ U12 ⊕ V 2Zβ+ 1
4
β
⊗ U22 .
Some of those V A4L2 -modules listed in (3.3) can be realized differently by considering the
orbifold vertex operator algebra V
〈σ〉
L2
.
Proposition 3.3. Let g be an automorphism of VL2 of order T 6=1. Then there exists
some vector u ∈ (VL2)1, such that g = e2piiu(0).
Proof. The vertex operator algebra VL2 is isomorphic to the affine vertex operator alge-
bra associated to the simple Lie algebra sl2(C) of level 1. We know that Aut(VL2)
∼=
Aut(sl2(C)). The restriction of g on (VL2)1 is also an isomorphism of order T, which has
an eigenspaces decomposition.
Claim: There exists a unique (up to a scalar) nonzero vector a ∈ (VL2)1 such that
ga = a.
Note that (a, b) = −a(1)b defines a nondegenerate symmetric invariant bilinear form
on (VL2)1 , since (VL2)1 is isomorphic to sl2(C) which has a unique nondegenerate sym-
metric invariant bilinear form up to a constant. This implies that (ga, gb) = (a, b) for
all a, b ∈ (VL2)1 and (VL2)ρ1 and (VL2)ρ¯1 have the same dimensions where (VL2)ρ1 is the
eigenspace of g on (VL2)1 with eigenvalue ρ which is a root of unity.
First, g
∣∣
(VL2)1
is not a constant. Since (VL2)1 is a simple Lie algebra we see that (VL2)1
is spanned by a(0)b for a, b ∈ (VL2)1 . If g acts on (VL2)1 as a constant ρ. Then g also acts
as ρ2. This forces ρ = 1, a contradiction.
If there are exactly two eigenvalues ρ1, ρ2 of g on (VL2)1, we deduce that ρ1 = ±1, ρ2 =
∓1. Otherwise ρ1 = ρ2 6= ±1 and (VL2)1 has even dimension, a contradiction. Without
loss of generality, assume ρ1 = 1, ρ2 = −1. If the eigenspace of g with eigenvalue 1 is
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two dimensional, then the eigenspace of g on [(VL2)1 , (VL2)1] = (VL2)1 with eigenvalue 1
is one dimensional, a contradiction.
The only case left is that ρ1, ρ2, ρ3 are three distinct eigenvalues of g on (VL2)1.
Assume that ρ1 = ρ2. Using the fact that [(VL2)1 , (VL2)1] = (VL2)1 we see that ρ3 = 1
and each eigenspace is one dimensional. The claim is proved.
Let a ∈ (VL2)1 be an eigenvector of g with eigenvalue 1. Consider the Jordan decom-
position of a = as + an, where as and an are the semisimple part and nilpotent part of a.
It is easy to see that a is not nilpotent due to the eigenspace decomposition, and as is also
a fixed point of g since a is a fixed point of g. Since the fixed point space is 1 dimensional,
a = as, which acts semisimply on (VL2)1. The structure of sl2(C) tells us that there ex-
ists γa, for some γ ∈ C∗, such that (γa, γa) = 2, [γa, eγa] = 2eγa, [γa, e−γa] = −2e−γa,
g(eγa) = e2pii
r
T eγa and g(e−γa) = e−2pii
r
T e−γa. It is clear that g = epii
r
T
γa(0), i.e. u = r
2T
γa.
Remark 3.4. The group SO(3) is the connected compact subgroup of Aut(VL2), whose
discrete subgroup are the cyclic group Zn, the dihedral group Dn, A4, S4 and A5. The
above proposition indicates that the orbifold vertex operator algebra V ZnL2
∼= VZnα. One
could also get V DnL2
∼= V +Znα.
Remark 3.5. It is worthy to point out that for any g ∈ Aut(VL2) of finite order T , the
g-twisted module category is equivalent to the category of ordinary modules. Thus VL2
is g-rational for any such g. Following from Theorem 2.20, qdim
V
A4
L2
VL2 = o(A4) = 12.
In our case, we have V
〈σ〉
L2
∼= VZγ ∼= VZ3α, (γ, γ) = 18, i.e γ = 18h. One immediately
gets that VL2
∼= VZγ ⊕ VZγ+ 1
3
γ ⊕ VZγ+ 2
3
γ and VL2+ 12α
∼= VZγ+ 1
6
γ ⊕ VZγ+ 1
2
γ ⊕ VZ− 1
6
γ due to
the eigenvalues of the σ action on VZ 1
2
α. The eigenvalues of σ on VL2 and VL2+ 12α
(see
equation (3.5)) give us the following proposition.
Proposition 3.6. As V A4L2 -modules, we have the following identification:
VZγ ∼= (V +Zβ)0 + V −Zβ,
VZγ+ 1
3
γ
∼= (V +Zβ)1 + V −Zβ ,
VZγ+ 2
3
γ
∼= (V +Zβ)2 + V −Zβ ,
VZγ+ 1
6
γ = V
0
Zβ+ 1
4
β
+ V 1
Zβ+ 1
4
β
,
VZγ+ 1
2
γ = V
1
Zβ+ 1
4
β
+ V 2
Zβ+ 1
4
β
,
VZγ− 1
6
γ = V
0
Zβ+ 1
4
β
+ V 2
Zβ+ 1
4
β
.
Now we briefly review the irreducible V A4L2 -modules which are constructed from the
σi-twisted VL2-modules. Let W
1 ∼= VL2 , W 2 ∼= VL2+ 12α. Set
w1 = e
α
2 +
(
√
3− 1)(1 + i)
2
e−
α
2 , w2 =
1√
2
[
(
√
3− 1)eα2 − (1 + i)e−α2
]
.
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For any u ∈ (VL2)1 such that g = e2piiu(0) is an automorphism of VL2 of finite order, define
∆(u, z) = zh(0)exp
( ∞∑
k=1
u (k)
−k (−z)
−k
)
.
It is proved in [L1] that (W i,T1, Yg(·, z)) = (W i, Y (∆ (u, z) ·, z)) are irreducible g-twisted
modules of VL2 , i = 1, 2. The σ
i-twisted VL2-modules were constructed in [DJ4] following
this idea, where the twisted vertex operator was also determined.
For the σ-twisted VL2-modules,
∆(h, z)L(−2)1 = L(−2)1+ z−1h(−1)1 + 1
36
z−21,
Yσ(h, z) = Y (h +
1
18
z−1, z),
Yσ(y
1, z) = z
1
3Y (y1, z),
Yσ(y
2, z) = z−
1
3Y (y2, z).
For the σ2-twisted VL2-modules,
∆(−h, z)L(−2)1 = L(−2)1− z−1h(−1)1+ 1
36
z−21,
Yσ2(h, z) = Y (−h + 1
18
z−1, z),
Yσ2(y
1, z) = z−
1
3Y (y1, z),
Yσ2(y
2, z) = z
1
3Y (y2, z).
The irreducible V A4L2 -modules W
k
σi,j are realized in the σ
i-twisted VL2-module [DJ4].
The following table gives the conformal weight of each W kσi,j [DJ4]:
W 0σ,1 W
1
σ,1 W
2
σ,1 W
0
σ,2 W
1
σ,2 W
2
σ,2
L(0) 1
36
25
36
49
36
1
9
4
9
16
9
lowest weight vector 1 y2 y1 w2 w1 y2(−2)w2
W 0σ2,1 W
1
σ2,1 W
2
σ2,1 W
0
σ2,2 W
1
σ2,2 W
2
σ2,2
L(0) 1
36
25
36
49
36
1
9
4
9
16
9
lowest weight vector 1 y1 y2 w1 w2 y1(−2)w1
Proposition 3.7. As V A4L2 -modules, we have the following identification:
VZγ+ 1
18
γ
∼= W 0σ,1, VZγ− 5
18
γ
∼= W 1σ,1, VZγ+ 7
18
γ
∼= W 2σ,1,
VZγ− 1
9
γ
∼= W 0σ,2, VZγ+ 2
9
γ
∼= W 1σ,2, VZγ− 4
9
γ
∼= W 2σ,2,
VZγ− 1
18
γ
∼= W 0σ2,1, VZγ+ 5
18
γ
∼= W 1σ2,1, VZγ− 7
18
γ
∼= W 2σ2,1,
VZγ+ 1
9
γ
∼= W 0σ2,2, VZγ− 2
9
γ
∼= W 1σ2,2, VZγ+ 4
9
γ
∼= W 2σ2,2.
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Proof. We only prove the first isomorphism. We know that the V A4L2 -module in VL2
generated by y1 is isomorphic to
(
V +Zβ
)1 ⊂ VZγ+ 1
3
γ. Since the conformal weight of W
0
σ,1 is
1
36
, W 0σ,1
∼= VZγ+ 1
18
γ or VZγ− 1
18
γ. The twisted vertex operator Yσ(y
1, z) would help us to
determine which is the right isomorphism. We have
Yσ(y
1, z)1 = z
1
3Y (y1, z)1 ⊂W 2σ,1,
where the conformal weight of W 2σ,1 =
49
36
. On the other hand, the fusion rules among
irreducible VZγ-modules are as following:
VZγ+ 1
3
γ ⊠ VZγ+ 1
18
γ = VZγ+ 7
18
γ , VZγ+ 1
3
γ ⊠ VZγ− 1
18
γ = VZγ+ 5
18
γ.
We already mentioned that y1 ∈ (V +Zβ)1 ⊂ VZγ+ 1
3
γ . Comparing the conformal weights of
W 2σ,1, VZγ+ 7
18
γ and VZγ+ 5
18
γ tells us that W
0
σ,1
∼= VZγ+ 1
18
γ.
Other isomorphisms could be proved using a similar argument.
4 Quantum dimensions of irreducible V A4L2 -modules
In this section, we determine the quantum dimensions of all irreducible V A4L2 -modules. We
first investigate properties of quantum dimensions of irreducible twisted V A4L2 -modules.
Let V be a vertex operator algebra and Let g = e2piih(0) be an automorphism of V of
finite order where h ∈ V1 such that h(0) acts on V semisimply. LetM be an irreducible V -
module. By [DLM1, L1] we see that (Mg, Yg (·, z)) = (M,YM (∆ (h, z) ·, z)) is a g-twisted
V -module, where ∆(h, z) = zh(0)exp
(∑∞
k=1
h(k)
−k (−z)−k
)
.
Proposition 4.1. Let V be a rational, C2-cofinite vertex operator algebra with central
charge c and M0, · · · ,Md be the inequivalent irreducible V -modules with M0 ∼= V and
the corresponding conformal weights λi > 0 for 0 < i ≤ d. Let g be as defined. Then
qdimM i = qdim (M i)
g
, 0 ≤ i ≤ d.
Proof. The q-character of (M i)
g
are given by
chq
(
M i
)g
= trM iq
L(0)+h(0)+(h,h)/2−c/24 = ZM i (h, 0, τ) .
Thus the quantum dimension of (M i)
g
can be computed:
qdim
(
M i
)g
= lim
y→0
Zi (h, 0, iy)
ZV (iy)
= lim
τ→i∞
Zi
(
h, 0,− 1
τ
)
ZV
(− 1
τ
)
= lim
τ→i∞
∑
j Si,jZj (0, h, τ)∑
j S0,jZj (0, h, τ)
= lim
q→0
∑
j Si,jtrMje
2piih(0)qL(0)−c/24∑
j S0,jtrMje
2piih(0)qL(0)−c/24
= Si,0/S0,0
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where the last equation follows from the conformal weight λi > 0 for 0 < i ≤ d. Remark
2.16 asserts that
qdim
(
M i
)g
= qdimM i.
Let M be an irreducible
(
V +Zβ
)〈σ〉
-module. For simplicity, from now on we denote the
quantum dimension of M over
(
V +Zβ
)〈σ〉
by qdimM instead of qdim
(V +Zβ)
〈σ〉M .
Theorem 4.2. The quantum dimensions for all irreducible
(
V +Zβ
)〈σ〉
-modules are given
by the following tables 1-4.(
V +Zβ
)0 (
V +Zβ
)1 (
V +Zβ
)2
V −Zβ VZβ+ 1
8
β VZβ+ 3
8
β
ω 0 4 4 1 1
16
9
16
qdim 1 1 1 3 6 6
W 0σ,1 W
1
σ,1 W
2
σ,1 W
0
σ,2 W
1
σ,2 W
2
σ,2
ω 1
36
25
36
49
36
1
9
4
9
16
9
qdim 4 4 4 4 4 4
W 0σ2,1 W
1
σ2,1 W
2
σ2,1 W
0
σ2,2 W
1
σ2,2 W
2
σ2,2
ω 1
36
25
36
49
36
1
9
4
9
16
9
qdim 4 4 4 4 4 4
V 0
Zβ+ 1
4
β
V 1
Zβ+ 1
4
β
V 2
Zβ+ 1
4
β
ω 1
4
9
4
9
4
qdim 2 2 2
Proof. 1) We know from Remark 3.5 that
qdimVL2 = |A4| = 12.
It is also obvious that
VL2 = V
+
Zβ ⊕ V −Zβ ⊕ V +Zβ+β
2
⊕ V −
Zβ+β
2
,
where as V A4L2 -module V
+
Zβ =
(
V +Zβ
)0 ⊕ (V +Zβ)1 ⊕ (V +Zβ)2 and V −Zβ ∼= V +Zβ+β
2
∼= V −
Zβ+β
2
. Since
V −Zβ, V
+
Zβ+β
2
, V −
Zβ+β
2
are all simple currents of V +Zβ , one gets
qdimV −Zβ = qdimV
+
Zβ = 3.
From (3.1), we have the decomposition as irreducible
(
V +Zβ
)〈σ〉
-modules:
V +Zβ =
(
V +Zβ
)0 ⊕ (V +Zβ)1 ⊕ (V +Zβ)2
where
(
V +Zβ
)0
=
(
V +Zβ
)〈σ〉
with qdim
(
V +Zβ
)〈σ〉
= 1. Since
(
V +Zβ
)1
and
(
V +Zβ
)2
are irreducible(
V +Zβ
)〈σ〉
-modules, by Proposition 2.19 and 1), we get
qdim
(
V +Zβ
)1
= qdim
(
V +Zβ
)2
= 1.
14
2) By [DL], every irreducible VL-module is a simple current. Thus from Proposition
2.19 we get
qdimVZβVZβ+ 1
8
β = 1 and qdimV +
Zβ
VZβ+ 1
8
β = 2.
Hence
qdimVZβ+ 1
8
β = qdimVZβ = 6.
3) Recall that V
〈σ〉
L2
= VZγ , where (γ, γ) = 18.We get qdimVZγ = 4, since qdimVL2 = 12
and o(σ) = 3. Notice that by Proposition 3.6,
VZγ+ 1
6
γ = V
0
Zβ+ 1
4
β
+ V 1
Zβ+ 1
4
β
,
VZγ+ 1
2
γ = V
1
Zβ+ 1
4
β
+ V 2
Zβ+ 1
4
β
,
VZγ− 1
6
γ = V
0
Zβ+ 1
4
β
+ V 2
Zβ+ 1
4
β
,
where q dimVZγ+µ = 4, for any µ = ±16γ, 12γ. It is easy to determine
qdimV 0
Zβ+ 1
4
β
= qdimV 1
Zβ+ 1
4
β
= qdimV 2
Zβ+ 1
4
β
= 2.
4) We have qdimVL2 = qdimVL2+α2 = 12. By Proposition 2.19, we have
qdimVWσi,j = 12, i, j = 1, 2.
Consider the action of
(
V +Zβ
)k
on W kσi,j, i, j = 1, 2; k = 0, 1, 2. Use the similar argument
in 3), we can prove qdimW kσi,j are the same for all i, j = 1, 2; k = 0, 1, 2. Therefore we
get qdimW kσi,j = 4 for i, j = 1, 2; k = 0, 1, 2.
Remark 4.3. Let V be a vertex operator algebra with only finitely many irreducible
modules, the global dimension is defined as glob(V ) =
∑
M∈Irr(V ) qdim(M)
2 [DJX]. As-
sume G is a finite subgroup of Aut(G), it is conjectured that |G|2 glob (V ) = globV G,
which was derived in the frame work of conformal nets [X]. The vertex operator algebra
version is still open. However, the quantum dimensions above verify this conjecture for
vertex operator algebra VL2 and group A4.
5 Fusion rules
In this section, we find fusion rules for irreducible V A4L2 -modules. Quantum dimensions
play an important role in determining fusions. We also need the Verlinde formula to deal
with these fusion rules that involve with twisted modules. We first list all fusion products
results, then we give the proof.
Let W 1,W 2,W 3 be irreducible V A4L2 -modules. For simplicity, in the following, the
space of all intertwining operators of type
(
W 3
W 1W 2
)
is denoted by I
(
W 3
W 1W 2
)
,
instead of IV
L
A4
2
(
W 3
W 1W 2
)
. The fusion product ofW 1 and W 2 is denoted by W 1⊠W 2,
instead of W 1 ⊠
V
A4
L2
W 2.
15
To determine fusion products of W jσm,i ⊠W
l
σm,k, i, k,m = 1, 2, j, l = 0, 1, 2, we first
need to find out certain entries of the S-matrix.
Lemma 5.1. The entries of the S-matrix that involve with irreducible twisted modules
of V A4L2 are given as the table in Appendix.
Proof. For convenience, we denote the irreducible V A4L2 -modules by M
i, i = 0, 1, · · · , 20
as following: (
V +Zβ
)0 (
V +Zβ
)1 (
V +Zβ
)2
V −Zβ VZβ+ 1
8
β VZβ+ 3
8
β
M0 M1 M2 M3 M4 M5
W 0σ,1 W
1
σ,1 W
2
σ,1 W
0
σ,2 W
1
σ,2 W
2
σ,2
M6 M7 M8 M9 M10 M11
W 0σ2,1 W
1
σ2,1 W
2
σ2,1 W
0
σ2,2 W
1
σ2,2 W
2
σ2,2
M12 M13 M14 M15 M16 M17
V 0
Zβ+ 1
4
β
V 1
Zβ+ 1
4
β
V 2
Zβ+ 1
4
β
M18 M19 M20
First we consider the vertex operator algebra VZγ where (γ, γ) = 18. Its irreducible
modules are VZγ+λk , where λk =
k
18
γ and k = 0, · · · , 17. By Page 106 [S], we see that
ZVZγ+λi
(
−1
τ
)
=
17∑
j=0
1√
18
e−2pii(λi,λj)ZVZγ+λj (τ) .
Thus the entries of S-matrix (Sλk ,λl) for VZγ is given by
Sλk,λl =
1√
18
e−2pii(λk ,λl), k, l = 0, 1, · · · , 17.
Denote the S-matrix for the vertex operator algebra V A4L2 by (Si,j). By the identifica-
tion given in (3.7) and S-matrix of VZγ , it is easy to see that Si,0 =
1√
18
, i = 6, · · · , 17.
By Remark 2.16 and quantum dimensions listed in Theorem 4.2, we have
qdimM i =
Si,0
S0,0
= 4, i = 6, 7, · · · , 17,
which implies S0,0 =
1
4
√
18
. Hence we have Si,0 =
qdimM i
4
√
18
for i = 0, 1, · · · , 20. Applying
the quantum dimensions as listed in Theorem 4.2, we get the first column of the table.
Now let M j ∼= VZγ+λl . If M i is not a submodule of VZγ+λk for all λk, then Si,j = 0.
Otherwise, M i is a submodule of VZγ+λks for some k1, ..., kr and M
i is not a submodule
of VZγ+λp for all λp 6= λks, ∀s = 1, · · · , r. In this case, Sij =
∑r
s=1 Sλl,λks .
In this way, we can get the entries of the S-matrix as listed in the table in Appendix.
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Theorem 5.2. The fusion rules for all irreducible V A4L2 -modules are given as following
(here n is remainder when dividing n by 3 for n ∈ Z):
(
V +Zβ
)i
⊠
(
V +Zβ
)j
=
(
V +Zβ
)i+j
, i, j = 0, 1, 2 (5.1)
(
V +Zβ
)i
⊠ V j
Zβ+β
4
= V i+j
Zβ+β
4
i, j = 0, 1, 2 (5.2)
(
V +Zβ
)i
⊠ V −Zβ = V
−
Zβ, i = 0, 1, 2 (5.3)
(
V +
Zβ
)k
⊠W lσi,i = W
l−k
σi,i , i = 1, 2; k, l = 0, 1, 2(
V +Zβ
)k
⊠W lσi,3−i = W
k+l
σi,3−i, i = 1, 2; k, l = 0, 1, 2 (5.4)
(
V +Zβ
)i
⊠ VZβ+ j
8
β = VZβ+ j
8
β, i = 0, 1, 2; j = 1, 3 (5.5)
V i
Zβ+β
4
⊠ V −Zβ = V
0
Zβ+β
4
⊕ V 1
Zβ+β
4
⊕ V 2
Zβ+β
4
, i = 0, 1, 2 (5.6)
V i
Zβ+β
4
⊠ V j
Zβ+β
4
= V −Zβ ⊕
(
V +Zβ
)i+j
, i, j = 0, 1, 2 (5.7)
V k
Zβ+β
4
⊠W lσi,3−i = W
2l−k
σi,i
⊕W 2l−k+1
σi,i
, i = 1, 2; k, l = 0, 1, 2
V k
Zβ+β
4
⊠W lσi,i = W
k−l
σi,3−i ⊕W k−l+1σi,3−i , i = 1, 2; k, l = 0, 1, 2 (5.8)
V k
Zβ+β
4
⊠ VZβ+ l
8
β = VZβ+ 1
8
β ⊕ VZβ+ 3
8
β, k = 0, 1, 2; l = 1, 3 (5.9)
V −Zβ ⊠ V
−
Zβ =
(
V +Zβ
)0 ⊕ (V +Zβ)1 ⊕ (V +Zβ)2 ⊕ 2V −Zβ (5.10)
V −Zβ ⊠W
k
σi,j = W
0
σi,j ⊕W 1σi,j ⊕W 2σi,j, i, j = 1, 2; k = 0, 1, 2 (5.11)
V −Zβ ⊠ VZβ+ 1
8
β = VZβ+ 1
8
β ⊕ 2VZβ+ 3
8
β
V −Zβ ⊠ VZβ+ 3
8
β = 2VZβ+ 1
8
β ⊕ VZβ+ 3
8
β (5.12)
VZβ+ r
8
β ⊠ VZβ+ r
8
β = V
0
Zβ+β
4
⊕ V 1
Zβ+β
4
⊕ V 2
Zβ+β
4
⊕ (V +Zβ)0 ⊕ (V +Zβ)1 ⊕ (V +Zβ)2
⊕V −Zβ ⊕ 2VZβ+β
8
⊕ 2V
Zβ+ 3β
8
, r = 1, 3. (5.13)
17
VZβ+ 1
8
β ⊠ VZβ+ 3
8
β = V
0
Zβ+β
4
⊕ V 1
Zβ+β
4
⊕ V 2
Zβ+β
4
⊕2V −Zβ ⊕ 2VZβ+β
8
⊕ 2V
Zβ+ 3β
8
(5.14)
W kσi,1 ⊠W
l
σi,1 =W
0
σ3−i,1⊕W 1σ3−i,1 ⊕W 2σ3−i,1 ⊕W−i(k+l)σ3−i,2 (5.15)
W kσi,2 ⊠W
l
σi,2 = W
0
σ3−i,1⊕W 1σ3−i,1 ⊕W 2σ3−i,1 ⊕W 1+i(k+l)σ3−i,2 (5.16)
W kσi,1 ⊠W
l
σi,2 = ⊕2k=0W kσ3−i,2 ⊕W i(l−k)σ3−i,2 (5.17)
W kσi,j ⊠ VZβ+ s8β = W
0
σi,1 ⊕W 1σi,1 ⊕W 2σi,1 ⊕W 0σi,2 ⊕W 1σi,2 ⊕W 2σi,2 (5.18)
i, j = 1, 2; k = 0, 1, 2; s = 1, 3.
For k, l = 0, 1, 2, r, i = 1, 2,
W kσ,r ⊠W
l
σ2, ,r = (V
+
Zβ)
r(l−k) ⊕ V −Zβ ⊕ VZβ+ 1
8
β ⊕ VZβ+ 3
8
β (5.19)
W kσ,r ⊠W
l
σ2,,3−r = (VZβ+ 1
4
β)
r(−k−l) ⊕ (VZβ+ 1
4
β)
r(−k-l+1) ⊕ VZβ+ 1
8
β ⊕ VZβ+ 3
8
β (5.20)
Proof. (5.1), (5.2), (5.4) and (5.8) are obvious by Proposition 3.6 and fusion rules for
irreducible VZγ-modules.
Proof of (5.3): By Proposition 2.19, each irreducible module with quantum dimen-
sion 1 is a simple current. Thus the right hand side should be an irreducible module
with quantum dimension 3 while V −Zβ is the only irreducible module with such quantum
dimension.
Proof of (5.5): By fusion rules for irreducible V +Zβ-modules, IV +
Zβ
(
V
Zβ+
j
8
β
V +
Zβ
V
Zβ+
j
8
β
)
6= 0.
Since
(
V +Zβ
)i ⊂ V +Zβ is a simple current of (V +Zβ)0 , we get the desired fusion rule.
Proof of (5.6): First by fusion rules for V +Zβ-modules, we have
V −Zβ ⊠V +
Zβ
V
Zβ+β
4
= V
Zβ+β
4
Let Y (·, z) be the intertwining operator of type
(
V
Zβ+
β
4
V −
Zβ VZβ+β
4
)
. For a fixed v ∈ V i
Zβ+β
4
,
consider Y (u, z) v, u ∈ V −Zβ . Then
〈
uiv|u ∈ V −Zβ, i ∈ Z
〉
= V +
Zβ+β
4
. Thus we get fusion
product for irreducible V A4L2 -modules as follows:
V −Zβ ⊠ V
i
Zβ+β
4
= V 0
Zβ+β
4
⊕ V 1
Zβ+β
4
⊕ V 2
Zβ+β
4
, i = 0, 1, 2.
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Proof of (5.7): From (5.6), we see that I
(
V j
Zβ+
β
4
V i
Zβ+
β
4
V −
Zβ
)
6= 0, i, j = 0, 1, 2. Since
(
V 1
Zβ+β
4
)′
= V 2
Zβ+β
4
,
(
V −Zβ
)′
= V −Zβ and
(
V 0
Zβ+β
4
)′
= V 0
Zβ+β
4
. We obtain
I
(
V −
Zβ
V i
Zβ+
β
4
V j
Zβ+
β
4
)
6= 0, i, j = 0, 1, 2.
By Proposition 2.12, I
(
(V +Zβ)
i+j
V i
Zβ+
β
4
V j
Zβ+
β
4
)
6= 0. By counting quantum dimensions, we get
(5.7).
Proof of (5.9): Since V i
Zβ+β
4
⊂ V
Zβ+β
4
and V
Zβ+β
4
is an irreducible V +Zβ-module. By
fusion rules of irreducible V +Zβ-modules, we get I
(
V
Zβ+ r
8
β
V i
Zβ+
β
4
V
Zβ+1
8
β
)
6= 0, r = 1, 3. By counting
quantum dimensions of both sides, we get the desired fusion product.
Proof of (5.10): First by (5.3) and Proposition 2.12, we get I
(
(V +Zβ)
i
V −
Zβ V
−
Zβ
)
6= 0, i = 0, 1, 2.
By fusion rules for irreducible V +L -modules [A2], we get IV +
Zβ
(
V ∓
Zβ+1
2
β
V −
Zβ
V ±
Zβ+1
2
β
)
6= 0. Using the
isomorphism
V −Zβ ∼= V +Zβ+ 1
2
β
∼= V −
Zβ+ 1
2
β
,
gives I
(
V −
Zβ
V −
Zβ
V −
Zβ
)
6= 0. So it suffices to prove that I
(
V −
Zβ
V −
Zβ
V −
Zβ
)
= 2. Let Y1 (·, z), Y2 (·, z)
be the standard intertwining operators of types
(
V −
Zβ
V −
Zβ V
+
Zβ+
β
2
)
and
(
V −
Zβ
V −
Zβ V
−
Zβ+
β
2
)
respectively
(see [DL], [A2]). Note that eβ − e−β ∈ V −Zβ, e
β
2 + e−
β
2 ∈ V +
Zβ+β
2
and e
β
2 − e−β2 ∈ V −
Zβ+β
2
.
Then we have
Y1 (β(-1)1, z)
(
e
β
2 + e−
β
2
)
= 4
(
e
β
2 − e−β2
)
z−1 + β (−1)
(
e
β
2 + e−
β
2
)
z0 + higher power terms of z,
Y1 (β(-1)1, z)
(
e
β
2 − e−β2
)
= 4
(
e
β
2 + e−
β
2
)
z−1 + β (−1)
(
e
β
2 − e−β2
)
z0 + higher power terms of z.
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We also have
Y1
(
eβ − e−β, z) (eβ2 + e−β2 )
= Y
(
eβ, z
) (
e
β
2 + e−
β
2
)
− Y (e−β, z) (eβ2 + e−β2)
= E− (−β, z)E+ (−β, z) eβzβ
(
e
β
2 + e−
β
2
)
−E− (β, z)E+ (β, z) e−βz−β
(
e
β
2 + e−
β
2
)
= E− (−β, z)
(
z4e
3β
2 + z−4e
β
2
)
− E− (β, z)
(
z−4e−
β
2 + z4e−
3β
2
)
= exp
(∑
n<0
−β (n)
n
zn
)(
z4e
3β
2 + z−4e
β
2
)
− exp
(∑
n<0
β (n)
n
zn
)(
z−4e−
β
2 + z4e−
3β
2
)
= β (−1)
(
e
β
2 + e−
β
2
)
z−4 + higher power terms of z,
Y2
(
eβ − e−β , z) (eβ2 − e−β2 )
= Y
(
eβ, z
) (
e
β
2 − e−β2
)
− Y (e−β, z) (eβ2 − e−β2 )
= E− (−β, z)E+ (−β, z) eβzβ
(
e
β
2 − e−β2
)
−E− (β, z)E+ (β, z) e−βz−β
(
e
β
2 − e−β2
)
= E− (−β, z)
(
z4e
3β
2 − z−4eβ2
)
− E− (β, z)
(
z−4e−
β
2 − z4e− 3β2
)
= exp
(∑
n<0
−β (n)
n
zn
)(
z4e
3β
2 − z−4eβ2
)
− exp
(∑
n<0
β (n)
n
zn
)(
z−4e−
β
2 − z4e− 3β2
)
= −β (−1)
(
e
β
2 − e−β2
)
z−4 + higher power terms of z.
From the above computations we see immediately that Y1 (·, z) and Y2 (·, z) are lin-
early independent. Thus we obtain N
V −
Zβ
V −
Zβ
V −
Zβ
≥ 2. By counting quantum dimensions as
listed in Theorem 4.2, we get N
V −
Zβ
V −
Zβ
V −
Zβ
= 2 and hence we proved (5.10).
Proof of (5.11): This is clear by fusion rules for irreducible VZγ-modules and the
identification in Proposition 3.6 and 3.7.
Proof of (5.12): Since
V
Zβ+β
8
∼= V T2,+Zβ ∼= V T1,+Zβ , VZβ+ 3β
8
∼= V T2,−Zβ ∼= V T1,−Zβ , V −Zβ ∼= V −Zβ+β
2
∼= V +
Zβ+β
2
20
as irreducible V A4L2 -modules [DJ4], it follows from the fusion rules of irreducible V
+
Zβ-
modules [A2] that I
(
V
Zβ+ i
8
β
V −
Zβ
V
Zβ+
j
8
β
)
6= 0, i, j = 1, 3, i 6= j. It suffices to prove that
I
(
V
Zβ+ i
8
β
V −
Zβ
V
Zβ+
j
8
β
)
= 2 for i, j = 1, 3, i 6= j. First we prove I
(
V
Zβ+3
8
β
V −
Zβ
V
Zβ+1
8
β
)
= 2. Let Y1 (·, z) ∈
IV +
Zβ
(
V
Zβ+
3β
8
V +
Zβ+
β
2
V
Zβ+
β
8
)
, Y2 (·, z) ∈ IV +
Zβ
(
V
Zβ+
3β
8
V −
Zβ+
β
2
V
Zβ+
β
8
)
. Note that e
β
2 + e−
β
2 ∈ V +
Zβ+β
2
, e
β
2 −
e−
β
2 ∈ V −
Zβ+β
2
, e
β
8 , e−
7β
8 ∈ V
Zβ+β
8
. Considering Y1
(
e
β
2 + e−
β
2 , z
)
e
β
8 , Y2
(
e
β
2 − e−β2 , z
)
e
β
8 ,
Y1
(
e
β
2 + e−
β
2 , z
)
e−
7β
8 , Y2
(
e
β
2 − e−β2 , z
)
e−
7β
8 and applying similar argument as in the
proof of (5.10), we can prove N
V
Zβ+3
8
β
V −
Zβ VZβ+1
8
β
= 2. Similarly, N
V
Zβ+1
8
β
V −
Zβ VZβ+3
8
β
= 2.
Proof of (5.13): Case 1: r = 1. From (5.5), (5.9) and Proposition 2.12, we get
I
(
V i
Zβ+1
4
β
V
Zβ+1
8
β
V
Zβ+1
8
β
)
6= 0, I
(
(V +Zβ)
j
V
Zβ+1
8
β
V
Zβ+1
8
β
)
6= 0, i, j = 0, 1, 2.
So it is sufficient to prove N
V
Zβ+1
8
β
Zβ+ 1
8
β Zβ+ 1
8
β
= 2 and N
V
Zβ+3
8
β
Zβ+ 1
8
β Zβ+ 1
8
β
= 2 using the quantum
dimensions.
Note from [DJ4] that there are isomorphisms of irreducible V A4L2 -modules:
V
Zβ+β
8
∼= V T1,+Zβ ∼= V T2,+Zβ , V −Zβ ∼= V −Zβ+β
2
∼= V +
Zβ+β
2
.
By fusion rules of irreducible V +Zβ-modules [A2], we get
I
(
V
Zβ+1
8
β
V
Zβ+1
8
β
V
Zβ+1
8
β
)
6= 0, I
(
V
Zβ+3
8
β
V
Zβ+1
8
β
V
Zβ+1
8
β
)
6= 0.
Let T = T 1 ⊕ T 2 be the direct sum of irreducible C [Zβ]-modules T 1 and T 2, and define
a linear isomorphism ψ ∈ EndT by ψ (t1) = t2, ψ (t2) = t1, where ti is a basis of T i for
i = 1, 2. For λ ∈ (Zβ)◦, we write λ = rβ/8 +mβ for −3 ≤ r ≤ 4 and m ∈ Z, and define
ψλ ∈ EndT by ψλ = emαψr. By fusion rules for irreducible V +Zβ-modules [A1], we have
IV +
Zβ
(
V
Ti,+
Zβ
V
Zβ+1
8
β V
Tj,+
Zβ
)
6= 0, i, j = 1, 2. Let Yij (·, z) ∈ IV +
Zβ
(
V
Ti,+
Zβ
V
Zβ+1
8
β V
Tj,+
Zβ
)
. Note that the
intertwining operator is given by
Y (u, z) = Yθ (u, z)⊗ ψλ for λ ∈ (Zβ)◦ and u ∈ M (1, λ)
where Yθ (eλ, z) = 2−〈λ,λ〉z− 〈λ,λ〉2 exp
(∑
n∈1/2+N
λ(−n)
n
zn
)
exp
(
−∑n∈1/2+N λ(n)n zn) .
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For 1⊗ eβ+ 1
8
β ∈ VZβ+ 1
8
β = M (1)⊗ C
[
Zβ + 1
8
β
]
, t1 ∈ T1 and t2 ∈ T2, we have
Y21(1⊗ eβ+ 1
8
β, z)t1 = Yθ21(e 9
8
β , z)ψ 9
8
βt1
= Yθ21(e 9
8
β, z)eβψ 1
8
βt1
= Yθ21(e 9
8
β, z)eβt2
= −Yθ21(e 9
8
β, z)t2
= −2− 818 z− 8116 exp(−
∑
n∈1/2+N
λ(n)
n
zn)t2, (5.21)
Y12(1⊗ e 9
8
β, z)t2 = Yθ12(e 9
8
β, z)ψ 1
8
βt2
= Yθ12(e 9
8
β, z)eβψt2
= Yθ12(e 9
8
β, z)eβt1
= Yθ12(e 9
8
β, z)t1
= 2−
81
8 z−
81
16 exp(−
∑
n∈1/2+N
λ(n)
n
zn)t1. (5.22)
We also have
Y21(1⊗ e 1
8
β, z)t1 = Yθ21(e 1
8
β , z)ψ 1
8
βt1
= Yθ21(e 1
8
β, z)ψt1
= Yθ21(e 1
8
β, z)t2
= −Yθ21(e 1
8
β, z)t2
= 2−
1
8 z−
1
16 exp(−
∑
n∈1/2+N
λ(n)
n
zn)t2, (5.23)
Y12(1⊗ e 1
8
β, z)t2 = Yθ12(e 1
8
β , z)ψ 1
8
βt2
= Yθ12(e 1
8
β, z)ψt2
= Yθ12(e 1
8
β, z)t1
= 2−
1
8 z−
1
16 exp(−
∑
n∈1/2+N
λ(n)
n
zn)t1. (5.24)
So Y12 (·, z) ,Y21 (·, z) ∈ I
(
V
Zβ+1
8
β
Zβ+ 1
8
β Zβ+ 1
8
β
)
are linearly independent and N
V
Zβ+1
8
β
Zβ+ 1
8
β Zβ+ 1
8
β
≥
2. By a similar argument, we can prove that N
V
Zβ+3
8
β
Zβ+ 1
8
β Zβ+ 1
8
β
≥ 2. Counting quantum
dimensions of modules in the fusion product then asserts
I
(
V
Zβ+1
8
β
Zβ+ 1
8
β Zβ+ 1
8
β
)
= 2 and I
(
V
Zβ+3
8
β
Zβ+ 1
8
β Zβ+ 1
8
β
)
= 2.
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Case 2: r = 3. The proof is similar to that of case 1. This finishes the proof of (5.13).
Proof of (5.14): By (5.9), (5.12) and Proposition 2.12, we have
I
(
V i
Zβ+1
4
β
V
Zβ+
β
8
V
Zβ+
3β
8
)
6= 0, i = 0, 1, 2; I
(
V −
Zβ
V
Zβ+
β
8
V
Zβ+
3β
8
)
6= 0.
Note that we have the following isomorphism of irreducible V A4Zα -modules [DJ4]:
V
Zβ+β
8
∼= V T1,+Zβ ∼= V T2,+Zβ , VZβ+ 3β
8
∼= V T1,−Zβ ∼= V T2,−Zβ .
Equation (5.13) indicates that
I
(
V
Zβ+1
8
β
Zβ+ 1
8
β Zβ+ 3
8
β
)
= 2, I
(
V
Zβ+3
8
β
Zβ+ 1
8
β Zβ+ 3
8
β
)
= 2.
Proof of (5.15), (5.16) and (5.17): We can prove these fusion products by applying
Proposition 2.17 and Lemma 5.1.
Proof of (5.18): We only give a proof of
W 0σ,1 ⊠ VZβ+ 1
8
β = W
0
σ,1 ⊕W 1σ,1 ⊕W 2σ,1 ⊕W 0σ,2 ⊕W 1σ,2 ⊕W 2σ,2
here and proofs for the other cases are similar.
First we prove that I
(
W
W 0σ,1VZβ+1
8
β
)
= 0 for any irreducible V A4L2 -module W appearing
in the untwisted V +Zβ-modules. Otherwise, there is some W such that I
(
W
W 0σ,1VZβ+1
8
β
)
6= 0.
By Proposition 2.12, we obtain I
(
W 0
σ2,1
V
Zβ+1
8
β
W ′
)
6= 0. The fusion products VZβ+ 1
8
β ⊠W
′ for
all such W have been known already. It is easy to see that I
(
W 0
σ2,1
V
Zβ+1
8
β
W ′
)
= 0 for all such
W , which is a contradiction.
Now we show that I
(
W j
σ2,i
W 0σ,1VZβ+1
8
β
)
= 0, ∀i = 1, 2, j = 0, 1, 2. Otherwise, if there
exists some i0 ∈ {1, 2}, j0 ∈ {0, 1, 2} such that I
(
W
j0
σ2,i0
W 0σ,1VZβ+1
8
β
)
6= 0. Since
(
VZβ+ 1
8
β
)′
=
VZβ+ 1
8
β and
(
W j0σ2,i0
)′
= W j0σ,i0 , we see that I
(
V
Zβ+1
8
β
W 0σ,1W
j0
σ,i0
)
6= 0 by Proposition 2.12, which
contradicts with (5.15) or (5.16).
Thus we have W 0σ,1 ⊠ VZβ+ 1
8
β = ⊕p,qmp,qW qσ,p where mp,q are integers. Assume that
mp,q 6= 0 for some p ∈ {1, 2}, q ∈ {0, 1, 2}, then by (5.4) and (5.5) we have mp0 = mp1 =
mp2 6= 0. Assume that m3−p,k = 0 for all k = 0, 1, 2. Then by quantum dimensions of
each module, we get
W 0σ,1 ⊠ VZβ+ 1
8
β = 2W
0
σ,p ⊕ 2W 1σ,p ⊕ 2W 2σ,p. (5.25)
By (5.25) and (5.8) we obtain(
VZβ+ 1
4
β
)0
⊠
(
W 0σ,1 ⊠ VZβ+ 1
8
β
)
= 4W 0σ,2 ⊕ 4W 1σ,2 ⊕ 4W 2σ,2. (5.26)
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But by associativity of fusion product and (5.9) we have
V 0
Zβ+β
4
⊠
(
VZβ+ 1
8
β ⊠W
0
σ,1
)
=
(
V 0
Zβ+β
4
⊠ VZβ+ 1
8
β
)
⊠W 0σ,1
=
(
VZβ+ 1
8
β ⊕ VZβ+ 3
8
β
)
⊠W 0σ,1
= 2W 0σ,p ⊕ 2W 1σ,p ⊕ 2W 2σ,p ⊕ VZβ+ 3
8
β ⊠W
0
σ,1,
a contradiction with (5.26). Hence there exists some l = 0, 1, 2 such that m3−p,l 6= 0, then
we also have m3−p,0 = m3−p,1 = m3−p,2 6= 0 by applying (5.4). By counting quantum
dimensions of both sides, we see that
W 0σ,1 ⊠ VZβ+ 1
8
β =W
0
σ,1 ⊕W 1σ,1 ⊕W 2σ,1 ⊕W 0σ,2 ⊕W 1σ,2 ⊕W 2σ,2.
Proof of (5.19): Since
(
W 0σ,1
)′
= W 0σ2,1, by Proposition 2.12, we get
I
(
(V +Zβ)
0
W 0σ,1 W
0
σ2,1
)
6= 0.
By (5.11), (5.18) and Proposition 2.12, we obtain
I
(
V −
Zβ
W 0
σ2,1
W 0σ,1
)
6= 0, I
(
V
Zβ+ r
8
W 0σ,1W
0
σ2,1
)
6= 0, r = 1, 3.
Thus
W 0σ,1 ⊠W
0
σ2,1 =
(
V +Zβ
)0 ⊕ V −Zβ ⊕ VZβ+ 1
8
β ⊕ VZβ+ 3
8
β (5.27)
by counting the quantum dimensions.
From (5.4), for k, l = 0, 1, 2, we have
W kσ,1 =
(
V +Zβ
)−k
⊠W 0σ,1, W
l
σ2,1 =
(
V +Zβ
)l
⊠W 0σ2,1.
So
W kσ,1 ⊠W
l
σ2,1 =
(
V +Zβ
)−k
⊠
(
V +Zβ
)l
⊠
(
W 0σ,1 ⊠W
0
σ2,1
)
=
(
V +Zβ
)l−k
⊠
((
V +Zβ
)0 ⊕ V −Zβ + VZβ+β
8
+ VZβ+ 3
8
β
)
(5.28)
=
(
V +Zβ
)l−k ⊕ V −Zβ ⊕ VZβ+ 1
8
β ⊕ VZβ+ 3
8
β.
Similarly we can prove that
W kσ,2 ⊠W
l
σ2,2 =
(
V +Zβ
)l−k ⊕ V −Zβ ⊕ VZβ+ 1
8
β ⊕ VZβ+ 3
8
β.
This finishes the proof of (5.19).
Proof of (5.20): From (5.8), we have
I
(
W 0σ,2
W 0σ,1 V
0
Zβ+
β
4
)
6= 0, I
(
W 0σ,2
W 0σ,1 V
2
Zβ+
β
4
)
6= 0.
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Since
(
W 0σ,2
)′
= W 0σ2,2 ,
(
V 0
Zβ+β
4
)′
= V 0
Zβ+β
4
and
(
V 2
Zβ+β
4
)′
= V 1
Zβ+β
4
, by Proposition 2.12
we obtain
I
(
V 0
Zβ+
β
4
W 0σ,1 W
0
σ2,2
)
6= 0, I
(
V 1
Zβ+
β
4
W 0σ,1 W
0
σ2,2
)
6= 0.
By (5.18), for r = 1, 2, k = 0, 1, 2, s = 1, 3,
I
(
W kσ,r
W 0σ,1 VZβ+ s8β
)
6= 0.
Since
(
VZβ+ s
8
β
)′
= VZβ+ s
8
β, we obtain I
(
V
Zβ+ s
8
β
W 0σ,1 W
k
σ2,r
)
6= 0. In particular,
I
(
V
Zβ+ s
8
β
W 0σ,1 W
0
σ2,r
)
6= 0, s = 1, 3.
By counting quantum dimensions, we obtain
W 0σ,1 ⊠W
0
σ2,2 = V
0
Zβ+β
4
⊕ V 1
Zβ+β
4
⊕ V
Zβ+β
8
⊕ VZβ+ 3
8
β.
From (5.4) we have
W kσ,1 =
(
V +Zβ
)−k
⊠W 0σ,1, W
l
σ2,2 =
(
V +Zβ
)−l
⊠W 0σ2,2.
Thus
W kσ,1 ⊠W
l
σ2,2 =
(
V +Zβ
)−k−l
⊠
(
W 0σ,1 ⊠W
0
σ2,2
)
= V −k−l
Zβ+β
4
⊕
(
V
Zβ⊕β
4
)−k−l+l
⊕ V
Zβ+β
8
⊕ VZβ+ 3
8
β.
Similarly, we can show
W kσ,2 ⊠W
l
σ2,1 = V
k+l
Zβ+β
4
⊕
(
V
Zβ⊕β
4
)k+l+l
⊕ V
Zβ+β
8
⊕ VZβ+ 3
8
β .
Thus (5.20) holds.
6 Appendix
The following is the part of S-matrix for irreducible V A4L2 -modules that we need:
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√
18Si,j 0 6 7 8 9 10 11
0 1
4
1 1 1 1 1 1
1 1
4
e−
2pii
3 e−
2pii
3 e−
2pii
3 e−
2pii
3 e−
2pii
3 e−
2pii
3
2 1
4
e
2pii
3 e
2pii
3 e
2pii
3 e
2pii
3 e
2pii
3 e
2pii
3
3 3
4
0 0 0 0 0 0
4 3
2
0 0 0 0 0 0
5 3
2
0 0 0 0 0 0
6 1 e−
pii
9 e
5pii
9 e−
7pii
9 e
2pii
9 e−
4pii
9 e
8pii
9
7 1 e
5pii
9 e−
7pii
9 e−
pii
9 e
8pii
9 e
2pii
9 e−
4pii
9
8 1 e−
7pii
9 e−
pii
9 e
5pii
9 e−
4pii
9 e
8pii
9 e
2pii
9
9 1 e
2pii
9 e
8pii
9 e−
4pii
9 e−
4pii
9 e
8pii
9 e
2pii
9
10 1 e−
4pii
9 e
2pii
9 e
8pii
9 e−
8pii
9 e
2pii
9 e−
4pii
9
11 1 e
8pii
9 e−
4pii
9 e
2pii
9 e
2pii
9 e−
4pii
9 e
8pii
9
12 1 e
pii
9 e−
5pii
9 e
7pii
9 e−
2pii
9 e
4pii
9 e−
8pii
9
13 1 e−
5pii
9 e
7pii
9 e
pii
9 e−
8pii
9 e−
2pii
9 e
4pii
9
14 1 e
7pii
9 e
pii
9 e−
5pii
9 e
4pii
9 e−
8pii
9 e−
2pii
9
15 1 e−
2pii
9 e−
8pii
9 e
4pii
9 e
4pii
9 e−
8pii
9 e−
2pii
9
16 1 e
4pii
9 e−
2pii
9 e−
8pii
9 e−
8pii
9 e−
2pii
9 e
4pii
9
17 1 e−
8pii
9 e
4pii
9 e−
2pii
9 e−
2pii
9 e
4pii
9 e−
8pii
9
18 1
2
e−
2pii
3 e−
2pii
3 e−
2pii
3 e
pii
3 e
pii
3 e
pii
3
19 1
2
1 1 1 −1 −1 −1
20 1
2
e
2pii
3 e
2pii
3 e
2pii
3 e−
pii
3 e−
pii
3 e−
pii
3
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√
18Si,j 12 13 14 15 16 17
0 1 1 1 1 1 1
1 e
2pii
3 e
2pii
3 e
2pii
3 e
2pii
3 e
2pii
3 e
2pii
3
2 e−
2pii
3 e−
2pii
3 e−
2pii
3 e−
2pii
3 e−
2pii
3 e−
2pii
3
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 e
pii
9 e−
5pii
9 e
7pii
9 e−
2pii
9 e
4pii
9 e−
8pii
9
7 e−
5pii
9 e
7pii
9 e
pii
9 e−
8pii
9 e−
2pii
9 e
4pii
9
8 e
7pii
9 e
pii
9 e−
5pii
9 e
4pii
9 e−
8pii
9 e−
2pii
9
9 e−
2pii
9 e−
8pii
9 e
4pii
9 e
4pii
9 e−
8pii
9 e−
2pii
9
10 e
4pii
9 e−
2pii
9 e−
8pii
9 e−
8pii
9 e−
2pii
9 e
4pii
9
11 e−
8pii
9 e
4pii
9 e−
2pii
9 e−
2pii
9 e
4pii
9 e−
8pii
9
12 e−
pii
9 e
5pii
9 e−
7pii
9 e
2pii
9 e−
4pii
9 e
8pii
9
13 e
5pii
9 e−
7pii
9 e−
pii
9 e
8pii
9 e
2pii
9 e−
4pii
9
14 e−
7pii
9 e−
pii
9 e
5pii
9 e−
4pii
9 e
8pii
9 e
2pii
9
15 e
2pii
9 e
8pii
9 e−
4pii
9 e−
4pii
9 e
8pii
9 e
2pii
9
16 e−
4pii
9 e
2pii
9 e
8pii
9 e−
8pii
9 e
2pii
9 e−
4pii
9
17 e
8pii
9 e−
4pii
9 e
2pii
9 e
2pii
9 e−
4pii
9 e
8pii
9
18 e
2pii
3 e
2pii
3 e
2pii
3 e−
pii
3 e−
pii
3 e−
pii
3
19 1 1 1 −1 −1 −1
20 e−
2pii
3 e−
2pii
3 e−
2pii
3 e
pii
3 e
pii
3 e
pii
3
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