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Resumen Tras establecer que´ se entiende por implicacio´n textual,
se expone la situacio´n actual y el futuro deseable de los sistemas
dirigidos a reconocerla. Se realiza una identificacio´n de las te´cni-
cas que implementan actualmente los principales sistemas de Re-
conocimiento de Implicacio´n Textual.
1. Introduccio´n
El te´rmino “implicacio´n textual” se utiliza para indicar la situacio´n en la que
la sema´ntica de un texto en lenguaje natural se puede inferir de la sema´ntica de
otro texto en lenguaje natural. Ma´s espec´ıficamente, si la verdad de un enunciado
implica la verdad de otro enunciado, llamado tambie´n hipo´tesis. Sean los dos
textos siguientes:
1. El encuentro del G8, de tres d´ıas, tendra´ lugar en Escocia.
2. La reunio´n del Grupo de los Ocho durara´ tres d´ıas.
es evidente que la sema´ntica del segundo se puede inferir de la sema´ntica del
primero; se dice, pues, que existe implicacio´n textual entre ambos textos (el
primero implica al segundo). Tambie´n puede observarse que el reconocimiento de
implicacio´n textual requiere un procesamiento tanto a nivel le´xico (por ejemplo,
sinonimia entre encuentro y reunio´n o entre G8 y Grupo de los Ocho) como
sinta´ctico.
El reconocimiento de implicacio´n textual (RTE, Recognising Textual En-
tailment) se ha empezado a tener en cuenta internacionalmente como tarea de
intere´s y desarrollo independiente en el Recognising Textual Entailment Chal-
lenge, organizado por primera vez entre junio de 2004 y abril de 2005 por la
Red de Excelencia PASCAL1. Au´n as´ı, de un modo u otro el reconocimiento de
la implicacio´n entre textos en lenguaje natural ha sido objeto de estudio en los
u´ltimos an˜os, bien como parte de sistemas ma´s complejos bien como aplicacio´n
independiente. Lin y Pantel [17] ofrecen una clasificacio´n de los campos en los
que hab´ıa sido de utilidad el reconocimiento de equivalencia sema´ntica (variantes
y para´frasis), identificando los siguientes:
1 Pattern Analysis, Statistical Modeling and Computational Learning.
http://www.pascal-network.org/
Generacio´n de lenguaje: donde se han focalizado los esfuerzos ba´sicamente en
las transformaciones de texto basadas en reglas, para satisfacer restricciones
externas como la longitud y la legibilidad.
Resumen automa´tico: en el que detectar el parafraseo es importante para
evitar redundancias en los resu´menes.
Recuperacio´n de informacio´n: donde es comu´n generar o buscar variantes de
los te´rminos de la consulta en los textos (por ejemplo, para expansio´n de la
consulta).
Miner´ıa de textos: en la que se intenta encontrar reglas de asociacio´n sema´nti-
ca entre te´rminos.
A las anteriores se pueden an˜adir otras aplicaciones como validacio´n de res-
puestas en pregunta-respuesta o comparacio´n de traducciones en traduccio´n au-
toma´tica.
A pesar de que diversas aplicaciones actualmente existentes en los a´mbitos
del Procesamiento del Lenguaje Natural y el Acceso a Informacio´n necesitan
determinar la existencia de relaciones de equivalencia e implicacio´n entre frag-
mentos de texto en lenguaje natural, no existe una sistematizacio´n de te´cnicas
y herramientas para realizar esta labor de manera espec´ıfica. El intere´s a largo
plazo de los sistemas de RTE es que funcionen de manera gene´rica para dar
servicio a toda la gama de aplicaciones que necesitan determinar implicaciones
entre fragmentos de texto en lenguaje natural.
La experiencia dada por la participacio´n en el PASCAL RTE Challenge,
as´ı como los trabajos que previamente fueron desarrollados en el a´mbito del
RTE, sirven de punto de partida para analizar una serie de te´cnicas, recursos y
herramientas que han sido aplicados para el desarrollo de los mismos.
2. Trabajos Previos en RTE
El concepto de implicacio´n entre textos es un cla´sico en los sistemas de
Lenguaje Natural. De hecho, toda la teor´ıa de dependencia conceptual de Schwank
se dirig´ıa a formalizar este tipo de inferencias. El advenimiento del acceso ma-
sivo a informacio´n textual en formato digital ha supuesto un e´xito de los me´to-
dos emp´ıricos, como el ana´lisis estad´ıstico y el aprendizaje automa´tico. Estos
me´todos suelen aplicarse a un nivel de representacio´n del conocimiento bastante
superficial.
Los trabajos realizados sobre implicacio´n textual en los u´ltimos an˜os tienen
or´ıgenes y motivaciones diversos. Dekang Lin y Patrick Pantel [17] propusieron
un me´todo no supervisado de extraccio´n de reglas de inferencia a partir de texto
(algoritmo DIRT), del tipo “X es autor de Y” = “X excribio´ Y”, “X resolvio´ Y”
= “X encontro´ una solucio´n a Y” o “X causo´ Y” = “Y lo provoco´ X”. Su
algoritmo esta´ basado en una versio´n extendida de la Hipo´tesis de Distribucio´n
de Harris [12], que expone que las palabras que ocurren en los mismos contextos
tienden a ser similares; en lugar de utilizar esta hipo´tesis aplicada a palabras, la
aplicaron a caminos en a´rboles de dependencias extra´ıdos de un corpus.
El trabajo de Lin y Pantel estaba dirigido a simplificar la tarea de creacio´n
de bases de conocimiento de ese tipo de reglas , que habitualmente se realiza de
manera manual y es muy laboriosa.
Christof Monz y Maarten de Rijke [18], defendiendo un tratamiento super-
ficial de los textos en lugar de utilizar representaciones complejas a la hora de
determinar implicaciones entre textos, construyeron un modelo basado en bolsas
de palabras para tratar el problema de implicacio´n.
Hristo Tanev, Milen Kouylekov y Bernardo Magnini [23] desarrollaron un
sistema de reconocimiento de implicacio´n textual para utilizarlo como subsis-
tema de otro de pregunta-respuesta, que presentaron a la tarea de pregunta-
respuesta del TREC2 2004; el objetivo a largo plazo era disponer de un sistema
de pregunta-respuesta cuyo nu´cleo fuese un motor de implicaciones, capaz de
realizar inferencias a partir de una gran base de datos de reglas de implicacio´n.
En esta l´ınea de investigacio´n estaban en colaboracio´n con la Universidad is-
rael´ı Bar Ilan, lo que dio como resultado conjunto un mo´dulo para la extraccio´n
automa´tica de reglas de implicacio´n a partir de la web [22].
3. ¿Co´mo Son Actualmente los Sistemas de RTE?
El PASCAL RTE Challenge ten´ıa como meta proporcionar una primera opor-
tunidad para presentar y comparar diferentes aproximaciones para modelizar y
reconocer la implicacio´n textual. La tarea a resolver por los sistemas en este
Challenge era la deteccio´n automa´tica de implicacio´n sema´ntica entre parejas
de textos en lenguaje natural (monolingu¨e ingle´s). Para ello, los organizadores
proporcionaron a los participantes sendos corpora de entrenamiento y de prue-
ba, compuestos por pares de textos cortos en lenguaje natural pertenecientes al
dominio de las noticias de prensa. Los componentes de cada par de fragmentos
textuales se denominaron “texto” e “hipo´tesis”, respectivamente. Los sistemas
deb´ıan detectar si el significado de la hipo´tesis se pod´ıa inferir del significado del
texto; es decir, el sentido de la implicacio´n estaba predeterminado.
Los pares <texto, hipo´tesis> que conformaban los corpora proporcionados a
los participantes del PASCAL RTE Challenge hab´ıan sido elegidos de modo que
cubriesen caracter´ısticas propias de diferentes aplicaciones de procesamiento de
texto, obtenie´ndose la siguiente clasificacio´n: Recuperacio´n de Informacio´n, Do-
cumentos Comparables, Lectura Comprensiva, Pregunta-Respuesta, Extraccio´n
de Informacio´n, Traduccio´n Automa´tica y Adquisicio´n de Para´frasis. A partir
de esta primera clasificacio´n, resulta una tarea de intere´s estudiar el compor-
tamiento de los sistemas actuales para determinar su validez y proponer futuros
cambios.
Al PASCAL RTE Challenge se presentaron 16 equipos de todo el mundo, pro-
poniendo modelos para abordar el problema de RTE. A continuacio´n se revisan
las diversas te´cnicas, recursos y herramientas de las que se sirven los sistemas
de RTE.
2 Text REtrieval Conference. http://trec.nist.gov/
3.1. Te´cnicas Lingu¨´ısticas
De una manera u otra, todas las te´cnicas de procesamiento lingu¨´ıstico son
susceptibles de ser incorporadas en un sistema de RTE. A continuacio´n se mues-
tran las utilizadas por los participantes en el PASCAL RTE Challenge.
Preprocesamiento. Aparte de la necesaria identificacio´n de tokens, existen
sistemas que realizan un preprocesamiento de los textos antes de aplicarles un
ana´lisis morfosinta´ctico, que se situ´a en el primer nivel dentro del procesamiento
lingu¨´ıstico. Este preprocesamiento se corresponde, en la mayor´ıa de los casos,
con la segmentacio´n de oraciones y sintagmas; e´sta ha sido utilizada bien como
preparacio´n para el ana´lisis morfolo´gico bien para la creacio´n de estructuras de
representacio´n de los textos.
Un ejemplo es el del MITRE3 [3], que previamente al ana´lisis morfolo´gico
efectuado por su sistema, aplica a los textos y las hipo´tesis un proceso de seg-
mentacio´n de frases.
El sistema de la Universidad de Concordia [2] no llega a realizar un ana´lisis
morfolo´gico, utilizando la segmentacio´n de sintagmas nominales como apoyo para
crear estructuras de predicados con argumentos. Se crea una estructura por cada
texto e hipo´tesis y se establece la similitud entre las estructuras de cada par de
fragmentos textuales para determinar si existe implicacio´n entre ambos.
Ana´lisis morfolo´gico-le´xico. Dentro de e´ste se diferencian: la extraccio´n de
lemas o stems, el etiquetado de categor´ıas gramaticales, el uso de analizadores
morfolo´gicos y la extraccio´n de relaciones impuestas por la morfolog´ıa deriva-
cional.
El ana´lisis morfolo´gico se ha utilizado como un primer procesamiento de los
textos para obtener informacio´n con la que alimentar etapas posteriores que
permitan evaluar la implicacio´n entre textos.
La extraccio´n de lemas es una te´cnica que se ha utilizado con cierta pro-
fusio´n y que, en algunos casos, supone gran parte del procesamiento total que
realiza el sistema de RTE. Adema´s de ser necesaria para acceder a recursos le´xi-
cos como diccionarios, lexicones o wordnets, la lematizacio´n ha sido utilizada con
tres fines diferentes: para evaluar la coincidencia de lemas en medidas de simili-
tud tratando los textos como bolsas de palabras, como atributos de representa-
ciones en forma de grafo de los textos y para ajustar para´metros en algoritmos
de evaluacio´n de similitud. As´ı, por ejemplo, en el sistema de las uiversidades
de Edimburgh y Leeds [4] la lematizacio´n es el procesamiento del lenguaje ma´s
elaborado que se realiza y, tras e´l, so´lo se aplica una medida de solapamiento
entre lemas de la hipo´tesis y el texto para determinar la existencia de implicacio´n
entre ambos. El sistema de la Universidad de Illinois at Urbana-Champaign [7]
utiliza los lemas como parte de los atributos asociados a los nodos de a´rboles
conceptuales con los que representan tanto los textos como las hipo´tesis. La Uni-
versidad “Tor Vergata” de Roma, asociada con la Universidad de Milano-Bicocca
3 The MITRE Corporation, Estados Unidos.
[20], ha desarrollado un sistema en el que se aplica el ana´lisis morfolo´gico para
la extraccio´n de lemas que, junto con los tokens y otros elementos, se utilizan
para ajustar – mediante un algoritmo de aprendizaje SVM – los para´metros de
la medida global de similitud entre los dos grafos con los que representan el texto
y la hipo´tesis.
La extraccio´n de stems ha sido una te´cnica utilizada ba´sicamente para
alimentar otros mo´dulos del sistema. El uso de stems en el caso monolingu¨e
ingle´s esta´ justificado por el buen comportamiento que han demostrado, dada
la simplicidad de la morfolog´ıa del ingle´s; en el futuro, cuando se desarrollen
sistemas de RTE para otras lenguas sera´ necesario evaluar la posibilidad de
trabajar so´lo con stems o, por el contrario, se habra´ de hacer uso de los lemas.
Como ejemplo, el sistema de las universidades “Tor Vergata” y Milano-Bicocca
[20] utiliza los stems compara´ndolos adecuadamente para obtener una medida
de subsuncio´n de nodos de los grafos con los que representan la informacio´n
textual. Con esta medida, junto con otra de subsuncio´n de ve´rtices, determinan
la subsucio´n global entre los grafos que representan el texto y la hipo´tesis; la
medida de subsuncio´n global sirve para establecer la implicacio´n entre el texto
y la hipo´tesis.
El etiquetado de categor´ıas gramaticales ha sido utilizado de dos mane-
ras: el sistema del MITRE [3] y el de las Universidad Ca’ Foscari y el ITC-irst4
[8] lo incluyen como uno de los mo´dulos de ana´lisis lingu¨´ıstico en cascada; pero la
Universidad de Illinois at Urbana-Champaign [7] utiliza las categor´ıas gramati-
cales como parte de los atributos asociados a los nodos de a´rboles conceptuales
con los que representan tanto los textos como las hipo´tesis.
El uso de analizadores morfolo´gicos como tales so´lo se ha dado en el
sistema del MITRE [3], que aplica un analizador morfolo´gico (Minnon et al.,
2001) cuya accio´n se suma a la del etiquetado de categor´ıas gramaticales, para
alimentar con sus resultados a las etapas siguientes (un analizador sinta´ctico de
constituyentes, un analizador de dependencias y un generador de proposiciones
lo´gicas).
La extraccio´n de relaciones impuestas por la morfolog´ıa deriva-
cional es otra te´cnica poco utilizada, que encuentra un ejemplo en el sistema
de la Language Computer Corporation [9], que extrae relaciones entre palabras
a partir de la morfolog´ıa derivacional contenida en WordNet.
Reconocimiento de multipalabras. No es una te´cnica muy extendida, da´ndo-
se so´lo dos casos: el sistema de la UNED5 [13] la utiliza para detectar implicacio´n
entre unidades le´xicas; para ello realiza una bu´squeda aproximada de multipal-
abras de WordNet en los textos, aplicando la distancia de Levenshtein. Esto
permite establecer relaciones sema´nticas (sinonimia, hiponimia, etce´tera) no so´lo
entre palabras sino tambie´n con multipalabras. El otro caso es el de uno de los
mo´dulos en cascada del sistema de la Universidad Ca’ Foscari y el ITC-irst [8].
4 ITC-irst, Centro per la Ricerca Scientifica e Tecnologica, Italia
5 Universidad Nacional de Educacio´n a Distancia, Espan˜a.
Reconocimiento de entidades, expresiones nume´ricas y expresiones
temporales. Son te´cnicas todav´ıa poco utilizadas. En el caso del reconocimien-
to de entidades se encuentran so´lo dos ejemplos: la Universidad de Stanford [21]
y la de Illinois at Urbana-Champaign [7]. El sistema de Stanford detecta enti-
dades nombradas y resuelve correferencias, con el fin de encontrar dependencias
entre nodos de los grafos con los que representa los textos. En el caso de la
Universidad de Illinois, las entidades nombradas se utilizan como atributos de
los nodos de los grafos que representan los textos. En cuanto a la deteccio´n de
expresiones nume´ricas y temporales se tienen otros dos ejemplos: La Universi-
dad de Stanford [21] realiza un tratamiento de expresiones nume´ricas, capaz de
determinar inferencias del tipo “2113 es ma´s que 2000”. La Universidad Ca’
Foscari y el ITC-irst [8] efectu´an una deteccio´n de expresiones temporales, para
realizar comprobaciones de coherencia.
Ana´lisis sinta´ctico. El ana´lisis de dependencias es una de las te´cnicas
ma´s utilizadas, situacio´n propiciada probablemente en el caso del ingle´s por la
disponibilidad pu´blica de analizadores de dependencias de gran eficiencia tem-
poral y alta cobertura, como el desarrollado por Dekang Lin [17]. Generalmente
se obtiene el a´rbol asociado como representacio´n del texto analizado, aunque
tambie´n como auxiliar para llegar a una representacio´n en forma lo´gica. Como
ejemplos del primer tipo de uso, se tienen el sistema de la UNED [13] y el del
grupo de la Universidad de Trento y el ITC-irst [16]. El primero evalu´a la exis-
tencia de implicacio´n entre texto e hipo´tesis mediante el solapamiento entre los
a´rboles de dependencias de ambos fragmentos de texto. El segundo evalu´a la
existencia de implicacio´n entre texto e hipo´tesis mediante la distancia de edicio´n
entre los a´rboles de dependencias de ambos fragmentos de texto. Como ejemplo
del otro tipo de uso, el MITRE [3] implementa en cascada subsistemas de ana´lisis
lingu¨´ıstico, incluyendo una etapa de ana´lisis de dependencias; antes del analiza-
dor de dependencias hay un analizador sinta´ctico de constituyentes y, despue´s,
un generador de predicados lo´gicos.
El ana´lisis de constituyentes, por contra, es una te´cnica poco empleada.
La Universidad “Tor Vergata”, asociada a la de Milano-Bicocca, [20] utiliza
los constituyentes para extender grafos de dependencias. La Universidad Ca’
Foscari, junto al ITC-irst [8] realizan ana´lisis de constituyentes como parte de
un ana´lisis sinta´ctico h´ıbrido.
Ana´lisis sema´ntico. El etiquetado de roles sema´nticos lo usaron las univer-
sidades de Illinois at Urbana-Champaign [7], la de Stanford [21] y la Ca’ Foscari
en asociacio´n con el ITC-irst [8]. El sistema de Illinois at Urbana-Champaign
busca coincidencias entre los conjuntos de atributos y la estructura de los ar-
gumentos tanto en el nivel de los roles sema´nticos como en el nivel del ana´lisis
sinta´ctico. En el caso de Stanford, este etiquetado permite an˜adir relaciones
entre palabras no identificadas mediante el ana´lisis sinta´ctico y, adema´s, para
clasificar las frases como temporales, locativas, etce´tera. En todos los casos las
etiquetas se aplicaban a los nodos de los grafos con los que representaban los
fragmentos de texto. La Ca’ Foscari y el ITC-irst utilizan los roles sema´nticos
en una medida de similitud entre el texto y la hipo´tesis, mediante el conteo de
etiquetas similares entre las del texto y las de la hipo´tesis.
3.2. Otras Te´cnicas
Adema´s de las te´cnicas anteriormente resen˜adas, la mayor parte de los sis-
temas implementan una o varias de las que a continuacio´n se citan:
Uso de tesauros, grandes corpora y WordNet. Una parte significativa de
los sistemas obtiene conocimiento a partir de tesauros y WordNet. Las consultas
a WordNet han sido realizadas buscando bien la obtencio´n de relaciones entre
unidades le´xicas a partir de relaciones de WordNet – como es el caso del sistema
de la UNED, que busca relaciones de sinonimia, hiperonimia e implicacio´n de
WordNet para establecer implicaciones entre unidades le´xicas del texto y de la
hipo´tesis – bien la obtencio´n de relaciones a partir de cadenas le´xicas, como el
sistema de la Universidad de Concordia [2]. Los tesauros han sido utilizados para
extraer conocimiento de algu´n campo concreto, como el conocimiento geogra´fico
que obtienen las universidades de Edimburgh y Leeds [4] a partir del “CIA
factbook”. Grandes corpora como la web o el Gigaword newswire corpus han
sido utilizados para extraer propiedades le´xicas [3] o estad´ısticas de coocurrencia
[10].
Deteccio´n de para´frasis. El uso de para´frasis se centra en la obtencio´n de
reglas de reescritura con las que poder mejorar el comportamiento al intentar
determinar si dos expresiones son equivalentes. Tal es el caso del grupo de la
Universidad de Illinois at Urbana-Champaign, que a partir de un corpus de
reglas de parafraseo desarrollado por Lin y Pantel (2001) obtuvo un conjunto de
reglas de reescritura para que su sistema generase variantes de los textos [7].
Demostradores automa´ticos. Los sistemas que, tras realizar un ana´lisis
lingu¨´ıstico, representan en forma lo´gica los textos entre los que se tiene que
resolver la posible inferencia, utilizan demostradores automa´ticos para llevarlo
a cabo, como es el caso del de la Universidad Macquaire [1].
Aprendizaje automa´tico. Algunos sistemas han hecho uso de este tipo de
algoritmos como, por ejemplo, el de las universidades “Tor Vergata” y Milano-
Bicocca [20], que aplicaban un SVM para evaluar los para´metros de una medida
de evaluacio´n.
Definicio´n de un marco probabil´ıstico. Como u´nico ejemplo se tiene el
propuesto por la Universidad Bar Ilan, que define un marco probabil´ıstico para
modelizar la nocio´n de implicacio´n textual [10]; as´ı mismo, recurre a una repre-
sentacio´n de bolsa de palabras para describir un modelo de implicacio´n le´xica
a partir de estad´ısticas de coocurrencia en la web. Se dice que un texto implica
probabil´ısticamente a una hipo´tesis si el texto incrementa la probabilidad de
que el valor de verdad asignado a la hipo´tesis sea cierto. Para tratar la impli-
cacio´n le´xica, se establece un modelo probabil´ıstico segu´n el cual se espera que
cada palabra de la hipo´tesis sea implicada por alguna palabra del texto; e´sto se
puede ver, alternativamente, como la induccio´n de una alineacio´n entre te´rminos
de la hipo´tesis y el texto, de manera similar a como se realiza en traduccio´n
automa´tica estad´ıstica [5]. As´ı pues, la implicacio´n probabil´ıstica entre texto e
hipo´tesis la calculan en funcio´n de la implicacio´n le´xica referida. Las probabili-
dades de implicacio´n le´xica las estiman de manera emp´ırica mediante un proceso
no supervisado fundamentado en coocurrencias en la web.
Traduccio´n automa´tica. El MITRE ha desarrollado un sistema inspirado
en los modelos de traduccio´n automa´tica estad´ıstica [3], siguiendo el siguiente
proceso:
1. Entrenamiento del sistema de traduccio´n automa´tica mediante el Gigaword
newswire corpus [11], buscando implicaciones entre titulares y subt´ıtulos.
2. Estimacio´n manual de la fiabilidad del entrenamiento anterior.
3. Refinamiento del corpus obtenido anteriormente mediante el entrenamiento
del clasificador de documentos SVMlight [15].
4. Induccio´n de modelos de alineamiento en el subconjunto seleccionado del
Gigaword newswire corpus, mediante las herramientas GIZA++ [19].
5. Utilizacio´n de un clasificador de los vecinos ma´s pro´ximos a distancia k con
cada uno de los pares <texto, hipo´tesis> del corpus de prueba, para elegir
el valor dominante de verdad de entre los vecinos ma´s pro´ximos a distancia
5 en el corpus de desarrollo.
4. Conclusiones
A grandes rasgos, se pueden diferenciar algunas tendencias en el desarrollo
sistemas de RTE:
Los que tratan los textos como bolsas de palabras y la extraccio´n de lemas
es el ana´lisis lingu¨´ıstico ma´s profundo que realizan.
Los que se fundamentan en una representacio´n sinta´ctica de los textos, in-
cluyendo algunos procesamientos morfolo´gico-le´xicos de manera accesoria
para incrementar la capacidad del sistema; en este caso existe una prepon-
derancia en la determinacio´n de la implicacio´n a partir del solapamiento de
a´rboles de dependencias.
Los que realizan un tratamiento lingu¨´ıstico profundo, lo que implica hacer
un ana´lisis cla´sico por etapas, recorriendo un amplio rango de niveles de
ana´lisis: morfolo´gico-le´xico, sinta´ctico y sema´ntico.
Son escasos los ejemplos de tratamientos exclusivamente estad´ısticos o de
sistemas que realicen un ana´lisis lingu¨´ıstico profundo.
Los resultados obtenidos en el PASCAL RTE Challenge no son indicativos
sobre la idoneidad de las te´cnicas empleadas, ya que todos los participantes – en
un marco comu´n – obtuvieron valores de las medidas de evaluacio´n muy simila-
res, oscilando entre el 49,5% y el 58,6% de precisio´n [6] en el reconocimiento de
implicacio´n entre los pares de textos e hipo´tesis.
As´ı pues, el estado actual no permite decidir si es ma´s efectivo el tratamiento
lingu¨´ıstico superficial o profundo, o bien un tratamiento exclusivamente estad´ısti-
co. La experiencia del Challenge sugiere una revisio´n profunda del funcionamien-
to de los sistemas con respecto a los corpora utilizados, para detectar que´ tipos
de inferencias no se han llevado a cabo y as´ı proponer nuevas v´ıas de mejora.
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