A group may be considered C * -stable if almost representations of the group in a C * -algebra are always close to actual representations. We initiate a systematic study of which discrete groups are C * -stable or only stable with respect to some subclass of C * -algebras, e.g. finite dimensional C * -algebras. We provide criteria and invariants for stability of groups and this allows us to completely determine stability/non-stability of crystallographic groups, surface groups, virtually free groups, and certain Baumslag-Solitar groups. We also show that among the non-trivial finitely generated torsion-free 2-step nilpotent groups the only C * -stable group is Z.
Introduction
The notion of stability appears in many forms throughout mathematics, where it often expresses how much being a little bit wrong matters. Following Hyers and Ulam ( [Hye41] ) a general sense of this notion can be expressed as follows: Are elements that "almost" satisfy some equation "close" to elements that exactly satisfy the equation? In applied mathematics such a question is important since we should not expect computer models, or indeed the real world, to give answers that precisely match what our theory predicts.
As an example of a concrete stability problem consider the question of whether a set of almost commuting matrices must be close to a set of exactly commuting matrices. The answer is strongly dependent on the classes of matrices one considers and which matrix norm one uses to measure "almost" and "close". When using the operator norm the question is due to Halmos ( [Hal77] ) and it has a positive answer for pairs of self-adjoint contractions ( [Lin97] ) but a negative answer for pairs of unitary matrices ([Voi83]) or for triples of self-adjoint contractions ( [Voi81, Dav85] ). When using the normalized Hilbert-Schmidt norm the question was formulated by Rosenthal [Ros69] . Here it has an affirmative answer for all finite sets of almost commuting unitaries, self-adjoint contractions or normal contractions ( [Gle] , [FK] , [HL09] ).
There are two ways to formulate stability questions in the setting of operator algebras, either taking an ǫ-δ approach a la Hyers and Ulam, or in terms of "approximate" * -homomorphisms being "close" to actual * -homomorphisms. (For precise definitions see Section 2.) When the norm under consideration is the operator norm, these questions are studied in the theory of (weakly) semiprojective C * -algebras, which has found applications in Elliott's classification program for simple nuclear C * -algebras and in the K-theory and E-theory for C * -algebras. For a study of stability for operator algebras with respect to trace norms see [HS18] .
In the setting of group theory stability questions ask if "approximate" unitary representations of a given group are "close" to actual unitary representations. Questions of this sort arise in the context of sofic, hyperlinear and operator-norm approximations, see [Arz14] for a survey. Approximate representations of groups with respect to the operator norm also arise in the study of almost flat vector bundles on manifolds ( [CGM90, MM01] ) and in relation to the K-theory of classifying spaces ([CH90, MM98, Man99] ).
When working with the Hilbert-Schmidt norm there are various examples of stable and non-stable groups, see [FK, Gle] and [HS] 1 . There has also been deep work done in the setting of the Frobenius norm ( [CGLT] ), and of permutations endowed with the Hamming distance ([GR09, AP15, BLT]). However, little is know about the stability or non-stability of concrete groups with respect to the operator norm. In fact the only results mentioned in the literature is the nonstability of Z 2 , merely a reformulation of Voiculescu's result about two almost commuting unitaries, and the obvious stability of finitely generated free groups. In this paper we initiate a systematic study of stability of discrete groups with respect to the operator norm. We consider both stability for almost representations in all C * -algebras and the more forgiving notion of matricial stability. Criteria and an invariant for determining stability/non-stability of groups is given.
Our results broadly fall into two categories: Either we study a class of groups with powerful structure theory so that we can concretely describe the C * -algebras and thus use C * -algebraic tools to determine if they are stable, or we exploit concrete presentations of groups to provide finite dimensional counterexamples to stability. In particular we prove that virtually free groups are stable in the strongest possible sense. We also investigate stability of virtually abelian groups and encounter a surprise: Although Z 2 is not matricially stable by Voiculescu's result, a virtually Z 2 group may very well be. Moreover, we prove that among 2-dimensional crystallographic groups (these are those which contain Z 2 as a maximal abelian subgroup of finite index, and there are 17 of them) exactly 12 are matricially stable. We use our results to determine stability/non-stability of all crystallographic groups, all surface groups, and certain Baumslag-Solitar groups. We also show that a non-trivial finitely generated torsion-free 2-step nilpotent group G is matricially stable if and only if G ∼ = Z"
We finish by comparing operator norm stability with Hilbert-Schmidt norm stability. We shown that for an amenable group, matricial stability with respect to the operator norm implies Hilbert-Schmidt stability.
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Preliminaries
2.1 Stability (semiprojectivity) for general C * -algebras
We begin by recalling the definition of (matricially) (weakly) semiprojective C * -algebras.
Definition 2.1 ([Bla85])
. A separable C * -algebra A is semiprojective if for every separable C * -algebra B, every increasing sequence of ideals J 1 ⊆ J 2 ⊆ · · · in B, and every * -homomorphism ϕ : A → B/ k J k , there exists an n ∈ N and a * -homomorphism ψ : A → B/J n such that
where π n,∞ : B/J n → B/ k J k is the natural quotient map.
The following diagram shows the lifting problem one has to solve to prove that a C * -algebra A is semiprojective. The * -homomorphisms associated with the solid arrows are given, and the task is to find n ∈ N and a * -homomorphism that fits on the dashed arrow so that the diagram commutes.
We may assume without loss of generality that the map ϕ is either injective, surjective, or both ([Bla04, Proposition 2.2]).
For finitely presented C * -algebras we can translate the notion of semiprojectivity into an ǫ-δ version of stability. There are various definitions of C * -algebra relations ( [Bla85, Lor97, Lor10] ), but for this paper it suffices to consider * -polynomials in finitely many variables.
Definition 2.2 ([Lor97]).
A finitely presented C * -algebra
is stable if, for every ǫ > 0 there is a δ > 0 such that: Given a surjection π : D → B and z 1 , z 2 , . . . , z n ∈ D for which R i (z 1 , z 2 , . . . , z n ) < δ, i = 1, 2, . . . , N , and for which ρ : A → B given by ρ(
By [Lor97, 14.1.4] the notions of stability and semiprojectivity coincide for finitely presented C * -algebras. We weaken the notion of semiprojectivity in two steps.
Definition 2.3 (cf. [EL99])
. A separable C * -algebra A is weakly semiprojective if for every sequence of separable C * -algebras B 1 , B 2 , . . ., and every * -homomorphism ϕ : A → n B n / n B n , there exists a * -homomorphism ψ : A → n B n such that
where ρ : n B n → n B n / n B n is the natural quotient map.
Definition 2.4 (cf. [EL99])
. A separable C * -algebra A is matricially weakly semiprojective if for every sequence of matrix algebras M k1 , M k2 , . . ., and every * -homomorphism ϕ :
where ρ : n M kn → n M kn / n M kn is the natural quotient map.
One can easily show that the matrix algebras in the definition above can be replaced by arbitrary finite-dimensional C * -algebras.
Remark 2.5. Let A be a C * -algebra. If A is semiprojective then A is also weakly semiprojective since we can 'pad' with zeros to lift from n B n / n0 n=1 B n all the way to n B n . Clearly if A is weakly semiprojective then A is also matricially weakly semiprojective.
There are also ǫ-δ stability properties corresponding to the weakenings of semiprojectivity.
Definition 2.6 ([EL99], [Lor97]).
is weakly stable if, for every ǫ > 0 there is a δ > 0 such that: Given a C * -algebra B and z 1 , z 2 , . . . , z n ∈ B for which R i (z 1 , z 2 , . . . , z n ) < δ, i = 1, 2, . . . , N , there exists a * -homomorphism ϕ :
Definition 2.7 ([ELP98]).
is matricially stable if, for every ǫ > 0 there is a δ > 0 such that: Given a matrix C * -algebra B and z 1 , z 2 , . . . , z n ∈ B for which R i (z 1 , z 2 , . . . , z n ) < δ, i = 1, 2, . . . , N , there exists a * -homomorphism ϕ :
Weak stability is probably the most natural property of stability for C * -algebras as it requires "almost" * -homomorphisms to be "close" to * -homomorphisms. For finitely presented C * -algebras weak semiprojectivity coincides with the weak stability property ([EL99, Theorem 4.6]) and matricial weak semiprojectivity coincides with matricial stability ([EL99, Theorem 5.6]).
We note that not all C * -algebras admit * -homomorphisms into algebras of the form n M kn / n M kn . If a A has an embedding into n M kn / n M kn for some sequence (k n ) it is called MF (see [BK97] ). A C * -algebra is called residually finite-dimensional (RFD) if it has a separating family of finite-dimensional representations.
Proposition 2.8 (see [Bro04, Proposition 13 .4]). If A is MF and matricially weakly semiprojective, then A is RFD.
Proof. Pick an embedding ϕ : A → n M kn / n M kn . Since A is matricially weakly semiprojective ϕ lifts to a map ψ : A → n M kn such that ϕ = ρ • ψ. As ϕ is injective, we must have that ψ is also injective, and therefore A is RFD.
Corollary 2.9. If A is MF, simple, and infinite-dimensional, then A cannot be matricially weakly semiprojective.
Stability for groups
The focus of this paper is to study when group C * -algebras are ((matricially) weakly) semiprojective. We will mainly be concerned with discrete countable groups G, in which case C * (G) is unital and separable. This allows us to disregard the complications regarding weak semiprojectivity for non-unital C * presented in [Lor12] . Nevertheless, we give the main definitions as generally as possible.
Definition 2.10. Let G be a second countable and locally compact topological group and let C * (G) denote the full group C * -algebra of G.
(ii) We say G is weakly C * -stable when C * (G) is weakly semiprojective.
(iii) We say G is matricially stable when C * (G) is matricially semiprojective.
Remark 2.11. As implied by the names we have that if G is C * -stable then G is weakly C * -stable, and if G is weakly C * -stable then G is matricially stable.
Weak C * -stability and matricial stability can be reformulated in terms of approximate homomorphisms for finitely presented discrete groups, see Propositions 2.15 and 2.16. For a unital C * -algebra A its unitary group will be denoted by U(A).
Definition 2.12. Let G be a discrete group and let A n , n ∈ N, be a sequence of C * -algebras. A sequence of maps ϕ n :
When all the A n are finite-dimensional C * -algebras we refer to approximate homomorphisms as finite-dimensional approximate representations. The following proposition is trivial. Proposition 2.13. Let G be a discrete group.
1. G is weakly C * -stable if for any approximate homomorphism
2. G is matricially stable if for any finite-dimensional approximate representation
For a finitely presented group G the definitions above can be given an ǫ-δ formulation that only reference the unitary representations of G.
Definition 2.14. Let G be a finitely presented discrete group, say
Assume further that the generating set S of G is symmetric, i.e. if g ∈ S then g −1 ∈ S. Let A be a C * -algebra, and let
The proofs of the following propositions are straight forward once one realizes two things. One, that the relations that define C * (G) are that each group element is a unitary as well as the relations used to define the group. Two, that the group relations are uniformly continuous on uniformly bounded elements of a C * -algebra. So if we are given an almost representation of the group C * -algebra, we can move the generators a little to make sure they are unitaries, while making sure they still almost satisfy the group relations.
Proposition 2.15. Let G be a finitely presented discrete group. Them G is weakly C * -stable if and only if the following holds: For any ǫ > 0 there is δ > 0 such that for any unital C * -algebra A and for any δ-almost homomorphism f : S → U(A) there is a homomorphism π : G → U(A) such that
Proposition 2.16. Let G be a finitely presented discrete group. Then G is matricially stable if and only if the following holds: For any ǫ > 0 there is δ > 0 such that for any finite-dimensional C * -algebra A and for any δ-almost
Some classical results about (matricially) (weakly) semiprojective C * -algebras can be easily translated into the group setting to give the first examples of C * -stable groups. These results are all well known and we will reprove them several times in what follows below as special cases. (ii) The integers form a C * -stable group: It is well known that C * (Z) ∼ = C(T) which is semiprojective since unitaries lift as required.
(iii) The finitely generated free groups F n are C * -stable since C * (F n ) is the universal C * -algebra generated by n unitaries which may be lifted individually.
(iv) The infinite dihedral group
is semiprojective since C * (Z 2 ⋆Z 2 ) is the universal C * -algebra generated by two symmetries (equivalently, by two projections) and it is straightforward to lift these individually.
We also mention three examples which demonstrate that the three classes are different.
Example 2.18.
1. The infinitely generated free group F ∞ is not C * -stable, as it fails to satisfy the conclusion of [Bla04, Corollary 2.10], but it is weakly C * -stable. Indeed, one may just lift each unitary generator separately to B n as in Definition 2.3 and use the universal property to create a lifting.
Z
2 is not matricially stable since C * (Z 2 ) = C(T 2 ) is not matricially semiprojective. Indeed, the famous Voiculescu matrices ( [Voi83] , see also [EL89] ) demonstrate that there exist sequences of almost commuting unitary matrices that are never close to exactly commuting unitary matrices.
3. The group C * -algebra associated to the crystallographic group
(the two representations are isomorphic via p = x, q = xy) was proved to be matricially stable in [ELP98] . It is not C * -stable by the work of Enders ([End16]), and we prove below that it is not weakly C * -stable either. This group may also be described as the fundamental group of the Klein bottle or as the Baumslag-Solitar group BS(1, −1).
We will say that a group G is MF if C * (G) is MF. Recall that a group is maximally almost periodic (MAP) if it has a separating family of finitedimensional representations.
If a group G does not admit any homomorphism to the unitary group of n M kn / n M kn , then G is automatically matricially stable. However if such a group exists it must be rather exotic, since by Kirchberg's conjecture all discrete groups are MF. All discrete amenable groups are known to be MF by [TWW17] .
Proposition 2.19. Let G be a discrete MF group. The following holds:
Proof. The first implication follows by Proposition 2.8. The second one is obvious. For the last implication we recall that by a theorem of Mal'cev ([Mal40, Theorem VII]) every finitely generated linear group is RF. So if G is finitely generated and MAP it embeds into a product of linear groups, and its image in each of these groups will be RF. Therefore G is also RF.
Corollary 2.20. If G is discrete, amenable, and matricially stable then G is MAP.
The Voiculescu matrices
Throughout this paper we will often rely on a sequence of matrices introduced by Voiculescu: For each n ∈ N we let ω n = exp(
We call these the Voiculescu matrices. They are the prime example of almost commuting unitaries that are not close to exactly commuting unitaries, as shown by Voiculescu in [Voi83] . Rather than following the ideas of [Voi83] , we will extend the winding number approach from [EL89] . We will explain in Section 3.2 how to associate a winding number invariant to a set of unitaries, and throughout Section 4 we will then use the Voiculescu matrices to construct paths with non-zero winding number. We now fix our notation for commutators. If A, B either are elements of a group or invertible elements in a C * -algebra then {A, B} denotes the multiplicative commutator of A and B, that is
For any two A, B in a C * -algebra we use [A, B] to denote their additive commutator, i.e.,
[A, B] = AB − BA.
We note that if U, V are unitaries in some unital C * -algebra then
Stability criteria
We present here results which may be used to decide stability properties. We will show that any virtually free group is C * -stable, and provide useful criteria for determining that certain groups fail to have the weaker properties.
Virtually free groups
Recall that a group is called virtually free if it contains a free subgroup of finite index. If H is a free subgroup of G of finite index, we can define a normal
Note that the intersection is only over finitely many different conjugates, since H has finite index, and therefore K must also have finite index. Further, as K is a subgroup of H it is free by the Nielsen-Schreier Theorem (see for instance [Hat02, Theorem 1A.4]. Thus, any virtually free group contains a free normal subgroup of finite index. Our proof that all finitely generated virtually free groups are C * -stable is built on a description of such groups as HNN extensions of tree products in [KPS73] , and we thank Tim de Laat and Hannes Thiel for drawing this method to our attention.
We first make some general observations about stability, amalgamated products and HNN extensions.
Proof. We have the following commutative diagram
where all the maps are induced by the corresponding group maps. Since Γ is generated by the copies inside it of G 1 and G 2 , we have that
we only need to show, that C * (Γ) has the right universal property. So suppose we have * -homomorphisms ϕ i :
, that agree on C * (H). By replacing A by ϕ(1)Aϕ(1), we can assume that A is unital. Hence ϕ i yields a representation of G i and furthermore these representation agree on H. The universal property of Γ now gives a representation of Γ in the unitary group of A, which in turn gives us a * -homomorphism ψ : C * (Γ) → A. We have that
Corollary 3.2. Let Γ = G 1 ⋆ H G 2 be an amalgamated product of discrete countable groups. If G i is C * -stable for i = 1, 2 and H is finite, then Γ is C * -stable.
Proof. By [Bla85, Proposition 2.32] amalgamated products of semiprojective C * -algebras over finite dimensional C * -algebras are semiprojective.
Definition 3.3 (see [LS01] ). Let G be a group with presentation G = S | R , let H, K be isomorphic subgroups of G, and let α : H → K be an isomorphism. Let t be a new symbol not in S, and define
The group G⋆ α is called the HNN extension of G relative to H, K, and α.
In [Ued08] two notions of HNN extensions for C * -algebras are discussed. As one might expect, if we have a unital C * -algebra A, with isomorphic unital (same unit as A) subalgebras B, D, and isomorphism α : B → D, then the universal HNN extension of A by α is the C * -algebra generated by A and a unitary u that implements α on B. We denote this by A⋆ α . Ueda also considers a reduced HNN extension. Similarly to the case for amalgamated products HNN extensions of discrete countable groups "commutes" with taking C * -algebras of groups.
Lemma 3.4. Let G be a countable discrete group, H, K isomorphic subgroups of G with isomorphism α. Then C * (G⋆ α ) ∼ = C * (G)⋆α, whereα denotes the isomorphism between the unital subalgebras of C * (G) generated by H and K.
Proof. Similar to the proof of Lemma 3.1.
Proposition 3.5. Let G be a C * -stable countable discrete group and let α : H → K be an isomorphism between two subgroups of G. If H (and hence K) is finite, then G⋆ α ) is C * -stable.
Proof. For ease of notation put
Since H is finite D is a finite-dimensional C * -algebra. Hence to see that A is semiprojective, it suffices to show that C * (G) ⊗ M 2 and D ⊗ M 2 are semiprojective (and then apply [Bla85, Proposition 2.32]). By assumption C * (G) is semiprojective and D is semiprojective since it is finite dimensional. Therefore
The final group construction we need is tree products. For the definition we refer to section 2 of [KT02] .
Lemma 3.6. Let G be a finite tree product with finite edge groups. If the vertex group G v is C * -stable for all vertices v, then G is C * -stable.
Proof. We will prove the lemma by induction on the number of vertices. If there is only one vertex, v say, there are no edges, and so the tree product is simply the vertex group G v . By assumption G v is C * -stable. Assume now, that the Lemma is true for all trees with n vertices, and that we are given a tree product with n + 1 vertices. By [KT02, Remark 3.5] we can write the tree product as G ∼ = A ⋆ C T , where A is the vertex group of a leaf, C is the edge group connecting A to the tree, and T is the tree product of the other n vertex groups. The inductive hypothesis tells us that T is C * -stable, and by assumption A is C * -stable. Since C is finite, it follows from Corollary 3.2 that G is C * -stable.
We now have all we need to show that finitely generated virtually free groups are C * -stable.
Theorem 3.7. All finitely generated virtually free groups are C * -stable.
Proof. Let G be a finitely generated virtually free group. By [KPS73, Theorem 1] there is a finite tree product of finite groups K, such that G is an iterated HNN extension of K by finite groups. Lemma 3.6 tells us that K is C * -stable. Repeated applications of Proposition 3.5 then gives that G is C * -stable.
Exel-Loring type invariant
Here we introduce an invariant which allows to see that certain groups fail to be matricially stable. It will be applied in Sections 4.1-4.4
Definition 3.8. A relation
for each 1 ≤ i ≤ N . For any homogeneous relation R, we let L(R) = j |k j |.
We will consider groups G = x 1 , . . . , x N | R l (x 1 , . . . , x N ) = e, l ∈ N presented by relations some of which are homogeneous, and we will see that for them there is a "winding number obstruction" for being matricially stable, very similar to the Exel-Loring winding number obstruction ( [EL89] ) for the commutation relation.
Let R be some group relation. For any invertible matrices
When R is homogeneous, det R(V 1 , . . . , V N ) = 1 and hence
Thus γ V1,...,VN is a closed curve.
Theorem 3.9. Let R be a homogeneous relation, and let X 1 , X 2 , . . . , X N ∈ M n be unitary matrices. Suppose that
If there exist unitary matrices
Then A
In particular it follows that all A (t) i are invertible. Then for each 0 ≤ t ≤ 1 the curve γ
is well-defined and it is a homotopy between γ X1,...,XN and γ A1,...,AN . We will show that for any 0 ≤ t ≤ 1, γ
(here the summand L 1 2L was obtained by applying the standard adding-subtracting trick L times and using (3) and (4)). Hence rR(X 1 , . . . , X N ) + (1 − r)1 n is at distance less than 1 from the invertible matrix R(X 1 , . . . , X N ) and hence is invertible itself. Hence its determinant is not zero, which means that γ
does not go through 0. Thus for each curve in the homotopy, the winding number is well-defined. Since R(A 1 , . . . , A N ) = 1 n , the curve γ A1,...,AN is a constant curve, so wind γ A1,...,AN = 0. Since the winding number is a homotopy invariant, we conclude that wind γ X1,...,XN = wind γ A1,...,AN = 0.
Virtually abelian groups
We recall that a group G is said to be virtually abelian if it contains an abelian subgroup H of finite order. Our interest is finitely generated groups G, whose subgroups are necessarily also finitely generated. Hence a finitely generated virtually abelian group contains a finitely generated abelian subgroup H of finite index, and by the structure of finitely generated abelian groups we can further assume that H ∼ = Z m for some m ∈ N. Arguing as for the virtually free groups, we can arrange for H to be normal. Thus a finitely generated group G is virtually abelian if and only if it contains a normal subgroup H isomorphic to Z m for some m ∈ N. The number m is unique, and we call it the rank of G. Let G be a finitely generated virtually abelian group. If G has rank 1, then it is virtually free and therefore C * -stable by Theorem 3.7. To understand the case where G has rank m > 1, we first build a * -homomorphism α :
Theorem 3.10. Let G be a group and H ∼ = Z m be a normal subgroup of index N < ∞. There exists a * -homomorphism α :
contains all the scalar-valued functions, i.e.,
Proof. If G is abelian, then it is the product of H and a cyclic group of cardinality N , so C * (G) = C(T m ) ⊗ C N and the statement follows trivially. So below we assume that G is non-abelian.
Since H ∼ = Z m , we can denote its elements as n = (n 1 , n 2 , . . . , n m ). Similarly, points of the m-dimensional torus T m will be denoted by t = (t 1 , t 2 , . . . , t m ). (We will identify T with the unit interval mod 1.) For any t ∈ T m we can define a character χ t of H by χ t (n) = e 2πi t,n .
Let ind χ t be the N -dimensional representation of G induced from the character χ t . That is, let g 1 = e, g 2 , . . . , g N be all the elements of G/H. Let ξ gi , i = 1, 2, . . . , N , be an orthonormal basis in C N . Since H is a normal subgroup, for each n ∈ H and each g i there is n ′ ∈ H such that
By definition the induced representation then acts as
For each i = 1, 2, . . . , N , the automorphism ∈ C(H), where C(H) is the centralizer of H. Thus the restriction of ind χ t onto H is a direct sum of 1-dimensional representations
where A 1 , A 2 , . . . , A l ∈ GL m (Z) are pairwise distinct, each A i is repeated k i times, k 1 + · · · + k l = N , and A 1 = 1. Since we assume that G is non-abelian, we also have l > 1.
We are now going to find a * -homomorphism α :
as in the statement of the theorem.
Let t 
m ∈ (0, 1) be such that t
1 , t
2 , . . . , t
m , 1 are linearly independent over Q. Let
This will be the center of our ball.
For each pair i = j, we can find n (i,j) ∈ H such that
since distinct matrices must differ on vectors with integer coordinates. Then for any integer k,
m , 1 with integer coefficients. Hence
Since there are only finitely many i's and j's, it follows from (7) that there exists δ > 0 such that for any i = j and any integer k
Choose a positive number R such that
and such that the ball B = B(t (0) , R) does not intersect the boundary [0, 1] m . Thus we can view B as a subset of T m . Let r : C(T m ) → C(I m ) be the restriction map onto B composed with a homomorphism of B and I m . Define a * -homomorphism β :
Define a * -homomorphism α :
(this corresponds to separating points t = t ′ inside the i-th copy of I m ). 2) For any t, t ′ ∈ I m and any i = j there exists n ∈ H such that
(this corresponds to separating points t, t ′ inside two different copies of I m ). Proof of 1): Since t = t ′ and A i is invertible, A * i (t − t ′ ) = 0 and hence there is n with one coordinate being equal to 1 and others being zero such that
by (9). It follows from (10) and (11) that
Proof of 2): Let n (i,j) be as in (6). Then for any integer k
by (8) and (9). Thus
and we obtain
This proves the claim. Since C(I m , C1 MN ) ⊆ A, the statement of the theorem follows from the claim.
Lemma 3.11. Let Ω n , S n be the Voiculescu matrices and let F be a finitedimensional C * -algebra. Then there are no commuting matrices A n , B n ∈ M n ⊗ F such that
Proof. Exel and Loring proved that there is d > 0 such that any pair of commuting matrices in M n is at distance not less than d from (Ω n , S n ). Their proof works for (Ω n ⊗ 1 F , S n ⊗ 1 F ) as well, even with the same constant d.
Lemma 3.12. Let H be a separable Hilbert space with basis {e i }. Let T n ∈ B(H), n ∈ N, be given by
Let F be a finite-dimensional C * -algebra. Then there are no normal elements N n ∈ B(H) ⊗ F such that
We can consider elements of B(H) ⊗ F as operators on
as n → ∞. Since each T n , n ∈ N, is a finite rank perturbation of the unilateral shift T , this would imply that
as n → ∞ (here e is the essential norm). Since the Fredholm index does not change under small perturbations, this would imply that for n large enough, N n is Fredholm and ind(N n ) = ind(T ⊗ 1 F ) = −k. However, the Fredholm index of any normal Fredholm operator is zero.
Theorem 3.13. Let G be a finitely generated virtually abelian group of rank m, where m ≥ 3. Then G is not matricially stable.
Proof. At first we notice that G must contain Z m as a normal subgroup of finite index. Indeed G contains an abelian subgroup H ∼ = Z m of finite index. Then H = g∈G g Hg −1 is normal abelian subgroup of G of finite index. Hence its rank is m. On the other hand H is a subgroup of H ∼ = Z m and hence is isomorphic to Z k , for some k. Hence k = m. Let N be the index of H. By Theorem 3.10 there is a * -homomorphism α :
Since m ≥ 3, I m contains a homeomorphic copy of two-dimensional torus which we will denote by T 2 . Letα :
Let e 2πix and e 2πiy be the standard generators of C(T 2 ) and letπ : C(T 2 ) → M n / M n be given bỹ
where q : M n → M n / M n is the canonical surjection and Ω n , S n are the Voiculescu matrices. Let
Suppose G is matricially stable. Then π •α lifts to some * -homomorphism ψ = (ψ n ) n∈N , where ψ n : C * (G) → M n ⊗ M N . By (12) there are a, b ∈ C * (H) such that α(a) = e 2πix ⊗ 1 N , and α(b) = e 2πiy ⊗ 1 N .
It implies that
Since C * (H) is a commutative C * -subalgebra of C * (G), ψ n (a) and ψ n (b) commute, for each n ∈ N. This contradicts Lemma 3.11.
Theorem 3.14. Let G be a finitely generated virtually abelian group. The following are equivalent:
(ii) G is weakly C * -stable (iii) G has rank less or equal to one.
Proof. (i)⇒(ii) is obvious.
(ii)⇒(iii): Suppose the rank of G is bigger than one. In the same way as in Theorem 3.13 we conclude that G contains a normal subgroup H ∼ = Z m of finite index, where m ≥ 2. Let N be the index of H. By Theorem 3.10 there is a * -homomorphism α :
Since m ≥ 2, I m contains a homeomorphic copy of the two-dimensional disc which we will denote by D. Letα :
Let T n be as in Lemma 3.12. It is easy to check that
and hence we can define a * -homomorphismπ :
where z ∈ C(D) is the identity function and q :
B(H) → B(H)/ B(H) is the canonical surjection. Let
If G was weakly C * -stable then π •α would lift to some * -homomorphism ψ = (ψ n ) n∈N , where ψ n : A → B(H) ⊗ M N , n ∈ N. By (13) there is a ∈ C * (H) such thatα (a) = z ⊗ 1 N .
It implies that
However since C * (H) is a commutative C * -subalgebra of C * (G), ψ n (a) is normal, for each n ∈ N. This contradicts Lemma 3.12.
(iii) ⇒ (i): If the rank of G is less or equal to one, then G is virtually free and hence is C * -stable by Theorem 3.7.
As a corollary we obtain a characterization of stability for finitely generated abelian groups.
Corollary 3.15. Let G be a finitely generated abelian group. The following are equivalent:
(ii) G is weakly C * -stable (iii) G is matricially stable (iv) G has rank less or equal to one.
Proof. All implications but (iii)⇒(iv) follow from Theorem 3.14.
(iii)⇒(iv): by Theorem 3.13 G has rank less or equal to 2. If it is equal to 2, then G = Z 2 × H, where H is a finite group. By sending the generators of Z 2 to the Voiculescu matrices and all elements of H to identity matrices, we obtain a homomorphism from C * (G) to M n / ⊕ M n . If it was liftable, a lifting would send the generators of Z 2 to commuting elements. This would contradict to Lemma 3.11.
Stability of non-finitely generated countable abelian groups is much more involved and will be considered in a sequel paper.
Classes of groups 4.1 Crystallographic groups
Among the virtually abelian finitely generated groups, the crystallographic groups form a prominent class, since they describe all possible symmetry groups of lattices in R n . By a theorem of Zassenhaus ([Zas48] ), such groups may be characterized abstractly as those groups G for which Z n is a subgroup of finite index so that Z n becomes maximal among all abelian subgroups of G. In this case Z n is automatically normal, and the quotient group D = G/Z n is called the point group.
There are only finitely many crystallographic groups in each dimension, as proved by Bieberbach ([Bie12] ) answering a part of Hilbert's 18th problem. At n = 1 we have the two line groups Z and Z 2 ⋆ Z 2 which we already have seen are C * -stable, and at n ≥ 3 we know by Theorem 3.13 that none of the stabilty properties are met. At n = 2 we have the seventeen wallpaper groups of which we have already encountered p1 = Z 2 and pg and noted that p1 is not matricially stable but pg is, and that neither is weakly C * -stable. Thus, we see that stability properties are not determined by dimension alone. Invoking K-theory, we will show that exactly twelve of the wallpaper groups are matricially stable.
To do so, we will establish lack of matricial stability by Theorem 3.9 in five cases and establish matricial stability in the remaining twelve by appealing to an old result by Loring, Pedersen and the first named author ([ELP98, 8.2.2(ii)]) which shows that any 2-dimensional NCCW complex which has only torsion infinitesimals in its ordered K 0 -group has the desired stability property. Recall that an element [x] of the K-group K 0 (A) of a C * -algebra A is called an infinitesimal if
for any n ∈ Z. Of course 0 is an infinitesimal, and any K 0 -map induced by a unital * -homomorphism will map infinitesimals to infinitesimals. The class of n-dimensional noncommutative CW (NCCW) complexes is defined recursively by saying that the 0-dimensional ones are exactly the finitedimensional C * -algebras, and that the n-dimensional ones are pullbacks of the form
where A n−1 is an (n − 1)-dimensional NCCW, F n is finite-dimensional, and the pullback is taken over the canonical map from C(I n , F n ) to C(∂I n , F n ) on one hand, and an arbitrary unital * -homomorphism γ n : A n−1 → C(∂I n , F n ) on the other.
In the 12 positive cases, we draw extensively on previous work [Yan97, McA99] which provide concrete realizations of C * (G) as a 2-dimensional NCCW for any wallpaper group G. The thesis [Yan97] also provides complete descriptions of the K-groups, but the order structures was not computed there. In some cases, like pg, it is easy to see that there are no infinitesimals in the K 0 -group, but in general such computations are rather demanding. Fortunately, as pointed out in [McA99] , the K-theory of NCCW complexes of dimension two or less can be systematically computed by appealing to the Mayer-Vietoris exact sequence
and we will use this to provide a more direct path to establishing that there are only torsion infinitesimals in these cases. We do not need to specify the maps in the Mayer-Vietoris sequence, except to note that ϕ n is induced by a unital * -homomorphism (the canonical restriction map) and hence sends infinitesimals to infinitesimals. F2 ) A 1 be a 2-dimensional NCCW complex with s sheets, i.e. with F 2 = s i=1 M ni and consider the statements
Proof. Note first that at n = 1, the Mayer-Vietoris sequence degenerates to
with ϕ 1 sending infinitesimals to infinitesimals. But since K 0 (A 0 ) ⊕ K 0 (F 1 ) has only the trivial infinitesimal, the same is the case for K 0 (A 1 ). At n = 2, the Mayer-Vietoris sequence becomes
where the upward map vanishes since it is easy to see that the preceding map is a surjection. Again we see that K 0 (A 1 ) ⊕ K 0 (F 2 ) has no infinitesimals, so any infinitesimals in K 0 (A 2 ) must lie in Im (δ 2 ). Now we note that K 0 (F 2 ) = Z s and rationalize to get
and see that (i) and (ii) are equivalent by comparing dimensions in the upper and lower row. By the same argument, these conditions imply that δ 2 ⊗ id Q = 0, whence Im(δ 2 ) ⊂ Tor(K 0 (A 2 )), and we have proved that (i) and (ii) imply (iii).
The last implication is [ELP98, 8.2.2(ii)].
Corollary 4.2. All of the groups cm, pm, pg, cmm, pmm, pmg, pgg, p3m1, p31m, p4mm, p4mg, p6mm are matricially stable.
Proof. The K-groups of the presentation C * (G) as a 2-dimensional NCCW A 2 given in [Yan97] is given in Figure 1 . Theorem 4.1 finishes the argument by checking condition (i) or (ii).
Theorem 4.3. Neither of the groups p1, p2, p3, p4, p6 are matricially stable.
Proof. p2 is defined by the relations t 2 i = (t 1 t 2 t 3 ) 2 = e. Since t 2 i = e, the relation (t 1 t 2 t 3 ) 2 = e is equivalent to the homogeneous relation
and hence our Exel-Loring type invariant applies to this relation. The table is ordered as Table 3 in [CM80] and the generators given are taken from there (some generators' names are substituted to avoid notational clashes). The groups in shaded cells fail to be matricially stable. The K-groups given are for i = 2 to the left and for i = 1 to the right.
Then for each n ∈ N, i = 1, 2, 3, T n,i are unitaries and T 2 i = 1 2n . It is easy to compute that
Thus (T n,1 T n,2 T n,3 ) 2 − 1 2n → 0 and hence T n,1 , T n,2 , T n,3 define an approximate representation of p2. Since
we conclude by Theorem 3.9 that T n,1 , T n,2 , T n,3 are not close to any unitaries satisfying (15) and hence this approximate representation is not close to any actual representation of p2.
We now turn to p4, using the presentation in Figure 1 . Since r = r −3 and t = t −1 , the relation (rt) 4 = e is equivalent to the homogeneous relation
and hence the methods above apply to this relation. Let
Then for each n ∈ N, R n and T n are unitaries and R 4 n = T 2 n = 1. It is easy to compute that
Thus (R n T n ) 4 − 1 4n → 0 and hence R n , T n define an approximate representation of p4. Since
we conclude by Theorem 3.9 that T n , R n are not close to any unitaries satisfying (16) and hence this approximate representation is not close to any actual representation of p4. For p3 we similarly rewrite the last of the relations given in Figure 1 as the homogeneous relation r −2 t −2 rtrt = e, and consider the matrices
Then for each n ∈ N, R n and T n are unitaries and R 3 n = T 3 n = 1. It is easy to compute that
Thus (R n T n ) 3 − 1 3n → 0 and hence R n , T n define an approximate representation of p3. Since wind det(r(R n T n ) 3 + (1 − r)1 3n ) = wind(rω n + 1 − r) 3n = −3 = 0, it follows from Theorem 3.9 that this approximate representation is not close to any actual representation of p3. Finally, for p6 we rewrite to
and let
Then for each n ∈ N, R n and T n are unitaries and R 3 n = T 2 n = 1. It is easy to compute that (R n T n ) 6 = ω 2 n 1 6n . Thus (R n T n ) 6 − 1 6n → 0 and hence R n , T n define an approximate representation of p6. Since wind det(r(R n T n ) 6 + (1 − r)1 6n ) = wind(rω
we conclude by Theorem 3.9 that this approximate representation is not close to any actual representation of p6.
Remark 4.4. Just as what is the case for p1 = Z 2 , it is possible to quantify the obstruction to matricial stability for representations of all pn with n = 1, 2, 3, 4, 6 by means of K-theory. Indeed, one may choose a "Bott-type" element x 0 ∈ K 0 (C * (pn)) with the property that if ϕ : C * (pn) → M ni / M ni satisfies ϕ * (x 0 ) = 0, then ϕ has a lift. As in the classical case (cf. [EL89, ELP98, EL99]) the obstruction can also be formulated for almost representations of the groups, using K-theory or winding numbers as desired.
In fact, the defining difference between the 5 groups lacking matricial stability and the 12 groups enjoying it is that the former are given by rotations alone, whereas the latter have at least one (glide) reflection. In the 5 former cases the symmetries are hence all orientation-preserving, and the rational homology of the crystallographic group is the homology of some surface which is orientable, and hence has a nontrivial class in dimension 2. This in turn leads to such a Bott-type element in K 0 of the group C * -algebra by naturality of the BaumConnes map. In the 12 latter cases, the surface is not orientable, and the second homology vanishes. Although our technical tools are not sufficiently precise to allow a formal proof neither of Theorem 4.3 nor Corollary 4.2 along these lines, surely this is the underlying geometric explanation of the dichotomy. We are grateful to Andreas Thom for clarifying these matters for us, and for pointing out that similar phenomena occur for sofic groups in [BLT] .
Remark 4.5. Since we have proved all the forward implications in Theorem 4.1 and since (iv) fails for the 5 remaining wallpaper groups, we have proved that all the conditions in Theorem 4.1 are equivalent for the NCCW complexes associated to wallpaper groups. We suspect that may be true in general, but will not pursue that here. Note also that since the K-groups in the 12 positive cases are torsion free, in fact there are no infinitesimals at all. This implies that C * (G) are weakly stable with respect to the bigger class of C * -algebras of stable rank one because of [ELP98, 8.2.2(i)]. Again, we have no use for that observation here.
Finitely generated torsion-free 2-step nilpotent groups
We are going to use the following fact. . Let G be a group, and let n, m be two integers greater than or equal to zero. Then the following two statements are equivalent:
1. G admits a presentation of the form
2. G is a finitely generated, torsion-free, 2-step nilpotent group satisfying
Theorem 4.7. Let G be a finitely generated, torsion-free, 2-step nilpotent group. The following are equivalent. To this end let G be a finitely generated, torsion-free, 2-step nilpotent group and suppose that rank(G/Z(G)) + rank Z(G) > 1. Pick n, m such that G has a presentation as in Theorem 4.6. To show that G is not matricially stable we consider the cases n = 0, n = 1, and n ≥ 2 individually. If n = 0 then m ≥ 2. By sending c 1 , c 2 to the Voiculescu matrices and the other c j 's to the identity matrix, we get an approximate representation which is not close to a representation.
If instead n = 1 we must have m ≥ 1. Then we send a 1 , c 1 to the Voiculescu matrices and the other c j 's to the identity matrix to get an approximate representation which is not close to a representation. So assume n ≥ 2. If all λ ij t = 0, then we can send a 1 , a 2 to the Voiculescu matrices and all other generators to the identity and again get an approximate representation which is not close to a representation. So we can assume that there exist t 0 , i 0 , j 0 such that λ i0j0 t0 = 0. For ease of notation put M = λ i0j0 t0 . Let l ∈ N be odd and let ω l = e 2πi/l . We will build an approximate representation of G that is not close to an actual representation. Define
, k = 1, 2, . . . , l, and define
where
Since l is odd we see that
as we also have λ k λ k−1 = ω l Mk , for 2 ≤ k ≤ l, we conclude that
Since µ 1 µ l = µ k µ k−1 = ω l , when k > 1, we obtain also
Finally, since A n and B n are diagonal, we also have
By (17), (18), (19) we can define an approximate representation π l of G by
Since wind det(r {B l , S l } + (1 − r)1 l ) = wind(1 + r(ω l − 1))) l = −1, it follows from Theorem 3.9 that π l (a j0 ) and π l (c t0 ) are not close to any commuting matrices and hence this approximate representation is not close to a representation.
Surface groups
Theorem 4.8. For each g ∈ N the surface group
is not matricially stable.
we get by Theorem 3.9 that these matrices are not close to matrices exactly satisfying the group relation.
Baumslag-Solitar groups
We now turn our attention to the Baumslag-Solitar group. For each pair of integers n, m ∈ Z the Baumslag-Solitar group BS(m, n) is defined as
Theorem 4.9. BS(1, −1) is matricially stable but not weakly C * -stable.
Proof. Since BS(1, −1) is isomorphic to the crystallographic group pg = x, y xy = y −1 x = p, q p 2 = q 2 (via p = x, q = xy), which is virtually abelian of rank 2, by Theorem 3.14 BS(1, −1) is not weakly C * -stable. By Corollary 4.2 it is matricially stable. Proof. Let ω n = e 2πi/n and Ω n , S n ∈ M n be the Voiculescu matrices. Then
and
We have
Thus by Theorem 3.9 the distance from Ω n , S n to any pair of unitaries satisfying the group relation does not tend to zero.
If |n|, |m| > 1 and |n| = |m| then BS(n, m) is not RF by [Mes72, Theorem B] . Hence, if BS(n, m) is MF it would follow from Proposition 2.19 that it not matricially stable. Despite not knowing if BS(n, m) is MF, we can still prove that in the case n = 2, m = 3 the group is not matricially stable.
Theorem 4.11. BS(2, 3) is not matricially stable.
Proof. We start with an almost representation of BS(2, 3) constructed in [Rȃd08] . We describe it here. Let n ∈ N and e 0 , . . . , e 6n−1 be a basis in C 6n . Define u n , v n ∈ M 6n by u n e k = e 2πik/6n e k , for k = 1, . . . , 6n − 1 and
v n e 2n+2k = e 3k+2 v n e 2n+2k+1 = e 3n+3k+2
v n e 4n+2k = e 3n+3k
v n e 4n+2k+1 = e 3n+3k+1 , for k = 0, . . . , n − 1. Since {3k, 3k + 1, 3k + 2, 3n + 3k, 3n + 3k + 1, 3n + 3k + 2}, v n is well-defined. It was shown in [Rȃd08] that
is an almost representation of BS(2, 3). We don't know if this almost representation is close to a representation. But we will construct another almost representation out of this one, which, as we will see, is not close to a representation.
v n e 3n = 1 √ 2 (e 0 + e 3n ),
v n e k = e k , k = 0, 3n.
Since u 2 n is identity on span{e 0 , e 3n },
Clearly it follows that π n : a →ṽ n v n , b → u n is an almost representation. We claim that it is not close to any actual representation.
In [McL12] all irreducible finite-dimensional representations of BS(2, 3) are described (as well as those of some other Baumslag-Solitar groups). In particular it was shown that for any irreducible finite-dimensional representation, there is a basis in which the image of a is a shift matrix and the image of b is a diagonal matrix. It follows that all finite-dimensional irreducible representations send the multiplicative commutator aba −1 , b to the identity. Since any finite-dimensional representation is direct sum of irreducible ones, it follows that any finite-dimensional representation sends aba −1 , b to the identity operator. Thus it is sufficient to prove that π n (aba −1 ), π n (b) − 1 6n is far from zero. We calculate
n e 3n = λe 3n , where λ = e 4πi/3 . Hence the restriction of π n (aba
for all n.
Below we will strengthen the last result. In general matricial stability does not pass to subgroups of finite index as one can see by looking at virtually abelian groups. However it is not possible for a matricially stable group to contain BS(2, 3) as a finite index subgroup. To prove this we introduce induced approximate representations.
Let H be a finite index subgroup of G and let π n : H → U(M k(n) ) be an approximate representation of H. Let N = [G : H]. Let us denote for short V n = C k(n) and for each i = 1, . . . , N let g i V n be an isomorphic copy of V n . For any vector x ∈ V n the same vector in g i V n we will write as g i x. In particular it implies that
. . , g N be a full set of representatives in G of the left cosets in G/H. Then for each g ∈ G and each g i there is an h i in H and j(i) in 1, . . . , N such that gg i = g j(i) h. We define the induced approximate representation Ind π n : G → U(M N k(n) ) analogously to the notion of an induced representation:
where x i ∈ V for each i.
Proposition 4.12. Let G be a group with a finite index subgroup H. If π n is an approximate representation of H, then the induced approximate representation Ind π n , constructed above, is in fact an approximate representation of G.
Proof. Let g, g ′ ∈ G. Then for any g i there is h = h(i) ∈ H and l = l(i) such that g ′ g i = g l h.
Now we find h ′ = h ′ (i) ∈ H and m = m(i) such that
It is straightforward to check that m(i) = m(j) when i = j. For any vector g i x ∈ g i V n we have ((Ind π n )(g)(Ind π n )(g ′ ) − (Ind π n )(gg ′ )) g i x = (Ind π n )(g)(g l π n (h)x) − g m π n (hh ′ )x = g m (π n (h ′ )π n (h) − π n (h ′ h)) x.
Now for any vector
as n → ∞.
We saw above that some groups having Z 2 = BS(1, 1) as a finite index subgroup could be matricially stable even though Z 2 is not. For BS(2, 3) this is not possible: Theorem 4.13. If a group G contains BS(2, 3) as a subgroup of finite index then G is not matricially stable.
Proof. In the proof of Theorem 4.11 we constructed an approximate representation π n of H = BS(2, 3) such that on the element h 0 = aba −1 , b ∈ H π n (h 0 ) − 1 6n ≥ |e 4πi/3 − 1|, for all n. It follows from the definition of an induced approximate representation that the subspace V n of the space N i=1 g i V n of the induced representation Ind π n is invariant under (Ind π n )(h), for all h ∈ H, and (Ind π n )(h) | Vn = π n (h), for all h ∈ H. It implies that (Ind π n )(h 0 ) − 1 6nN ≥ π n (h 0 ) − 1 6n ≥ |e 4πi/3 − 1|, for all n. On the other hand, as explained in the proof of Theorem 4.11, any representation of H is identity on h 0 . In particular for any representation ρ of G, ρ | H (h 0 ) is identity. Hence Ind π n is not close to any representation of G.
Remark 4.14. By examining the proof of Theorem 4.13 we see that what it needs is an element h 0 ∈ BS(2, 3) such that (a) h 0 is mapped to 1 in any finite dimensional representation, and (b) there is an approximate representation π n such that π n (h) is always far from 1.
We induce π n to an approximate representation Ind π n of G. By (b) we must have that (Ind π n )(h 0 ) is far from 1, so it follows from (a) that Ind π n cannot be close to an actual representation of G. Hence the same proof would work for any group that satisfies (a) and (b). We note that (a) is simply a restatement of the fact that BS(2, 3) is not RF. If we restrict to the class of MF groups we can use this fact directly to extend Theorem 4.13 drastically. Indeed, suppose H is a subgroup of G and that they both are MF. If H is not RF, then G is not RF, so if G is finitely generated then it cannot be matricially stable by Proposition 2.19. Note that G is necessarily finitely generated if H is finitely generated and the index of H in G is finite.
Matricial stability versus Hilbert-Schmidt stability
The normalized Hilbert-Schmidt norm seems to be more friendly for stability questions than the operator norm. For example all virtually abelian groups are Hilbert-Schmidt stable as was proved in [HS] and many of them are not matricially stable as we saw above.
In other words, are the sufficient conditions of Theorem 3.7 also necessary? We have little evidence to support this, but at least we have confirmed it in the abelian case (details will appear elsewhere). Also one may combine results from [KRTW] and [End16] to see that any torsion-free virtually abelian group (not necessarily finitely generated) which is C * -stable must be virtually free.
2. Suppose H is a finite index subgroup of G. Does H being matricially stable/weakly C * -stable/C * -stable imply that G is?
Note that we have shown that the opposite direction fails for matricial stability. The fact that neither of the non-matricially stable wallpaper groups contain any of the matricially stable wallpaper groups by [CM80, Table 4 ] may support this claim.
3. When is BS(n, m) matricially stable/weakly C * -stable/C * -stable? In particular is BS(n, m) matricially stable only when n = ±1, m = ∓1?
The metabelian case n = 1, m > 1 is particularly interesting, and indeed the structure of the associated C * -algebra is rather well understood in this case, cf. [Bre95, PV18] . We do not at present have any tools to address this case.
Does matricial stability imply Hilbert-Schmidt stability?
In [HS18] D. Hadwin and the second-named author introduced a notion of matricial tracial stability for C * -algebras which in the case of group C * -algebras gives Hilbert-Schmidt stability. The proof of Proposition 5.2 can be modified to show that a separable nuclear matricially semiprojective C * -algebra, all of whose quotients satisfy UCT, is matricially tracially stable.
5. Can C * r (G) be (matricially)(weakly) semiprojective when G is non-amenable?
We have already provided examples of some C * -stable groups that are amenable and some that are not. In fact, when G is not amenable we think it is unlikely that C * r (G) is (matricially)(weakly) semiprojective. Even for the free group F 2 , C * r (F 2 ) is not matricially semiprojective. Indeed it is MF by [HT05] and has no finite-dimensional representations, hence is not matricially semiprojective.
