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We consider the relaxed online strip packing problem: Rectangular items arrive
online and have to be packed without rotations into a strip of fixed width such
that the packing height is minimized. Thereby, repacking of previously packed
items is allowed. The amount of repacking is measured by the migration factor,
defined as the total size of repacked items divided by the size of the arriving item.
First, we show that no algorithm with constant migration factor can produce
solutions with asymptotic ratio better than 4/3. Against this background, we
allow amortized migration, i. e. to save migration for a later time step. As a main
result, we present an AFPTAS with asymptotic ratio 1 +O () for any  > 0 and
amortized migration factor polynomial in 1/. To our best knowledge, this is the
first algorithm for online strip packing considered in a repacking model.
1. Introduction
In the classical strip packing problem we are given a set of two-dimensional items with heights
and widths bounded by 1 and a strip of infinite height and width 1. The goal is to find a
packing of all items into the strip without rotations such that no items overlap and the height
of the packing is minimal. In many practical scenarios the entire input is not known in
advance. Therefore, an interesting field of study is the online variant of the problem. Here,
items arrive over time and have to be packed immediately without knowing future items.
Following the terminology of [11] for the online bin packing problem, in the relaxed online
strip packing problem previous items may be repacked when a new item arrives.
There are different ways to measure the amount of repacking in a relaxed online setting.
Sanders, Sivadasan, and Skutella introduced themigration model in [24] for online job schedul-
ing on identical parallel machines as follows: When a new job of size pj arrives, jobs of total
size µpj can be reassigned, where µ is called the migration factor. In the context of online
strip packing the migration factor µ ensures that the total area of repacked items is at most
µ times the area of the arrived item. We call this the strict migration model.
By a well known relation between strip packing and parallel job scheduling [15], any (online)
strip packing algorithm applies to (online) scheduling of parallel jobs. The latter problem is
highly relevant e. g. in computer systems [15, 27, 23].
∗An extended abstract of the paper has been published in APPROX 2017. This work was partially supported
by DFG Project, "Robuste Online-Algorithmen für Scheduling- und Packungsprobleme", JA 612 /19-1, and
by GIF-Project "Polynomial Migration for Online Scheduling"
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Preliminaries Since strip packing is NP-hard [1], research focuses on efficient approximation
algorithms. Let A(I) denote the packing height of algorithm A on input I and OPT(I) the
minimum packing height. The absolute (approximation) ratio is defined as supI A(I)/OPT(I)
while the asymptotic (approximation) ratio as lim supOPT(I)→∞A(I)/OPT(I). A family of
algorithms {A}>0 is called polynomial-time approximation scheme (PTAS), when A runs in
polynomial-time in the input length and has absolute ratio 1 + . If the running time is also
polynomial in 1/, we call {A}>0 fully polynomial-time approximation scheme (FPTAS).
Similarly, the terms APTAS and AFPTAS are defined using the asymptotic ratio.
All ratios of online algorithms in the following are competitive, i. e. online algorithms are
compared with an optimal offline algorithm.
1.1. Related Work
Offline Strip packing is one of the classical packing problems and receives ongoing research
interest in the field of combinatorial optimization. Since Baker, Coffman and Rivest [1] gave
the first algorithm with asymptotic ratio 3, strip packing was investigated in many studies,
considering both asymptotic and absolute approximation ratios. We refer the reader to [6]
for a survey. A well-known result is the AFPTAS by Kenyon and Rémila [21]. Concerning
the absolute ratio, currently the best known algorithm of ratio 5/3 +  for any  > 0 is by
Harren et al. [14].
An interesting result was given by Han et al. in 2007. In [13], they studied the relation
between bin packing and strip packing and developed a framework between both problems.
For the offline case it is shown that any bin packing algorithm can be applied to strip packing
while maintaining the same asymptotic ratio.
Online The first algorithm for online strip packing was given by Baker and Schwarz [2] in
1983. Using the concept of shelf algorithms [1], they derived the algorithm First-Fit-Shelf
with asymptotic ratio arbitrary close to 1.7 and absolute ratio 6.99 (where all rectangles
have height at most hmax = 1). Later, Csirik and Woeginger [8] showed a lower bound of
h∞ ≈ 1.69 on the asymptotic ratio of shelf algorithms and gave an improved shelf algorithm
with asymptotic ratio h∞ +  for any  > 0.
The framework of Han et al. [13] is applicable in the online setting if the online bin packing
algorithm belongs to the class Super Harmonic. Thus, Seiden’s online bin packing algorithm
Harmonic++ [25] implies an algorithm for online strip packing with asymptotic ratio 1.58889.
In 2007 and 2009, the concept of First-Fit-Shelf by Baker and Schwarz was improved inde-
pendently by two research groups, Hurink and Paulus [15] and Ye, Han, and Zhang [28]. Both
improve the absolute competitive ratio of from 6.99 to 6.6623 without a restriction on hmax.
Further results on special variants of online strip packing were given by Imeh [17] and Ye,
Han, and Zhang [29].
On the negative side, there is no algorithm for online strip packing (without repacking) with
an asymptotic ratio better then 1.5404 since the lower bound in [3] for online bin packing is
also valid for online strip packing. Regarding the absolute ratio, the first lower bound of 2
from [5] was improved in several studies [19, 16, 22]. Currently, the best known lower bound
by Yu, Mao, and Xiao [30] is (3 +
√
2)/2 ≈ 2.618.
Related results on the migration model Since its introduction by Sanders, Sivadasan, and
Skutella [24], the migration model became increasingly popular. In the context of online
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scheduling on identical machines, Sanders, Sivadasan, and Skutella [24] gave a PTAS with
migration factor 2O((1/) log2(1/)) for the objective of minimizing the makespan. Thereby, the
migration factor in [24] depends only on the approximation ratio  and not on the input size.
Such algorithms are called robust.
Skutella and Verschae [26] studied scheduling on identical machines while maximizing the
minimum machine load, called machine covering. They considered the fully dynamic setting
in which jobs are also allowed to depart. Skutella and Verschae showed that there is no
PTAS for this problem in the migration model, which is due to the presence of very small
jobs. Instead, they introduced the reassignment cost model, in which the migration factor
is defined amortized. Using the reassignment cost model, they gave a robust PTAS for the
problem with amortized migration factor 2O((1/) log2(1/)).
Also online bin packing has been investigated in the migration model in a sequence of
papers, inspired by the work of Sanders, Sivadasan, and Skutella [24]: The first robust APTAS
for relaxed online bin packing was given in 2009 by Epstein and Levin [10]. They obtained
an exponential migration factor 2O((1/2) log 1/). In 2013, Jansen and Klein [18] improved this
result and gave an AFPTAS with polynomial migration factor O
(
1
3 log
1
4
)
. The development
of advanced LP/ILP-techniques made this notable improvement possible. Furthermore, in [4]
Berndt, Jansen, and Klein built upon the techniques developed in [18] to give an AFPTAS
for fully dynamic bin packing with a similar migration factor.
Recently, Gupta et al. [12] studied fully dynamic bin packing with several repacking mea-
sures. In the amortized migration model, they presented an APTAS with amortized migration
factor O (1/). Further, this is shown to be optimal by providing a lower bound of of Ω(1/)
for any such algorithm in the amortized migration model.
Our contribution To the authors knowledge, there exists currently no algorithm for online
strip packing in the migration or any other repacking model. Therefore, we present novel
ideas to obtain the following results: First, a relatively simple argument shows that in the
strict migration model it is not possible to maintain solutions that are close to optimal. We
prove the following theorem in Section 1.3:
Theorem 1.1. In the strict migration model, there is no approximation algorithm for relaxed
online strip packing with asymptotic competitive ratio better than 4/3.
Therefore, it is natural to relax the strict migration model such that amortization is allowed
in order to obtain an asymptotic approximation scheme. We say that an algorithm has an
amortized migration factor of µ if for every time step t the total migration (i. e. the total
area of repacked items) up to time t is bounded by µ∑tj=1 SIZE(ij), where SIZE(ij) is the
area of item ij arrived at time j. Adapted to scheduling problems this corresponds with the
reassignment cost model introduced by Skutella and Verschae in [26]. We adapt several offline
and online techniques and combine them with our novel approaches to obtain the following
main result:
Theorem 1.2. There is a robust AFPTAS for relaxed online strip packing with an amortized
migration factor polynomial in 1/.
3
hB
big items
flat items
(a) Packing of items in a container
1hB
2hB
(b) Packing of containers in the strip
Figure 1: Packing structure of our approach. Items are packed into containers of fixed
height hB, thus the packing of containers results in a bin packing problem.
1.2. Technical Contribution
A general approach in the design of robust online algorithms is to rethink existing algorithmic
strategies that work for the corresponding offline problem in a way that the algorithm can
adapt to a changing problem instance. The experiences that were made so far in the design of
robust algorithms (see [18, 4, 26]) are to design the algorithm in a way such that the generated
solutions fulfill very tight structural properties. Such solutions can then be adapted more
easily as new items arrive.
A first approach would certainly be do adapt the well known algorithm for (offline) strip
packing by Kenyon and Rémila [21] to the online setting. However, we can argue that the
solutions generated by this algorithm do not fulfill sufficient structural properties. In the
algorithm by Kenyon and Rémila, the strip is divided vertically into segments, where each
segment is configured with a set of items. Thereby, each segment can have a different height.
Now consider the online setting, where we are asked for a packing for the enhanced instance
that maintains most parts of the existing packing. Obviously, it is not enough to place new
items on top of the packing as this would exceed the approximation guarantee. Instead,
existing configurations of the segments need to be changed to guarantee a good competitive
ratio. However, this seems to be hard to do as the height of a configuration can change. Gaps
can occur in the packing as a segment might decrease in height or vice versa a segment might
increase in height and therefore does not fit anymore in its current position. Over time this
can lead to a very fragmented packing. On the other hand, closing gaps in a fragmented
packing can cause a huge amount of repacking.
Containers In order to maintain packings with a more modular structure, items are batched
to larger rectangles of fixed height, called containers (see Figure 1a). The width of a container
equals the width of the widest item inside. As each container has the same height hB, the
strip is divided into levels of equal height hB (see Figure 1b) and the goal is to fill each
level with containers best possible. Thus, finding a container packing is in fact a bin packing
problem, where levels correspond with bins and the sizes of the bin packing items are given
by the container widths. This approach was studied in the offline setting by Han et al. in
[13], while an analysis in a migration setting is more sophisticated.
Thus, the packing of items into the strip is given by two assignments: By the container
assignment each item is assigned to a container. Moreover, the level assignment describes
which container is placed in which level (corresponds with the bin packing solution). To
guarantee solutions with good approximation ratio, both functions have to satisfy certain
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Figure 2: Shift operation moves widest items between groups to insert new item it.
properties.
Dynamic rounding / Invariant properties For the container assignment, a natural choice
would be to assign the widest items to the first container, the second widest to the second
container, and so on [13]. However, in the online setting we can not maintain this strict
order while bounding the repacking size. Therefore, we use a relaxed ordering by introducing
groups for containers of similar width and requiring the sorting over the groups, rather than
over containers. For this purpose, we adapt the dynamic rounding technique developed by
Berndt, Jansen, and Klein in [4] to state important invariant properties.
Shift In order to insert new items, we develop an operation called Shift. The idea is to
move items between containers of different groups such that the invariant properties stay
fulfilled. When inserting an item it via Shift into group1 g, items are moved from g to
the group left(g), where again items are shifted to the next group, and so on (see Figure 2).
Thereby, the total height of the shifted items can increase in each step. However, it is limited
such that items that can not be shifted further (at group g0 in Figure 2) can be packed into
one additional container. This way, we get a new container assignment for the enhanced
instance which maintains the approximation guarantee and all desired structural properties.
LP/ILP-techniques As a consequence of the shift operation, a new container may has to be
inserted into the packing. We apply the LP/ILP-techniques developed in [18] to maintain a
good level assignment while keeping the migration factor polynomial in 1/.
Packing of small items Another challenging part regards the handling of items with small
area. Without maintaining an advanced structure, small items can fractionate the packing in
a difficult way. Such difficulties also arise in related optimization problems, see e.g. [26, 4].
For the case of flat items (small height) we overcome these difficulties by the packing structure
shown in Figure 1a: Flat items are separated from big items in the containers and are sorted
by width such that the least wide item is at the top. Narrow items (small width) can be used
to fill gaps in the packing when they are grouped to similar height.
1.3. Lower Bound
In this section we prove Theorem 1.1. We use an adversary to construct an instance I with
arbitrary optimal packing height, but A(I) ≥ 43 OPT(I) for any such algorithm A.
1In the following, by “group of an item” we mean the group of the container in which the item is placed.
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Proof. Let A be an algorithm for relaxed online strip packing with migration factor µ. We
show that for any height h there is an instance I with OPT(I) ≥ h and A(I) ≥ 43 OPT(I).
The instance consists of two item types:
A big item has width 12 −  and height 1, while a flat item has width 12 +  and height1
2dµe for  < 1/6. Note that A can not repack a big item b when a flat item f arrives, as
SIZE(b) > µSIZE(f).
2K
`/2
2K − `
Flat Items
Figure 3: Optimal online
packing
First, the adversary sends 2K big items, where K = 3 dhe.
Let ` be the number of big items that are packed by A next to
another big item. The packing has a height of at least `2 +2K−
` = 2K − `2 (see Figure 3). Since the optimum packing height
for 2K big items is K, algorithm A has an absolute ratio of at
least 2 − `2K . If ` ≤ 4K3 , the absolute ratio is at least 43 and
nothing else is to show.
Now assume ` > 4K3 . In this case, the adversary sends k =
4 dµeK flat items of total height 2K. In the optimal packing of
height 2K big items and flat items form separate stacks placed
in parallel. Note that no two flat items can be packed in parallel.
Since A can not repack any big item when a flat item arrives,
in the best possible packing achievable by A flat items of total height 2K − ` are packed next
to big items (see Figure 3, flat items are packed in the dashed area). Therefore, the packing
height is at least 2K + `2 and hence the absolute ratio is at least 1 +
`
4K ≥ 43 .
In either case, it follows that the asymptotic ratio is at least 4/3 by considering h→∞.
1.4. Remainder of the paper
The following section introduces the approach of packing items into containers. We formulate
central invariant properties and prove important consequences of this approach. Section 3
presents operations that change the packing in the online setting while maintaining the in-
variant properties. Up to that section, items of small width were omitted. In Section 4 we
show how to integrate them into the container packing. Finally, in Section 5 the amount of
migration is analyzed.
Throughout the following sections, let  ∈ (0, 1/4] be a constant such that 1/ is integer.
We denote the height and width of an item i by h(i) and w(i) (both at most 1) and define
SIZE(i) = w(i)h(i). An item i is called big if h(i) ≥  and w(i) ≥ , flat if w(i) ≥  and
h(i) < , and narrow if w(i) < . Accordingly, we partition the instance I into IL, the set of
big and flat items (having minimum width ), and IN , the set of narrow items. If R is a set
of items, let SIZE(R) = ∑i∈R SIZE(i) and h(R) = ∑i∈R h(i).
2. Container Packing
Let hB ≥ 1 be the height of a container and let C denote the set of containers. In the
following sequence of definitions we describe the container-packing approach formally. In the
first definition, a container c ∈ C is an object without geometric interpretation to which items
from IL can be assigned to, while satisfying the height capacity:
Definition 2.1 (Container assignment). A function con : IL → C is called a container as-
signment if ∑i : con(i)=c h(i) ≤ hB holds for each c ∈ C.
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The next definition shows how to build the container instance, i. e. the strip packing instance
which allows to pack IL according to a container assignment.
Definition 2.2 (Container instance). Let con : IL → C be a container assignment. The
container instance to con, denoted by Ccon , is the strip packing instance defined as follows:
For each c ∈ C such that there is an i ∈ IL with con(i) = c, define a rectangle c¯ ∈ Ccon of
fixed height h(c¯) = hB and width w(c¯) = maxi∈IL{w(i) | con(i) = c}.
Since by Definition 2.2 each container c ∈ C corresponds with a unique rectangle c¯ ∈ Ccon ,
in the following we use both notions synonymously.
Like shown in Figure 1a, big and flat items are placed inside the container differently:
• Big items form a stack starting from the bottom.
• Flat items form a stack starting from the top. Thereby, items in that stack are sorted
such that the least wide item is placed at the top edge of the container.
The need for the special structure for flat items will become clear in Section 3.5.3.
In order to solve the container packing problem via a linear program (LP), the number of
occurring widths has to be bounded. For this purpose we define a rounding function R : C → G
that maps containers to groups. The concrete rounding function will be specified later. Using
R we obtain the rounded container instance by rounding up each container to the widest in
its group.
Definition 2.3 (Rounded container instance). Let Ccon be a container instance and R : C →
G be a rounding function. The rounded container instance CRcon is obtained from the container
instance Ccon by setting the width of each container c to a new width wR(c) ≥ w(c) with
wR(c) := maxc′∈C{w(c′) | R(c′) = R(c)}.
2.1. LP Formulation
By Definition 2.3 a rounded container instance has only containers of |G| different widths.
Therefore we can use the following LP formulation to find a level assignment. It is commonly
used for bin packing problems and was first described by Eisemann [9].
Definition 2.4 (LP(C)). Let C be a container instance and assume that items from C have
one of m different widths w1, . . . , wm ≥ . Let P be the set of patterns and n = |P |. A
pattern Pi ∈ P is a multiset of widths {a(Pi, 1) : n1, a(Pi, 2) : n2, . . . a(Pi,m) : nM} where
a(Pi, j) for 1 ≤ i ≤ n and 1 ≤ j ≤ m denotes how often width wj appears in pattern Pi. Let
bj for 1 ≤ j ≤ m be the number of containers having width wj . LP(C) is defined as:
min ‖x‖1
s.t.
∑
Pi∈P
xia(Pi, j) ≥ bj ∀1 ≤ j ≤ m
xi ≥ 0 ∀1 ≤ i ≤ n
The value ‖x‖1 of an optimal solution to the above LP relaxation is denoted by LIN(C). If
y ∈ Nn is an optimal solution to the LP with integer constraints xi ∈ Z+, its value is denoted
with OPT(C). Note that LIN(C) ≤ OPT(C).
Since all containers have width greater or equal , each level has at most 1/ slots. In each
slot, there are m+ 1 possibilities to fill the slot: Either one container of the m different sizes
is placed there, or the slot stays empty. Therefore, n ≤ (m+ 1)1/.
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(l, A, 0) (l, A, q(l, A)) (l, B, q(l, B))
≤ 2lk
(l, A, 1) (l, B, 0) (l, B, 1)· · · · · ·
= 2lk = 2lk = 2l(k − 1) ≤ 2l(k − 1)= 2l(k − 1)
Block A Block B
Kg
Figure 4: Groups of one category l ∈W and number of containers Kg per group
2.2. Grouping
In the next subsection we adapt the dynamic rounding technique developed in [4] for contain-
ers. It is based on the one by Karmarkar and Karp [20] for (offline) bin packing, but modified
for a dynamic setting.
2.2.1. Basic Definitions
Each container is assigned to a (width) category l ∈ N, where container c has width category
l if w(c) ∈ (2−(l+1), 2−l]. Let W denote the set of all non-empty categories, i. e. W = {l ∈ N |
∃c ∈ C w(c) ∈ (2−(l+1), 2−l]}.
Lemma 2.5. The set W of categories has at most ω :=
⌊
log 1
⌋
+ 1 elements.
Proof. Containers can have any width between  and 1, just like the width of big and flat
items. The widest containers belong to category 0, while containers of minimum width  are
assigned to the category
⌊
log 1
⌋
. Thus |W | ≤ ω.
Furthermore, we build groups within the categories: A group g ∈ G is a triple (l,X, r),
where l ∈W is the category, X ∈ {A,B} is the block, and r ∈ N is the position in the block.
The maximum position of category l at block X that is non-empty is denoted by q(l,X).
Figure 4 outlines the groups and the block structure of one category l ∈ W (the values for
Kg will become clear in Section 2.2.2).
By the notion of blocks, groups of one category can be partitioned into two types. This
becomes helpful to maintain the invariant properties with respect to the growing set of items.
More details on that are given in the later Sections 2.2.2 and 3.5.2. For a group g = (l,X, r)
we define the group to the left of it as follows:
left(g) =
{
(l,X, r − 1) if r > 0 ∨X = A
(l, A, q(l, A)) if r = 0 ∧X = B
Analogously, we say g = right(g′), if left(g) = g′ holds. We set left((l, A, 0)) = (l, A,−1) and
right((l, B, q(l, B))) = (l, B, q(l, B) + 1) as empty groups.
From now on, let a rounding function R and a container assignment con be given. Let
Kg = |{c ∈ C | R(c) = g}| be the number of containers of group g. We say that item i has
group g if R(con(i)) = g, that is, item i is in a container which belongs to group g. Let
IL
g = {i ∈ IL | R(con(i)) = g} be the set of items of group g and define h(g) = ∑i∈ILg h(i)
as the total height of those items.
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2.2.2. Invariant Properties
In Section 1.2 we argued that only solutions with strong structural properties can be adapted
appropriately in the online setting while maintaining a good competitive ratio. In Defi-
nition 2.6 we state a set of invariant properties, to which we refer with (I1)-(I5) in the
remainder of this paper.
Definition 2.6 (Invariant properties). Let k ∈ N be a parameter.
(I1) Width categories
2−(l+1) < w(i) ≤ 2−l for all i ∈ ILg s.t. g = (l, ·, ·)
(I2) Sorting of items over groups
w(i) ≥ w(i′) for all i ∈ ILg, i′ ∈ ILg′ s.t. g = left(g′)
(I3) Number of containers in block A
K(l,A,0) ≤ 2lk,
K(l,A,r) = 2lk for all l ∈W and 1 ≤ r ≤ q(l, A)
(I4) Number of containers in block B
K(l,B,q(l,B)) ≤ 2l(k − 1),
K(l,B,r) = 2l(k − 1) for all l ∈W and 0 ≤ r < q(l, B)
(I5) Total height of items per group
(hB − 1)(Kg − 1) ≤ h(g) ≤ (hB − 1)Kg for all g ∈ G
Property (I1) ensures that each item is assigned to the right category. Note that as a
consequence, each container of a group (l, ·, ·) has a width in (2−(l+1), 2−l]. By property
(I2), all items in a group g have a width greater or equal than items in the group right(g).
That is, instead of a strict order over all containers, (I2) ensures an order over groups of
containers. The properties (I3) and (I4) set the number of containers to a fixed value,
except for special cases (see Figure 4): Groups in block A have more containers than groups
in block B. Moreover, there are two flexible groups (namely (l, A, 0) and (l, B, q(l, B))) whose
number of containers is only upper bounded. Finally, property (I5) ensures an important
relation between items and containers of a group g: Since h(g) ≤ Kg(hB − 1), at least one
of the Kg containers has a filling height of at most hB − 1 and thus can admit a new item.
However, the lower bound (hB − 1)(Kg − 1) ≤ h(g) ensures that each container is well filled
in an average container assignment.
2.2.3. Number of Groups
One of the important consequences of the invariant properties is the fact that the number
of non-empty groups |G| can be bounded from above, assuming that the instance is not too
small. Therefore, the parameter k has to be set in a particular way:
Lemma 2.7. Let ω be defined like in Lemma 2.5. For k =
⌊

4ωhB SIZE(IL)
⌋
the number of
non-empty groups in G is bounded by O (ω ), assuming that SIZE(IL) ≥ 24ωhB(hB−1)hB−2 .
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Proof. Let G1 = G \ (⋃l∈W (l, A, 0) ∪⋃l∈W (l, B, q(l, B))) and let g ∈ G1. Since by property
(I1) every container of group g has width greater than 2−(l+1), it follows together with the
further invariant properties
SIZE(ILg) > 2−(l+1)(hB − 1)(Kg − 1) (I1), (I5)
≥ 2−(l+1)(hB − 1)(2l(k − 1)− 1) (I3), (I4)
= 12(hB − 1)(k − 1)− 2
−(l+1)(hB − 1)
≥ 12(hB − 1)(k − 1)−
hB − 1
2
= 12(hB − 1)(k − 2) .
Now, let I(l)L be the set of items in IL which belong to containers of category l. It holds that
SIZE(I(l)L ) ≥
∑
g=(l,·,·)∈G1 SIZE(IL
g) ≥ (q(l, A) + q(l, B))
(
1
2(hB − 1)(k − 2)
)
and resolving
leads to
q(l, A) + q(l, B) ≤ 2 SIZE(I
(l)
L )
(hB − 1)(k − 2) . (2.1)
We now show (hB − 1)(k − 2) ≥ 8ωhB SIZE(IL). The assumption on SIZE(IL) is equivalent
to 4ωhB SIZE(IL)− 3 ≥ 8ω(hB−1) SIZE(IL). Therefore,
k − 2 =
⌊

4ωhB
SIZE(IL)
⌋
− 2 ≥ 4ωhB SIZE(IL)− 3 ≥

8ω(hB − 1) SIZE(IL)
and thus
(hB − 1)(k − 2) ≥ (hB − 1)8ω(hB − 1) SIZE(IL) =

8ω SIZE(IL) .
Further, we get
2 SIZE(IL)
(hB − 1)(k − 2) ≤
2 SIZE(IL)

8ω SIZE(IL)
= 16ω

. (2.2)
As shown in Figure 4, for each category l there are q(l, A)+q(l, B)+2 groups. Now, summing
over all categories l ∈W concludes the proof:∑
l∈W
q(l, A) + q(l, B) + 2
≤
∑
l∈W
(
2 SIZE(I(l)L )
(hB − 1)(k − 2) + 2
)
eq. (2.1)
= 2 |W |+ 2(hB − 1)(k − 2)
∑
l∈W
SIZE(I(l)L )
= 2 |W |+ 2 SIZE(IL)(hB − 1)(k − 2)
≤ 2ω + 16ω

eq. (2.2)
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2.3. Approximation Guarantee
If the invariant properties of Definition 2.6 are fulfilled, the rounded container instance yields
a good approximation to IL. Using a proof technique from [13] we are able to prove the
following theorem.
Theorem 2.8. Let con : IL → C be a container assignment and R : C → G be a rounding
function such that invariant properties (I1)-(I5) are fulfilled. For the rounded container
instance CRcon it holds that OPT(CRcon) ≤ (1 + 4) OPT(IL) +O
(
1/4
)
.
Preliminaries From now on, we suppose that the parameter k of the invariant is k =⌊

4ωhB SIZE(IL)
⌋
and the container height is hB = 13/2. Let ω =
⌊
log 1
⌋
+1 (see Lemma 2.5).
Furthermore, we assume from now on
SIZE(IL) ≥ 4ωhB

(hB + 1) . (2.3)
The proof technique from [13] uses the notion of homogenous lists, whose definition is given
in the following. For a list of rectangles R, let h(R) = ∑r∈R h(r). Furthermore, let R[j] be
the list of rectangles from R having width wj .
Definition 2.9 (Homogenous lists, [13]). Let P and Q be two lists of rectangles, where any
rectangle takes a width of q distinct numbers w1, w2, . . . , wq. P is s-homogenous to Q, where
s ≥ 1, if h(Q[j]) ≤ h(P [j]) ≤ s · h(Q[j]) for all j ∈ {1, . . . , q}.
The next lemma states an important property of homogenous lists. For the proof we refer
the reader to [13] and references therein.
Theorem 2.10 ([13]). Let P and Q be two lists of rectangles, where each rectangle has
maximum height hmax. If P is s-homogenous to Q, then for any δ > 0:
OPT(P ) ≤ s · (1 + δ) OPT(Q) +O
(
1/δ2
)
hmax
Proof idea of Theorem 2.8 Instead of a strict order over containers (like in [13]), we can
make use of the fact that containers are rounded to the widest container of the group. There-
fore, all items in right(g) have a smaller or equal width than the items in g. This observation
leads to the definition of two instances, one instance IˆL with rounded-down items and the
other C1 with all rounded containers except from some border groups of each category. With
the notion of homogenous lists (Definition 2.9), in the end Theorem 2.10 can be applied. Let
con and R be like in Theorem 2.8 and write C instead of CRcon for short.
Definition of C1 and IˆL For a category l ∈W , the group g0(l) is defined as (l, A, 0) if block
A is non-empty and (l, B, 0) otherwise. Analogously, define gq(l) as (l, B, q(l, B)) if the B-
block is non-empty and (l, A, q(l, A)) otherwise. Let G1 = G \⋃l∈W {g0(l), right(g0(l)), gq(l),
left(gq(l))} . That is, G1 contains all groups except for the two left- and rightmost groups
(see Figure 4) which are non-empty. Let C1 = {c ∈ C | R(c) ∈ G1} be the set of rounded
containers of a group in G1.
By rounding down every item from group g to the rounded width of containers from the
group right(g), we obtain a rounded instance IˆL. Formally, for each item i ∈ ILg with
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g ∈ G1 define a new item iˆ ∈ IˆL with h(ˆi) = h(i) and w(ˆi) = wR(c) for any c ∈ C with
R(c) = right(g). Note that with invariant property (I2), w(ˆi) ≤ w(i) for all i ∈ IL. Together
with h(ˆi) = h(i) we get
OPT(IˆL) ≤ OPT(IL) . (2.4)
Lemma 2.11. C1 is s-homogenous to IˆL with s ≤ 1 + 2.
Proof. By definition C1 is a set of rounded containers, where each container has height hB
and the width of the most wide item in its group. Let w1, . . . , wq denote these widths. The
set IˆL contains items of unchanged height and rounded-down width.
Let 1 ≤ j ≤ q. We consider the sets IˆL[j] and C1[j] containing the respective rectangles of
width wj . Let G[j] = {g ∈ G | ∃c ∈ C1[j] : R(c) = g} be the set of groups present in C1[j].
For each group g ∈ G1[j], items in IˆL of the group g′ = left(g) have width wj as they get
rounded down to the width of the rounded containers to the right. Therefore, we can write
the property from Definition 2.9 as∑
g∈G[j]
h(g′) ≤
∑
g∈G[j]
hBKg ≤ s
∑
g∈G[j]
h(g′) . (2.5)
To prove Equation (2.5), we show in the following for any group g ∈ G1 and g′ = left(g)
h(g′) ≤ hBKg ≤ sh(g′) . (2.6)
Before we can show Equation 2.6 we argue that two properties hold:
(i) Kg ≤ Kg′ ≤ Kg + 2l. By construction of G1, neither g nor g′ can be a flexible group.
Thus, we have fixed numbers of containers by (I3)-(I4). If g and g′ are in the same block,
Kg = Kg′ . If g′ is in block A and g in block B, we have Kg′ = 2lk and Kg = 2l(k − 1).
(ii) 2l(hB − 1) ≤ 2l(k − 1) ≤ Kg. The first inequality holds since hB ≤ k: The minimum
size on SIZE(IL) (Equation 2.3) implies hB ≤ 4ωhB SIZE(IL) − 1 which is not greater
than k. The second inequality follows from (I3)-(I4).
Now, the first inequality of eq. (2.6) can be proven:
h(g′)
(I5)
≤ (hB − 1)Kg′
(i)
≤ (hB − 1)(Kg + 2l) = KghB −Kg + 2l(hB − 1)
(ii)
≤ KghB .
It remains to prove the second inequality of Equation (2.6). Let K = maxg∈G1
Kg
Kg−1 and
H = hBhB−1 . By Lemma 2.12, which we prove later, HK ≤ s for s ≤ 1 + 2 and this gives us
hBKg =
hB
hB − 1
Kg
Kg − 1(hB−1)(Kg−1) ≤ HK(hB−1)(Kg−1) ≤ s(hB−1)(Kg−1) ≤ sh(g
′) ,
where the last inequality follows from (I5) and (i). Thus, C1 is s-homogenous to IˆL.
Lemma 2.12. Let K = maxg∈G1
Kg
Kg−1 and H =
hB
hB−1 . It holds that HK ≤ 1 + 2.
Proof. To prove the claim we show
(i) H ≤ 1 + γ for γ ≤ 1+ and
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(ii) K ≤ 1 + .
For property (i), let γ = 213−2 ≤ 1+ . By definition of hB it follows hB = 1 + γ. To show (ii),
let g ∈ G1. The minimum size assumption (Equation 2.3) implies 4ωhB SIZE(IL) − 2 ≥ 1+
and therefore we get
Kg ≥ 2l(k − 1) ≥ k − 1 =
⌊

4ωhB
SIZE(IL)
⌋
− 1 ≥ 4ωhB SIZE(IL)− 2 ≥
1 + 

,
where the first inequality is due to (I3)-(I4). The above statement is equivalent to 1− 1Kg ≥
1
1+ . Hence, K = maxg∈G1
Kg
Kg−1 = maxg∈G1
1
1− 1
Kg
≤ 1 + .
With the previous lemmas we are now able to the main theorem of this section.
Proof of Theorem 2.8. Let s = 1 + 2. By Lemma 2.11 C1 is s-homogenous to IˆL, so we can
apply Theorem 2.10 and get for any δ > 0
OPT(C1) ≤ s(1 + δ) OPT(IˆL) +O
(
1/δ2
)
hmax . (2.7)
By construction of G1, for each category l ∈W four groups were dropped from G to obtain
G1. Each of the groups has by (I3)-(I4) at most 2lk containers. As each container of category
l has by (I1) width at most 2−l , in one level of the strip 2l containers can be placed. Hence,
for each l ∈ W we need at most 4 · 2lk · 12l = 4k extra levels of height hB, causing additional
height of 4 |W |hBk. Note that
4hB |W | k ≤ 4hBωk = 4hBω
⌊

4ωhB
SIZE(IL)
⌋
≤  SIZE(IL) . (2.8)
Thus any packing of C1 can be turned into a packing of C, placing the missing containers
into extra levels of total height at most SIZE(IL) which gives us
OPT(C) ≤ OPT(C1) + SIZE(IL) . (2.9)
Finally, we can bound OPT(C) as follows:
OPT(C) ≤ OPT(C1) +  SIZE(IL) eq. (2.9)
≤ s(1 + δ) OPT(IˆL) + SIZE(IL) +O
(
1/δ2
)
hmax eq. (2.7)
≤ s(1 + δ) OPT(IˆL) + OPT(IL) +O
(
1/δ2
)
hmax SIZE ≤ OPT
≤ (s(1 + δ) + ) OPT(IL) +O
(
1/δ2
)
hmax eq. (2.4)
Setting δ = /s we finally get s(1+δ)+ = 1+4 as approximation ratio. As the maximum
height hmax is the container height hB, the additive term is O
(
1/δ2
)
hB = O
(
1/4
)
.
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2.4. Interim Conclusion: Offline Algorithm
So far we described how big and flat items get packed into containers and analyzed the prop-
erties of this approach: By Theorem 2.8, the rounded container instance is an approximation
to the strip packing problem of asymptotic ratio 1 + 4. Furthermore, solving the container
packing problem can be done via LP 2.4 since by Lemma 2.7 the number of rows is bounded
by O (ω ) = O (1 log 1).
Therefore, we could handle the offline scenario for big and flat items with the techniques
presented so far completely. A container assignment and a rounding function fulfilling the
invariant properties can be found as follows: Partition IL into I lL according to categories
l ∈ W . For each set I lL, assign the widest items of each category l to group (l, A, 0), the
second widest items to (l, A, 1), and so on, using 2lk containers for each group (except for the
last one). Block B remains empty. For property (I5), ensure that the total height of items
per group h(g) is just above the lower bound, i. e. h(g) ≤ (hB − 1)(Kg − 1) + 1.
Moreover, narrow items can be placed with a modified first fit algorithm into gaps of the
packing, presented in the later Section 4. An outline of the offline AFPTAS is given in
Algorithm 1.
Algorithm 1: Offline AFPTAS
1 Find a container assignment con and rounding function R fulfilling the invariant
properties.
2 Solve the container packing problem for CRcon via LP 2.4.
3 Obtain the packing by placing each item accordingly to the container assignment and
the internal packing structure of a container (see Figure 1a).
4 Place narrow items greedily into gaps (see Section 4).
3. Online Operations for Big and Flat Items
In this section we present operations that integrate arriving items into the packing structure
such that all invariant properties are maintained. The central operation for this purpose is
called Shift and introduced in Section 3.2. While the insertion of big items (Section 3.5.2)
is basically a pure Shift, inserting flat items has to be done more carefully like described in
Section 3.5.3. From now on, the instance IL at time step t is denoted by IL(t) and the arriving
item by it. Nevertheless, we omit the parameter t whenever it is clear from the context.
3.1. Auxiliary Operations
At first we define some auxiliary operations used in the Shift algorithm.
WidestItems(T, smin) returns a set of items S ⊆ T such that w(i) ≥ w(i′) for each i ∈ S, i′ ∈
T \ S and h(S) ∈ [smin, smin + 1). That is, it picks greedily widest items from T until
the total height exceeds smin.
Sink(c) places big items in container c on a contiguous stack starting from the bottom (gaps
due to removed items are closed). See Figures 5a to 5c.
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hB
(a) Given packing
hB
(b) Gaps due to absent items
hB
(c) After Sink
hB
(d) After Align
hB
(e) Overlapping item
hB
(f) After Stretch
Figure 5: Malformed packings due to inserted or removed items. Operations Sink, Align,
and Stretch restore the packing structure.
Align(u) places the containers of level u according to their actual widths (widest item inside)
left-aligned and without gaps. See Figures 5c to 5d. This operation is necessary for the
insertion of narrow items treated in the later Section 4.2, but for convenience already
presented here.
Stretch(u) resolves overlaps occurring when a new item i gets placed into a container c
with w(c) < w(i) ≤ wR(c). (see Figures 5f to 5e). Note that the level assignment is
according to the LP 2.4 which considers the rounded width wR(c) for a container c.
The conditions for the insertion of an item (given later in Section 3.2) ensure that only
items i with w(i) ≤ wR(c) get inserted into a container c. Therefore, after Stretch all
containers still fit into their level2.
Place(g, S) packs items in S into appropriate containers of group g. Depending on the item
type (big or flat), different algorithms are used, which will be present in Sections 3.5.2
and 3.5.3.
InsertContainer (Algorithm 2) reflects the insertion of the new containers in the LP/ILP-
solutions of LP 2.4. To maintain the approximation guarantee, it makes use of the
procedure Improve from [18]. Loosely speaking, calling Improve(α,x,y) on LP/ILP-
solutions x, y yields a new solution where the approximation guarantee is maintained
and the additive term is reduced by α. Further details are given in Section 3.5.4 and
Appendix A.
3.2. Shift Operation
The insertion of a set of items S into containers of a suitable group g may violate (I5). In
this case, the Shift operation modifies the container assignment such that (I1) to (I5) are
fulfilled.
2 Like shown in the later Section 4, the gaps in a level will be filled with narrow items. These will be
suppressed by the Stretch operation.
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Algorithm 2: Insertion of a container c
Input: x, y fractional and integral solutions to LP(CRcon)
1 Improve(1,x,y)
2 Let Pi the pattern such that Pi = {wR(c) : 1}
3 Set xi := xi + 1 and yi := yi + 1
The easy case is when h(g) + h(S) does not exceed the upper bound (hB − 1)Kg from
(I5). Then, all items in S can be packed into appropriate containers of g. This can be easily
seen with the following indirect proof: Assume that item i ∈ S can not be placed. Then,
each of the Kg containers is filled with items of total height greater than hB − 1. Thus,
h(g) + h(S) > Kg(hB − 1), which contradicts (I5).
Now assume that the insertion of items from S exceeds the upper bound by ∆ > 0 and
therefore violates (I5). Basically there are two ways to deal with this situation:
• Except for flexible groups, Kg = 2lk or Kg = 2l(k − 1). That is, we can not open new
containers and thus have to remove items of group g to make room for S. When the
removed items are the widest of the group g, they can be assigned to the group left(g)
while maintaining the sorting order (I2).
• The items in S can be placed into new containers if g is flexible and Kg not at its upper
bound. This procedure is also necessary if there is no group to the left of g.
The first of this two shift modes is called left group and the second new container. Further
details on both shift modes are given in the following.
Mode: Left group First, we analyze in which cases we can proceed like that. According to
invariant (I3)-(I4), there are two flexible groups, namely (l, A, 0) and (l, B, q(l, B)). In those
groups, the shift of items to the left group shall only be performed if a new container can not
be opened, i. e. Kg = 2lk for block A or Kg = 2l(k − 1) for block B (I3)-(I4). Furthermore,
this shift mode shall also not be used if g = (l, A,−1), that is, S contains items that were
shifted out from (l, A, 0) in the previous call of shift. Thus the condition for the shift mode
left group is:(
g = (l, A, 0)⇒ Kg = 2lk
)
∧
(
g = (l, B, q(l, B))⇒ Kg = 2l(k − 1)
)
∧ g 6= (l, A,−1) .
Now, we turn to the changes in the packing. In order to insert the items in S, we choose a
set of items Sout ⊂ ILg and move them to the group left(g). Since the sorting of items over
the groups (I2) must be maintained, Sout contains widest items of the group g. To keep the
amount of shifted items small, Sout is chosen such that h(Sout) is minimal but (I5) is fulfilled
again. WidestItems(ILg ∪S,∆) (see Section 3.1) is designed exactly for this purpose. Now,
we can remove the items Sout from the containers and close gaps in the stacks by Sink. Thus
there is enough room to place S (note that overlaps are resolved by Stretch, which is part
of the Place operation). The shifting process continues with Shift(left(g), Sout) in order to
insert the shifted out items.
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Mode: New container This mode is performed in all remaining cases, i. e. if(
g = (l, A, 0) ∧Kg < 2lk
)
∨
(
g = (l, B, q(l, B)) ∧Kg < 2l(k − 1)
)
∨ g = (l, A,−1) .
In the first two cases we are allowed to open a new container and therefore have a simple way
to maintain (I5) without violating other invariant properties. The last case g = (l, A,−1)
results from a shift out of the group (l, A, 0) when K(l,A,0) = 2lk holds. Then, the newly
opened container builds the new leftmost group in block A, temporarily called (l, A,−1). In
all cases, the residual items are packed into a new container c¯ (it will be shown later that
one container is enough). The new container gets placed via InsertContainer. Finally, a
renaming of groups in block A restores the notation (first group has index r = 0)
In Algorithm 3, which shows the entire shift algorithm, we require that the group g is
suitable for the set of items S, according to the following definition:
Definition 3.1 (Suitable group). For a group g, let wmin(g) resp. wmax(g) denote the
width of an item with minimal resp. maximal width in ILg. Set wmin(left((l, A, 0))) = ∞
and wmax(right((l, B, q(l, B)))) = 0. Group g = (l,X, r) is suitable for a new item i if
w(i) ∈ (2−(l+1), 2−l], wmin(left(g)) ≥ w(i), and wmax(right(g)) < w(i).
By the conditions from Definition 3.1, i is inserted into the correct width category (I1)
and maintains the sorting over the groups (I2).
Algorithm 3: Shift
Input: Group g ∈ G
Items S ⊂ IL, where g is suitable for each i ∈ S (Def. 3.1)
1 ∆ = h(g) + h(S)− (hB − 1)Kg
2 if ∆ ≤ 0 then // No violation of invariant (I5)
3 Place(g,S)
4 else
5 if shift mode = left group then
6 Sout = WidestItems(ILg ∪ S, ∆)
7 Remove Sout from g
8 Sink(cj) // For all affected containers cj
9 Place(g,S)
10 Shift(left(g), Sout)
11 else if shift mode = new container then
12 Let c¯ be new container of g
13 Place(g,S)
14 InsertContainer(c¯)
15 Rename groups in block A // First group gets index 0
16 end
3.2.1. Sequence of Shift Operations
According to Algorithm 3 a shift operation can end with a recursive call Shift(left(g), Sout).
Note that, due to the procedureWidestItems, h(Sout) > h(S) can hold. This way a sequence
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g0g1g2gj
S1 = S0outS
2 = S1outSj = Sj−1out
S0
· · ·· · · · · ·· · ·· · ·· · · · · ·· · ·gd
Sd = Sd−1out S
j+1 = Sjout
Figure 6: Shift sequence considered in Lemma 3.2 and Corollary 3.3
of shift operations can occur, where the height of shifted items grows in each part of the
sequence. We consider the shift sequence
Shift(g0, S0),Shift(g1, S1), . . . ,Shift(gd−1, Sd−1),Shift(gd, Sd)
(see Figure 6) and denote the values of S, Sout, and ∆ in the call Shift(gj , Sj) by Sj , Sjout,
and ∆j . The next lemma states that the total height of the shifted out items Sjout grows
linearly in j, the position in the shift sequence.
Lemma 3.2. For any j with 0 ≤ j ≤ d in the above defined shift sequence, h(Sjout) ≤
h(S0) + j + 1 .
Proof. First note that ∆j ≤ h(Sj) holds for each j by (I5). Further, the function Wides-
tItems(·,∆j) returns a set Sjout with h(Sjout) < ∆j + 1. For j = 0 it holds that h(S0out) <
∆0 + 1 ≤ h(S0) + 1. Now suppose h(Sjout) ≤ h(S0) + j + 1 for some j ≥ 0. Note that
Sj+1 = Sjout, thus h(S
j+1
out ) < ∆j+1 + 1 ≤ h(Sj+1) + 1 = h(Sjout) + 1. By assumption,
h(Sjout) ≤ h(S0) + j + 1 and thus h(Sj+1out ) ≤ h(S0) + (j + 1) + 1.
Corollary 3.3. In the shift sequence defined above, it holds that h(Sd) ≤ h(S0) + hB − 2.
Proof. The maximal total height of Sd occurs in the longest possible shift sequence, that is,
when g0 = (l, B, q(l, B)), gd−1 = (l, A, 0), and gd = (l, A,−1) hold. Note that Sd = Sd−1out .
We have d = q(l, A) + q(l, B) + 2 for some l ∈ W and with Lemma 2.7 (Equations (2.1)
and (2.2)) d ≤ 16ω/+2ω. Lemma 3.2 gives h(Sd−1out ) ≤ h(S0)+(d−1)+1 ≤ h(S0)+16ω/+2ω.
It remains to show 16ω/+ 2ω ≤ hB, which follows by definition of ω and hB.
Note that Corollary 3.3 implies that shifting a single item it into a group, we have h(Sd) ≤
h(it) + hB − 2 ≤ hB − 1. Therefore, one container is enough to pack all items in Sd arriving
in (l, A,−1).
3.3. ShiftA
In Section 3.5.1 we need an operation which moves one group from block B to block A
within one category l ∈W . This ShiftA operation, closely related to the dynamic rounding
technique adapted from [4], is considered in the following.
The characteristic property of groups in block B is the number of containers 2l(k−1), while
groups in block A have 2lk containers (invariant properties (I3)- (I4), except for flexible
groups). ShiftA enlarges the group (l, B, 0) by 2l additional containers such that it can act
as the new (l, A, q(l, A)) group. To fulfill (I5), widest items (similar to Shift) are moved from
group (l, B, 1) to (l, B, 0) such that (I5) is fulfilled for the group (l, B, 0) with 2l additional
containers. As items are taken from (l, B, 1), widest items from (l, B, 2) have to be shifted to
(l, B, 1) and so on.
18
It might be the case that the removal of items from the last group (l, B, q(l, B)) leads to a
violation of (I5) since there are too many containers for the total height of the residual items.
Then, some containers have to be emptied and removed. At the extreme, all containers of
the group get removed and thus (l, B, q(l, B) − 1) becomes the new group (l, B, q(l, B)) via
renaming.
Note that each of the 2l new containers of the new group (l, A, q(l, A)) has width at most
2−l and thus they can be placed in one level of height hB in the strip. Algorithm 4 shows
the steps explained above. Thereby, two auxiliary algorithms for the insertion and removal
of containers (Algorithms 5 to 6 ) occur, which are given in the following subsection.
Algorithm 4: ShiftA
Input: Width category l ∈W
1 Let gi = (l, B, i) for 0 ≤ i ≤ q(l, B)
2 Let c1, . . . c2l be new containers of group g0
3 for i=0 . . . q(l,B)-1 do
4 u =
{
2lk(hB − 1) if i = 0
2l(k − 1)(hB − 1) if i > 0
5 smin = u− h(gi)− 1
6 S = WidestItems(ILgi+1, smin)
7 Remove S from gi+1
8 Sink(cj) // For all affected containers cj
9 Place(S,gi)
10 end
11 Insert containers c1, . . . c2l via Algorithm 5
12 Rename g0 to (l, A, q(l, A) + 1)
// If necessary, remove containers from (l, B, q(l, B))
13 ∆ = (Kgq(l,B) − 1)(hB − 1)− h(gq(l,B))
14 if ∆ > 0 then
15 Empty
⌈
∆
hB−1
⌉
containers
16 Remove each of them via Algorithm 6
17 Renaming
The next lemma states how many containers have to be removed from a flexible group
when the total height of items falls below the lower bound of (I5). Note that Algorithm 4
behaves exactly accordingly to the lemma in Line 15.
Lemma 3.4. Assume that h(g) = (Kg − 1)(hB − 1)−∆ for a group g and ∆ > 0. Removing
d ∆hB−1e containers restores (I5).
Proof. Let δ =
⌈
∆
hB−1
⌉
. It is easy to show that h(g) ≥ (Kg − δ − 1)(hB − 1).
3.3.1. Insertion and Deletion of Containers
As a result of the ShiftA procedure, for a category l there are 2l containers that have to be
inserted into the packing. Instead of using Algorithm 2 for each single container, we rather
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use a slightly modified algorithm presented below. Since all containers have rounded width
wR(c) ≤ 2−l, they fit into one level of the strip. Hence, one single call of Improve, followed
by a change of the LP/ILP-solution, is enough. Algorithm 5 shows the steps for the insertion
of 2l new containers.
Algorithm 5: Insertion of containers c1, . . . , c2l for ShiftA
Input: x, y fractional and integral solutions to LP(CRcon)
1 Improve(1,x,y)
2 Let Pi the pattern s.t. Pi = {wR(c1) : 1, wR(c2) : 1, . . . , wR(c2l) : 1}
3 Set xi := xi + 1 and yi := yi + 1
Furthermore, containers of group (l, B, q(l, B)) may get deleted at the end of the ShiftA
algorithm. Analogously to the insertion of containers, modifications in the LP/ILP-solutions
are necessary to reflect the change of the packing. See Algorithm 6.
Algorithm 6: Deletion of a container c for ShiftA
Input: x, y fractional and integral solutions to LP(CRcon)
1 Let Pi a pattern containing wR(c)
2 Let Pj = Pi \ wR(c) be the pattern without wR(c).
3 Set xi := xi − 1 and yi := yi − 1
4 Set xj := xj + 1 and yj := yj + 1
3.4. Operations Maintain Properties
In this section we show that the operations Shift and ShiftA maintain all invariant proper-
ties (Lemma 3.5). Further, in Lemma 3.6 it is shown that also the LP/ILP-solutions (modified
by Algorithms 2, 5, and 6) stay feasible.
Lemma 3.5. Assume that the (I1)- (I5) are fulfilled by a container assignment con and a
rounding function R. Applying one of the operations Shift(g,S) for any g ∈ G and S with
h(S) ≤ hB − 1 and g is suitable for all i ∈ S, and ShiftA(l) for any l ∈W maintains (I1)-
(I5).
Proof. Implicitly, the operations modify both functions: The container assignment is changed
in the Shift and ShiftA algorithm due to the removal or placing of item sets. The rounding
function changes when new containers get assigned.
Shift Let g = (l,X, r). Each item assigned to group g by Shift is suitable for g or comes
from the group right(g). In the first case, (I1)- (I2) hold by Definition 3.1, in the latter case
by the fact that only widest items are moved to the left within the same category.
The number of containers only changes in the second shift mode (Lines 11 to 15 ). The
preconditions of the respective shift mode ensure that either an additional container does not
violate (I3)- (I4) since g is a flexible group, or the new container belongs to group (l, A,−1).
After the renaming this group becomes (l, A, 0), has only one container, and thus fulfills
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(I3). In the latter case groups in block B remain unchanged, thus in all cases (I3)- (I4) are
maintained.
Finally, the algorithm is designed to maintain property (I5) by shifting items of appropriate
height. If ∆ ≤ 0, then the new total height of items in group g is h(g) + h(S) = ∆ + (hB −
1)Kg ≤ (hB − 1)Kg. On the other hand, h(g) + h(S) ≥ (Kg − 1)(hB − 1) holds by the
assumption that (I5) is fulfilled beforehand and h(S) ≥ 0. Now assume ∆ > 0. We analyze
both shift modes separately.
Mode: Left group We have to show that the total height of items after the removal
of Sout and insertion of S lies in the interval [(hB − 1)(Kg − 1), (hB − 1)Kg]. Recall ∆ =
h(g) + h(S)− (hB − 1)Kg. It holds h(Sout) ≥ ∆ and thus
h(g)− h(Sout) + h(S) ≤ h(g)−∆ + h(S) = (hB − 1)Kg .
On the other side, h(Sout) < ∆ + 1 and thus
h(g)− h(Sout) + h(S) > h(g)−∆− 1 + h(S) = (hB − 1)Kg − 1 ≥ (hB − 1)(Kg − 1) ,
where the last inequality follows by hB ≥ 2. Hence, property (I5) is fulfilled.
Mode: New container In the case that a new container gets inserted into one of the
flexible groups (l, A, 0) or (l, B, q(l, B)), the number of containers Kg is changed to K ′g =
Kg + 1. We have to show that the new total height of items per group h(g) + h(S) lies in the
interval [(K ′g−1)(hB−1),K ′g(hB−1)]. Since ∆ > 0, it holds that h(g)+h(S) ≥ Kg(hB−1) =
(K ′g − 1)(hB − 1). By assumption, h(g) ≤ Kg(hB − 1) and h(S) ≤ hB − 1 hold, and thus
h(g) + h(S) ≤ Kg(hB − 1) + (hB − 1) = (Kg + 1)(hB − 1) = K ′g(hB − 1).
The remaining case is g = (l, A,−1). Then, we insert a single container into the empty
group g and have to show h(S) ∈ [(K ′g − 1)(hB − 1),K ′g(hB − 1)]. Since K ′g = 1, the lower
bound holds obviously for any h(S) ≥ 0. Again by assumption, h(S) ≤ hB − 1 = K ′g(hB − 1).
ShiftA Since items are moved between groups of the same category, (I1) can not be violated.
Let gi = (l, B, i) for 0 ≤ i ≤ q(l, B). Again, widest items are removed from one group gi+1
and then assigned to group gi, where gi = left(gi+1) and therefore (I2) is maintained. The
number of containers of group g0 is enlarged by 2l to 2l(k − 1) + 2l = 2lk. Hence, g0 can be
moved to block A afterwards while maintaining (I3). In block B, the number of containers
per group is not changed, except for gq(l,B), whose number of containers might be decreased.
But since (l, B, q(l, B)) is a flexible group, (I4) holds anyway.
The crucial part is again to show that (I5) is fulfilled after the ShiftA operation. The
new total height of items in group gi is h′(gi) = h(gi) + h(S) and due to the procedure
WidestItems we have h′(gi) = h(gi)+h(S) ≤ h(gi)+smin+1 = u and h′(gi) = h(gi)+h(S) ≥
h(gi) + smin = u− 1.
In the case i = 0, we have to show (2lk− 1)(hB − 1) ≤ h′(g0) ≤ 2lk(hB − 1) as g0 shall act
as new (l, A, q(l, A)) group. By definition of u, it holds that h′(g0) ≤ u = 2lk(hB − 1) and
h′(g0) ≥ u − 1 = 2lk(hB − 1) − 1 ≥ (2lk − 1)(hB − 1), where the last inequality follows by
hB − 1 ≥ 1.
For 1 ≤ i < q(l, B), the value of h′(gi) has to be in the interval [(2l(k−1)−1)(hB−1), 2l(k−
1)(hB − 1)]. We get similarly h′(gi) ≤ u = 2l(k − 1)(hB − 1) and again with hB − 1 ≥ 1 it
follows that h′(gi) ≥ u− 1 = 2l(k − 1)(hB − 1)− 1 ≥ (2l(k − 1)− 1)(hB − 1).
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It remains to analyze the case i = q(l, B). Items from group gq(l,B) are shifted to group
gq(l,B)−1 in order to fulfill (I5) for gq(l,B)−1. Therefore, the loss of total height in group gq(l,B)
is at most
smin + 1 = u− h(gq(l,B)−1)
≤ 2lk(hB − 1)− h(gq(l,B)−1)
≤ 2lk(hB − 1)− (2l(k − 1)− 1)(hB − 1)
= (2l + 1)(hB − 1) (3.1)
which can not be compensated by another shift, since (l, B, q(l, B)) has no right neighbor.
Instead, decreasing the number of containers will repair property (I5). Maybe, the loss of
items can be compensated (partially) because the previous total height h(g) was greater than
(Kgq(l,B) − 1)(hB − 1), the lower bound of (I5). For this purpose, define the actual amount of
height ∆ that is required to fulfill (I5): Let ∆ = (Kgq(l,B) − 1)(hB − 1)− h′(gq(l,B)). We have
h′(gq(l,B)) ≥ h(gq(l,B))− (smin + 1)
≥ (Kgq(l,B) − 1)(hB − 1)− (2l + 1)(hB − 1) eq. (3.1)
= (Kgq(l,B) − 2l − 2)(hB − 1)
and therefore
∆ = (Kgq(l,B) − 1)(hB − 1)− h′(gq(l,B))
≤ (Kgq(l,B) − 1)(hB − 1)− (Kgq(l,B) − 2l − 2)(hB − 1)
= (Kgq(l,B) −Kgq(l,B) + 2l + 1)(hB − 1)
= (2l + 1)(hB − 1) .
Clearly, if ∆ ≤ 0, nothing has to be done since (I5) is already fulfilled. Assuming ∆ > 0, by
Lemma 3.4 the removal of⌈ ∆
hB − 1
⌉
≤
⌈
(2l + 1)(hB − 1)
hB − 1
⌉
=
⌈
2l + 1
⌉
(3.2)
containers is enough. Since Algorithm 4 behaves exactly like this starting from Line 13, we
can conclude that (I5) is fulfilled for group gq(l,B) by adjusting the number of containers
appropriately.
Lemma 3.6. Assume that the (I1)- (I5) are fulfilled by a container assignment con and
a rounding function R. Let x and y be corresponding LP/ILP-solutions. Applying one of
the operations Shift, ShiftA defines new functions con′, R′ and new solutions x′, y′. The
solutions x′, y′ are feasible for the LP defined on the new rounded container instance CR′con′.
Proof. Again, we look at each operation separately.
Shift (Mode: Left group) The conditions from Definition 3.1 ensure that no item that
is inserted into a container increases the rounded width of that container. Therefore, each
container in CR′con′ has a smaller or equal width than in CRcon , i. e. wR
′(c) ≤ wR(c).
Since in this case the cardinalities of the rounding groups do not change (no container gets
inserted or removed), the right hand side in LP 2.4 does not change. All configurations of
CRcon can be transformed into feasible configurations of CR
′
con′ .
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Shift (Mode: New container) In this case, a new container c¯ is placed in a new level. The
algorithm InsertContainer reflects this action in the LP/ILP-solution: For the pattern Pi
that contains the rounded width of c¯ once the corresponding values xi and yi are increased
by one.
ShiftA The ShiftA algorithm can be seen as a series of shift operations where each operation
affects two neighboring groups. The new containers get inserted via Algorithm 5, the removal
of containers is done by Algorithm 6. Both algorithms are similar to InsertContainer.
Therefore, the claim can be shown analogously to Shift.
3.5. Insertion Algorithms
Before we can give the entire algorithms for the insertion of a big or flat item, we have to
deal with another problem: Remember that the parameter k, which controls the group sizes
by (I3)- (I4), depends on SIZE(IL(t)) and thus changes over time. Hence, for this section
we use the more precise notation k(t) =
⌊

4ωhB SIZE(IL(t))
⌋
. Let κ(t) = 4ωhB SIZE(IL(t)).
At some point t + 1, the value of k(t + 1) will increase such that k(t + 1) = k(t) + 1.
Obviously, we can not rebuild the whole container assignment to fulfill the new group sizes
required by (I3)- (I4) according to k(t+ 1). Instead, the block structure is exactly designed
to deal with this situation. By adjusting the ratio of the block sizes of A and B, the problem
mentioned above can be overcome. This dynamic block balancing technique was developed
in [4, Sec. 3.3] and is described in the following section.
3.5.1. Dynamic Block Balancing
All groups of block A that fulfill invariant (I3)- (I4) with parameter k(t) can act as groups
of block B with parameter k(t) + 1 = k(t+ 1). So assuming that block B is empty, renaming
block A into B fulfills the invariant properties. Note that with ShiftA we have an operation
that transfers a single group from block B to A.
Therefore, we have to ensure that whenever the (integer) value of k(t) is willing to increase
(i. e. κ(t) has a fractional value close to one), the block B is almost empty. Let the block
balance be defined as bb(t) = A(t)A(t)+B(t) , where A(t) and B(t) denote the number of groups in
the respective block summing over all categories. Note that bb(t) equals one if and only if the
B-block is empty.
Let frac (κ(t)) ∈ [0, 1) be the fractional part of k(t). To adjust the block balance to the
value of frac (κ(t)), we partition the interval [0, 1) into smaller intervals Ji:
Ji =
[
i
A(t) +B(t) ,
i+ 1
A(t) +B(t)
)
for i = 0, . . . , A(t) +B(t)− 1
Algorithm 7 shows the block balancing algorithm: A number d of groups is moved from block
B to A such that afterwards bb(t) ∈ Ji ⇐⇒ frac (κ(t)) ∈ Ji. Hence, block B is almost empty
when k(t) is willing to increase.
Lemma 3.7. Assume that frac (κ(t)) ∈ Ji. At the end of Algorithm 7 it holds that bb∗(t) ∈ Ji,
where bb∗(t) is the block balance after shifting d groups from B to A.
Proof. Let Jj be the interval containing bb(t), the block balance before the ShiftA operations.
We have to show that after performing d = i−j mod A(t)+B(t) ShiftA operations, it holds
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Algorithm 7: Block Balancing Algorithm
1 Let i s.t. frac (κ(t)) ∈ Ji
2 Let j s.t. bb(t) ∈ Jj
3 Set d = i− j mod A(t) +B(t)
4 for p=0 . . . d-1 do
5 if j + p = A(t) +B(t) then // Block B is empty
6 Rename Block A to Block B
7 shiftA(l) // for any suitable category l
8 end
that bb∗(t) ∈ Ji. Each call of ShiftA moves one group from B to A. Let bb′(t) be the block
balance after one single call of ShiftA. We have
bb′(t) = bb(t) + 1
A(t) +B(t) ≥
j
A(t) +B(t) +
1
A(t) +B(t) =
j + 1
A(t) +B(t)
and
bb′(t) = bb(t) + 1
A(t) +B(t) <
j + 1
A(t) +B(t) +
1
A(t) +B(t) =
j + 2
A(t) +B(t) .
Hence, bb′(t) ∈ Jj+1, where j + 1 can be seen as performed modulo A(t) + B(t): When
j + p = A(t) +B(t) for 0 ≤ p ≤ d− 1, the algorithm renames block A to B. Note that block
B is empty at this time since p calls of ShiftA were performed previously. After renaming,
the A block is empty and the block balance lies in the interval J0. As bb∗(t) denotes the block
balance after d calls of ShiftA, the interval index of bb∗(t) equals j + d mod A(t) + B(t) =
j + (i− j mod A(t) +B(t)) mod A(t) +B(t) = i .
For the migration analysis it is important how many groups are shifted between blocks.
The next lemma shows that the total number of groups shifted for the insertion of a set M
grows proportional with SIZE(M).
Lemma 3.8. Let t, t′ be two time steps and M the set of items inserted in between, i. e.
IL(t′) = IL(t) ∪M . Assume that each item i ∈ M causes one call of Algorithm 7 and let di
be the parameter d for item i. It holds that ∑i∈M di ≤ 8+2hB SIZE(M) + 1.
Proof. By definition, κ(t) grows linearly in SIZE(IL(t)), thus κ(t′) − κ(t) = 4ωhB SIZE(M).
We obtain an upper bound for the difference of the fractional parts: frac (κ(t′))− frac (κ(t)) ≤

4ωhB SIZE(M).
By Lemma 2.7, at each time t the total number of groups A(t) + B(t) is at most 16ω+2ω .
Hence, all intervals Ji have the length 1A(t)+B(t) ≥ 16ω+2ω . From Lemma 3.7 we know that
bb(t) ∈ Ji ⇐⇒ frac (κ(t)) ∈ Ji after each run of Algorithm 7. The total number of intervals
that can lie between κ(t′) and κ(t) can thus be bounded as follows:
∑
i∈M
di ≤
⌈
frac (κ(t′))− frac (κ(t))

16ω+2ω
⌉
≤
⌈ 
4ωhB SIZE(M)

16ω+2ω
⌉
≤ 8 + 2hB SIZE(M) + 1
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3.5.2. Insertion of Big Items
The insertion algorithm for a big item it given in Algorithm 8 is very simple: Basically, the
insertion of item it is done by the Shift algorithm called with a suitable group. Afterwards,
the block balancing presented in Section 3.5.1 is performed.
Algorithm 8: Insertion of a big item
Input: Item it ∈ IL
1 Find suitable group g = (l,X, r) according to Definition 3.1
2 Shift(g, {it})
3 BlockBalancing
It remains to give the Place algorithm which is used as a subroutine in Shift. For
each item i to be inserted, Algorithm 9 looks for a container where i can be added without
overfilling the container, places the item on top of the stack and calls Stretch to resolve
overlaps.
Algorithm 9: Placing of big items
Input: Group g, set of big items S
1 Let H(c) = ∑i∈IL:con(i)=c h(i)
2 for i ∈ S do
3 Find container c with R(c) = g and H(c) ≤ hB − h(i)
4 Place i on top of the stack for big items in c
5 Stretch(u), where u is the level of c
3.5.3. Insertion of Flat Items
The main difficulty of flat items becomes clear in the following scenario: Imagine that flat
items of a group g are elements of Sout = WidestItems(g,∆) in a shifting process. Remember
that generally each container from which items are removed has to be sinked, i. e. at most
|Sout| containers. In case of big items, due to their minimum height  we get |Sout| ≤ b∆/c.
In contrast, flat items can have an arbitrary small height and thus no such bound is possible.
But Sink on all Kg containers would lead to unbounded migration (since Kg depends on
SIZE(IL)). Therefore, we aim for a special packing structure that avoids the above problem
of sinking too many containers.
Like shown in Figure 1a, flat items build a sorted stack at the top of the container such
that the least wide item is placed at the top edge. Thereby, widest items can be removed
from the container without leaving a gap. To maintain the sorting, we introduce a buffer
for flat items called F -buffer. It is located in a rectangular segment of width 1 and height
ωy, somewhere in the packing, where y = |G| 2 + . Note that the additional height for the
F-buffer is bounded by ωy = O
(
 (log 1/)2
)
. The internal structure of the F-buffer is shown
in Figure 7: For each category l there are 2l slots in one level of height y. Items can be placed
in any slot of their category.
An incoming flat item may overflow the F-buffer, more precisely, the level of one category
in the F-buffer. For this purpose, Algorithm 10 iterates over all groups gq, gq−1, . . . , g0 of this
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l = 1
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l = blog 1/εc
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y
Figure 7: F-buffer contains 2l slots of height y for each category l.
category, where gq is the rightmost and g0 the leftmost group3. For each group, the set S
contains those items in the F-buffer for which g is a suitable group. The set S is split into
smaller subsets of total height at most 1, then each subset gets inserted via a single call of
Shift.
Algorithm 10: Insertion of a flat item
Input: Flat item it ∈ IL of category l
1 if it can be placed in the F-buffer then
2 Place it in the F-buffer
3 else
4 Let B(l) be the set of items in the buffer slots of category l
5 for j = q(l, A) + q(l, B) + 1, . . . , 0 do
6 Let gj =
{
(l, A, j) j ≤ q(l, A)
(l, B, j − q(l, A)− 1) j > q(l, A)
7 Let S = {i ∈ B(l) | gj is suitable for i}
8 Let S1, . . . , Sn be partition of S with h(Sr) ∈ (1− , 1] for all 1 ≤ r ≤ n.
9 for r = 1, . . . , n do
10 Shift(gj,Sr)
11 Remove S from B(l)
12 BlockBalancing
Algorithm 11 shows Place for flat items, required for Shift: The set of flat items S gets
partitioned into sets Sj each of total height at most 1. Then, each set Sj is placed into a
container analogously to Algorithm 9. Thereby, the stack of flat items needs to be resorted.
By choice of y, the slot height of the F-buffer, we get the following observation required for
a later proof:
Lemma 3.9. The for-loop in Line 8 of Algorithm 10 iterates at most O (1/) times.
Proof. The number of iterations is n ≤
⌈
h(S)
1−
⌉
. Thus is is enough to show h(S) ≤ O (1/).
Each category l has 2l slots of height y = |G| 2+. By Lemma 2.7 it follows |G| 2 ≤ 16+2 and
thus y ≤ 17. Further, the maximum slot number is 2blog 1/c ≤ 1/, therefore h(S) ≤ 17/.
3Note that the direction of the iterative shifting is crucial: Calling Shift for a group g may reassign items
in all groups left to g. Therefore, iterating from “right to left” is necessary to guarantee that after shifting
into group g, no group to the right of g is suitable for a remaining item in S. In other words, with this
direction one shift call for each group is enough, which is in general not true for the direction “left to right”.
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Algorithm 11: Placing of flat items
Input: Group g, set of flat items S
1 Let H(c) = ∑i∈IL:con(i)=c h(i)
2 Let S1, . . . , Sn be partition of S with h(Sr) ∈ (1− , 1] for all 1 ≤ r ≤ n.
3 for j = 1, . . . , n do
4 Find container c with R(c) = g and H(c) ≤ hB − h(Sj)
5 Add Sj to the stack of flat items and resort the stack
6 Stretch(u), where u is the level of c
3.5.4. Online-Approximation Guarantee
In Section 3.4 we shows that single Shift- and ShiftA-operations maintain the invariant
properties. This holds for Algorithms 8 and 10 as well.
Lemma 3.10. Algorithms 8 and 10 maintain all invariant properties and the LP/ILP-
solutions stay feasible.
Proof. Both algorithms use the Shift operation to insert new items. In Lemma 3.5 we showed
that this operation maintains the invariant properties if applied with a set S of items with
h(S) ≤ hB − 1. Thus, the claim follows by Lemma 3.5 if we can show the latter condition.
We show that for the first call Shift(g0, S0) it holds that h(S0) ≤ 1. Then, h(S) ≤ hB − 1
follows by Lemma 3.2 and Corollary 3.3. In case of big items (Algorithm 8), S0 contains a
single item, which has maximum height 1. For flat items (Algorithm 10), the partition of the
set S ensures that Shift is only called with items of total height 1.
Afterwards both algorithms call the block balancing Algorithm 7. Here, the crucial opera-
tion is ShiftA, but Lemma 3.5 already gives the claim. Also by Lemma 3.5, all changes to
the LP/ILP-solutions result in new feasible solutions.
However, since the packing height can increase due new containers, also the level assignment
gets changed in order to fulfill the approximation guarantee. Here, the crucial operation is
Improve called in Algorithms 2, 5, and 6 which we analyze in the following. The next
theorem is a modified version of Theorem 3 in [4] and justifies that we can apply Improve
on suitable LP/ILP-solutions x, y to obtain a solution with reduced additive term. The proof
of Theorem 3.11 is moved to Appendix A.
For a vector x, let nnz(x) denote the number of non-zero components. Let δ be a parameter
specified later. By Theorem 2.8, we have OPT(CRcon) ≤ (1 + ′) OPT(IL) + z for ′ = 4 and
z = O (1/4). Let ∆ = (1+ ′)(1+δ)−1 and m be the number of constraints in LP 2.4. Since
there is exactly one constraint for each occurring width (group), by Lemma 2.7 m ≤ 16ω +2ω.
Finally, let D = ∆ OPT(IL) +m+ (1 + δ)z. With the above definitions, we have
(1 + ) OPT(CRcon) ≤ (1 + ∆) OPT(IL) + (1 + )z . (3.3)
Theorem 3.11. Given a rounded container instance CRcon and an LP defined for CRcon, let
δ > 0, α ∈ N, and x be a fractional solution of the LP with
‖x‖1 ≤ (1 + ∆) OPT(IL) + (1 + δ)z , (3.4)
‖x‖1 ≥ 2α
(
1
δ + 1
)
, (3.5)
‖x‖1 = (1 + δ′) LIN(CRcon) for δ′ > 0 . (3.6)
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Let y be an integral solution of the LP with
‖y‖1 ≥ (m+ 2)
(
1
δ + 2
)
, (3.7)
‖y‖1 ≤ (1 + 2∆) OPT(IL) + 2(1 + δ)z +m. (3.8)
Further, let nnz(x) = nnz(y) ≤ D and xi ≤ yi for all 1 ≤ i ≤ n.
Then, algorithm Improve(α) on x and y returns a new fractional solution x′ with ‖x′‖1 ≤
(1 + ∆) OPT(IL) + (1 + δ)z − α and also a new integral solution y′ with ‖y′‖1 ≤ (1 +
2∆) OPT(IL) + 2(1 + δ)z + m − α. Further, nnz(x′) = nnz(y′) ≤ D, and for each com-
ponent we have x′i ≤ y′i. The number of levels to change in order to obtain the new packing
corresponding with y′ is bounded by O (m/δ).
Theorem 3.12. Assuming SIZE(IL(t)) ≥ 4ωhB (hB + 1), Algorithms 8 and 10 are AFPTASs
for the insertion of big and flat items with asymptotic ratio 1 + 2∆ for ∆ ∈ O ().
Proof.
Approximation Guarantee Let ∆, ′, z,m be defined as above and set δ = . Then, ∆ =
4+ + 2 = O (). We show by induction that the algorithms maintain a packing of height
h with
h ≤ (1 + 2∆) OPT(IL) + 2(1 + )z +m. (3.9)
Suppose that the packing corresponds with x and y, which are fractional/integer solutions
to LP (CRcon) such that ‖x‖1 = (1 + ) LIN(CRcon) and ‖y‖1 ≤ (1 + ) OPT(CRcon) +m. Further,
let nnz(x) = nnz(y) ≤ m and xi ≤ yi for all i ≤ n. Note that if x is a basic solution for the
LP relaxation with accuracy 1 + , a solution y with the above properties can be derived by
rounding up each non-zero entry of x. Since we obtain the container packing by an integral
solution y of the LP, the conclusion of Theorem 3.11 implies Equation (3.9). Therefore, the
remainder of the proof consists of two parts:
(i) We show that Theorem 3.11 is applicable for x, y, and α = 1 (since Improve is applied
only with α = 1).
(ii) We show that for all algorithms that modify the LP/ILP-solutions (Algorithms 2, 5,
and 6) the returned solutions fulfill the prerequisites of Theorem 3.11.
(i) By condition, SIZE(IL(t)) ≥ 4ωhB (hB + 1). We show that this implies SIZE(IL(t)) ≥
hB(m+ 2)(1δ + 2). The following equivalence holds using δ = :
4ωhB

(hB + 1) ≥ hB(m+ 2)
(
1
δ + 2
)
⇐⇒ 4ω(hB + 1) ≥ (m+ 2)(1 + 2)
The second inequality is true since 4(hB + 1) ≥ m + 2 and ω ≥ 1 + 2 for  ≤ 0.25.
Further, the following relation between SIZE(IL), ‖x‖1, and ‖y‖1 holds:
SIZE(IL) ≤ SIZE(Ccon) ≤ SIZE(CRcon) ≤ hB ‖x‖1 ≤ hB ‖y‖1 (3.10)
With SIZE(IL(t)) ≥ hB(m+ 2)
(
1
δ + 2
)
and Equation (3.10), ‖x‖1 ≥ (m+ 2)
(
1
δ + 2
)
≥
2
(
1
δ + 2
)
and ‖y‖1 ≥ ‖x‖1 ≥ (m+ 2)
(
1
δ + 2
)
follow. Hence, conditions (3.5) and (3.7)
are fulfilled.
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Figure 8: Shelf for narrow items of group r (dense)
Further, we have properties (3.6) (with δ′ = ), (3.8), and (3.4):
‖x‖1 = (1 + ) LIN(CRcon) ≤ (1 + ) OPT(CRcon)
(3.3)
≤ (1 + ∆) OPT(IL) + (1 + )z
‖y‖1 ≤ (1 + ) OPT(CRcon) +m
(3.3)
≤ (1 + ∆) OPT(IL) + (1 + )z +m
The last two conditions of Theorem 3.11 hold by assumption, thus it is applicable.
(ii) Since Algorithms 2, 5, and 6 all perform analog modifications on the LP/ILP-solutions, we
can consider them at once. Let x′ and y′ be the solutions returned by Improve(1,x,y)
before the update of single components. According to Theorem 3.11, ‖x′‖1 ≤ (1 +
∆) OPT(IL) + (1 + δ)z− 1 and ‖y′‖1 ≤ (1 + 2∆) OPT(IL) + 2(1 + δ)z+m− 1. Further,
x′ and y′ have the same number of non-zero entries and x′i ≤ y′i for each component.
Now, let x′′ and y′′ be the solutions finally returned by the algorithms. We have:∥∥x′′∥∥1 ≤ ∥∥x′∥∥1 + 1 ≤ (1 + ∆) OPT(IL) + (1 + δ)z ,∥∥y′′∥∥1 ≤ ∥∥y′∥∥1 + 1 ≤ (1 + 2∆) OPT(IL) + 2(1 + δ)z +m.
Since x′i and y′i get simultaneously increased or decreased, the properties x′′i ≤ y′′i and
nnz(x′′) = nnz(y′′) ≤ D hold. Also, since ‖x′′‖1 ≥ ‖x‖1 and ‖y′′‖1 ≥ ‖y‖1, eqs. (3.5)
and (3.7) are maintained. Finally, (3.6) holds, even if we have no real control about δ′.
Running Time The running time of the overall algorithm is clearly dominated by the opera-
tion Improve. Like in [18] and [4] we apply Improve on a LP with m = O (ω ) = O (1 log 1)
many rows, where the number of non-zero-entries is bounded from above by D. Therefore,
we obtain a running time polynomial in 1/ and |I(t)|, see [18] for further details.
4. Narrow Items
For narrow items we use the concept of shelf algorithms introduced by Baker and Schwarz [2].
The main idea is to place items of similar height in a row. For a parameter α ∈ (0, 1) item i
belongs to group r ∈ N\{0} if h(i) ∈ [(1−α)r, (1−α)r−1). Narrow items of group r are placed
into a shelf of group r, which is a rectangle of height (1 − α)r−1, see Figure 8. Analogously
to [2], we say a shelf of width w is dense when it contains items of total width greater than
w −  and sparse otherwise.
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When the instance consists of narrow items only, the concept of shelf algorithms yields
an online AFPTAS immediately. This is shown next in Section 4.1. However, the goal is
to integrate narrow items into the container packing introduced in Section 2. We show in
Section 4.2 how to fill gaps in the container packing with shelfs of narrow items. This first-
fit-algorithm for narrow items maintains an asymptotic approximation ratio of 1 +O (), as
finally shown in Lemma 4.7.
4.1. Narrow Items Only
Consider the following first-fit shelf algorithm: Place an item of group r into the first shelf
of group r where it fits. If there is no such shelf, open a new shelf of group r on top of the
packing.
Lemma 4.1. The shelf algorithm with parameter α = 21−2 yields a packing of height at most
(1 + ) OPT(IN ) +O
(
1/4
)
.
Proof. Let βr the number of shelfs of group r in the packing obtained by the shelf algorithm.
Further, for a group r let Ir = {i ∈ I | h(i) ∈ [(1 − α)r, (1 − α)r−1)} . Each dense shelf
for group r contains items of size at least (1 − α)r(1 − ), see Figure 8. Note that by the
first-fit-principle, for each group at most one shelf is sparse. Thus there are at least βr − 1
dense shelfs for each group r, hence SIZE(Ir) ≥ (βr − 1)(1− α)r(1− ), or equivalently
βr ≤ SIZE(Ir)(1− α)−r(1− )−1 + 1 . (4.1)
The packing consists of βr shelfs of height (1−α)r−1 for each group r (set βr = 0 if the group
does not exist). Therefore, the packing height is by Equation 4.1
∞∑
r=0
βr(1− α)r−1 ≤
∞∑
r=0
(
SIZE(Ir)(1− α)−r(1− )−1 + 1
)
(1− α)r−1 .
By splitting the sum and moving constant factors in front we get that the last term equals
1
(1− )(1− α)
∞∑
r=0
SIZE(Ir) +
∞∑
r=0
(1− α)r−1 ≤ (1 + ) SIZE(IN ) +
∞∑
r=0
(1− α)r−1 ,
where the inequality follows by definition of α and Ir. Since SIZE(IN ) ≤ OPT(IN ), the claim
follows if we can show that the additive term is O (1/4). This follows by the geometric series:∑∞
r=0(1− α)r−1 = 11−α
∑∞
r=0(1− α)r = 11−α 1α = O
(
1/4
)
.
4.2. Combination with Container Packing
As shown in Section 4.1 shelfs are a good way to pack narrow items efficiently. But before
opening a new shelf that increases the packing height, we have to ensure that the existing
packing is well-filled. Therefore, the idea is to fill gaps in the container packing with shelfs of
narrow items. Thereby, we define a gap is the rectangle of height hB that fills the remaining
width of an aligned level.
To simplify the following proofs, we introduce artificial D-containers filling the remaining
width of a container level completely and think of placing shelfs inside the D-containers. We
say that a D-container is full if shelfs of total height greater than hB−1 are placed inside. For
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Figure 9: D-containers are introduced to fill gaps in the container packing with shelfs.
this section, we call the containers for big and flat items (introduced in Section 2) C-containers
to distinguish them from D-containers that contain shelfs of narrow items.
A level is called well-filled if the total width of containers (including the D-container, if
existing) is at least 1 − 2, and badly-filled otherwise. Figure 9a shows a container packing
filled with D-containers: All levels are well-filled, assuming that the gray dashed area is of
total width less than 2. Note that a badly-filled level can be made well-filled by aligning
the C-containers with the Align operation and then define a D-container of the remaining
width.
Further, we introduce the term load: For a container-rectangle r, let LOAD(r) denote the
total size of items that are packed inside the rectangle r. Clearly, LOAD(r) ≤ SIZE(r). For
example, see the dense shelf r for group s in Figure 8: Here, LOAD(r) ≥ (1− α)s(w − ). If
R is a set of rectangles, we define LOAD(R) = ∑r∈R LOAD(r).
In the following, we use α =  as shelf parameter and set λ = 1/( − 2). Remember that
the total height of sparse shelfs is at most ∑∞r=0(1− )r−1 = 1/(− 2) = λ (see Section 4.1).
4.2.1. Insertion Algorithm
Similar to flat items, we need a buffer for narrow items. The N-Buffer is a rectangular
segment of height hB and width 1 placed somewhere in the strip. Items inside the N-buffer
are organized in shelfs.
First we define an auxiliary algorithm called Shelf-First-Fit. This algorithm tries to
find a position for a narrow item without increasing the packing height. It may not use the
N-buffer. If no such position exists, the algorithm returns false.
With Algorithm 12 as a subroutine, we can give the entire algorithm for the insertion
of narrow items in Algorithm 13. When an item can not be placed without increasing the
packing height, the (full) N-buffer gets flushed: For this purpose, the algorithm tries to find q
badly-filled levels, where q will be specified later. Aligning levels increases the area for shelfs,
but the following observation is crucial:
Assume that a D-container is filled with shelfs and its width gets increased due to an Align
operation. Placing a new shelf inside the new area does not maintain the shelf structure
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Algorithm 12: Shelf-First-Fit
Input: Narrow item i of group r
1 if there is a shelf of group r that can take i, place i there
2 else if a new shelf of group r can be opened without increasing the packing height, open
it and place i there
3 else return false
Figure 10: Placing a new shelf into the empty area of an enlarged D-container does not main-
tain the shelf structure in general.
and thus not the lower bound on its load (see Figure 10 for an example). Therefore, when
aligning a level, items in the respective D-container get temporarily removed. After aligning
q levels, removed items from former D-containers, the buffer items, and the current item get
inserted via Shelf-First-Fit. This way, the shelf structure in the enlarged D-containers is
maintained.
Finally, if there still remain items (for example, because there were too few badly-filled
levels), new shelfs are opened on top of the packing. The next lemma states an important
invariant property of Algorithm 13.
Algorithm 13: Insertion of a narrow item
Input: Narrow item i
1 if i can be placed via Shelf-First-Fit or in the N-buffer, place i
2 else
// N-Buffer is full. Align badly-filled levels
3 Let L be the set of badly-filled levels
4 for u ∈ L, but at most q times do
5 Align(u)
6 Remove items in D-container, if existing
7 Define empty D-container filling the remaining width
8 end
9 Empty N-buffer
10 Let S be the set of all removed items from Lines 6 and 9, and item i
11 Try to reinsert each j ∈ S via Shelf-First-Fit
12 For remaining items: Open new shelfs of width 1 on top of the packing
Lemma 4.2. Algorithm 13 aligns at most q = O (1/) levels and after repacking, the N-buffer
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is empty. Further, if it increases the packing height, all levels are well-filled and D-containers
are full.
Proof. For the first claim, note that the total size of i and items from the N-buffer is at
most hB + . We prove afterwards in Lemma 4.3 that q = O (1/) is an appropriate choice.
Afterwards in Line 9, the N-buffer is emptied. The last claim follows immediately from the
description of the algorithm.
Lemma 4.3. In Algorithm 13, aligning q = O (1/2) levels is enough to (re-)insert items of
size at most hB + .
Proof. The crucial point is that narrow items of all aligned levels may also have to be rein-
serted. Let W (D) be the total width of D-containers in q aligned levels before aligning. The
load of this D-containers is thus at most W (D)hB. Therefore, narrow items of total size at
most hB + +W (D)hB have to be (re-)inserted.
Next, we analyze the minimum load of a shelf packing in the enlarged D-containers. Let
D′ be the set of D-containers after aligning. We have |D′| = q. Let d′ ∈ D′ be the enlarged
container to d ∈ D. Each D-container gets enlarged in width by at least 2, i. e. w(d′) ≥
w(d) + 2 for all d′ ∈ D. For the load of a single D-container, we subtract  from the width
and 1 from the height, thus LOAD(d′) ≥ (w(d′)−)(1−)(hB−1) ≥ (w(d)+)(1−)(hB−1).
The factor 1− is due to height differences inside the groups. Thus, the total load of containers
in D′ is
LOAD(D′) ≥
 ∑
d′∈D′
LOAD(d′)
− λ ≥ (1− )(hB − 1)(W (D) + q)− λ ,
where the term λ is due to sparse shelfs. In the remainder of the proof, we show
(1− )(hB − 1)(W (D) + q)− λ ≥ hB + +W (D)hB , (4.2)
i. e. all items that have to be reinserted fit into the enlarged D-containers of the q aligned
levels. Note that no D-container in an aligned level has a width greater than 1 − 3, thus
W (D) ≤ (1− 3)q. Let z = (1− )(hB − 1) and y = (1− 3)(z − hB). We show
(y + z)q ≥ hB + + λ , (4.3)
which implies Equation (4.2), since Equation (4.2) is equivalent to W (D)(z − hB) + zq ≥
hB + + λ and we have
W (D)(z − hB) + zq = −W (D)(hB − z) + zq
≥ −(1− 3)q(hB − z) + zq W (D) ≤ (1− 3)q
= (1− 3)q(z − hB) + zq
= (y + z)q
≥ hB + + λ eq. (4.3) .
It holds that y + z ≥ 12 and with q = 2/2 it follows that (y + z)q ≥ 12q = 24/2 ≥
13/2 + + 1/2 ≥ hB + + λ, thus Equation (4.3) is shown.
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Figure 11: Containers of group g have total load at least h(g)wmax(g′).
4.2.2. Analysis
The goal of this subsection is to show that if Algorithm 13 increases the packing height,
the packing up to the previous height is well-filled. As the first step, we analyze the load
of C-containers in the following lemma. The ideas in the proof are similar to those used in
Section 2.3.
Lemma 4.4. Let Ccon be a container instance. Then, LOAD(Ccon) ≥ (1− 2) SIZE(Ccon)−
O (ω/3).
Proof. We write C instead of Ccon for short. For a category l ∈W , the group g0(l) is defined
as (l, A, 0) if block A is non-empty, and otherwise (l, B, 0). Let G1 = G\⋃l∈W g0(l). Further,
let g ∈ G1 and g′ = right(g). With (I3)- (I4) we have Kg ≥ Kg′ (set Kg′ = 0, if g′ is not
defined).
First, we consider the load of containers of the group g. Let C(g) = {c ∈ C | R(c) = g}
be the set of such containers. By (I2), each container of group g contains items of width at
least wmax(g′) (see Figure 11) and height h(g). We have:
LOAD(C(g)) ≥ h(g)wmax(g′)
≥ (hB − 1)(Kg − 1)wmax(g′) (I5)
= (hBKg − hB −Kg + 1)wmax(g′)
= hBKgwmax(g′)− (hB +Kg − 1)wmax(g′)
≥ hBKg′wmax(g′)− (hB +Kg − 1)wmax(g′) Kg ≥ Kg′
≥ SIZE(C(g′))− (hB +Kg − 1) wmax(g′) ≤ 1 (4.4)
Now consider the set of groups G2 = G1 \ ⋃l∈W right(g0(l)) (i. e. we drop also the (l,X, 1)-
groups from G). Let g′ = right(g) for all g ∈ G1. Then, {g′ | g ∈ G1} = {right(g) | g ∈ G1} =
G2. Furthermore, let C1, C2 be the sets of container rectangles of groups G1, G2. Summing
over each group in G1 gives the total load of containers in C1:
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LOAD(C1) =
∑
g∈G1
LOAD(C(g))
≥
∑
g∈G1
SIZE(C(g′))− (hB +Kg − 1) eq. (4.4)
=
∑
g∈G2
SIZE(C(g))−
∑
g∈G1
hB +Kg − 1
≥ SIZE(C2)− |G1| (hB +K∗g − 1) ,
where K∗g = maxg∈G1 Kg. As the next step, we show |G1| (hB + K∗g − 1) ≤ SIZE(IL) +
O (ω/3), implying
LOAD(C1) ≥ SIZE(C2)− SIZE(IL)−O
(
ω/3
)
. (4.5)
With (I3)-(I4) we get K∗g ≤ 2lk ≤ 1k = 1
⌊

4ωhB SIZE(IL)
⌋
≤ 14ωhB SIZE(IL) . Since G1
contains less than |G| ≤ ω
(
2 + 16
)
groups (by Lemma 2.7), it follows that
|G1|K∗g ≤ ω
(
2 + 16

) 1
4ωhB
SIZE(IL) =
2+ 16
4hB
SIZE(IL) ≤ SIZE(IL) .
Further, the term |G1| (hB − 1) is bounded by O
(
ω/3
)
, as hB ∈ O
(
1/2
)
. Thus, Equa-
tion (4.5) is shown. Like in the proof of Theorem 2.8 (Equation (2.8)), all containers
of (l,X, 0)-groups can be placed in k levels of height hB. Clearly, the same holds for
(l,X, 1)-groups and thus SIZE(C2) ≥ SIZE(C) − 2ωhBk ≥ SIZE(C) − SIZE(IL). Using
LOAD(C) ≥ LOAD(C1), Equation (4.5), and the last inequality with SIZE(IL) ≤ SIZE(C)
completes the proof.
The next lemma shows a similar result for D-containers.
Lemma 4.5. Let D be the set of all full D-containers in a packing of height h′ (see Figure 9a).
Assuming that in each D-container the loss of width is at most 2, it holds that LOAD(D) ≥
(1− 2) SIZE(D)− 2h′ − λ.
Proof. We first consider a single full D-container d ∈ D like shown in Figure 9b. The loss in
height is at most 1 and the loss of width by assumption at most 2. Further, multiplying the
height with factor 1−  regards height differences in the groups, thus:
LOAD(d) ≥ (1− )(w(d)− 2)(hB − 1)
= (1− ) (w(d)hB − w(d)− 2(hB − 1))
≥ (1− )w(d)hB − w(d)− 2(hB − 1) .
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Sparse shelfs can waste a total area of at most λ, therefore
LOAD(D) =
∑
d∈D
LOAD(d)
− λ
≥
∑
d∈D
(1− )w(d)hB − w(d)− 2(hB − 1)
− λ
= (1− ) SIZE(D)−
∑
d∈D
w(d)
− |D| 2(hB − 1)− λ
and with ∑d∈D w(d) = SIZE(D) 1hB it holds further
=
(
1− − 1
hB
)
SIZE(D)− 2 |D| (hB − 1)− λ
≥ (1− 2) SIZE(D)− 2h′ − λ ,
where the last inequality follows from 1/hB ≤  and |D| ≤ h′/hB.
The next corollary uses Lemmas 4.4 and 4.5 to bound the total load of a container packing
filled with D-containers.
Corollary 4.6. Let C be a container instance and let a packing of C, filled with D-containers,
of height h′ be given. Let Iaux be the set of all big, flat, and narrow items in the packing. If
all levels are well-filled and all D-containers are full, then SIZE(Iaux) ≥ (1−4)h′−O
(
ω/3
)
.
Proof. According to Lemma 4.4, C-containers are filled with LOAD(C) ≥ (1−2) SIZE(C)−z
for z = O (ω/3). For the sake of simplicity, we can assume that each level is aligned and
that the remainder is filled by a D-container: The load is the same as if the level would be
aligned and filled by an empty D-container. An unaligned but well-filled level has gaps of
total width at most 2. Hence, the D-container would have a loss of width of at most 2 and
we can apply Lemma 4.5.
As h′ is the packing height and also the total area of the packing (in a strip of width 1),
SIZE(D) = h′ − SIZE(C) and it holds further
SIZE(Iaux) = LOAD(C) + LOAD(D)
≥ (1− 2) SIZE(C)− z + (1− 2) SIZE(D)− 2h′ − λ
= (1− 2) SIZE(C) + (1− 2)(h′ − SIZE(C))− 2h′ − z − λ
= (1− 4)h′ − z − λ .
Since both terms z and λ are dominated by O (ω/3), the claim is proven.
Recall that Algorithm 13 only increases the packing height if all levels are well-filled and
all D-containers are full, thus we obtain the following result. The main argument and the
notation of Lemma 4.7 is similar to [21].
Lemma 4.7. Let h′ be the height of the container packing. Algorithm 13 returns a packing
of height hfinal , such that hfinal ≤ max
{
h′, (1 + ′) SIZE(I) +O (ω/3)}, where ′ ∈ O ().
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Proof. If Algorithm 13 does not reach Line 12, hfinal = h′ and thus the claim holds trivially.
Now suppose that Algorithm 13 opens at least one new shelf in Line 12 placed on top of
the packing. By Lemma 4.2, all levels are well-filled and all D-containers are full, and thus
we can apply Corollary 4.6. Each horizontal segment in the packing is of one of two types:
Either it is a container-level of height hB (containing C- and D-containers) or a shelf of width
1 (containing narrow items). Let h′ be the total height of container-levels and h′′ the total
height of shelfs of width 1. Hence, hfinal = h′ + h′′. We partition the set of items I into
Iaux like in Corollary 4.6 and IN ′, the set of narrow items placed in shelfs of width 1. Let
′ = 11−4 − 1 ∈ O () and z = (1 + ′)O
(
ω/3
)
. Then, the conclusion of Corollary 4.6 is
equivalent to:
h′ ≤ (1 + ′) SIZE(Iaux) + z (4.6)
Further, with Lemma 4.1 we can bound the packing height for the shelfs of width 1. Remember
that the N-buffer causes additional height of hB. If we see it as part of the shelf packing, we
get from the proof of Lemma 4.1 with α = :
h′′ ≤ 1(1− )2 SIZE(IN
′) + λ+ hB (4.7)
The final packing height hfinal can be bounded as follows:
hfinal = h′ + h′′
≤ (1 + ′) SIZE(Iaux) + z + 1(1− )2 SIZE(IN
′) + λ+ hB eq. (4.6),(4.7)
≤ (1 + ′) SIZE(Iaux) + (1 + ′) SIZE(IN ′) + λ+ hB + z
= (1 + ′) SIZE(I) + λ+ hB + z I = Iaux ∪˙ IN ′
Again, the additive terms λ, hB, and z are bounded by O
(
ω/3
)
.
4.3. Changes in the Container Packing
So far we assumed a static layout of D-containers. But as the width of C-containers may
change due to inserted or removed items, D-containers also change in width. Moreover, when
the pattern (see LP 2.4) of a level changes, D-containers have to be redefined. In both cases,
narrow items may have to be reinserted. This two scenarios are considered in the following.
4.3.1. Stretch Operation and Narrow Items
The Stretch operation (introduced in Section 3.1) changes the position of containers in one
level such that no item overlaps with a C-container. When the stretched level includes a
D-container, this may overfill a level (see the example in Figure 12). In the worst case, all
items from a maximal filled D-container have to repacked, i. e. items of total size (1 − )hB.
Lemma 4.3 bounds the repacking size with qhB in this case.
4.3.2. Repacking of Levels
Recall that Algorithm 2 makes use of the operation Improve, which changes some components
in the LP/ILP-solutions that represent the level configuration. In the packing several levels
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Figure 12: Overlapping items (dark colored) after Stretch operation
are repacked, which requires that the D-containers have to be rebuilt. The new set of D-
containers may have a lower load since the widths change and thus sparse shelfs can occur.
The next lemma bounds the total area of narrow items that may have to be packed outside
the new D-containers.
Lemma 4.8. Assume that the packing of C-containers changes in p levels. Let D be the set
of D-containers in this levels before repacking and D′ the set of new defined D-containers in
the repacked and aligned levels. Then, LOAD(D)− LOAD(D′) ≤ O (p/) + λ.
Proof. The proof is similar to the one of Lemma 4.3. Let W (D) be the total width of the
containers in D. Clearly, LOAD(D) ≤ hBW (D). The total area of the new containers in D′
does not decrease in comparison to D, but the new defined shelfs can have a smaller load. An
analog argument like in the proof of Lemma 4.3 gives LOAD(D′) ≥ (1− )(hB − 1)(W (D)−
p)− λ. Since each D-container has width at most 1−  < 1, it holds that W (D) < p. Thus:
LOAD(D)− LOAD(D′)
≤ hBW (D)− (1− )(hB − 1)(W (D)− p) + λ
= hBW (D)− (1− )(hB − 1)W (D) + (1− )(hB − 1)p+ λ
= W (D)(hB − (hB − 1− hB + )) + (1− )(hB − 1)p+ λ
< W (D)(1 + hB) + p+ λ
= p(1 + hB + ) + λ
The claim follows by 1 + hB +  = O (hB) = O (1/).
4.4. Overall Algorithm
So far we presented online algorithms for the case where only narrow items are present (Sec-
tion 4.1) and an algorithm that fills gaps in the container packing with narrow items (Algo-
rithm 13). Recall that the container packing approach requires a minimum size of IL.
Therefore, it remains to show how to handle the general setting, where narrow items arrive,
while SIZE(IL(t)) is possibly too small for the container packing. For this purpose, the overall
Algorithm 14 works in one of two modes: In the semi-online mode, small instances of IL are
packed offline and arbitrary large instances of IN online. In contrast, in the online mode, the
techniques of Sections 2 to 4 are applied.
Semi-online mode The top-level structure of the packing in the semi-online mode is shown
in Figure 13. It is divided into three parts:
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Figure 13: Top-level sketch of the packing in the semi-online mode
• To avoid that flat items cause a huge amount of repacking, we use an F-buffer for flat
items like introduced in Section 3.5.3, but with slot height y = 2 + .
• When the F-buffer overflows or a new big item arrives, a new packing of IL(t), including
all items from the F-buffer, is obtained by the algorithm of Kenyon and Rémila (K&R)
[21]. In the strip, we reserve a segment of fixed height H for the changing packings of
IL(t), where H is the packing height of a maximum instance of IL(t).
• Narrow items are packed separately on top of the packing via the shelf algorithm de-
scribed in Section 4.1.
Online mode As soon as SIZE(IL(t)) ≥ 4ωhB (hB + 1), we go over to use Algorithms 8, 10,
and 13, depending on the item type.
Algorithm 14: Insertion of an item in the general setting
Input: Item it
1 if SIZE(IL(t)) < 4ωhB (hB + 1) then // Semi-online mode
2 if it is flat then
3 Place it in the F-buffer.
4 if it is big or F-buffer overflows then
5 Pack IL(t) (incl. items in the F-buffer and it) with K&R
6 Replace packing of IL(t− 1) with the new packing
7 if it is narrow then
8 Place it via shelf packing
9 else // Online mode
10 Use Algorithms 8, 10 or 13 depending on the type of it.
The following theorem states that the overall Algorithm 14 returns a packing of the desired
packing height.
Theorem 4.9. Let h be the height of the packing returned by Algorithm 14. It holds that
h ≤ (1 +O ()) OPT(I) + poly(1/).
Proof. In the semi-online mode, the packing consists of two segments of constant height
ωy = O
(
log 1
)
and H = O
(
ωhB
2

)
(see Figure 13) and the shelf packing of height h′. By
Lemma 4.1, h′ ≤ (1 + ) OPT(IN ) +O
(
1/4
)
. Therefore, the total packing height is at most
(1 + ) OPT(IN ) +O
(
1/4
)
+O
(
log 1
)
+O
(
ωhB
2

)
≤ (1 + ) OPT(I) + poly(1/).
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In the online mode, Lemma 4.7 bounds the final packing height after insertion of narrow
items with hfinal ≤ max
{
h′, (1 + ′) SIZE(I) +O (ω/3)}, where h′ is the height of the con-
tainer packing and ′ ∈ O (). In the case hfinal = h′, we need the result from Theorem 3.12.
Equation (3.9) states h′ ≤ (1 + 2∆) OPT(IL) + 2(1 + )z+m, where ∆ = O (), z = O
(
1/2
)
,
and m = O
(
1
 log
1

)
. With OPT(IL) ≤ OPT(I), the claim follows. In the other case
hfinal > h
′, the claim follows directly by SIZE(I) ≤ OPT(I) and ω = O
(
1
 log
1

)
.
5. Migration Analysis
Let Repack(t) denote the total size of repacked items at time t ≥ 1, i. e. at the arrival of
item it. Recall out notion of amortized migration: While in [24] for the migration factor
µ holds Repack(t) ≤ µ SIZE(it), we say that an algorithm has amortized migration factor
µ if ∑tj=1 Repack(j) ≤ µ SIZE(I(t)), where I(t) = {i1, . . . , it}. A useful interpretation of
amortized migration is the notion of repacking potential, also used by Skutella and Verschae
in [26]. Each arriving item it charges a global repacking budget with its repacking potential
µ SIZE(it). Repacking a set of items R costs SIZE(R) and is paid from the budget.
If we waant to show that µ is the amortized migration factor, it suffices to show that the
budget is non-negative at each time:
Lemma 5.1. Let Φ(t) denote the repacking budget at time t and assume Φ(0) = 0. If Φ(t) ≥ 0
at each time t ≥ 1, it holds that ∑tj=1 Repack(j) ≤ µ SIZE(I(t)).
The proof of Lemma 5.1 follows by a standard argument for potential functions, see [7, Sec.
17.3].
5.1. Repacking of Operations
As the first step we consider the repacking performed by the two major operations Shift and
ShiftA used for the insertion of a big or flat item. In the following analysis we use the values
ω, d, q, hB, p as defined in previous chapters. See Table 1 for a summary.
5.1.1. Shift
In general, shifting an item it into a group is followed by a sequence of shift operations and
thus the repacking performed in each shift operation sums up to the total repacking. The
maximum amount of repacking occurs in a sequence beginning in group (l, B, q(l, B)) and
ending in group (l, A,−1). Therefore, we consider the sequence of shift operations
Shift(g0, S0),Shift(g1, S1), . . . ,Shift(gd−1, Sd−1),Shift(gd, Sd)
with S0 = {it}, g0 = (l, B, q(l, B)), gd−1 = (l, A, 0), and gd = (l, A,−1). See Figure 14.
Like in Section 3.2.1, let Sj and Sjout be the sets S, Sout for the call Shift(gj , Sj). For the
maximum amount of repacking we can assume
h(Sj) = h(Sj−1out ) ≤ h(Sjout) . (5.1)
Lemma 5.2. The total repacking in the above defined shift sequence is at most O
(
qhBd
2

)
.
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g0· · ·gd · · ·· · ·gd−1
it
g1
Repacking
operations
Place
Sink
Place
Sink
Place
Sink
Insert
Container
Stretch Stretch Stretch
Figure 14: Repacking in a maximum shift sequence
Proof. Repacking in the Shift operation (Algorithm 3) is performed by the auxiliary opera-
tions Sink, Place, Stretch, and InsertContainer. Note that the repacking of the first
three operations depends on their position in the shift sequence. An operation is at position
j if it is performed as part of Shift(gj , Sj). First we analyze the repacking of the operations
Sink, Place, Stretch at position j with 0 ≤ j ≤ d.
Sink The Sink operation is necessary for each container that contains a big item from
Sjout. Since each big item has minimum height , the number of big items in S
j
out is at most⌊
h(Sjout)/
⌋
. Hence, the same bound holds for the number of affected containers. Flat items
in Sjout do not cause sinking (see Section 3.5.3). The repacking for each sinked container is at
most hB, thus we get
Repack_Sink(j) ≤
⌊
h(Sjout)

⌋
hB ≤ h(Sjout)
hB

. (5.2)
Place (without Stretch) Remember that the placing differs depending on the item type: Big
items get placed via Algorithm 9 without repacking, while placing flat items via Algorithm 11
requires resorting of containers. For a worst-case analysis we assume Sj to consist of flat
items solely. When placing the set Sj with Algorithm 11, the repacking size is at most nhB,
where n is the size of the partition in Line 8. A partition into at most
⌈
h(Sj)/(1− )⌉ + 1
sets can be found greedily. Using Equation (5.1) gives
Repack_Place(j) ≤
(⌈
h(Sj)
1− 
⌉
+ 1
)
hB ≤ h(Sjout)
hB
1−  + 2hB . (5.3)
Stretch First, we bound the number of containers where items from Sj could be placed. Let
Sj be partitioned into Sjb and S
j
f , the sets of big and flat items. Items from S
j
b can be placed
in at most
⌊
h(Sjb )/
⌋
containers since each big item as minimum height . As analyzed in the
previous paragraph, flat items get placed in at most h(S
j
f
)
1− +2 containers. With Equation (5.1)
we get ⌊
h(Sjb )

⌋
+
h(Sjf )
1−  + 2 ≤
h(Sjb )

+
h(Sjf )

+ 2 = h(S
j)

+ 2 ≤ h(S
j
out)

+ 2
as the total number of containers where new items may be placed. Each placing in a container
is followed by a Stretch operation, which repacks containers of one level. In addition, a
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D-container with narrow items has to be repacked. Using the result from Lemma 4.3, the
repacking for one stretched level is bounded by hB + qhB = O (qhB).
Repack_Stretch(j) ≤
(
h(Sjout)

+ 2
)
O (qhB) = h(Sjout) · O
(
qhB

)
+O (qhB) (5.4)
InsertContainer Corollary 3.3 states that the total height of items that have to be packed
into new containers is at most h(S0)+hB−2 ≤ hB−1. Therefore, exactly one container gets
inserted. The insertion of a container via Algorithm 2 makes use of Improve, which repacks
p levels. In addition, according to Lemma 4.8, narrow items of maximum size O (p/)+λ have
to be reinserted. With Lemma 4.3, at most O(p/)+λhB+ = O
(
p
hB
)
times q levels get aligned.
Using hB = O (q) gives:
Repack_InsCon ≤ phB +O
(
p
hB
)
qhB = O (pq) +O
(
pq

)
= O
(
pq

)
(5.5)
Conclusion Sinking, placing, and stretching occurs in the first d of the d + 1 shift steps.
With Equations (5.2) to (5.4) , this repacking is at most of size:
d−1∑
j=0
Repack_Sink(j) + Repack_Place(j) + Repack_Stretch(j)
≤
d−1∑
j=0
(
h(Sjout)
hB

)
+
(
h(Sjout)
hB
1−  + 2hB
)
+
(
h(Sjout) · O
(
qhB

)
+O (qhB)
)
=
(
hB

+ hB1−  +O
(
qhB

))d−1∑
j=0
h(Sjout)
+ d (2hB +O (qhB))
= O
(
qhB

)d−1∑
j=0
h(Sjout)
+ d · O (qhB)
(∗)= O
(
qhBd
2

)
+O (dqhB)
= O
(
qhBd
2

)
(5.6)
where (∗) holds since h(Sjout) ≤ j + 3 +  for h(S0) = h(it) ≤ 1 (Lemma 3.2) and with the
Gauss sum ∑d−1j=0 h(Sjout) ≤∑d−1j=0 j + 3 +  ≤∑d−1j=0 O (j) = O (d2) follows.
Additionally, the repacking due to InsertContainer is by Equation (5.5) at most O (pq ).
As p = O (d2) (see Table 1), the first three operations dominate the total repacking.
5.1.2. ShiftA
The steps performed in Lines 6-9 of Algorithm 4 (ShiftA) are analog to Lines 6-9 of Algo-
rithm 3 (Shift), except for the height of the shifted items. Therefore, we reduce these parts
of ShiftA to Shift, in order to make use of Equations (5.2) to (5.4) .
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Table 1: Variables used for the migration analysis
Symbol Meaning Asymptotic bound Reference
ω # categories O
(
log 1
)
Lemma 2.7
d max. length of shift sequence O
(
1
 log
1

)
Lemma 2.7
q # aligned levels in Algorithm 13 O (1/2) Lemma 4.3
hB container height O
(
1/2
)
Section 2.3
p # repacked levels by Improve O
(
1
2 log
1

)
Theorem 3.11
Lemma 5.3. The total repacking performed in one call of Algorithm 4 is at most O
(
qhB
2ω
2
)
.
Proof. After the for-loop in Algorithm 4, there are three more sources of repacking: First,
the 2l new containers get inserted with Algorithm 5. Then, some items of group (l, B, q(l, B))
might be moved to other containers within the group. Finally, some containers may get
deleted by Algorithm 6. First, we consider the steps analog to Shift.
Sink, Place, Stretch Let b = q(l, B). For each iteration j ≤ b of the for-loop in Algorithm 4,
let Sj be the set S defined in Line 6. Repacking operations are sinking the containers with
items from Sj (in group gj+1), placing Sj (in group gj) and stretching of levels affected by
the placing of Sj . Therefore, we can apply Equations (5.2) to (5.4) if we set Sjout = Sj . With
the definition of u in Line 4 of Algorithm 4 we get
h(S0) ≤ smin + 1 = u− h(g0)
(I5)
≤ 2lk(hB − 1)− ((2l(k − 1)− 1)(hB − 1)
= (2l + 1)(hB − 1)
and for 1 ≤ j < b
h(Sj) ≤ smin + 1 = u− h(g0)
(I5)
≤ 2l(k − 1)(hB − 1)− ((2l(k − 1)− 1)(hB − 1)
= hB − 1 .
Since b ≤ q(l, A) + q(l, B) = O (ω ) (by Lemma 2.7), it follows 2l + b = O (ω ), and thus∑b−1
j=0 h(Sj) ≤ (2l + 1)(hB − 1) + (b− 1)(hB − 1) = (2l + b)(hB − 1) = O
(
ωhB

)
. Analogously
to Lemma 5.2 we get
b−1∑
j=0
Repack_Sink(j) + Repack_Place(j) + Repack_Stretch(j)
= O
(
qhB

)b−1∑
j=0
h(Sj)
+O (bqhB) = O
(
qhB
2ω
2
)
. (5.7)
Repacking of q(l, B) At most d ∆hB−1e containers have to be emptied and by Equation (3.2)
this term is at most d2l + 1e. Therefore,
Repack_EmptyCon ≤
⌈
2l + 1
⌉
hB = O
(
hB

)
. (5.8)
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Insert / Delete Containers Algorithm 5 needs one call of Improve, analogously to the
proof for Shift (Equation (5.5)) the size of repacking is at most O (pq ). Before containers
get deleted, contained items are repacked into other containers, which is already treated
above. There are at most d2l + 1e containers that may get deleted (see above), each of them
requires a single call of Algorithm 6.
Repack_InsDelCon ≤ O
(
pq

)⌈
2l + 1
⌉
= O
(
pq
2
)
. (5.9)
Conclusion Using Equations (5.7) to (5.9) , we notice that the operations Sink, Place,
and Stretch dominate the overall repacking:
O
(
qhB
2ω
2
)
+O
(
hB

)
+O
(
pq
2
)
= O
(
qhB
2ω
2
)
.
5.2. Putting it together
Now we are able to analyze the amortized migration factor of the presented algorithm. Let it
be the item inserted at time t ≥ 1. For the amortized analysis we use the notion of repacking
potential, thus let Φ(t) = Φ(t− 1) +µ SIZE(it)−Repack(t) be the total budget at time t and
assume Φ(0) = 0.
5.2.1. Insertion of a Big or Flat Item
Let Γ be the maximum total size of repacking in a shift sequence. By Lemma 5.2, Γ =
O
(
qhBd
2

)
. First we need the following result, regarding the amount of repacking caused by
the block balancing algorithm:
Lemma 5.4. The block balancing procedure (Algorithm 7) for a set of itemsM causes repack-
ing of size at most O
(
qhBω
2
)
SIZE(M).
Proof. Lemma 3.8 states that the total number of moved groups for the insertion of M is at
most 8+2hB SIZE(M)+1. According to Lemma 5.3, moving one single group via ShiftA causes
repacking of sizeO
(
qhB
2ω
2
)
. That is, the total repacking is at mostO
(
qhB
2ω
2
) (
8+
2hB SIZE(M) + 1
)
= O
(
qhBω
2
)
SIZE(M).
Since big items have a minimum size we immediately get the following result even without
amortization:
Lemma 5.5. Inserting a big item via Algorithm 8 has migration factor µ = O
(
qhBd
2
3
)
.
Proof. The first repacking source in Algorithm 8 is Shift, whose repacking size is at most Γ .
Additionally, the block balancing (Algorithm 7) causes repacking. Considering a single big
item it, Lemma 5.4 with M = {it} bounds the repacking size with O
(
qhBω
2
)
. Since this term
is dominated by Γ , the total repacking in Algorithm 8 is O (Γ ). Each big item has minimum
size 2, thus µ = O(Γ )
2 = O
(
qhBd
2
3
)
.
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The insertion of a flat item is closely related to the procedure for big items. But since flat
items get buffered before the Shift operation, here the amortized analysis comes into play.
Lemma 5.6. Inserting a flat item via Algorithm 10 has amortized migration factor µ =
O
(
qhBd
2
4
)
.
Proof. Let it be the inserted item of category l and let µ = O
(
1
3
)
Γ . If it can be inserted
without overflowing the F-buffer, no repacking is performed. Now suppose that an overflow
occurs. Then, each of the 2l slots contains items of width at least 2−(l+1) and total height
at least y −  = |G| 2. Consequently, all slots of category l contain items of total size at
least 2l2−(l−1) |G| 2 = 12 |G| 2. None of those items used its repacking potential so far, thus
Φ(t− 1) ≥ µ12 |G| 2 = O (1/) |G|Γ .
The repacking in Algorithm 10 is due to Shift, which is called |G(l)|n times, where |G(l)| ≤
|G| denotes the number of groups of category l and n the size of the partition (see Line 8). By
Lemma 3.9, n ≤ O (1/). Like in the case of big items (Lemma 5.5), the repacking of ShiftA
is dominated by the repacking for Shift. Hence, Repack(t) ≤ O (1/) |G|Γ and Φ(t) ≥ 0.
5.2.2. Insertion of a Narrow Item
Lemma 5.7. The insertion of a narrow item with Algorithm 13 has amortized migration
factor µ = O (q) = O (1/2).
Proof. Let µ = (q+1)hB(1−)2(hB−1−λ) . If it can be placed in the N-buffer or via Shelf-First-Fit, no
repacking is performed. Now assume that it can not be placed in the N-buffer. Recall that the
N-buffer has width 1 and height hB, where sparse shelfs have total height at most λ. Thus, a
full N-buffer contains items of total size at least (1− )2(hB − 1− λ). All buffer items and it
did not use their repacking potential so far, thus Φ(t) ≥ (1− )2(hB − 1− λ)µ−Repack(t) =
(q + 1)hB − Repack(t).
On a buffer overflow, Algorithm 13 aligns at most q levels of height hB. Repacking the items
from the buffer into the aligned levels (respectively on top of the packing) causes additional
repacking of size at most hB. Hence, Repack(t) ≤ (q + 1)hB and thus Φ(t) ≥ 0. As λ ≤ 1/2
and therefore (hB − 1− λ) = Ω(hB), it holds that µ = O (q).
5.2.3. Migration Factor of the Overall Algorithm
Recall that the overall Algorithm 14 has two modes (semi-online and online). In the following
lemma we consider the semi-online mode.
Lemma 5.8. In the semi-online mode, Algorithm 14 has amortized migration factor µ =
O
(
ωhB
2
3
)
.
Proof. Let µ = 4ωhB
3 (hB + 1). For flat and narrow items we again use the notion of repacking
potential.
Case: it is big Since the size of the instance is bounded from above, Repack(t) ≤ SIZE(IL(t))
≤ 4ωhB (hB + 1). With the minimum size 2 of big items, the migration factor µ = O
(
ωhB
2
3
)
follows.
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Case: it is flat When it can be placed without buffer overflow, no repacking is performed.
Now suppose that it can not be placed in any buffer segment of category l. Then, each of
the 2l slots of category l is filled with items of width at least 2−(l+1) and total height greater
than y −  = 2, hence there are items of total size at least 2l(2−(l+1) · 2) = 1. None of the
items from the buffer used its repacking potential so far, thus Φ(t) ≥ 1 · µ − Repack(t). We
have Repack(t) ≤ SIZE(IL(t)) ≤ 4ωhB (hB + 1) ≤ µ and thus Φ(t) ≥ 0. After the repacking,
all slots of each category in the buffer are empty.
Case: it is narrow The narrow item gets placed into an existing shelf or into a new shelf on
top of the packing. In both cases, no repacking is performed and thus nothing is to show.
The next theorem restates the main result if this work (Thereom 1.2) in more precise terms.
Theorem 5.9. Algorithm 14 is a robust AFPTAS for the online strip packing problem with
amortized migration factor µ = O
(
1
10
(
log 1
)2)
.
Proof. The approximation guarantee is already shown in Theorem 4.9, and the running time
is clearly dominated by Improve, see the proof of Theorem 3.12. The migration factor is
analyzed in Lemma 5.8 for the semi-online mode and in Lemmas 5.5 to 5.7 for the online
mode. Using the asymptotic bounds for the values ω, q, d, hB given in Table 1 we get the
following amortized migration factors:
Semi-online mode O
( 1
7
log 1

)
Lemma 5.8
Online mode, big item O
(
1
9
log
(1

)2)
Lemma 5.5
Online mode, flat item O
(
1
10
log
(1

)2)
Lemma 5.6
Online mode, narrow item O
( 1
2
)
Lemma 5.7
Thus, the insertion of a flat item via Algorithm 10 dominates the overall migration factor.
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A. Proof of Theorem 3.11
In order to proof Theorem 3.11, we need two other results from [18]. For a vector x, let nnz(x)
denote the number of non-zero components.
Theorem A.1 (Theorem 8 from [18]). Let δ > 0, α ∈ N, and x be a solution of the LP with
‖x‖1 ≤ (1 + δ) LIN , (A.1)
‖x‖1 ≥ 2α
(
1
δ + 1
)
. (A.2)
Let y be an integral solution of the LP and D ≥ δ LIN such that
‖y‖1 ≤ LIN +2D , (A.3)
‖y‖1 ≥ (m+ 2)
(
1
δ + 2
)
. (A.4)
Further,
nnz(x) = nnz(y) , (A.5)
xi ≤ yi ∀1 ≤ i ≤ n . (A.6)
The algorithm Improve(α,x,y) then returns a fractional solution x′ with ‖x′‖1 ≤ (1 +
δ) LIN−α and an integral solution y′ where one of the two properties hold: ‖y′‖1 = ‖y‖1 − α
or ‖y′‖1 = ‖x′‖1 + D. Further, nnz(x′), nnz(y′) ≤ D, and the distance between y′ and y is
bounded by ‖y′ − y‖1 ∈ O
(
m+α
δ
)
.
Corollary A.2 (Corollary 9 from [18]). Let δ′ ≥ δ and x be a solution of the LP with
‖x‖1 = (1 + δ′) LIN , (A.7)
‖x‖1 ≥ 2α
(
1
δ + 1
)
. (A.8)
Further, for some D ≥ δ′ LIN let
‖y‖1 ≤ LIN +2D , (A.9)
‖y‖1 ≥ (m+ 2)
(
1
δ + 2
)
, (A.10)
and it holds that
nnz(x) = nnz(y) , (A.11)
xi ≤ yi ∀1 ≤ i ≤ n . (A.12)
Then, algorithm Improve(α,x,y) returns a fractional solution x′ with ‖x′‖1 ≤ ‖x‖1−α = (1+
δ′) LIN−α and an integral solution y′ where one of the two properties hold: ‖y′‖1 = ‖y‖1−α
or ‖y′‖1 = ‖x‖1−α+D. Further, nnz(x′), nnz(y′) ≤ D, and the distance between y′ and y is
bounded by ‖y′ − y‖1 ∈ O
(
m+α
δ
)
.
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Proof of Theorem 3.11
Proof. By Theorem 2.8, we have OPT(CRcon) ≤ (1 + ′) OPT(IL) + z for ′ = 4 and z =
O (1/4). Let ∆ = (1+′)(1+δ)−1 and m ≤ 16ω +2ω be the number of groups (Lemma 2.7).
Finally, let D = ∆ OPT(IL) +m+ (1 + δ)z. With the above definitions, it holds that
(1 + ) OPT(CRcon) ≤ (1 + ∆) OPT(IL) + (1 + )z . (A.13)
Depending on the case δ′ ≤ δ or δ′ > δ, we apply Theorem A.1 or Corollary A.2.
Case: δ′ ≤ δ At first, we check the prerequisites of Theorem A.1. Properties (A.2) and (A.4)
to (A.6) hold by condition. Property (A.1) holds since
‖x‖1 = (1 + δ′) LIN(CRcon) ≤ (1 + δ) LIN(CRcon) .
For eq. (A.3), we first show that D can be bounded from below:
D = ∆ OPT(IL) +m+ (1 + δ)z
= ((1 + δ)(1 + ′)− 1) OPT(IL) +m+ (1 + δ)z
= ((1 + δ)(1 + ′)− 1)
(
OPT(CRcon)
1 + ′ −
z
1 + ′
)
+m+ (1 + δ)z
= (1 + δ) OPT(CRcon)−
OPT(CRcon)
1 + ′ +
z
1 + ′ +m
> δOPT(CRcon)
≥ δ LIN(CRcon)
Now we can show the second part of eq. (A.3):
‖y‖1 ≤ (1 + 2∆) OPT(IL) + 2(1 + δ)z +m
≤ 2∆ OPT(IL) + OPT(CRcon) + 2(1 + δ)z +m
≤ 2∆ OPT(IL) + LIN(CRcon) +m+ 2(1 + δ)z +m
= 2(∆ OPT(IL) +m) + LIN(CRcon) + 2(1 + δ)z
= 2D − 2(1 + δ)z + LIN(CRcon) + 2(1 + δ)z
= LIN(CRcon) + 2D
Hence, Theorem A.1 is applicable. Therefore, Improve(α,x,y) returns solutions x′, y′ such
that ∥∥x′∥∥1 ≤ (1 + δ) LIN(CRcon)− α
≤ (1 + δ) OPT(CRcon)− α
≤ (1 + δ)((1 + ′) OPT(IL) + z)− α
= (1 + δ)(1 + ′) OPT(IL) + (1 + δ)z − α
= (1 + ∆) OPT(IL) + (1 + δ)z − α .
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Moreover, in the case ‖y′‖1 = ‖x′‖1 +D it holds that∥∥y′∥∥1 = ∥∥x′∥∥1 +D
≤ (1 + ∆) OPT(IL) + (1 + δ)z − α+D
= (1 + ∆) OPT(IL) + (1 + δ)z − α+ ∆ OPT(IL) +m+ (1 + δ)z
= (1 + 2∆) OPT(IL) + 2(1 + δ)z +m− α .
In the case ‖y′‖1 = ‖y‖1−α, the claim follows immediately by condition (3.8). The remainder
of the claim follows by the corresponding implications of Theorem A.1.
Case: δ′ > δ Here, we apply Corollary A.2 and again show the prerequisites first. By
condition, Properties (A.7), (A.8), and (A.10) to (A.12) hold and it remains to show eq. (A.9).
Note that ‖y‖1 ≤ LIN(CRcon) + 2D holds for the same reason as in the case δ′ ≤ δ. Therefore,
we only have to show D ≥ δ′ LIN(CRcon):
‖x‖1 = (1 + δ′) LIN(CRcon)
≤ (1 + ∆) OPT(IL) + (1 + δ)z
= OPT(IL) + ∆ OPT(IL) + (1 + δ)z
≤ LIN(IL) +m+ ∆ OPT(IL) + (1 + δ)z
≤ LIN(CRcon) +m+ ∆ OPT(IL) + (1 + δ)z
= LIN(CRcon) +D
Hence, D ≥ (1+δ′) LIN(CRcon)−LIN(CRcon) = δ′ LIN(CRcon). Thus, we can apply Corollary A.2.
Improve(α,x,y) returns solutions x′, y′ such that∥∥x′∥∥1 ≤ ‖x‖1 − α ≤ (1 + ∆) OPT(IL) + (1 + δ)z − α .
For the integral solution y′, in the case ‖y′‖1 = ‖x‖1 − α+D it holds that∥∥y′∥∥1 = ‖x‖1 − α+D
≤ (1 + ∆) OPT(IL) + (1 + δ)z +D − α
= (1 + ∆) OPT(IL) + (1 + δ)z + ∆ OPT(IL) +m+ (1 + δ)z − α
= (1 + 2∆) OPT(IL) + 2(1 + δ)z +m− α .
And in the case ‖y′‖1 = ‖y‖1−α, condition (3.8) gives the claim directly. Again, the remaining
properties of the claim follow by the corresponding implications of Corollary A.2.
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