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Abstract
This paper is a culmination of our new foundations for recursive analysis through recursive
topology as reported in Kalantari and Welch (Ann Pure Appl. Logic 93 (1998) 125; 98 (1999)
87). While in those papers we developed groundwork for an approach to point free analysis and
applied recursion theory, in this paper we blend techniques of recursion theory with those of
topology to establish new 5ndings. We present several new techniques di6erent from existing
ones which yield interesting results. Incidental to our work is a unifying explanation of various
schools of study for recursive analysis.
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1. Introduction
The present paper continues the work we began in Point-free topological spaces,
functions, and recursive points; (lter foundation for recursive analysis, I [6] and
Recursive and nonextendible functions over the reals; (lter foundation for recursive
analysis, II [7]. While in those papers we established some preliminaries and set a
foundation, here and in a sequel [9] we blend the techniques of recursion theory and
topology to reveal new connections between them.
In [6,7] we developed a point-free approach to the study of topological spaces and
functions on them and used it as a platform to study recursive points and functions
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on recursively presentable spaces. (In fact, our spaces are somewhat more general
ones that we call semi-recursively presentable. For this paper, the requirements on our
spaces are gathered in a short subsection at the end of Section 2.)
We distinguished two types of recursive functions: those that are de5ned at all
points of the space, and those that fail to be de5ned at some nonrecursive points.
These latter functions we called quantum recursive functions. We showed that our
recursive functions de5ned on all points behave as one would hope, namely that on
R they are equivalent to the functions studied by Goodstein [4], Pour-El and Richards
[12], and others. Though we did not explicitly state the fact, a similar proof establishes
that our quantum recursive functions are equivalent to the functions studied by CeFGtin
[1], Shanin [14], ZaslavskiFG [19], and others.
It is in fact the equivalence of our quantum functions with those studied by the
Russians, the equivalence of our total functions with those studied by Pour-El and
Richards, and the relations between our approach and the ‘Type-2 Theory of E6ectiv-
ity’, (see Weihrauch [18]), as well as the clarity a6orded by the point free approach,
that encourages much of our work. Though our context is formally point-free, we have
not hesitated in studying it to refer to points and to thus build a link between recursive
topology (where a point-free approach is particularly germane since recursive points
are de5ned as limits of sequences of approximants) and classical topology. In regard to
this see, for instance, our discussion of the resolution of a space in [6], which formal-
izes the notion of point for us, and our construction in [7] of a nonextendible quantum
recursive function, where we use classical procedures in R to build a recursive object
in our point-free version of R.
In the present paper, we considerably extend our work of comparing classical and
point-free approaches in order to obtain a clearer view of the classical underpinnings
of some of the apparently pathological constructions discovered by the Russian school.
This leads us to consider in particular the points that can be excluded from the domain
of a quantum recursive function, which we call avoidable points, and which are, of
course, nonrecursive. We contrast these points both with the recursive points and with
those nonrecursive points that must, under all circumstances, be included in the domains
of quantum recursive functions, which we call shadow points.
The matter basically rests on: A quantum recursive function is continuous on its
domain, and the complement of its domain, if nonempty, is a countable union of
perfect sets of avoidable points. The domain must contain all the recursive points, all
the shadow points, and at least some of the avoidable points. The set of all avoidable
points is a set of 5rst Baire category which, in Rn, contains the full measure of the
space. The set of all shadow points is thus of second category, and in Rn has measure
0. Both sets are dense, regardless of the space. Furthermore, in Rn, n¿2, the set of
avoidable points is connected, while the set of shadow points is not. There is a natural
method of accessing a set of avoidable points using what we call a recursive avoidance
function (de5ned in Section 4), and the set acquired in this way is the spectrum of the
avoidance function. Every avoidable point lies in many such spectra. Every nonempty
spectrum is a perfect set. Some sets of avoidable points can also be accessed through
the use of 01 trees of basic open sets with no recursive branches, and those trees can
be made to be recursively bounded, at least in all instances of interest to us in this
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paper (Section 9). The existence of recursively bounded 01 trees with no recursive
branches was 5rst reported by Jockusch and Soare in [5]. Certain sets of shadow points
can also be got via 01 trees, but in this case the trees cannot be recursively bounded;
this 5nding is reported in the sequel [9]. A very comprehensive exposition of the
theory of 01 sets and their use in recursive mathematics can be found in Cenzer and
Remmel [3].
Quantum recursive functions have certain ‘nice’ properties. For instance, in [7] we
showed that those on R satisfy the Intermediate Value Theorem just as if they were
total continuous functions. In this paper we show that the intersection of a uniformly re-
cursively enumerable sequence of these functions is also a quantum recursive function.
Because we build our recursive functions via point-free techniques, we have to be
careful that the mappings from open sets to open sets that de5ne them work as ad-
vertised; that is, that they truly generate mappings from points to points. This is the
matter of honesty addressed in Sections 3 and 11. In Section 3 we show that any such
function that behaves properly for the recursive points in its domain, even if dishonest
on some nonrecursive input, has an honest equivalent.
Finally, Section 12 brieMy describes the similarities and the contrasts between our
approach and 5ndings in recursive analysis and those of some other schools. Speci5-
cally, we compare our work and the works of the Russian School, classical recursive
analysis, and Type-2 Theory of E6ectivity.
2. Denitions, background results, and essential properties
We recall some basic de5nitions and results from our papers [6,7], and, at the end
of the Section, 5x the essential topological and recursion theoretic properties of the
spaces of our study.
For any set A, ‖A‖ will denote the cardinality of A, while if A⊆R, |A| will denote
the Lebesgue measure of A.
Denition 2.1. Let X be a topological space with subbasis . A sequence {i : i∈!}
of basic open sets is a sharp (lter in 〈X; 〉 if the following conditions hold:
1. (∀i)(i+1⊆ i), and
2. (∀; )[( O⊆ )⇒∃i[(i ∩ = ∅)∨ (i ⊆ )]].
We say  resolves 〈; 〉 if ( O⊆ )⇒ [(∩ = ∅)∨ (⊆ )]. (Note that if O is not
a subset of , then  resolves 〈; 〉 trivially.) When a sequence {i : i∈!} satis5es
clause (2) for 5xed  and , we say that it resolves 〈; 〉. We will refer to property
(2) as the resolution property.
When 〈X; 〉 is a ‘nice’ space, a sharp 5lter’s elements intersect to a single point.
Denition 2.2. We say A= {i : i∈!} converges to x, or x is the limit of A, and write
A↘ x, if ⋂ i = {x}.
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Denition 2.3. For A = {i : i∈!} and B= {i : i∈!} sharp 5lters, we say A is equiv-
alent to B, and write A≡B, if (∀i)[i ∩ i = ∅].
Denition 2.4. Let X be topological space with basis .  is compactible if every
member of  has compact closure.
Denition 2.5. A space 〈X; 〉 is called resolvable if X is regular and 1◦ countable
and  is a compactible basis.
Denition 2.6. Let X be a topological space with subbasis . Then 〈X; 〉 is completely
connected if X a connected space and  is a subbasis of connected sets.
Denition 2.7. In the space 〈X; 〉, a point x∈X is -pseudo-rational if for some
∈, we have x∈ @. A point which is not -pseudo-rational is -pseudo-irrational.
The set of all -pseudo-rational points will be denoted by Rat(X ), and the set of all
-pseudo-irrational points by Irr(X ). When the context is clear, we might drop the
reference to  and X in the above terms.
Proposition 2.8. Let 〈X; 〉 be a resolvable space with X connected and  countable.
Then each of Rat(X ) and Irr(X ) is dense in X.
Denition 2.9. Consider a topological space 〈X; 〉. Then 〈X; 〉 is said to be semi-
recursively presentable if = {n : n∈!} is countable and for ; ∈, each of the
following predicates is recursive:
1. ⊆,
2. O⊆ , and
3. ∩ = ∅.
Denition 2.10. A topological space 〈X; 〉 is recursively presentable if = {n : n∈!}
is countable and for ; ; 1; : : : ; k ∈, each of the following predicates is recursive:
1. ⊆1 ∪ · · · ∪k ,
2. O⊆ 1 ∪ · · · ∪k , and
3. ∩ = ∅.
Denition 2.11. Let (X; ) be a semi-recursively presentable space,  = {i : i∈!},
and let A= {i : i∈!} be a sharp 5lter in . Then A is recursive if there is a recursive
function f :!→! such that for every i; i = f(i). We also say A is represented by
f or f represents A.
Denition 2.12. Consider 〈X; 〉, a semi-recursively presented, resolvable, topological
space, and let x∈X . Then x is -recursive if there is a recursive sharp 5lter A
with A↘ x. When  is understood we simply say x is recursive. We also de5ne
Rec(X )= {x : x∈X and x is -recursive}.
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Theorem 2.13. Let 〈X; 〉 be a semi-recursively presented, completely connected,
resolvable space. Then each of Rec(X )∩ Irr(X ) and Rec(X )∩Rat(X ) is dense in X.
Denition 2.14. Let 〈X; X 〉 and 〈Y; Y 〉 be semi-recursively presented, resolvable,
topological spaces. A partial function F :X →Y is a correspondence, or a full cor-
respondence if
1. (∀; )[[F() ↓∧F() ↓∧⊆ ]⇒ [F()⊆F()]],
2. (∀; )[[F() ↓∧F() ↓∧ O⊆ ]⇒ [F()⊆F()]]
(if F has properties (1) and (2), we say F is monotone), and
3. (∀B a sharp 5lter in X ) (∃A a sharp 5lter in X )
[(A≡B)∧ (F(A) ↓ )∧ (F(A) is a sharp 5lter in Y )].
Notation 2.15. Let A = {i : i∈!} be a sharp 5lter; we write F(A) ↓ to mean
(∀i)(F(i) ↓).
The following de5nition immediately suggests itself.
Denition 2.16. Let F;G :X →Y be correspondences. We say F is equivalent to G,
and write F ≡G, if, given any sharp 5lters A and B in X such that A≡B, F(A) ↓,
G(B) ↓, and F(A) and G(B) are sharp 5lters in Y , then F(A)≡G(B) (or equivalently,
(∀i)[F(i)∩G(i) = ∅]).
A technically useful idea needed to examine the behavior of correspondences which
also has further critical applications is presented below.
Denition 2.17. Let O⊆ . We say 〈0; : : : ; n〉 is a -contained cover of  if O⊆
⋃
i
and
⋃
i ⊆ .
Denition 2.18. F :X →Y is said to resolve 〈〈; 〉; 〈; 〉〉 if
1. ; ∈X and ; ∈Y , and
2. whenever O⊆ , then there is 〈0; : : : ; n〉, a -contained cover of  such that
(a) each F(i) ↓,
(b) each F(i) resolves 〈; 〉, and
(c) if F() ↓, then each F(i)⊆F().
Proposition 2.19. Let F :X →Y be a correspondence, and suppose B= {i : i∈!}
is a sharp (lter and {i :F(i) ↓} is in(nite. Then F has the following two properties:
1. There exists a sharp (lter C = {i : i∈!}⊆B such that (∀i)[F(i) ↓] and F(C) is
a sharp (lter in Y .
2. For all sharp (lters D= {i : i∈!} in X , if D≡B, (∀i)[F(i) ↓], and F(D) is a
sharp (lter in Y , then F(D)≡F(C).
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Denition 2.20. Let F :X →Y be a correspondence. De5ne fF to be the unique
function generated by F as in the above Proposition: namely,
fF : X → Y
is de5ned by
fF(x) = the unique point in
⋂
F(A);
where x∈X , and A is a sharp 5lter in X such that A↘ x, F(A) ↓ and F(A) is a sharp
5lter in Y . (See (2) of the Proposition 2.19 above.)
Proposition 2.21. Let F;G :X →Y be correspondences. Then
F ≡ G i: fF = fG:
Theorem 2.22. Let F :X →Y be a correspondence. Then fF is a continuous func-
tion from X to Y.
Theorem 2.23. Let 〈X; X 〉 and 〈Y; Y 〉 be resolvable with X and Y countable.
Suppose f :X →Y is a continuous function. Then there exists a correspondence
F :X →Y such that fF =f.
Denition 2.24. Let 〈X; X 〉 and 〈Y; Y 〉 be semi-recursively presented, resolvable,
topological spaces. A partial function F :X →Y is a recursive correspondence if
1. F is a partial recursive function,
2. F is monotone, and
3. (∀B a sharp 5lter in X ) (∃A a sharp 5lter in X )
[(A≡B)∧ (F(A) ↓ )∧ (F(A) is a sharp 5lter in Y )].
Denition 2.25. A partial function F :X →Y is a quantum correspondence if
1. F is monotone, and
2. (∀B a recursive sharp 5lter in X ) (∃A a recursive sharp 5lter in X )
[(A≡B)∧ (F(A) ↓ )∧ (F(A) is a sharp 5lter in Y )].
Denition 2.26. A partial recursive function F :X →Y is a recursive quantum cor-
respondence if
1. F is monotone, and
2. (∀B a recursive sharp 5lter in X ) (∃A a recursive sharp 5lter in X )
[(A≡B)∧ (F(A) ↓ )∧ (F(A) is a sharp 5lter in Y )].
Denition 2.27. For a recursive correspondence F we refer to the function it generates
on the space, fF , as a recursive function. If F is a recursive quantum correspondence,
we refer to the function fF as a recursive quantum function.
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Theorem 2.28. Let F :X →Y be a recursive quantum correspondence. Then fF is
continuous.
Denition 2.29. A sequence of partial recursive functions { n : n∈!} is called an
acceptable enumeration capturing all recursive sharp (lters in X if for each n∈!,
 n :!→X :
1. (∀n; s; k)[ sn (k + 1) ↓⇒  sn (0) ↓∧ · · · ∧  sn (k) ↓], and
2. (∀n; k)[ n(k + 1) ↓⇒  n(k + 1)⊆  n(k)].
(Here s is a stage in the computation and  sn(k) denotes the outcome of  n(k) at
stage s).
It is clear that acceptable enumerations capturing all recursive sharp 5lters exist and
for each recursive sharp 5lter A, there is n such that  n =A.
Essential properties: The results reported in this section were established with min-
imal and varied assumptions on the spaces. As our study in this paper is a blending
of recursion theory and topology on interesting spaces, we now 5x our requirements.
These requirements guarantee that the conclusions of all of the results in this section
hold. From here on, we assume that any of our spaces 〈X; 〉 is resolvable, completely
connected, and semi-recursively presentable; that  is compactible, and that X contains
at least two points. Note that because of these assumptions, the space X is regular,
second countable, and of second category. Furthermore, { n : n∈!} denotes a 5xed ac-
ceptable enumeration capturing all recursive sharp 5lters. Important examples of these
spaces are Rn, for any n¿1, with an appropriate subbasis. For instance, R with the
subbasis comprised of open intervals with rational endpoints, or R2 with the subbasis
comprised of open rectangles whose corners have rational coordinates and whose sides
are parallel to one of the axes, or R2 with the subbasis comprised of open balls with
rational radii whose centers have rational coordinates are of special interest.
3. Uniformity techniques for correspondences
In this section we develop three central results that will be used throughout this
paper. First, we show how a recursive quantum correspondence has an equivalent
recursive quantum correspondence which is free of superMuous information (Theorem
3.3). Second, we show how given two recursive quantum functions we can 5nd another
recursive quantum function whose domain is the intersection of the domains of those
two (Theorem 3.8). Third, we show how two given recursive quantum functions can
be used to yield another recursive quantum function which is the intersection of the
two given functions (Theorem 3.9). These last two results will be uniformized for
given uniformly recursive sequences of recursive quantum functions before we leave
the section (Theorems 3.10 and 3.11). We close the section with some elementary
remarks about the union of domains and functions.
Suppose F :X →Y is a recursive quantum correspondence and A⊆ dom(F) is a
sharp 5lter with A↘ x. If x∈ dom(fF), then F(A) is a sharp 5lter in Y . However, if x
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is not recursive and happens not to belong to dom(fF), then while F(A) is monotone,
it is conceivable that F(A) may not have the resolution property. Such a sharp 5lter
A would be a ‘spurious’ segment of dom(F) leading to ‘superMuous’ information, and
such a correspondence would not be ‘honest’. The theorem below shows that this
situation can be remedied. We will show that every recursive quantum correspondence
has an honest equivalent. In Section 11, we will construct a dishonest correspondence
on the reals.
But 5rst we note:
Denition 3.1. A recursive quantum correspondence G :X →Y is honest if for every
sharp 5lter A (recursive or not), with A⊆ dom(G), there is a sharp 5lter B⊆A where
G(B) is a sharp 5lter in Y .
For use in the theorem below, and similar approaches we take elsewhere, we give:
Denition 3.2. Let 0; 1 :!→! be recursive functions such that if n= 〈n0; n1〉, then
0(n)= n0, and 1(n)= n1, Let X = {i : i∈!} and Y = {i : i∈!}.
As in De5nition 2.1, we say  resolves 〈; 〉 if ( O⊆ ) ⇒ [( ∩ = ∅) ∨ (⊆ )].
We refer to a pair such as 〈; 〉 with , ∈X as a target on X .
We say ∈X resolves targets 0 to n on X if  resolves 〈0(i); 1(i)〉 for 06i6n.
We say F()∈Y resolves targets 0 to n on Y if F() resolves 〈0(i); 1(i)〉 for
06i6n.
We say (; F()) resolves targets 0 to n on (X; Y ) if  resolves targets 0 to n on X
and F() resolves targets 0 to n on Y . [Note that if (; F()) resolves targets 0 to n,
′⊆ , and F is a correspondence, then (′; F(′)) also resolves targets 0 to n.]
Theorem 3.3. Every recursive quantum correspondence has an honest equivalent. That
is, if F :X →Y is a recursive quantum correspondence, then there is an honest
recursive quantum correspondence G⊆F such that fG =fF .
Proof. Our strategy is to form a sequence {Gn : n∈!} of subsets of F such that each
dom(Gn) is a cover of dom(fF), and such that each (; F()) in Gn resolves targets 0
to n. It will generally be impossible to form each dom(Gn) to be a minimal cover of
dom(fF), but we will make each dom(Gn) ‘minimal enough’ that it contains no sharp
5lter. Letting G=
⋃
n Gn⊆F , it is then apparent that a sharp 5lter in dom(G) must
take its members from in5nitely many of the sets dom(Gn). Since each Gn resolves
targets 0 to n, this will force the image of any such sharp 5lter to be sharp as well.
Let {i : i∈!} and {i : i∈!} be recursive enumerations of X and Y , respectively.
Let {(i; F(i)) : i∈!} be a recursive enumeration of F .
For each n we recursively enumerate a set Gn⊆F as follows.
Stage 1: Find the least number k such that:
(k ; F(k)) resolves targets 0 to n on (X; Y ). Let
G0n = {(k ; F(k))}:
Note that each G0n has one element and that element resolves targets 0 to n on (X; Y ).
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Stage s+ 1: Assume Gsn has been de5ned. Find the least k such that:
k *  for any ∈dom(Gsn) (so this implies k =∈dom(Gsn)), and
(k ; F(k)) resolves targets 0 to n on (X; Y ).
Let
Gs+1n = G
s
n ∪ {(k ; F(k))}:
Finally, let
Gn =
⋃
s
Gsn and G =
⋃
n
Gn:
Thus G⊆F , and by Proposition 2.19 and the de5nition that follows it, fG is a bona
(de object so fG ⊆fF . Also, G is recursively enumerable.
To complete the proof we make a series of claims from which the theorem clearly
follows. (Whenever possible in this paper, we 5rst list all of our claims and then
provide their proofs.)
Claim 1. Let x∈X and suppose that for every n∈!, there is some  with x∈∈
dom(Gn). Then there is a sharp (lter A⊆ dom(G) such that A↘ x.
Claim 2. If x∈dom(fF) then there is a sharp (lter A⊆ dom(G) such that A↘ x.
Claim 3. If x∈dom(fF) then there is a sharp (lter B⊆ dom(G) such that B↘ x and
G(B) is a sharp (lter. Thus it follows that G is a recursive quantum correspondence
and fG =fF .
Claim 4. If A⊆ dom(G) is a sharp (lter, then G(A) resolves all targets in Y × Y .
Claim 5. G is honest, that is, if A⊆ dom(G) is a sharp (lter then G(A) is a sharp
(lter.
Proof of Claim 1. We enumerate A= {s : s∈!} in stages.
Stage 0: Let 0∈dom(G0) with x∈0. So 0 resolves 〈0(0); 1(0)〉, which is target
0 on X .
Stage s+1: Suppose 0; : : : ; s have been enumerated so that for each i6s, i+1⊆ i,
i resolves targets 0 to i on X , and x∈s. Find  , ∈X such that x∈ O ⊆ , O⊆ s.
Suppose m∈! is such that 0(m) =  and 1(m) = . Let n= max{m; s + 1} and let
s+1 be an element in dom(Gn) with x∈s+1.
Then s+1 resolves targets 0 to n on X . So, s+1 resolves 〈0(s+1); 1(s+1)〉. Also
s+1 resolves 〈0(m); 1(m)〉= 〈 ; 〉. Since x∈ and x∈s+1∈dom(Gn), we must have
s+1⊆ , so s+1⊆ O⊆ s.
Hence A is a sharp 5lter and A↘ x, by induction.
Proof of Claim 2. Fix n. Since x∈dom(fF) we can 5nd a sharp 5lter B⊆ dom(F)
such that B↘ x and F(B) is a sharp 5lter. Let ∈B be such that (; F()) resolves
targets 0 to n on (X; Y ). Consider a stage s in the enumeration of Gn, where s is
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so large that (; F()) has been enumerated in F by stage s, and no pair preceding
(; F()) in the enumeration of F is ever enumerated into Gn after stage s. Then since
x∈, if x =∈⋃ dom(Gsn), we must have ∈Gs+1n − Gsn.
Claim 1 now assures us of existence of a sharp 5lter A⊆ dom(G) such that A↘ x.
Proof of Claim 3. Let A⊆ dom(G) be a sharp 5lter converging to x, as guaranteed by
Claim 2. Then for each s, s∈dom(Gn) for some n¿s by construction of Claim 1, so
s resolves 〈0(s); 1(s)〉.
Let L= {#i : i∈!}⊆ dom(F) be a sharp 5lter such that L↘ x and F(L) is a sharp
5lter. We enumerate B= {i : i∈!} in stages so that B⊆A.
Stage 0: Let 0 = 0. For some i, we have #i ⊆ 0 = 0, so F(#i)⊆F(0) and hence
fF(x)∈F(0). Also 0 resolves 〈0(0); 1(0)〉 and F(0) resolves 〈0(0); 1(0)〉 because
construction of G guarantees that every element in G resolves target 0.
Stage s + 1: Assume 0; : : : ; s have been de5ned so that for all i6s, i+1⊆ i
and F(i+1)⊆F(i), and for all i6s, (i; F(i)) resolves targets 0 to i, x∈s, and
fF(x)∈F(s).
Find j such that #j ⊆ s, F(#j)⊆F(s), and (#j; F(#j)) resolves targets 0 to s + 1.
Next 5nd k such that k resolves 〈#j+1; #j〉. Then x∈k ∩ #j+1 so k ⊆ #j. Hence
(k ; F(k)) resolves targets 0 to s+1, k ⊆ #j ⊆ s, and F(k)⊆F(#j)⊆F(s). Finally,
x∈k ; there is, thus, some #l⊆ k , and fF(x)∈F(#l)⊆F(k). Let s+1 = k .
Then B is a sharp 5lter, B↘ x, B⊆A, and G(B)=F(B) is a sharp 5lter. That this fact
holds for recursive points makes G a recursive quantum correspondence. That the fact
holds for all the points in dom(fF), along with Claim 2, implies dom(fG)= dom(fF),
so fG =fF .
Proof of Claim 4. Presume otherwise. Let A⊆ dom(G) be a sharp 5lter, and suppose
G(A) fails to resolve 〈0(m); 1(m)〉 for somem. Then for every ∈A, (; G()) =∈
⋃
n¿m Gn.
Hence there is some j6m such that for in5nitely many ∈A, (; G())∈Gj. Thus there
are some i; s; t∈! such that s ¡ t, i∈dom(Gsj ), and i+1∈dom(Gtj)−dom(Gt−1j ). But
by the construction of Gj, we cannot have i+1⊆ i, contradicting the fact that A is a
sharp 5lter.
Proof of Claim 5. Let A= {i : i∈!}⊆ dom(G) be a sharp 5lter. Since for each i,
i+1⊆ i we have, by monotonicity of F , that G(i+1)=F(i+1)⊆F(i)=G(i), so
G is monotone. Also G(A) is sharp by Claim 4.
This completes the proof of the theorem.
Corollary 3.4. Every quantum correspondence has an honest equivalent.
Proof. This is the same as the proof of Theorem 3.3, but without the consideration of
recursiveness.
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Theorem 3.5. Let F :X →Y be an honest quantum correspondence and let G⊆F
be such that for every x∈Rec(X ) there is a sharp (lter A⊆ dom(G) such that A↘ x.
Then G is an honest quantum correspondence.
Proof. Since G⊆F , it is immediate that G is monotone. Now suppose A⊆ dom(G)
is a sharp 5lter. Then G(A)=F(A) is a sharp 5lter because F is honest. Finally, if
x∈Rec(X ), there is a sharp 5lter A⊆ dom(G) such that A↘ x, and as remarked, G(A)
is a sharp 5lter; so G is sharp.
Denition 3.6. Id :→ is the identity function.
Remark. That Id is an honest recursive correspondence is clear as, for any sharp 5lter
A in , Id(A)=A. Also, if G is an identity function on a subset of , and if for every
x∈Rec(X ) there is a sharp 5lter A⊆ dom(G) such that A↘ x, then G is an honest
quantum correspondence because G⊆ Id, and Theorem 3.5 applies.
Theorem 3.7. Let F;G :X →Y be quantum correspondences with G⊆F . Let H be
a set such that G⊆H ⊆F . Then H is a quantum correspondence. Furthermore, if F
is honest, so is H .
Proof. For any recursive sharp 5lter A there is a sharp 5lter B≡A such that G(B)↓
and so H (B)↓. Since F is monotone, H is monotone. Thus it follows that H is a
quantum correspondence. Since F is an honest quantum correspondence, by Theorem
3.5, H is also honest.
The next two theorems enable us to work with intersections of recursive quantum
correspondences as well as intersections of their domains.
Theorem 3.8 (Domain intersection theorem or DIT). Let 〈X; X 〉; 〈Y; Y 〉 and 〈Z; Z〉
be resolvable spaces. Let F :X →Y and G :X →Z be recursive quantum cor-
respondences. Then there is a recursive quantum correspondence H ⊆F such that
dom(fH )= dom(fF) ∩ dom(fG).
Proof. Assume F and G are honest recursive quantum correspondences. Recall that
{i : i∈!} denotes a recursive enumeration of X . Let {(i; F(i)) : i∈!} be a recursive
enumeration of F .
For each n we enumerate a set H2n⊆F and a set H2n+1⊆G. We do this via a
recursive construction in stages. Let H−1 =G. To form H2n, n¿0, assuming Hm exists
for all m¡2n, do the following.
Stage 0: Find the least number k such that:
(k ; F(k)) resolves targets 0 to n on (X; Y ) and there is a pair ( ; )∈H2n−1 such
that k ⊆  .
Let
H 02n = H
0
2n−1 ∪ {(k ; F(k))}:
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Stage s+ 1: Assume Hs2n has been de5ned.
Find the least k such that:
k =∈dom(Hs2n), (k ; F(k)) resolves targets 0 to n on (X; Y ), and there is a pair
( ; )∈Hs2n−1 such that k ⊆  and k *  for any ∈dom(Hs2n).
We call this k the focus of attention for 2n at stage s. Let
Hs+12n = H
s
2n ∪ {(k ; F(k))}:
To form H2n+1, n¿0, assuming Hm exists for all m¡2n+1, do a similar construction
to that for H2n, but replace F by G throughout (and replace Y by Z).
Finally let
Hm =
⋃
s
H sm and H =
⋃
n
H2n:
(Notice that H is the union over even n’s by design and that the odd n’s are merely
auxiliary in the construction as we want H ⊆F .) Thus H ⊆F , so fH ⊆fF . Also H is
recursively enumerable.
Claim 1. Let x∈X and suppose that for every n∈! there is a  such that x∈
∈dom(Hn). Then there is a sharp (lter A⊆ dom(H) such that A↘ x.
Claim 2. If x∈dom(fF)∩dom(fG), then there is a sharp (lter A⊆ dom(H) such that
A↘ x. Hence H is a recursive quantum correspondence with fH ⊆fF and dom(fH )⊇
dom(fF) ∩ dom(fG).
Claim 3. dom(fH )⊆ dom(fF) ∩ dom(fG).
Proof of Claim 1. Given x∈X , we enumerate A= {s : s∈!} in stages.
Stage 0: Let 0∈dom(H0) be such that x∈0. Then 0 resolves 〈0(0); 1(0)〉,
target 0 on X .
Stage s+1: Suppose 0; : : : ; s have been enumerated so that for each i¡s, i+1⊆ i,
i resolves targets 0 to i on X , and x∈s. Find 1; 2∈X such that x∈1⊆ 2, and
2⊆ s. Suppose m∈! is such that 0(m) = 1 and 1(m) = 2. Let n= max{m; s+ 1}
and let s+1∈dom(H2n) be such that x∈s+1.
Then s+1∈dom(H2n), so s+1 resolves targets 0 to n on X . In particular, s+1
resolves targets 0 to s + 1 on X . Also s+1 resolves 〈0(m); 1(m)〉= 〈1; 2〉. Since
x∈1 and x∈s+1∈dom(H2n), we must have s+1⊆ 2, so s+1⊆ 2⊆ s.
Hence A is a sharp 5lter and A↘ x, by induction. .
Proof of Claim 2. Let x∈dom(fF) ∩ dom(fG). We shall show that for every n, there
is some  such that x∈∈dom(Hn). For presume otherwise, and take the least n such
that x =∈ for any ∈dom(Hn). Note that n¿−1, since H−1 =G. Suppose n is an even
number (the proof when n is odd is similar, but with the roles of F and G interchanged
and the space Y replaced by Z).
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Since x∈dom(fF) we can 5nd a sharp 5lter B⊆ dom(F) such that B↘ x and F(B)
is a sharp 5lter. Let ( ; )∈Hn−1 be such that x∈ . Let ∈B be such that (; F())
resolves targets 0 to n on (X; Y ) and O⊆  . Consider a stage s in the enumeration of
Hn, where s is so large that (; F()) has been enumerated in F by stage s, and no
pair preceding (; F()) in the enumeration of F is ever enumerated into Hn after stage
s. Then, since x∈ but x =∈ ⋃t6s dom(Htn), we must have ∈dom(Hs+1n ) − dom(Hsn)
(i.e. (; F())∈Hs+1n ), contradicting our assumption that x =∈
⋃
dom(Hn).
Since for each n there is  with x∈∈dom(Hn), Claim 1 assures us of a sharp 5lter
A⊆ dom(H) such that A↘ x.
Since H ⊆F , H generates a function fH . As F is honest, H (A)=F(A) is a sharp
5lter in Y , so x∈dom(fH ) and thus dom(fH )⊇ dom(fF)∩ dom(fG). Since Rec(X )⊆
dom(fF)∩dom(fG), we have Rec(X )⊆ dom(fH ), therefore H is a quantum recursive
correspondence.
Proof of Claim 3. Let x∈dom(fH ). Since H ⊆F , it is immediate that x∈dom(fF).
We shall show that for every n there is some  such that x∈∈dom(Hn). For
presume otherwise and take the least n such that x =∈⋃ dom(Hn). The construction
assures us that, for every m¿n, if (; )∈Hm, then there is some ∈dom(Hn) with
O⊆ ; so for all m¿n, x =∈⋃ dom(Hm). Let A⊆ dom(H) be a sharp 5lter such that
A↘ x. Then A⊆ ⋃j¡n dom(Hj) and in fact, only even numbers j are involved in this
union since H =
⋃
j H2j. Since A contains in5nitely many basic open sets there is some
2j6n such that dom(H2j)∩A is an in5nite collection of basic open sets. There is thus
a sequence {i : i∈!}⊆ dom(H2j) ∩ A with i+1⊆ i for each i. But then there must
be some i; s; t with i∈dom(Hs2j), i+1∈dom(Ht2j), and s6t. But by the construction,
the fact that s6t requires that i+1* i, producing a contradiction.
Now let J =
⋃
n H2n+1. A proof (almost) identical to the proof of Claim 1 shows
that there is a sharp 5lter B⊆ dom(J ) such that B↘ x. Since J ⊆G and G is honest,
G(B) is a sharp 5lter, so x∈dom(fG). Hence x∈dom(fF) ∩ dom(fG).
This completes the proof of the theorem.
Theorem 3.9 (Function intersection theorem or FIT). Let F;G :X →Y be recursive
quantum correspondences such that for all x∈Rec(X ), fF(x)=fG(x). Then there is
a quantum recursive correspondence H ⊆F such that fH =fF ∩ fG.
Proof. Since Rec(X ) is dense in X (by Theorems 9.1 and 9.2 of [6]), and since
fF and fG are continuous on their respective domains (by Theorem 6.1 of [7]), it
follows that fF(x)=fG(x) for all x∈dom(fF)∩dom(fG). Construct H as in Theorem
3.8. Then fH ⊆fF and dom(fH )= dom(fF) ∩ dom(fG), so that for all x∈dom(fH ),
fH (x)=fF(x)=fG(x). Thus fH =fF ∩ fG.
Finally, the next two theorems are the uniformizations of DIT and FIT.
Theorem 3.10 (Uniform domain intersection theorem or UDIT). Let 〈X; X 〉 be a re-
solvable space, let {〈Yk ; Yk 〉 : k∈!} be a uniformly recursive sequence of resolvable
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spaces, and let {Fk : k∈!} be a uniformly recursive sequence of recursive quantum
correspondences, where for each k, Fk :X →Yk . Then there is a recursive quantum
correspondence H ⊆F0 such that dom(H)=
⋂
k dom(Fk).
Proof. The proof proceeds similarly to the proof of Theorem 3.8. Where in that proof
we took H2n⊆F and H2n+1⊆G, here we take Hn⊆F0(n) for each n, where n=
〈0(n); 1(n)〉.
Theorem 3.11 (Uniform function intersection theorem or UFIT). Let {Fk : k∈!} be a
uniformly recursive sequence of recursive quantum correspondences from X to Y
such that for all x∈Rec(X ) and all j; k∈!, fFj (x)=fFk (x). Then there is a recursive
quantum correspondence H ⊆F0 such that fH =
⋂
k fFk .
Proof. Apply the idea of the proof of 3.10 to the proof of 3.9.
What can be said about the union of correspondences?
We close this section with an observation about an ‘upward’ property of given
correspondences. Some open questions remain.
Denition 3.12. Let F;G :X →Y be recursive quantum correspondences. If fF ∪fG
is a function, we say F and G are compatible.
Theorem 3.13 (Function union theorem or FUT). Let F;G :X →Y be compatible
recursive quantum correspondences and let H :X →Y be a recursive quantum corre-
spondence such that fF ∪fG ⊆fH . Then there is a recursive quantum correspondence
J :X →Y such that fJ =fF ∪fG.
Proof. Let L= {(; ) : ∈dom(F)∪ dom(G)}. Then L is a recursive quantum corre-
spondence where fL is the identity function on dom(fF)∪ dom(fG). By the DIT we
can 5nd a recursive quantum correspondence J ⊆H such that dom(fJ )= dom(fH )∩
dom(fL)= dom(fF)∪ dom(fG). Since fF ∪fG ⊆fH , it immediately follows that fJ =
fF ∪fG.
The contrapositive to this theorem says that for compatible recursive quantum cor-
respondences F and G, if fF ∪fG cannot be represented by a recursive quantum cor-
respondence, then neither can any function h⊇fF ∪fG. We do not currently know
whether fF ∪fG can be represented by a recursive quantum correspondence for every
compatible pair F and G. Indeed, we do not even know whether or not the maximum
continuous extension of fF ∪fG can always be so represented. We conjecture that it
cannot.
4. Recursive, recursively avoidable, and shadow points
In traditional studies of recursive analysis [4], etc., the set of reals is divided into two
types of points: the recursive and nonrecursive ones. In our 5lter approach to topology
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and analysis we identify certain nonrecursive points as ‘e6ectively distinguished’ from
the set of recursive points. Speci5cally, for each point x, we shall provide a recursive
function that, for each recursive point r, produces a basic open set containing r outside
of which x is guaranteed to lie. We shall also see that there are nonrecursive points,
called shadow points, that cannot be treated in this way. As a result, the underlying
topological space has three types of points: the recursive points, the avoidable points,
and the shadow points. (See [8] for a similar report.)
Denition 4.1. Let 〈X; X 〉 be a resolvable space. Suppose there is a partial recursive
function / :!→! and x∈X , such that for any n
1. if  n is a recursive sharp 5lter, then /(n) ↓; and
2. if /(n) ↓ and  n(/(n)) ↓ (which is true if  n is a sharp 5lter), then x =∈  n(/(n)).
We then say / is an avoidance function for x, or x is avoidable via /. If x is avoidable
via some /, we say x is avoidable. / is an avoidance function if it is an avoidance
function for some x.
For an avoidance function /, let
S/ = {x ∈ X : / is an avoidance function for x};
and refer to S/ as the spectrum of /.
Proposition 4.2. Let / be an avoidance function. Then S/ is a closed set.
Proof. Note that S/ =X−∪{ n(/(n)) :  n(/(n)) ↓ }.
Denition 4.3. If a point x is nonrecursive and not avoidable, we say x is a shadow
point.
Similar to Rec(X ) denoting the set of recursive points of X , we use Av(X ) and
Shad(X ) to denote the set of recursively avoidable and shadow points of X , respec-
tively. Thus X =Rec(X ) ∪˙Av(X ) ∪˙Shad(X ).
We have already noted in [6] that Rec(X ), while countable, is dense in X . Natural
questions regarding ‘thinness’ and ‘ubiquity’ of Av(X ) and Shad(X ) arise (countability,
denseness, condensation and Baire categoriness).
Theorem 4.4. The set of all recursively avoidable points in X , Av(X ), is of (rst
category.
Proof. Av(X )=
⋃{S/ :/ is a partial recursive avoidance function} is a countable
union of closed sets since each S/ is closed.
Notice that we do not yet have that Av(X ) = ∅. In Section 9, we will see that avoid-
able points exist and that Av(X ) is dense in X ; indeed Av(X ) condenses everywhere
in X . The observations about Shad(X ) are easy.
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Theorem 4.5. The set of shadow points in X is of second category.
Proof. Note that X is of second category, the set of recursively avoidable points is of
5rst category, and Rec(X ) is only countable. Thus Shad(X )=X−(Rec(X )∪Av(X ))
has to be of second category.
Corollary 4.6. Shadow points exist; that is, Shad(X ) = ∅. Furthermore, Shad(X ) con-
denses at every point of X .
Avoidable and shadow points in Rn
It should be clear that Rat(X ) and Irr(X ) are actually subbasis dependent, and should
thus perhaps properly be called Rat() and Irr(). But what about the other three
classes of point? And in what way, if any, can we address, say for a basis 0, Rat(0)
and Irr(0) if we change to using another subbasis 1? This is particularly germane
to a study of Rn, where it is typical to consider at least these two subbases:
0 = {(a1; b1)× · · · × (an; bn) : ai; bi;∈ Q; i = 1; : : : ; n};
1 = {B((a1; : : : ; an); r) : a1; : : : ; an; r ∈ Q};
where in 1 we have B((a1; : : : ; an); r)= {(x1; : : : ; xn) :
∑n
i= 1(ai − xi)2¡r2}.
We consider the issue raised above using these two subbases as examples. It is
an easy exercise to show that (Rn; 0 ∪1) is a semi-recursively presented, resolvable
space in which members of 0 and 1 can be distinguished from each other. Thus given
a sharp 5lter A= {i : i∈!}⊆0, we can 5nd, recursively in A, a function f :!→!
such that for each i, there exists a i ∈1 with f(i)⊆ i ∧ i ⊆ i. Therefore, we can
construct, recursively in A, a sharp 5lter B= {fi(0) : i∈!} with B≡A such that B⊆1.
It is immediate, then, that Rec(0)⊆Rec(1). A similar argument would establish that
Rec(1)⊆Rec(0). Thus Rec(0)=Rec(1).
But what about avoidable and shadow points? We answer that question in the fol-
lowing theorem.
Theorem 4.7. Av(0)=Av(1) and Shad(0)=Shad(1).
Proof. Let { n : n∈!} be an e6ective enumeration of all partial recursive functions
from ! to 0 and let { ˆ n : n∈!} be an e6ective enumeration of all partial recursive
functions from ! to 1. Let f :!→! be a recursive function such that for all n∈!,
if  ˆ n is a sharp 5lter then so is  f(n), and in that case  f(n)≡  ˆ n.
Suppose / is an avoidance function in (Rn; 0). De5ne a partial recursive func-
tion /ˆ :!→! as follows: If /(f(n)) ↓ then search for m∈! such that  ˆ n(m)⊆
 f(n)(/(f(n))). Let /ˆ(n)=˙m.
If  ˆ n is a sharp 5lter then so is  f(n), and thus /ˆ(n) ↓. Furthermore, regardless of
whether or not  ˆ n is a sharp 5lter, if /ˆ(n) ↓ and x∈  ˆ n(/ˆ(n)), then x∈  f(n)(/(f(n))).
Thus /ˆ is an avoidance function, and the relation between the spectra of / and /ˆ is
that S/⊆S/ˆ. Hence, considering the union of spectra for all avoidance functions in
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(Rn; 0) and the associated spectra obtained in this way we get Av(0)⊆Av(1).
By reversing the argument we get Av(1)⊆Av(0). So Av(0)=Av(1). Since
Av(0)=Av(1) and Rec(0)=Rec(1), it follows immediately that Shad(0)=
Shad(1).
This theorem shows that the classes of points that have been most important to our
study are invariant under this particular change of subbasis. But there is more. Even
though Rat(0) =Rat(1), the fact that (Rn; 0 ∪1) is semi-recursively presented,
coupled with the considerations above about using sharp 5lters in one subbasis to get
sharp 5lters in the other, leads us to conclude that given any ∈0 we can work with
@ by using sharp 5lters in 1, and vice versa. So our theorems about Rat(0) and
Irr(0) remain valid in (Rn; 1) and vice versa.
5. Domains of functions
In this section we discover three principal results. First, we show how to ‘subtract’
the spectrum of an avoidance function from the domain of a recursive quantum function.
Second, we show how to modify any avoidance function so its spectrum is restricted to
lie in the closure of a given basic open set. Third, we use these methods to discriminate
between any two avoidable points by forming a recursive quantum function whose
domain contains one point but not the other.
Theorem 5.1 (Spectrum subtraction theorem). Let / :!→! be an avoidance func-
tion. Then there is a recursive quantum correspondence H such that dom(fH )=
X−S/.
Proof. Let H = {(; ) : (∃n)[⊆  n(/(n))]}. Clearly H is recursively enumerable, sharp
and monotone. Suppose x∈ dom(fH ) − S/. Let A= {i : i∈!} be a sharp 5lter in
dom(H) such that A↘ x. Since x =∈S/, there is some n such that  n(/(n)) ↓ and
x∈  n(/(n)). Thus there is some i such that i ⊆  n(/(n)), so for all j¿i, (j; j)∈H .
Since this works for all x =∈S/, we have X −S/⊆ dom(fH ); since Rec(X )⊆X−S/,
H is a recursive quantum correspondence.
To see the reverse inclusion, suppose x∈S/, and let ∈X be such that x∈ .
Then since x∈S/, we have *  n(/(n)) for all n; so once again  =∈ dom(H). Hence
dom(H) contains no sharp 5lter converging to x, so x =∈ dom(fH ). So dom(fH )⊆
X−S/.
Corollary 5.2. If F :X →Y is a recursive quantum correspondence, and / is an
avoidance function, then there is a recursive quantum correspondence G⊆F such
that dom(fG)= dom(fF)−S/.
Proof. Let H be as in the Spectrum Subtraction Theorem and apply FIT to F and H
to get G.
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We now show how to modify an avoidance function so its spectrum is restricted to
lie in the closure of a given basic open set.
Theorem 5.3 (Restriction theorem for avoidance functions). Let / be an avoidance
function and let ; ∈ be such that O⊆  and for each n, if  n(/(n)) ↓ then
 n(/(n)) resolves 〈; 〉. Then there is an avoidance function 2 such that for each n,
if  n(2(n)) ↓ then  n(2(n)) resolves 〈; 〉, and S2 =S/ ∩ O.
Proof. The de5nition of our acceptable enumeration capturing all sharp 5lters implies
that for any m and n, if  n(m) halts, then  n(0); : : : ;  n(m) all halt.
We 5rst form a partial recursive function 3 :!→! as follows:
3(n)=˙min{m :  n(m) halts and resolves 〈; 〉}:
Note that 3(n) ↓ whenever  n(/(n)) ↓ (and hence whenever  n is a sharp 5lter). Now
let
2(n)=˙
{
/(n) if  n(3(n)) ∩  = ∅;
3(n) if  n(3(n)) ∩  = ∅:
Note that 2(n) halts if  n is a sharp 5lter, so 2 is an avoidance function. Also we
have that if  n(2(n)) ↓, then  n(2(n)) resolves 〈; 〉. We now note:
Claim 1. S2⊆S/ ∩ O.
Claim 2. S/ ∩ O⊆S2.
Proof of Claim 1. To see that S2⊆ O, let x =∈ O and pick ∈ such that x∈ ⊆X− O.
Then  resolves 〈; 〉. Let n be such that  n is a sharp 5lter with  n(0)= . Then
3(n)= 0. Also x∈ =  n(3(n)) so  n(3(n))∩ = ∅. Hence 2(n)= 3(n) and so x∈
 n(2(n)). Thus x =∈S2.
To see that S2⊆S/, suppose x =∈S/. Then there is some n such that x∈  n(/(n)).
Since  n(/(n)) halts,  n(3(n)) halts; and since  n(/(n)) resolves 〈; 〉, we have
 n(/(n))⊆  n(3(n)), so x∈  n(3(n)). So x∈  n(2(n)) and therefore x =∈S2.
Proof of Claim 2. Let y∈S/ ∩ O but presume y =∈S2. Then there is some n such
that y∈  n(2(n)). But since y∈S/ we have y =∈  n(/(n)), so /(n) = 2(n) and hence
2(n)= 3(n). But this will occur only if  n(3(n))∩ = ∅. Since 2(n)= 3(n) and since
y∈ O∩  n(2(n)), we have  n(3(n))∩ =  n(2(n))∩  = ∅, yielding a contradiction.
These claims prove the theorem.
Theorem 5.4 (Selective avoidance theorem). Let x; y∈X be such that x =y and y is
an avoidable point. Then there is a partial recursive function 2 such that 2 is an
avoidance function for y but not for x.
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Proof. Let / be an avoidance function for y. Pick ∈ such that y∈ O and x =∈ O.
Form 2 as in Theorem (5.3) so that S2 =S/ ∩ O.
So 2 is not an avoidance function for x; but 2 is an avoidance function for y.
Corollary 5.5. Let F :X →Y be a recursive quantum correspondence, let x∈
dom(fF), and let y∈X be an avoidable point such that y = x. Then there is a recur-
sive quantum correspondence G⊆F such that x∈ dom(fG) but y =∈ dom(fG).
Proof. Let / be an avoidance function for y which is not an avoidance function for x,
as in Theorem 5.4. Then use Theorem 5.1 to build G. It is immediate that x∈ dom(fG)
and y =∈ dom(fG).
Corollary 5.6. Let x; y∈X be such that x =y and y is avoidable. Then there is a
recursive quantum correspondence G :→ such that x∈ dom(fG) and y =∈ dom(fG).
Proof. Let F be the identity function on ; so F is a recursive full correspondence.
Build G⊆F as in Corollary 5.5 then x∈ dom(fG) and y =∈ dom(fG).
6. Complements of domains of functions (exdomains)
Here we look more closely at points that fall outside the domain of a given recursive
quantum function f. We shall 5nd that such points are all avoidable, and indeed that
they all have avoidance functions whose spectra lie completely outside of dom(f).
In this way we completely characterize those points that a function of our type, a
recursive quantum function, can avoid including in its domain. Further, we 5nd some
elementary results concerning classical properties of domains and spectra.
The following de5nition is motivated by our concern for these points, which we
shall study in depth not only here, but also in several of the forthcoming sections.
Denition 6.1. Let f :X →Y be a function. Then the exdomain of f is de5ned as
follows:
exdom(f) = X − dom(f):
(Therefore X =dom(f) ∪˙ exdom(f).)
The next lemma is a technical fact which helps simplify the proofs of some of the
theorems of this section.
Lemma 6.2. Let F be a recursive quantum correspondence and x∈ exdom(fF). Then
there exist ;  with x∈ , O⊆ , where every member of dom(F) that resolves 〈; 〉
does not contain x.
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Proof. First, as per Theorem 3.3, assume F is an honest recursive quantum correspon-
dence. To see the claim of the theorem, presume otherwise. Let A= {i : i∈!} be a
sharp 5lter such that A↘ x, and for each i let i ∈ dom(F) be such that i resolves
〈i+1; i〉 and x∈ i. Then for each i, i ⊆ i. Let f :!→! be an increasing function
such that for each i, f(i)⊆ i. It is then easy to verify that {fn(0) : n∈!}, a sub-
set of dom(F), is a sharp 5lter in dom(F) converging to x. Thus x∈ dom(fF). This
contradiction establishes the claim.
The next theorem reveals that all of the shadow points lie in the domain of every
recursive quantum correspondence.
Theorem 6.3. Let F :X →Y be a recursive quantum correspondence. Then
exdom(fF)⊆Av(X ), and thus dom(fF)⊇Shad(X ).
Proof. Let x∈ exdom(fF). We show x is avoidable. By Theorem 3.3, assume F is an
honest recursive quantum correspondence. So there is no sharp 5lter in dom(F) that
converges to x. Let  and  be as in Lemma 6.2.
Now form a partial recursive function / :!→! as follows: Let { n : n∈!} be our
acceptable enumeration capturing all sharp 5lters in X . Also assume an enumeration
of dom(F). For each n, enumerate  n and dom(F), and look for the 5rst stage in
the enumeration at which there exist k ∈! and ∈ dom(F) such that  n(k) halts, 
resolves 〈; 〉, and  n(k)⊆ . If such a stage exists, let k0 be the least such k at that
stage, and let /(n)= k0. If no such stage exists, let /(n) remain unde5ned.
It is now easy to see that / is an avoidance function for x, and the theorem follows.
Corollary 6.4. If F :X →Y is a recursive quantum correspondence, and x∈
exdom(fF), then for some avoidance function / for x, dom(fF) does not include
any point in the spectrum of /. That is, we have S/ ∩ dom(fF)= ∅.
Proof. Let y∈ dom(fF), and let 〈; 〉 and / be as in the proof of the theorem. Fix
∈ dom(F) such that y∈  and  resolves 〈; 〉. Assume s is so large that  has been
enumerated into dom(F) before stage s. Let n be such that  n is a sharp 5lter with
 n(0)=  but  sn (0) is not de5ned. Let t be the earliest stage at which  
t
n(m) halts for
some m. By De5nition 2.29,  tn(0) halts too, and  has been enumerated in dom(F)
before stage t. Thus /(n)= 0, so y∈ =  n(/(n)) and hence y =∈ S/.
The next result now follows from continuity of correspondences.
Theorem 6.5. Let F;G :X →Y be recursive quantum correspondences such that for
all x∈Rec(X ), fF(x)=fG(x). Then
1. if x∈Av(X )∩ dom(fF)∩ dom(fG), then fF(x)=fG(x); and
2. if x∈Shad(X ), then fF(x)=fG(x).
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Proof. Statement (1) follows as fF and fG, which are continuous functions, agree
on Rec(X ) and Rec(X ) is dense in X . Next, consider fF ∩fG, a recursive quantum
correspondence by FIT. So Theorem 6.3 applies and dom(fF ∩fG)⊇Shad(X ); thus
statement (2) follows.
Proposition 6.6. If F :X →Y is a recursive quantum correspondence then
exdom(fF) is a countable union of closed sets, so dom(fF) is a countable intersection
of open sets.
Proof. For each x∈ exdom(fF) there is an avoidance function / such that x∈S/⊆
exdom(fF). Because there are only countably many avoidance functions, and because
the spectrum of each one is closed, the proposition follows immediately.
Theorem 6.7. Let 〈X; X 〉 be a recursively presented space and let F :X →Y be a
recursive quantum correspondence. Then exdom(fF) contains no isolated points.
Proof. Presume otherwise, and let x be an isolated point of exdom(fF); then there
is 0 ∈X such that 0 − {x}⊆ dom(fF), and 0 resolves target 0 on X . Also as in
Lemma 6.2, there is a pair ; ∈X , x∈  and O⊆  such that for all ∈ dom(F), if
 resolves 〈; 〉 then x =∈ .
We now form a recursive sharp 5lter A= {i : i∈!} as follows.
Step 1: Let 1 ∈X be such that x∈ 1, 1⊆ 0, and 1 resolves targets 0 and 1
on X .
Step n+1: Suppose 0; 1; : : : ; n have been chosen such that for each j¡n, j+1⊆ j,
for each j6n, j resolves targets 0 to j on X , and x∈ n.
We claim there is an n−1-contained cover C of n satisfying the following proper-
ties:
(1) C is 5nite;
(2) for each ∈C,  resolves targets 0 to n+ 1 on X and also resolves 〈; 〉; and
(3) there is a unique element  of C such that O⊆ n, and for all ∈C, if  =  then
∈ dom(F).
The existence of such C is clear since n is compact, and it can be found recursively
by enumerating X and dom(F) until it is found. Furthermore, note that  can be
distinguished recursively; and it is unique because if ∈C and  =  then x =∈ .
Now let n+1 = .
Then A is a recursive sharp 5lter converging to x, contradicting the fact that x∈
exdom(fF).
Corollary 6.8. Let / be an avoidance function. Then S/ contains no isolated points
and is a perfect set.
Proof. By Corollary 5.2 there is a recursive quantum correspondence G⊆ Id such that
dom(fG)=X −S/ and hence S/ =X−dom(fG). So by the theorem, S/ contains no
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isolated points. S/ is nonempty by de5nition, and is closed by Proposition 4.2 and so
it is perfect.
7. Trees
Throughout much of the rest of this paper, our constructions will rely on building
trees of sharp (lters, which are (in e6ect) trees whose nodes are basic open sets and
whose in5nite branches are sharp 5lters. In this section we give the detailed de5nition
(and the needed notation) of such trees, and show that complete binary trees of sharp
5lters can be built. We also introduce the notion of recursive boundedness for a tree
and tie it to ‘recursiveness’ and ‘uniformity’ of a tree.
We end the section with some results on a tree’s recursiveness as a set, recursiveness
as a tree, and their interplay.
Denition 7.1. Let 6 be the set of all 5nite binary strings on the set {0; 1}. We usually
denote members of 6 by 7 or 8. Length of 7 is denoted by lh(7). If 7 is a substring
of 8, we write 7 ⊆str 8. If 7 is lexicographically before 8, we write 76lex8. A tree
of sharp (lters T is the range of a partial function 9 :6→ satisfying the following
conditions:
1. 9(∅) ↓;
2. for all 7; 8∈6, if 9(8) ↓ and 7 ⊆str 8, then 9(7) ↓ and 9(8)⊆9(7);
3. if 7 * str 8, 8* str 7, 9(7) ↓ and 9(8) ↓, then 9(7)∩9(8)= ∅; and
4. if b :!→6 is a total function such that for every n, lh(b(n))= n, 9(b(n)) ↓, and
9(b(n+ 1))⊆9(b(n)) (i.e., if 9 ◦ b is a branch through T), then 9 ◦ b is a sharp
5lter.
T is a complete tree of sharp 5lters if 9 is a total function. For an in5nite branch
b= {i : i∈!} through T, which is a sharp 5lter and converges to a point, we denote
that point by xb and say that the point lies on T.
For notational convenience, for 7∈6 we denote 9(7) by :7; thus we have
T = {9(7) : 7 ∈ 6′} = {:7 : 7 ∈ 6′};
where 6′=dom(9) is a subset of 6 and a tree under the ordering ⊆str .
For a tree T, let
T = {xb : b is a branch through T}:
In order to refer to the basic open sets at a 5xed height on a tree T, as well as to
their topological union, de5ne the n-nodes and n-support of a tree T as follows:
n-Nodes(T) = {:7 ∈ T : lh(7) = n}; and
n-Supp(T) =
⋃
{:7 ∈ T: lh(7) = n}:
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It should be noted that
0-Supp(T) ⊇ 1-Supp(T) ⊇ 2-Supp(T) ⊇ · · · :
Finally, de5ne
!-Supp(T) =
⋂
n
n-Supp(T):
Remark. Condition (3) is designed so that distinct branches on a tree of sharp 5lters
converge to distinct points. This fact will guarantee that recursive points always lie on
recursive branches (see Lemma 7.9). This crucial identi5cation, in turn, will help us
in constructing trees which do not include any recursive points (see Theorem 9.1, and
Theorem 3.1 of [9]). Furthermore, condition (3) makes it clear that !-Supp(T)=T.
When we need to construct a tree T with desired topological properties, we simply
proceed to describe 9 by de5ning :7 for each 7 in some 6′ where 6′ will become
dom(9). In this way, we blend recursion theoretic demands with topological ones.
However, before we proceed, we introduce some recursion theoretic properties of trees
and make some observations about these properties.
Denition 7.2. T is recursive as a set if T= {:7 : 7∈ dom(9)} is a recursive subset
of .
Denition 7.3. T is recursive as a tree, or a 01 tree, if there is a recursive procedure
to determine, for each n∈! and each 5nite sequence 〈0; : : : ; n〉 of members of ,
whether there is 7∈ dom(9) with lh(7)= n, such that
(∀8 ⊆str 7)(∀k 6 n)[(lh(8) = k)⇒ (:8 = k)]:
Theorem 7.4. Let T= {:7 : 7∈ dom(9)} be a tree of sharp (lters that is recursive as
a set, where 9 is partial recursive. Then T is recursive as a tree.
Proof. Let n∈! and a sequence 〈0; : : : ; n〉 of members of  be given. Since T is
recursive as a set, we can determine whether n ∈T. If not, then there is no 7n ∈6 for
which the condition of De5nition 7.3 holds. If n ∈T, though, we can use the partial
recursiveness of 9 to 5nd 7∈6 with :7 = n. If lh(7) = n then, since 9 is one-to-
one, again that same condition of the de5nition fails. But if lh(7)= n, we note that
(∀8⊆str7)[8∈ dom(9)], and we again use the partial recursiveness of 9 to see if the
considered condition holds.
Denition 7.5. A tree T is recursively bounded if there is a recursive function f :! →
¡! such that (∀7∈ dom(9))(∀n∈!)[(lh(7)= n)⇒ (:7 ∈f(n))].
The next three theorems are facts about trees that we will use frequently in this
paper.
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Theorem 7.6. If T is a recursive complete tree of sharp (lters, then T is recursively
bounded.
Proof. Clear.
Theorem 7.7. If T is recursive as a set and recursively bounded, then the set
{n-Nodes(T) : n∈!} is uniformly recursive in n.
Proof. Let ∈ and n∈! be 5xed. We must determine whether ∈ n-Nodes(T).
Since T is recursive as a set we can determine whether ∈T; if not, then  ∈ n-Nodes
(T). If ∈T, use the recursive function f that witnesses the recursive bounded-
ness of T to see if ∈f(n). We note that n-Nodes(T)⊆f(n), so if  ∈f(n), then
 ∈ n-Nodes(T). So suppose ∈f(n). For each m¡n note that m-Nodes(T)⊆f(m),
and as T is recursive as a set, we can recursively 5nd all members of T∩f(m) for
each such m. Let S =
⋃{T∩f(m) :m¡n}. Using the topological properties of trees of
sharp 5lters and the semi-recursive presentability of our space X , we can 5nd a maxi-
mal sequence 〈0; : : : ; k〉 of members of S such that for each i=0; : : : ; k− 1, i ⊆ i+1
and k ⊆ . If k¡n − 1, or if the sequence is empty and n =0 (in which case we
take k =− 1 for uniformity), then ∈ (k + 1)-Nodes(T) so  ∈ n-Nodes(T). Similarly,
if k¿n, then ∈m-Nodes(T) for some m¿k + 1, so  ∈ n-Nodes(T). If k = n − 1,
then ∈m-Nodes(T) for some m¿n. Suppose this occurs, so that our sequence in S is
〈1; : : : ; n−1〉. If there is ∈T∩f(n) with n−1⊆  and O⊆ , then ∈m-Nodes(T)
for some m¿n, so  ∈ n-Nodes(T). But if there is no such , then ∈ n-Nodes(T).
Theorem 7.8. If {n-Nodes(T) : n∈!} is uniformly recursive in n, then T is recursive
as a tree.
Proof. Given n∈! and a sequence 〈0; : : : ; n〉 of members of , we need only see if
the condition (∀k6n)[k ∈ k-Nodes(T)] ∧ (∀k¡n)[k ⊆ k+1] holds; that it does hold,
follows clearly as {n-Nodes(T) : n∈!} is uniformly recursive in n.
Lemma 7.9. Let 9 be a partial recursive function whose range T is a tree of sharp
(lters, let b= {n : n∈!} be a branch through T converging to xb, and let A be a
sharp (lter converging to xb. Then b6T A.
Proof. Let T= {:7 : 7∈6′}. Fix n. To identify n using A as an oracle, enumerate the
graph of 9 until there is :7 ∈T with lh(7)= n and with ⊆ :7 for some ∈A. Then
for any other string 8 of length n we will have :7 ∩ :8 = ∅, so xb ∈ :8. Hence n= :7.
This shows b6T A.
Theorem 7.10. If T is a tree of sharp (lters with no recursive branch, thenT contains
no recursive points.
I. Kalantari, L. Welch / Annals of Pure and Applied Logic 124 (2003) 141–178 165
8. Trees of recursive, rational, and irrational points
In this section we use complete trees of sharp 5lters to establish various results. On
the topic of cardinalities of points, we show that inside any basic open set, there are
in5nitely many points of each of recursive, pseudo-rational, and pseudo-irrational types.
On the topic of placement of points, we will show that all of the points on a complete
recursive tree could be on the boundary of a basic open set (and thus pseudo-rational),
or not on the boundary of any basic open set (and thus pseudo-irrational). On the topic
of topology of trees, we show that trees without isolated points are very much like
Cantor sets.
Proposition 8.1. Let ∈. Then each of the sets ∩Rec(X ), ∩Rat(X ), and ∩
Irr(X ) contains at least ℵ0 points.
Proof. Since X contains at least two points, by [6], Rec(X )∩Rat(X ) and Rec(X )∩
Irr(X ) are dense, so each ∈ contains at least two points.
In the following theorems we go further and grow recursive complete trees of interest
inside and on the boundary of given basic open sets (and more). A complete recursive
tree contains 2ℵ0 points, of course.
Theorem 8.2. Let = {n : n∈!}. Then for each ∈, there is a complete recursive
tree of sharp (lters T= {:7 : 7∈6} such that for every n∈!, and every 7∈6, if
lh(7)= n then :7 ∩ @n = ∅ and :7⊆ . Thus T⊆ ∩ Irr(X ).
Proof. Let ∈. Since Irr(X ) is dense in X there is a point x∈ ∩ Irr(X ). Since @0
is a closed set, regularity of 〈X; 〉 assures us that we can 5nd ⊆  such that x∈ 
and ∩ @0 = ∅. Pick such  and let :∅= . Then :∅⊆  and :∅ ∩ @0 = ∅.
Suppose :7 has been de5ned and lh(7)= n. Then by Proposition 9.1 there are points
x0, x1 ∈ :7 ∩ Irr(X ) with x0 = x1. Since X is regular there are 0; 1 ∈ such that for
each i∈{0; 1}, i ⊆ :7, xi ∈ i, i ∩ @n = ∅, and 0 ∩ 1 = ∅.
Our construction of :7˙0 and :7˙1 thus proceeds as follows. Find the least k such that
0(k) ∩ 1(k) = ∅ and for each i∈{0; 1}, i(k)⊆ :7, i(k) ∩ @n = ∅, and i(k) resolves
targets 0 to n + 1. Let :7˙i = i(k) for i∈{0; 1}. Then each branch of T is a sharp
5lter converging to a pseudo-irrational with :∅⊆  and hence T⊆ ∩ Irr(X ).
Note that the theorem implies that ||Irr(X )||=2ℵ0 .
Theorem 8.3. Let ; ∈ be such that @ is connected and contains more than
one point and @∩  = ∅. Then there is a complete recursive tree of sharp (lters
T= {:7 : 7∈6} such that for each 7∈6, :7 ∩ @∩  = ∅. Thus T⊆ @∩ .
Proof. Let x∈ @∩ , y∈ @ with x =y, and pick :∅ ∈ such that x∈ :∅, y ∈ :∅,
:∅⊆ , and :∅ resolves target 0. Note that :∅ ∩ @ = ∅.
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Now suppose that for each 7 of length less than or equal to n, :7 has been de5ned
so that :7 resolves targets 0 to lh(7), :7 ∩ @ = ∅, and if 7= 8˙i for some i∈{0; 1}
then :7⊆ :8.
For a given 7 of length n we make the following observations. First, there is some
z ∈ :7 ∩ @ and some sharp 5lter C = {i : i∈!}, such that C↘ z and 0⊆ :7. Next,
we note y ∈ 0 while z ∈ 0 and sits pretty. Thus @0 ∩ @ = ∅, for otherwise 0 and
(′0)
◦ form a pair of open sets that disconnects @. Let w∈ @0 ∩ @. Then w∈ :7 ∩ @
and w = z. Hence we can 5nd :7˙0 and :7˙1 where, for each i∈{0; 1}, :7˙i ⊆ :7,
:7˙i ∩ @ = ∅, and :7˙i resolves targets 0 to lh(7) + 1.
This inductively de5ned T= {:7 : 7∈6}. Since :∅⊆  and each :7⊆ :∅ ∩ @, T is
as desired.
Note that the theorem implies that ||Rat(X )||=2ℵ0 when the conditions are as stated;
thus, for example, ||Rat(R2)||=2ℵ0 . The connectedness of @ is crucial to this theorem.
But if no basic open set has connected boundary, ||Rat(X )||=2ℵ0 need not occur; R
is a simple counterexample, since Rat(R)=Q and ||Q‖=ℵ0.
Theorem 8.4. Let F :X →Y be an honest recursive quantum correspondence. Then,
for any ∈X , there exists a complete recursive tree of sharp (lters T such that for
each 7∈6, :7 ∈ dom(F) and :7⊆ ; hence T⊆ dom(fF)∩ . Furthermore, we can
arrange to have either
1. T⊆ dom(fF)∩ ∩ Irr(X ), or
2. T⊆ dom(fF)∩ ∩ @, if ∈ is such that @ is connected, contains more than
one point and @∩  = ∅.
Proof. Let ∈X be 5xed. Choose :∅ such that :∅⊆ , :∅ ∈ dom(F) and (:∅; F(:∅))
resolves target 0 on (X; Y ); such a :∅ exists as  contains recursive points which are
also in dom(fF). Now suppose that for each 7∈6 with lh(7)6n, :7 has been de5ned
so that (:7; F(:7)) resolves targets 0 to lh(7) on (X; Y ), and such that if 7 is a proper
extension of 8, then :7⊆ :8. Now :7 contains two distinct recursive points, and these
points are in dom(fF), so there will be basic open sets ; ∈X such that O⊆ :7,
O⊆ :7, ∩ = ∅,  and  both resolve target (n+ 1) on X , F() ↓, F() ↓, and F()
and F() both resolve target (n + 1) on Y . Suppose  and  are the 5rst such basic
open sets encountered in the enumeration of dom(F), where  is enumerated before
. Let :7˙0 = , and :7˙1 = .
This construction guarantees that T is a complete recursive tree of sharp 5lters of
the type desired, and since F is honest, for every branch b through T, F(b) is a sharp
5lter (as F is monotone), so each such branch b converges to a point in dom(fF)∩ .
To arrange for all such branches to converge to points in dom(fF)∩ ∩ Irr(X ) (as
in (1)) or in dom(fF)∩ ∩ @ (as in (2)), we adjust the steps above by following the
constructions in Theorems 9.2 or 9.3, respectively.
Constructions of the trees similar to the constructions in the last few theorems will
be frequently carried out in this paper. For that purpose we introduce the following.
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Denition 8.5. The construction of the tree in Theorem 8.2 is called a complete re-
cursive tree of irrationals inside , while the construction of the tree in Theorem 8.3
is called a complete recursive tree on the boundary of .
The following theorem shows that trees without isolated points are very much like
Cantor sets.
Theorem 8.6. Let T be a tree of sharp (lters such that T is nonempty and has no
isolated points. Then:
1. T is compact;
2. every point of T is a point of condensation of T;
3. T contains no open subset; and
4. T is nowhere dense.
Proof. Let T= {:7 : 7∈6′}.
(1) Since each :7˙i ⊆ :7 and since :7 ∩ :8 = ∅ whenever 7 *str 8 and 8 *str 7, it
follows that T=
⋂
n n-Supp(T). Since each n-Supp(T) is a 5nite set, this proves that
T is closed, and since T⊆ :∅, T is thus compact.
(2) Now let x∈T and let ∈ be such that x∈ . Also let 70 be such that
x∈ :70⊆ . We build a complete tree T′= {:′7 : 7∈6}⊆T as follows:
Stage 0: Let :′∅= :70 .
Stage n + 1: Suppose :′7 has been de5ned for each 7 with lh(7)= n, such that
some point y lies in T∩ :′7. Since T contains no isolated points, there is some
z =y such that z ∈T∩ :′7. Find 80; 81 ∈6′ such that y∈ :80 , z ∈ :81 , :80 ∩ :81 = ∅, and
lh(80)= lh(81)¿n+ 1, and :80 ∪ :81 ⊆ :′7. Take :′7˙0 = :80 , :′7˙1 = :81 .
Let T′= {xb : b is a branch through T′}. Then T′⊆T∩ :70 ⊆T∩ . Since T′ con-
tains 2ℵ0 points, this proves that x is a point of condensation of T.
(3) Presume for some ∈ we have ⊆T. Since T contains no isolated points,
there are two points x; y such that x =y and x; y∈ = ∩T. Because T is a binary tree
there is some 7∈6′ such that x∈ :7˙0 and y∈ :7˙1. Let n= lh(7˙0)= lh(7˙1), and
let S=
⋃{:8 : (lh(8)= n)∧ (8 = 7˙0)}. Then S and :7˙0 are open sets, S∩ :7˙0 = ∅,
S ∪ :7˙0 = n-Supp(T), x∈ :7˙0, and y∈ :7˙1⊆S. Thus we have ∩ :7˙0 = ∅,
∩S = ∅, and ⊆T⊆ n-Supp(T)=S ∪ :7˙0. Hence :7˙0 and S disconnect ,
contradicting the fact that all members of  are connected sets.
(4) This follows from (1) and (3) at once.
9. Existence of avoidable points and excision of points from a function’s domain
The main theorem of this section is one that we shall use several times over in the
rest of the paper. It says that if F is a recursive quantum correspondence from X to
Y , then uncountably many points can be excised from the domain of fF to produce
a recursive quantum function, say fG, whose domain is smaller. A corollary of this
theorem, then, is that avoidable points exist, since all the points in dom(fF)−dom(fG)
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must be avoidable. This is important since, so far, we have not addressed the issue of
the existence of avoidable points except in reference to the domains of functions on R
constructed in [7]. In fact, our construction will be done so as to force all the points
in dom(fF)− dom(fG) to lie in a 5xed basic open set.
Theorem 9.1. Let T be a recursively bounded 01 tree of sharp (lters with no recursive
branch. Then T⊆Av(X ). Furthermore, there is a recursive quantum correspondence
G such that exdom(fG)=T.
Proof. Since T is a recursively bounded 01 tree, we can e6ectively determine
n-Nodes(T) for each n, and hence can determine, for each ∈, whether
∩ n-Supp(T)= ∅. Form a subset F of the identity function on X by enumera-
ting (; ) into F if and only if there is some n such that ∩ n-Supp(T)= ∅.
First we note that F is a recursive quantum correspondence. For if x is a recursive
point then x ∈T. Since T is a closed set, there is ∈ such that O∩T= ∅, and
hence there is some n∈! such that for all ⊆ , x∈  and ∩ n-Supp(T)= ∅. Thus
x∈ dom(fF).
Next we note that dom(fF)=X −T. For if x∈X −T then, just as in the case
of the recursive points, x∈ dom(fF). On the other hand, if y∈T then for every
n∈! and every ∈, if y∈  we have ∩ n-Supp(T) = ∅, so  ∈ dom(F). Hence
y ∈ dom(fF).
Theorem 9.2. Let T be a recursively bounded 01 tree of sharp (lters with no recursive
branch. Then T is the spectrum of an avoidance function.
Proof. Let  n be a recursive sharp 5lter and let x be such that  n↘ x. Since x∈Rec(X ),
we have x ∈T. As in Theorem 9.1, we can e6ectively determine for each t ∈! and
∈ whether ∩ t-Supp(T)= ∅.
We can thus form a function / as follows:
/(n) := min{t :  n(t) ∩ (t-Supp(T∅)) = ∅};
and / is thus a partial recursive function. That / is an avoidance function forT follows
from the fact that when  n is a sharp 5lter, a minimum t satisfying  n(t)∩ (t-Supp(T∅))
= ∅ can be found recursively. Furthermore, this / has a spectrum and we have T⊆S/.
We also show that S/⊆T. Let x∈X −T. Then there is ∈ such that x∈  and
∩T= ∅. Let A= {n : n∈!} be a sharp 5lter converging to x. Then there is some t
with t ∩ (t-Supp(T∅))= ∅, and we can assume that we have chosen t to be minimal
in this regard. Let  n be a partial recursive sharp 5lter such that
 n(0) = 0; : : : ;  n(t) = t :
(Note that  n need not converge to x.) Then by the de5nition of / we have /(n)= t,
so x∈ t =  n(/(n)) and hence x ∈S/. Thus S/⊆T, and hence T=S/.
Theorem 9.3 (Excision theorem). Let F :X →Y be a recursive quantum correspon-
dence and ∈X . Then there is a recursive quantum correspondence G⊆F such
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that ||(dom(fF)− dom(fG))∩ ||=2ℵ0 . In fact, we can additionally have dom(fF)−
dom(fG)=T= {xb : b is a branch through T}⊆ ∩Av(X ), for some recursively
bounded 01 tree of sharp (lters T with 2
ℵ0 in(nite branches.
Proof. We have seen in 8.4 that it is possible to build a complete recursive tree of sharp
5lters in dom(F)∩ . Using classical techniques of Jockusch & Soare [5], ‘prune’ this
tree to get a recursively bounded 01 tree of sharp 5lters T with 2
ℵ0 in5nite branches.
This tree is the spectrum of some avoidance function. The existence of G then follows
from Corollary 5.2.
Corollary 9.4. Let F be a recursive quantum correspondence and let {Tn : n∈!} be
a recursively enumerable sequence of recursively bounded 01 trees of sharp (lters,
none of which has any recursive branches. Then there is a recursive quantum corre-
spondence G⊆F such that exdom(fG)= exdom(fF) ∪
⋃
n Tn.
Proof. For each n∈! let Gn be a recursive quantum correspondence obtained as in the
Excision Theorem, so that Gn⊆F and dom(fF) − dom(fGn)=Tn. Then {Gn : n∈!}
is a recursively enumerable sequence of recursive quantum correspondences. Apply
UFIT to obtain a recursive quantum correspondence G⊆F such that fG =
⋂
n fGn .
We then have exdom(fG)− exdom(fF)=
⋃
n (exdom(fGn)− exdom(fF))=
⋃
n Tn; so
exdom(fG)= exdom(fF) ∪
⋃
n Tn.
Corollary 9.5. Let {Tn : n∈!} be a uniform sequence of recursively bounded 01 trees,
none of which has any recursive branches. Then there is a recursive quantum corre-
spondence G such that exdom(fG)=
⋃
n Tn.
Proof. Let F = Id and take G as in Corollary 9.4.
An immediate consequence of Theorem 9.1 is that if T is a 01 tree of sharp 5lters
one of whose branches converges to a shadow point, then either some branch of T
converges to a recursive point or T is not recursively bounded. In the sequel [9] we
shall build a (nonrecursively bounded) 01 tree T∞ all of whose branches converge to
shadow points.
Theorem 8.6 shows that if T is a recursive tree of sharp 5lters in Rn then T is
nowhere dense. Because there are only countably many recursive functions,
⋃{T:T is
a recursive tree of sharp 5lters} is a set of 5rst category. Since Shad(Rn) is of second
category, it follows that there are shadow points that lie on no recursive tree.
We do know that in R, at least, every avoidable point lies on some complete recursive
tree, and we prove that next. However, we do not know whether every avoidable point
in R lies on some recursive tree of exclusively avoidable points.
Theorem 9.6. Let x∈Av(R). Then there is a complete recursive tree T of sharp
(lters in R such that x∈T.
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Proof. Let / be an avoidance function for x and let a; b∈Q be such that a¡x¡b.
Stage 0: Let 9(∅)= (a; b), so x∈9(∅) and |9(∅)|= b− a.
Stage n + 1: Suppose that for each 7∈6 with lh(7)6n we have de5ned 9(7)
so that |9(7)|6( 12 )lh(7)(b − a), (∀8 ( str 7)[9(7)⊆9(8)], and (∀8)[lh(8)= lh(7) ∧
8 = 7⇒9(8)∩9(7)= ∅]. Suppose further that there is some 7 with lh(7)= n and
x∈9(7). For each 7 with lh(7)= n, construct 9(7˙0) and 9(7˙1) as follows.
Let 7=(a7; b7). Use / and sharp 5lters converging to a7, b7, and 12 (a7 + b7) to
5nd basic open sets (l7; r7), (l′7; r
′
7) and (l
′′
7 ; r
′′
7 ) whose closures and mutually dis-
joint, such that a7 ∈ (l7; r7), 12 (a7 + b7)∈ (l′7; r′7), and b7 ∈ (l′′7 ; r′′7 ), and also such that
x lies in none of these three sets. Note that this can be done uniformly, since there
is a uniformly recursive set of recursive sharp 5lters converging to the members of
Q, and for each member q∈Q represented by a sharp 5lter  k , x ∈  k(m) for every
m¿/(k). Then l7¡a7¡r7¡l′7¡
1
2 (a7 + b7)¡r
′
7¡l
′′
7¡b7¡r
′′
7 . Let 9(7
˙0)= (r7; l′7)
and 9(7˙1)= (r′7; l
′′
7 ). Then for i=0; 1; 9(7˙i)⊆9(7); |9(7˙i)|¡ 12 |9(7)|6
( 12 )
n+1(b− a), and 9(7˙0)∩9(7˙1)= ∅.
Note that since x =∈ (l7; r7)∪ (l′7; r′7)∪ (l′′7 ; r′′7 ) we have x∈9(7)⇒ [(x∈9(7˙0))∨
(x∈9(7˙1))].
Now consider strings 7˙i; 8˙j of length n + 1 where i; j∈{0; 1}, and suppose
7˙i = 8˙j. If 7= 8, then j=1 − i and 9(7˙i) ∩9(8˙j)= ∅ because of our ob-
servation immediately above. If 7 = 8, then by our hypothesis, 9(7)∩9(8)= ∅ so
9(7˙i)∩9(8˙j)= ∅. Also there is some such 7 with x∈ 7, so either x∈ 7˙0 or
x∈ 7˙1.
By induction, then, we see that our construction guarantees that x∈T.
10. Condensation
Now that we have investigated 01 trees of sets of avoidable points, we are in a
position to learn more about the ubiquity of such points. Recall that a point x is a
point of condensation of a set A if every neighborhood of x contains uncountably many
points of A. Here we establish some results regarding condensation concerning Av(X ),
exdomains, spectra, and certain sets of pseudo-irrationals. Similar results involving
Shad(X ) instead of Av(X ) also hold and we will report about them in the sequel [9].
Theorem 10.1. Given a recursive quantum correspondence F :→, there exists a re-
cursive quantum correspondence G⊆F such that fG ⊆fF and exdom(fG)−exdom(fF)
is dense in X . Thus exdom(fG)− exdom(fF) condenses at each point of X .
Proof. Let {n : n∈!} be an acceptable enumeration of . For each n∈! construct, as
per the Excision Theorem, a tree of avoidable points Tn⊆ n and a recursive quantum
correspondence Gn such that Gn⊆F and dom(fF)− dom(fGn)=Tn. This construction
can and should be done uniformly in n. Next, use Corollary 9.4 to obtain a recursive
quantum correspondence G⊆F such that exdom(fG)= exdom(fF)∪
⋃
n Tn. Then G
is as desired.
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Theorem 10.2. Let F :X →Y be a recursive quantum correspondence. Then every
point of X is a point of condensation of Av(X )∩ dom(fF) and therefore is a point
of condensation of Av(X ).
Proof. Follows from Theorem 10.1.
Theorem 10.3. Let F :X →Y be a recursive quantum correspondence such that
dom(fF) =X . Then each x∈ exdom(fF) is a point of condensation of exdom(fF).
Proof. Pick x∈ exdom(fF), and let /0 be an avoidance function for x as constructed
in the proof of Corollary 6.4, so that S/0 ∩ dom(fF)= ∅. Next de5ne /1 :!→! so
that for all n,
/1(n)
:= /0(n) + 1:
Note that from this de5nition it now follows that for each n, if  n(/1(n)) ↓, then
 n(/0(n)) ↓ and  n(/1(n))⊆  n(/0(n)).
Claim 1. /1 is an avoidance function for x, and S/1 ∩ dom(fF)= ∅.
Claim 2. S/0 ⊆S/1 ⊆ exdom(fF).
Proof of Claim 1. Clearly, if  n is a sharp 5lter then  n(/1(n)) ↓ because  n is total
and /0(n) ↓. Also, for each n, if  n(/1(n)) ↓ then  n(/0(n)) ↓ and x =∈  n(/0(n)); since
 n(/1(n))⊆  n(/0(n)), it follows that x =∈  n(/1(n)). Hence /1 is an avoidance function
for x.
Now let ; ∈X with O⊆  and x∈  be such that every ∈ dom(F) which re-
solves 〈; 〉 does not contain x (as per Lemma 6.2). Further let y∈ dom(fF), and 5nd
0; 1 ∈ dom(F) with y∈ 1 and 1⊆ 0. Next, let n and s be such that  n is a sharp
5lter with  n(0)= 0,  n(1)= 1;  sn(0) ↑, and 0 is enumerated into dom(F) before
stage s. (It is not necessary that  n↘y.) Then as /0 was constructed as in the proof
of Corollary 6.4, we have /0(n)= 0, so /1(n)= 1. Since y∈ 1 =  n(/1(n)), it follows
that y∈S/1 ; this proves that S/1 ∩ dom(fF)= ∅.
Proof of Claim 2. S/1 ⊆ exdom(fF) via Claim 1. Suppose y =∈S/1 . Then there is some
n such that y∈  n(/1(n)). Since  n(/1(n))⊆  n(/0(n)) it is clear that y∈  n(/0(n))
and so y =∈S/0 .
Now, having established these properties of /1, choose ∈ such that x∈ . We
shall prove that ‖S/1 ∩ ‖=2ℵ0 . We do this by forming a nonrecursive tree T= {:7 : 7
∈6} of sharp 5lters such that, for each :7 ∈T, there is a designated point y7 ∈ :7 ∩S/0 .
Our construction will ensure that {y7 : 7∈6}⊆T⊆S/1 ∩ .
We form T in stages.
Stage 0: We choose :∅ ∈ so that x∈ :∅; :∅⊆ , and :∅ resolves target 0. Further-
more, if  0(/1(0)) ↓, we note that x =∈  0(/1(0)) and require that :∅ ∩  0(/1(0))= ∅.
We let y∅= x, so y∅ ∈ :∅ ∩S/0 .
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Stage n+1: For each 7∈6 with lh(7)= n we assume :7 ∈ and y7 ∈X have been
chosen to satisfy the following induction hypotheses:
1. If 7= 8˙i then :s⊆ :8;
2. if lh(8)= n and 8 = 7 then :8 ∩ :7 = ∅;
3. :7 resolves targets 0 to n;
4. if  n(/1(n)) ↓, then :7 ∩  n(/1(n))= ∅; and
5. y7 ∈ :7 ∩S/0 .
We now set about to form :7˙i and y7˙i for each 7 with lh(7)= n and each i∈{0; 1}.
First, let y7˙0 =y7. Then, since, by Corollary 6.8, no point of S/0 is isolated, pick
(nonrecursively) a point y7˙1 ∈ :7 ∩ S/0 such that y7˙1 =y7. It is thus possible to
5nd basic open sets :7˙0; :7˙1 such that :7˙0 ∩ :7˙1 = ∅, and for each i; :7˙i ⊆ :7;
y7˙i ∈ :7˙i, and :7˙i resolves targets 0 to n + 1. Furthermore, if
 n+1(/1(n+1)) ↓, we note that since y7˙i ∈S/0 , it follows that y7˙i =∈  n+1(/0(n+1)),
and since  n+1(/1(n+ 1))⊆  n+1(/0(n+1)), we therefore have y7˙i =∈  n+1(/1(n+ 1)).
Hence if  n+1(/1(n + 1)) ↓, we can, and do, require that :7˙i ∩  n+1(/1(n + 1))= ∅.
Hence the induction hypotheses carry forward.
It is immediate from induction hypotheses 1, 2, and 3 that T is a tree of sharp 5lters.
Suppose b is a branch through T. Then by induction hypothesis 4, for each n with
 n(/1(n)) ↓ we have xb =∈  n(/1(n)), and so xb ∈S/1 , therefore T⊆S/1 . Since :∅⊆ ,
it follows that T⊆S/1 ∩ , and so ‖S/1 ∩ ‖=2ℵ0 .
This proves that x is a point of condensation of S/1 . Since S/1 ⊆ exdom(fF); x is
a point of condensation of exdom(fF).
Corollary 10.4. Let / be an avoidance function. Then every point of S/ is a point
of condensation of S/.
Proof. By Corollary 5.2 there is a recursive quantum correspondence G⊆ Id such that
dom(fG)=X −S/, and hence S/ =exdom(fG). The corollary is then immediate from
the theorem.
Theorem 10.5. Let ∈. Then every point of  is a point of condensation of Av(X )∩
Irr(X )∩ . Consequently ‖Av(X )∩ Irr(X )∩ ‖=2ℵ0 .
Proof. Construct a complete recursive tree of sharp 5lters as per Theorem 8.2 and
continue the construction as per the Excision Theorem to form a tree T of avoid-
able points in ∩ Irr(X ). Since T⊆Av(X )∩ Irr(X )∩  and T contains 2ℵ0 points,
this proves that x is a point of condensation of Av(X )∩ Irr(X )∩  and that thus
‖Av(X )∩ Irr(X )∩ ‖=2ℵ0 .
Theorem 10.6. Let ∈ be such that @ is connected and contains more than one
point. Then every point of @ is a point of condensation of Av(X )∩ @ and hence of
Av(X )∩Rat(X ). Consequently ‖Av(X )∩ @‖=2ℵ0 .
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Proof. Construct a complete recursive tree of sharp 5lters as per Theorem 8.3 and
continue the construction as per the Excision Theorem to form a tree T of avoidable
points on @. Since T⊆Av(X )∩ @ and T contains 2ℵ0 points, this proves that x is
a point of condensation of Av(X )∩@ and therefore of Av(X )∩Rat(X ).
Clearly T contains 2ℵ0 points, so ‖Av(X )∩ @‖=2ℵ0 .
11. A dishonest correspondence
In this section we show that the introduction of honest correspondences is necessary
by producing a ‘dishonest’ recursive quantum correspondence on the reals. For this
result we apply a technique which is particular to the case of the reals.
Theorem 11.1. There exists a recursive quantum correspondence that is not honest.
Proof. In (R; R) form a recursive quantum correspondence G⊆ Id by the Excision
Theorem, and let T and T be as in that theorem. Thus fG = Id  (R −T). We plan
to construct a recursive quantum correspondence H to behave ‘dishonestly’ on sharp
5lters converging to any point of T. We say ∈R misses the tree if there is some
n such that ∩ [n-Supp(T)]= ∅, and if for the least such n; (∀)[∈ ⋃s[s-Nodes(T)]⇒
* ]. Since T is a recursively bounded 01 tree, we can e6ectively determine
n-Nodes(T) for each n. We thus notice that if  misses the tree, then (∀)[∈⋃
s[s-Nodes(T)]⇒ * ], and that { :  a misses the tree} is a recursively enumer-
able set. Furthermore, by Theorem 8.6, T is nowhere dense, so if x∈R −T and
A= {n : n∈!} is a sharp 5lter in dom(G) converging to x, then there is n′ such that
(∀n¿n′)[n misses the tree], so dom(G) contains a sharp 5lter converging to x whose
elements miss the tree.
Let G′=G  { :  misses the tree}. It is immediate from the discussion above that
G′ is a recursive quantum correspondence and fG′ =fG = Id  (R−T).
We now extend G′ to a partial recursive function H :R→R thus:
H () =


; if  ∈ dom(G′) (i:e:; if  misses the tree);
(a− 1; b+ 1); if  = (a; b) and for some s;  ∈ s-Nodes(T);
↑; otherwise:
Claim 1. H is monotone.
Claim 2. If x∈R−T and A={n :n∈!} is a sharp (lter in dom(H) converging to x,
then H (A) is a sharp (lter converging to x.
Claim 3. Let x∈T. If A is any sharp (lter in dom(H) converging to x, then H (A)
is not a sharp (lter.
Claim 4. Let x∈T. Then there is a sharp (lter in dom(H) converging to x.
Proof of Claim 1. Let ; ∈ dom(H) and suppose ⊆ .
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Write =(a; b); =(c; d), so c6a¡b6d. If  misses the tree then, since ⊆ ,
there is no s with ∈ s-Nodes(T), and since ∈ dom(H);  must therefore also miss
the tree; so H ()= ⊆ =H (). If  does not miss the tree, then H ()= (c−1; d+1),
so H ()⊆ (a− 1; b+ 1)⊆ (c − 1; d+ 1)=H ().
A similar argument shows that if ; ∈ dom(H) and O⊆  then H ()⊆H ().
Proof of Claim 2. Let x and A be as stated. Then there is n′ such that (∀n¿n′)[n
misses the tree], so for each such n; H (n)=G′(n)= n. Hence
⋂
H (A)=
⋂
n n
= {x}.
Proof of Claim 3. Let A= {n : n∈!} be a sharp 5lter in dom(H) converging to x.
For each n, let n =(an; bn).
Note that for each n, since x∈T∩ n, we have n ∩ [s-Supp(T)] = ∅ for all s, and
hence n does not miss the tree, and thus n ∈ s-Supp(T) for some s.
Therefore H (n)= (an− 1; bn +1). Since A↘ x, it follows that limn an = limn bn =x,
so that
⋂
H (A)= [x− 1; x+1], proving that H (A) is not sharp, and hence not a sharp
5lter.
Proof of Claim 4. If b is the branch through T convergent to x, and if ∈ b, then for
some s; ∈s-Nodes(T), so H () is de5ned. So b is a sharp 5lter in dom(H) converging
to x.
Claims 1 and 2 show that H is a recursive quantum correspondence with G′⊆H , so
that fG′ ⊆fH . Claims 2 and 3 show that dom(fH )=R−T. Since dom(fG)=R−T
also, this gives fH =fG′ = Id  (X −T).
Finally, Claims 3 and 4 show that H is not honest.
12. Connections to other schools of recursive analysis
The only quantum recursive correspondence whose existence is trivial to prove is
the identity correspondence. But in Kalantari–Welch [7] (Theorems 4.1 and 5.3) we
prove that any function recursive in the sense of Goodstein [4] or Pour-El and Richards
[12] can be generated by a recursive correspondence; this result allows us to consider
functions that are not subfunctions of the identity function.
Suppose we say that a quantum correspondence F is ‘quantum in its essence’ if fF
is not a subfunction of a continuous function g whose domain is X ; that is, if there
is no pair (G;H) with G a quantum correspondence, H a full correspondence, G≡F ,
and H ⊇G. The existence of such a function is proven in [7]. There, in Corollary 9.2,
we construct a recursive quantum correspondence F from [0;1] to [0;1] such that
the Lebesgue measure of dom(fF) is smaller than any ¿0 and fF is quantum in
its essence. That construction illustrates in a forceful way that quantum functions are
objects of particular interest in this 5eld of study.
Our conclusions in this paper throw some new light on the constructions of the Rus-
sian researchers into recursive analysis such as CeFGtin, Shanin, ZaslavskiFG, and Orevkov.
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Many of their constructions are of ‘recursive functions’ on [0; 1] which violate the req-
uisite classical behavior of continuous functions. For instance, in ZaslavskiFG [19], Some
Properties of constructive Real Numbers and Constructive Functions, Theorem 5.1,
a ‘recursive function’ from [0; 1] to R is constructed which, though apparently contin-
uous on a closed set, has unbounded range. In e6ect what ZaslavskiFG does is similar
to what we have done in [7] Theorem 9.2, and we can now see exactly how his
function, classically viewed, di6ers from a classically continuous function on [0; 1]:
The domain of the function is not all of [0; 1], but misses a set of avoidable points.
On its (classical) domain, however, the function truly is continuous as we proved in
[7] Theorem 6.1. ZaslavskiFG’s function, in other words, is what we call a recursive
quantum function.
Similarly, Orevkov [11] constructs two ‘recursive functions’ from the unit square
to itself that violate Brouwer’s Fixed Point Theorem. He produces the 5rst one by
continuously retracting the square to its boundary and then rotating it by 90 de-
grees to prevent 5xed points on the boundary. We can now see that this function
is in fact classically continuous, but that its domain is not the entire unit square be-
cause of the retraction; that is, the domain does not contain some avoidable points.
So this function, like ZaslavskiFG’s, is a recursive quantum function. An examination
of Orevkov’s construction reveals that, as a result of the necessary process of ex-
pelling points from the domain, he ends not simply with a ‘punctured’ unit square,
but with one ‘5ssured’ by paths of avoided points. This ‘5ssuring’ is what makes
possible his recursive retraction. Indeed we shall see in another paper that paths of
avoidable points are ubiquitous in R2 (and thus in I2). (We thank Joe Miller for this
observation.)
Orevkov’s second ‘recursive function’ is in fact (classically) total and continuous on
the unit square, so that though Brouwer’s Fixed Point Theorem is recursively violated,
it holds in the classical sense. In fact, this second function is derived from the 5rst
one in such a way that none of the points retracted to the boundary by the 5rst one
is a 5xed point of the second one. Hence all of the 5xed points occur at avoidable
points. (Joe Miller has also nice results in this light.)
This is not the whole story, however. The Fixed Point Theorem also classically holds
of the closed interval [0; 1], and unlike the unit square, it holds recursively as well as
classically, in the sense that a recursive quantum function from [0; 1] to [0; 1] has a
recursive 5xed point, as we showed in [7] Theorem 8.2.
Pour-El’s and Richards’ 5ndings in [12] are signi5cant contributions to recursive
analysis since the works of the Russian school and others in the 1960s. They work
with functions that are entire on a subspace of Rn or Cn while we work with quantum
recursive functions. Pour-El and Richards de5ne computability in the same way as
Goodstein. Thus, as we proved in [7], their computable functions are exactly our total
recursive functions, of which the quantum recursive functions form a superset. This
di6erence between their approach and ours is natural, since their primary concern
is computable linear operators on Banach spaces while ours is arbitrary computable
functions on regular topological spaces.
We have seen that some properties of total recursive functions carry over to all
quantum recursive functions, such as the Intermediate Value Theorem. It would be
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interesting to know which of Pour-El’s and Richards’ results also carry over in that way.
Namely, any ‘positive’ results of theirs (of the form ‘if some function is computable,
then some related function is computable’) raises the question of interest whether it
holds or does not hold for quantum recursive functions. For example, they prove (see
[12, p. 54]) if f is any computable function on [a; b] and f is C∞, then the n-th
derivative f(n) is computable for each n. As their function f is total, it is interest-
ing to ask whether the same holds for all quantum recursive functions. Similarly, any
‘negative’ result of theirs (of the form ‘there exists a computable function such that
its related function is not computable’) could be examined to see if the ‘related un-
computable function’ is indeed quantum recursive. For example, they give (see [12, p.
107]) an example of a continuous function which is Lp-computable but not Goodstein-
computable. It is interesting to ask whether their function is a quantum recursive
function.
Recently, ‘Type-2 Theory of E6ectivity’ has been the focus of vigorous research
by a large number of authors. Weihrauch in Computable Analysis [18] describes the
foundations of this approach and its connections to other works by recent researchers
such as Ko. Weihrauch allows for computable functions that are de5ned on subsets
of a space. In our case, because we are interested in analyzing the Russian work,
we require that our functions be de5ned on all recursive points, at a minimum. As
mentioned in Weihrauch, any computable function has a G domain; we are especially
interested here in the F7 exdomains.
Weihrauch’s standard representation of a topological space (see [18, p. 64]) di6ers
from ours. In our notation, the standard representation of a point x is an encoded
sequence of names for all the basic open sets ∈ such that x∈ . From such a
sequence, of course, a sharp 5lter converging to x can be extracted; and similarly,
given any sharp 5lter converging to x, the set { : x∈ ∈} can be found. In each
case the new representation for x can be found recursively enumerably in the given
representation.
Ko’s computability on R is equivalent to Weihrauch’s signed digit representation;
(see [18, pp. 207 and 254]) this in turn is somewhat similar to our representation by
sharp 5lters, except that in the signed digit representation the nested intervals are taken
to be compact; thus ‘closure containment of one interval in another’ is equivalent to
‘simple containment’, as it is not for us, with our open intervals.
From Weihrauch’s perspective, a sharp 5lter in R is simply a name for a point
similar to the naming system he calls 2a (see [18, p. 88, Lemma 4.1.6]), where the
successive intervals encoded in the name are nested downward via closure containment.
We do not, however, require each interval to be smaller than a certain length, as he
does, but instead require that the sharp 5lter resolve each target. The recursion theoretic
complexity is the same in both cases, for the determination of whether a sequence of
basic open sets A={i : i∈!} is a sharp 5lter is 02(A), just as the determination of
whether an in5nite binary string p is a name of type 2a is 02(p).
Weihrauch’s computable topological spaces ([18, p. 63]) allow for each member of
the subbasis to have multiple names, where the problem of determining whether two
names refer to the same basic open set is recursively enumerable. We have chosen
to give just one name to each member of our subbasis . The use of a single name
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for each member of the subbasis, together with representation by sharp 5lters (rather
than Weihrauch’s standard representation, for instance) allows us to make minimal
assumptions regarding what relations among basic open sets are recursive, and still to
draw signi5cant conclusions based on a point-free approach.
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