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MAXIMAL COMMUTATIVE SUBALGEBRAS OF A GRASSMANN
ALGEBRA
VICTOR A. BOVDI, HO-HON LEUNG
Abstract. We investigate the structure of maximal commutative subalgebras of the finite
dimensional Grassmann algebra over a field of characteristic different from two.
1. Introduction
The Grassmann algebra (exterior algebra) G(n) over a field F of characteristic different from
two is the following finite dimensional associative algebra of rank n:
G(n) = F [x1, . . . , xn]/〈xixj + xjxi | 1 ≤ i, j ≤ n〉F . (1)
The Grassmann algebra is widely used in ring theory, differential geometry and the theory of
manifolds (for example, see [2, 3, 9, 12]).
It is well known (for example, see [2]) that dimFG(n) = 2
n and the identity [[x, y], z] = 0 is
satisfied for all x, y, z ∈ G(n). The algebraG(n) has a large center and it is natural to investigate
the structure of commutative subalgebras in G(n). It was recently studied by Domokos and
Zubor [5]. Historically, the structure of commutative subalgebras are widely studied in certain
rings and algebras (for example, see [1, 4, 7, 8, 10, 13, 15]).
When n is even, the structure of maximal commutative subalgebras (with respect to inclusion)
in G(n) is quite well-understood. In particular, Domokos and Zubor showed that all such
maximal commutative subalgebras in G(n) of even rank n have dimension 3 · 2n−2 (Corollary
2.4, Theorem 7.1 (i) in [5]) despite the fact that not all of them are isomorphic (Theorem 7.1
(ii) in [5]).
However, the structure of maximal commutative subalgebras (with respect to inclusion) in
G(n) of odd rank n is less clear. Domokos and Zubor obtained the maximum dimension of
commutative subalgebras (Theorem 7.1 (i) in [5]). Some partial results on the structure of
maximal commutative subalgebras (with respect to inclusion) were obtained for n = 5 and
n = 7 (Proposition 7.5 in [5]).
The main goal of this paper is to provide new constructions of maximal commutative sub-
algebras (with respect to inclusion) of G(n) of odd rank n. Our constructions are based on
certain intersecting families of subsets of odd size in the power set of n. We make the connection
between maximal commutative subalgebras of G(n) and such combinatorial objects explicit in
Section 2. In Section 3, we introduce an intersecting family of subsets of odd size based on the
classical Fano plane. It is the foundation of our constructions in Section 4 and Section 5.
Based on our results in Section 4 and Section 5, we make inroads into solving two conjectures
posted by Domokos and Zubor (Conjecture 7.3 and Conjecture 7.4 in [5]). Along the way we
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state a few conjectures, some of which are purely computational in nature, related to our
constructions of maximal commutative subalgebras in G(n) of odd rank n.
2. Combinatorics of the Grassmann algebra
Let m,n ∈ N such that m ≤ n. For two integers i and j (i ≤ j), we write
[i, j] = {k ∈ Z | i ≤ k ≤ j}.
The set [1, k] is often abbreviated to [k]. The cardinality of a set J is denoted by |J |.
In the Grassmann algebra G(n) of rank n we can choose the basis {1, v1, . . . , vn} such that
G(n) = F 〈1, v1, . . . , vn | vivj = −vjvi, 1 ≤ i, j ≤ n〉.
For I = {i1, . . . , ik} ⊂ [n], we denote vI by vI := vi1vi2 · · · vik . For any vI , vJ ∈ G(n), in which
I, J ⊂ [n], we have the following:
vIvJ = (−1)
|I||J |vJvI . (2)
If |I| is odd, then vI is an odd element in G(n), otherwise it is an even element.
Clearly, G(n) = G0 ⊕G1 is a Z2-graded algebra, where the even part is
G0 =
⊕
k∈2N∪{0}
spanF{vJ | J ⊆ [n] and |J | = k}
and the odd part is
G1 =
⊕
k∈N\2N
spanF{vJ | J ⊆ [n] and |J | = k}.
The collection of all subsets of [n] (including the empty set ∅) and the collection of all subsets
of size m in the set [n] are denoted by Pn and Pn(m), respectively. Set
Pn(∗) = ∪
n
m=1Pn(m) = Pn \ ∅.
The nonempty collection ∆ of subsets of odd size in Pn(∗) is called an algebraic system if, for
any A1 ∈ Pn \∆ such that |A1| is even and for any A2 ∈ ∆ such that A1 ∩ A2 = ∅, we have
A1 ∪A2 ∈ ∆.
An algebraic system ∆ is called commutative if any two elements from ∆ have a non-trivial
intersection. A commutative system ∆ is called maximal if, for any A ∈ Pn(∗) \∆ such that
|A| is odd, there exists B ∈ ∆ such that A ∩B = ∅.
Example 1. For n = 4, let ∆ = {{1}, {1, 2, 3}, {1, 3, 4}, {1, 2, 4}} and D = {{2}, {2, 3, 4},
{1, 2, 3}}. Then ∆ is algebraic and D is not algebraic because {1, 2, 4} = {2} ∪ {1, 4} /∈ D.
A subalgebra in G(n) is called homogeneous if it is spanned by monomials. It is well known
that a maximal commutative subalgebra ofG(n) is a homogeneous subalgebra (see also Theorem
4.3 in [5], which says that each commutative subalgebra in G(n) can be transformed into a
homogeneous commutative one by a simple process of linear transformations).
Let M be a maximal commutative subalgebra (with respect to inclusion) of the Grassmann
algebra G(n) = G0 ⊕ G1, where n ≥ 2. From now on, we focus solely on homogeneous
commutative subalgebras of a Grassmann algebra ( see the comment in the previous paragraph).
Clearly, M can be written as M = G0 ⊕M1 where M1 ⊂ G1. Consider
∇M := {I ⊆ [n] | vI ∈M1}.
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If T is a maximal commutative algebraic system in [n], then we define:
MT := spanF{vI | I ∈ T}.
We have the following lemma:
Lemma 1. If M is a maximal (with respect to inclusion) commutative subalgebra of G(n), then
∇M is a maximal commutative algebraic system. Moreover, if T is a maximal commutative
algebraic system, then G0 ⊕MT is a maximal commutative subalgebra in G(n).
Proof. Let M = G0 ⊕M1. If vI , vJ ∈ M1, then vI and vJ commute if and only if I ∩ J 6= ∅.
Hence ∇M is commutative.
Let S ∈ Pn\∇M , |S| is odd and S∩S
′ 6= ∅ for any S ′ ∈ ∇M . Then vS /∈M , vSvS′ = 0 = vS′vS
and hence vS, vS′ commute. So vS commutes with all elements in M1 and with all elements
in G0. So M ∪ {vS} is a commutative subalgebra which contradicts the maximality of M .
Consequently, ∇M is maximal.
Let vS′′ ∈ M0. Then vS′′M1 ⊂ M1 as M is a subalgebra in G(n). If vS0 ∈ M1, then vS′′
and vS0 commute by (2). In particular, if S
′′ ∩ S0 = ∅, then vS′′vS0 = vS′′∪S0 6= 0. Hence
S ′′ ∪ S0 ∈ ∇M , so ∇M is algebraic.
The second statement is obvious. 
Corollary 1. Finding maximal (with respect to inclusion) commutative subalgebras in G(n) is
equivalent to finding maximal commutative algebraic systems in Pn(∗).
If n is even, there are easy constructions of maximal commutative algebraic systems in G(n).
We state them as examples.
Example 2. Let n = 4k where k > 0. Let S ⊂ Pn(∗) be the following collection of subsets:
S = ∪i is odd,2k+1≤i≤4k−1Pn(i).
It is plain to check that S is a maximal commutative algebraic system in Pn(∗). We note that
|S| =
(
4k
2k+1
)
+
(
4k
2k+3
)
+ · · ·+
(
4k
4k−1
)
= 24k−2 = 2n−2.
By Lemma 1, we obtain a maximal commutative subalgebra G0 ⊕MS in G(4k), such that
dim(G0 ⊕MS) = 2
n−1 + 2n−2 = 3 · 2n−2.
Example 3. Let n = 4k+2 where k > 0. Let S1 ⊂ Pn(∗) be the following collection of subsets:
S1 = ∪i is odd,2k+3≤i≤4k+1Pn(i).
For any i ∈ [n], we define S2(i) ⊂ Pn(∗) be the following collection of subsets:
S2(i) = {U ∈ Pn(2k + 1) | i ∈ U}.
Set S(i) := S1 ∪ S2(i). The set S is a maximal commutative algebraic system in Pn(∗).
Indeed
|S(i)| = |S1|+ |S2(i)| =
(
4k+1
2k
)
+
(
4k+2
2k+3
)
+ · · ·+
(
4k+2
4k+1
)
= 24k = 2n−2.
By Lemma 1, we obtain a maximal commutative subalgebra G0⊕MS(i) in G(4k+2) such that
dim(G0 ⊕MS(i)) = 2
n−1 + 2n−2 = 3 · 2n−2.
The algebra G0 ⊕MS(x) is isomorphic to G0 ⊕MS(y) for each x, y ∈ [n] (by a permutation of
basis elements vi with i ∈ [n]). Hence, there exist 4k + 2(= n) pieces of pairwise isomorphic
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maximal commutative subalgebras of dimension 3 · 2n−2 in G(4k + 2) which are all isomorphic
to G0 ⊕MS(i).
Let S ⊂ [n] with n ≥ 2. Define
∨1S := {S, S ∪ S1 | S1 ∈ Pn(2), S1 ∩ S = ∅}.
For i > 1, we define inductively ∨iS := ∨1(∨i−1S).
We define a cone Cone(S) based on S as follows:
Cone(S) := (∨∞S) ∩ [n].
If B ⊆ Pn(∗), then we define ∨
1B := ∪{∨1S | S ∈ B}. We also extend our definition of Cone(B)
based on B naturally.
Example 4. For n = 4, in Example 1, we have ∆ = ∨1{1}. It is also the cone based on a
singleton {1}, that is, ∆ = Cone({1}).
Example 5. For n = 5, ∆ = Cone({2}) is the set
∆ = ∨2{2} = ∨1{{2}, {1, 2, 3}, {1, 2, 4}, {1, 2, 5}, {2, 3, 4}, {2, 3, 5}, {2, 4, 5}}
= {{2}, {1, 2, 3}, {1, 2, 4}, {1, 2, 5}, {2, 3, 4}, {2, 3, 5}, {2, 4, 5}, {1, 2, 3, 4, 5}}.
Lemma 2. The following conditions hold:
(i) if S ∈ Pn(∗), then Cone(S) is a commutative algebraic system;
(ii) if ∆ ⊂ Pn is a maximal commutative algebraic system, then for each S ∈ ∆ we have
Cone(S) ⊂ ∆;
(iii) Cone({i}) is a maximal commutative algebraic system, such that |Cone({i})| = 2n−2.
Proof. (i) and (ii) are obvious.
Cone({i}) is algebraic by part (i). It is commutative since {i} is a common subset for any
element in Cone({i}) .
Let S ∈ Pn(∗)\Cone({i}) such that |S| is odd. Then S∩{i} = ∅. Let S0 be the complement
of S in [n]. Since {i} ⊂ S0, S0 ∈ Cone({i}) if |S0| is odd. If |S0| is even, then let S1 = S0 \ {j}
where i 6= j. S1 ∈ Cone({i}) and S1 ∩ S = ∅. Hence Cone({i}) is maximal.
Decompose Cone({i}) into the union of Ui, where Ui ⊂ Pn(i). The set Ui is non-empty if and
only if i is odd. Clearly |Ui| =
(
n−1
i−1
)
, so
|Cone({i})| = 1 +
(
n−1
2
)
+
(
n−1
4
)
+ · · ·+
(
n−1
2i′
)
,
where 2i′ is the largest even number less than or equal to n− 1. In the polynomial expansion
of (1 + x)n−1, put x = 1 and we get the classical identity on binomial distribution:
2n−1 =
(
n−1
0
)
+
(
n−1
1
)
+ · · ·+
(
n−1
n−1
)
.
If we put x = −1 into the expansion of (1 + x)n−1 and rearrange terms, we get
|Cone({i})| = 1
2
((
n−1
0
)
+
(
n−1
1
)
+ · · ·+
(
n−1
n−1
))
and hence the result. 
Based on Lemmas 1 and 2, we construct a maximal commutative subalgebra G0⊕MCone({i})
in G(n) based on each i ∈ [n] in Cone({i}). Now it is easy to see that
dim(G0 ⊕MCone({i})) = 2
n−1 + 2n−2 = 3 · 2n−2.
Hence, we state the following corollary.
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Corollary 2. For each positive integer n, there always exists n pieces of pairwise isomorphic
maximal commutative subalgebras of dimension 3 · 2n−2 in G(n) which are all isomorphic to
G0 ⊕MCone({i}).
Remark 1. Let i ∈ [n] where n = 4k with k > 0. It is clear that the maximal commutative
subalgebra G0⊕MS (see Example 2) and G0⊕MCone({i}) (see Lemma 2(iii)) are not isomorphic
in G(n) despite the fact that both of them have the same dimension 3 · 2n−2.
Remark 2. Let i ∈ [n], where n = 4k+2 with k > 0. It is clear that the maximal commutative
subalgebra G0⊕MS(i) (see Example 3) and G0⊕MCone({i}) (see Lemma 2(iii)) are not isomorphic
in G(n) despite the fact that both of them have the same dimension 3 · 2n−2.
3. An intersecting family based on Fano System
The Fano System (or 0-Fano System) is the following collection A3 of subsets of the set [7]:
A1 = {1, 2, 5}, A2 = {1, 3, 6}, A3 = {1, 4, 7}, A4 = {2, 3, 7}, A5 = {3, 4, 5}, A6 = {5, 6, 7}
and A7 = {2, 4, 6}. The extended Fano System (or 4k-Fano System) is the collection of the
following subsets of [4k + 7]:
{
{4k + 1, 4k + 2, 4k + 5}, {4k + 1, 4k + 3, 4k + 6},
{4k + 1, 4k + 4, 4k + 7}, {4k + 2, 4k + 3, 4k + 7},
{4k + 3, 4k + 4, 4k + 5}, {4k + 5, 4k + 6, 4k + 7},
{4k + 2, 4k + 4, 4k + 6}
}
, (k ≥ 1).
(3)
It is easy to see that if k = 0 then we have the 0-Fano system. The properties of the Fano
system can be found in [11, 14].
The s-bicommutative system is a collection T of subsets of Pn(s) such that:
(i) T is commutative (that is, any two elements in T have a non-trivial intersection);
(ii) T is maximal among subsets of size s, i.e. if S0 6∈ T and |S0| = s, then there exists
S1 ∈ T , such that S0 ∩ S1 = ∅.
Note that in general an s-bicommutative system can not be an algebraic system, because all
elements of an s-bicommutative system have the same size.
Lemma 3. The Fano System A3 is a 3-bicommutative system in P7(3).
Proof. Clearly Ai ∩ Aj 6= ∅, where i, j ∈ [7], because
A1 ∩A2 = A1 ∩A3 = A2 ∩A3 = {1}, A1 ∩ A4 = A1 ∩ A7 = A4 ∩ A7 = {2},
A2 ∩A4 = A2 ∩A5 = A4 ∩A5 = {3}, A3 ∩ A5 = A3 ∩ A7 = A5 ∩ A7 = {4},
A1 ∩A5 = A1 ∩A6 = A5 ∩A6 = {5}, A2 ∩ A6 = A2 ∩ A7 = A6 ∩ A7 = {6},
A3 ∩A4 = A3 ∩A6 = A4 ∩A6 = {7}.
The system A3 is maximal, i.e. for any S ∈ P7(3)\A3, there exists Ai ∈ A3 such that Ai∩S = ∅.
Indeed, case-by-case we have:
6 VICTOR A. BOVDI, HO-HON LEUNG
{1, 2, 3} ∩ A6 = {1, 2, 4} ∩ A6 = {1, 3, 4} ∩ A6 = {2, 3, 4} ∩ A6 = ∅,
{2, 3, 5} ∩ A3 = {2, 3, 6} ∩ A3 = {2, 5, 6} ∩ A3 = {3, 5, 6} ∩ A3 = ∅,
{3, 4, 6} ∩ A1 = {3, 4, 7} ∩ A1 = {3, 6, 7} ∩ A1 = {4, 6, 7} ∩ A1 = ∅,
{1, 2, 6} ∩ A5 = {1, 2, 7} ∩ A5 = {1, 6, 7} ∩ A5 = {2, 6, 7} ∩ A5 = ∅,
{1, 4, 5} ∩ A4 = {1, 4, 6} ∩ A4 = {1, 5, 6} ∩ A4 = {4, 5, 6} ∩ A4 = ∅,
{2, 4, 5} ∩ A2 = {2, 4, 7} ∩ A2 = {2, 5, 7} ∩ A2 = {4, 5, 7} ∩ A2 = ∅,
{1, 3, 5} ∩ A7 = {1, 3, 7} ∩ A7 = {1, 5, 7} ∩ A7 = {3, 5, 7} ∩ A7 = ∅.

Now, let n = 4k + 7 and m = 2k + 3, where k ≥ 2. Put S ′7 = [4k + 1, 4k + 7].
Clearly [n] = [4k + 7] = S ′7 ∪ [4k]. Define Bi ⊂ Pn(m) (i ∈ [10]) as follows:
B1 = {S | S = {4k + 1, 4k + 2, 4k + 5} ∪ S
′ such that S ′ ⊂ [4k]},
B2 = {S | S = {4k + 1, 4k + 3, 4k + 6} ∪ S
′ such that S ′ ⊂ [4k]},
B3 = {S | S = {4k + 1, 4k + 4, 4k + 7} ∪ S
′ such that S ′ ⊂ [4k]},
B4 = {S | S = {4k + 2, 4k + 3, 4k + 7} ∪ S
′ such that S ′ ⊂ [4k]},
B5 = {S | S = {4k + 3, 4k + 4, 4k + 5} ∪ S
′ such that S ′ ⊂ [4k]},
B6 = {S | S = {4k + 5, 4k + 6, 4k + 7} ∪ S
′ such that S ′ ⊂ [4k]},
B7 = {S | S = {4k + 2, 4k + 4, 4k + 6} ∪ S
′ such that S ′ ⊂ [4k]},
B8 = {S | S = S
′ ∪ S ′′, |S ′| = 2, |S ′′| = 2k + 1, S ′ ⊂ S ′7, S
′′ ⊂ [4k]},
B9 = {S | S = S
′ ∪ S ′′, |S ′| = 1, |S ′′| = 2k + 2, S ′ ⊂ S ′7, S
′′ ⊂ [4k]},
B10 = {S | S ⊂ [4k]}.
We note the following intersecting property for elements in B1, . . . ,B7.
Lemma 4. If S1 ∈ Bi and S2 ∈ Bj (i, j ∈ [7], i 6= j), then S1 ∩ S2 6= ∅.
Proof. We randomly pick exactly one element in each Bi and label them as Si respectively. Note
that {S1 ∩ S
′
7, . . . , S7 ∩ S
′
7} coincides with (3) and it is bijective to the Fano System A3 and
hence Lemma 3 applies to {S1 ∩S
′
7, . . . , S7 ∩S
′
7} as a collection of subsets in S
′
7. Consequently
Si and Sj, i 6= j, must intersect non-trivially in S
′
7 ⊂ [n]. 
Theorem 1. Let n = 4k + 7 and m = 2k + 3, where k ≥ 2. Then
Am := ∪
10
i=1Bi
is an m-bicommutative system in Pn(m).
Proof. We show that any two elements in Am intersect non-trivially.
It is clear that S1 ∩ S2 6= ∅ in S
′
7 ⊂ [n] for S1, S2 ∈ Bj with j ∈ [7]. If S1 ∈ Bi, S2 ∈ Bj and
i 6= j (with i, j ∈ [7]), then S1 and S2 have a non-trivial intersection by Lemma 4.
If S1 ∈ Bi and S2 ∈ Bj with i, j ∈ [8, 10], then
|S1 ∩ [4k]|+ |S2 ∩ [4k]| > 4k.
Sets S1 and S2 have a non-empty intersection in [4k] ⊂ [n] by Pigeonhole Principle.
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Similarly, if S1 ∈ Bi and S2 ∈ Bj where i ∈ [7] and j ∈ [8, 10], then
|S1 ∩ [4k]|+ |S2 ∩ [4k]| = 2k + |S2 ∩ [4k]| > 4k.
The sets S1 and S2 have a non-empty intersection in [4k] ⊂ [n] by Pigeonhole Principle.
Let us prove that the commutative system Am is maximal. If S ∈ Pn(m) \ Am, then we can
write S = S ′ ∪ S ′′ where S ′ ⊂ S ′7 and S
′′ ⊂ [4k].
Note that if |S ′| = 2, then S ∈ B8 ⊂ Am and it is a contradiction. Similarly, if |S
′| = 1,
then S ∈ B9 ⊂ Am and it is a contradiction. If |S
′| = 0, then S = S ′′ ⊂ [4k] and hence
S ∈ B10 ⊂ Am, which is a contradiction. We need to consider S such that |S
′| > 2. We need
to show that there exists an element in Am such that it has no non-trivial intersection with S.
If |S ′| = 7, then S = S ′7, |S
′′| = 2k − 4 and hence |[4k] \ S ′′| = 2k + 4. We can choose any
2k+3 elements in ([4k] \ S ′′) ⊂ [4k] and call this set of elements S1. Note that S1 ∈ B10 ⊂ Am
and S1 ∩ S = ∅.
If |S ′| = 6, then |S ′′| = 2k − 3 and |[4k] \ S ′′| = 2k + 3. Let S2 = [4k] \ S
′′. We note that
S2 ∈ B10 ⊂ Am, S2 ∩ S
′′ = ∅ and hence
S2 ∩ S = S2 ∩ (S
′ ∪ S ′′) = (S2 ∩ S
′) ∪ (S2 ∩ S
′′) = ∅.
If |S ′| = 5, then |S ′′| = 2k − 2, |S ′7 \ S
′| = 2 and |[4k] \ S ′′| = 2k + 2. We randomly choose one
element in S ′7 \ S
′, call it a. Let S3 := {a} ∪ ([4k] \ S
′′). Then S3 ∈ B9 ⊂ Am and S3 ∩ S = ∅.
If |S ′| = 4, then
|S ′′| = 2k − 1, |S ′7 \ S
′| = 3 and |[4k] \ S ′′| = 2k + 1.
We randomly choose two elements in S ′7\S
′, say b and c respectively. Set S4 := {b, c}∪([4k]\S
′′).
Evidently S4 ∈ B8 ⊂ Am and S4 ∩ S = ∅.
If |S ′| = 3, then |S ′′| = 2k and |[4k] \ S ′′| = 2k. As S 6∈ Am, the k-Fano System does not
contain S ′. By Lemma 3, there exists an element in the k-Fano System in S ′7 that has an empty
intersection with S ′, denote this element by F . Set S5 := F ∪ ([4k] \ S
′′). Clearly S5 ∩ S = ∅
and S5 ∈ Bj ⊂ Am for some j ∈ [7]. 
For n = 4k + 7 and m = 2k + 3 where k ≥ 2, we define
Spec(k, 2) := min{ |M4k+7| | M4k+7 is a (2k + 3)-bicommutative system in Pn(m)}.
By the classical Erdo˝s-Ko-Rado Theorem [6], we state the following lemma:
Lemma 5. If n = 4k + 7 and m = 2k + 3 with k ≥ 2, then
Spec(k, 2) ≤
(
n−1
m−1
)
=
(
4k+6
2k+2
)
.
Based on our construction of the m-bicommutative system Am,
|Am| = | ∪
7
i=1 Bi|+ |B8|+ |B9|+ |B10|
= 7
(
4k
2k
)
+
(
7
2
)(
4k
2k+1
)
+
(
7
1
)(
4k
2k+2
)
+
(
4k
2k+3
)
.
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If k →∞,
(
4k
2k
)
(
4k+6
2k+2
) = (2k + 1)(2k + 2)(2k + 1)(2k + 2)(2k + 3)(2k + 4)
(4k + 1)(4k + 2)(4k + 3)(4k + 4)(4k + 5)(4k + 6)
→
1
64
,
(
4k
2k+1
)
(
4k+6
2k+2
) = (2k)(2k + 1)(2k + 2)(2k + 2)(2k + 3)(2k + 4)
(4k + 1)(4k + 2)(4k + 3)(4k + 4)(4k + 5)(4k + 6)
→
1
64
,
(
4k
2k+2
)
(
4k+6
2k+2
) = (2k − 1)(2k)(2k + 1)(2k + 2)(2k + 3)(2k + 4)
(4k + 1)(4k + 2)(4k + 3)(4k + 4)(4k + 5)(4k + 6)
→
1
64
,
(
4k
2k+3
)
(
4k+6
2k+2
) = (2k − 2)(2k − 2)(2k)(2k + 1)(2k + 2)(2k + 4)
(4k + 1)(4k + 2)(4k + 3)(4k + 4)(4k + 5)(4k + 6)
→
1
64
.
Hence, when k →∞, we have
|Am|(
4k+6
2k+2
) = 7
(
4k
2k
)
+
(
7
2
)(
4k
2k+1
)
+
(
7
1
)(
4k
2k+2
)
+
(
4k
2k+3
)
(
4k+6
2k+2
) → 36
64
= 0.5625.
Hence, we have the following result:
Theorem 2. If n = 4k + 7 and m = 2k + 3, then
limk→∞
Spec(k,2)
(4k+62k+2)
≤ 0.5625.
We post the following conjecture:
Conjecture 1. Can we find λ such that 0 < λ < 1
2
and
limk→∞
Spec(k,2)
(4k+62k+2)
< λ?
We post a related conjecture regarding the size of an m-bicommutative system for finite
values of n and m with m < n:
Conjecture 2. Let n = 4k+7, m = 2k+3 and k ≥ 2. Does the m-bicommutative system Am
have the minimum size among all m-bicommutative systems in Pn(m)?
4. Constructions of a maximal commutative algebraic system in Pn(∗) when
n = 4k + 7 with k ≥ 2
Let n = 4k + 7, where k ≥ 2. By our notations in Section 3 we write S ′7 = [4k + 1, 4k + 7],
so [n] = S ′7 ∪ [4k]. Define
Cone2k+1 :=
{
S | S ⊂ [4k] such that |S| = 2k + 1
}
.
We recall the definitions of B8, B9 and B10 defined in Section 3 also. Define
Cone2k+3 := ∪
7
i=1Bi.
We show the following intersecting properties of Cone2k+1 and Cone2k+3.
Lemma 6. Let S ⊂ [4k + 7] such that |S| = 2k + 1 and S /∈ Cone2k+1. There always exists
S ′ ∈ Cone2k+1 ∪ Cone2k+3 such that S ∩ S
′ = ∅.
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Proof. Clearly [n] = S ′7 ∪ [4k]. For S ⊂ [n] and |S| = 2k + 1, we write S = S0 ∪ S1 where
S0 ⊂ S
′
7 and S1 ⊂ [4k]. If S /∈ Cone2k+1, then |S0| > 0.
If |S0| ≥ 2, then |S1| ≤ 2k − 1 and |[4k] \ S1| ≥ 2k + 1. We pick 2k + 1 elements in [4k] \ S1
and denoted this set by S2. Clearly S2 ∈ Cone2k+1 and S2 ∩ S = ∅.
If |S0| = 1, then |S1| = 2k and |[4k] \ S1| = 2k. We let S3 = [4k] \ S1. In S
′
7 \ S0, there must
exist an element in the k-Fano System, denote it by S4. We note that S4 ∪ S3 ∈ Cone2k+3 and
(S4 ∪ S3) ∩ S = ∅. 
Lemma 7. ∨1Cone2k+1 = Cone2k+1 ∪ B8 ∪ B9 ∪ B10.
Proof. Let S0 ⊂ [1, 4k + 7] such that |S0| = 2 and S0 ∩ S = ∅ for all S ∈ Cone2k+1. So
|S ∪ S0| = 2k + 3. If S0 ⊂ [4k], then S ∪ S0 ∈ B10. If one element of S0 is in [4k], then
S ∪ S0 ∈ B9. Otherwise, S0 ⊂ S
′
7 and S ∪ S0 ∈ B8. 
As a consequence of the previous lemma we get that
(∨1Cone2k+1) ∪ Cone2k+3 = Cone2k+1 ∪ (∪
10
i=1Bi). (4)
Lemma 8. Let S ⊂ [n] such that |S| = 2k+3 and S /∈ (∨1Cone2k+1)∪Cone2k+3. There always
exists S ′ ∈ (∨1Cone2k+1) ∪ Cone2k+3 such that S ∩ S
′ = ∅.
Proof. It is clear by Theorem 1. 
Next, we look at elements S of size 2k + 5 in ∨1(∪10i=1Bi). Define
Cone2k+5 := {S | S ∈ ∨
1(∪10i=1Bi) and |S| = 2k + 5}.
Lemma 9. Let S ⊂ [n] such that |S| = 2k + 5 and S /∈ Cone2k+5. There always exists
S ′ ∈ ∨2(Cone2k+1) ∪ ∨
1(Cone2k+3) such that S ∩ S
′ = ∅.
Proof. We note that
∨2(Cone2k+1) ∪ ∨
1(Cone2k+3) = ∨
1((∨1Cone2k+1) ∪ Cone2k+3)
= ∨1(Cone2k+1 ∪ (∪
10
i=1Bi)).
Let S ′ ∈ Cone2k+5. We write S
′ = S0 ∪ S1 where S0 ⊂ S
′
7 and S1 ⊂ [4k]. It is clear that
S ′ ∈ ∨1(∪10i=8Bi) if 0 ≤ |S0| ≤ 4 and S
′ /∈ ∨1(∪10i=1Bi) if |S0| ∈ [6, 7]. If |S0| = 5, then |S1| = 2k
and S0 always contains at least one element in the k-Fano System, call it F . Hence,
S ′ = S0 ∪ S1 ∈ (∨
1F ) ∪ S1 ⊂ ∨
1(F ∪ S1) ⊂ ∨
1(∪10i=1Bi).
Consequently, S ′ ∈ Cone2k+5 if and only if 0 ≤ |S0| ≤ 5.
So, if S /∈ Cone2k+5 then we set S = S0 ∪ S1, where S0 ⊂ S
′
7 and S1 ⊂ [4k]. It is clear that
|S0| ∈ [6, 7]and it implies (keeping the order) that
|S1| ∈ [2k − 1, 2k − 2] and |[4k] \ S1| ∈ [2k + 1, 2k + 2]
respectively. We pick 2k + 1 elements in [4k] \ S1 and denote this set by S3. We note that
S3 ∈ Cone2k+1 and S ∩ S3 = ∅. 
Next, we look at the structure of Cone(Cone2k+1 ∪ Cone2k+3).
Lemma 10. If S ⊂ [n], |S| is odd and |S| ≥ 2k + 7, then
S ∈ Cone(Cone2k+1 ∪ Cone2k+3).
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Proof. We only need to look at the case |S| = 2k + 7. Write S = S0 ∪ S1, where S0 ⊂ S
′
7 and
S1 ⊂ [4k]. Then there always exists S
′ = S ′0 ∪ S
′
1, in which S
′
0 ⊂ S
′
7 and S
′
1 ⊂ [4k] such that
|S ′| = 2k + 5, |S ′0| ≤ 5 and S ∈ ∨
1 S ′. However
S ′ ∈ Cone2k+5 ⊂ ∨
2(Cone2k+1 ∪ Cone2k+3)
based on the proof of previous lemma. 
Theorem 3. Let Cone = Cone(Cone2k+1 ∪ Cone2k+3). Then Cone is a maximal commutative
algebraic system in P4k+7(∗) for k ≥ 2.
Proof. Clearly [n] = S ′7 ∪ [4k]. If S, S
′ ∈ Cone such that |S| + |S ′| > 4k + 7, then S ∩ S ′ 6= ∅
by Pigeonhole Principle. So we need to consider the intersecting properties for S and S ′ in the
case |S| ≤ 2k + 3 and |S ′| ≤ 2k + 3.
If S, S ′ ∈ Cone such that |S| = |S ′| = 2k + 1, then S, S ′ ∈ Cone2k+1 and hence S ∩ S
′ 6= ∅ in
[4k] by Pigeonhole Principle.
Note that any element of size 2k + 3 in Cone belongs to ∪10i=1Bi by (4). If S, S
′ ∈ Cone such
that |S| = |S ′| = 2k + 3, then S ∩ S ′ 6= ∅ by Theorem 1.
If S, S ′ ∈ Cone such that |S| = 2k + 1 and |S ′| = 2k + 3. We only need to consider the case
when S ∈ Cone2k+1 and S
′ ∈ Cone2k+3. However S ∩ S
′ 6= ∅ in [4k] by Pigeonhole Principle.
Hence Cone is commutative.
Evidently, Cone is an algebraic system due to Lemma 2.
For the maximality of Cone, we only need to consider S ⊂ [n] such that
|S| is odd and |S| ≤ 2k − 1
by Lemma 6, Lemma 8, Lemma 9 and Lemma 10.
In this case, there always exists S ′ = S ′0 ∪ S
′
1, such that S
′
0 ⊂ S
′
7 and S
′
1 ⊂ [4k] for which
|S ′| = 2k + 1, S ′0 6= ∅ and S ⊂ S
′. (In other words, we can always construct such S ′ by adding
more elements to S with conditions S ′0 6= ∅ and |S
′| = 2k + 1.) Note that S ′ /∈ Cone2k+1.
However there exists
S ′′ ∈ Cone2k+1 ∪ Cone2k+3 ⊂ Cone
such that S ′′ ∩ S ′ = ∅ by Lemma 6. Consequently, S ∩ S ′′ ⊂ S ′ ∩ S ′′ = ∅. 
Remark 3. In the decomposition [n] = S ′7 ∪ [4n], there are
(
n
7
)
choices of 7 elements for
S ′7. For each such choice of S
′
7, we can construct a maximal commutative algebraic system
Cone(Cone2k+1 ∪ Cone2k+3).
We write Cone = Cone(Cone2k+1 ∪ Cone2k+3) = ∪iUi where Ui ⊂ Pn(i). Clearly, Ui 6= ∅ if
and only if i = 2k + 1, 2k + 3, . . . , 4k + 7. More precisely,
U2k+1 = Cone2k+1, U2k+3 = ∪
10
i=1Bi,
U2k+5 = {S | S = S
′ ∪ S ′′ such that 0 ≤ |S ′| ≤ 5 and S ′ ⊂ S ′7, S
′′ ⊂ [4k]},
Uj = Pn(j), for j ≥ 2k + 7 and j is odd,
where the last equation is based on Lemma 10.
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It follows that
|U2k+1| =
(
4k
2k+1
)
,
|U2k+3| = 7
(
4k
2k
)
+
(
7
2
)(
4k
2k+1
)
+
(
7
1
)(
4k
2k+2
)
+
(
4k
2k+3
)
,
|U2k+5| =
∑5
i=0
(
7
i
)(
4k
2k+5−i
)
,
|Uj | =
(
4k+7
j
)
, j ≥ 2k + 7 and j is odd.
As a result, we have
|Cone| = |U2k+1|+ |U2k+3|+ |U2k+5|+
∑
j≥2k+7,j is odd
|U2k+7|.
We checked the values of |Cone| = |Cone(Cone2k+1 ∪ Cone2k+3)| up to k = 249 numerically.
The calculation shows that
0.9 · 2n−2 < |Cone| < 2n−2,
but |Cone| gets sufficiently close to 2n−2 as k gets bigger. More precisely, let [sk]k≥2 be the
following sequence of real numbers:
sk =
|Cone|
2n−2
where n = 4k + 7 and k ≥ 2. It is an increasing sequence with s2 = 0.97437, s249 = 0.99763,
sk < 1 for k ∈ [2, 249]. So, we state the following conjecture:
Conjecture 3. Let n = 4k + 7 with k ≥ 2 and Cone = Cone(Cone2k+1 ∪ Cone2k+3). Is the
following equation true:
limn→∞
|Cone|
2n−2
= 1?
On the other hand, we construct another maximal commutative algebraic system, D, based
on Am = ∪
10
i=1Bi in Section 3.
Let D = ∪iDi where Di ⊂ Pn(i) and
Dj =


∪10i=1Bi, if j = 2k + 3;
Pn(j), if j ≥ 2k + 5 and j is odd;
∅, otherwise.
Theorem 4. The set D is a maximal commutative algebraic system in P4k+7(∗) for k ≥ 2.
Proof. It is clear that D is an algebraic system. Moreover S1∩S2 6= ∅ for each pair of S1, S2 ∈ D
for which |S1| + |S2| ≥ n + 1 = 4k + 8 by Pigeonhole Principle. So we only need to check
S1∩S2 6= ∅ only for S1, S2 ∈ D2k+3. However, S1 ∩S2 6= ∅ by Theorem 1, so D is commutative.
For S /∈ D and |S| = 2k + 3, there exists S ′ ∈ D2k+3 ⊂ D such that S
′ ∩ S = ∅ by Theorem
1. For S /∈ D, |S| is odd and |S| < 2k + 3, we note that
|[n] \ S| > n− (2k + 3) = 2k + 4.
We randomly choose one element s ∈ [n] \S and set S ′′ = [n] \ (S ∪{s}). Note that |S ′′| is odd
and |S ′′| > 2k + 3. So, S ′′ ∈ Dj for some odd j ≥ 2k + 5. It follows that S
′′ ∩ S = ∅ and hence
D is maximal. 
We have constructed two maximal commutative algebraic systems, namely Cone and D,
based on Am. The following property holds.
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Lemma 11. Let n = 4k + 7, m = 2k+ 3 where k ≥ 2. Then |Cone| < |D|, where Cone and D
are maximal commutative algebraic systems based on Am in Pn(∗) constructed above.
Proof. Note that Cone and D have the same collection of elements S ∈ Pn(i), if either i ≤ 2k−1
or i = 2k + 3 or i ≥ 2k + 7. Thus
|D| − |Cone| =
(
7
7
)(
4k
2k−2
)
+
(
7
6
)(
4k
2k−1
)
−
(
4k
2k+1
)
=
(
4k
2k−2
)
+ 6
(
4k
2k−1
)
> 0.

Remark 4. If Conjecture 2 is true, then, by Lemma 11 and Corollary 1, our construction of
Cone would be a counterexample to a conjecture made by Domokos and Zubor (Conjecture 7.4
in [5]) for n = 4k + 7 with k ≥ 2.
We checked the values of |D| up to k = 249 numerically. The calculation shows that
2n−2 < |D| < 1.019 · 2n−2,
but |D| gets sufficiently close to 2n−2 as k gets bigger. More precisely, let [dk]k≥2 be the following
sequence of real numbers:
dk =
|D|
2n−2
(n = 4k + 7, k ≥ 2)
It is a decreasing sequence with d2 = 1.0188, d249 = 1.0031 and 1 < dk for k ∈ [2, 249]. It leads
us to the following conjecture:
Conjecture 4. Let n = 4k + 7. Is the following equation true:
limn→∞
|D|
2n−2
= 1?
5. Constructions of a maximal commutative algebraic system in Pn(∗) when
n = 4k + 9 with k ≥ 2
Let n = 4k + 9 and k ≥ 2. We write T ′7 = [4k + 3, 4k + 9]. So, [n] = T
′
7 ∪ [4k + 2]. We set
A4k+23 := {A
4k+2
1 , A
4k+2
2 , . . . , A
4k+2
7 },
where
A4k+21 = {4k + 3, 4k + 4, 4k + 7}, A
4k+2
2 = {4k + 3, 4k + 5, 4k + 8},
A4k+23 = {4k + 3, 4k + 6, 4k + 9}, A
4k+2
4 = {4k + 4, 4k + 5, 4k + 9},
A4k+25 = {4k + 5, 4k + 6, 4k + 7}, A
4k+2
6 = {4k + 7, 4k + 8, 4k + 9}
and A4k+27 = {4k + 4, 4k + 6, 4k + 8}. Based on the notation introduced in Section 3, A
4k+2
3 is
a (4k + 2)-Fano System. By analogy with Lemma 3, we have.
Lemma 12. The 4k + 2-Fano System A4k+23 is a 3-bicommutative system in PT ′7 (3).
Let
C2k+3 := ∪
8
i=1Fi (5)
where Fi is a collection of subsets of size 2k + 3 in [n] as follows:
Fi = {S | S = A
4k+2
i ∪ S
′ such that S ′ ⊂ [4k + 2], |S ′| = 2k}, 1 ≤ i ≤ 7,
F8 = {S | S ⊂ [4k + 2] and |S| = 2k + 3}.
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Let P ′7(4) be the collection of all subsets of size 4 in T
′
7 . |P
′
7(4)| = 35. Let
E1 = {4k + 3, 4k + 4, 4k + 8, 4k + 9}, E2 = {4k + 4, 4k + 5, 4k + 7, 4k + 8},
E3 = {4k + 5, 4k + 6, 4k + 8, 4k + 9}, E4 = {4k + 3, 4k + 5, 4k + 7, 4k + 9},
E5 = {4k + 3, 4k + 4, 4k + 5, 4k + 6}, E6 = {4k + 3, 4k + 6, 4k + 7, 4k + 8},
E7 = {4k + 4, 4k + 6, 4k + 7, 4k + 9}.
We set Q7(4) ⊂ P
′
7(4) as follows:
Q7(4) := P
′
7(4) \ {E1, E2, E3, E4, E5, E6, E7}.
We note that |Q7(4)| = 28 and the elements in Q7(4) are labeled randomly as Q1, Q2, . . . , Q28.
The next three lemmas involve finite combinatorics and can be checked easily.
Lemma 13. For any S1 ∈ A
4k+2
3 and S2 ∈ Q7(4), we have S1 ∩ S2 6= ∅.
Lemma 14. For any S1 ∈ A
4k+2
3 and s ∈ T
′
7 such that S1 ∩ {s} = ∅, the collection of all
S1 ∪ {s} is the equal to Q7(4). That is,
{S1 ∪ {s} | S1 ∈ A
4k+2
3 , s ∈ T
′
7 , S1 ∩ {s} = ∅} = Q7(4).
Lemma 15. For any Ei where i ∈ [7], T
′
7 \ Ei = A
4k+2
j where A
4k+2
j ∈ A
4k+2
3 for some j ∈ [7].
Let
C2k+5 := ∪
39
i=1Di (6)
where Di is a collection of subsets of size 2k + 5 in [n] as follows:
D1 = {S | S ⊂ [4k + 2] and |S| = 2k + 5},
D2 = {S | S = S
′ ∪ S ′′ such that S ′ ⊂ T ′7 , S
′′ ⊂ [4k + 2], |S ′| = 1, |S ′′| = 2k + 4},
D3 = {S | S = S
′ ∪ S ′′ such that S ′ ⊂ T ′7 , S
′′ ⊂ [4k + 2], |S ′| = 2, |S ′′| = 2k + 3},
Di = {S | S = A
4k+2
i−3 ∪ S
′′ such that S ′′ ⊂ [4k + 2], |S ′′| = 2k + 2}, 4 ≤ i ≤ 10,
Di = {S | S = Qi−10 ∪ S
′′ such that S ′′ ⊂ [4k + 2], |S ′′| = 2k + 1}, 11 ≤ i ≤ 38,
D39 = {S | S = S
′ ∪ S ′′ such that S ′ ⊂ T ′7 , S
′′ ⊂ [4k + 2], |S ′| = 5, |S ′′| = 2k}.
If i is odd and n ≥ i ≥ 2k + 7, let
Ci := Pn(i) = P4k+9(i). (7)
We look at the union of collections of subsets Ci from (5), (6) and (7)
C := ∪iCi,
in which i is odd and i ≥ 2k + 3.
Lemma 16. The set C is commutative in P4k+9(∗) for k ≥ 2.
Proof. By Pigeonhole principle, S1 ∩ S2 6= ∅ for any S1 ∈ Ci, S2 ∈ Cj with i, j ≥ 2k + 5.
If S ∈ C2k+3 = ∪
8
i=1Fi, then S ∩ S3 6= ∅ for S3 ∈ Ci, i ≥ 2k + 7, by Pigeonhole principle.
If S ∈ F8 ⊂ C2k+3, then S ⊂ [4k + 2] and |S| = 2k + 3. We take any S4 ∈ C2k+5, then
S4 = S
′
4 ∪ S
′′
4 where S
′
4 ⊂ T
′
7 , S
′′
4 ⊂ [4k + 2] and |S
′′
4 | ≥ 2k. We note that |S| + |S
′′
4 | ≥ 4k + 3
and hence S ∩ S ′′4 6= ∅ in [4k + 2] by Pigeonhole principle. So, S ∩ S4 6= ∅.
For each S5, S6 ∈ F8, S5∩S6 6= ∅ in [4k+2] as S5, S6 ⊂ [4k+2] and |S5|+|S6| = 4k+6 > 4k+2,
by Pigeonhole principle.
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If S ∈ Fi, 1 ≤ i ≤ 7, then S = A
4k+2
i ∪ S
′, 1 ≤ i ≤ 7 and S ′ ⊂ [4k + 2], |S ′| = 2k. We take
any S7 ∈ ∪
3
i=1Di ⊂ C2k+5. S7 = S
′
7 ∪ S
′′
7 where S
′
7 ⊂ T
′
7 , S
′′
7 ⊂ [4k + 2] and |S
′′
7 | ≥ 2k + 3. We
note that |S ′| + |S ′′7 | ≥ 4k + 3 and hence S
′ ∩ S ′′7 6= ∅ in [4k + 2] by Pigeonhole principle. So,
S ∩ S7 6= ∅.
If S ∈ Fi, 1 ≤ i ≤ 7 and S8 ∈ ∪
10
i=4Di ⊂ C2k+5, then S8 = A
4k+2
i−3 ∪ S
′′
8 for some 4 ≤ i ≤ 10
and S ′′8 ⊂ [4k + 2]. S and S8 have non-trivial intersection in T
′
7 by Lemma 12.
If S ∈ Fi, 1 ≤ i ≤ 7 and S9 ∈ ∪
38
i=11Di ⊂ C2k+5, then S9 = Qi−10 ∪ S
′′
9 for some 11 ≤ i ≤ 38
and S ′′9 ⊂ [4k + 2]. S and S9 have non-trivial intersection in T
′
7 by Lemma 13.
If S ∈ Fi, 1 ≤ i ≤ 7 and S10 ∈ D39, then S and S10 have non-trivial intersection in T
′
7 by
Pigeonhole principle.
For S11, S12 ∈ Fi, 1 ≤ i ≤ 7, then S11 ∩ S12 6= ∅ in S
′
7 by Lemma 12.
For S13 ∈ Fi, 1 ≤ i ≤ 7 and S14 ∈ F8, then they have non-trivial intersection in [4k + 2] by
Pigeonhole principle. 
Lemma 17. The set C is algebraic in P4k+9(∗) for k ≥ 2.
Proof. If S ∈ Ci where i ≥ 2k + 5 and S
′ ⊂ [n] such that |S ′| is even and S ∩ S ′ = ∅, then it is
obvious that S ∪ S ′ ∈ Pn(j) = Cj for some j ≥ 2k + 7.
If S ∈ F8 ⊂ C2k+3 and S
′ ⊂ [n] such that |S ′| = 2 and S ∩ S ′ = ∅, then S ∪ S ′ ∈ ∪3i=1Di.
If S ′′ ⊂ [n] such that |S ′′| is even, |S ′′| ≥ 4 and S ∩ S ′′ = ∅, then it is obvious that S ∪ S ′′ ∈
Pn(j) = Cj for some j ≥ 2k + 7.
If S ∈ Fi for 1 ≤ i ≤ 7 and S
′ ⊂ [n] such that |S ′| = 2 and S ∩ S ′ = ∅, then there are a
few cases to consider. First, if S ′ ⊂ [4k + 2], then S ∪ S ′ ∈ ∪10j=4Dj. Second, if S
′ = {s1, s2}
where s1 ∈ T
′
7 and s2 ∈ [4k + 2], then S ∪ S
′ ∈ ∪38j=11Dj by Lemma 14. Third, if S
′ ⊂ S ′7, then
S ∪ S ′ ∈ D39.
If S ∈ Fi for 1 ≤ i ≤ 7 and S
′ ⊂ [n] such that |S ′| is even, |S ′| ≥ 4 and S ∩ S ′ = ∅, then it is
obvious that S ∪ S ′ ∈ Pn(j) = Cj for some j ≥ 2k + 7. 
Lemma 18. The set C is maximal in P4k+9(∗) for k ≥ 2.
Proof. For any S ⊂ [n] such that S /∈ C and |S| is odd, we need to show that there exists S ′ ∈ C
such that S ∩ S ′ = ∅. We only need to consider the cases when |S| ≤ 2k + 5.
If |S| ≤ 2k + 1, then S /∈ C and
|[n] \ S| ≥ (4k + 9)− (2k + 1) = 2k + 8.
We randomly pick 2k + 7 elements in [n] \ S and denote such collection of elements by S1.
Clearly, S1 ∈ C2k+7 ⊂ C and S ∩ S1 = ∅.
If |S| = 2k + 5 and S /∈ C, then we write S = S1 ∪ S2 where S1 ⊂ T
′
7 and S2 ⊂ [4k + 2].
There are three cases to consider. First, if |S2| = 2k − 1 or 2k − 2, then
|[4k + 2] \ S2| ∈ {2k + 3, 2k + 4}.
We randomly pick 2k + 3 elements in [4k + 2] \ S2 and denote this collection of elements by
T1. We note that T1 ∈ F8 ⊂ C and S ∩ T1 = ∅. Second, if |S2| = 2k + 1 and |S1| = 4, then
S1 /∈ Q7(4) and hence S1 = Ei for some i ∈ [7]. By Lemma 15, there exists a set T2 ∈ A
4k+2
3
such that S1 ∩ T2 = ∅. Also, we randomly choose 2k elements in [4n + 2] \ S2 and denote this
set by T3. It is clear that S2 ∩ T3 = ∅. Let T4 = T2 ∪ T3. It is clear that T4 ∈ Fj ⊂ C for some
j ∈ [7] and S ∩ T4 = ∅. Third, if |S2| = 2k + 2 and |S1| = 3, then |[4k + 2] \ S2| = 2k and
S1 /∈ A
4k+2
3 . By Lemma 12, there exists T5 ∈ A
4k+2
3 such that S1∩T5 = ∅. Let T6 := [4k+2]\S2
and T7 := T5 ∪ T6. It is clear that S ∩ T7 = ∅ and T7 ∈ Fi′ ⊂ C for some i
′ ∈ [7].
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If |S| = 2k + 3 and S /∈ C, it implies that S /∈ C2k+3. We write S = S1 ∪ S2 where S1 ⊂ T
′
7
and S2 ⊂ [4k + 2]. Then there are a few cases to consider.
If |S1| = 7 and |S2| = 2k − 4, then |[4k + 2] \ S2| = 2k + 6. We randomly pick 2k + 5
elements in [4k+2] \S2 and denote this collection of elements by S3. Clearly, S3 ∈ D1 ⊂ C and
S ∩ S3 = ∅.
If |S1| = 6 and |S2| = 2k−3, then |T
′
7 \S1| = 1 and |[4k+2]\S2| = 2k+5. Let s
′ ∈ (T ′7 \S1).
We randomly pick 2k+4 elements in [4k+2] \S2 and denote this collection of elements by S4.
Let S5 = {s
′} ∪ S4. Clearly, S5 ∈ D2 ⊂ C and S ∩ S5 = ∅.
If |S1| = 5 and |S2| = 2k−2, then |T
′
7 \S1| = 2 and |[4k+2] \S2| = 2k+4. Let S6 = T
′
7 \S1.
We randomly pick 2k+3 elements in [4k+2] \S2 and denote this collection of elements by S7.
Let S8 = S6 ∪ S7. Clearly, S8 ∈ D3 ⊂ C and S ∩ S8 = ∅.
If |S1| = 4 and |S2| = 2k − 1, then |T
′
7 \ S1| = 3 and |[4k + 2] \ S2| = 2k + 3. We randomly
pick 2 elements in T ′7 \ S1 and denote this collection of elements by S9. Let S10 = [4k+ 2] \ S2.
Let S11 = S9 ∪ S10. Clearly, S11 ∈ D3 ⊂ C and S ∩ S11 = ∅.
If |S1| = 3 and |S2| = 2k, then S1 /∈ A
4k+2
3 . By Lemma 12, there always exists an element
S12 ∈ A
4k+2
3 such that S1 ∩ S12 = ∅. Let S13 = [4k + 2] \ S2. Clearly, |S13| = 2k + 2. Let
S14 = S12 ∪ S13. Then S14 ∈ ∪
10
j=4Dj ⊂ C and S ∩ S14 = ∅.
If |S1| = 2 and |S2| = 2k + 1, then |T
′
7 \ S1| = 5 and let S15 = T
′
7 \ S1. We note that
|[4k + 2] \ S2| = 2k + 1. We randomly pick 2k elements in [4k + 2] \ S2 and denote such
collection of elements by S16. Clearly, S1 ∩ S15 = ∅ and S2 ∩ S16 = ∅. Let S17 = S15 ∪ S16. It is
clear that S17 ∈ D39 ⊂ C and S ∩ S17 = ∅.
If |S1| = 1 and |S2| = 2k+2, then |T
′
7 \S1| = 6. We randomly pick 5 elements in T
′
7 \S1 and
denote such collection of elements by S18. Let S19 = [4k + 2] \ S1. We note that |S19| = 2k.
Let S20 = S18 ∪ S19. Clearly, S20 ∈ D39 ⊂ C and S ∩ S20 = ∅. 
Corollary 3. The set C is a maximal commutative algebraic system in P4k+9(∗) for k ≥ 2.
Proof. It is obvious by Lemma 16, Lemma 17 and Lemma 18. 
Remark 5. In the decomposition [n] = [4k + 9] = T ′7 ∪ [4k + 2], there are
(
n
7
)
choices of 7
elements for T ′7 . For each such choice of T
′
7 , we can construct a maximal commutative algebraic
system C.
We count the number of elements in C = ∪4k+9i=2k+3Ci,
|C2k+3| = | ∪
7
i=1 Fi|+ |F8| = 7
(
4k+2
2k
)
+
(
4k+2
2k+3
)
,
|C2k+5| = |D1|+ |D2|+ |D3|+ | ∪
10
i=4 Di|+ | ∪
38
i=11 Di|+ |D39|
=
(
4k+2
2k+5
)
+
(
7
1
)(
4k+2
2k+4
)
+
(
7
2
)(
4k+2
2k+3
)
+ 7
(
4k+2
2k+2
)
+ 28
(
4k+2
2k+1
)
+
(
7
5
)(
4k+2
2k
)
,
|Ci| =
(
4k+9
i
)
for i ≥ 2k + 7 and i is odd.
For n = 4k + 9 and k ≥ 2, Kn is defined as the following quantity:
Kn :=
|C|
2n−2
.
The following lemma can be checked numerically:
Lemma 19. Kn < 1 for n = 4k + 9, k ≥ 2 and n < 1000.
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Remark 6. We note that the sequence {K4i+1 | 4 ≤ i ≤ 249} is an increasing sequence of
values, where K17 = 0.98462 and K997 = 0.99763.
The following corollary shows that a conjecture made by Domokos and Zubor (Conjecture
7.3 in [5]) is false.
Corollary 4. Let n = 4k + 1 such that 17 ≤ n < 1000. There exist maximal commutative
subalgebras in the Grassmann algebra G(n) with dimension less than 3 · 2n−2.
Proof. By Corollary 3, Lemma 1 and Lemma 19, the maximal commutative subalgebra G0⊕MC
in G(n) = G(4k + 1) has dimension
2n−1 + |C| = 2n−1 + | ∪4k+9i=2k+3 Ci| < 2
n−1 + 2n−2 = 3 · 2n−2
for n = 4k + 1 such that 17 ≤ n < 1000. 
We state the following two conjectures related to Lemma 19 and Corollary 4.
Conjecture 5. Is Kn < 1 for all n = 4k + 9 with k ≥ 2?
Conjecture 6. Is the dimension of G0 ⊕MC minimal among all maximal commutative subal-
gebras of the Grassmann algebra G(4k + 9) for k ≥ 2?
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