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Abstract
Some of the most studied problems in Graph Theory are those referring to the coloring of
the graph, being one of the most famous the Three Color Problem. A color set D for a graph
G is said to be a 3-coloring if adjacent vertex has a different color of D making the graph
3-coloreable. It seems to be obvious to wonder which graphs are 3-coloreable. Nevertheless,
the problem of finding sufficient conditions for a graph to be 3-coloreable in a general graph
has been shown by L. Stockmayer in 1979 in his book “Planar 3-colorability is polynomial
complete” to be NP-complete.
That is why different bounds for χ(G) are studied and stated for both arbitrary graphs
and for those with a particular structure. Nonetheless, the interest in this parameter is not
only to establish new bounds, but also once the bounds have been obtained, either upper
or bottom, this naturally brings us the question of knowing if there exists any graph which
verifies the equality.
Throughout these months, the results achieved about the 3-coloring problem for arbi-
trary graphs have been studied and, specifically, those results referring to the variants of
the 3-coloration problem attending to the sum of colors, the distance between vertex or the
parity among the apparition of certain color. This research has been performed not only
from a combinatorial point of view but also from an algorithmic point of view and has been
restricted to a particular kind of graph, known as maximal outerplanar graphs and denoted
by its acronym as MOP’s, graph of high importance in both the field of chemistry and poly-
gon triangulations.
This project has a double purpose: on the one hand, it seeks to collect those results in
the literature which have been observed to be more significant in a review paper or sur-
vey; on the other hand, it seeks to established tight combinatorial bounds for some variants
of the 3-coloration concept for any n-vertex maximal outerplanar graph. Thus, as main
contributions, we will prove several new tight combinatorial bounds for the following vari-
ants of coloration concept attending to the sum of the colors been used: sum-coloring, as
well as the following variants attending to the existance of a rainbow path: rainbow coloring.
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Abstract
Algunos de los problemas ma´s estudiados en Teor´ıa de Grafos son aquellos problemas que
hacen referencia a la coloracio´n del mismo, siendo uno de los ma´s cla´sicos el problema de
los Tres Colores. Un conjunto D de colores de un grafo G se dice que es una 3-coloracio´n
si ve´rtices adyacentes tienen un color distinto de D haciendo el grafo 3-coloreable. Parece
entonces obvio preguntarse que´ grafos son 3-coloreables. Sin embargo, ya en 1979 L. Stock-
mayer en su art´ıculo “Planar 3-colorability is polynomial complete” probo´ que este problema
es NP-completo.
Es por ello por lo que se estudian y establecen cotas para χ(G) para el caso de grafos
cualesquiera o para grafos con cierta estructura. Sin embargo, el intere´s en este para´metro
no so´lo radica en establecer una cota, sino que una vez obtenida dicha cota, ya sea superior
o inferior, quedar´ıa comprobar la existencia de algu´n grafo que verifique la igualdad.
A lo largo de estos meses de trabajo, se han estudiado los resultados obtenidos hasta
la fecha en el problema de la 3-coloracio´n de grafos en general y ma´s concretamente sobre
aquellas variantes de 3-coloracio´n que atienden a la suma de los colores, la distancia entre
ve´rtices o la paridad en la aparicio´n de cierto color. Este estudio se ha llevado a cabo tanto
desde el punto de vista combinatorio como algor´ıtmico y se ha restringido a un tipo particu-
lar de grafos, conocidos como grafos periplanos maximales y denominados a partir de ahora
por sus siglas en ingle´s MOP’s (maximal outerplanar graphs), grafos de gran importancia
tanto en el a´mbito de la qu´ımica como en el de triangulaciones de pol´ıgonos.
Con este proyecto se persigue un doble objetivo: por un lado, se pretende recopilar aque-
llos resultados ma´s significativos de la bibliograf´ıa en un art´ıculo de tipo ”survey”; por otro,
obtener nuevos resultados sobre variantes de dominacio´n para MOP’s. As´ı, como aporte
de nuestro trabajo, probaremos nuevas cotas que se han establecido tanto para los criterios
de 3-coloracio´n que atienden a la suma de colores utilizados en la coloracio´n: sum-coloring,
como para variantes que atienden a la existencia de caminos irisados en la coloracio´n del
grafo: coloracio´n irisada.
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Cap´ıtulo 1
Introduccio´n
En 1993, Richard Steinberg [75] definio´ el Problema de los Tres Colores de la siguiente
forma: ¿Bajo que´ condiciones pueden ser coloreadas las regiones de un grafo planar con 3
colores de tal forma que dos regiones con la misma frontera tengan distinto color? Mien-
tras que el Problema de los Cuatro Colores no ha proporcionado resultados importantes
durante muchos an˜os, el Problema de los Tres Colores sigue ma´s vivo, ya que genera
muchos resultados y deja una abundante cantidad de problemas sin resolver. Ya que la
1-coloracio´n es trivial y la 2-coloracio´n de grafos es fa´cilmente caracterizable (ausencia de
ciclos impares), la 3-coloracio´n es el primer problema significante de coloracio´n de grafos.
El Problema de los Tres Colores fue considerado a parte en el an˜o 1958 por Herbert
Gro¨tzsch. En 1963, Branko Gru¨nbaum acucio´ el desarrollo de la 3-coloracio´n mejorando
los resultados de Gro¨tzsch. An˜os ma´s tarde, en 1967, Oystein Ore dedico´ un cap´ıtulo
entero a este tema en su libro The Four Color Problem [67]. V.A. Aksionov proporciono´
un tratamiento especial al teorema de Gru¨nbaum ya que e´l y L.S. Mel’nilkov fueron
los autores de dos exposiciones sobre la 3-coloracio´n en 1978 y 1980 donde se centraron
en algunos desarrollos espec´ıficos que surgieron del teorema de Gro¨tzsch. Bjarne Toft
desarrollo´ algunas secciones en un folleto sobre coloracio´n de grafos de 1987 [81].
1.1. Origen del Problema de los Tres Colores
Seguramente, la primera mencio´n que se hace a la coloracio´n de regiones de un grafo
con tres colores es en 1879 en un papel de Arthur Cayley [21]. En este articulo, Cayley
hizo la observacio´n de que si un c´ırculo se divide en un nu´mero de sectores, se requieren
cuatro colores para el grafo resultante si el numero de sectores es impar, pero solo se
necesitan tres colores si el numero de sectores es par.
El Teorema de los Tres Colores aparecio´ en el art´ıculo ma´s importante de la Teor´ıa de
Grafos, realizado por A.B. Kempe en 1879 [50], en la que aparece la prueba erro´nea del
Teorema de los Cuatro Colores.
En 1890, P.J. Heawood [42] decidio´ corregir la prueba de Kempe, pero termino´ de-
mostrando el Teorema de los Cinco Colores. Heawood escribio´ de nuevo su proposicio´n
en su posterior articulo de 1898 [43] en el que aparecen otros resultados ba´sicos sobre
3-coloracio´n y aparece el primer grafo publicado en el que se ilustra la 3-coloracio´n, donde
r, y y b son los colores rojo, amarillo y azul.
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Figura 1.1: Primer grafo 3-coloreado
Uno de esos resultados ba´sicos, es una demostracio´n del teorema de 1880 de P.G. Tait
[78]: las caras de un grafo cu´bico son coloreables con cuatro colores si y solo si sus aristas
son coloreables con 3 colores de tal forma que los tres colores se representen en cada ve´rtice.
Adema´s se incluye una demostracio´n de que el Problema de los Cuatro Colores es un
caso especial del Problema de los Tres Colores.
1.1.1. Teorema de los Tres Colores
En 1900, W. Ahrens completo el manuscrito de su libro Mathematische Unterhaltun-
gen und Spiele [2] que contiene una definicio´n erro´nea sobre la coloracio´n de las caras de
un grafo. Este error aparecio´ en la primera versio´n del libro en 1901 y volvio´ a aparecer
sin corregir en ediciones posteriores
En 1929, la proposicio´n fue escrita de nuevo, esta vez correctamente, por A. Sainte-
Lague¨ [70], aunque sin una prueba escrita. En 1936, De´nis Ko¨nig [51] indica el error de
Ahrens, aunque sin dar una demostracio´n correcta. Finalmente, Philip Franklin [30] pu-
blico´ una declaracio´n correcta de la proposicio´n incluyendo una prueba correcta. Franklin
llamo´ al resultado de colorear un grafo plano mediante u´nicamente tres colores, “Teorema
de los Tres Colores”.
1.2. 3-coloracio´n. Cuestiones generales
La coloracio´n de grafos planos es un problema que lleva abierto desde hace mucho
tiempo, y viene inspirado por el Problema de los Cuatro Colores, en el que se propone
que todo mapa plano es 4-coloreable.
Teorema 1 (Appel-Haken [6])
Todo grafo planar es 4-coloreable.
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Para demostrar este teorema, se utilizo´ un me´todo basado en un conjunto que deno-
minaremos conjunto inevitable de configuraciones (USRC), mediante el cual se utiliza un
conjunto de grafos sin ve´rtices de grado no mayor que 4. La primera versio´n de la demos-
tracio´n utilizo´ 1400 de estas configuraciones. An˜os ma´s tarde, aparecio´ otra demostracio´n
ma´s simple por parte de Robertson et al. [69] que utilizaba menos de 700 configuraciones.
Sin embargo, encontrar una prueba humanamente chequeable para este teorema es un
problema abierto.
Figura 1.2: Conjunto inevitable de configuraciones de Kempe
Algunos de los teoremas que aparecieron al intentar resolver el Problema de los Cuatro
Colores fueron el Teorema de Wernicke [84], que asegura la existencia en un grafo plano
con grado mı´nimo 5 de un ve´rtice de grado 5 adyacente a otro ve´rtice de grado como
ma´ximo 6, y el Teorema de Franklin [30], que garantiza la existencia de un ve´rtice de
grado 5 con dos vecinos de grado como ma´ximo 6.
El siguiente resultado de la 3-coloracio´n no aparecio´ hasta 35 an˜os despue´s del art´ıculo
de Ko¨nig [52]. Es un caso espec´ıfico sobre k-coloracio´n de grafos generales, es decir, un
grafo no necesariamente planar.
Teorema 2 (Brooks [18])
Un grafo conexo es 3-coloreable si el grado ma´ximo de todo ve´rtice es 3, excepto si es
K4.
En general, este teorema de 1941, afirma que un grafo conexo con grado ma´ximo k es
k-coloreable excepto si es Kk+1 o un ciclo impar.
La pregunta que surgio´ fue: Si todos los grafos planos son 4-coloreables, ¿cua´les de ellos
son 3-coloreables? El problema de decidir si un grafo plano es 3-coloreable es NP-completo,
sin embargo, existen condiciones suficientes para decidir si un grafo es 3-coloreable, y es,
a partir de este tipo condiciones, desde las que empezaremos nuestra tarea.
Adema´s de averiguar condiciones suficientes que aseguren la 3-coloracio´n de grafos
planos, nos encargaremos de una variante de 3-coloracio´n, que es la 3-coloracio´n en trian-
gulaciones y en grafos periplanos.
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1.2.1. Triangulando 3-coloraciones
Uno de los problemas relacionados con la 3-coloracio´n es el de la triangulacio´n de una
coloracio´n (CCCG), es decir, el problema de determinar si dado un grafo G = (V,A) con
una coloracio´n de sus ve´rtices c : V −→ {1, 2, ..., |V |}, se puede triangular dicho grafo
sin introducir aristas entre ve´rtices con el mismo color. Si dicha triangulacio´n existe, nos
referiremos a ella como una c-triangulacio´n y diremos que G es c-triangulable.
Este problema fue propuesto por S.K. Kannan y T.J. Warnow en [48] y ven´ıa moti-
vado por un problema fundamental en la taxonomı´a nume´rica denominado Problema de
la Filogenia Perfecta (PP), es decir, encontrar un a´rbol con las n especies como hojas y
asignar valores de cara´cter de estado a los nodos internos de tal forma que el conjunto de
nodos con un cara´cter de estado particular formen un suba´rbol.
Otro de los problemas relacionados con el CCCG es el de reconocer k-a´rboles parciales
[7]. La conexio´n entre estos dos problemas viene de la observacio´n de que una grafo G
(k + 1)-coloreado puede ser c-triangulado si y solo si G puede ser c-triangulado en un
k-a´rbol. Usando esta observacio´n, en [65] se propuso un algoritmo basado en el algoritmo
de reconocimiento de k-a´rboles, que permite determinar si un grafo k-coloreado puede ser
triangulado en tiempo O(nk+1).
1.3. Te´cnica de la descarga
El Me´todo de la Descarga ha sido usado en Teor´ıa de Grafos desde hace ma´s de 100
an˜os. Su aplicacio´n ma´s famosa fue la demostracio´n del Teorema de los Cuatro Colores.
La Descarga permite demostrar que dada una configuracio´n del mı´nimo contraejemplo
para un problema dado, esta configuracio´n no se puede dar.
Adema´s permite al grado de un ve´rtice ser reasignado para alcanzar una cota global.
Por ejemplo, cada ve´rtice empieza con una carga igual a su grado. Para mostrar que el
grado medio es menor que b, se tiene que dar una configuracio´n en un conjunto espec´ıfico
S de configuraciones, tenemos su ausencia permite a la carga ser movida (v´ıa reglas de
descarga) de forma que la carga final de cada ve´rtice sea como mı´nimo b lo que contradice
la hipo´tesis.
El proceso suele ser ra´pido ya que a veces, la siguiente configuracio´n reducible que hay
que encontrar suele encontrarse en tiempo constante. La idea de la descarga es simple,
y las pruebas suelen ser fa´ciles de seguir ya que tienen muchos detalles. La complejidad
suele estar en la eleccio´n de configuraciones reducibles, las reglas para mover cargas y en
encontrar la mejor hipo´tesis para el lema estructural.
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1.4. Definiciones
Un grafo es un par G = (V,A) donde V es un conjunto finito no vac´ıo (a cuyos ele-
mentos llamaremos ve´rtices o nodos) y A es una familia finita de pares no ordenados
{u, v} de ve´rtices de V (a cuyos elementos llamaremos aristas).
Un subgrafo de G = (V,A) es otro grafo H = (V ′, A′) tal que V ′ ⊆ V y A′ ⊆ A. Si
V ′ = V se dice que H es un subgrafo generador de G.
El conjunto de ve´rtices, aristas y caras de un grafo plano M se denota por V (M), E(M)
y F (M) respectivamente.
Un grafo es conexo si para cada par de ve´rtices u y v existe un camino de u a v. En
caso contrario se dira´ que el grafo es no conexo.
Un bucle une un ve´rtice consigo mismo; dos ve´rtices pueden ser unidos por varias
aristas mu´ltiples.
Un grafo planar es un grafo que admite una representacio´n en el plano de forma que
ninguna de sus aristas se cortan, salvo en sus extremos. A la representacio´n de este
tipo de grafos se le denomina grafo plano.
El te´rmino cu´bico describe los grafos que son regulares de grado 3.
El grado d(x) de x ∈ V ⋃F es el nu´mero de aristas que inciden en x.
Un d− ve´rtice o una d− cara es un ve´rtice o una cara de grado d.
Un k-gon se define como la interseccio´n de cuerdas dentro de un ciclo donde los
extremos de las cuerdas pertenecen a ambos lados del ciclo.
Un grafo completo es un grafo en el que todo par de ve´rtices esta´ unido por una
arista. Se representa por Kn.
Se dice que un ve´rtice v de un grafo conexo G es ve´rtice corte si G − {v} no es
conexo.
Se dice que dos ciclos de un grafo plano son adyacentes o intersecantes si tienen una
arista o un ve´rtice en comu´n respectivamente.
El grafo dual M∗ de un grafo plano M es el grafo de adyacencia de las caras de M .
Una k − coloracio´n de un grafo G es una funcio´n ϕ : V (G) −→ {1, ..., k} tal que
ϕ(u) 6= ϕ(v) siempre que uv ∈ E(G).
Un grafo es k − coloreable si tiene una k-coloracio´n propia. El mı´nimo k tal que G
es k-coloreable se denomina nu´mero croma´tico.
Se define cintura g de un grafo G a la menor longitud de todos los ciclos de G.
Sea G un grafo plano conexo. Un camino facial es un camino cerrado a trave´s del
l´ımite de una cara f ∈ F (G). El ciclo que se forma se denomina ciclo facial.
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Se define cuerda de un ciclo C como la arista que une dos ve´rtices no consecutivos
de C.
Un 3-ve´rtice interno que es incidente con una 3-cara se denomina malo.
Una tetra es un camino T = v1v2v3v4 en el interior de un ciclo D tal que d(v1) =
d(v2) = d(v3) = d(v4) = 3 y donde ...xv1v2v3v4x
′... esta´ en el exterior de una cara,
y existen 3-ciclos t′v1v2, t′v3v4 donde t′ 6= x, t 6= x′.
Sea f una 8-cara con el borde v1, ..., v8, donde v1, v2, v3, v5, v6, v7 son ve´rtices malos
y v4 y v8 son ve´rtices buenos. Supongamos que v2v3t23, v5v6t56, v1v8t18 y v7v8t78 son
3-caras adyacentes a f . Entonces f se denomina M-cara.
Sea f una 8-cara con el borde v1, ..., v8, donde v1, v2, v3, v4, v6, v7 son ve´rtices malos
y v5 y v8 son 4-ve´rtices internos. Supongamos que v2v3t23, v5v6t56, v8v1t18 y v4v5t45
son 3-caras adyacentes a f . Entonces f se denomina MM-cara.
Un MOP zigzag, “es un MOP cuyo conjunto de diagonales forman un zigzag”, es
decir, un MOP con dos ve´rtices de grado 2; dos de grado 3 cada uno de ellos adya-
centes a los anteriores, y los dema´s de grado 4. Ver Figura 1.3.
Figura 1.3: MOP zigzag
1.5. Grafos periplanos maximales. Importancia
En los u´ltimos an˜os ha recibido especial atencio´n el estudio de la coloracio´n en lo que
se conocen como grafos periplanos o outerplanar graphs, y ma´s concretamente un tipo
particular de los mismos, los maximal outerplanar graphs, que a partir de ahora denomi-
naremos por sus siglas en ingle´s MOP’s. Debido a la estructura tan simple que presentan,
los MOP’s han llamado la atencio´n en la literatura cient´ıfica, por lo que existen muchos
resultados estructurales y computacionales disponibles.
Esta atencio´n esta´ motivada por la importancia que estos tipos particulares de grafos
tienen, no so´lo en las triangulaciones de pol´ıgonos, ya que los grafos con esta determinada
estructura que detallaremos ma´s adelante son equivalentes a la clase de las triagulaciones
de pol´ıgonos, sino tambie´n en el a´mbito de la qu´ımica, Leydold y Standler en [61], mo-
tivados por el ana´lisis de la estructura de determinados biopol´ımeros, tales como RNA o
DNA, centran su estudio en este tipo particular de grafos, y es que estos a´cidos nucleicos,
forman un tipo especial de estructura de contacto en lo que se conoce como estructura
secundaria, siendo esta u´ltima un grafo periplano.
1.6. Estudio combinatorio vs. Estudio algor´ıtmico
Uno de los conceptos ma´s estudiados en Teor´ıa de Grafos es la coloracio´n de sus
ve´rtices o de sus aristas. As´ı, han aparecido en la literatura los para´metros de nu´mero
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croma´tico o ı´ndice croma´tico de un grafo y sus mu´ltiples variantes en las que se imponen
restricciones adicionales a la asignacio´n de colores.
Por otra parte, algunos problemas de visibilidad en Geometr´ıa Computacional se han
resuelto, desde el punto de vista combinatorio, utilizando coloraciones de los grafos sub-
yacentes a las estructuras geome´tricas correspondientes.
Durante la realizacio´n de este trabajo hemos trabajado en las diferentes variantes
de coloracio´n (paridad, sum-coloring, distancia, etc.) sobre los grafos correspondientes a
triangulaciones de puntos en el plano, tanto desde el punto de vista combinatorio como
algor´ıtmico. Si h(t) es el valor de una para´metro para una triangulacio´n T , se estudian
cotas para
h(n) = max{h(T )/T es una triangulacio´n sobre n puntos}
Y tambie´n se ha estudiado el problema algor´ıtmico correspondiente: dada una trian-
gulacio´n T , obtener el nu´mero mı´nimo de colores que colorea (con las restricciones que se
impongan en cada caso) todos los ve´rtices de T .
As´ı, para cada condicio´n H sobre el conjunto dominante debemos demostrar:
Cota inferior: Encontrar un ejemplo de T que necesite h(n) colores para que se
cumpla la condicio´n H.
Cota superior: Demostrar que toda T de n ve´rtices se puede colorear, cumpliendo
la condicio´n H, con h(n) colores.
Ambas perspectivas resultan de gran intere´s al tratar con el concepto de dominacio´n.
Por ello se busca no so´lo dar respuesta a aquellas cotas combinatorias sobre variantes de
coloracio´n au´n por resolver sino tambie´n llevar a cabo el estudio de algoritmos aproxima-
dos tanto para grafos en general as´ı como para aquellos determinados tipos de grafos para
los cuales el problema sigue siendo NP-completo, considerando la posibilidad de restringir
el problema a aquellas variantes de dominacio´n que reciban especial atencio´n.
1.7. Objetivos
Motivados por lo expuesto anteriormente, este proyecto persigue como objetivo la
elaboracio´n de un art´ıculo tipo “survey”en el que se recopilen aquellos resultados ma´s
relevantes sobre el concepto de coloracio´n y sus variantes, haciendo especial incidencia en
las triangulaciones de pol´ıgonos y en los grafos periplanos maximales.
Este estudio se ha efectuado desde los puntos de vista algor´ıtmico y combinatorio,
obteniendo cotas ajustadas en todas las variantes de coloracio´n para las cuales no exist´ıan
resultados previos en la literatura cient´ıfica. Adema´s, pese a la NP-completitud del pro-
blema, se ha llevado a cabo un estudio minucioso de los resultados algor´ıtmicos estudiados
hasta el momento.
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Cap´ıtulo 2
Grafos periplanos
Este cap´ıtulo esta´ dedicado a los resultados ma´s significativos sobre grafos peripla-
nos o outerplanar graphs. Demostraremos algunas propiedades y caracterizaciones dadas
por Chartrand [22] para los mismos as´ı como para un tipo particular de estos, los grafos
periplanos maximales o maximal outerplanar graphs que, como ya ha sido mencionado,
reciben especial atencio´n en este trabajo.
Definicio´n 3 (Grafo periplano)
Un grafo G = (V,A) es periplano o outerplanar si tiene una representacio´n en el plano
tal que todos los ve´rtices pertenezcan al borde de la cara exterior.
Figura 2.1: Ejemplos de grafos periplanos
Definicio´n 4 (Grafo periplano maximal)
Un grafo G = (V,A) periplano o outerplanar es maximal si G + uv no es periplano
para cualesquiera dos ve´rtices no adyacentes u y v.
9
10 CAPI´TULO 2. GRAFOS PERIPLANOS
Figura 2.2: Ejemplos de grafos periplanos maximales
2.1. Propiedades importantes
El siguiente apartado lo dedicaremos a la caracterizacio´n de los grafos periplanos.
Teorema 5 (Chartrand [22])
Un grafo G = (V,A) es periplano si y solo si G+K1 es planar.
Demostracio´n:
Sea G = (V,A) un grafo periplano representado en el plano de manera que todos sus
ve´rtices quedan en el borde de la cara exterior. Entonces, es posible situar un ve´rtice en
la cara exterior y unirlo con el resto de ve´rtices manteniendo la planaridad del grafo. Por
tanto, G+K1 es planar. Por otro lado, sea G un grafo tal que G+K1 es un grafo planar.
G+K1 contiene un ve´rtice u que es adyacente a todos los ve´rtices de G. Si partimos de una
representacio´n plana de G+K1 y eliminamos el ve´rtice u, obtenemos una representacio´n
plana de G en la que todos sus ve´rtices quedan en la frontera de la cara exterior de G.
Por tanto, G es periplano.

Los grafos periplanos tienen adema´s una caracterizacio´n en te´rminos de subgrafos
prohibidos.
Teorema 6 (Chartrand [22])
Un grafo G = (V,A) es periplano si y solo si no contiene una subdivisio´n del grafo
completo K4 o del grafo completo bipartido K2,3.
Demostracio´n:
Supongamos que existe un grafo G que contiene un subgrafo H subdivisio´n del grafo
completo K4 o del grafo completo bipartido K2,3. Por el teorema anterior, G + K1 es un
grafo planar. Dado que el subgrafo H + K1 de G + K1 es una subdivisio´n de K5 o una
subdivisio´n de K3,3, y por lo tanto no es planar, contradiciendo la hipo´tesis de partida.
Supongamos que existe un grafo G no planar que no contiene ningu´n subgrafo subdivisio´n
de K4 o subdivisio´n de K2,3. Por el Teorema 5, G+K1 no es planar pero no contiene una
subdivisio´n de K5 o una subdivisio´n de K3,3, llegando de nuevo a una contradiccio´n.

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Proposicio´n 7 (Matheson et al. [64])
Si G es un grafo periplano maximal, entonces existe una representacio´n en el plano
de G tal que el borde de la cara exterior es un ciclo hamiltoniano y cada una de las caras
interiores es un triangulo.
Teniendo en cuenta este hecho, se muestran otros dos resultados sobre los grafos pe-
riplanos.
Teorema 8 (Chartrand [22])
Cualquier grafo periplano no trivial contiene, al menos, dos ve´rtices de grado a lo sumo
2.
Demostracio´n:
Sea G un grafo periplano no trivial. El resultado es obvio si el orden de G es cuatro o
inferior, por lo que asumimos que G es un grafo de orden n ≥ 5. El borde correspondiente
a la cara exterior de G es un ciclo C hamiltoniano. Sea uv una cuerda del ciclo tal que
un camino de u hasta v en C de lugar a un ciclo que contenga el menor nu´mero posible
de caras interiores de G. Necesariamente, el mı´nimo numero de caras posibles es uno. Por
lo tanto, el grado del ve´rtice y restante perteneciente a dicha cara es dos. Adema´s, existe
otra cuerda wx de C sobre el otro camino de u hasta v sobre C, dando lugar a otro ve´rtice
z de grado dos. Por lo tanto, existen dos ve´rtices de grado dos exactamente.

Teorema 9 (Chartrand [22])
El taman˜o de cualquier grafo G periplano de orden n ≥ 2 es a lo sumo 2n− 3.
Demostracio´n:
Sea G un grafo periplano maximal de orden n ≥ 2 y de taman˜o m. Por el Teorema 5,
G+K1 es planar. Dado queG+K1 tiene orden n
′ = n+1 y taman˜om′ = m+n,m′ ≤ 3n′−6
y m+ n ≤ 3(n+ 1). Por tanto, m ≤ 2n− 3.

Es fa´cil observar que si el grafo G es un grafo periplano maximal, entonces G es 2-
conexo y hamiltoniano. De ello surgen inmediatamente los siguientes resultados.
Proposicio´n 10
Sea G un grafo periplano maximal de orden n ≥ 4. Si G tiene k tria´ngulos interiores,
entonces tiene k + 2 ve´rtices de grado 2.
Demostracio´n:
La demostracio´n resulta trivial, pues basta calcular el nu´mero de hojas del a´rbol dual
de G, valor que viene dado por la fo´rmula.
l = 2 + t3 + 2t4 + 3t5 + ...
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donde ti es el nu´mero de ve´rtices de grado i.

El resultado anterior resulta de especial utilidad en el siguiente lema.
Lema 11
Si G es un grafo periplano maximal de orden n ≥ 3, entonces tiene n − 1 caras y el
u´nico ciclo hamiltoniano que queda en la cara exterior tiene n− 3 diagonales, aristas que
no pertenecen al ciclo pero que conectan dos ve´rtices del mismo.
Demostracio´n:
En primer lugar es necesario observar que si G tiene nf caras y su ciclo hamiltoniano
de la cara exterior tiene nc diagonales, entonces G tiene un total de n+ nc aristas, por lo
que, usando la fo´rmula de Euler, obtenemos que nf = nc + 2. El grafo dual G
∗ de G tiene
nf − 1 ve´rtices de grado 3 y un ve´rtice de grado n. Sumando el grado de los ve´rtices de
G∗ obtenemos que (nf − 1) + n = 2(n+ nc). Se obtiene as´ı nf = n− 1 y nc = n− 3.

2.2. Interpretacio´n geome´trica
Una de las razones detra´s del estudio particular de los grafos periplanos maximales
reside en los recintos poligonales que constituyen una buena aproximacio´n de cualquier
tipo de escenarios, siendo los MOP’s los grafos de las triangulaciones de estos recintos,
descomposiciones en piezas ma´s pequen˜as apropiadas para su estudio. Es decir, la trian-
gulacio´n de un pol´ıgono se corresponde con un grafo periplano maximal, de los que cabe
destacar el hecho de que pueden ser representados de modo que todos los ve´rtices que
lo componen queden situados en una u´nica circunferencia y las aristas sean cuerdas de ella.
El siguiente resultado, fue publicado en 1905 por el estudiante hu´ngaro De´nis Ko¨nig.
Teorema 12 (Ko¨nig [52])
Todo grafo periplano es 3-coloreable.
Teorema 13
Todo MOP es 3-coloreable.
Demostracio´n:
La demostracio´n se realiza por induccio´n sobre el nu´mero de ve´rtices. Para n = 3,
el MOP es un tria´ngulo, que es 3−coloreable. Supongamos que toda triangulacio´n de un
MOP con n − 1 ve´rtices es 3-coloreable. Sea T una triangulacio´n de un MOP P . En
T existe un ve´rtice v de grado 2, que corresponde a una hoja del a´rbol dual T ∗ de la
triangulacio´n T . El grafo T − v tiene n − 1 ve´rtices, es la triangulacio´n de un MOP y
por hipo´tesis de induccio´n se puede 3-colorear. Coloreando adecuadamente el ve´rtice v
tenemos as´ı una 3-coloracio´n para T .

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Figura 2.3: ejemplo de una 3-coloracio´n de un MOP
Kooshesh y Moret en su art´ıculo [53] dan un algoritmo que 3-colorea la triangulacio´n
de un pol´ıgono en tiempo lineal.
Este algoritmo parte de la triangulacio´n T de un pol´ıgono y de un listado ordenado
de sus ve´rtices v1, ..., vn atendiendo al orden natural en el que estos aparecen al recorrer
el borde de T y asigna los colores {1, 2, 3} a cada ve´rtice dependiendo de la paridad de
su grado.
Algoritmo 14 (Moret et al.)
Entrada: L = v1, v2, ..., vn de los ve´rtices de la triangulacio´n T de un pol´ıgono P y el
grado de cada ve´rtice.
Salida: Una 3-coloracio´n propia de T usando como etiquetas el conjunto
{
1, 2, 3
}
.
Paso previo: v1 se colorea con el color 1 y v2 con el color 2.
Estrategia: Sea vi+1 el siguiente ve´rtice a colorear. Si el ve´rtice vi tiene grado impar,
entonces vi+1 recibe el color de vi−1.
En cualquier otro caso, vi+1 recibe el color de 6− color(vi−1)− color(vi).
1
2
3
Figura 2.4: Algoritmo de Moret
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La complejidad del algoritmo es lineal O(n) donde n es el nu´mero de ve´rtices, ya que
hay que ir recorriendo todos los ve´rtices del grafo.
Demostracio´n:
La demostracio´n se realiza por induccio´n sobre el nu´mero de ve´rtices. Supongamos
que an˜adimos un ve´rtice p externo a T entre los ve´rtices pi y pi+1 con las aristas {p, pi}
y {p, pi+1}. A pesar de que esta adicio´n cambia la paridad de pi y de pi+1, el algoritmo
sigue asignando el mismo color a los ve´rtices pi+1 y pi+2. Como el grado de pi+2 no se
ha cambiado, el algoritmo procede como en el caso de la hipo´tesis y as´ı produce una
coloracio´n va´lida.

Cap´ıtulo 3
Coloracio´n
En este cap´ıtulo, introduciremos los teoremas ma´s importantes de la 3-coloracio´n, en
los que se dan condiciones suficientes para que un grafo sea 3-coloreable, as´ı como algunas
de las demostraciones a estos teoremas. Y por u´ltimo, trataremos algunos aspectos sobre
la 3-coloracio´n en grafos en los que todas sus caras son 3-ciclos.
Definicio´n 15 (Coloracio´n)
Dado un grafo G = (V,A), una coloracio´n de dicho grafo es una asignacio´n de eti-
quetas denominadas colores a los elementos del grafo sujetos a ciertas restricciones. El
nu´mero croma´tico de G es el menor nu´mero de colores que se necesitan para colorear un
grafo y lo notamos por χ(G).
3.1. Teorema de Gro¨tszch
El Teorema de los Tres Colores caracteriza la 3-coloracio´n de los ve´rtices para grafos
planares en los cuales toda cara es un 3-ciclo.
Entre 1956 y 1962, Herbert Gro¨tzsch publico´ una serie de diecise´is art´ıculos bajo el
nombre de On the Theory of Discrete Structures. Muchos de estos art´ıculos trataban pro-
piedades combinatorias de alguna clase especial de grafos planos. Sin embargo, uno de los
resultados del se´ptimo articulo, publicado en 1958 en [34] titulado A Three-Color Theorem
for Triangle-free Networks on the Sphere, fue sorprendente: Todo grafo planar sin 3-ciclos
es 3-coloreable.
Teorema 16 (Thomassen [79])
Sea G un grafo planar con cintura mayor o igual a 5, g ≥ 5. Entonces G es 3-coloreable.
Y adema´s, si G tiene un ciclo exterior C de longitud menor o igual que 9, entonces toda
3-coloracio´n de G(C) puede extenderse a una 3-coloracio´n de G, a no ser que C tenga
longitud 9 y G−C tenga un ve´rtice unido a tres ve´rtices de C, que tienen distintos colores.
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Teorema 17 (Gro¨tzsch [34])
Todo grafo plano sin 3-ciclos es 3-coloreable; es ma´s, toda 3-coloracio´n propia de un
4- o 5-ciclo se puede extender a una 3-coloracio´n del grafo entero.
La demostracio´n propuesta por Herbert Gro¨tzsch se realizaba por induccio´n sobre el
nu´mero de ve´rtices ma´s el de aristas y utilizando el me´todo de las configuraciones redu-
cibles. Para cada configuracio´n reducible, se obten´ıa una reduccio´n, es decir, se mostraba
co´mo un grafo que contiene estas configuraciones reducibles puede ser 3-coloreado de
acuerdo con el teorema. Esta demostracio´n era muy compleja, por lo que en el an˜o 2003,
Thomassen [79] realizo´ otra demostracio´n ma´s elegante en la que lo relacionaba con el
Teorema 16.
Definicio´n 18
En toda 3-coloracio´n de los ve´rtices de un 5-gon, dos ve´rtices se colorean del color uno,
dos ve´rtices con el color 2 y el ve´rtice restante, denominado ve´rtice especial, se colorea
con el color 3. La arista del 5-gon opuesta al ve´rtice especial, de denomina arista especial.
Teorema 19 (Gru¨nbaum)
Si G es un grafo con como ma´ximo tres 3-ciclos, entonces:
1. G es 3-coloreable.
2. Si G tiene como ma´ximo un 3-ciclo, y como minimo un 4- o un 5-gon, entonces
toda 3-coloracio´n propia puede extenderse al grafo entero suponiendo que esta cara
no es un 5-ciclo y cuya cara especial no es un 3-ciclo.
3.2. 3-coloracio´n grafos planos
Definicio´n 20 (Distancia triangular)
Un ciclo C se denomina triangular si es adyacente a un 3-ciclo distinto de C. Sea dO
la mı´nima distancia entre dos 3-ciclos.
La pregunta sobre co´mo afecta el posicionamiento relativo de los 3-ciclos en un grafo
planar a la 3-coloracio´n fue primeramente propuesta por Gru¨nbaum. En su art´ıculo de
1963 menciona que es incapaz de probar la siguiente conjetura:
Conjetura 21
Si G es un grafo planar que no es 3-coloreable, entonces contiene dos pares de tria´ngu-
los incidentes.
En 1969, Havel [41] refuto´ esta conjetura consiguiendo un grafo planar que no es 3-
coloreable con cuatro tria´ngulos, ninguno de los cuales tienen un ve´rtice en comu´n, por lo
que se pregunto´ si todo grafo planar con distancia triangular suficientemente grande es 3-
coloreable. Y se pregunto´ tambie´n si esa distancia pod´ıa ser 2. En 1970 [40] se respondio´ a
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si mismo negativamente construyendo un grafo planar que no era 3-coloreable con dO = 2
con seis tria´ngulos. Ma´s tarde, Mel’nikov y Aksionov propusieron otro contraejemplo con
cuatro tria´ngulos.
Figura 3.1: Contraejemplo Aksionov-Mel’nikov
El siguiente resultado prueba que la mezcla de los problemas de Havel y Steinberg,
tiene una solucio´n positiva; todo grafo que satisfaga ambas condiciones es 3-coloreable.
Teorema 22 (Borodin, Raspaud [17])
Toda 3-coloracio´n propia de una cara de taman˜o 3 o´ 7 en un grafo plano conexo sin un
par de 3-ciclos a distancia menor que 4 ni 5-ciclos puede extenderse a una 3-coloracio´n
propia del grafo entero.
Teorema 23 (Borodin, Raspaud [17])
Todo grafo planar con dO ≥ 4 y sin 5-ciclos es 3-coloreable.
El problema de Havel, fue resuelto positivamente por Dvorˇa´k, Kra´l y Thomas.
Teorema 24 (Dvorˇa´k, Kra´l, Thomas [28])
Existe una constante d tal que todo grafo planar con dO ≥ d es 3-coloreable.
La siguiente conjetura es la versio´n ma´s fuerte posible del problema de Havel (SVHP).
Conjetura 25 (Borodin, Raspaud [17])
Todo grafo planar con dO ≥ 4 es 3-coloreable.
Teorema 26 (Borodin, Glebov, Jensen [12])
Todo grafo planar con dO ≥ 4 y sin 5-ciclos triangulares es 3-coloreable.
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La siguiente conjetura posiblemente sea un paso intermedio para resolver el SVHP.
Conjetura 27 (Borodin, Glebov, Jensen [12])
Todo grafo planar con dO ≥ 4 y sin 4-ciclos triangulares es 3-coloreable.
En 1976, Richard Steinberg propuso la siguiente conjetura, la cual estuvo en la lista de
problemas sin resolver hasta hace unos meses, fecha en la cual se encontro´ un contraejem-
plo para dicha conjetura.
Conjetura 28 (Steinberg [75])
Uno de los mayores problemas de coloracio´n de grafos es la Conjetura de Steinberg.
La conjetura afirma que todo grafo planar con ciclos de longitud 4 o´ 5 es 3-coloreable.
Sin embargo, la conjetura ha sido demostrada falsa con la obtencio´n de un contraejemplo
que adema´s, tambie´n desmiente otras dos conjeturas como son:
1. Conjetura Fuerte de Bordeaux [17]: Todo grafo planar sin ciclos de longitud tres que
compartan una arista y sin ciclos de longitud cinco es 3-coloreable.
2. Conjetura de los 3 Colores de Novosibirsk [13]: Todo grafo planar sin un ciclo de
longitud tres que comparta arista con un ciclo de longitud tres o cinco (o, equiva-
lentemente, 4 o´ 5) es 3-coloreable.
Contraejemplo [23]
a
cb
Figura 3.2: Grafo G1
El grafo G1 no tiene ciclos de longitud cuatro o cinco y no existe una 3-coloracio´n que
asigne el mismo color a los tres ve´rtices a, b, y c.
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a
cb
G1
G1G1
d
f
e
Figura 3.3: Grafo G2
El grafo G2 no tiene ciclos de longitud cuatro o cinco y no existe una 3-coloracio´n que
asigne el mismo color a los tres ve´rtices a, b, y c.
a
c c'
G2
G2 G2
G2
e'
d'
f'f
e
d
b
Figura 3.4: Grafo G3
El grafo G3 es un grafo planar sin ciclos de longitud cuatro o cinco que no es 3-
coloreable.
Esta conjetura dio lugar a otro problema propuesto por Paul Erdo¨s [29] en el que se
preguntaba si exist´ıa una constante C tal que la ausencia de ciclos de longitud de 4 a C
en un grafo planar garantizaba la 3-coloracio´n de dicho grafo.
Primeramente, Abbot y Zhou [1] encontraron una cota para C en 11, ma´s tarde, fueron
Borodin [10] y Sanders-Zhao [72] por separado los que rebajaron esa cota a 9 y finalmente,
Borodin et al. [16] propusieron la cota final de C ≤ 7.
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Teorema 29 (Borodin, Glebov, Raspaud, Salvatipour [16])
Sea G7 la clase de grafos planares sin ciclos de longitud de 4 a 7. Entonces, toda 3-
coloracio´n propia de los ve´rtices de cualquier cara de longitud de 8 a 11 en un grafo conexo
perteneciente a G7 se puede extender a una 3-coloracio´n propia del grafo entero.
Teorema 30 (Borodin, Glebov, Raspaud, Salvatipour [16])
Todo grafo planar sin ciclos de longitud de 4 a 7 es 3-coloreable.
Borodin et al. [14], adema´s, mejoraron el resultado obtenido en [16] demostrando que todo
grafo planar sin 5- ni 7-ciclos y sin 3-ciclos adyacentes es 3-coloreable.
Conjetura 31 (Borodin, Raspaud [17])
Todo grafo planar con dO ≥ 1 y sin 5-ciclos es 3-coloreable.
Teorema 32 (Borodin, Glebov [11])
Todo grafo planar con dO ≥ 2 y sin 5-ciclos es 3-coloreable.
Una generalizacio´n del Teorema de Gro¨tzsch fue obtenido por Borodin et al.
Teorema 33 (Borodin, Glebov, Jensen, Raspaud [13])
Todo grafo planar sin ciclos triangulares de longitud de 4 a 9 es 3-coloreable.
Teorema 34 (Borodin, Glebov, Raspaud [15])
Todo grafo planar sin ciclos triangulares de longitud de 4 a 7 (o, equivalentemente,
sin ciclos triangulares de longitud de {3, 5, 7} a {4, 5, 7}) es 3-coloreable.
Aksenov [3] e, independientemente, Jensen y Thomas [45], demostraron el siguiente teo-
rema que ampliaba el Teorema de Gro¨tzsch: para cada par de vertices x e y de un grafo
plano G sin 3-ciclos, existe una 3-coloracion de G tal que x e y tienen un color distinto.
Adema´s, Aksenov, Borodin y Glebov [5] demostraron un resultado similar: para cada par
de vertices x e y no adyacentes, existe una 3-coloracion tal que x e y tienen asignado el
mismo color.
3.3. Coloracio´n de Triangulaciones
En el lenguaje de grafos, una triangulacio´n es un grafo planar maximal, es decir, un
grafo, tal que, al dibujarlo en el plano, todas sus caras son tria´ngulos.
Adema´s, deberemos distinguir dos casos: si la cara no acotada no es triangular, en
cuyo caso hablaremos de casi-triangulacio´n, o si la cara no acotada es triangular, en cuyo
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caso utilizaremos el te´rmino “grafo planar maximal”.
Figura 3.5: Grafo planar maximal y casi-triangulacio´n
Definicio´n 35 (Grafo euleriano)
Se dice que un grafo conexo G es euleriano si el grado de todos sus ve´rtices es par.
Esto implica que tiene un circuito simple que pasa por todas las aristas.
Durante el siglo XIX se propuso el siguiente teorema relacionado con las triangulaciones
eulerianas, pero no fue hasta mucho ma´s tarde cuando se pudo publicar una prueba que
lo demostrase.
Teorema 36 (Heawood)
Un grafo planar maximal es 3-coloreable si y so´lo si todos sus ve´rtices son pares.
Demostracio´n:
Esta demostracio´n realizada por Tsai y West [83], utiliza el hecho de que los grafos
planos eulerianos tienen circuitos “non-crossing”(sin cruces), y adema´s, es va´lida para
casi-triangulaciones. Definiremos un ve´rtice v como “crossing”en un circuito euleriano C
de un grafo plano si dadas cuatro aristas e, e′, f, f ′; e′ sigue a e y f ′ sigue a f en C, de
forma que {e, e’} se alterna con {f, f’} en la rotacio´n c´ıclica de las aristas que inciden en
v.
Lema 37 (Tsai y West [83])
Todo grafo plano euleriano tiene un circuito euleriano sin cruces.
Demostracio´n:
Sea C un circuito euleriano con el menor nu´mero de cruces. Supongamos que {e, e′}
y {f, f ′} forman un cruce donde e′ sigue a e y f ′ sigue a f . Hacemos que f siga a
e y e′ a f ′, de forma que se elimine el cruce, con lo que no aumenta el nu´mero de
cruces.

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Lema 38 (Tsai y West [83])
En toda casi-triangulacio´n euleriana, el nu´mero de aristas es divisible por 3.
Demostracio´n:
La demostracio´n se realiza por induccio´n sobre el nu´mero t de caras acotadas. Si
t = 1, la triangulacio´n es un 3-ciclo. Sea G una triangulacio´n con t tria´ngulos y
supongamos cierto el resultado para toda triangulacio´n con menos de t tria´ngulos.
Sea F una cara acotada de G con una arista externa. Eliminamos de G las tres
aristas de la cara F y obtenemos otro grafo G′, que es la unio´n de tria´ngulos con
menos de t tria´ngulos. Por hipo´tesis de induccio´n, el nu´mero de aristas de G′ es
mu´ltiplo de 3 y, por tanto, tambie´n lo es el de G.

Lema 39 (Tsai y West [83])
En un circuito euleriano sin cruces de una casi-triangulacio´n euleriana, la longitud
de todo subcircuito es divisible por 3.
Demostracio´n:
Sea C ′ un subcircuito. Procedemos por induccio´n sobre el nu´mero de caras encerra-
das en C ′. Si solo existe una cara, entonces la longitud es 3. Sea v el primer y u´ltimo
ve´rtice de C ′. Sea H el subgrafo de G que consiste en todos los ve´rtices y aristas de
C ′ y todos los ve´rtices y aristas de G contenidos en el interior de C ′. Si C ′ atraviesa
a H, como C ′ es un circuito, y H es una casi-triangulacio´n euleriana, por el Lema
42, su longitud es divisible por 3.
De otra manera, alguna otra parte de C entra en el interior para atravesar las otras
aristas de H. La penetracio´n puede ser por v o por otro ve´rtice externo de H que
es visitado ma´s de una vez por C ′. Como C ′ no tiene cruces, cada porcio´n de C
tiene que abandonar el interior por el mismo ve´rtice externo de H por el que entro´.
Con esto concluimos que H es una triangulacio´n euleriana, por lo que el nu´mero de
aristas es divisible por 3.
Como cada incursio´n del resto de ve´rtices de C en el interior de H sale por el mis-
mo ve´rtice por el que entro´, forma un subcircuito de C que encierra menos caras
que C ′. Por la hipo´tesis de induccio´n, su longitud es divisible por 3. Por lo tanto,
restando las longitudes de todas las incursiones desde el taman˜o de H para obtener
la longitud de C deja un mu´ltiplo de 3.

Ahora ya podemos demostrar el teorema.
Sea C un circuito euleriano sin cruces de una triangulacio´n G. Asignamos los colores
1, 2 y 3 c´ıclicamente a los ve´rtices segu´n aparecen al recorrer C. Cuando alcanzamos un
ve´rtice ya coloreado se completa un subcircuito, que por el Lema 39, tiene longitud mu´lti-
plo de 3, luego se asigna el mismo color. Por tanto, la coloracio´n es consistente y asigna
colores distintos a ve´rtices adyacentes.
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Otro teorema que trata la 3-coloracio´n en triangulaciones eulerianas es el siguiente.
Teorema 40
Si todos los ve´rtices interiores de una triangulacio´n son pares, entonces es 3-coloreable.
Demostracio´n:
Supongamos en primer lugar, que la triangulacio´n T es 3-conexa, es decir, no contiene
una arista separadora. En este caso, construimos otra triangulacio´n T2 en un superficie
esfe´rica “pegando”dos copias de T las aristas del borde de la cara exterior. Se puede
visualizar esto colocando el borde en el ecuador, un copia de T en el hemisferio norte y la
otra copia en el hemisferio sur. Este grafo T2 es un grafo planar maximal con todos sus
ve´rtices pares. Por tanto es 3-coloreable y tambie´n lo es T . Si T no es 3−conexo, podemos
3−colorear cada una de sus componentes 3−conexas por separado y luego conseguir una
3−coloracio´n de T de forma sencilla, intercambiando colores en alguna componente si es
preciso.

3.4. Teorema 3-5-coloracio´n
Sea f la cara exterior de un grafo plano G. El Teorema de la 3-5-coloracio´n demos-
trado a continuacio´n afirma que los ve´rtices de G pueden ser coloreados con cinco colores
usando como ma´ximo tres de ellos en la frontera de f .
Para demostrar el teorema, Bernhart se valio´ de los siguientes tres lemas.
Lema 41
Si G es una grafo planar maximal entonces tiene al menos 4 ve´rtices de grado menor
o igual a 5.
Demostracio´n:
Si nj es el nu´mero de ve´rtices de grado j,
3n3 + 4n4 + ...+ knk = 2q = 6n− 12
Llamamos A = n3 + n4 + n5,
3(n3 + n4 + n5) + 6n6 + knk 6 6n− 12
luego
3A+ 6(n− A) 6 6n− 12⇒ 3A > 12⇒ A > 4

Lema 42 (Bernhart [8])
Si G es una grafo planar maximal entonces χ(G) 6 3.
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Lema 43 (Bernhart [8])
Si G es una casi-triangulacio´n, entonces, o bien existe un ve´rtice x ∈ C, siendo C la
cara exterior, tal que d(x) 6 4, o bien existe un ve´rtice z interior, z /∈ C con d(z) 6 5.
Demostracio´n:
Si no es cierto el resultado, entonces d(x) > 5 ∀x ∈ C y d(z) > 6 ∀z /∈ C. Se construye
G′ = G+{v} an˜adiendo un ve´rtice v que sea adyacente a todos los de C. As´ı, todos (salvo
posiblemente v) los ve´rtices de G′ tienen grado al menos 6, en contradiccio´n con el Lema
41.

El teorema principal se puede demostrar ya mediante induccio´n sobre el nu´mero de
ve´rtices.
Teorema 44 (Bernhart [8])
Todo grafo plano admite una 5-coloracio´n que tiene so´lo 3 colores en los ve´rtices de
su cara exterior.
Demostracio´n:
La demostracio´n se realiza sobre n. Para n = 3, la demostracio´n es trivial.
La hipo´tesis de induccio´n consiste en suponer que el resultado es cierto para todo grafo
plano con menos de n ve´rtices.
Sea G plano con n ve´rtices. An˜adimos aristas para que todas las caras interiores sean
tria´ngulos, as´ı tenemos G∗. Si lo demostramos para G∗, la misma coloracio´n cumplir´ıa las
condiciones para G.
Si G es un grafo plano, podemos eliminar los ve´rtices de grado 1 del borde exterior a
efectos de la 3-5-coloracio´n G1 = G− {vertices grado 1}.
G admite 3-5-coloracio´n ⇐⇒ G1 admite 3-5-coloracio´n.
De G1 podemos pasar a una casi-triangulacio´n G
∗ con los mismos ve´rtices en la cara
exterior. Con esto,
G1 admite 3-5-coloracio´n ⇐⇒ G∗ admite 3-5-coloracio´n.
G1 G*
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Caso 1: G∗ tiene una diagonal separadora uv.
G1
G2
u
v
Por hipo´tesis de induccio´n, se puede 5-colorear G1 y G2 con 3 colores en sus bordes.
Permutamos los colores para que las ternas exteriores coincidan.
Caso 2: no hay diagonal separadora y existe v ∈ C (interior) con d(v) 6 5.
Si d(v) = 3 o´ 4, aplicamos la hipo´tesis de induccio´n a G∗ − {v} y tenemos un color
libre para v.
v
v
v
x1
x2
x3
x4
x5
Si d(v) = 5 y en sus vecinos no aparece algu´n color, por hipo´tesis de induccio´n en
G∗ − {v}.
Si sus vecinos utilizan los 5 colores, entonces elegimos una pareja de vecinos no
adyacentes, (que existen porque G∗ es plano y no contiene a K5). Supongamos que
x1, x3 no son adyacentes. Identificamos los ve´rtices x1, x3, v obteniendo G
′ con n−2
ve´rtices. Por hipo´tesis de induccio´n admite una 5-coloracio´n con 3-colores en el
borde.
Coloreamos ahora G∗. Los ve´rtices que estaban en G′ con el mismo color que all´ı.
A x1 y x3 les ponemos el color de su identificado. As´ı queda un color libre para v.
Caso 3: no hay diagonal separadora y existe z ∈ C (borde) con d(z) 6 4.
Consideramos el grafo H que resulta al eliminar los ve´rtices del ciclo C. H es plano
y por hipo´tesis de induccio´n, admite una 5-coloracio´n que utiliza en el borde so´lo 3
colores (por ejemplo los colores 3, 4 y 5).
El ve´rtice z so´lo tiene a lo sumo 2 vecinos interiores que se colorean con 4 y 5.
Coloreamos z con el color 3 y el resto del ciclo C con los colores 1 y 2.
As´ı tenemos una 5-coloracio´n de G∗ con los colores 1,2 y 3 en C.

Bernhart encontro´ un resultado similar para la 3-4-coloracio´n gracias a la siguiente
conjetura. Debido a que este resultado se propuso en 1975, an˜os antes de demostrarse el
Teorema de los Cuatro Colores, la demostracio´n no fue demostrada en [8]. Sin embargo,
nosotros hemos decidido an˜adirla a continuacio´n.
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Conjetura 45 (Bernhart [8])
Todo grafo plano se puede 4-colorear de modo que los ve´rtices de la cara exterior solo
presentan 3 colores.
Demostracio´n:
Sea G un grafo plano. Construimos G∗ an˜adiendo un ve´rtice z y le hacemos adyacente
a cada ve´rtice de la cara exterior C.
G∗ es plano ⇒ G∗ es 4-coloreable.
As´ı, los ve´rtices de C reciben so´lo 3-colores, pues todos son adyacentes a z.

Cap´ıtulo 4
Variantes de coloracio´n en
Triangulaciones
Mediante la imposicio´n de diferentes condiciones de conectividad, distancia,... se ob-
tienen algunas de las variantes de coloracio´n.
En este cap´ıtulo, presentaremos algunos resultados ya conocidos de estas variantes y las
estudiaremos en grafos periplanos maximales y en triangulaciones en general, mostrando
los resultados obtenidos con anterioridad para MOP’s sobre coloracio´n y presentaremos
como aportacio´n de nuestro trabajo nuevos resultados para las variantes de coloracio´n
Sum coloring, Rainbow coloring,...
4.1. Parity vertex
Definicio´n 46 (Parity vertex coloring)
Una parity vertex coloring o coloracio´n por paridad de un grafo plano 2-conexo G =
(V,A) es una coloracio´n propia de los ve´rtices V de G de forma que para cada cara f y
cada color i, o bien 0, o bien un nu´mero impar de ve´rtices que inciden con f son coloreados
con el color i. El nu´mero croma´tico de paridad χp(G) de G es el menor nu´mero de colores
utilizados en una coloracio´n parity vertex de G.
El concepto de coloracio´n por paridad fue introducido recientemente por Bunde, Mi-
lans, West y Wu en su art´ıculo [19], sin embargo, ellos se centraron en el concepto de
coloracio´n de aristas por paridad, un problema NP-completo incluso cuando se trata de
un a´rbol.
Sin embargo, nosotros nos centraremos en esta variante de coloracio´n por paridad, pero
enfocado a los ve´rtices del grafo, lo que se puede relacionar con el concepto de coloracio´n
c´ıclica propuesta por Ore y Plummer en [68].
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Figura 4.1: Grafo periplano de orden 14 con χp(G) = 8
4.1.1. Resultados previos
Para este tipo de coloracio´n encontramos un teorema en el que se analiza un cota
superior para grafos planos en general.
Teorema 47 (Czap et al. [27])
Para todo grafo G plano 2-conexo, se tiene que:
χp(G) ≤ 118
La demostracio´n al teorema utiliza el me´todo de la descarga. Se supone que existe un
contraejemplo al teorema. Sea G ese contraejemplo con el menor nu´mero de ve´rtices n y el
menor nu´mero de aristas de entre todos los contraejemplos con n ve´rtices. Primeramente
se prueban algunas propiedades estructurales sobre G y a continuacio´n se demuestra que
no pueden darse todas a la vez.
Esta cota superior fue posteriormente rebajada a 97 por Kaiser et al. en [47].
Adema´s de este teorema, existen algunos resultados relacionados con los grafos peri-
planos.
Teorema 48 (Czap [26])
Si G es un grafo periplano bipartito entonces χp(G) ≤ 8, y adema´s, esta cota es
ajustada.
Teorema 49 (Czap [26])
Para todo grafo G periplano 2-conexo se tiene que:
χp(G) ≤ 12
El siguiente teorema, mejora la cota propuesta por Czap en [27] para la coloracio´n en
grafos periplanos.
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Teorema 50 (Wang et al. [82])
Para todo grafo G periplano 2-conexo, distinto de H0 y H1, se tiene que:
χp(G) ≤ 9
Figura 4.2: Los u´nicos grafos periplanos 2-conexos con χp(G) > 9
A partir de este teorema, obtenemos dos resultados relacionados con el nu´mero de
ve´rtices de los grafos periplanos y con los grafos bipartitos.
Corolario 51 (Wang et al. [82])
Si G es un grafo periplano 2-conexo distinto de H0 y H1 y |V (G)| es par, entonces
χp(G) ≤ 8.
Czap demostro´ en [26] que la cota superior de 8 para grafos bipartitos es ajustada
construyendo un grafo periplano con tres 4-ciclos consecutivos. Por lo que Wang et al.
generalizaron ese ejemplo a la clase de grafos F. Sea F el conjunto de grafo periplanos 2-
conexos con exactamente tres caras, con grado divisible por cuatro en cada cara terminal
de G y el grado de las caras no terminales sea cuatro.
Figura 4.3: Grafo perteneciente a la clase F con χp(G) = 8
Corolario 52 (Wang et al. [82])
Si G es un grafo periplano bipartito 2-conexo, entonces χp(G) = 8 si y solo si G ∈ F.
Y para terminar con algunos de los resultados que existen hasta el momento, tenemos
una caracterizacio´n de los grafos periplanos 2-conexos.
Teorema 53 (Wang et al. [82])
Un grafo outerplanar 2-conexo G tiene χp(G) = 2 si y solo si, el grado de cada cara
de G es divisible por 2 pero no por 4.
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4.1.2. Parity Vertex en triangulaciones
Para este tipo de coloracio´n, nuestro trabajo se ha centrado en las triangulaciones,
y ma´s concretamente en los MOP’s, para ello hemos encontrado algunos resultados que
relacionan el nu´mero de ocurrencias de un color con el cardinal de los ve´rtices del grafo.
Debido a que en este tipo de grafos, todas las caras (excepto posiblemente la cara
exterior), son tria´ngulos, todos los resultados obtenidos esta´n relacionados con la cara
exterior del grafo y su nu´mero de ve´rtices.
Proposicio´n 54
Si el nu´mero croma´tico de paridad de un MOP es 3 entonces el nu´mero de ocurrencias
del color cx ma´s el nu´mero de ocurrencias del color cy es mayor o igual que el nu´mero de
ocurrencias del color cz.
Adema´s, para esta variante de coloracio´n, se han desarrollado dos algoritmos que
permiten triangular un MOP con χp = 3. El primero de ellos parte u´nicamente de la
terna de ocurrencias de cada color.
Algoritmo 55
Entrada: L = c1, c2, c3 de las ocurrencias de los colores.
Salida: Una triangulacio´n del grafo.
Estrategia: Igualamos los cardinales de ocurrencias de cada color al mı´nimo de ellos.
Dibujamos un grafo c´ıclico con el nu´mero de ve´rtices obtenidos en el paso anterior.
Asignamos los colores 1, 2, 3 en cadena y triangulamos dicho grafo mediante el
me´todo de eliminacio´n de orejas.
An˜adimos ve´rtices de grado 2 entre dos ve´rtices del grafo con uno de los colores
que se suprimieron en el paso 1.
3-3-3
3
1 2 3
1
2
31
2
1 2 3
1
231
2
3
2
2
Figura 4.4: Ejemplo del algoritmo con la terna (3-5-3)
El segundo algoritmo parte de la terna de ocurrencias de cada color con los ve´rtices
ya colocados en el grafo.
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Algoritmo 56
Entrada: L = c1, c2, c3 de las ocurrencias de los colores y la disposicio´n de los ve´rtices
ya coloreados.
Salida: Una triangulacio´n del grafo.
Estrategia: Eliminamos orejas de forma que el nu´mero de ocurrencias de cada color se
equilibre.
En el caso de que se llegue a una situacio´n en la que no se pueden cortar orejas:
Si la combinacio´n de colores es (a, a, a+1), recortamos una oreja de manera
que pasemos a la situacio´n (a− 1, a, a+ 1).
Recortamos una oreja del tercer color de forma que se pase a la situacio´n
(a− 1, a, a).
An˜adimos un ve´rtice auxiliar, que eliminaremos cuando finalice el proceso,
del color 1, de forma que pasemos a la situacio´n (a, a, a) y volveremos al
paso 1.
3-5-3
1 2 2
1
3
2
321
3
2
1 2
1 2
3
3
2
1 2 3
2
3
1 2
2 1 2 3
1 2
3
2
Figura 4.5: Ejemplo del algoritmo con la terna (3-5-3)
Ninguno de estos algoritmos garantizan la unicidad de soluciones, so´lo su existencia.
4.2. Sum Coloring
Definicio´n 57 (Sum coloring)
El problema de la sum coloring o coloracio´n suma croma´tica intenta encontrar una
coloracio´n de los ve´rtices de un grafo dado G = (V,A) utilizando los nu´meros naturales,
de tal forma que la suma total de los colores se minimice, a esta suma total la denotaremos
por Σ(G). Una coloracio´n que logre esta suma total se denomina coloracio´n o´ptima y el
mı´nimo numero de colores que se necesitan en una coloracio´n o´ptima de un grafo se
denomina fuerza del grafo y se denota por s(G).
1
1
1
1
1
1
2 1 3 2
1
1
1
2
2
2
Figura 4.6: Coloracio´n de un a´rbol con suma total 12 usando 2 colores y coloracio´n con
suma total 11 usando 3 colores
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La nocio´n de colorear los ve´rtices de un grafo de forma que se minimizase el nu´mero
de colores que se utilizasen para esa coloracio´n aparecio´ por primera vez en el an˜o 1987
mediante dos publicaciones distintas, una, en la tesis doctoral de Kubika [58]; y la otra, fue
propuesta por Supowit en [77]. Algunas de las aplicaciones de esta variante de coloracio´n
son la planificacio´n y la asignacio´n de recursos.
4.2.1. Resultados previos
Para esta variante de coloracio´n existen resultados previos como la prueba de la NP-
completitud del problema de encontrar s(G) para grafos con ∆ = 6, un algoritmo que
permite obtener esta suma en tiempo polino´mico para cadenas bipartidas y grafos k-split.
Y adema´s se han obtenido resultados con esta misma variante para las aristas del grafo en
vez de para los ve´rtices, probando que el problema tambie´n es NP-completo para grafos
k-regulares con k ≥ 3, y se obtiene un algoritmo polino´mico para resolver este problema
en a´rboles. Estos resultados fueron propuestos en [71] por M.R. Salavatipour.
Otro de los resultados previos es de H. Hajiabolhassan et al. en el que se prueba el
famoso teorema de Brooks reemplazando χ(G) por s(G) obtenie´ndose el siguiente teorema:
Teorema 58 (Hajiabolhassan et al. [36])
Para todo grafo G se tiene que:
s(G) ≤ dcol(G) +∆(G)
2
e
donde col(G) es una invariante basada en la ordenacio´n lineal de los ve´rtices de G.
En caso de que el grafo G sea un a´rbol, tenemos el siguiente resultado:
Proposicio´n 59 (Hajiabolhassan et al. [36])
Para todo a´rbol T con dia´metro d(t) se tiene que:
s(T ) ≤ dmin(d(T ), ∆(T ))
2
e+ 1
Para a´rboles, adema´s, existe un algoritmo lineal [59] que halla la suma croma´tica para
un a´rbol dado y realiza una coloracio´n propia de dicho a´rbol.
Gracias a estos dos resultados hacen que se plantee la siguiente conjetura:
Conjetura 60 (Hajiabolhassan et al. [36])
Para todo grafo G se tiene que:
s(G) ≤ dχ(G) +∆(G)
2
e
El siguiente resultado es un teorema tipo Brooks que involucra al grado ma´ximo de
un grafo G, ∆(G).
4.2. SUM COLORING 33
Teorema 61 (Mitchem, Morriss [66])
Para todo grafo G, se tiene que:
s(G) ≤ ∆(G) + 1
Y adema´s, s(G) = ∆(G) + 1 si y solo si G es un grafo completo o un ciclo impar.
Existe tambie´n un algoritmo [57] para grafos unic´ıclicos de orden lineal, y otro para
grafos periplanos de orden cu´bico.
Para esta variante de coloracio´n, tambie´n existe el para´metro fuerza referido a las
aristas del grafo en vez de a los ve´rtices del mismo. Para este para´metro tambie´n exis-
ten cotas, sin embargo, nuestra tarea ha consistido en la coloracio´n de los ve´rtices del grafo.
Adema´s de existir cotas para el para´metro fuerza del grafo, tambie´n existen algunos
resultados para el otro para´metro importante en este tipo de coloracio´n, la suma croma´ti-
ca.
Teorema 62 (Thomassen et al. [80])
Para todo grafo G conexo con e aristas, se tiene que:
d√8ee ≤ Σ(G) ≤ b3
2
(e+ 1)c
4.2.2. Sum Coloring en triangulaciones
Se han obtenido para este tipo de coloracio´n dos teoremas relacionados con grafos pe-
riplanos maximales que pasamos a detallar y otros dos resultados relacionado con grafos
planos en el plano y en otras superficies en general que esta´n sin demostrar.
Teorema 63
Todo grafo periplano maximal G sin tria´ngulos interiores se puede 4-colorear con suma
croma´tica mı´nima, es decir, s(G) ≤ 4.
Demostracio´n:
Para la demostracio´n de este teorema nos hemos basado en el hecho de que so´lo existen
dos tipos de grafos con esta caracter´ıstica de no tener tria´ngulos interiores, y son los grafos
en forma de zigzag y los grafos que contengan abanicos:
Los MOP zigzag, se pueden colorear u´nicamente utilizando 3 colores y obtener
suma croma´tica mı´nima. Para ello, se colorea el grafo normalmente y a continuacio´n
procedemos a intercambiar colores de forma que el color ma´s repetido sea el 1, y el
que menos, el 3.
Los MOP abanico, necesitan 3 o´ 4 colores para obtener una suma croma´tica mı´nima.
Para ello, coloreamos los “centros”de los abanicos con los colores 3 o´ 4, dependiendo
de si dichos “centros”son adyacentes entre s´ı o no, y los colores 1 y 2 para los
extremos de las varillas.
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Por tanto, como mı´nimo se necesitan 4 colores para colorear los grafos periplanos ma-
ximales sin tria´ngulos interiores o grafos serpentinos, es decir, s(G) ≤ 4.
Gracias a esta cota para la fuerza del grafo, podemos afirmar tambie´n que Σ(G) ≤ 2n,
y esta cota se consigue para los grafos zigzag.

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Figura 4.7: Coloracio´n de un zigzag con 3 colores y un abanico con 4
A partir de aqu´ı, nos preguntamos cua´l ser´ıa la cota para MOP’s en general, y encon-
tramos un ejemplo en el que se necesitaban 6 colores para colorearlo con suma croma´tica
mı´nima.
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Figura 4.8: Grafo que necesita una 6-coloracio´n y grafo G
Por tanto, intentamos demostrar que esa cota es la ma´xima posible. Previamente, se
han desarrollado dos algoritmos que realizan intercambios de color entre los ve´rtices de
un grafo que nos sera´n u´tiles para la posterior demostracio´n del teorema.
Algoritmo 64
Entrada: un MOP sum coloreado G1, un ve´rtice a y un grafo G2 sum coloreado.
Salida: Una coloracio´n del grafo.
Estrategia: Si el ve´rtice a tiene el color 1 o´ 2 en G1, y el contrario en G2, como en
G1 existe un camino de 1’s y 2’s, podemos realizar un intercambio en G1 entre
estos dos colores de forma que al juntar ambos grafos, coincidan los colores de
a.
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Si el ve´rtice a tiene el color 1 o´ 2 en G1, y el color 3 o´ 4 en G2, colocamos en el
ve´rtice a de G1 el color que ten´ıa en G2. Si en G1 hab´ıa un camino de 3’s y
4’s adyacente al ve´rtice a, realizamos un intercambio entre los colores de ese
camino hasta hacer coincidir colores.
Si el ve´rtice a tiene el color 3 o´ 4 en G1, y el color 1 o´ 2 en G2, colocamos en el
ve´rtice a de G1 el color que ten´ıa en G1. Si en G1 o en G2 hab´ıa un camino de
3’s y 4’s adyacente al ve´rtice a, realizamos un intercambio entre los colores de
ese camino hasta hacer coincidir colores.
Si el ve´rtice a tiene el color 3 o´ 4 en G1, y el contrario en G2, colocamos en el
ve´rtice a de G1 el color que ten´ıa en G2. Si en G1 hab´ıa un camino de 3’s y
4’s adyacente al ve´rtice a, realizamos un intercambio entre los colores de ese
camino hasta hacer coincidir colores.
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Figura 4.9: Ejemplo del algoritmo
Teorema 65
Todo grafo periplano maximal G se puede 6-colorear con suma croma´tica mı´nima, es
decir, s(G) ≤ 6.
Demostracio´n:
La demostracio´n para el teorema se ha realizado mediante induccio´n sobre el nu´mero
k de tria´ngulos interiores.
Caso ba´sico k = 0. La desigualdad se cumple por el Teorema 63.
Hipo´tesis de induccio´n. Supongamos, por tanto, que el resultado es cierto para
todo grafo periplano maximal con k − 1 tria´ngulos interiores. Si k ≥ 1, podemos
distinguir cuatro casos dependiendo de la posicio´n del nuevo tria´ngulo interior, ge-
nerado al an˜adir un nuevo MOP al grafo, respecto al resto del grafo.
Los colores 5 y 6 solo pueden encontrarse en los ve´rtices de los tria´ngulos interiores ya
que en el resto solo se necesitan 4 colores para minimizar la suma, luego los siguientes
casos esta´n relacionados con las posiciones de esos dos colores con respecto al nuevo
tria´ngulo generado.
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• Caso 1: el nuevo tria´ngulo no es adyacente a ninguno de los otros tria´ngulos
interiores del grafo. El subgrafo A es 4-coloreable con suma mı´nima por no
tener tria´ngulos interiores. Y el grafo G1 = (G \ A)
⋃ {e, f} es 6-coloreable
por hipo´tesis de induccio´n.
a
b c
d e
f
T1
T
AB
Figura 4.10: El nuevo tria´ngulo T1 no es adyacente al resto de tria´ngulos
◦ Subcaso 1.1: los colores 5 y 6 no se encuentran en el tria´ngulo T . En
este caso, al juntar el subgrafo A con G1, la peor coloracio´n posible se
conseguir´ıa coloreando los ve´rtices e y f con los colores 5 y 6.
◦ Subcaso 1.2: el color 5 o´ 6 se encuentra en el ve´rtice c. En este caso,
al juntar el subgrafo A con G1, la peor coloracio´n posible se conseguir´ıa
coloreando el ve´rtice f con el mismo color que c y e con el otro color, de
entre el 5 o´ el 6.
◦ Subcaso 1.3: el color 5 o´ 6 se encuentra en el ve´rtice b. Este caso se
resuelve de forma ana´loga al anterior. Al juntar el subgrafo A con G1, la
peor coloracio´n posible se conseguir´ıa coloreando el ve´rtice f con el mismo
color que b y e con el otro color, de entre el 5 o´ el 6.
◦ Subcaso 1.4: los colores 5 y 6 se encuentran en los ve´rtices b y c y el
ve´rtice b es adyacente al e. En este caso, al juntar el subgrafo A con G1,
la peor coloracio´n posible se conseguir´ıa colocando en el ve´rtice f de A el
color 5 y realizando el Algoritmo 64 con el subgrafo A, el grafo G1 y el
ve´rtice e.
◦ Subcaso 1.5: los colores 5 y 6 se encuentran en los ve´rtices b y c y el
ve´rtice c es adyacente al d. En este caso, al juntar el subgrafo A con G1,
la peor coloracio´n posible se realizar´ıa con la misma operacio´n que en el
Subcaso 1.2.
En cualquiera de los casos, una 7-coloracio´n aumentar´ıa la suma croma´tica.
• Caso 2: el nuevo tria´ngulo es adyacente a T por un ve´rtice. El subgrafo A
es 4-coloreable con suma mı´nima por no tener tria´ngulos interiores. Y el grafo
G1 = (G \ A)
⋃ {d, e} es 6-coloreable por hipo´tesis de induccio´n.
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Figura 4.11: El nuevo tria´ngulo T1 es adyacente a T por un ve´rtice
◦ Subcaso 2.1: los colores 5 y 6 no se encuentran en el tria´ngulo T . En
este caso, al juntar el subgrafo A con G1, la peor coloracio´n posible se
conseguir´ıa colocando en los ve´rtices d y e los colores 5 y 6.
◦ Subcaso 2.2: el color 5 o´ 6 se encuentra en el ve´rtice c. En este caso, al
juntar el subgrafo A con G1, la peor coloracio´n posible se conseguir´ıa con
el ve´rtice e con el mismo color que c y d con el otro color, de entre el 5 o´
el 6.
◦ Subcaso 2.3: el color 5 o´ 6 se encuentra en el ve´rtice b. En este caso,
al juntar el subgrafo A con G1, la peor coloracio´n posible se consigue
coloreando el ve´rtice e con el color, de entre los colores 5 y 6 que no este´
en b, y se realiza el Algoritmo 64 con el subgrafo A, el grafo G1 y el ve´rtice
d.
◦ Subcaso 2.4: los colores 5 y 6 se encuentran en los ve´rtices b y c. En este
caso, al juntar el subgrafo A con G1, la peor coloracio´n posible se consigue
coloreando el ve´rtice e con el color de c y realizando el Algoritmo 64 con
el subgrafo A, el grafo G1 y el ve´rtice d.
En cualquiera de los casos, una 7-coloracio´n aumentar´ıa la suma croma´tica.
• Caso 3: el nuevo tria´ngulo es adyacente a T por un ve´rtice. El subgrafo B
es 4-coloreable con suma mı´nima por no tener tria´ngulos interiores. Y el grafo
G2 = (G \B)
⋃ {b, e} es 6-coloreable por hipo´tesis de induccio´n.
◦ Subcaso 3.1: los colores 5 y 6 no se encuentran en el tria´ngulo T . En este
caso, al juntar el subgrafo B con G2, la peor coloracio´n posible se consigue
coloreando el ve´rtice e con el color 5. Y como los colores 1 y 2 no pueden
estar en el mismo tria´ngulo que los colores 5 y 6, realizamos el Algoritmo
64 con el subgrafo B, el grafo G2, y el ve´rtice b.
◦ Subcaso 3.2: el color 5 o´ 6 se encuentra en el ve´rtice b. En este caso, al
juntar el subgrafo B con G2, la peor coloracio´n posible se conseguir´ıa con
el ve´rtice e con distinto color que b, de entre el 5 o´ el 6.
En cualquiera de los casos, una 7-coloracio´n aumentar´ıa la suma croma´tica.
• Caso 4: el nuevo tria´ngulo es adyacente a T por una arista. El subgrafo A
es 4-coloreable con suma mı´nima por no tener tria´ngulos interiores. Y el grafo
G1 = (G \ A)
⋃ {c, d} es 6-coloreable por hipo´tesis de induccio´n.
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Figura 4.12: El nuevo tria´ngulo T1 es adyacente a T por una arista
◦ Subcaso 4.1: los colores 5 y 6 no esta´n ni en b ni en c. En este caso,
al juntar el subgrafo A con G1, la peor coloracio´n posible se consigue
coloreando el ve´rtice d con el color 5. Y como los colores 1 y 2 no pueden
estar en el mismo tria´ngulo que los colores 5 y 6, realizamos el Algoritmo
64 con el subgrafo A, el grafo G1, y el ve´rtice c.
◦ Subcaso 4.2: el color 5 o´ 6 se encuentra en el ve´rtice c. En este caso,
al juntar el subgrafo A con G1, la peor coloracio´n posible se consigue
coloreando el ve´rtice d con el color, de entre 5 y 6, que no este´ en c.
◦ Subcaso 4.3: el color 5 o´ 6 se encuentra en el ve´rtice b. Este caso, al juntar
el subgrafo A con G1, la peor coloracio´n posible se consigue coloreando el
ve´rtice d con el color, de entre 5 y 6, que no este´ en b. Y como los colores 1
y 2 no pueden estar en el mismo tria´ngulo que los colores 5 y 6, realizamos
el Algoritmo 64 con el subgrafo A, el grafo G1, y el ve´rtice c.
◦ Subcaso 4.4: los colores 5 y 6 se encuentran en los ve´rtices b y c. En este
caso, al juntar el subgrafo A con G1, la peor coloracio´n posible se consigue
realizando el Algoritmo 64 con el subgrafo A, el grafo G1 y el ve´rtice d.
En cualquiera de los casos, una 7-coloracio´n aumentar´ıa la suma croma´tica.
Cualquier 7-coloracio´n es peor ya que en todos los casos, el peor intercambio
que se produce, es intercambiar el nu´mero 1 por el 4, es decir, una diferencia
de 3, que es igual que utilizar el color 7 en vez del color 4.

Despue´s de encontrar esta cota para grafos periplanos maximales, decidimos aumentar
la bu´squeda para grafos planos. Para ello, encontramos el siguiente ejemplo que necesita 7
colores para minimizar la suma croma´tica, el cual, creemos que es el peor ejemplo posible:
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Figura 4.13: Grafo plano con s(G) = 7
En este ejemplo, la suma croma´tica o´ptima se consigue sustituyendo el color rojo por
el nu´mero 1; el verde, por el 2; el azul, por el 3; el amarillo, por el 4; el rosa, por el 5; el
marro´n, por el 6; y el gris, por el 7. Este ejemplo creemos que es el peor ejemplo, y por
tanto, decidimos proponer el siguiente resultado, que de momento, es una conjetura.
Conjetura 66
Para todo grafo plano G se tiene que:
s(G) ≤ 7
Un resultado similar se ha conjeturado para la coloracio´n de grafos en otro tipo de
superficies orientables de ge´nero g como en el toro T , que tiene ge´nero 1, ya que debido a
la aparicio´n del grafo K7 en el desarrollo lineal de esta figura y por la fo´rmula que permite
hallar el nu´mero croma´tico p de dicha figura en cualquier superficie orientable:
p = b7 +
√
1 + 48g
2
c
de donde obtenemos que p(T ) = 7, podemos conseguir que el toro se pueda colorear
con 3 colores ma´s, de forma que la suma croma´tica sea mı´nima y se utilicen 10 colores.
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Figura 4.14: Toro y grafo G
Si sustituimos los siete colores del grafo toroidal por los nu´meros del 4 al 10, estos
colores aparecer´ıan u´nicamente una vez. Y en el grafo G cambiamos los colores por los
nu´meros del 1 al 3 de forma que los ve´rtices del exterior sean los nu´meros 2 y 3 alterna-
tivamente y los ve´rtices del interior de cada K4 sea el color 1.
Con estos tres resultados sobre la coloracio´n en MOP’s, grafos planos y grafos en su-
perficies orientables con ge´nero g, nos aventuramos a conjeturar que se cumple la siguiente
propiedad:
Conjetura 67
Para toda superficie orientable S, se tiene que si su nu´mero croma´tico es χS, podemos
encontrar una coloracio´n de un grafo en dicha superficie que utilice χS + 3 colores de
forma que se minimice la suma croma´tica.
4.3. Complete coloring
Definicio´n 68 (Complete coloring)
La complete coloring o coloracio´n completa es una coloracio´n propia de los ve´rtices
de un grafo G = (V,A) con la propiedad de que para cada par de colores i y j utilizados
en la coloracio´n, existen ve´rtices adyacentes en G coloreados con i y j. Una coloracio´n
completa en la cual k colores han sido utilizados, se denomina k-coloracio´n completa. El
entero positivo ma´s grande para el cual G tiene una k-coloracio´n completa es el nu´mero
acroma´tico de G, y se denota por ψ(G).
Este concepto fue introducido por Harary et al. en [39]. Se tiene, por tanto, que:
ψ(G) ≥ χ(G)
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para todo grafo G. Adema´s, se puede afirmar tambie´n, que si G es un grafo de orden
n, entonces ψ(G) ≤ n.
Figura 4.15: Coloracio´n completa del grafo de Glebsch con 8 colores
4.3.1. Resultados previos
Para esta variante de coloracio´n, introduciremos algunas de las cotas que existen para
ciertos tipos de grafos, y resultados que existen para todo tipo de grafos, en los que se
relaciona el concepto de coloracio´n completa con dos conceptos importantes en teor´ıa de
grafos como son los conjuntos independientes y conjuntos recubridores.
Teorema 69
Para todo grafo completo Kn se tiene que:
ψ(Kn) = χ(Kn) = n
Teorema 70
Para todo n ≥ 2, ψ(Pn) = max{k : (bk2c+ 1)(k − 2) + 2 ≤ n}
Teorema 71
Para todo n ≥ 3, ψ(Cn) = max{k : k(bk2c ≤ n} − s(n) donde s(n) es el nu´mero de
soluciones enteras de n = 2x2 + x+ 1
Teorema 72
Todo grafo completo bipartito tiene nu´mero acroma´tico 2.
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Gracias a resultados anteriores, Harary et al., consiguieron demostrar que si el taman˜o
m de un grafo G satisface la desigualdad
(
k
2
) ≤ m < (k+1
2
)
para algu´n entero positivo k
y existe una l-coloracio´n completa de G, entonces l ≤ ψ(G) ≤ k. El siguiente teorema
encuentra una cota muy simple para el nu´mero acroma´tico de un grafo en te´rminos de su
taman˜o.
Proposicio´n 73
Si G es un grafo de taman˜o m, entonces:
ψ(Kn) ≤ 1+
√
1+8m
2
Con la excepcio´n de que χ(G) ≤ ψ(G) para todo grafo G, no existen restricciones
sobre los posibles valores de χ(G) y ψ(G). Pero Vithal y Bhave observaron [9] lo siguiente.
Proposicio´n 74 (Bhave, Vithal [9])
Para cada par de enteros a y b con 2 ≤ a ≤ b, existe un grafo G con χ(G) = a y
ψ(G) = b.
Debido a que este teorema so´lo demuestra que el nu´mero ψ(G)−χ(G) puede ser arbi-
trariamente grande para un cierto grafo, Xu, establecio´ una cota superior para este valor
en te´rminos del orden de G.
Proposicio´n 75 (Xu [86])
Para todo grafo G de orden n ≥ 2,
ψ(Kn)− χ(G) ≤ n2 − 1
Un conjunto de ve´rtices (o aristas) S es independiente si ningu´n ve´rtice (o arista) de
S es adyacente. El nu´mero de independencia para ve´rtices α0(G) es el mayor nu´mero de
ve´rtices en un conjunto independiente, ana´logamente, el nu´mero de independencia para
aristas α1(G) es el mayor nu´mero de aristas en un conjunto independiente.
Un ve´rtice y una arista se cubren entre s´ı, si son adyacentes. El nu´mero de recubrimiento
para ve´rtices β0(G) es el menor nu´mero de ve´rtices que cubren las aristas de G, ana´loga-
mente, el nu´mero de recubrimiento para aristas β1(G) es el menor nu´mero de aristas que
cubren los ve´rtices de G.
Una cota superior para ψ(G) se obtiene fa´cilmente en te´rminos del nu´mero de ve´rtices
y el nu´mero de independencia para ve´rtices de un grafo G. Este resultado, combinado con
un resultado de Gallai [37], que relaciona n y α0(G) con los otros tres elementos β0(G),
α1(G) y β1(G), sugiere algunas cotas para ψ(G).
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Proposicio´n 76 (Gallai [37])
Para todo grafo G de orden n,
β0 + α0 = n = β1 + α1
Proposicio´n 77 (Harary et al. [39])
Para todo grafo G de orden n,
ψ(G) ≤ n− α0 + 1
Combinando estos dos resultados, se obtiene la siguiente cota superior:
Corolario 78 (Harary [38])
Para todo grafo G de orden n,
ψ(G) ≤ β0 + 1
Proposicio´n 79
Para todo grafo G de orden n,
ψ(G) ≤ 2α1 + 1
ψ(G) ≤ 2β1
4.3.2. Complete coloring en triangulaciones
Para este tipo de coloracio´n, sobre todo nos hemos centrado en MOP’s de la forma
zigzag.
Teorema 80
Para todo grafo periplano maximal G, se tiene que
n ≥ d1
4
(ψ(G)2 − ψ(G) + 6)e
ψ(G) ≤ b1+
√
16n−23
2
c
Demostracio´n:
En una k-coloracio´n total, se necesitan
(
k
2
)
aristas, y en un grafo periplano maximal,
se tiene que el nu´mero de aristas es a lo sumo 2n− 3, luego:
(
k
2
)
= k(k−1)
2
≤ 2n− 3
Despejando de la inecuacio´n, en primer lugar n, y en segundo lugar k, se obtienen las
dos cotas para ambas variables.

A continuacio´n, se detalla un algoritmo constructivo para colorear los ve´rtices de un
MOP de la forma zigzag a partir de una k-coloracio´n completa, dado el nu´mero k.
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Algoritmo 81
Entrada: un MOP zigzag, un entero k.
Salida: Una k-coloracio´n completa del grafo.
Estrategia: Partimos de un MOP triangulado en forma zigzag.
Se colorea el MOP por la izquierda con los colores 1, 2 y 3.
Se coloca el color 4 en la siguiente posicio´n libre siguiendo el zigzag. Y entre sus
vecinos, colocamos los colores que falten para completar la 4-coloracio´n com-
pleta.
Una vez que se tiene una (k-1)-coloracio´n completa, escogemos el color k y lo co-
locamos en la siguiente posicio´n del zigzag. Rellenamos sus vecinos. Si hemos
completado la k-coloracio´n completa, hemos terminado. En caso contrario, si
quedan una o dos parejas de colores, colocamos el color k en la siguiente posi-
cio´n libre; si quedan tres parejas, dejamos 1 posicio´n libre; en caso contrario,
dejamos 2 posiciones libres de color, y en la 3a, colocamos el color k de nuevo,
coloreando sus vecinos correspondientes.
Se realiza este paso hasta haber completado la k-coloracio´n completa.
1
2
3
1 2
3
4
1
1 2
3
4
1
5
2
3
6
1
4
6
5
1
2 4
5 3 1 6
3 1 2 6 4 5
7
1
2
7
3
4 2
5
6 2 7 5 3
4
3 1 6 1
4
7
Figura 4.16: Ejemplo del algoritmo con k = 7 y 7-coloracio´n completa
4.4. Rainbow coloring
Definicio´n 82 (Rainbow coloring)
Una coloracio´n de las aristas de un camino de un grafo se dice que es irisada o rain-
bow si ningu´n color se repite en e´l. Un grafo se denomina rainbow-connected si existe un
camino irisado entre cada par de ve´rtices. El nu´mero de conexio´n irisado o rainbow con-
nection number de un grafo es el mı´nimo nu´mero de colores que se necesitan para hacer
rainbow-connected el grafo G, y se denomina rc(G).
El concepto de rainbow coloring tiene mu´ltiples variantes, una de las cuales fue in-
troducida por Krivelevich y Yuster en [54], en la que se tienen en cuenta los ve´rtices del
camino irisado. Sea c′ : V (G) −→ {1, 2, ..., k} una k-coloracio´n de los ve´rtices de G para
un cierto natural k. Un camino P en G con una k-coloracio´n de sus ve´rtices se denomina
irisado para los ve´rtices si todos los ve´rtices internos de P tienen un color distinto. El
grafo G se denominara´, por tanto, rainbow vertex-connected si para cada par de ve´rtices
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u y v de V (G) existe un camino irisado. El nu´mero irisado para ve´rtices de un grafo G, de-
notado por rvc(G) es el mı´nimo entero positivo k para el cual G es irisado ve´rtice-conexo
bajo la coloracio´n c′.
Figura 4.17: Grafo periplano maximal rvc(G) = 18
4.4.1. Resultados previos
Krivelevich y Yuster en [54] establecieron la cota inferior para rvc:
rvc(G) ≥ diam(G)− 1 (4.1)
Proposicio´n 83 (Fujie-Okamoto et al. [31])
Para todo grafo conexo G de orden n ≥ 2:
2 ≤ rvc(G) ≤ n
Existen resultados interesantes para el nu´mero de coloracio´n irisada. Algunos de ellos
han sido propuestos por Li y Liu en [62], o por Sinamora y Salman en [74].
Teorema 84 (Li, Liu [62])
Sea Cn un ciclo de orden n ≥ 3, entonces:
rvc(Cn) =

1 si n ≤ 5
3 si n = 9
dn
2
e − 1 si n = 6, 7, 8, 10, 11, 12, 13 o´ 15
dn
2
e si n = 14 o´ n ≥ 16
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Figura 4.18: Ciclo de orden 13 con rvc(G) = 6
Gracias a este teorema, adema´s, se consiguio´ demostrar el siguiente resultado, que es
va´lido para cualquier grafo 2-conexo.
Teorema 85 (Li, Liu [62])
Sea G un grafo 2-conexo de orden n ≥ 3. Entonces:
rvc(G) ≤ rvc(Cn)
Otro tipo de grafos para los que se conoce una cota para este tipo de coloracio´n son
los grafos lapiceros:
Teorema 86 (Sinamora, Salman [62])
Sea n un entero n ≥ 2. Entonces:
rvc(PCn) =
{
dn
2
e si n ≤ 7
dn
2
e+ 1 en otro caso
Figura 4.19: Coloracio´n irisada de PC4 con rcv(G) = 2
En la siguiente tabla se muestran algunos de los resultados que existen para rvc para
grafos especiales:
Kn 1
Pn n− 2
Kn,m 1
T n− h
Unic´ıclicos dn+k−h
2
e+ δ − 1
Sn 1
Wn 1
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donde h es el nu´mero de hojas del grafo, k el nu´mero de ve´rtices corte y δ ∈ {0, 1}
es un para´metro que toma el valor 0 si y solo si el grafo es un ciclo de orden n o el grafo
inducido por el conjunto de ve´rtices que no son ni ve´rtices corte ni hojas es isomorfo a un
camino de longitud impar.
En general, se tiene el siguiente teorema que relaciona el nu´mero de ve´rtices del grafo
con el grado mı´nimo de sus ve´rtices.
Teorema 87 (Krivelevich, Yuster [54])
Para todo grafo G conexo con n ve´rtices, se tiene que rvc(G) ≤ 11n
δ(G)
.
Existe otro resultado previo, que relaciona el nu´mero de coloracio´n irisada con el
para´metro clique ω(G) de un grafo G, es decir, el orden del mayor subgrafo completo de
G.
Teorema 88 (Fujie-Okamoto et al. [31])
Si G es un grafo 2-conexo de orden n ≥ 4 entonces rvc(G) = n − 1 si y solo si
ω(G) = n− 1.
4.4.2. Rainbow coloring en triangulaciones
Para esta variante de coloracio´n, primeramente, nos centramos en encontrar una cota
superior que mejorase los resultados existentes. Y esta cota la conseguimos demostrar
con la introduccio´n de un para´metro muy estudiado en teor´ıa de grafos como es el de
dominacio´n, y particularmente, el de dominacio´n conexa de un grafo.
Teorema 89
Para todo grafo G conexo, se tiene que:
rvc(G) ≤ γc(G)
Demostracio´n:
Sea S(G) el conjunto dominante conexo del grafo G. Por definicio´n, S es un conjunto
adyacente a todos los ve´rtices de G, y por tanto, siempre existe un camino que conec-
ta un par cualquiera de ve´rtices de G que so´lo pasa por dicho conjunto y por tanto, si
|S(G)| = γc, entonces, rvc(G) ≤ γc.
Es decir, encontramos el conjunto de ve´rtices de S y se colorean con γc colores, y el
resto de ve´rtices, por ser adyacentes a los anteriores, se colorean del mismo color, repi-
tiendo uno de los utilizados en S.

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A partir de este resultado para cualquier tipo de grafos, nos dedicamos a mejorarlo,
centra´ndonos en tipos concretos de grafos como son los periplanos maximales.
Teorema 90
Para todo grafo periplano maximal G de orden n, camino diametral P y sin tria´ngulos
separadores, se tiene que:
rvc(G) = γc(G) = bn−22 c = long(P )− 1
Demostracio´n:
Por el resultado (4.1), se tiene que rvc(G) ≥ long(P )− 1 para cualquier tipo de grafo,
y en particular, para los grafos periplanos sin tria´ngulos separadores.
Adema´s, por el Teorema 89, se tiene que rvc(G) ≤ γc(G) para cualquier tipo de grafo,
y en particular, tambie´n para los grafos periplanos sin tria´ngulos separadores.
La igualdad γc(G) = bn−22 c esta´ demostrada por Herna´ndez en [44].
As´ı, so´lo quedar´ıa demostrar que en un grafo periplano maximal γc(G) = long(P )−1,
que es cierto ya que el camino diametral en un grafo periplano maximal sin tria´ngulos
interiores o separadores se encuentra entre los ve´rtices de grado 2 del grafo, y entre ellos
hay long(P )− 1 ve´rtices, es decir, los mismos que en γc(G) por pasar por los centros de
los abanicos del grafo o los ve´rtices de γc(G).

Figura 4.20: Coloracio´n irisada de un grafo sin tria´ngulos separadores con rvc(G) =
γc(G) = 8
Otro de los resultados que se encontraron para esta coloracio´n, fue el siguiente, que
relaciona nuestro para´metro rvc, con el concepto de dominacio´n conexa, y con el de co-
bertura conexa.
Teorema 91
Para todo grafo periplano maximal G se tiene que:
rvc(G) ≤ |S ⋃ B|
donde S =
⋃n
i=1 Si y Si es el conjunto dominante conexo de cada subgrafo Hi generado por
los tria´ngulos de G que no son interiores y B =
⋃m
j=1Bj y Bj es el conjunto recubridor
conexo de cada subgrafo Bj generado por los tria´ngulos interiores de G.
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Demostracio´n:
Por el Teorema 90, se tiene que rvc(Hi) = γc(Hi). Adema´s, para poder realizar los
caminos entre cada Hi, necesitamos el para´metro βc de cada uno de los subgrafos Ij. Y
por u´ltimo, necesitamos quitar una vez los ve´rtices que pertenecen a la interseccio´n de
ambos conjuntos, por tanto, rvc(G) ≤ |S(Hi)| + |B(Ij)| + |S(Hi)
⋂
B(Ij)| = |S
⋃
B|.

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Cap´ıtulo 5
NP-completitud
5.1. Introduccio´n
La complejidad de un algoritmo mide la eficiencia del algoritmo en la resolucio´n del
problema. Se mide en tiempo (nu´mero de operaciones realizadas) o en espacio o cantidad
de memoria utilizada. Otra manera de medir la complejidad del algoritmo es en el peor
de los casos o en media.
Los algoritmos se suelen dividir en dos grupos dependiendo de su decisibilidad:
Problemas indecidibles: Si no existe ningu´n algoritmo que lo resuelva.
Problemas decidibles: Si existen algoritmos que los resuelven.
• Clase P: problemas resolubles en tiempo polino´mico.
Existe un algoritmo de complejidad polino´mica O(nk) que resuelve el problema,
donde k es una constante y n es el taman˜o de la entrada del problema.
• Clase NP: Problemas verificables en tiempo polino´mico.
Dado un “certificado”(una posible solucio´n), podemos verificar si es correcto
en tiempo polino´mico en el taman˜o del problema.
En nuestro caso, la 3-coloracio´n de grafos planos, esta´ en la clase NP como ya demostro´
Stockmayer, ya que dada una instancia I del problema, es decir, un grafo G, un certificado
C(I) es una asignacio´n de colores a los ve´rtices.
V (G) = {1, 2, 3}
que podemos comprobar si es una 3-coloracio´n va´lida en tiempo O(n2) mirando los
extremos de cada arista.
5.2. Transformacio´n de problemas
El problema A es polino´micamente reducible a B si existe T , algoritmo polino´mico,
que convierte cada instancia I de A en una instancia T (I) para el problema B tal que:
La respuesta a I es SI´ ⇐⇒ La respuesta a T (I) es SI´
La notacio´n es A ∝ B.
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5.3. Problemas NP-duros y NP-completos
Un problema Π es NP-duro si cualquier problema de la clase NP puede transformarse
polino´micamente a Π.
Es decir, si resolviendo Π se pueden resolver todos los problemas de la clase NP.
Un problema Π es NP-completo si es NP-duro y esta´ en la clase NP.
Para demostrar que dado un problema Q, es NP-completo, primeramente, hay que
demostrar que esta´ en la clase NP. Esta tarea es la ma´s sencilla ya que so´lo hay que
verificar si un certificado dado, es correcto en tiempo polino´mico en el taman˜o del proble-
ma. A continuacio´n se debe elegir un problema Q′ que sea NP-completo. Y por u´ltimo,
deberemos demostrar que Q′ ∝ Q.
En su articulo de 1972 [49], Richard Karp, demostro´ utilizando esta estrategia que
muchos de los problemas eran NP-completos. En nuestro caso, nos ocuparemos de la
demostracio´n que hizo L. Stockmayer [32] para demostrar que la 3-coloracio´n de grafos
planos es NP-completo. Para ello se baso´ en la demostracio´n que realizo´ Stephen Cook
sobre la NP-completitud de la 3-coloracio´n a partir del problema 3-SAT [24].
5.4. 3-SAT
Teorema 92 (Cook [24])
El Problema de satisfacibilidad booleana (SAT) es NP-completo.
El teorema fue demostrado independientemente por Leonid Levin aproximadamente
en la misma fecha, por lo que algunas veces es llamado Teorema de Cook-Levin [60].
Dado un circuito C o expresio´n booleana, ¿existe una asignacio´n de valores 0, 1 a las
variables de modo que la respuesta de C sea 1?
X1
X2
X3
X4
X5
Figura 5.1: Circuito C
C = (x1x4 + x2)(x
′
2 + x3x
′
4)x
′
5
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Una asignacio´n de valores a las variables es una aplicacio´n
f : {x1, ..., xn} −→ {0, 1}
y esto es un certificado para el circuito C. Comprobar que la asignacio´n satisface el
circuito es fa´cil, basta calcular todas las operaciones indicadas en el circuito o expresio´n
booleana. Se puede hacer en tiempo polino´mico.
Si x1, x4 = 1, x2, x3, x5 = 0 entonces C = 1.
El problema del SAT, es usado como punto de inicio para probar que otros proble-
mas son tambie´n NP-duros. Entre estos problemas, se encuentra el de 3-SAT, que fue
demostrado que es NP-completo por Karp en 1972.
Dada una expresio´n booleana E en forma normal conjuntiva con tres literales por
cla´usula ¿existe una asignacio´n de valores 0, 1 a las variables de modo que la respuesta
de E sea 1?
E = (x1 + x4 + x2)(x
′
2 + x3 + x
′
4)(x
′
2 + x3 + x5)
Gracias a esta expresio´n booleana Karp demostro´ que SAT ∝ 3− SAT
5.5. 3-Coloracio´n
El teorema de Brooks implica que la 3-coloracio´n de un grafo con grado ma´ximo de
los ve´rtices 3, puede determinarse en tiempo polino´mico. Como este teorema se puede
aplicar a todos los grafos, no planares al igual que planares, ¿no se podr´ıa esperar que
con la condicio´n adicional de planaridad, se obtendr´ıa un resultado mas fuerte? Los malos
resultados fueron producidos por Stockmayer en [76] y por Michael Garey, David Johnson
y Stockmayer en [32].
Teorema 93
3-coloracio´n es NP-completo.
3-coloracio´n de grafos planos es NP-completo.
Demostracio´n:
Consideraremos una instancia de 3-SAT, que es una expresio´n booleana E, y a partir
de ella construimos un grafo G tal que se cumpla:
E se satisface ⇐⇒ G es 3-coloreable
Dada la expresio´n booleana E = (x1 +x4 +x2)(x
′
2 +x3 +x
′
4)(x
′
2 +x3 +x5), se tiene:
54 CAPI´TULO 5. NP-COMPLETITUD
b
x1
x'1 x2 x'2 x3 x'3
x4 x'4
H1 H2 H3
v1
v2 v3
a
donde las piezas Hi pueden ser de dos formas. O bien a, b, c se colorean con el color
0, y por tanto el ve´rtice v tiene necesariamente tambie´n el color 0; o bien, algunos
de los ve´rtices a, b, c tienen el color 1 o´ 2, y por tanto se puede colorear el ve´rtice v
con el color 1 o´ 2.
0
1
2
a
b
c
v
0
1
2
a
b
c
v
Figura 5.2: Piezas Hi
Si E se satisface con una asignacio´n T de valores 0, 1, coloreamos el grafo G de la
siguiente forma:
• Si xi = 1 (verdad) ⇒ x1 se colorea con el color 1 y x′i se colorea con el color 0.
• Si xi = 0 (falso) ⇒ x1 se colorea con el color 0 y x′i se colorea con el color 1.
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Como la asignacio´n T satisface la expresio´n E, algu´n literal de cada Hk no puede
tener el color 0, luego cada uno de los ve´rtices vk o bien tiene color 1 o color 2.
Coloreamos el ve´rtice a con el color 0 y b con el color 2 y tendremos una 3-coloracio´n
de G.
b
x1
x'1 x2 x'2 x3 x'3
x4 x'4
H1 H2 H3
v1
v2 v3
a
Figura 5.3: 3-coloracio´n G a partir de E
Con esto queda demostrada la primera parte del teorema. Si E se satisface para una
asignacio´n 0, 1, entonces tenemos una 3-coloracio´n de G.
Para la otra parte de la demostracio´n, es decir, para demostrar que dada una 3-
coloracio´n de un grafo G, E se satisface para una asignacio´n 0, 1, tenemos que para
el grafo coloreado de la Figura 4.3, renombrando los colores podemos suponer que
a es el color 0 y b es el color 2. De esta forma, cada variable tiene un literal con 0 y
otro con 1. Construimos una asignacio´n T de verdad (valores 0, 1), de forma que si
y solo si xj es verdad (toma el valor 1), recibe el color 1. Los ve´rtices v de las piezas
H no tienen color 0, luego cada producto (clausula de E) debe tener un literal de
color 1, es decir, cada producto toma valor 1 y por tanto, la expresio´n E toma el
valor 1 (se satisface) para la asignacio´n de 0, 1 realizada.
Para la demostracio´n de que el problema de la 3-coloracio´n de grafos planos es NP-
completo, Stockmayer considero´ en 1976 una instancia de la 3-coloracio´n, es decir,
un grafo G y construyo´ a partir de ella un grafo G′ plano tal que:
G es 3-coloreable ⇐⇒ G′ es 3-coloreable.
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La 3-coloracio´n se reduce a la 3-coloracio´n de grafos planares con una modificacio´n
en la que, para cada coloracio´n propia en el plano de una grafo G no planar, se
puede obtener un grafo G′ planar reemplazando cada cruce de aristas por copias del
grafo H denominado crossover :
x
y'
x'
y
Figura 5.4: H, un crossover
Este grafo tiene las siguientes dos propiedades:
1. Toda 3-coloracio´n de H asigna a x′ el mismo color que a x y asigna a y′ el mismo
color que a y. Si suponemos que x y x′ tienen los colores 1 y 2, obtenemos una
contradiccio´n ya que el ve´rtice central se colorea con los colores 1 o 3.
2. Toda 3-coloracio´n de x, x′, y e y′ se puede extender a una 3-coloracio´n de H.
Este crossover H fue propuesto por M.J. Fisher y es ma´s simple que el que uso´
Stockmayer en su prueba original. La construccio´n se realiza reemplazando una
copia del crossover en cada cruce de aristas como se muestra en la Figura 4.5 para
el caso de una arista (u, v) que se cruza dos veces con otras aristas.
u v
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vu
Figura 5.5: Uso del crossover
La equivalencia entre la 3-coloracio´n de G (la primera figura) y la de G′ (segunda
figura) es sencilla, como lo es a cualquier nu´mero de cruces.
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Conclusio´n
Como se ha podido comprobar en este trabajo, la coloracio´n es un concepto que no
esta´ cerrado. A parte de estas variantes mencionadas y los pequen˜os resultados que se
han obtenido, existen muchas y variados tipos de coloracio´n en los que se pueden incluir
diversas restricciones y caracter´ısticas.
Sin embargo, nuestro trabajo ha consistido en una introduccio´n a algunas de estas
variantes de coloracio´n en las que hemos atendido a para´metros tan distintos como el
nu´mero de veces que un colora aparec´ıa en una cara, el nu´mero de colores (o nu´meros)
que se utilizaba en un grafo para minimizar la suma de estos colores, la aparicio´n de
todas las parejas de colores en un grafo, o la existencia de caminos con ve´rtices de un
color distinto cada uno.
Adema´s, los resultados obtenidos, a pesar de ser interesantes, so´lo se han conseguido
demostrar para un cierto tipo de grafos, como son los periplanos maximales, grafos intere-
santes por su sencillez, pero tambie´n existen ma´s grafos, y es aqu´ı donde se encuentran
ma´s dificultades a la hora de encontrar una demostracio´n a las muchas conjeturas que
aparecen durante el estudio de las diferentes variantes.
Tambie´n me gustar´ıa sen˜alar lo mucho que me ha gustado trabajar en este proyecto
ya que me ha permitido aumentar mis conocimientos sobre un tema interesante en el
campo de las matema´ticas como es la Teor´ıa de Grafos, y a la vez, introducirme en cierta
forma, en el campo de la investigacio´n. Gracias a lo cual, se pone a la vista, lo que se ha
aprendido durante los cuatro an˜os de estudio.
Y por u´ltimo, terminar diciendo que durante estos meses de trabajo tambie´n hemos
tenido la oportunidad de trabajar mano a mano con investigadores de otras universidades
durante un seminario realizado en la ciudad de Valladolid. All´ı, pudimos presentar algunos
de los resultados ma´s interesantes de este trabajo de una forma ma´s profesional que
acade´mica.
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