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Abstract: 
In this paper, we consider two space variables of nonlinear telegraph equation in terms of voltage 
and current. The numerical algorithm based on the Laplace transform method (LDM) is applied to 
obtain analytic and approximate solutions of the space-time nonlinear telegraph equations. The 
LDM is combined in the form of Laplace transform and Adomian Decomposition method. The 
results obtained by the LDM show that the approach is easy to implement and computationally 
very attractive. 
Keywords: Nonlinear Telegraph Equation, Two-Space Variables, Laplace Decomposition 
Method. 
1. Introduction: 
Telegraph equation with two space variables is generally utilized in the investigation of wave 
propagation of electric signals in a cable transmission line and furthermore in wave phenomena1. 
In past years, numerous papers had talked about the arrangement of this equation by various 
techniques. Biazar, Ebrahimi2 and Abdou3 solved Famous partial differential equation using   
Adomian decomposition method; Sari4 obtained approximate solution using the Daftardar-Gejji-
Jafaris method (DGJ), for two-space dimensional telegraph equation, Dehghan, Ghesmati5 used a 
numerical method based on the boundary integral equation (BIE) and an application of the dual 
reciprocity method (DRM). In this paper, Laplace decomposition method, which is combined form 
of the Laplace transform method and the Adomian decomposition method, used to solve the two-
space dimensional nonlinear telegraph equation as: 
𝜕2𝜔
𝜕𝑡2
+ 𝑘
𝜕𝜔
𝜕𝑡
= 𝑎
𝜕2𝜔
𝜕𝑥2
+
𝜕
𝜕𝑦
[(𝑏𝜔 + 𝑐) 
𝜕𝜔
𝜕𝑦
]                                                   (1.1) 
Rearranging this equation, we get  
𝜔𝑡𝑡 + 𝑘𝜔𝑡 = 𝑎𝜔𝑥𝑥 + 𝑏𝜔𝑦
2 + (𝑏𝜔 + 𝑐)𝜔𝑦𝑦                                                              (1.2)   
With initial conditions: 
𝜔(𝑥, 𝑦, 0) = 𝑓(𝑥, 𝑦)      ,        𝜔𝑡(𝑥, 𝑦, 0) = 𝑔(𝑥, 𝑦)                                                 (1.3) 
2. Laplace Decomposition Method (LDM): 
Consider the general form of second non-homogeneous nonlinear partial differential equations6  
𝐿𝑢(𝑥, 𝑡) + 𝑅𝑢(𝑥, 𝑡) + 𝑁𝑢(𝑥, 𝑡) = ℎ(𝑥, 𝑡)                                       (2.1) 
Taking Laplace inverse 𝐿−1 for both sides: 
𝐿−1𝑢(𝑥, 𝑡) + 𝐿−1𝑅𝑢(𝑥, 𝑡) + 𝐿−1𝑁𝑢(𝑥, 𝑡) = 𝐿−1ℎ(𝑥, 𝑡)              (2.2) 
𝐿−1𝑢(𝑥, 𝑡) = 𝐿−1ℎ(𝑥, 𝑡) − +𝐿−1𝑅𝑢(𝑥, 𝑡) − 𝐿−1𝑁𝑢(𝑥, 𝑡)            (2.3) 
The main step of the this method is to identifies the nonlinear term 𝑁𝑢 by the decomposition 
series7  
𝑁𝑢 = ∑ 𝐴𝑛(𝑢0, 𝑢1, 𝑢2, 𝑢3, … . 𝑢𝑛)                                                   (2.4)
∞
𝑛=0
 
Where 𝐴𝑛 is so-called Adomian polynomials, and: 
𝐴𝑛(𝑢0, 𝑢1, 𝑢2, 𝑢3, … . 𝑢𝑛) =
1
𝑛!
 [
𝑑𝑛
𝑑𝜆𝑛
𝑁 (∑ 𝜆𝑖 𝑢𝑖
∞
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)]                    (2.5) 
The first few Adomian polynomials given by8  
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                                                                                                                (2.6) 
3. Method of Solution: 
In this part, we will apply the Laplace decomposition method to the two-space telegraph 
equation (1.2) with the conditions in (1.3). 
First, we compare Eq. (1.2) with the general form in (2.1), considering that we substitute 𝑢(𝑥, 𝑡) 
in (2.1) by𝜔(𝑥, 𝑦, 𝑡), we find that: 
𝐿𝜔(𝑥, 𝑦, 𝑡) = ℎ(𝑥, 𝑡) − 𝑅𝜔(𝑥, 𝑦, 𝑡) − 𝑁𝜔(𝑥, 𝑦, 𝑡)                         (3.1) 
With: 
 𝐿 =
𝜕2
𝜕𝑡2
 , 𝑅 = 𝑎
𝜕2 
𝜕𝑥2
 And ℎ(𝑥, 𝑡) = 0                                                      (3.2) 
While the nonlinear term given by: 
𝑁𝜔 = 𝑏𝜔𝑦
2 + (𝑏𝜔 + 𝑐)𝜔𝑦𝑦                                                                         (3.3) 
Applying Laplace transform on both sides of Eq (1.2) with respect to 𝑡 variable, we have: 
𝑠2𝜔(𝑥, 𝑦, 𝑠) − 𝑠𝑓(𝑥, 𝑦) − 𝑔(𝑥, 𝑦) + 𝑘 𝑠𝜔(𝑥, 𝑦, 𝑠) − 𝑘 𝑓(𝑥, 𝑦)
= ℒ{𝑎 𝜔𝑥𝑥 + 𝑏 𝜔𝑦
2 + (𝑏𝜔 + 𝑐)𝜔𝑦𝑦} 
(𝑠2 + 𝑘 𝑠) 𝜔(𝑥, 𝑦, 𝑠) = (𝑠 + 𝑘)𝑓(𝑥, 𝑦) + 𝑔(𝑥, 𝑦) + ℒ{𝑎 𝜔𝑥𝑥 + 𝑏 𝜔𝑦
2 + (𝑏𝜔 + 𝑐)𝜔𝑦𝑦} 
𝜔(𝑥, 𝑦, 𝑠) =
1
𝑠2 + 𝑘 𝑠
[(𝑠 + 𝑘)𝑓(𝑥, 𝑦) + 𝑔(𝑥, 𝑦) + ℒ{𝑎 𝜔𝑥𝑥 + 𝑏 𝜔𝑦
2 + (𝑏𝜔 + 𝑐)𝜔𝑦𝑦}] 
𝜔(𝑥, 𝑦, 𝑠) =
1
𝑠
 𝑓(𝑥, 𝑦𝑠) +
1
𝑠2 + 𝑘 𝑠
𝑔(𝑥, 𝑦, 𝑠)
+
1
𝑠2 + 𝑘 𝑠
 ℒ{𝑎 𝜔𝑥𝑥 + 𝑏 𝜔𝑦
2 + (𝑏𝜔 + 𝑐)𝜔𝑦𝑦}              (3.4) 
Taking inverse Laplace transformation to both sides of Eq. (3.4) with respect to 𝑡 
variable we have: 
𝜔(𝑥, 𝑦, 𝑡) = 𝑓(𝑥, 𝑦, 𝑡) +
1 − ⅇ−𝑘𝑡
𝑘
𝑔(𝑥, 𝑦, 𝑡)
+ ℒ−1 {
1
𝑠2 + 𝑘 𝑠
 ℒ{𝑎 𝜔𝑥𝑥 + 𝑏 𝜔𝑦
2 + (𝑏𝜔 + 𝑐)𝜔𝑦𝑦}}      (3.5) 
The Laplace decomposition method (LDM)7 assumes a series solution of the function u(x, t) given 
by: 
𝑢(𝑥, 𝑡) = ∑ 𝑢𝑛(𝑥, 𝑡)
∞
𝑛=0
                                                                                  (3.6) 
For our equation, we get: 
𝜔(𝑥, 𝑦, 𝑡) = ∑ 𝜔𝑛(𝑥, 𝑦, 𝑡)                                                                         (3.7)
∞
𝑛=0
 
Substituting Eq. (2.4) and Eq. (3.7) in Eq. (3.5), we get: 
∑ 𝜔𝑛(𝑥, 𝑦, 𝑡) = 𝑓(𝑥, 𝑦, 𝑡) +
1 − ⅇ−𝑘𝑡
𝑘
𝑔(𝑥, 𝑦, 𝑡)
∞
𝑛=0
+ ℒ−1 {
1
𝑠2 + 𝑘 𝑠
ℒ {∑ 𝑎 𝜔𝑛𝑥𝑥
∞
𝑛=0
+ ∑ 𝐴𝑛
∞
𝑛=0
}}                                     (3.8) 
Comparing the both sides of the previous equation, we get: 
𝜔0(𝑥, 𝑦, 𝑡) = 𝑓(𝑥, 𝑦, 𝑡) +
1 − ⅇ−𝑘𝑡
𝑘
𝑔(𝑥, 𝑦, 𝑡)                                                         (3.9) 
𝜔1(𝑥, 𝑦, 𝑡) = ℒ
−1 {
1
𝑠2 + 𝑘 𝑠
ℒ {∑ 𝑎 𝜔0𝑥𝑥
∞
𝑛=0
+ ∑ 𝐴0
∞
𝑛=0
}} 
𝜔2(𝑥, 𝑦, 𝑡) = ℒ
−1 {
1
𝑠2 + 𝑘 𝑠
ℒ {∑ 𝑎 𝜔1𝑥𝑥
∞
𝑛=0
+ ∑ 𝐴1
∞
𝑛=0
}} 
𝜔𝑛+1(𝑥, 𝑦, 𝑡) = ℒ
−1 {
1
𝑠2 + 𝑘 𝑠
ℒ {∑ 𝑎 𝜔𝑛𝑥𝑥
∞
𝑛=0
+ ∑ 𝐴𝑛
∞
𝑛=0
}}                                (3.10) 
Now note that the nonlinear term in (3.3), 𝑁𝜔 = 𝑏𝜔2𝑦 + (𝑏𝜔 + 𝑐)𝜔𝑦𝑦 can be split into two terms 
which making the calculation simpler  
𝑁1=𝑏𝜔𝑦
2  
𝑁2 = (𝑏𝜔 + 𝑐)𝜔𝑦𝑦                                               
From this, we will now consider the decomposition of the nonlinear terms into Adomian 
polynomials s: 
𝑁1𝜔 = 𝑏𝜔𝑦
2 =  ∑ 𝑃𝑛(𝑢0, 𝑢1, 𝑢2, … , 𝑢𝑛)                                                 (3.11)
∞
𝑛=0
 
𝑁2𝜔 = (𝑏𝜔 + 𝑐)𝜔𝑦𝑦 = ∑ 𝑄𝑛(𝑢0, 𝑢1, 𝑢2, … , 𝑢𝑛)
∞
𝑛=0
                              (3.12) 
Using Eq. (3.6) of ADM, we get: 
We can calculate that: 
𝑁1(𝜔) = 𝑏𝜔𝑦
2 
            = 𝑏(𝜔0𝑦 + 𝜔1𝑦 + 𝜔2𝑦 + 𝜔3𝑦 + 𝜔4𝑦 + ⋯ )
2
 
            = 𝑏 (𝜔0𝑦
2 + 2𝜔0𝑦𝜔1𝑦 + 2𝜔0𝑦𝜔2𝑦 + 2𝜔0𝑦𝜔3𝑦 + 2𝜔0𝑦𝜔4𝑦 + 𝜔1𝑦
2 +
                        2𝜔1𝑦𝜔2𝑦 + 2𝜔1𝑦𝜔3𝑦 + 2𝜔1𝑦𝜔4𝑦 + 𝜔 2𝑦
2 + 2𝜔2𝑦𝜔3𝑦 +                         2𝜔2𝑦𝜔4𝑦 +
𝜔3𝑦
2 + 2𝜔3𝑦𝜔4𝑦 + 𝜔4𝑦
2 )                              (3.13) 
The above expressions can be rearrange by grouping terms in which the sum of subscripts of 𝜔𝑛 
be the same. This procedure gives the Adomian polynomials for 𝑁1 and 𝑁2, now for 𝑁1we get
9-11: 
𝑃0 = 𝑏𝜔0𝑦
2  
𝑃1=2𝑏𝜔0𝑦𝜔1𝑦 
𝑃2=𝑏𝜔1𝑦
2 + 2𝑏𝜔0𝑦𝜔2𝑦 
𝑃3=2𝑏𝜔0𝑦𝜔3𝑦 + 2𝑏𝜔1𝑦𝜔2𝑦 
𝑃4=𝑏𝜔2𝑦
2 + 2𝑏𝜔0𝑦𝜔4𝑦 + 2𝑏𝜔1𝑦𝜔3𝑦 
 
Now by the same way we did to find Adomian polynomials for 𝑁1, we will find the polynomials 
for 𝑁2: 
𝑁2𝜔 = (𝑏𝜔 + 𝑐)𝜔𝑦𝑦 
        = ((𝑏𝜔0 + 𝑐) + (𝑏𝜔1 + 𝑐) + (𝑏𝜔2 + 𝑐) + (𝑏𝜔3 + 𝑐) + (𝑏𝜔4 +  𝑐)) 
            ×  (𝜔0𝑦 + 𝜔1𝑦 + 𝜔2𝑦 + 𝜔3𝑦 + 𝜔4𝑦)  
 = (𝑏𝜔0 + 𝑐)𝜔0𝑦 + (𝑏𝜔0 + 𝑐)𝜔1𝑦 + (𝑏𝜔0 + 𝑐)𝜔2𝑦 + (𝑏𝜔0 + 𝑐)𝜔3𝑦 +                 (𝑏𝜔0 +
𝑐)𝜔4𝑦+(𝑏𝜔1 + 𝑐)𝜔0𝑦 + (𝑏𝜔1 + 𝑐)𝜔1𝑦 + (𝑏𝜔1 + 𝑐)𝜔2𝑦 +                  (𝑏𝜔1 + 𝑐)𝜔3𝑦 + (𝑏𝜔1 +
𝑐)𝜔4𝑦 + (𝑏𝜔2 + 𝑐)𝜔0𝑦 + (𝑏𝜔2 + 𝑐)𝜔1𝑦 +                  (𝑏𝜔2 + 𝑐)𝜔2𝑦 + (𝑏𝜔2 + 𝑐)𝜔3𝑦 +
 (𝑏𝜔2 + 𝑐)𝜔4𝑦 + (𝑏𝜔3 + 𝑐)𝜔0𝑦 +                  (𝑏𝜔3 + 𝑐)𝜔1𝑦 + (𝑏𝜔3 + 𝑐)𝜔2𝑦 + (𝑏𝜔3 +
𝑐)𝜔3𝑦 + (𝑏𝜔3 + 𝑐)𝜔4𝑦 +                  (𝑏𝜔4 + 𝑐)𝜔0𝑦 + (𝑏𝜔4 + 𝑐)𝜔1𝑦 + (𝑏𝜔4 + 𝑐)𝜔2𝑦 + (𝑏𝜔4 +
𝑐)𝜔3𝑦 +                  (𝑏𝜔4 + 𝑐)𝜔4𝑦                                                                                (3.14) 
Now we can evaluate the Adomian polynomials for 𝑁2 : 
𝑄0 = (𝑏𝜔0 + 𝑐)𝜔0𝑦 
𝑄1 = (𝑏𝜔0 + 𝑐)𝜔1𝑦 + (𝑏𝜔1 + 𝑐)𝜔0𝑦 
𝑄2 = (𝑏𝜔0 + 𝑐)𝜔2𝑦 + (𝑏𝜔1 + 𝑐)𝜔1𝑦 + (𝑏𝜔2 + 𝑐)𝜔0𝑦 
𝑄3 = (𝑏𝜔0 + 𝑐)𝜔3𝑦 + (𝑏𝜔1 + 𝑐)𝜔2𝑦 + (𝑏𝜔2 + 𝑐)𝜔1𝑦 + (𝑏𝜔3 + 𝑐)𝜔0𝑦 
𝑄4 = (𝑏𝜔0 + 𝑐)𝜔4𝑦+(𝑏𝜔1 + 𝑐)𝜔3𝑦 + (𝑏𝜔2 + 𝑐)𝜔2𝑦 + (𝑏𝜔3 + 𝑐)𝜔1𝑦 +                (𝑏𝜔4 +
𝑐)𝜔0𝑦 
 
Now considering Eq. (3.11) and Eq. (3.12), we have: 
𝑁𝑢 = ∑ 𝐴𝑛(𝑢0, 𝑢1, 𝑢2, … . 𝑢𝑛) = ∑((𝑃𝑛 + 𝑄𝑛)(𝑢0, 𝑢1, 𝑢2, … . 𝑢𝑛)) (3.15)
∞
𝑛=0
∞
𝑛=0
 
Therefore, the Adomian polynomials are: 
𝐴0 = 𝑏𝜔0𝑦
2 + (𝑏𝜔0 + 𝑐)𝜔0𝑦 
𝐴1 = 2𝑏𝜔0𝑦𝜔1𝑦 + (𝑏𝜔0 + 𝑐)𝜔1𝑦 + (𝑏𝜔1 + 𝑐)𝜔0𝑦 
𝐴2 = 𝑏𝜔1𝑦
2 + 2𝑏𝜔0𝑦𝜔2𝑦 + (𝑏𝜔0 + 𝑐)𝜔2𝑦 + (𝑏𝜔1 + 𝑐)𝜔1𝑦 + (𝑏𝜔2 + 𝑐)𝜔0𝑦 
𝐴3 = 2𝑏𝜔0𝑦𝜔3𝑦 + 2𝑏𝜔1𝑦𝜔2𝑦 + (𝑏𝜔0 + 𝑐)𝜔3𝑦 + (𝑏𝜔1 + 𝑐) + (𝑏𝜔2 + 𝑐)𝜔1𝑦
+ (𝑏𝜔3 + 𝑐)𝜔0𝑦 
𝐴4 = 𝑏𝜔2𝑦
2 + 2𝑏𝜔0𝑦𝜔4𝑦 + 2𝑏𝜔1𝑦𝜔3𝑦 + (𝑏𝜔0 + 𝑐)𝜔4𝑦+(𝑏𝜔1 + 𝑐)𝜔3𝑦 +                      (𝑏𝜔2 +
𝑐)𝜔2𝑦 + (𝑏𝜔3 + 𝑐)𝜔1𝑦 +  (𝑏𝜔4 + 𝑐)𝜔0𝑦 
4. Applications: 
In this section, we will solve the two-space telegraph equation in Eq. (1.2) by taking the following 
initial conditions: 
1) 𝜔(𝑥, 𝑦, 0) = 𝑓(𝑥, 𝑦) = sin 𝑥 + sin 𝑦 
𝜔𝑡(𝑥, 𝑦, 0) = 𝑔(𝑥, 𝑦) = 0 
𝑎 = 𝑏 = 1,𝑐 = 0 
From Eq. (3.9), we get: 
𝜔0 = sin 𝑥 + sin 𝑦 
 
 From relation in (3.10), to find 𝜔1 we need 𝐴0: 
𝐴0 =  𝜔0𝑦
2 + 𝜔0𝜔0𝑦 
      = cos2 𝑦 + 𝑏(sin 𝑥 + sin 𝑦) cos 𝑦 
       = cos2 𝑦 + sin 𝑥 cos 𝑦 + sin 𝑦 cos 𝑦 
𝜔1 = ℒ
−1 {
1
𝑠2 + 𝑘 𝑠
ℒ{𝑎 𝜔0𝑥𝑥 + 𝐴0}} 
       =  ℒ−1 {
1
𝑠2 + 𝑘 𝑠
ℒ{− sin 𝑥 + cos2 𝑦 + sin 𝑥 cos 𝑦 + sin 𝑦 cos 𝑦}} 
      =   ℒ−1 {
1
𝑠3 + 𝑘 𝑠2
{− sin 𝑥 + cos2 𝑦 + sin 𝑥 cos 𝑦 + sin 𝑦 cos 𝑦}} 
      =  
ⅇ−𝑘𝑡 + 𝑘𝑡 − 1
𝑘2
{− sin 𝑥 + cos2 𝑦 + sin 𝑥 cos 𝑦 + sin 𝑦 cos 𝑦} 
 
𝐴1 = 2𝜔0𝑦𝜔1𝑦 + 𝜔0𝜔1𝑦 + 𝜔1𝜔0𝑦 
      =
ⅇ−𝑘𝑡 + 𝑘𝑡 − 1
𝑘2
(2 cos 𝑦 (−2 cos 𝑦 sin 𝑦 − sin 𝑥 sin 𝑦 + cos2 𝑦 − sin2 𝑦)
+ (sin 𝑥 + sin 𝑦)(−2 cos 𝑦 sin 𝑦 − sin 𝑥 sin 𝑦 + cos2 𝑦 − sin2 𝑦)
+ cos 𝑦 (− sin 𝑥 + cos2 𝑦 + sin 𝑥 cos 𝑦 + sin 𝑦 cos 𝑦))  
𝜔2 = ℒ
−1 {
1
𝑠2 + 𝑘 𝑠
ℒ{𝑎 𝜔1𝑥𝑥 + 𝐴1}} 
       =  ℒ−1 {
1
𝑠2 + 𝑘 𝑠
ℒ {
ⅇ−𝑘𝑡 + 𝑘𝑡 − 1
𝑘2
(− cos 𝑥 + cos 𝑥 cos 𝑦)
+
ⅇ−𝑘𝑡 + 𝑘𝑡 − 1
𝑘2
(2 cos 𝑦 (−2 cos 𝑦 sin 𝑦 − sin 𝑥 sin 𝑦 + cos2 𝑦 − sin2 𝑦)
+ (sin 𝑥 + sin 𝑦)(−2 cos 𝑦 sin 𝑦 − sin 𝑥 sin 𝑦 + cos2 𝑦 − sin2 𝑦)
+ cos 𝑦 (− sin 𝑥 + cos2 𝑦 + sin 𝑥 cos 𝑦 + sin 𝑦 cos 𝑦))}} 
𝜔2 = ℒ
−1 {
1
𝑠2 + 𝑘 𝑠
ℒ {
ⅇ−𝑘𝑡 + 𝑘𝑡 − 1
𝑘2
((− cos 𝑥 + cos 𝑥 cos 𝑦)
+ (2 cos 𝑦 (−2 cos 𝑦 sin 𝑦 − sin 𝑥 sin 𝑦 + cos2 𝑦 − sin2 𝑦)
+ (sin 𝑥 + sin 𝑦)(−2 cos 𝑦 sin 𝑦 − sin 𝑥 sin 𝑦 + cos2 𝑦 − sin2 𝑦)
+ cos 𝑦 (− sin 𝑥 + cos2 𝑦 + sin 𝑥 cos 𝑦 + sin 𝑦 cos 𝑦))}} 
        = ℒ−1 {
1
𝑠2 + 𝑘 𝑠
∗
1
𝑠3 + 𝑘 𝑠2
((− cos 𝑥 + cos 𝑥 cos 𝑦)
+ (2 cos 𝑦 (−2 cos 𝑦 sin 𝑦 − sin 𝑥 sin 𝑦 + cos2 𝑦 − sin2 𝑦)
+ (sin 𝑥 + sin 𝑦)(−2 cos 𝑦 sin 𝑦 − sin 𝑥 sin 𝑦 + cos2 𝑦 − sin2 𝑦)
+ cos 𝑦 (− sin 𝑥 + cos2 𝑦 + sin 𝑥 cos 𝑦 + sin 𝑦 cos 𝑦))}  
       =  
6 + 𝑘𝑡(−4 + 𝑘𝑡) − 2ⅇ−𝑘𝑡(3 + 𝑘𝑡)
2𝑘4
((− cos 𝑥 + cos 𝑥 cos 𝑦)
+ (2 cos 𝑦 (−2 cos 𝑦 sin 𝑦 − sin 𝑥 sin 𝑦 + cos2 𝑦 − sin2 𝑦)
+ (sin 𝑥 + sin 𝑦)(−2 cos 𝑦 sin 𝑦 − sin 𝑥 sin 𝑦 + cos2 𝑦 − sin2 𝑦)
+ cos 𝑦 (− sin 𝑥 + cos2 𝑦 + sin 𝑥 cos 𝑦 + sin 𝑦 cos 𝑦)) 
Thus, the approximate of the two space nonlinear telegraph equation (1.1) given by: 
𝜔𝐿𝐷𝑀 =  𝜔0(𝑥, 𝑦, 𝑡) + 𝜔1(𝑥, 𝑦, 𝑡) + 𝜔2(𝑥, 𝑦, 𝑡) + ⋯                         (4.1) 
 
2) 𝜔(𝑥, 𝑦, 0) = 𝑓(𝑥, 𝑦) = ⅇ𝑥 + ⅇ𝑦 
𝜔𝑡(𝑥, 𝑦, 0) = 𝑔(𝑥, 𝑦) = 0 
𝑎 = 𝑏 = 1, 𝑐 = 0 
From Eq. (3.9), we get: 
𝜔0 = ⅇ
𝑥 + ⅇ𝑦 
Now we find 𝐴0to find 𝜔1: 
𝐴0 = 𝜔0𝑦
2 + 𝜔0𝜔0𝑦 
𝐴0 = 2 ⅇ
2𝑦 + ⅇ𝑥+𝑦 
So: 
𝜔1 = ℒ
−1 {
1
𝑠2 + 𝑘 𝑠
ℒ{𝑎 𝜔0𝑥𝑥 + 𝐴0}} 
      =  ℒ−1 {
1
𝑠3 + 𝑘 𝑠2
{ⅇ𝑥 + 2 ⅇ2𝑦 + ⅇ𝑥+𝑦}} 
      =  
ⅇ−𝑘𝑡 + 𝑘𝑡 − 1
𝑘2
{ⅇ𝑥 + 2 ⅇ2𝑦 + ⅇ𝑥+𝑦} 
 
 
Fig. 1. Space-time graph of the solution term 𝜔1 of telegraph equation with 𝑘 = 1 
 
Now to find𝜔2, first to evaluate𝐴1: 
 𝐴1 = 2𝜔0𝑦𝜔1𝑦 + 𝜔0𝜔1𝑦 + 𝜔1𝜔0𝑦 
        =  
ⅇ−𝑘𝑡 + 𝑘𝑡 − 1
𝑘2
(2 ⅇ𝑦(4 ⅇ2𝑦 + ⅇ𝑥+𝑦) + (ⅇ𝑥 + ⅇ𝑦)(4 ⅇ2𝑦 + ⅇ𝑥+𝑦)
+ ⅇ𝑦(ⅇ𝑥 + 2 ⅇ2𝑦 + ⅇ𝑥+𝑦)) 
        =  
ⅇ−𝑘𝑡 + 𝑘𝑡 − 1
𝑘2
(14 ⅇ3𝑦 + 8 ⅇ𝑥+2𝑦 + ⅇ2𝑥+𝑦 + ⅇ𝑥+𝑦) 
Now we can evaluate𝜔2: 
𝜔2 = ℒ
−1 {
1
𝑠2 + 𝑘 𝑠
ℒ{𝑎 𝜔1𝑥𝑥 + 𝐴1}} 
       = ℒ−1 {
1
𝑠2 + 𝑘 𝑠
ℒ {
ⅇ−𝑘𝑡 + 𝑘𝑡 − 1
𝑘2
( ⅇ𝑥 + ⅇ𝑥+𝑦)
+  
ⅇ−𝑘𝑡 + 𝑘𝑡 − 1
𝑘2
(14 ⅇ3𝑦 + 8 ⅇ𝑥+2𝑦 + ⅇ2𝑥+𝑦 + ⅇ𝑥+𝑦)}} 
       =  ℒ−1 {
1
𝑠2 + 𝑘 𝑠
ℒ {
ⅇ−𝑘𝑡 + 𝑘𝑡 − 1
𝑘2
 (ⅇ𝑥 + 2 ⅇ𝑥+𝑦 + 14 ⅇ3𝑦 + 8 ⅇ𝑥+2𝑦 + ⅇ2𝑥+𝑦)}} 
       =  ℒ−1 {
1
𝑠2 + 𝑘 𝑠
∗
1
𝑠3 + 𝑘 𝑠2
(ⅇ𝑥 + 2 ⅇ𝑥+𝑦 + 14 ⅇ3𝑦 + 8 ⅇ𝑥+2𝑦 + ⅇ2𝑥+𝑦)} 
       =  
6 + 𝑘𝑡(−4 + 𝑘𝑡) − 2ⅇ−𝑘𝑡(3 + 𝑘𝑡)
2𝑘4
(ⅇ𝑥 + 2 ⅇ𝑥+𝑦 + 14 ⅇ3𝑦 + 8 ⅇ𝑥+2𝑦 + ⅇ2𝑥+𝑦) 
 
 
Fig. 2. Space-time graph of the solution term 𝜔2 of telegraph equation with 𝑘 = 1 
We can find the approximate of the two-space nonlinear telegraph equation for this case also 
by(4.1): 
𝜔𝐿𝐷𝑀 =  𝜔0(𝑥, 𝑦, 𝑡) + 𝜔1(𝑥, 𝑦, 𝑡) + 𝜔2(𝑥, 𝑦, 𝑡) + ⋯                          
It can be seen from the Figures that the solution obtained by the present method is nearly identical 
with the exact solution. It is to be noted that only the second order term of the Laplace 
Decomposition Method is used in evaluating the approximate solutions for Figures 1, 2. It is 
evident that the efficiency of this approach can be dramatically enhanced by computing further 
terms of 𝑤(𝑥, 𝑡) when the LDM is used. 
5. Conclusion: 
In this work, the LDM has been successfully applied for solving two dimensional nonlinear 
telegraph equations with boundary conditions. This method of solution provides the solutions in 
terms of a convergent series with easily calculable components in a direct way without using 
perturbation. It is worth mentioning that the LDM is capable of reducing the volume of the 
computational work as compared to classical methods .Hence, we conclude that the LDM is very 
powerful and efficient in finding analytical and approximate solutions as well as numerical 
solutions for wide classes of partial differential equations. 
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