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Abstract: This paper deals with calculating an Allan variance from a large datasets, which does not
fit into a RAM memory. For this reason a parallel method is implemented in LabVIEW 2015 and
tested on four different configurations of personal computer. An execution time was measured for
a dataset of 2 754 448 000 samples. The time varies in dependence on calculated samples and the
configuration of the computer. For the faster computers execution takes several minutes, whereas on
the slower one the longest tested calculation of 100 samples per decade takes about two hours, which
is still practical.
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1 INTRODUCTION
An Allan variance, firstly introduced in [1], is a method for evaluating stochastic parameters of sen-
sors. The method calculation (1) together with parameters extraction are for instance described in











where σ is the Allan variance for time τ, N is the number of samples, n is the number of samples in a
group Ω for time τ and Ω denotes an average value from the group Ω
The Allan variance was initially intended to use for etalon characteristics.[1] Later, it was established
as a standard for frequency stability.[2] Then, as the sensor quality increases, this method became to
be important for a characterisation of sensors.[3, 5, 9] The knowledge of the stochastic parameters
is extremely important especially for inertial navigation gyroscopes, where its output is integrated to
get an angular position, which is essential for orientation, so the noise causes significant error. [4]
Furthermore, the sensors are gradually improved and stochastic parameters are therefore better which
makes them more difficult to measure. The only way how to measure them is to collect data so long
that the parameters reveal itself. [5, 7, 8] The necessary measurement time varies from several days
for MEMS gyroscopes to several weeks for fibre optic gyroscopes. [10, 11] This leads to very long
measurements, which generates large datasets.
2 DATA LENGTH
To evaluate the parameters it is necessary to have a data which covers them. On one hand there exist
a stochastic parameters such as a quantization or a white noise, which are significant on a higher
frequencies so, to measure them it is necessary to sample the data with a high sample rate, usually
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several tens of kilohertz. Whereas on the other hand, parameters such as a bias instability or an
exponentially correlated noise (rate random walk) needs quite a long time to be significant. For
example, in case of MEMS gyroscopes ADXLS61x it is more than 50 000 s.[10, 12] Moreover, for
some fibre optics gyroscopes it is more than several hundreds hours. [11]
Furthermore, to calculate them it is necessary to measure ten times, for the Allan variance, and five
times, for a total variance, longer.[2, 13] To estimate all aforementioned noises it is required to sample
with a high sample rate for a very long time. This leads to several billions measured values. For
example, in case of MEMS gyroscope a measurement with sampling frequency fs = 10 kHz and for
t = 300000 s yields in 3 billions samples which in double precision (8 bytes per sample) takes up 24
GB of data. Moreover, the measurement can take much longer 1 or the sampling frequency can be
higher to evaluate the high frequency noises. In conclusion, when calculating the Allan variance, it
can be necessary to process data which does not fit into the RAM memory therefore, it is necessary
to use a different approach.
On the other hand, to calculate the Allan variance it is not necessary to store everything with the
same sampling frequency. Data for a calculation of higher cluster times can be sampled with a lower
sampling rate, which results in a smaller dataset, which could fit into the RAM memory. However,
lowering the sampling rate could lead to some information losses for an other data processing. This
together with almost unlimited and cheap storage capacity makes this attitude obsolete so, it will not
be further discussed.
3 CALCULATION LIMITS
When processing a large dataset it has to be taken into account that computers are not built for them
hence, it brings some issues which has to be solved. The algorithm is developed in LabVIEW because
in the same environment is also processed the measurement due its connectivity to a measurement
hardware and other advantages mentioned for example in [14].
For example, LabVIEW using for indexing arrays I32 data-type, which has the maximal represented
value 231 −1 = 2 147 483 647 so, even if that big array fitted into the RAM memory, it would not be
possible to access all elements. Of course, this inconvenience can be solved quite easily by splitting
the array to several shorter ones or in a two dimensional array, however these limitation has to be
taken into account.
Furthermore, as a part of the Allan variance calculation average values from the input data are
calculated.[1, 2] The average can be calculated, in case of a total variance, from a whole input
array.[13] In that case, a proper calculation can be limited by a dynamic range of a double num-
ber representation, which is used for calculation and has a dynamic range of 52 bit, or 313 dB 2.[15]
Furthermore, for a proper summation of two numbers of the same bit length the result has to be a
one bit longer. Using the same logic a sum of 210 = 1024 elements requires the result to be ten bits
longer. That means that summation of three billions (≈ 233) samples, which has a 20 bit precision,
needs a dynamic range 53 dB which exceeds the double precision dynamic range. On the other hand,
this inconvenience can be solved quite easily by doing several consecutive averages and then a final
average, however it needs to be considered.
1For instance, data for Allan variance for aforementioned Fibre optic gyroscope should be measured at least for 1000
hours, which yields, with the sampling frequency fs = 10 kHz, in 288 GB dataset.




= 20·523.32 = 313 dB
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4 PROCESSING POSSIBILITIES
To calculate the Allan variance from a large dataset can be used the same attitude as with normal
dataset length. This means that the variance value is calculated point-to-point, so all data are pro-
cessed for one cluster length and then for the other. This method is simple and needs just a minor
changes in the implementation, however it requires to load a whole dataset for each calculated sam-
ple. For example calculation of 100 samples from aforementioned data would require reading of 2,4
TB of data, which is extremely time consuming, considering a disk read speed 80 MB/s the reading
would take more than 8 hours and therefore, ineffective.
4.1 PARALLEL COMPUTATION
To improve the computation speed and decrease the amount of data to read in general it is better to use
a parallel calculation. Moreover, this method allows iteration parallelism which also greatly improve
the performance. The parallelism is provided automatically by the LabVIEW environment.[16] For
this reason, it is enough to just enable this feature to speed-up the computation.
In contrast to the previous method this one loads the data only once. From each data part loaded
for processing a partial average for all groups is calculated. This attitude requires some additional
calculations such as number of samples remaining to finish each group and the number of completed
elements in each group. Despite that these additional calculations requires some time it is still faster
and more convenient for the hard drive than the previous method.
The algorithm can be described (fig. 1) in three steps for each loaded data part. Firstly, an average
calculation for all uncompleted groups is finished, the result is subtracted from the previous one, the
difference is squared and added to the previous sum.[1, 2] In case that there is not enough data to
complete a particular group, whole actual samples are summed and the result together with an actual
count of addends are passed to the next iteration. Then, an average from whole complete groups
available in the remaining data are calculated, the difference is done and summed. Finally, the rest of
samples for each group is pre-calculated for the completion in the next iteration. After all the data are











Figure 1: Parallel computation algorithm of an Allan variance
This algorithm was implemented in LabVIEW 2015 on a computer with Windows 10 64-bit operating
system. The algorithm is able to calculate the Allan variance from a very large files in a reasonable
time, which varies in dependence on the calculated samples. For testing was used a 20 GB file and
the durations for different number of calculated samples per decade are in table (1).
The different duration for different computer configurations (tab. 1) shows that the speed of compu-
tation is highly dependent on a disc speed for less calculated samples, whereas for more calculated
samples processors play more important role. For all cases it is approximately twice faster to use
64-bit LabVIEW version, which can be explained by wider registers and better usage of memory.[17]
On the other hand, the 32-bit version offers wider range of tool-kits and hardware drivers so this is
often the only installed LabVIEW version.[18] Hence, the installation of 64-bit LabVIEW version
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Table 1: Table of durations of an Allan variance calculation from 2 754 448 000 samples in de-
pendence on samples per decade and different computer configurations. PC1 has processor AMD
Phenom II X4 840 3,2 GHz, 8 GB DDR3 1333 MHz RAM and 500 GB WD blue HDD. PC2 has
processor Intel i5-4460 3,4 GHz, 8 GB DDR3 1600 MHz RAM and 1TB Seagate Desktop HDD. PC3
has processor Intel i5-4460 3,4 GHz, 8 GB DDR3 1600 MHz RAM and 240 GB Intel SSD 535 Series
SSD. PC4 has processor Intel i5-7600K 3,8 GHz, 16 GB DDR4 2400 MHz RAM and 1 TB Seagate
7200 rpm HDD.
Sample per LabVIEW 2015 64-bit LabVIEW 2015 32-bit
decade PC1 PC2 PC3 PC4 PC1 PC2 PC3 PC4
[N] [s] [s] [s] [s] [s] [s] [s] [s]
1 366 172 129 156 393 206 164 183
2 407 186 141 168 458 255 207 215
5 594 237 186 203 791 357 313 282
10 935 311 250 256 1287 478 435 376
20 1606 475 374 357 2223 733 702 551
50 3455 765 749 645 4910 1459 1440 1074
100 6373 1311 1294 1094 9102 2685 2655 1928
is convenient only if the Allan variance is calculated often, otherwise the 32-bit version satisfy the
needs. Moreover, in many cases it is enough calculate the Allan variance with 10 or 20 samples per
decade which is done within several minutes. In case that higher amount of samples per decade is
necessary the Allan variance can be easily calculated on the slowest tested computer overnight, which
is enough as this type of calculation is performed only in special cases.
5 CONCLUSION
This paper presents a method of an effective calculation of the Allan variance from a very large
datasets which does not fit into a personal computer RAM memory. Also processing of that amount
of data are beyond the limits of LabVIEW 2015 programming environment, where the algorithm is
programmed.
Two possible ways of the algorithm implementation are considered, however the sequential one is not
implemented due its extreme demand on data to load, which is very time demanding and therefore
ineffective. For this reason, only parallel implementation is explained, programmed and tested on
several different computer configurations.
From the result is visible (tab. 1), that the execution time is highly dependent on LabVIEW version,
where the 64-bit version is approximately twice faster than the 32-bit version. Moreover, the time is
for less samples per decade dependent mostly on the disc speed, whereas for more samples per decade
the time is dependent more on the processor speed than on the disc. On the other hand, the execution
times are for all tested configuration still reasonable. In conclusion, the implemented method is able
to calculate the Allan variance from a very large files (tens of gigabytes) within a reasonable time on
a normal personal computer, which is very practical and convenient for further research.
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