Abstract. With the notion of mode-j Birkhoff contraction ratio, we prove a multilinear version of the Birkhoff-Hopf and the Perron-Fronenius theorems, which provide conditions on the existence and uniqueness of a solution to a large family of systems of nonlinear equations of the type f i (x 1 , . . . , xν ) = λ i x i , being x i and element of a cone C i in a Banach space V i . We then consider a family of nonlinear integral operators f i with positive kernel, acting on product of spaces of continuous real valued functions. In this setting we provide an explicit formula for the mode-j contraction ratio which is particularly relevant in practice as this type of operators play a central role in numerous models and applications.
Introduction
In this work we use the term "Birkhoff-Hopf Theorem" to refer to a number of results of different authors that overall show that a large class of cone-preserving linear operators behaves as contraction mappings with respect to the Hilbert projective metric. The original versions of this classical result were independently proved by Birkhoff [4] and Hopf [18] . Various authors have contributed afterwards to extend, generalize and sharpen the original theorems. A very partial list of contributors include Eveson and Nussmaum [12] , Liverani and Wojtkowski [22] , Lim [21] . For a review, we refer to the monograph by Lemmens and Nussbaum [20] and, in particular, Appendix A therein.
The Birkhoff-Hopf theorem and the ideas behind it arise and play an important role in a wide variety of problems. For example, this result can be used to prove so-called linear and nonlinear ergodic theorems in population dynamics [11] , it has applications in control theory and concerning ordinary and partial differential equations, particularly filtering theory [7, 24] , it is an important tool in problems concerned with rescaling matrices or non-negative integral kernels, so-called DAD theorems and Sinkhorn-Knopp algorithms [5, 6, 19] , it has been used to provide tight lower bounds for the logarithmic Sobolev constant of Markov chains [15] , and, in particular, the ideas behind the theorem play a central role in the Perron-Frobenius theory for linear and nonlinear mappings that leave a closed cone invariant [2, 14, 16, 20] .
In this work we extend the Birkhoff-Hopf theorem to multilinear mappings acting on finite products of cones in Banach spaces. This extension allows us to prove a new Perron-Frobenius theorem, based on a Hilbert cone-metric and the concept of Lipschitz matrix. Due to the Banach fixed point theorem, the latter result provides new conditions for the existence and uniqueness of a solution for systems of nonlinear equations of the type f i (x 1 , . . . , x ν ) = λ i x i , i = 1, . . . , ν, with x i being an element of the Banach space V i , and f i being a nonlinear cone-preserving mapping.
The paper is structured as follows: In the next section we recall the most general formulation of the Birkhoff-Hopf theorem we are aware of. In Section 3 we introduce multilinear and weakly multilinear maps and extend the Birkhof-Hopf theorem to these mappings. Then, in Section 4 we use that theorem to prove a new Perron-Frobenius theorem for cone-preserving multilinear maps. As for the linear setting, our new results have a wide range of applications. In particular, in Section 5 we consider a class of nonlinear integral operators and provide an explicit formula for the contraction ratio of this type of mappings. This formula is particularly useful to provide conditions on the existence, uniqueness and computability of a solution to various systems of functional equations that arise in a number of diverse contexts. Examples include the integral equations considered in [8, 9] , the generalized Schrödinger equation discussed in [25] , the optimization of Kullback-Leibler divergence in optimal transport [3] , the matching problem for hypergraphs [23] , various eigenvalue and rank-one approximation problems for tensors [13, 17] , the optimization of multivariate polynomials [29] and the analysis of central components in complex networks [27] .
Cone theoretic background
Let V be a real vector space and let C ⊆ V . We say that C is a (proper) cone if C is convex, αx ∈ C for any x ∈ C and any α ≥ 0, and C ∩ (−C) = {0}. Any cone C ⊆ V induces a partial ordering on V defined as x C y if and only if y − x ∈ C.
If additionally (V, · ) is a Banach space, and there exists a constant γ > 0 such that x ≤ γ y whenever 0 C x C y, we say that C is a normal cone in (V, · ). For a lighter notation, in what follows we write x y in place x C y when there is no danger of confusion.
Given x ∈ C and y ∈ V , we say that x dominates y if there exist α, β ∈ R such that αx y βx. If x dominates y and x = 0, then one can consider the quantity M (x/y; C) = inf{β ∈ R : x βy} .
For x, y ∈ C \ {0}, we say that x is comparable to y, and write x ∼ C y, if x dominates y and y dominates x. This defines an equivalence relation on C and its equivalence classes are called the components of C. In particular, for u ∈ C \ {0}, we denote by C u the equivalence class (2.1)
Note that C u is itself a cone and, as 0 only dominates itself, we have C 0 = {0}.
Definition 2.1 (Hilbert projective metric). Let x, y ∈ C be such that x ∼ C y. The Hilbert projective distance d C (x, y) between x and y is defined as follows: Either x = y = 0 and we set d C (0, 0) = 0, or x, y = 0 and
It is well-known that, for any u ∈ C, (C u , d C ) is a pseudo-metric space. In particular, for every x, y ∈ C u , it holds
In other words, d C is a metric on the space of rays in C u . There is a rich literature on the completeness of d C , we recall below a result that is particularly useful for us (see [20] , for example).
Lemma 2.2. Let C be a normal closed cone in a Banach space. For u ∈ C \ {0}, suppose that ϕ : C u → (0, ∞) is continuous in the norm topology and homogeneous (i.e. ϕ(αx) = αϕ(x) for all α ≥ 0), and let S ϕ = {x ∈ C u : ϕ(x) = 1}. Then (S ϕ , d C ) is a complete metric space.
Next, we recall the definition of projective diameter.
Definition 2.3 (Projective diameter)
. Let V be a real vector space and C ⊆ V a cone. For S ⊆ C, the projective diameter of S with respect to d C is defined as diam(S; C) = sup{d C (x, y) : x, y ∈ S and x ∼ C y}.
The projective diameter is the key of the Birkhoff-Hopf theorem. In fact, the latter result shows that the best Lipschitz constant of a linear mapping between cones can be expressed in terms of the projective diameter of the image of the mapping and thus allows for a formula that characterizes the contraction ratio of linear maps. We recall the theorem below: Theorem 2.4 (Birkhoff-Hopf). Let C be a cone in a real vector space V , Γ be a cone in a real vector space W and f : V → W a linear map with f (C) ⊆ Γ . Let κ(f ; C, Γ ) be the smallest Lipschitz constant of f :
, with the convention tanh(∞) = 1. Different proofs of the above theorem are known, see for instance [4, 10, 12] . The quantity κ(f ; C, Γ ) is usually referred to as the Birkhoff contraction ratio and in the following we shall write κ(f ) in place of κ(f ; C, Γ ) when there is no danger of confusion. 
where e 1 , . . . , e n is the canonical basis of R n and ·, · the Euclidean scalar product. Therefore diam(f (R n + ); R n + ) is bounded and thus κ(f ) < 1, by Theorem 2.4. In other words, any positive linear map f : R n → R n acts as a strict contraction with respect to the Hilbert metric.
Birkhoff-Hopf theorem for weakly multilinear maps
We are interested in the case of maps defined on product of cones C = C 1 × · · · × C ν . As the product of cones is a cone itself, the Birkhoff-Hopf theorem can be applied to linear mappings acting on C with not much difficulties. However, by exploiting the particular product structure of C we can obtain a tighter contraction ratio given in terms of what we call the mode-i Birkhoff contraction ratio of the mapping. Moreover, this allows us to generalize the theorem from linear to multilinear mappings.
3.1. The contraction ratio of multilinear mappings. Let ν be a positive integer. Let V 1 , . . . , V ν and W be real vectors spaces and define V = V 1 × . . . × V ν , the Cartesian product of the V i . For x ∈ V and i = 1, . . . , ν, we denote by x i the projection of x onto V i so that x = (x 1 , . . . , x ν ) with x j ∈ V j for all j. 
We aim at extending the Birkhoff-Hopf theorem to multilinear mappings. However, in order to facilitate its application, we introduce a wider class of maps, which we call weakly multilinear, and prove the theorem for this larger class. 
A simple example of mapping which is weakly multilinear but not multilinear is f :
. . , C ν ⊆ V ν and Γ ⊆ W be cones and let C = C 1 × . . . × C ν . Let f : V → W be a weakly multilinear mapping such that f (C) ⊆ Γ . As for each fixed z ∈ C and i = 1, . . . , ν, the mapping f | i z defined as in (3.1) is either linear or constant, f | i z (C i ) is either a cone or a singleton. In both cases, f | i z (C i ) is a subset of the cone Γ and so we may consider its diameter with respect to d Γ . This observation allows us to define the mode-i Birkhoff contraction ratio of a weakly multilinear mappings as follows:
For brevity, we write κ i (f ) in place of κ i (f ; C, Γ ), when there is no danger of confusion.
Now, we state our Birkhoff-Hopf theorem for weakly multilinear mappings. 
Proof. Set C = C 1 × . . . × C ν and let x, y ∈ C be such that
By the triangle inequality, we have
Since for any i we have
, by the Birkhoff-Hopf theorem 2.4 we deduce that
Combining the above inequalities proves the claim. Now, if f is weakly multilinear, then there exist integers 1 ≤ i 1 < . . . < i s ≤ ν and a multilinear mappingf :
. . , y is )). Hence, the above argument implies that
Now, let z ∈ C. As f is weakly multilinear, f | i z is either constant or linear. Let i ∈ {1, . . . , ν} and suppose that there is k such that
As the projection z →z is surjective, it follows that
and with (3.2), this concludes the proof.
In the next section, we show how to exploit Theorem 3.4 in order to obtain a Perron-Frobenius theorem for multilinear self-mappings on C = C 1 × · · · × C ν .
Multilinear Perron-Frobenius theorem
As before, let V = V 1 × · · · × V ν be the product of Banach spaces and let
Our main goal in this section is to provide conditions under which the system of functional equations (4.1)
has a unique solution, which can be efficiently computed.
To this end, we need a preliminary fixed point result which we present in the setting of general metric spaces, as it does not depend on the choice of the metric.
4.1.
A Banach fixed point theorem on product of metric spaces. Let (M 1 , µ 1 ) , . . . , (M ν , µ ν ) be metric spaces and set M = M 1 × · · · × M ν . As above, if x ∈ M, then we denote by x i the projection of x onto M i . Furthermore, consider the cone-metric δ :
Note that the system of equations (4.1) can be compactly written as f (x) = (λ 1 x 1 , . . . , λ ν x ν ), where f is the self-map f = (f 1 , . . . , f ν ) : V → V. This suggests that existence of a solution to (4.1) can be addressed by means of a fixed point argument. Moreover, if f is a contraction, then the solution must be unique. In what follows we observe how the contractivity of f can be related to the concept of Lipschitz matrix.
We say that an entry-wise nonnegative matrix A is a Lipschitz matrix for f :
for all x, y ∈ M and where the inequality is understood coordinate-wise, i.e. with respect to the partial ordering induced by R ν + . A Lipschitz matrix for f : M → M gives an estimate on the variation of f on each subspace (M i , µ i ). However, the next theorem shows that the spectral radius of such matrix provides an estimate on the variation of f on the whole space M. In particular, note that such result extends the Banach fixed point theorem for cone-metrics (see e.g. [1, Thm. 4.1]) to the setting where a Lipschitz matrix exists, rather than just a Lipschitz constant with respect to some fixed metric product. 
for any x ∈ M and any integer n ≥ 0.
Proof. Let x ∈ M, we have δ f 2 (x), f (x) Aδ f (x), x . Adding δ(f (x), x) on both sides of such inequality we get
which can be rearranged into
It follows from ρ(A) < 1 that I − A is invertible and that (I − A) −1 is componentwise nonnegative. Therefore
Then, by the triangle inequality, for every m ≥ n > 0 we have
In particular, if we set n = 1 and let m → ∞, we get
Now, let · be any monotonic norm on R ν + , i.e. such that a b implies a ≤ b . Then ϑ(x, y) = δ(x, y) is a metric on M and the topology induced by ϑ is the product topology. Thus, as (M i , µ i ) are complete, (M, ϑ) is complete too. It follows from (4.4) that
) < ∞ and so {f n (x)} n is a Cauchy sequence. Thus, by completeness, f n (x) converges to some x ⋆ ∈ M. As f is continuous this implies
⋆ is the unique fixed point. In fact, if y is such that f (y) = y, then
and letting n → ∞ we have x ⋆ = y. Eventually, combined with (4.3), we have
which concludes the proof.
Remark 4.3. Multi-homogeneous mappings, introduced in [16] , are an example of maps having a well-defined non-trivial Lipschitz matrix. Recall that, given a product of cones C = C 1 × · · · × C ν , a map f : C → C is said to be multihomogeneous if there exist coefficients B ij ≥ 0 such that f (x 1 , . . . , λx j , . . . , x ν ) i = λ Bij f (x 1 , . . . , x ν ) i , for any nonnegative number λ ≥ 0. The matrix B is called homogeneity matrix of f . When a multi-homogeneous map is order-preserving, i.e. when x C y implies f (x) C f (y), then its homogeneity matrix is also a Lipshitz matrix. In fact, as x = (x 1 , . . . , x ν ) C (M (x 1 /y 1 ; C 1 )y 1 , . . . , M (x ν /y ν ; C ν )y ν ) =: G(x/y) for any x, y ∈ C, we have
Several examples of multi-homogeneous mappings can be found in [16] . In particular, note that any multilinear map f = (f 1 , . . . , f ν ) : C → C is multi-homogeneous, with Lipschitz matrix B ij = 1, for all i, j. However, Theorem 3.4 shows that, for multilinear mappings, A ij = κ j (f i ) is a Lipschitz matrix too and, since κ j (f i ) ≤ 1, it always holds ρ(A) ≤ ρ(B).
In the next section we combine Theorems 3.4 and 4.2 to obtain a PerronFrobenius theorem for multilinear mappings.
4.2.
Perron-Frobenius theorem. Let V 1 , . . . , V ν be Banach spaces, and let C 1 ⊆ V 1 , . . . , C ν ⊆ V ν be normal cones all different from {0}. Set C = C 1 × . . . × C ν and let u = (u 1 , . . . , u ν ) with u i ∈ C i \ {0} for all i. Define C u as C u = (C 1 ) u1 × . . . × (C ν ) uν where (C i ) ui is the component of u i in C i defined in (2.1). Finally, let ϕ i : (C i ) ui → (0, ∞) be continuous and homogeneous, and consider the product of unit slices S(C u ) = S ϕ1 × . . . × S ϕν where S ϕi = {x i ∈ (C i ) ui : ϕ i (x i ) = 1} for every i ∈ {1, . . . , ν}.
Note that, by Lemma 2.2, we have that (S ϕi , d Ci ) is a complete metric space for every i = 1, . . . , ν, with d Ci being the Hilbert metric on C i . Thus, when a conepreserving map has a Lipshitz matrix A with respect to the Hilbert metric and ρ(A) < 1, the following Perron-Frobenius type theorem follows from Theorem 4.2 Theorem 4.4. Let u ∈ V be such that u i ∈ C i \ {0} for all i and let f : C u → C u be such that f (C u ) ⊆ C u . Let A be an entry-wise nonnegative matrix such that
for all i = 1, . . . , ν. If ρ(A) < 1, then there exists a unique x ⋆ ∈ S(C u ) and unique positive coefficients λ 1 , . . . , λ ν > 0 such that f (x
, for all i = 1, . . . , ν. Moreover, the sequence
converges to x ⋆ , as n → ∞, for every x (0) ∈ S(C u ) and, for every nonnegative w such that wA = ρ(A)w, there exists γ > 0 such that
n for all i = 1, . . . , ν and any integer n ≥ 0.
Proof. Consider the map g :
As d Ci is projective for every i, then A is a Lipshitz matrix for g and, by Theorem 4.2, the sequence x (n) converges to the unique
which, with γ = (1 − ρ(A))
i ), implies the final convergence bound. ). In fact, the bound (4.6) does not hold in general when A has no positive left-eigenvector w and a weaker upper-bound holds in this case: Combining Young's theorem [28] with Theorem 4.2 one easily deduces that there existsγ > 0 such that
for all i = 1, . . . , ν and all n ≥ ν.
A direct application of Theorems 3.4 and 4.4 eventually leads to the following Theorem 4.6 (Multilinear Perron-Frobenius). Let u ∈ V be such that u i ∈ C i \ {0} for all i and let f = (f 1 , . . . , f ν ) : V → V be such that f (C u ) ⊆ C u and such that, for every i = 1, . . . , ν, the mapping f i : V → V i is weakly multilinear. Then Theorem 4.4 holds for f , with A ij being
where
is the mode-j Birkhoff contraction ratio of f i . In particular, if ρ(A) < 1, then the system of nonlinear equations (4.1) has a unique solution in S(C u ) which can be computed with the power sequence (4.5).
Proof. As C u and (C i ) ui are normal cones and (S ϕi , d Ci ) are complete metric spaces by Lemma 2.2, the result follows by applying Theorems 3.4 and 4.4 to f i for every i = 1, . . . , ν.
Remark 4.7. The theorem above together with Theorem 3.4 extend the BirkhoffHopf and the Perron-Frobeius theorems to multilinear maps and obviously reduce to those classical results when f : V → V is linear and ν = 1. However, even for linear mappings, when ν > 1 our theorems improve the contraction bound given by the standard Birkhoff-Hopf theorem. This is shown by the following simple example: Consider the finite dimensional setting of Remark 2.5:
We know from the Birkhoff-Hopf theorem that f acts as a contraction on C, i.e. κ(f ; C, C) = κ(f ) < 1 (see also Remark 2.5). Now, define h : V → V as h(x 1 , x 2 ) = (f (x 2 ), f (x 1 )). Then h is still linear and h(C) ⊆ C. Moreover,
0 is a Lipschitz matrix for h. Noting that ρ(A) = κ(f ), we deduce from Theorem 4.6 that h : V → V acts as a contraction on C. However, it is known that κ(h; C, C) = 1 (see for instance [26, Thm. 3.10] ) and therefore the classical Birkhoff-Hopf result does not reveal any contractivity of h.
Application to nonlinear integral operators
In this section we consider a class of mappings f i defined as particular nonlinear integral operators acting on cones of continuous and nonnegative functions via a positive continuous kernel function K. This setting generalizes the case of positive linear integral operators f , originally considered by Hopf, and extends the formula for κ(f ) known in that case [12, 18] .
In particular, for this kind of maps we obtain an explicit formula that gives an upper bound on κ j (f i ), the mode-j contraction ratio of f i , in terms of the kernel function. Due to Theorem 5.2, this formula is useful to address existence, uniqueness and computability of a solution to various systems of equations including for instance the integral equations considered in [8] and [9] , the generalized Schrödinger equation discussed in [25] and various eigenvalue equations for hypermatrices (or tensors) [13, 17] which are connected, for example, with optimal transport, hypergraph matching, network science and multivariate polynomial optimization [3, 23, 27, 29] .
Note that our goal is not to have the most general assumptions possible, but to illustrate how to apply our results to this particular kind of mappings. For instance, few careful adjustments should be enough to transfer the results to spaces of integrable but possibly discontinuous functions.
5.1. Systems of positive integral equations. Let X 1 , . . . , X ν be compact Hausdorff spaces and let η 1 , . . . , η ν be regular Borel measures on X 1 , . . . , X ν , respectively, i.e. such that η i (U i ) > 0 for any nonempty open subset U i ⊆ X i . For i = 1, . . . , ν, let V i = C (X i , R) be the Banach space of continuous and real valued functions on X i . For i = 1, . . . , ν, let C i ⊆ V i be the cone
and consider ϕ i : C 
for every ξ i ∈ X i . In the next Theorem 5.2 we specialize Theorems 3.4 and 4.4 to this setting and, in particular, we derive an upper bound for the mode-j contraction ratio of such f i , in terms of K and the coefficients α ij . In practice, this formula can be used to derive conditions for the existence and uniqueness of a solution to the following system of nonlinear integral equations
where γ 1 , . . . , γ ν are nonzero real exponents. Particular cases of this system of equations include for example the integral equations considered in [8] and [9] , when γ i = α ij = 1 for all i, j and the generalized Schrödinger equation [25] , when γ i = −1 and α ij = 1 for all i, j. When the spaces X i are discrete, other examples include for instance the higher-oder Kullback-Leibler divergence problem [3] , the (σ, p) tensor eigenvalue problem [17] , the optimization of multivariate polynomials [29] and the best rank-one approximation of tensors [13] . For j = 1, . . . , ν, consider the following kernel cross-ratio
.
Note that, since K is continuous, the maximum is attained. Moreover, since K is positive valued, it holds f i (C i \ {0}) ⊆ C
• i for any i = 1, . . . , ν. We have Lemma 5.1. Let f i : V → V i be defined as in (5.1) with α ij = 1, for all i, j = 1, . . . , ν. Then f i is weakly multilinear and for any j = 1, . . . , ν, j = i, it holds
with the convention that tanh(∞) = 1.
Proof. For a fixed z ∈ C, consider the map
Thus, if we let ξ = (ξ 1 , . . . , ξ ν ) and ξ
Putting all together we obtain
for any z ∈ C, and this concludes the proof.
Note that, since K is positive valued, if the coefficients α ij are all nonnegative, then the map f = (f 1 , . . . , f ν ) : C → C, with f i as in (5.1), is order-preserving and multi-homogeneous, with homogeneity matrix B ij = α ij , i, j = 1, . . . , ν. As observed in Remark 4.3, this implies that B is a Lipschitz matrix for f . However, similarly to the multilinear case, next Theorem 5.2 exhibits another Lipschitz matrix A for f , with ρ(A) ≤ ρ(B).
As before, let C • = C Proof. For i ∈ {1, . . . , ν} consider the map g i : V → V defined by g i (x) j (ξ j ) = x j (ξ j ) αij , for all ξ j ∈ X j and all j = 1, . . . , ν. Note that g i (C • ) ⊆ C • and that f i =f i • g i , wheref i is the weakly multilinear mapping defined as in (5.1) but with α ij = 1, for all j = 1, . . . , ν. Then, combining Lemma 5.1 with Theorem 3.4, for any x, y ∈ V we have
A ij d Cj (x j , y j ) , which shows that the assumptions of Theorem 4.4 hold for f and A ij . Moreover, for any x, y ∈ V we have d Ci (f i (x) 1/γi , f i (y) 1/γi ) ≤ ν j=1 B ij d Cj (x j , y j ). By taking the 1/γ i power on both sides of (5.2), such inequality together with Theorem 4.4 imply the thesis.
Our final result shows that, for the particular type of integral operator we are considering and a large range of choices of the real parameters α ij , the system of nonlinear equations (5.2) admits a solution with a global scaling coefficient, i.e. λ = λ i , for all i = 1, . . . , ν. This is shown in the following 
where the rightmost identity holds because u i ∈ S ϕi = {x i : ϕ i (x i ) = 1}. Noting that, by the assumption on the coefficients α ij , the left hand side of (5.4) does not depend on i and is positive, we conclude.
