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Abstract
Well-balanced sequences are one of the possible generalizations of sturmian sequences.
We give a combinatoric and geometric interpretation of non-periodic well-balanced sequences.
We compute the complexity of these sequences for integers large enough. c© 2000 Elsevier
Science B.V. All rights reserved.
Resume
Les suites equilibrees constituent une des generalisations naturelles des suites sturmiennes.
Nous donnons une caracterisation combinatoire et geometrique des suites equilibrees non
periodiques. Nous etablissons une formule qui permet de calculer la complexite de ces suites a
partir d’un certain rang. c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
Denition. Soit u une suite recurrente sur un alphabet ni A, on dit que u est une
suite equilibree si, pour tout nombre entier n, pour tous sous mots de u W et W ’ de
longueur n, et pour toute lettre a de l’alphabet A, on a:
kW ja − jW 0jaj61
ou jW ja est le nombre de a apparaissant dans le mot W .
Lorsque le cardinal de l’alphabet A est egal a deux, Coven et Hedlund ont donne
une caracterisation des suites equilibrees (cf. [5]):
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une suite u sur l’alphabet f0; 1g est equilibree si et seulement si il existe deux nombres
 et x compris entre 0 et 1 tels que:
un=0 si x + n[mod 1]2 [0; 1− [( ou ]0; 1− ]);
un=1 si x + n[mod 1]2 [1− ; 1[( ou ]1− ; 1]):
Notation. Dans tout ce qui suit, nous noterons C(; x) une telle suite.
La suite C(; x) est le codage de l’itineraire du point x sous la rotation d’angle 
pour la partition [0; 1 − [; [1 − ; 1[ (ou]0; 1 − ]; ]1 − ; 1]). Cette suite est non
periodique si et seulement si  est irrationnel. Donc, d’apres le theoreme de Hedlund
et Morse, une suite non periodique sur l’alphabet f0; 1g est equilibree si et seulement si
sa complexite (voir denition ci-dessous) verie: p(n)= n+1 pour tout nombre entier
n (cf. [8]). De telles suites sont appelees suites sturmiennes. Ces suites constituent
une classe d’exemples tres interessants de langages formels. Elles ont fait l’objet de
nombreuses etudes aussi bien du point de vue combinatoire qu’en ce qui concerne les
interpretations geometriques sous-jacentes (voir par exemple [2, 3, 6, 10, 11, 13, 14]).
La propriete d’equilibre est a rapprocher de la notion ergodique d’ensemble a restes
bornes (voir [7] ou [12] pour une denition precise). En ce sens, les suites equilibrees
sont les suites les plus ordonnees exception faites des suites constantes.
Dans ce travail, nous donnons une caracterisation combinatoire et geometrique des
suites equilibrees non periodiques sur un alphabet ni quelconque.
La caracterisation combinatoire est la suivante.
Soit u une suite equilibree sur un alphabet ni A, il existe une partition de A en
deux ensembles A1 et A2 tels que la suite v denie par:
vn=
(
1 si un appartient a A1;
0 si un appartient a A2
est une suite sturmienne.
De plus, soient z et z0 les suites construites a partir de u en ne conservant que les
lettres de A1 (resp. A2), alors les suites z et z0 sont des suites a lacunes constantes
(les lettres de z (resp. z0) apparaissent avec des lacunes constantes).
La caracterisation ci-dessus est une version symbolique d’un resultat de Graham ([9])
sur les partitions de N par des ensembles de la forme f[n + ]: n=1; 2; : : :g (voir
Section 4.1).
Denition. Nous notons Ln(u) le langage d’ordre n de u et p(n; u) le cardinal de Ln(u)
a savoir la complexite de la suite u.
La methode employee, pour prouver la caracterisation combinatoire, nous donne
une interpretation geometrique du systeme symbolique associe a la suite u. Cette in-
terpretation geometrique nous permet de calculer la complexite des suites equilibrees
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pour des entiers assez grands. Plus precisement, soient l la plus petite periode de z et
L la plus petite periode de z0 alors, pour tout nombre entier n assez grand, on a:
p(n; u)= lL(n+ 1):
2. Existence de suites equilibrees
2.1. Construction d’un exemple
Soit v une suite sturmienne sur l’alphabet fa; bg, construisons une suite u de la facon
suivante: on remplace la lettre a par 0 et la lettre b par 1 ou 2 une fois sur deux.
Verions que la suite u est une suite equilibree.
Soient W et W 0 deux mots de Ln(u) et X et Y les mots de Ln(v) a partir desquels
ils sont construits. On peut deja remarquer que la propriete d’equilibre est veriee pour
la lettre 0 car le nombre de 0 dans W (resp. W 0) est egal au nombre de a dans X
(resp. Y ). Pour verier la propriete pour les lettres 1 et 2, il faut envisager plusieurs
cas selon le nombre de b apparaissant dans X et Y . Comme v est une suite sturmienne,
elle est equilibree. Il y a donc deux cas a envisager, ou bien le nombre de b dans X
et Y est le me^me ou bien il diere d’une unite.
Premier cas. jX jb= k et jY jb= k + 1:
Supposons que k est pair (k =2l), alors le nombre de 1 apparaissant dans W est
egal a l ainsi que le nombre de 2. Dans W 0, un des deux nombres est egal a l, l’autre
a l+ 1, donc la condition d’equilibre est veriee.
Le cas ou k est impair se traite de me^me en echangeant les ro^les de W et W 0.
Deuxieme cas. jX jb= k et jY jb= k.
Supposons que k est pair (k =2l), alors jW j1 = jW j2 = l et jW 0j1 = jW 0j2 = l.
Si k est impair quatre possibilites se presentent:
jW j1 = l; jW j2 = l+ 1; jW 0j1 = l; jW 0j2 = l+ 1;
jW j1 = l; jW j2 = l+ 1; jW 0j1 = l+ 1; jW 0j2 = l;
jW j1 = l+ 1; jW j2 = l; jW 0j1 = l; jW 0j2 = l+ 1;
jW j1 = l+ 1; jW j2 = l; jW 0j1 = l+ 1; jW 0j2 = l:
Dans tous les cas, on verie que les conditions d’equilibre sont satisfaites.
2.2. Cas General
Denition. On dit qu’une suite w sur un alphabet fa1; : : : ; aqg est cyclique s’il existe
une permutation de f1; : : : ; qg telle que w est la suite periodique (a(1) : : : a(q))1.
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Proposition 2.1. Soit A un alphabet a s lettres; il existe des suites equilibrees sur
l’alphabet A.
Demonstration. On construit un exemple comme dans le cas de l’alphabet a trois
lettres. Soit v une suite sturmienne sur l’alphabet fa; bg, soit (A1;A2) une partition
de A, on remplace la suite aaa : : : par une suite cyclique sur l’alphabet A1 et la
suite bbb : : : par une suite cyclique sur l’alphabet A2. La suite u obtenue est une suite
equilibree sur l’alphabet A.
2.3. Dierence avec l’alphabet a trois lettres
Si l’alphabet A possede au moins quatre lettres, contrairement au cas d’un alphabet
a trois lettres, on peut construire des suites equilibrees dierentes de celles qui sont
decrites ci-dessus.
Denition. Soit m une suite sur un alphabet ni B, on dit que m est fortement
equilibree si pour tout nombre entier n, pour tout couple W et W 0 de Ln(m)[Ln−1(m)
et pour toute lettre a de l’alphabet B, on a:
kW ja − jW 0jaj61:
Proposition 2.2. Soient A un alphabet ni, v une suite sturmienne sur l’alphabet
fa; bg; A1; A2 une partition de A; la suite u obtenue; en remplacant dans v; la
suite aaa : : : par une suite fortement equilibree z sur l’alphabet A1 et la suite bbb : : :
par une suite fortement equilibree z0 sur l’alphabet A2; est une suite equilibree sur
l’alphabet A.
Demonstration. Soient n un entier, W et W 0 deux mots de Ln(u); X et Y les mots de
Ln(v) dont ils proviennent. Comme v est une suite sturmienne, kW ja− jW 0jaj61. Soit
c une lettre de l’alphabet A, on suppose que c appartient a A1. Soit Z (resp. Z 0) le
mot obtenu a partir de W (resp. W 0) en ne conservant que les lettres de A1, alors:
jZ j= jW ja;
jZ 0j= jW 0ja:
Donc kZ j − jZ 0k61, par consequent, comme z est une suite fortement
equilibree sur l’alphabet A1; kZ jc−jZ 0jcj61 et donc kW jc−jW 0jcj61. Ceci demontre
la proposition.
3. Caracterisation des suites equilibrees
Theoreme 1. Les seules suites equilibrees non periodiques sur un alphabet ni A sont
les suites construites dans la Proposition 2.2. Autrement dit; etant donne une suite
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equilibree u sur l’alphabet A; il existe une partition de A en deux ensembles A1 et
A2 tels que la suite v denie par:
vn=
(
1 si un appartient a A1;
0 si un appartient a A2
est une suite sturmienne.
De plus; soient z et z0 les suites construites a partir de u en ne conservant que les
lettres de A1 (resp. A2); alors les suites z et z0 sont des suites fortement
equilibrees.
Remarques. Si l’alphabet A1 a deux lettres, les seules suites fortement equilibrees a
valeurs dans l’alphabet A1 sont les suites cycliques, par contre il existe des suites
fortement equilibrees qui ne sont pas cycliques des que le cardinal de A est superieur
ou egal a 3.
Par exemple, la suite periodique (1213)1 est fortement equilibree sur l’alphabet
f1; 2; 3g mais n’est pas cyclique.
Denition. Soit m une suite sur un alphabet ni B, on dit que m est une suite a lacunes
constantes si, pour toute lettre a de l’alphabet B, les lacunes entre deux apparitions
consecutives de a ont une longueur constante.
Proposition 3.1. Soit z une suite sur un alphabet ni B alors z est fortement
equilibree si et seulement si z est a lacunes constantes. En particulier une suite forte-
ment equilibree est periodique.
Demonstration. Supposons que z est fortement equilibree et montrons que z est a
lacunes constantes. Soient c une lettre de z; Z et Z 0 deux mots de la forme: Z = cFc
et Z 0= cF 0c ou F et F 0 ne contiennent pas la lettre c. Montrons que F et F 0 ont la
me^me longueur. Raisonnons par l’absurde et supposons, par exemple, que jF j<jF 0j.
Alors les mots Z et F 0 ne peuvent exister simultanement dans le langage de z puisque
jF 0j>jZ j−1 et d’autre part jF 0jc6jZ jc−2. Donc F et F 0 ont la me^me longueur. Pour
toute lettre c, la lacune entre deux occurences de c est constante, donc la suite z est a
lacunes constantes.
Reciproque: raisonnons par l’absurde. Soient c une lettre de z; W et W 0 deux mots
de Ln(z)[Ln−1(z) tels que:
kW jc − jW 0jcj>2:
Supposons que la lacune de c est constante egale a lc et montrons que:
jW j − jW 0j>2:
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Pour cela, minorons la longueur de W en fonction de jW jc et majorons celle de W 0
en fonction de jW 0jc. On a les inegalites suivantes:
jW j>(jW jc − 1)(lc + 1) + 1;
jW 0j6jW 0jc(lc + 1) + lc:
Donc
jW j − jW 0j>lc(jW jc − jW 0jc − 2) + jW jc − jW 0jc:
D’ou,
jW j − jW 0j>2:
ce qui contredit l’hypothese.
4. Demonstration du Theoreme 1
4.1. Demontration du Theoreme 1 a l’aide du resultat de Graham
Le resultat de Graham
Soient ;  deux nombres reels (>0), on note S(; )= fbn+c; n2Ng. Soient
1; : : : ; r ; 1; : : : ; r des nombres reels tels que pour tout i compris entre 1 et r; i>0.
On dit que la famille fS(i; i); i2f1; : : : ; rgg est un ECF (eventual covering family)
si tout entier naturel assez grand appartient a un unique S(i; i).
Graham donne une caracterisation des ECF (voir [9]).
Soit E= fS(i; i); 16i6rg un ECF tel que l’un des i est irrationnel alors est E
de la forme suivante:
il existe des nombres reels ; ; ;  un nombre entier h2f1; : : : ; rg, des couples
de nombres entiers (ai; bi); 16i6h; (a0i ; b
0
i); 16i6r − h, veriants les proprietes
suivantes:
 fS(; ); S(; )g est un ECF,
 fS(ai; bi); 16i6hg est un ECF,
 fS(a0i ; b0i); 16i6r − hg est un ECF,
 E= fS(ai; bi+ ); S(a0j; b0j+ ); 16i6h; 16j6r − hg:
Nous montrons ci-dessous que le Theoreme 1 est une version symbolique du resultat
de Graham. Pour obtenir le Theoreme 1 a partir du theoreme de Graham, il faut faire
le lien entre arithmetique et langages formels.
Lien entre suites equilibrees et suites de Beatty (voir [1] pour plus de details). Soient
 et  deux nombres reels avec >1, la suite de Beatty de module  et de residu 
est la suite (tn(; ))n2N ou tn(; )= bn+ c.
Les suites de Beatty sont tres liees aux suites equilibrees sur deux lettres:
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soit (tn(; )) une suite de Beatty, la suite caracteristique (xn) de (tn(; )) denie par:
xn=1 si et seulement si il existe m2N tel que n= tm(; )
est la suite C(;−=).
Demontration du Theoreme 1. Soit u une suite equilibree sur un alphabet A= f1; : : : ;
sg, pour tout i compris entre 1 et s, notons v(i) la suite denie sur l’alphabet f0; 1g
par:
v(i)n =
(
1 si un= i;
0 sinon:
Les suites v(i) sont des suites equilibrees sur un alphabet a deux lettres donc, pour
tout i compris entre 1 et s, il existe deux nombres reels i et i de l’intervalle [0; 1[
tels que v(i) =C(i; i).
La condition d’equilibre de la suite u signie exactement qu’il existe s suites
equilibrees sur deux lettres v(1); : : : ; v(s), reliees par la propriete (?) suivante:
pour tout nombre entier n, il existe un unique i tel que v(i)n =1.
D’apres la correspondance entre suites de Beatty et suites equilibrees, la propriete
(?) se traduit de facon arithmetique par:
pour tout nombre entier n, il existe un unique i appartenant a f1; : : : ; rg tel que
n appartient a S(i; i). Autrement dit E= fS(i; i); 16i6rg est un ECF. On peut
verier que le fait que la suite u soit non periodique, implique que l’un au moins des i
est irrationnel (cf. Lemme 4.2). Par consequent, le resultat de Graham s’applique a E.
Avec les notations ci-dessus, E est de la forme
E= fS(ai; bi+ ); S(a0j; b0j+ ); 16i6h; 16j6r − hg:
Posons A1 = fi; tels que i 2fak; 16k6hg; A2 = fi; tels que i 2fa0j; 16j6r
− hg et denissons les suites v; z et z0 comme dans l’enonce du theoreme 1. Il n’est
pas dicile de verier que v est une suite sturmienne et que les suites z et z0 sont a
lacunes constantes. Ceci demontre le Theoreme 1.
4.2. Demonstration du Theoreme 1 utilisant la dynamique des rotations
La demonstration que nous donnons ci-dessous n’utilise pas le resultat de Graham.
Cette demonstration est basee sur les proprietes dynamiques des suites sturmiennes et
des rotations sur le cercle. Elle permet d’obtenir une interpretation geometrique du
systeme symbolique associe a la suite u et donc de mieux comprendre ce systeme
dynamique.
Demonstration. Soit u une suite equilibree sur un alphabet A= f1; : : : ; sg. Avec les
notations precedentes, la donnee de la suite equilibree u est equivalente a celle des s
suites equilibrees sur deux lettres v(1); : : : ; v(s), reliees par la propriete (?).
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Remarques et Notations. Le nombre i est la frequence de la lettre i dans la suite u.
Dans ce qui suit, pour ne pas alourdir les notations, on note des nombres reels alors
que les objets que l’on considere sont des elements du cercle. La notation x=y+
signie que x est un point du cercle aussi proche que l’on veut du point y et a droite
de y (on notera de facon analogue x=y−). Le segment [x; y] est le segment oriente
qui relie x a y sur le cercle. En particulier j[x; y]j est la longueur du segment [x; y] et
non la distance de x a y sur le cercle.
La demonstration du Theoreme 1 repose sur les lemmes suivants:
Lemme 4.1. Il existe un nombre  tel que; pour tout i compris entre 1 et s; i 2Z+Z.
Demonstration du Lemme 4.1. La propriete (?) a pour consequence que pour tout
i et j compris entre 1 et s, la rotation d’angle (i; j) sur le tore T 2 n’est pas er-
godique (puisque les suites v(i) et v( j) ne prennent pas simultanement la valeur 1). Donc
(1; i; j) sont rationnellement dependants (cf. [4]). Ceci demontre le
Lemme 4.2.
Lemme 4.2. Tous les nombres i sont irrationnels.
Demonstration du Lemme 4.2. Dire que i est rationnel, signie que la rotation d’angle
i est periodique. Supposons que tous les i sont des nombres rationnels alors toutes
les suites v(i) sont periodiques et la suite u est periodique.
Donc l’un des i est irrationnel. Supposons, par l’absurde, qu’il existe j tel que j
est rationnel. La suite v(i) est periodique de periode pi, donc il existe un entier ri
tel que pour tout nombre entier k; v( j)kpi+ri est egal a 1. Par minimalite de la rotation
d’angle i, il existe un entier k0 tel que v
(i)
k0pi+ri est egal a 1. Ceci contredit la propriete
(?) et demontre le Lemme 4.2.
Lemme 4.3. Il existe un nombre  irrationnel compris entre 0 et 1; et une partition
de l’alphabet A en deux parties A1 et A2 tels que:
 Si i appartient a A1; i=(pi=qi) ou pi et qi sont des entiers premiers entre eux
avec pi6qi.
 Si i appartient a A2; i=(pi=qi)(1−) ou pi et qi sont des entiers premiers entre
eux avec pi6qi.
Demonstration du Lemme 4.3. On a montre ci-dessus que, pour tout i compris entre
1 et s, il existe deux entiers ki et li et un nombre irrationnel  tels que: i= ki+ li.
On denit A1 et A2 comme:
A1 = fi; tels que ki>0g;
A2 = fi; tels que ki<0g:
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Fig. 1. Cas j = i + P=Q.
Posons =
P
i2A1 i, pour obtenir la conclusion du lemme, il sut de montrer que, si
i et j sont dans A1 (resp. A2) alors i=j est un nombre rationnel.
Prenons i et j dans A1 par exemple, il existe K; L et R des entiers positifs tels que:
j =
Ki + L
R
:
Montrons que L est nul. Pour cela, traitons plusieurs cas.
Premier Cas: Montrons que l’on ne peut pas avoir j = i + P=Q avec P et Q entiers
non nuls premiers entre eux.
Supposons, par l’absurde, que j = i +P=Q Notons i(n) (resp. j(n)) le n eme itere
de i (resp. j) sous la rotation d’angle i (resp. j). Si n est congru a r modulo Q,
alors
j(n)=Rni

j +
rP
Q

:
Soit n tel que i(n)= (1−i)+, la propriete (?) impose que j[j(n); i(n)]j>P=Q (voir
Fig. 1). En eet, pour tout nombre entier n, on a:
Cn(i; i):Cn(j; j)= 0:
Comme les suites (RkQ+ri (i))(k2N) sont denses dans [0; 1[, on peut choisir l’entier n
dans toutes les classes de congruences modulo Q. Si n est congru a r modulo Q, la
propriete (?) se traduit par:

Rni

j +
rP
Q

;Rni(i)
>PQ :
Comme la rotation Ri est une isometrie, on a:

j +
rP
Q
; i
>PQ :
Ceci doit e^tre verie pour tout r compris entre 0 et Q − 1, ce qui impossible.
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Fig. 2. Cas j = i=R + (L=KR) (R=2).
Deuxieme Cas: Montrons que l’on ne peut pas avoir j = i=R+(L=KR) avec K; L; R
entiers strictement positifs.
Supposons, par l’absurde, que j = i=R+ (L=KR): Soit =(i=R), on a vu precede-
ment (cf. premier cas) que, pour tout x appartenant a [0; 1[, il existe un entier n tel
que Cn(j; j):Cn(; z)= 1.
Remarquons que la suite Cn(; i=R) est le codage de l’orbite de i sous la rotation
d’angle i sur un cercle de longueur R pour la partition [0; R − i[; [R − i; R[. En
particulier, si Cn(; i=R)= 1, alors Cn(i; i)= 1 (voir Fig. 2).
Soit n tel que Cn(j; j):Cn(; i=R)= 1, alors Cn(i; i):Cn(j; j)= 1 ce qui est im-
possible par hypothese.
Troisieme Cas: On etudie maintenant le cas general ou j =(Ki+L)=R, avec K; L; R
entiers strictement positifs.
Posons ’= j=R, on demontre le cas general en appliquant le deuxieme cas a i
et ’. Ceci acheve la demonstration du Lemme 4.2.
Lemme 4.4. Avec les notations du Lemme 4.2, pour tout i compris entre 1 et s; pi=1.
Demonstration du Lemme 4.4. Soit k le PPCM de p1 : : : ps, soit i appartenant a
A1, on a vu ci-dessus que l’angle i s’ecrit (pi=qi). Soit ki tel que k = kipi alors
i=(1=kiqi)k, par consequent, v(i) est le codage d’un point 0i sous une rotation d’angle
k sur un cercle de longueur kiqi pour la partition en deux intervalles: l’un de longueur
kiqi − k code par 0 et l’autre de longueur k code par 1.
Remarque. Soient  et x compris entre 0 et 1, la suite sturmienne C(; x) est denie
comme:
C(x)n=
(
0 si n + x2 [0; 1− [ (ou ]0; 1− ]);
1 si n + x2 [1− ; 1[ (ou ]1− ; 1]):
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Fig. 3. Suites sturmiennes et rotations.
On peut facilement verier que la suite C(x) s’obtient aussi par:
C(x)n=
(
1 si n(1− ) + 1− x2 [0; [ (ou ]0; ]);
0 si n(1− ) + 1− x2 [; 1[ (ou ]1]):
(voir Fig. 3).
Utilisons cette representation lorsque i appartient a A2. On ecrit i=(1=kiqi)k(1−)
avec les me^mes notations que ci-dessus. La suite v(i) est le codage d’un point 0i sous
une rotation d’angle kiqi − k(1− ) sur un cercle de longueur kiqi pour une partition
en deux intervalles l’un de longueur kiqi − k(1− ) code par 0 et l’autre de longueur
k(1 − ) code par 1. Vu que la rotation est eectuee sur un cercle de longueur kiqi,
l’angle de la rotation est egal a −k + k.
Soit  le PPCM(kiqi), =PPCM(ki).PPCM(qi) = k.PPCM(qi). On se place sur un
cercle  de longueur , quitte a faire une translation sur les partitions on peut supposer
qu’il existe  tel que, pour tout i, 0i = . Pour tout i, notons mi==kiqi et C
(i)
1   C(i)mi
les intervalles codes par 1.
Armation. Les intervalles (C(i)g )16i6s; 16g6mi forment une partition de  a un nombre
ni de points pres.
Demonstration de l’armation. Supposons, par l’absurde, qu’il existe i et j appar-
tenants a f1 : : : sg et deux entiers g et h tels que:
C(i)g \ C( j)h contient un intervalle
Notons I cette intersection, par minimalite de la rotation d’angle k sur le cercle S, il
existe un entier n tel que Rnk() appartient a I . On peut choisir n congru a 0 modulo
, alors Rnk()=R
n
k(−1)(). Par consequent, il existe un entier n tel que v
(i)
n = v
( j)
n =1
ce qui contredit la propriete (?).
Par un raisonnement analogue, on montre que, si l’union des intervalles C(i)g ne
recouvre pas tout le cercle , il existe un entier n tel que, pour tout i, v(i)n =0, ce
qui est en contradiction avec la propriete (?). Les seuls points qui peuvent poser
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probleme sont les extremites des intervalles C(i)g . Ceci acheve la demonstration de
l’armation.
Fin de la demonstration du Lemme 4.4. Fixons un entier i compris entre 1 et s et soit
g un entier inferieur a mi. D’apres l’armation, la lacune entre C
(i)
g et C
(i)
g+1 est une
reunion d’intervalles C(i)g . Par consequent, la longueur de cette lacune est de la forme
Ak(1− ) + Bk ou A et B sont des entiers (les intervalles C(i)g ont pour longueur k
ou bien k(1 − )). Ceci a pour consequence que pi=1. Montrons le, par exemple,
pour i appartenant a A1. On doit avoir:
kiqi − k=Ak(1− ) + Bk:
Comme  est irrationnel, on a les equations:
A=
kiqi
k
;
B− A=−1:
Vu la denition de k, on obtient:
A=
qi
pi
:
Comme pi et qi sont premiers entre eux, A est un entier si et seulement si pi=1.
Ceci acheve la demonstration du Lemme 4.4.
Fin de la demonstration du Theoreme 1. Le lemme precedent a pour consequence que
k =1.
Notations. Soit T la rotation d’angle  sur le cercle  et S la rotation d’angle  − 1
sur le cercle . On denit les suites w et w0 a valeurs dans A1 [f0g (resp A2 [f0g)
par:
pour i appartenant a A1:
wn= i si et seulement s’il existe g compris entre 1 et mi tel que Tn()2C(i)g
wn=0 sinon,
pour i appartenant a A2: w0n= i si et seulement s’il existe g compris entre 1 et mi
tel que Sn()2C(i)g
wn=0 sinon.
Par construction, si i appartient a A1, v
(i)
n =1 si et seulement si wn= i; de me^me,
si i appartient a A2, v
(i)
n =1 si et seulement si w0n= i.
Le cercle  est partitionne en intervalles C(i)g de longueur  et (1 − ), montrons
qu’un intervalle de longueur  est toujours suivi par un intervalle de longueur (1− )
et reciproquement.
Supposons, par l’absurde, que deux intervalles J1 et J2 de longueur  soient
consecutifs sur le cercle . On peut toujours supposer que l’intervalle J0 qui precede
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Fig. 4. Disposition des intervalles C(i)g .
Fig. 5. Probleme des extremites des intervalles.
J1 est un intervalle de longueur (1−) et prendre comme origine l’extremite gauche de
J0 pour xer les notations (voir Fig. 4). Par minimalite, il existe un nombre entier n tel
que Tn()= 1+, on peut supposer que n est congru a 1 modulo . Ainsi, Sn()= 0+.
Donc, wn et w0n sont simultanement non nuls, ce qui contredit la propriete (?). Le cas
ou deux intervalles de longueur (1−) sont consecutifs se traite de la facon analogue.
La famille des intervalles (C(i)g )16i6s; 16g6mi est donc reguliere.
Montrons que l’on peut choisir tous les intervalles semi-ouverts du me^me co^te. Si
l’orbite de  sous T ne rencontre aucune extremite des intervalles (C(i)g ), le probleme
ne se pose pas, on decide, par exemple, que les intervalles (C(i)g ) sont ouverts a droite et
fermes a gauche. Supposons qu’il existe un entier n tel que Tn() est l’extremite d’un
intervalle. Comme  est irrationnel, l’orbite de  sous T ne rencontre les extremites
des intervalles (C(i)g ) que pour les entiers (n; n+ 1) ou (n− 1; n).
Supposons que Tn() et T (n+1)() sont des extremites des intervalles (C(i)g ). Fixons
quelques notations: Tn() est l’extremite gauche d’un intervalle J1 de longueur  et
l’extremite droite d’un intervalle J2 de longueur (1− ). Comme la famille des inter-
valles (C(i)g ) est reguliere, Sn() est l’extremite gauche d’un intervalle J3 de longueur
 et l’extremite droite d’un intervalle J4 de longueur (1− ). On peut aussi supposer
que wn=0 et, par consequent, que w0n est non-nul.
Sous ces hypotheses, Tn() n’appartient pas a J1 et Sn() appartient a J4. Les in-
tervalles J1 et J4 sont donc ouverts a gauche et fermes a droite. Ainsi, T (n+1)()
appartient a J1 et S(n+1)() n’appartient pas a J4 (voir Fig. 5). Pour les autres inter-
valles, le probleme de l’orientation ne se pose pas, on les prendra tous, dans ce cas,
ouverts a gauche et fermes a droite.
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Fig. 6. Exemple.
Soit v la suite denie par:
vn=
(
1 si un appartient a A1;
0 si un appartient a A2:
Montrons que v est une suite sturmienne. Soit  la projection canonique de  sur
R=Z. Lorsqu’on projette le cercle  sur le cercle unite, les intervalles de longueur  se
projettent sur le me^me intervalle I1 du cercle et ceux de longueur (1− ) se projettent
sur le me^me intervalle I0 puisque la succession des intervalles C
(i)
g est reguliere. D’autre
part,  T =  S =R. Donc, pour tout nombre entier n:
vn=
(
1 si Rn(())2 I1;
0 si Rn(())2 I0:
Donc v est une suite sturmienne.
Soient z et z0 les suites construites a partir de u en ne conservant que les lettres de
A1 (resp. A2), montrons que les suites z et z0 sont des suites a lacunes constantes.
Faisons, par exemple, le raisonnement pour la suite z. La suite z est obtenue a partir
de la suite w en supprimant les 0. On remunerote les intervalles (C(i)g )i2A1 ;16g6mi par
des lettres distinctes f1; : : : ; g suivant leur ordre d’apparition sur le cercle  a partir
d’une origine donnee. Il sut de voir que la suite  denie ci-dessous est cyclique:
n= k si T n()2 k:
Supposons que n= k, il sut de montrer que n+1 = k + 1[]. Ceci est clair, car,
en suivant l’orbite d’un point sous une rotation d’angle , on ne peut eviter aucun
intervalle de longueur  (voir Fig. 6).
Ceci acheve la demonstration du Theoreme 2.
5. Interpretation geometrique et calcul de la complexite
Nous calculons ci-dessous la complexite des suites equilibrees gra^ce a une in-
terpretation geometrique.
Interpretation geometrique. Nous conservons les notations denies au theoreme 1.
La suite v est une suite sturmienne donc code les intersections d’une demi-droite D
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Fig. 7. Exemple de representation geometrique.
d’origine M avec une grille carre ou les horizontales sont codees par a et les ver-
ticales par b (cf. [13] par exemple). Soit L la plus petite periode de z et l la plus
petite periode de z0. On code les horizontales de la grille carre de facon periodique
par z1 : : : zL et les verticales de facon periodique par z01 : : : z
0
l. On dit que c’est le Z-
codage de la grille carre. Par construction, la suite u est le Z-codage des intersections
de la demi-droite D avec la grille. Comme les suites z et z0 sont periodiques, le
probleme est invariant par une translation de vecteur de coordonnees (ql; rL) ou q et
r sont des entiers. Par consequent, on raisonne sur le tore T de domaine fondamental
[0; l] [0; L].
Denition. On dit que la projection des are^tes de la grille carre sur le tore T forme
une C-triangulation du tore T notee Tr(T). Notons P la pente de la droite D, t
le ot lineaire sur T de pente constante P,  l’application de premier retour du ot
t sur la C-triangulation du tore T et Z l’application qui, a un point Q du tore T,
associe le Z-codage de la trajectoire t(Q).
Par construction, la suite u est le Z-codage des intersections de la projection de la
demi-droite D sur le tore T avec la C-triangulation (voir Fig. 7); autrement dit u est
le Z-codage de la trajectoire de M origine de D.
Denition. Soit w une suite innie sur un alphabet ni, on dit que w est uniformement
recurrente si tout sous mot de w appara^t avec des lacunes bornees.
Proposition 5.1. Soit u une suite equilibree alors u est uniformement recurrente.
Demonstration. La proposition se deduit de facon immediate de l’interpretation
geometrique car le systeme dynamique associe a un ot lineaire de pente irrationnelle
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sur le tore est minimal. Cette propriete a pour consequence que u est uniformement
recurrente.
Remarque. Il semble dicile de montrer ce resultat a partir de la denition d’une suite
equilibree sans utiliser ce qui precede.
Theoreme 2. Supposons que la longueur de la plus courte periode de la suite z est
L et que celle de la suite z0 est l; alors; pour tout nombre entier n assez grand; la
complexite p de la suite u verie:
p(n; u)= lL(n+ 1):
Demonstration. On denit un nouveau codage de la C-triangulation du tore T, on code
toutes les are^tes par des lettres dierentes. Ceci donne un codage des intersections des
trajectoires du ot t sur un alphabet ni . Soient C l’application qui, a un point Q
du tore T, associe ce codage de la trajectoire t(Q), m le mot inni codage de t(M)
et  l’application du langage de m dans le langage de u qui a un mot X associe le
mot W qui code les me^mes are^tes de la C triangulation de T.
On montre tout d’abord que:
p(n; m)= lL(n + 1); pour tout nombre entier n, puis que pour n assez grand,
p(n; u)=p(n; m).
Lemme 5.1. Pour tout nombre entier n; p(n; m)= lL(n+ 1).
Demonstration du Lemme 5.1. Notons q(n; m)=p(n+1; m)−p(n; m), montrons que,
pour tout nombre entier n, q(n; m)= lL. Par minimalite du ot t , p(n; m)= ]fC1(Q)
  Cn(Q), ou Q 2 Tr(T)g. Comme toutes les are^tes de la C-triangulation de T
sont codees par des lettres dierentes, q(n;M) est egal au nombre de sommets de
Tr(T), c’est-a-dire a lL. D’autre part, le nombre de lettres de l’alphabet  est egal au
nombre d’are^tes de Tr(T) a savoir 2lL. Donc p(n; m)= lL(n+1). Ce qui demontre le
Lemme 5.1.
Lemme 5.2. Pour n assez grand; p(n; u)=p(n; m).
Demonstration du Lemme 5.2. Il est clair que p(n; u)6p(n; m) car on passe de m a u
par une projection lettre a lettre. Soient X et Y deux mots distincts du langage d’ordre
n de m tels que (X )=(Y )=W . Majorons le nombre entier n independament de
X et Y .
Notations. On suppose, par exemple, que la pente P est superieure a 1. Soient Q
et R deux points de la C-triangulation du tore T tels que C1(Q) : : :Cn(Q)=X et
C1(R) : : :Cn(R)=Y .
Soit W 0 un mot du langage de u, on note W 0 \A1 (resp. W 0 \A2) le mot obtenu
a partir de W 0 en oubliant les lettres de A2 (resp. A1).
P. Hubert / Theoretical Computer Science 242 (2000) 91{108 107
Quitte a translater de 1, on peut toujours supposer que Q et R sont sur des are^tes
horizontales.
Premier cas: Q et R sont sur des horizontales dierentes.
Montrons que la longueur  de W \A1 est strictement inferieure a L. Raisonnons
par l’absurde, supposons que >L. Notons q l’abscisse de Q et r celle de R (q et r
sont des nombres entiers distincts compris entre 0 et L− 1). Supposons, par exemple,
que r est plus grand que q. Alors, pour tout i compris entre 0 et , on a:
Wi=Wr−q+i :
Autrement dit, le mot W est periodique de periode q − r. Comme la suite z est
periodique de periode L, si  est plus grand que L, la suite z serait periodique de
periode q− r ce qui est en contradiction avec le fait que L est la plus petite periode de
la suite z. Donc  est strictement inferieur a L. Or jW j62, vu que P est plus grand
que 1. Donc, on obtient:
n62L+ 1:
Deuxieme cas: Q et R sont sur la me^me horizontale.
Soit k le plus petit entier tel que Wk appartient a A2, ainsi k(Q) et k(R) sont sur
des are^tes verticales. L’entier k est borne par [P]+1 car les lettres de A2 sont separees
par [P] ou [P+1] lettres de A1 puisque la suite v est sturmienne de parametre P. On
peut supposer que k(Q) et k(R) sont sur des verticales dierentes sinon, comme les
trajectoires de Q et R ont le me^me Z-codage, elles ont aussi le me^me C-codage.
On applique le raisonnement precedent a la longueur  de Wk   Wn\A2. On obtient:
<l. Or jWk   Wnj6([P] + 1 + 1), donc:
n6[P] + 1 + ([P] + 2)l:
Par consequent, pour n>max(2L+1; [P] + 1+ ([P] + 2)l) on a: p(n; u)=p(n; m). Ce
qui acheve la demonstration du Lemme 5 et du Theoreme 2.
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