For any number h such that :" h{2π is irrational, let A h g be the corresponding Weyl -algebra over Z 2g and consider the ergodic group of˚-automorphisms of A h g induced by the action of Sp p2g, Zq on Z 2g . We show that the only Sp p2g, Zq-invariant state on A h g is the trace state τ .
Introduction
Let A be a unital C˚-algebra, G a compact group and Φ a strongly continuous representation of G as an ergodic group of˚-automorphisms of A, i.e. Φ Θ paq " a for all Θ P G implies a " λId , for some scalar λ, where Id is the identity of A. It was shown in [18] that if G is Abelian and A a von Neumann algebra then the unique G-invariant state on A is a trace state. Some years later, it was shown [9] that the same is true also without the assumption that G is abelian but keeping the compactness condition. In most of the models inspired by mathematical physics, the ergodic group of˚-automorphisms is not compact nor Abelian, see e.g. [1, 6] where G is considered to be only locally compact, and it would be desirable to classify all the G-invariant states. In the present paper we take under examination any dynamical system of the form pA h g , Sp p2g, Zq, Φq, where g P N, h is any number such that " h 2π is irrational, A h g are unital Weyl˚-algebras over Z 2g , Sp p2g, Zq is the associated symplectic group while Φ are representations as ergodic groups of the˚-automorphisms of A h g . We prove that the trace state τ defined in (2.2) is the unique Sp p2g, Zq-invariant state. The key idea is to construct, for any positive state ω, different from a trace state, a convex linear combination of restrictions of ω to suitable finite dimensional subspaces of A h g that results to be not positive. The choice of the subspaces of A h g is done such that for any two subspaces V 1 , V 2 Ă A h g there exists a˚-automorphism Φ such that ΦpV 1 q " V 2 . In such a way that also the convex linear combination of restrictions of ω is still Sp p2g, Zq-invariant.
The uniqueness of Sp p2g, Zq-invariant states is not obvious a priori; on the contrary, it could be expected an abundance of Sp p2g, Zq-invariant states on A h g for the fact that in [5] it was shown that on the two dimensional torus T 2 there exist uncountably many infinite σ-finite continuous ergodic invariant measures for various actions of the unimodular group Sl p2, Zq. Using Gelfand duality, this corresponds to finding infinite Sl p2, Zq-invariant states ω on the (commutative) C˚-algebra A T 2 of continuous functions on T 2 . Following the idea in [10, Section 3] , given any such ω defined on A T 2 it is possible to construct a state on the C˚-algebra of the "noncommutative torus". Since, the latter algebra is isomorphic to a suitable completion of the Weyl˚-algebra A h g"1 , then one could expect that given any Sl p2, Zq-invariant state ω on A T 2 it is possible to construct a Sl p2, Zq-invariant state on A h g"1 . But this is not the case. A posteriori, we can state that the operator S constructed in [10] in general does not preserve the Sl p2, Zq-invariance property.
The paper is structured as follow. In the first section, we recall the definition of Weyl˚-algebra and we study the orbits of the action of Sp p2g, Zq on Z 2g . Section 2 is the core of the paper, where the main theorem is stated and proved. This is achieved, using reduction steps. In the first step, we show that, given any finite dimensional subspace of A h g , it is possible to associate to any state ω a positive Hermitian matrix H (see Notation 2.4). Then, a convex linear combination of restrictions of ω on different subspaces of A h g is constructed in order to prescribe the value of ω on a given Sp p2g, Zq orbit (see Proposition 2.9). As already explained, the construction of these subspaces of A h g cannot be generic, but it should preserve the Sp p2g, Zq-invariance of the convex combination of the restrictions of ω previously considered. Then it will be shown that the convex linear combination discussed above is positive if and only if ω is the trace state, proving our main result. This result will be achieved after showing that the matrices H obtained restricting the state ω to suitable subspaces of A h g can be approximated by simpler ones (see Proposition 2.7). In Section 3, we conclude the paper extending our result to the algebra of the noncommutative torus.
Weyl algebras
Let h be a number such that " h 2π is irrational and consider the canonical symplectic form σ σ :"ˆ0´1 1 0ṅ
amely a skew-symmetric, bilinear map from Z 2gˆZ2g into Z. Let now CpZ 2g , Cq be the set of complex valued functions over Z 2g . Consider W m the linear operator labeled by an element m P Z 2g which acts on n P CpZ 2g , Cq in the following way pW m vqpnq :" e ihσpn,mq vpn`mq.
The complex vector space VpZ 2g , σq generated by the elements of tW m , m P Z 2g u can be endowed with an involution defined by
and with a product which acts on the generators as
We finally notice that any element a P VpZ 2g , σq can be written as a finite linear combination
we are thus ready to summarize this short discussion in the following definition.
Definition 1.1. The Weyl˚-algebra A h g is the˚-algebra obtained equipping VpZ 2g , σq with the involution (1.1) and with the product (1.2). Notation 1.2. We remark that even if the isomorphism class of the algebra A h g depends on the choice of the number h, all our results are insensible to this choice, provided is kept irrational. Therefore, we omit to refer to it in the notation.
The Weyl˚-algebra A g can be equipped with a C˚-norm in a canonical way, and hence A g can be completed to a C˚-algebra. In the first part of the paper, we shall characterize the invariant states over A g . Since this is, in general, a larger set, this result can be easily extended to states over the completion of A g .
We notice that, the action of Sp p2g, Zq on Z 2g can be extended by linearity to an algebra automorphism of A g as
for m P Z 2g and Θ P Sp p2g, Zq.
(1.3) Notation 1.3. We underline that we can embed Z 2 into Z 2g as follows: To any m " pm 1 , m 2 q P Z 2 , with m i P Z, we associate r m " pm 1 , 0, . . . , 0, m 2 , 0, . . . , 0q P Z 2g . On account of this embedding, we can set g " 1 without loss of generality. Hence, we denote A g"1 simply as A.
In the next proposition we establish a one-to-one correspondence between the orbits of the symplectic group Sp p2, Zq and the set of elements E :" tp0, jq | j P Nu . Proposition 1.4. Let n 1 , n 2 P Z 2 be of the form n i " p0, m i q, with m i P Z. If m i ě 0 and m 1 ‰ m 2 , then n 1 and n 2 are elements of different orbits. Furthermore, for any element n P Z 2 , there exists a Θ P Sp p2, Zq such that Θn " p0, mq for some m P N.
Proof. Since m 1 ‰ m 2 , we can set m 1 ‰ 0. Assume that there exists Θ P Sp p2, Zq such that Θn 1 " n 2 . Since a generic Θ takes the form
Θn 1 " n 2 implies b " 0. Furthermore, since Sp p2, Zq " Sl p2, Zq, then det Θ " 1. As a consequence, a " d and a "˘1. Hence, since both m 1 and m 2 are positive, Θn 1 " n 2 implies that Θ is the identity. This contradicts the fact that m 1 ‰ m 2 .
Consider now the action of Θ P Sp p2, Zq on a generic element n " pn 1 , n 2 q P Z 2 , namely Θv " pan 1`b n 2 , cn 1`d n 2 q. We are going to show that it is possible to select a, b, c, d such that an 1`b n 2 " 0 and ad´bc " 1. In the case when n 1 or n 2 is 0, it is enough to set
It remains to deal with the case in which n 1 ‰ n 2 and both are non-zero. To this end, we denote g " g.c.d.pn 1 , n 2 q, the greatest common divisor of n 1 and n 2 . Thus n i " e i g for a couple of integers e i P Z which are thus coprime. We can choose, a " e 2 , b "´e 1 , in order for the first equation an 1`b n 2 " 0 to be satisfied. It remains to show that there exists a choice of c, d P Z such that ac´bd " 1 ùñ e 2 c`de 1 " 1.
Suppose that e 2 ă e 1 and consider Z e 1 :" Z{pe 1 Zq. Since e 1 and e 2 are coprime, then e 2 P pZ e 1 qŵ hich is the multiplicative group (modulo e 1 ) formed by the subset of elements of Z{pe 1 Zq coprime to e 2 . Hence, e 2 has an inverse in Z e 1 and therefore it is possible to find c and d such that e 2 c`de 1 " 1. Since the case e 1 ă e 2 can be obtained interchanging the role of n 1 and n 2 . This concludes our proof. Corollary 1.5. Every Sp p2, Zq-orbit of Z 2 contains an element of the form pj, jq with j P N.
Proof. Consider the element p0, jq that by Proposition 1.4 can be found in any Sp p2, Zq-orbit of Z 2 . Then the elementˆ1 1 0 1˙¨ˆ0 j˙"ˆj jḃ elongs to the same orbit.
We conclude this section with the following remark. Remark 1.6. Since the set of points which are fixed under the action of Sp p2, Zq on Z 2 is tp0, 0q P Z 2 u, the action of Φ Θ , with Θ P Sp p2, Zq, is ergodic on A, i.e. the vectors λW p0,0q , with λ P C, are the only invariant elements in A. Notice that W p0,0q is indeed the identity of the Weyl algebra.
Invariant states
Let now ω be a state, namely a linear, continuous functional from A into C that is positive (i.e. ωpa˚aq ě 0 for any a P A) and normalized (i.e. ωpW p0,0" 1 q. Definition 2.1. We say that a state ω on A is Sp p2, Zq-invariant if for any˚-automorphism Φ Θ , with Θ P Sp p2, Zq, it holds ω˝Φ Θ " ω .
In order to construct a state ω on A it is enough to prescribe its values on the generators
for a sequence of values p pmq and then extend it by linearity to any element a P A. We shall see below in Remark 2.6 that positivity of ω implies
The theorem below, which is the main result of this paper, shows that the only Sp p2, Zq-invariant state is the trace state.
Theorem 2.2. Let A be a Weyl algebra. Then the only Sp p2, Zq-invariant state is the state defined for ever m P Z 2 as τ pW m q "
The rest of the section is devoted to prove Theorem 2.2. Given a state ω written as (2.1), our first observation is the following. Proposition 2.3. Let A be a Weyl˚-algebra and consider a Sp p2, Zq-invariant state ω. Then, for any m P Z 2 , it holds ωpW m q P R .
Proof. Since ω is a linear positive functional, then, for every m P Z 2 , it holds ω`pW m`Wp0,0q q˚pW m`Wp0,0q q˘" 2`ω pWmq`ω pW m q P r0, 8q .
This implies in particular that ωpW m q " ωpWmq. Now, let Id be the 2 by 2 identity matrix and notice that´Id P Sp p2, Zq. It follows that for every m P Z 2 we have
where in the fourth equality we used the invariance of the state under the action of the symplectic group.
Now let m, n P N be such that m is divisible by n ě 1, and consider the subgroup G m,n of Sp p2, Zq formed by elements of the form
Let ξ :" pξ 1 , ξ 2 q be an element of Z 2 with ξ 1 " ξ 2 ą 0 (thanks to Corollary 1.5 this choice is not restrictive) and consider the set
Notice that for all n, m as above the elements of O ξ; m,n belongs to the same Sp p2, Zq-orbit of ξ and take the form
Let V ξ; m,n Ă A be the vector space formed by the linear combinations of the identity in A and of the Weyl generators indexed by the elements of O ξ; m,n . In other words, a generic element of V ξ; m,n can be written as a finite sum of the form
where α i P C, Θ j P G m,n . Since we are interested in Sp p2, Zq-invariant states ω, we have
where we denoted p " ωpW Θ j ξ q, which does not depend on j, m, n in view of the state invariance.
Notice that for every finite dimensional subspace of V ξ; m,n , the map a Þ Ñ ωpa˚aq is a quadratic form, therefore it can be written as
for an Hermitian matrix and α a vector with components α j P C. On the pd`1q-dimensional subspace spanned by the elements tW p0,0q , W Θ j ξ u 1ďjďd the entries of the matrix H can be described as
where (2.5) holds because of the state normalization condition,
and φ m,n :" hmnξ Notice that p, q pi´jqm and φ pi´jqm,n are real numbers; in particular q pi´jqm is a real number thanks to Proposition 2.3.
Notation 2.4. We remark that, on account of equations (2.5), (2.6) and (2.7), the Hermitian matrix
q 2m e 2iφm,n q 3m e 3iφm,n q 4m e 4iφm,n . . . p q m e´i φm,n 1 q m e iφm,n q 2m e 2iφm,n q 3m e 3iφm,n . . . p q 2m e´2 iφm,n q m e´i φm,n 1 q m e iφm,n q 2m e 2iφm,n . . . p q 3m e´3 iφm,n q 2m e´2 iφm,n q m e´i φm,n 1 q m e iφmn . . . p q 4m e´4 iφm,n q 3m e´3 iφm,n q 2m e´2 iφm,n q m e´i φm,n 1 . . .
is completely determined once the second row is known. Therefore, in order to keep simple our notation, we denote H simply as H " r p ; 1 ; q m e iφm,n ; q 2m e i2φm,n ; q 3m e i3φm,n ; . . . s .
Remark 2.5. Notice that the notation of the matrices H is consistent with respect to any choice of m, n as so far. Indeed, in view of its definition (2.8), q pi´jqm is a function of
which does not depend on n and depends only on pi´jqm, which is the subscript of q. We will constantly exploit this fact in order to compare the entries of matrices obtained by restricting ω to different finite dimensional subspaces of V ξ; m,n . Hence, once the notation defined so far is used, to check that two entries in two different matrices q r and q t agree it is sufficient to check that r " t.
Building on Remark 2.5, we notice that in the entries of the matrices defined so far, although q pi´jqm do not depend on n, the arguments φ m,n do. This fact will play a crucial role in the analysis that will follow. Remark 2.6. We notice immediately that the positivity of the state ω gives a bound on p in H. Actually, since the determinant of the upper left 2ˆ2 sub matrix of H is positive, we have that
We begin by discussing the form of the families of matrices of restrictions of ω that we are looking for. Let d be a fixed natural number, and consider the pd`1qˆpd`1q matrix H 2 n which is obtained restricting H on a d`1 dimensional subspace of V ξ; m,n . The next proposition shows that it is always possible to choose m in such a way that, H 2 n can be well approximated by the pd`1qˆpd`1q matrix of the form It is at this point interesting to notice that in the context of noncommutative geometry the analysis of approximations of algebras or states can enlighten hidden interesting structures, see e.g. [2, 11] .
Proposition 2.7. Let ξ P Z 2 , for any d P N which is non zero, for every l P r1, ds and for every ε ą 0 there exists an N P N which is a multiple of d! and a pd`1q-dimensional subspace V d;l Ă V ξ; N,l such that the restriction of H to V d;l is given by a pd`1qˆpd`1q-matrix of the form
Here H 1 l is given in (2.10) with m " N and n " l while 1 ε and i ε are the Hermitian matrices with components p1 ε q j,0 " p1 ε q j,j " p1 ε q 0,j " 0 and
Proof. Since :" h 2π is irrational it follows that there exists an N P N such thaťˇˇˇp
By the ergodicity of the multiplication of S 1 , we can find such an N satisfying N˘d! " N, because N can be chosen to be arbitrarily big. Therefore, we can assume N to be divisible by d!. Now consider the subgroup G N,l of the Sp p2, Zq generated by elements of the form given in (2.3) which we recall here
Consider now the set of the generators
and denote their linear span as
Then the restriction of ω to V d;l is described as in (2.4) by a Hermitian matrix of the form
where, using (2.8) and (2.9)
Notice that, since by Remark 2.6 q m ď 1, we have that for d ě i ą j ě 1ˇp
It is now straightforward to check that the matrix so defined satisfies the properties claimed in the proposition.
Since ε can be chosen arbitrarily small, its contribution will not play any role in the following computations and therefore it is neglected. Hence, it will be important to discuss in details the properties of the matrices H 1 l only. Therefore, all the equalities that will be discussed from here on holds also substituting H 1 l with H 2 l up to ε for any ε ą 0 and then their limit for ε Ñ 0 gives the desired result. We shall actually see in the proof of Theorem 2.2 that this is really the case and in particular, that the error can be easily estimated in terms of ε. The limit ε Ñ 0 poses then no problem because only finitely many equations are considered at each time. Proof. Let I be a finite set and consider a convex combination A of positive definite dˆd-matrices tA i u iPI , namely
Then, for any vector v P C d , we have
On account of Lemma 2.8, if we can find a convex combination of pd`1qˆpd`1q-matrices given by restrictions of ω to V d; l which is non-positive, then we can deduce that at least one of these matrices is not positive (proving that ω is not positive too). The next series of lemmas is necessary for producing such a convex combination and to prove some of its property. Let us remind that we keep the notation introduced in Proposition 2.7.
Proposition 2.9. Let d P N be such that d ą 0 and consider the matrices H 1 l defined in (2.10) and obtained in Proposition 2.7 with l ď d. Moreover, let us consider
Then the components R j,d of the matrices
Proof. Notice that, on account of the form of H 1 l given in (2.10), it holds
where in the third equality we computed the sum of d elements of a geometric series of ratio r " e i 2π d j . Furthermore, the last equality holds because 1 ď j ă d and thus r ‰ 1. Finally we notice that r d " 1 and thus R j,d vanishes.
Before entering in the proof of Theorem 2.2, we need another lemma involving the pd`1qp d`1q matrix P d defined as P d :" rp; 1; 0; 0; . . . ; 0s (2.13) which is nothing but R d given in Proposition 2.9.
Lemma 2.10. Let d P N and consider the pd`1qˆpd`1q matrix P d defined in (2.13). Then it holds detpP d q " 1´dp 2 .
Proof. We prove it by induction. By direct computations we have that P 1 " 1´p 2 . Suppose that det P d " 1´dp 2 , we can compute det P d`1 by the Laplace formula expanding with respect of the last column. This determinant has hence two elements, the second one can be computed directly and the first one is the determinant of P d , hence
We have now all the ingredients to prove the main Theorem.
Proof of Theorem 2.2. It is immediate to notice the trace state τ is positive, normalized and Sp p2, Zq-invariant. Now we assume that ω is a positive Sp p2, Zq-invariant state which is not the trace state. As explained so far, ω can be uniquely determined by
where W m is a generator of A and hence at least one p pmq is a non-zero real number (cf. Proposition 2.3). Consider one such m P Z 2 for which p pmq ‰ 0. By Corollary 1.5 we know that ωpW m q " ωpW ξ q for a ξ " pj, jq given by a unique j P N. To such a ξ we can always associate the subspaces V ξ; m,n of A and the matrices H 1 l , H 2 l obtained by applying Proposition 2.7, for which now p " p pmq . Then, applying Proposition 2.9, we obtain a convex combination P d of the matrices H 1 l such that P d " rp; 1; 0; 0; . . . ; 0s
and by Lemma 2.10 the determinant of P d is 1´dpp pm2 . Since d can be chosen to be an arbitrarily big positive integer for any fixed p pmq ą 0 we can find a d such that detpP d q is nonpositive and hence P d is not a positive matrix. Applying Lemma 2.8 we deduce that, for all the H 1 l to be positive, it is necessary that p pmq " 0, contradicting our hypothesis that p pmq ‰ 0. For deducing the same result for the matrices H 2 l it is enough to apply Proposition 2.7 and notice that, if ε ă 1, we have that
is the analog of P d where H 2 l is taken as input in place of H 1 l and Rpdq is a positive function of d which bounds the reminder. A non optimal estimate for Rpdq is Rpdq ď 2dpd´1qd! and it follows from the observation that in both 1 ε and i ε there are at most dpd´1q non vanishing entries, furthermore, in the Laplace expansion of the determinant of P 1 d each of these non vanishing entries is multiplied by the determinant of a square submatrix of P 1 d . These submatrices are of at most dˆd dimension. Furthermore, in view of Remark 2.6, the absolute value of the entries of P 1 d are bounded by 1 and thus the determinat of each submatrix is bounded by d!. Hence, since in Proposition 2.7 the value of ε can be chosen freely, the difference between | detpP 1 d q| and | detpP d q| can be set to be arbitrarily small. This proves that p pmq " 0 is a necessary condition also for ω to be positive, as a consequence of Lemma 2.8. Since this is true for all non-zero m P Z 2 we have proved that ω is the trace state.
Application: Noncommutative torus
In this section, we show that our results can be extended to the algebra of the noncommutative torus A θ . Since there exists an extensive literature on this topic, see e.g. [3, 4, 7, 8, 11, 15, 16] , we will just introduce shortly A θ and then show how our results apply.
Let θ be an irrational number. A noncommutative torus is a universal C˚-algebra A θ generated by unitaries U, V P CpT 2 , Cq, with U V " e 2πiθ V U . More generally, A θ is an irrational rotational algebra and it is simple, see [14] . The noncommutative torus carries an action Ψ of the two-torus given by
This action is ergodic and in [2] , it was shown that the only T 2 -invariant state is the trace state τ defined by (2.2). Now we extend this result, showing that the trace state is also the only Sp p2, Zq-invariant state under the action Φ Θ given in (1.3) which differs from the Ψ m above.
Corollary 3.1. Let θ be an irrational number and A θ be the algebra of the noncommutative 2-torus. Then the only Sp p2, Zq-invariant state on A θ is the trace state τ given in (2.2).
Proof. As a first step, we have to extend the Weyl˚-algebra A h g"1 to the universal C˚-algebra. To this end, we complete A h 1 with respect a suitable C˚-norm. Even if the definition of a positive functional does not depend on the norm in the algebra A, in passing from the algebra A h 1 to its completion A h 1 with respect to a given norm, the set F A of all states on A h 1 , generally speaking, may change and become smaller. Those norms for which every positive functional on A h 1 can be extended to a positive functional on A h 1 are dubbed regular. In order to define a C˚-norm }¨} on A h 1 that is regular we follow [13] : }a} :" sup
The proof that }¨} has the property of a norm and satisfies the C˚-condition follows by direct inspection. To show that }a} is bounded one usually equips A h 1 with the (non C˚) norm }¨} 1 which acts on linear combinations a " ř m α m W m as }a} 1 " ř m |α m |. Every positive ω P F A h 1 is then continuos with respect to this norm and furthermore by linearity |ωpaq| ď }a} 1 . We denote A h 1 :" pA h 1 , }¨}q the completion of A h 1 with respect the norm }¨}. As shown in [12] , A h 1 is an irrational rotational universal C˚-algebra and hence is isomorphic to the algebra of a noncommutative torus A θ , for a suitable choice of θ. Since every positive functional on A h 1 can be extended to a positive functional A h 1 and every positive functional on A h 1 is a positive functional on A h 1 by a density argument, then Theorem 2.2 holds also for a A h 1 . In order to conclude, we need to show that A h 1 is˚-isomorphic to A θ . This can be understood, setting U " W p1,0q , V " W p0,1q and h " πθ.
