We present an algorithm for simultaneous reconstruction of optical parameters, quantum yield, and lifetime in turbid media with embedded fluorescent inclusions. This algorithm is designed in the Fourier domain as an iterative solution of a system of differential equations of the Helmholtz type and does not involve full ill-conditioned matrix computations. The approach is based on allowing the unknown optical parameters, quantum yield, and lifetime to depend on the Fourier spectral parameter. The algorithm was applied to a time-gated experimental data set acquired by imaging a highly scattering cylindrical phantom concealing small fluorescent tubes. Relatively accurate reconstruction demonstrates the potential of the method.
Introduction
Fluorescence with appropriate labels is being increasingly exploited for tomographic imaging in small animal studies in vivo [1, 2] for localization of diseased tissue and for therapy monitoring. In fact, fluorescence emissions from specifically designed markers can reveal biochemical processes at the molecular level that can be exploited by tomographic imaging to provide functional information without sacrificing animals. Such functional information can allow scientists to monitor, according to the context, either the onset of a disease or its response to a new therapeutic treatment that is under investigation. It is worth noting that most of the wellestablished paradigms of optical molecular imaging rely on fluorescence intensity, yet other fluorescence parameters beyond amplitude can provide important information on the biological microenvironment experienced by the fluorochromes. In particular, the fluorescence lifetime and quantum yield depend on the interaction of the fluorochrome with the microenvironment, since they can be affected in a variety of ways by the complex relaxation processes, either radiative or nonradiative, that take place after optical excitation. In addition, fluorescence lifetime imaging could be a particularly powerful technique because there are many reactions and molecular motion processes that take place on the same time scale as the lifetime of the excited state [3] . For all the abovementioned reasons, the measurement of fluorescence lifetime can provide information concerning the local fluorophore environment in biological tissues, perhaps reporting on pH, temperature, (Ca 2þ ), etc., and also on protein-protein interactions, protein folding, protein transport, and RNA dynamics [4] . Many protein interactions and conformational changes can be reported using Förster resonant energy transfer (FRET) and fluorescence lifetime provides a reliable readout for FRET studies.
Fluorescence as a physical phenomenon can be adequately described by the optical Bloch equations [5] , while the light transport in scattering media, such as biological tissues, obeys the radiative transfer equation (RTE) [6] . In order to alleviate the complexity of the RTE, several approximations have been suggested [7] [8] [9] . Fluorescence imaging in turbid media includes reconstruction of the quantum yield, lifetime, and optical parameters from a finite number of boundary measurements [10] [11] [12] [13] [14] [15] [16] [17] [18] . Reconstruction of optical parameters is needed for better localization of fluorescent targets. For instance, due to intrinsic light absorption by fluorescent molecules, fluorophore can be localized by using absorption maps only if no other absorbers are present in the medium [19] . Many sophisticated reconstruction techniques have been suggested and developed for fluorescence optical tomography. Analytic methods offer fast reconstruction algorithms [20] [21] [22] but suffer from various limitations. Computational methods are more generic and, probably, more suitable in practice. Most of them utilize finite elements formulation and are based on Newton-type algorithms [23] [24] [25] [26] [27] . Recently, level set methods have become increasingly popular. These methods offer an interesting technology for obtaining well-segmented images [28, 29] . Instrumentation and experimental techniques have progressively evolved in recent years, as well [30, 31] .
We develop an algorithm for simultaneous reconstruction of optical parameters, quantum yield, and lifetime. The lifetime reconstruction requires time-dependent information describing evolution of a physical system. Acquired time-dependent data can be Fourier transformed with respect to time to give the equivalent Fourier domain data at multiple harmonic samples. Reconstruction in the Fourier domain has significant advantages over the timedomain reconstruction due to its simplicity. Our reconstruction algorithm is designed in the Fourier domain as an iterative solver of a system of equations of the Helmholtz type and does not involve full illconditioned matrix computations. It may provide a reasonable alternative to well-established techniques based on the Gauss-Newton method. The algorithm is based on the idea of the reconstruction of a system of parameters evolving over frequencies: i) the optical parameters, ii) the quantum yield, and iii) the lifetime. All these parameters are static values and are estimated asymptotically by minimizing their frequency derivatives. A similar idea for the time-domain reconstruction was suggested earlier [32] and further developed for three-dimensional (3D) image reconstruction in diffuse optical tomography by our group [33] .
The algorithm is applied to a large experimental data set acquired by the use of the time-gating technique [16, 17, 33] . For this type of imaging, the timegated CCD camera is placed at some distance from the scattering volume and each pixel of the camera detects photons escaping from the imaging surface within a very short exposure time. The time-gating technique can provide enough data points in the time domain needed for the application of the Fourier transform. However, acquiring a large number of temporal points may take a significant amount of time. Here we applied a time-adaptive data acquisition technique, when the time interval between successive acquisitions is varying in order to capture temporal profiles of recorded quantities, such as energy densities, in the most efficient way. Collected temporal points are fitted by an appropriate function and then transformed.
The diffusion approximation (DA) is employed to model light transport in turbid media in the time domain. The conditions under which the DA is appropriate are widely known and are not discussed here [7] . We choose the DA for its simplicity. However, this approach can be extended to other light transport models, such as the telegraph equation approximation.
In Section 2 we introduce the reconstruction algorithm, which is based on minimization of a cost functional. Section 3 is devoted to experimental details. Section 4 presents reconstruction results, discussions, and conclusions.
Methodology
In this study we consider the problem of simultaneous reconstruction of optical parameters, quantum yield, and lifetime in a highly scattering medium from an experimental data set, using a time-gated CCD camera spatial acquisition. The reconstruction algorithm is derived by minimizing a cost functional and involves iterative solution of a system of differential equations in the Fourier domain ðωÞ.
Let us start with the problem of minimization of the following functional:
where u n and υ n are the model specific excitation and fluorescence energy densities, respectively, e n and h n are experimentally measured excitation and fluorescence energy densities at the surface of the light scattering object, respectively, and N is the number of source and camera positions assuming that each position of the CCD camera corresponds to one position of the excitation source. The functions χ and ς are defined as
where M is the number of discrete points on the imaged phantom's surface, L denotes a number samples in the Fourier domain (ω), and the vector r m;n denotes surface points visible by the CCD camera corresponding to the excitation source at r n . The form of I n is chosen in order to simplify a variational procedure. Thus, the function χ n allows replacing a sum over surface points visible by the CCD camera with a volume integral. Analogously, the function ς replaces a sum over samples in the Fourier domain with an integral. Therefore, the functional I n can be rewritten in terms of a scalar product, which is defined as ðυ; uÞ ¼ R υ Ã ud 3 r. We also define L 2 -norm as ‖u‖ 2 ¼ ðu; uÞ.
The light transport in a highly scattering medium is modeled by the Helmholtz equation, the Fourier image of the DA, which reads as
where ϱ n is the excitation source term, c is the speed of light in the medium, and the differential operator Λ is defined as
The diffusion and absorption coefficients, denoted by κ and μ a , respectively, are treated as independent parameters characterizing a scattering medium. However, a well-known relationship exists between κ and μ a [7] :
where μ 0 s is the reduced scattering coefficient. Equation (7) is useful when one needs to convert reconstructed images of κ and μ a into an image of μ 0 s . The energy density u n is subject to Robin boundary conditions:
where n is the outward normal to the scattering volume, and γ is a constant depending on the refractive index mismatch [25] . The function u n is needed to compute the fluorescence energy density υ n satisfying the equation
and boundary conditions [Eq. (8)]. The form of the complex function q is known and is given by the ex-
That is, q depends on the unknown quantum yield η, lifetime τ, and absorption coefficient μ a . The quantum yield is understood here as a fraction of two energy densities: the energy density of reemitted fluorescent photons over the energy density of absorbed excitation photons. The energy loss due to the Stokes shift, a factor of hν f =hν e , is included in this definition of the quantum yield, where ν f and ν e are frequencies of fluorescent and excitation electromagnetic radiations, respectively, and h is Planck's constant. Therefore, according to this definition, the quantum yield is always less than 1, even though the number of created photons is the same as the number of destroyed ones. We also assume in this study the same values of κ and μ a for excitation and fluorescent light. We think that this assumption is reasonable for red and near-infrared parts of the excitation and the emission spectra according to our experience in experimental estimation of phantom background optical parameters for excitation (633 nm) and fluorescent (670 nm) light. Nevertheless, the approach can be extended for two separate sets of optical parameters if necessary. For a given light transport model, we shall consider the constrained variational problem of minimizing the functional T:
where the functions ψ Ã n and φ Ã n are Lagrange multipliers satisfying the same boundary conditions as energy densities, Eq. (8) . In derivation of the reconstruction algorithm, given in Eqs. (16)- (22), we make use of the adjoint operator Λ Ã defined through ðϕ n ; Λw n Þ ¼ ðΛ Ã ϕ n ; w n Þ, where ϕ n denotes ψ n or φ n and w n denotes u n or υ n .
The problem of minimization of the functional T, Eq. (11), is ill posed and must be regularized by adding one or more penalty terms. In this work penalty terms are chosen according to the following consideration. It is well known that the problem of reconstruction of optical parameters is a nonlinear problem due to dependence of images of optical parameters on energy densities uðωÞ and υðωÞ. From this follows the dependence of optical parameters on ω.
On the other hand, optical parameters should not vary with ω. Therefore, the variational problem can be formulated as the minimization of ∂κ=∂ω and ∂μ a =∂ω. We also let vary the quantum yield η and the lifetime τ with ω, and find them by minimizing ∂η=∂ω and ∂τ=∂ω. Next, we define a vector containing unknown parameters by x ¼ ðκ; μ a ; η; τÞ T at every point of the scattering domain. Components of this vector are indicated by a superscript as x j , while derivatives in the Fourier domain are denoted by a subscript ω, such as x ω ¼ ∂x=∂ω. Finally, we seek to minimize the cost functional H given by
; β 4 Þ, and parameters α j and β j (1 ≤ j ≤ 4) are the Tikhonov regularization parameters. The last term in Eq. (13) is the well-known Tikhonov penalty functional, while the middle term is responsible for minimization of frequency derivatives.
Alternatively, our choice of penalty terms in Eq. (13) can be justified as follows. Let us replace penalty terms in Eq. (13) with a correlation function defined as
where
and Δω is the frequency step. The function Y increases asymptotically with ω when x presumably approaches its constant value, while the integrand of the functional T decreases with ω, providing a minimum of the cost functional H. In order to recover penalty terms in Eq. (13), we expand xðω þ ΔωÞ in a Taylor series about ω, retaining only the first three terms. Noting that the term with x Tα x ω disappears and replacingβ with ð1=Δω
2 Þα in the third term, we obtain Eq. (13).
Equating corresponding terms in variation δH ¼ 0 (assuming δκ ¼ 0 and δμ a ¼ 0 on the boundary ∂V) we arrive at the following algorithm:
1. Variations of δψ Ã n;l and δφ Ã n;l result in two Helmholtz equations satisfied by functions u n;l and υ n;l :
Λ l u n;l ¼ ϱ n;l =c; Λ l υ n;l ¼ q l u n;l ;
where the subscript l denotes samples in the Fourier domain, i.e., ω l . 2. Excitation and fluorescent energy densities u n;l and υ n;l are used to compute source terms of equations satisfied by the Lagrange multipliers, ψ Ã n;l and φ Ã n;l . These equations are found by equating terms with δυ n;l and δu n;l to 0, and are given by
3. Lagrange multipliers and energy densities are used in the reconstruction of optical parameters κ and μ a , the quantum yield η, and the lifetime τ. Variation of each component x j , together with the discrete analog of the integration by parts, results in the system of nonlinear difference equations:
where we denote
Some implementation details of this algorithm are described below. First, before discussing the stopping criterion, it would be helpful to provide a simple illustration of this algorithm. Let us consider reconstruction of the quantum yield first. Setting the initial guess of the quantum yield to 0 everywhere in the medium, one would have a positive source term in the equation satisfied by φ Ã n;0 at l ¼ 0, Eqs. (17) . Otherwise, when the initial guess is too high, the source term is negative. Thus, the source term represents the difference between experimental and computed (predicted) data at the boundary. This difference propagates from the boundary toward the scattering volume according to Eqs. (17) . A quantity proportional to a sum of "projections" φ Ã n;0 weighted with u n;0 is deposited to every point of the scattering volume. Regions with higher values of φ Ã n;0 u n;0 correspond to the most probable locations of fluorophore. Next, iterations incrementally update the distribution of the quantum yield. Similarly, a strong absorber, which is present but not anticipated initially, produces regions with negative values of φ Ã n;0 and ψ Ã n;0 . In this region, one has an increase of μ a , according to Eqs. (18) and (20) . The iterative procedure for computing the diffusion coefficient and the lifetime can be illustrated in a similar manner. This illustration shows that the behavior of derivatives, x j ω , depends on the initial guess. Thus, ‖x j ω ‖ may start to decay from the first iteration if the initial guess for x j is high enough. However, if no assumptions are made initially, we should let ‖x j ω ‖ increase at the beginning.
One possible choice of ξ j could be a constant value, which is found empirically. It is clear that such a choice does not guarantee an optimal convergence rate. On the other hand, Eq. (18) with β j ¼ 0 implies that ‖Δx j lþ1 − Δx j l ‖ ¼ ξ j ‖f j ‖, which leads to the following estimate:
where ϵ is a small regularization parameter. After attaining its maximum value ‖Δx j l ‖, eventually, starts to decrease when ðΔx j l ; f j Þ < 0. Then, the condition ‖Δx j lþ1 ‖ ≤ ‖Δx j l ‖ is satisfied by the following choice:
The inequality jðf j ; Δx j l Þj ≤ ‖f j ‖‖Δx j l ‖ implies that only the last expression, Eq. (24), can be used to compute ξ j . Because of the ill-posed nature of the minimization problem, ‖Δx j l ‖ may never approach 0 with l, but rather some constant value instead. Therefore, iterations were terminated when the functional X 0≤n<N Z V χ n ðrÞðje n;l − u n;l j 2 þ jh n;l − υ n;l j 2 Þd 3 r þ ΔωY l ð25Þ attains its minimum value, where Y l is the discrete analog of Yðω; ΔωÞ. The choice of ξ j greater than the upper bound in Eq. (24) results in oscillations of x j l , which may lead to several local minima of the functional given by Eq. (25) .
Second, for computational convenience, the excitation source term ϱ n;l in Eq. (16) is represented as a product of two functions, a l and s n;l . The complex amplitude a l contains the information on the excitation source power and the order of synchronization between the excitation laser source and the CCD camera. The amplitude a l is the same for all n. The second factor s n;l is given by
where θðω l Þ is the Fourier transform of the gating function and Δt is the excitation pulse width. In our case, Δt ≃ 10 −10 s and ω l ≪ 10 GHz. Therefore, the factor expð−iω l Δt=2Þsincðω l Δt=2Þ varies very slowly over ω in comparison to θðω l Þ and can be dropped. The gating function θðω l Þ is obtained by applying a fast Fourier transform (FFT) to the experimentally recorded gating function θðtÞ.
Next, it is convenient to introduce the Green function g n;l , which is computed numerically by solving the equation Λg n;l ¼ s n;l =c. The Green function is proportional to the excitation energy density as u n;l ¼ a l g n;l . As is seen, the use of u n;l in Eqs. (16) and (17) requires computation of the complex amplitude a l . The absolute value of a l can be estimated at ω ¼ 0 (l ¼ 0) from the following approximate relationship:
n ðχ n g n;l ; e n;l Þ P n ðχ n g n;l ; g n;l Þ :
Then, we represent the complex amplitude for each l ≥ 1 as a l ¼ a 0 expð−iω l t ðlÞ 0 Þ and find argða l Þ by fitting points:
The absolute value of amplitude and its phase are treated as fitting parameters. Therefore, they depend on values of optical parameters and should be updated at the beginning of each iteration step. Third, a direct use of Eqs. (19)- (22) results in boundary artifacts in reconstructed quantum yield and lifetime. These artifacts are caused mainly by terms containing φ Ã n;l u n;l and ψ Ã n;l u n;l in neighborhoods of excitation points where values of functions φ Ã n;l and ψ Ã n;l are amplified by values of u n;l . To remedy this problem, we introduce an ad hoc filtering function into Eqs. (20) and (22) . Note that the nonoscillating function u 2 n;0 decays faster toward the scattering volume than functions ju n;l j. This implies that the filtering function can be chosen in the form w n ¼ 1=ð1 þ αu 2 n;0 Þ, where α is a small parameter. This results in formal replacement of terms φ Ã n;l u n;l and ψ Ã n;l u n;l with terms w n φ Ã n;l u n;l and w n ψ Ã n;l u n;l . The parameter α is found empirically from the condition that far away from the excitation point w n is of the order of unity, while in the neighborhood of the excitation point w n is small enough to suppress amplification by u n;l . This filtering function removes boundary artifacts but may affect targets localization.
Instrumentation
A detailed description of our experimental setup was given previously [33] . Briefly, the experimental apparatus consisted of a diode laser (PDL800, PicoQuant, Germany) operating at 633 nm and an 80 MHz repetition rate, a rotational stage, and a CCD camera. Generated 100 ps pulses were coupled to a multimode graded index fiber and focused on a sample. The sample was placed on a computer-controlled rotational stage. Diffusive light, which exits the sample, goes through an objective (Schneider, Germany) with a high numerical aperture (NA ¼ 1:4) to sensors of the intensified gated CCD camera (ICCD). A longpass glass filter (Schott, Germany), with cutoff wavelength at 665 nm, and a bandpass filter (650-690 nm, XF3030 Omega Optical, Battleboro, Vermont) was placed in front of the objective in order to discriminate between the fluorescence and the excitation light.
The ICCD camera consists of a high-repetitionrate image intensifier (HRI, Kentech, UK) and a 12 bit Peltier cooled CCD camera (PCO GmbH, Germany). The image intensifier provides a fast gate, approximately 300 ps wide, that slices the diffused fluorescence light exiting the phantom. The moment of time when the gate opens was synchronized with the master oscillator of the diode laser and suitably delayed by a jitter-free passive-delay generator at a minimum step of 50 ps, approximately. Even though a shorter temporal step is set by the delay generator, this is not particularly efficient due to the jitter of the overall system, which was estimated to be about 30 ps [31] . Since the spatial resolution is limited to about 128 × 128 lines by the low-pass filter caused by the image intensifier, images were acquired by binning the 1280 × 1024 CCD sensor to 8 × 8 pixels. The whole setup was contained in a lightproof black box in order to reduce stray light and secondary reflections that could reach the ICCD at different delays. The measurement procedure is completely automatized to reduce total acquisition time.
Results and Discussions
The reconstruction algorithm described in Section 2 was applied to experimental data acquired by imaging a cylindrical phantom. An experimental data set was collected in the time domain using a timegating data acquisition technique and was then transformed into the Fourier domain for the reconstruction. It is clear that reliable application of the FFT requires many time-domain points, while collecting a large number of temporal points may take a significant amount of time. In order to spare data-acquisition time, a collection of temporal points was performed adaptively, i.e., the time step was shorter within an interval where the excitation and fluorescent energy densities' temporal distributions attain their maximum values (200 ps) and longer for their tails (500 and, then, 1000 ps). Recorded energy densities were fitted by the leastsquares method to a function having a form of the analytical solution of the DA and, consequently, transformed. As an example, typical fluorescent images in the Fourier domain are shown in Fig. 1 . Similarly, the time response of the gated optical intensifier (gating function) had been recorded and transformed. The use of the gating function in the source term, Eq. (26), is important to obtain physically meaningful values of reconstructed lifetime. The phantom was probed at three different heights y ¼ f42:5; 50:0; 67:5g (mm). At each height the phantom was rotated by π=6 and imaged. For each camera position, 41 time windows were acquired. The Fourier images obtained were mapped onto the cylinder surface according to the geometry of the phantom and optical system used [34] .
The phantom is shown in Fig. 2 . It is a solid homogeneous cylinder 40 mm in diameter and 100 mm in height. The phantom was made of toner and TiO 2 powder dispersed in the hardener [35] .
), which were measured by a time-resolved spectrophotometer for turbid media based on the time-correlated single-photon counting technique [36] . The phantom has three tubes, two of them were filled with fluorophore (Nile Blue dissolved in methanol) and one was filled with an absorber only. One fluorescent tube is truncated, which makes the inverse problem three dimensional. All tubes are placed 10 mm off the cylinder axis. Tubes A and C contain fluorophore. The concentration of fluorophore in tube C was 4 times higher than in tube A (10 −5 M in tube C and 2:5 × 10 −6 M in tube A). However, the quantum yield is the same in both tubes. Tube B was filled with absorber and has background κ and μ a ¼ 0:04 mm −1 . Tubes A and B have heights of 100 mm and diameters of 4 mm. Tube C has a smaller diameter of 3 mm and a shorter height of 50 mm. Its volume is approximately 3.6 times smaller than the volume of tube A and, therefore, in spite of higher fluorophore concentration, its brightness is comparable with brightness of tube A upon the excitation.
The reconstruction algorithm was implemented on hexahedral mesh by use of the finite-volume numerical scheme [37, 38] . This algorithm does not involve a full ill-conditioned matrix inversion and can easily run on very refined mesh. It requires numerical solution of two diffusion and two adjoint equations, i.e., it involves sparse matrix computations, relatively inexpensive and nongreedy for memory. However, for a large experimental data set, this algorithm requires significant computational time repeatedly solving equations, Eqs. (16) and (17) , for each position of the excitation source and the CCD camera, and for each ω l . In order to speed up the reconstruction procedure, we did not use very refined mesh. The mesh used in the computations is shown in Fig. 2 . Mesh is refined more in the region 25 ≤ y ≤ 75 ½mm, where the phantom was probed.
Reconstruction starts with some initial guess. The initial guess for optical parameters was chosen naturally as background values of κ and μ a . Any physically meaningful values can be selected as the initial guess for the quantum yield and lifetime. Here we set η ¼ 0:001 and τ ¼ 0 initially everywhere in the computational domain, except for the boundary, where η ¼ 0. Avoiding computations with small numbers, we scale the value of lifetime, making it of the order of unity by introducing new dimensionless variables τ 0 and ω 0 l . We substitute τ ¼ τ 0 τ 0 and ω l ¼ ω 0 l =τ 0 into Eq. (10), where τ 0 ¼ 10 −9 s, and replace the parameter ω l =c in Eq. (6) with ω 0 l =cτ 0 . We also scale data sets e n;l and h n;l for the same reason.
Reconstruction results are presented in Fig. 3 . The algorithm converged in nine iterations over l. Slices display the quantum yield, lifetime, diffusion, and absorption coefficients at three different heights y ¼ f40; 50; 60g (mm). The first column shows reconstructed quantum yield. Two separate fluorescent tubes are clearly seen on slice (a). However, tube A is slightly shifted toward tube C. The value of the quantum yield on slices (a) and (i) is slightly lower than on the central slice (e). The measured value of the quantum yield of Nile Blue fluorophore was approximately ½0:26-0:27. The value of the reconstructed quantum yield agrees well with this "true" value. The second column shows reconstructed lifetime in nanoseconds. Unlike reconstructed quantum yield, two tubes, A and C, on slice (b) are merged into one deformed blob. However, the single tube A on slices (f) and (g) is resolved well enough. Most importantly, the reconstructed value of lifetime agrees well with measured value, which is approximately 1:2 ns. The reconstructed diffusion coefficient is presented on slices (c), (g) and (k), in the third column. The reduced scattering coefficient μ 0 s was twice lower in tube A than the background value. Therefore, the diffusion coefficient should be approximately 0:8 mm. The third column indicates that the reconstructed diffusion coefficient is slightly higher than it should be, while the location of the region with greater κ was found correctly. Finally, the last column shows the absorption coefficient. The location of tube B and the value of the absorption coefficient are reconstructed with acceptable error. Therefore, as these results indicate, the algorithm demonstrates good performance with experimental data.
In summary, we have demonstrated 3D fluorescence lifetime imaging on the basis of a time-gating technique in the Fourier domain with a large experimental data set. The quantum yield, lifetime, diffusion, and absorption coefficients were reconstructed simultaneously by the method based on minimization of their derivatives, ∂ðκ; μ a ; η; τÞ T =∂ω. Relatively accurate reconstruction demonstrates the potential of the developed technique. 3 . Reconstruction results. First, second, and third rows show slices at y ¼ 40, 50, and 60 mm, respectively. The first column shows reconstructed quantum yield, the second column shows lifetime, the third shows the diffusion coefficient, and the fourth shows the absorption coefficient.
