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Dynamic Channel Modeling for Indoor
Millimeter-Wave Propagation Channels Based on
Measurements
Xuesong Cai, Guojin Zhang, Chao Zhang,
Wei Fan, Senior Member, IEEE, Jinxing Li and Gert Frølund Pedersen
Abstract—In this contribution, a recently conducted measurement
campaign for indoor millimeter-wave propagation channels is
introduced. A vector network analyzer (VNA)-based channel
sounder was exploited to record the channel characteristics at
the frequency band from 28-30 GHz. A virtual uniform circular
array (UCA) with a radius of 0.25 m was formed using a rotator
with 360 steps. Moreover, by taking advantage of fiber-optic
technique applied in the channel sounder, measurements at 50
positions were performed from an indoor hall to an indoor
corridor along a long pre-defined route. A low-complexity high-
resolution propagation estimation (HRPE) algorithm is exploited
to estimate the propagation parameters of multipath compo-
nents (MPCs). Based on the HRPE estimation results, a novel
clustering identification and tracking algorithm is proposed to
trace clusters. Composite channel characteristics, cluster-level
characteristics and dynamic (or birth-death) behaviours of the
clusters are investigated, which constitute a dynamic model for
the indoor millimeter-wave channel.
Index terms— Millimeter wave, cluster, dispersions, birth-
death and dynamic channel.
I. INTRODUCTION
In recent years, an explosive growth of wireless commu-
nication data traffic is observed. In this context, millimeter
wave (mm-wave) is expected to contribute high data-rate and
large capacity for future fifth-generation (5G) communica-
tion system due to the large amount of available frequency
spectrum [1], [2]. However, mm-wave transmission suffers
severe attenuation caused by propagation loss and blockage
compared to the sub-6 GHz bands. In order to meet the ever-
increasing demands, enabling 5G technologies, e.g. massive
multiple-input-multiple-output (MIMO), ultra-dense network,
etc. [3]–[5], have been studied. Specially, beamforming with
massive MIMO offers great promise as the high-gain beams
can compensate the attenuation and also provide increased
capacity to multiple users (so-called MU-MIMO) [6]. These
technologies necessitate special strategies such as beam acqui-
sition and tracking [7], making it a prerequisite to gain explicit
knowledge of mm-wave channels (especially the dynamic
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behaviours) for performance evaluation of 5G techniques and
communication systems.
Many research groups and organizations have made efforts
to study and develop channel models in either theoretical
or experimental manners for frequencies up to 100 GHz.
In [8]–[11], ray-tracing simulation tools were exploited to
investigate the mm-wave channels in outdoor and indoor
scenarios. The authors in [12] applied the propagation graph
theory to model 60 GHz channel power angular spectra in an
office environment. Though inspiring results were provided
by these numerical studies, the realistic scenarios which are
far more complicated compared to simulated scenarios need to
be characterized by conducting field measurements. According
to the different measurement methodologies, we classify the
measurement-based investigations into three categories with
several examples discussed in each category. i) Directional
scan sounding (DSS): Horn antennas are widely used in mm-
wave channel measurements since they provide a significant
level of directivity and gain. The horn antennas are usually
installed on a rotational platform for capturing the signals
from different directions. The total received power could be
obtained by summing the received powers at each steering
direction [13]. Large scale omnidirectional path loss models
were developed based on this concept as presented in [14],
[15] for both line-of-sight (LoS) and non-LoS (NLoS) scenar-
ios. Furthermore, the measured channels at different steering
directions construct the joint delay-angle-power spectra, e.g.
as shown in [12], [16]. A double-directional MIMO channel
model was presented to demonstrate the consistency between
extracted clusters and geometry of the conference room at
60 GHz [17]. Note that in the DSS measurements the addi-
tional phase noise introduced by the rotation-center deviation
and cable bending should be carefully considered or calibrated,
especially in high frequency bands [18], [19]. ii) Virtual
antenna arrays (VAA): Different from DSS method, VAA
relies on a positioner to move an antenna to different locations
so that a 2D or 3D array can be formed. For examples, channel
characteristics in delay and spatial domain were investigated
in [20]–[23] for mm-wave bands with uniform arrays. The
authors in [24] established intracluster and intercluster angular
spread models with Laplace distribution and Gaussian mixture
distribution. Moreover, the behaviour of clusters evolving
across a large antenna array was investigated in [25]. Note
that in both DSS and VAA measurements, it takes time for the
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rotator or positioner to scan the pre-set locations. Therefore,
both approaches can be only applied in static environments. iii)
Real antenna arrays (RAA): Apart from the above mentioned
methods, using RAA is also an alternative. For examples, a
channel sounder with antenna arrays up to 2×16 at mm-wave
band and up to 16×128 at sub-6 GHz band using RAAs and
switches was presented in [26]. In [27], [28], a very large
RAA-based sounder with 160 dual-polarized antennas was
developed and validated in LoS mobile channels, though the
working frequency is below 6 GHz. RAA has the advantages
in e.g. measuring channels in fast-moving scenarios. However,
it requires a huge amount of resources, and the calibration and
decoupling among antennas are difficult and critical especially
at mm-wave bands. This is also the reason for the scarcity of
RAA measurements in mm-wave bands.
Despite considerable efforts have been made in mm-wave
propagation channel measurements and modeling, some im-
portant features are still inadequately considered in literature.
The reasons are threefold. i) The measurement distance, i.e. the
distance between transmitter (Tx) and receiver (Rx), is usually
limited, e.g. in [29], [30], due to the high power attenuation in
the coaxial-cable. These models may exhibit poor performance
in scenarios like hall or airport where the distance between the
users and base stations can be tens of meters. ii) Regarding the
MPC parameter estimation, the coherent information across a
whole large-array or the whole band is usually not adequately
exploited. This is basically due to the missing of appropriate
estimation algorithms or the prohibitively high computation-
complexity. For examples in [17], [25] the authors decompose
the very large arrays into several sub-arrays (and also the
whole bands into several sub-bands) to make the plane-wave
assumption valid so that the space-alternating-generalized-
expectation-maximization (SAGE) algorithm can be applied.
However, this in turns lower the accuracy and resolution.
Similarly, the radiation pattern of the horn antenna used in
the DSS measurements is usually hard to be de-embedded
from the raw data. iii) Another main deficiency of the ex-
isting models is lack of consideration of the channel spatial
consistency. In other words, the channel evolution behaviours
when either Tx or Rx moves are not addressed in most of
the investigations. However, the dynamic characteristics are
crucial for system performance evaluation e.g. in terms of
beam management especially for 5G and beyond systems
where beamforming (based on massive MIMO) is considered
the key technology. To support for beam operations in the
performance evaluation under dynamic propagation scenarios,
it is desirable that moving of Rx or Tx along a long route is
enabled in the measurement campaign.
To address the above mentioned gaps, we carry out mm-wave
channel measurements at 28-30 GHz frequency band using
virtual uniform circular array (UCA) with both indoor hall
and corridor scenarios considered. The main contributions and
novelties of this paper are summarized as follows:
• By exploiting the fiber-optic technology in a vector net-
work analyzer (VNA)-based channel sounder, a decently
long-distance measurement campaign with closely spaced
UCA positions was conducted in the indoor scenario.
Moreover, the dynamic range was also enhanced due to
the low signal-attenuation in the optic fiber. Totally 50
UCA positions were applied along a pre-defined route of
around 48 m, which allows us to investigate the dynamic
behaviors of the mm-wave channel.
• A complexity-efficient high resolution parameter estima-
tion (HRPE) algorithm [31] is adopted for the ultra-
wideband large-scale UCA. The coherent information
across the large array and the whole frequency band
can be adequatedly exploited by taking the spherical
propagation into account. The accuracy and resolution
of the estimated multipath-component (MPC) parameters
are significantly enhanced.
• Based on the HRPE estimation results, a novel clus-
ter identification and tracking algorithm is proposed to
trace the dynamic clusters along the measurement route.
Composite-level parameters, cluster-level parameters and
dynamic parameters that characterize the “birth-death”
behaviors of clusters are investigated. The established
realistic dynamic channel model is essential for perfor-
mance evaluation for 5G and beyond systems.
The rest of the paper is organized as follows. Sect. II elab-
orates the measurement scenarios and specifications in the
measurement campaign. Sect. III presents some typical chan-
nels. In Sect. IV, data processing including the high-resolution
propagation parameter estimation and cluster identification
and tracking is elaborated. Based on Sect. IV, the established
dynamic channel model is investigated in Sect. V. Finally,
conclusive remarks are included in Sect. VI.
II. MEASUREMENT CAMPAIGN
In this section, a recently conducted measurement campaign
in an indoor area with a hall and a corridor is presented.
The measurement scenarios and measurement equipment are
introduced in Sect. II-A. The measurement configuration that
includes the Tx and Rx antennas, frequency band, array
configuration etc. is elaborated in Sect.II-B.
A. Measurement environment and channel sounder
The measurement campaign was conducted in an indoor
environment. Fig. 1(a) illustrates its top-view geometry. As
illustrated in Fig. 1(a), the indoor area has an irregularly-
shaped hall and a connecting corridor. The dimension of the
hall is approximately 44×25×10 m3 (length×width×height).
Fig. 1(b) illustrates a photo taken in the hall. It can be observed
that the hall is characterized by stairs, tables, metal supporting
pillars (yellow circles), concrete supporting pillars (white
circles) and walls. The connecting corridor is around 3.6 m
wide and 33 m long. As illustrated in Fig. 1(c), the corridor
has a concrete wall on one side and a glass wall on the other
side. A vector network analyzer (VNA) and fiber-optic based
channel sounder was used in the measurement. The VNA was
exploited to excite the channel and record the channel transfer
functions (CTFs), and the fiber optic cable was employed
for prolonging the measurement distance (Tx-Rx distance) by
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Fig. 1: The indoor hall and corridor where the measurement campaign
was conducted. (a) The top-view sketch of the indoor area with
measurement points marked. (b) A photo taken in the indoor hall.
(c) A photo taken in the indoor corridor.
taking advantage of its low attenuation to signals in the cable.
It has been demonstrated in [32] that a maximum dynamic
range of 112 dB can be obtained at 30 GHz using a fiber-optic
cable of length 300 m.1 Furthermore, a phase compensation
scheme was applied using photo detector, optic power splitter,
optic circulator, etc. to calibrating the phase changes in the
optic cable caused by e.g. thermal and mechanical stress.
Readers are referred to [32], [33] for the detailed design of
the measurement system. The model numbers of the different
components used in the channel sounder can be found in
Table I in [32]. The performance of the channel sounder has
also been validated in [32], [33].
B. Measurement setup
During the measurement, an omni-directional biconical an-
tenna (A-INFO-SZ-2003000/P [34]) was exploited in the Rx
side and fixed at the location indicated by the red dot in
Fig. 1(a). As illustrated in Fig. 1(b), the height (above ground)
of Rx was set as 3 m. At the Tx side, another omni-directional
biconical antenna [35] was placed on the rotator with a height
(above ground) of 1.15 m as illustrated in Figs. 1(b) and 1(c).
The Tx was moving in the indoor area from position to
position as indicated by the green dots in Fig 1(a). Therefore,
it is possible to regard the Rx and Tx as a base-station and a
1The channel sounder was designed with maximum Tx-Rx distance as
300 m to also cope with, e.g., outdoor measurements. Considering the fiber-
optic cable has very low attenuation (which is less than 1 dB/km at 30 GHz
[32]), the long cable was kept for the indoor scenarios, although the Tx-Rx
distance was less than 300 m.
Table I: Measurement specifications applied in the measurement
campaign.
Measurement specifications
Tx UCA height (above ground) 1.15 m Rx height (above ground) 3 m
UCA array radius 0.25 m Frequency range 28-30 GHz
UCA elements number 360 Frequency points 2000
Table II: Specifications of Tx and Rx antennas applied in the
measurement campaign.
Antenna specifications
Antenna Rx Biconical [33] Tx Biconical [34]
Operating frequency range 2-30 GHz 1.5-41 GHz
Typical gain 6 dBi@29 GHz 4.5 dBi@29 GHz
Azimuth pattern Omni Omni
Polarization Vertical Vertical
mobile user, respectively. Totally K = 50 different positions
were performed along a predefined route. The distance of the
whole route was 43.5 m, and the distances between neighbor-
ing positions were 0.9 m, 0.85 m and 0.9 m for positions
1 to 6, 6 to 18 and 18 to 50, respectively. At each position, a
virtual UCA was formed by rotating the Tx antenna clockwise
along a circle. The radius r, steps number M and starting point
were kept the same for all the 50 positions. As shown in the
zoomed-in sketch in Fig. 1(a) for position 36, the radius was
r = 0.25m, the number of steps to complete the circle was
M = 360, and the starting point (i.e. the first UCA element)
was at 0◦. The distance between neighboring UCA elements
was 4.4 mm which is smaller than the half wavelength at
30 GHz, so that the angular aliasing can be avoided [36]. The
frequency range in the VNA was set from 28 GHz to 30 GHz
with 2000 sweeping points. The intermediate bandwidth and
average factor were set as 1 kHz and 1, respectively. It took
1.844 s to sweep 2000 frequency points for one UCA element.
With guard time needed to move the antenna mechanically,
the time gap between two sweeps was set as 3 s. Note
that a back-to-back calibration for the channel sounder was
performed before the formal measurements to remove the
system response. It can be calculated that the frequency
step was around 1 MHz which corresponds to a propagation
distance window with length of 300 m. It was appropriately
set to capture all paths with far propagation distances in
the indoor environment.2 Table I and Table II summarize the
measurement specifications and antenna specifications applied
in the measurement, respectively.
III. CHANNEL CHARACTERIZATION
As elaborated in Sect. II-B, at each Tx position 360 CTFs
H(m, f) were recorded where m and f represent the step
index and frequency, respectively. By applying the inverse
discrete Fourier transform (IDFT) to H(m, f) with respect
to f , 360 channel impulse responses (CIRs) h(m, τ) for
the array can be obtained. We denote the 360 CIRs for a
2It is worth noting that by applying the measurement configuration, all
paths with power above the noise floor can be appropriately captured since
no delay aliasing was observed, and the noise floor observed in the channel
impulse response was around -140 dB. The dynamic ranges of the color-bars in
Figs. 2 and 3 are confined referring to the maximum power just for illustration
purpose.
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Fig. 2: Example CCIRs obtained in the hall. (a) Position 1. (b)
Position 18.
position as concatenated CIRs (CCIRs). In this section, some
typical measured CCIRs are presented, and the underlying
propagation mechanisms are discussed.
i) CCIRs in hall scenario: Figs. 2(a) and 2(b) illustrate the
CCIRs, i.e. |h(m, τ)|2, for positions 1 and 18 respectively
in the hall. It can be observed that multiple curves exist in
the figures. This is due to the 2 GHz bandwidth, i.e., a delay
resolution of 0.5 ns or a distance resolution of 0.15 m. That
is, the delay variation of a propagation path across the array
aperture with radius of 0.25 m can present as a curve in a
CCIRs figure. At position 1 as illustrated in Fig. 2(a), it can
be clearly observed that the shape of the LoS path is a “(”-
alike curve. This is consistent with the fact that the delay of
LoS path at the 180th array element is minimum for position
1. This also indicates the fact that the shape of a curve can
reflect the angle information of a path to a certain extent.
For example, as indicated by the arrow with text “Wall A”
in Fig. 2(a), a curve with a similar shape to that of the LoS
path can be observed. By checking its propagation delay, it
can be inferred that this curve is contributed by “Wall A”
as indicated in Fig. 1(a).3 Moreover, the curve attributed to
“Wall B” as indicated in Fig. 1(a) is also marked in Fig. 2(a).
It can be observed that its shape is opposite to that of the LoS
path and the “Wall A” curve. Furthermore, we can observe
some other curves with different shape orientations.4 They are
3The signal interacted with “Wall A” but not necessarily only with “Wall
A”.
4Orientation herein can be interpreted as the index of the element with
minimum delay in a curve.
Fig. 3: An example CCIRs obtained at position 31 in the corridor.
contributed by the pillars, side walls, etc. in the hall. Different
from the “clean” LoS trajectory, it can be observed that these
NLoS curves may blur in the CCIRs figure. This indicates that
multiple paths can occur with similar delays and angles, e.g.
possibly caused by the scattering effects at pillars and walls.
Fig. 2(b) illustrates the CCIRs figure at position 18. It can be
observed that the index of the array element with minimum
delay in the LoS curve shifts to a value smaller than 180,
which demonstrates that the LoS path angle is less than 180◦.
This is consistent with the geometry between Tx and Rx at
this position. Moreover, due to the distance between Tx and Rx
becomes larger, the channel power also decreases. ii) CCIRs
in corridor scenario: Fig. 3 illustrates an example CCIRs at
position 31 in the corridor. Since the hall wall and corridor
wall lie in between the Rx and Tx at this position as shown
in Fig. 1(a), it can be observed from Fig. 3 that the LoS path
is blocked. The channel power also decreases more.
IV. DATA PROCESSING
By examining the CCIRs figures in Figs. 2 and 3, it can be
observed that the channel experiences obvious changes from
the hall to the corridor in delay, angle and power domains. To
gain more insights into how the channel evolves in the indoor
area, high-resolution information of the channel is required.
In this section, a HRPE algorithm is exploited to obtain the
high-resolution propagation parameters, i.e. delays, azimuth
angles, complex amplitudes, etc. of MPCs from the measured
CTFs H(m, f), which is discussed in Sect. IV-A. Based on
the HRPE estimation results, a multipath-component-distance
(MCD) threshold-based cluster identification and tracking
algorithm is proposed in Sect. IV-B to track the dynamic
behaviours of the channel.
A. High-resolution MPC parameter estimation
As elaborated in Sect. II-B, the UCA radius r was set as
0.25 m. The large aperture is advantageous to obtain a high
angle-resolution [36]. Meanwhile, the Fraunhofer distance [37,
Ch. 2.2.3], i.e. 8r
2
λ , for the UCA is calculated as 50 m at
30 GHz where λ denotes the wavelength. This means that
in the indoor environment, the spherical propagation is non-
negligible since plane wave assumption can only be considered
valid when the distance from a spherical-wavefront center
to an array is much larger than the Fraunhofer distance.
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Therefore, to gain accurate high-resolution estimation results,
spherical propagation must be considered in the propagation
parameter estimation to avoid model mismatch [38]. The
underlying signal model for the channel impulse response can
be formatted as
h(τ, φ, θ, d) =
L
∑
ℓ=1
αℓδ(τ − τℓ)δ(φ− φℓ)δ(θ − θℓ)δ(d− dℓ),
(1)
and considering the UCA configuration, the measured array
CTFs H(m, f) can be written as [31]
H(m, f) =
L
∑
ℓ=1
dℓ
dℓ,m
αℓe
−j2πf(τℓ+
dℓ,m−dℓ
c
) + n(m, f) (2)
with
dℓ,m =
√
dℓ
2 + r2 − 2rdℓ cos θℓ cos
(
φℓ −
2π(m− 1)
M
)
(3)
where L denotes the total number of MPCs, αℓ, τℓ, θℓ and
φℓ represent respectively the complex amplitude, propagation
delay, elevation angle and azimuth angle of the ℓth path with
UCA center as the reference point, dℓ denotes the distance
from the UCA center to the spherical-wavefront center, dℓ,m
indicates the distance from the mth array element to the
spherical-wavefront center, c is the light speed, and n(m, f)
denotes the complex Gaussian noise. The parameters to be
estimated for all the 50 positions are Θ = [Θ(1), . . . ,Θ(K)]
where Θ(k) = [α(k)ℓ , τ
(k)
ℓ , θ
(k)
ℓ , φ
(k)
ℓ , d
(k)
ℓ ; ℓ = 1, . . . , L
(k)],
and k is inserted for the reason that the path number at a
different position can be different.
Since the so-called narrowband assumption in array signal
processing [36] is not valid due to the 2 GHz bandwidth and
the large array aperture, i.e., the array aperture is much larger
than the inverse bandwidth multiplied by the light speed,
the widely used Space-Alternating Generalized Expectation-
Maximization (SAGE) algorithm [17], [25], [39] is not ap-
plicable in our case. The complexity of the Expectation-
Maximization (EM) algorithm [40], [41] is prohibitively high
due to the multiple-dimensional joint-parameter-searching. We
hence exploit a low-complexity HRPE estimator [31] to esti-
mate Θ. The basic procedure mainly includes three steps. i)
Firstly, obtain the high-resolution delay-element trajectories
by applying a HRPE principle (e.g SAGE) only in delay
domain for all the M UCA elements individually. ii) Secondly,
locate a path trajectory across the array. This is achieved by
exploiting a beamformer proposed in [42] to obtain roughly
the delay and azimuth of this path trajectory. iii) Finally,
retrieve the array transfer functions for this path according to
the identified path trajectory. Then perform low-complexity
parameter searching for the retrieved array responses, and
update the original H(m, f) by removing this path from it.
Repeat steps ii) and iii) until the channel power is adequately
extracted. Readers are referred to [31] for the detailed principle
of the HRPE algorithm. A similar low-complexity HRPE
algorithm generalized for an arbitrary array geometry can
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Fig. 4: An example high-resolution delay-azimuth-power spectrum
estimated using the HRPE algorithm at position 1 in the hall.
also be found in [43]. In practice, total path number is set
adequately large to fully extract the channel power above the
noise floor in step i) of the HRPE algorithm, and the valid
MPCs number L(k) can be automatically determined in step
ii) of the HRPE algorithm [31]. Fig. 4 illustrates an example
estimated delay-azimuth-power spectrum at position 1 in the
hall with its CCIRs illustrated in Fig. 2(a). It can be observed
more obviously in Fig. 4 that the azimuths for LoS path and
“Wall A” curves are near to 180◦, and the azimuth for “Wall
B” curves are near to 360◦ (or 0◦). This demonstrates that the
HRPE algorithm performs well to extract the high-resolution
channel information. Moreover, it can be observed that MPCs
are distributed in different groups. As conventionally termed
in literature, we denote a group of MPCs with similar delays
and angles as a cluster. In the sequel, cluster identification and
tracking are elaborated.
B. Cluster identification and tracking
Several algorithms have been proposed to identify and/or
track clusters in joint power-delay-angular domain. In [44],
an algorithm combines K-Power-Means (KPM) and Kalman
filter was proposed. KPM considers power in the MCD cal-
culation and is a variant of KMeans [45]. The performances
of KPM and KMeans are highly dependent on the initial-
ization of clusters number and centroids. In [46], a Kernel-
Power-Density algorithm was proposed by assuming Gaussian
kernel-density in delay domain and Laplacian kernel-density
in angular domain, respectively. A Gaussian-mixture-model
(GMM) based method was exploited in [18] by assuming the
cluster data obey multivariate Gaussian distribution. Recently,
a MCD-threshold based principle was proposed in [17]. The
investigations in [18], [47] show that the threshold principle
outperforms GMM, KPM and KMeans, since the optimum
threshold is physically linked to the cluster size/distribution
[47], and any prior assumptions of clusters in terms of number,
shapes, distributions, etc. are not required. Therefore, the
proposed cluster identification and tracking algorithm in this
section is based on the MCD-threshold principle.
The MPC distance (MCD) was firstly introduced in [48] to
quantify the multipath separation where the MPC parameters
present in different units and orders of magnitude. It was then
demonstrated in [49] that the clustering performance improves
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considerably with MCD as distance measures compared to that
with squared Euclidean distance measures. In angular domain,
the MCD between MPCs i and j is obtained as
MCDTx/Rx,ij =
1
2
∣
∣
∣
∣
∣


sin θi cosφi
sin θi sinφi
cos θi

−


sin θj cosφj
sin θj sinφj
cos θj


∣
∣
∣
∣
∣
(4)
for Tx side and Rx side separately. In delay domain, the MCD
is calculated as
MCDτ,ij = ζ ·
|τi − τj |
∆τmax
·
τstd
τmax
(5)
where ∆τmax = maxi,j{|τi − τj |} for all pairs of (i, j), τstd
denotes the standard deviation of the delays, and ζ indicates
an appropriate delay scaling factor that gives delay more
“importance” when necessary which has advantageous effects
when clustering real-world data [49]. The resulting MCD
between two MPCs is then obtained as
MCDij =
√
‖MCDTx,ij‖
2
+ ‖MCDRx,ij‖
2
+ MCD2τ,ij (6)
Note that for the channels observed in our case, ‖MCDRx,ij‖
2
in (6) is omitted since we only obtained the angular informa-
tion at the UCA array side. Moreover, due to the low elevation
resolution offered by the the 2D UCA, we also omit θ in the
calculation of (4). For a cluster grouped by MPCs whose path
indices are in set Sc, its cluster centroid is calculated as
µc =
∑
ℓ∈Lc
|αℓ|2 · [τℓ, φℓ]T
∑
ℓ∈Lc
|αℓ|2
(7)
where T indicates transpose operation.
The proposed algorithm includes two parts. The first part
is to identify clusters for all the K positions individually,
and the second part is to track clusters between neighboring
positions. The proposed cluster identification algorithm of the
first part is elaborated in Algorithm 1. It is an improved variant
of the algorithms reported in [17], [47]. The basic principle
is to firstly initialize clusters by iteratively assigning MPCs
adequately near to the current reference point which is chosen
as the MPC with highest power among the remaining MPCs.
The term “adequately near to” means that the MCD of a
path to the reference path is lower than a pre-defined MCD
threshold ηMCD,1. Then the overall intra-cluster MCDs are
minimized by exploiting the previous cluster centroids as new
reference points and updating the cluster centroids iteratively.
The selection of the threshold ηMCD,1 is crucial. We exploit
several cluster validity indices (CVIs) to choose a suitable
value. The CVIs [47], [50]–[52] include Davies-Bouldin index,
Calinski Harabasz index, generalized Dunn index, Xie and
Beni index, Pakhira-Bandyopadhyay-Maulik index and SV
index. Basically, these indices evaluate the compactness inside
clusters and separativeness among clusters. As suggested in
[51], the score fusion of all the CVIs is exploited as
SFg =
(
I
∏
i=1
vi
)1/I
(8)
where vi denotes the normalized score for the ith CVI, and I
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Fig. 6: Dynamic clusters identified and tracked. (a) Delay domain.
(b) Azimuth domain.
represents the number of CVIs. Note that for the CVI whose
optimal solution is obtained at smallest value (e.g. the XB
index), it was modified as (1 − vi) before inserted into (8)
so that the optimal solution is obtained at the largest SFg
value. Fig. 5 illustrates the SFg variation (normalized to the
largest value) versus ηMCD,1 variation for position 1. It can be
observed that the largest SFg value is obtained at ηMCD,1 equals
0.37 which is hence selected as the optimal threshold in the
proposed clustering algorithm for position 1. The thresholds
for the other positions are obtained with the same approach.
Based on the obtained clustering results, cluster tracking
are performed by checking MCDs among cluster centroids
between neighboring positions as elaborated in Algorithm 2.
For each old cluster identified at the kth position, the closest
new cluster is determined by finding the cluster at the (k+1)th
position with minimum MCD to this old cluster. The closest
6
Algorithm 1 The proposed MCD-threshold-based cluster-
ing algorithm for individual positions.
Input: MPC parameters Θ(k) at the kth array position.
Output: Clustering results L(k)c ; c ∈ C(k).
1: Initialize path-index set L ← {1, . . . , L(k)}
2: Initialize cluster index i← 0
3: while L 6= ∅ do
4: i← i+ 1
5: Find the index of the path with highest power ℓm =
argmaxℓ∈L |α
(k)
ℓ |
2
6: Initialize path-index set for the ith cluster L(k)i ← ∅
7: for ℓ ∈ L do
8: if MCDℓ,ℓm ≤ ηMCD,1 then
9: L
(k)
i ← L
(k)
i + {ℓ}
10: end if
11: end for
12: L ← L \ L
(k)
i
13: end while
14: Let cluster-index set C(k) ← {1, . . . , i}
15: Calculate all the cluster centroids µ(k)c ; c ∈ C(k) by (7)
16: while µ
(k)
c ’s do not keep unchanged do
17: Initialize L ← {1, . . . , L(k)} and L(k)c ← ∅; c ∈ C(k)
18: for ℓ ∈ L do
19: Find the centroid index cn with minimum MCD to
the current MPC: cn = argminc∈C(k) MCDℓ,µ(k)c
20: if MCD
ℓ,µ
(k)
cn
≤ ηMCD,1 then
21: L
(k)
cn ← L
(k)
cn + {ℓ}, L ← L \ {ℓ}
22: end if
23: end for
24: if L 6= ∅ then
25: i← i+ 1, do lines 3 to 12.
26: end if
27: Update C(k) and µ(k)c ; c ∈ C(k)
28: end while
old cluster to each new cluster is determined vice versa. If an
old cluster and a new cluster are mutually closest, and their
MCD is lower than a pre-defined threshold ηMCD,2, these two
clusters are associated as a tracked cluster. Old clusters that are
not associated are considered “dead” clusters that stop existing,
and new clusters that are not associated are considered as
“born” clusters. In our case, ηMCD,2 is empirically chose as
0.35 to obtain reasonable tracking results.5 Figs. 6(a) and
6(b) illustrate the cluster identification and tracking results in
delay and azimuth domains, respectively. Each dot represents
a cluster’s centroid in delay or azimuth. The colors of dots
denote clusters power, and the dots belong to one cluster are
connected with lines. It can be observed that clusters evolve in
delay and azimuth domains. For examples, it can be observed
in Fig. 6(a) that the delay and azimuth of LoS cluster increases
and decreases respectively along the route, and it stops at
5The value of ηMCD,2 is selected practically. The attempt is to guarantee
the cluster tracking results provide good match with the physical propagation
mechanisms. In addition, it is noteworthy that the path-index set of tracked
LoS cluster is associated as L
(k)
1 in the algorithm since the power of the LoS
cluster is the highest in the first array position.
Algorithm 2 The proposed cluster tracking algorithm
between neighboring positions.
Input: Clustering results at all positions.
Output: Cluster tracking results.
1: i← 1
2: for i ≤ (K − 1) do
3: Obtain cluster centroids µ(i)c ; c ∈ C(i)
4: Obtain cluster centroids µ(i+1)c ; c ∈ C(i+1)
5: for a ∈ C(i) do
6: Find nearest cluster at the (i + 1)th position: bn =
argminc∈C(i+1) MCDµ(i)a ,µ(i+1)c
7: Find nearest cluster back at the ith position: an =
argminc∈C(i) MCDµ(i)c ,µ(i+1)bn
8: if an = a, and MCDµ(i)a ,µ(i+1)bn
≤ ηMCD,2 then
9: Associate clusters ai and bi+1n as one cluster
10: end if
11: end for
12: Update cluster index set C(i+1). The associated cluster-
index values are set identical to previous values in
C(i), and un-associated cluster-index values accumulate
referring to the largest value in C(i).
13: i← i+ 1
14: end for
position 28 where the LoS link is starting to be blocked.
Moreover, the clusters caused by “Wall A” and “Wall B”
can also be easily located in Fig. 6. A clearer illustration of
them is in Fig. 11. It can be observed that the cluster delays
of them increases and decreases respectively, whereas the
cluster azimuths almost keep unchanged as 180 and 360 (or 0)
degrees, respectively. The demonstrated consistency between
tracked clusters and the underlying propagation mechanisms
validates the performance of the proposed cluster identification
and tracking algorithm.
V. DYNAMIC CHANNEL MODEL
Based on the cluster identification and tracking results, a
dynamic channel model is established for the hall and corridor
scenarios in this section. Basically, three aspects of the channel
characteristics have been investigated. i) The composite-level
parameters that include path loss, composite root-mean-square
(RMS) delay spreads, composite RMS azimuth spreads are
presented in Sect. V-A. ii) In Sect. V-B, cluster-level parame-
ters, i.e. cluster delay spread, cluster azimuth spread, cluster
power decay and correlations thereof, are elaborated. iii)
Sect. V-C describes the “birth-death” behaviours of clusters.
The investigated parameters include cluster survival length,
cluster birth location, cluster evolution and cluster number.
Note that the statistics obtained in i) and ii) can be exploited to
reproduce random/wide-sense-stationary (WSS) channel real-
izations according to procedures similar to that as specified in,
7
e.g. [53].6 In cases where the spatial consistency (or dynamics)
of the channel is crucial, statistics obtained in iii) can be
further exploited to reproduce the realistic dynamic/non-WSS
channels.
A. Composite level parameters
1) Path Loss PL: According to the clustering results, the
received power at the kth position can be calculated as
p =
∑
ℓ∈{L\L1}
|αℓ|
2
(9)
where L = {1, . . . , L(k)}, and the superscript k is omitted in
(9) for notation convenience. The LoS cluster is not included
for the following reasons. i) The challenging communication
scenario at mm-wave frequency bands is usually the case
where LoS direction is blocked. By removing LoS cluster
in hall, a fair comparison can be obtained between the hall
and corridor scenarios with only NLoS clusters considered.
ii) Compared to that of NLoS clusters, the behaviour of LoS
cluster is rather deterministic which is investigated in Sect.V-B
and can be easily included in the link budget estimation
together with (9) if LoS communication is targeted. The
floating-intercept (also known as alpha-beta) path loss model
PL(d)[dB] = α+ 10 · βlog10(d/d0) +Xσ (10)
is exploited, where α denotes the intercept, β indicates the
path loss exponent (PLE), d and d0 represent the Tx-to-Rx
distance (the length of the straight line connecting the Tx and
Rx positions) and reference distance (set as 1 m) respectively,
and Xσ is the shadow fading modeled as a Gaussian random
variable with zero mean and standard deviation σ. Fig. 7 illus-
trates the path loss fitting in both hall and corridor scenarios. It
can be observed the PLE in hall is small as 0.96. This can be
explained by the fact that the hall is a nearly-closed scenario,
the power of NLoS clusters change insignificantly with the
array moving. However, the PLE in corridor is high as 5.9,
mostly due to the large attenuation caused by the multiple
reflections from the sidewalls in the corridor.
2) Composite delay spread στ and composite azimuth spread
σφ: The RMS delay spread is the most common parameter
to characterize the delay dispersion of the channel, which is
calculated as the second-order central moment of the power
delay profile. Specifically, by using the HRPE estimation
results, the RMS delay spread can be calculated as specified
in [55], [56]
στ =
√
τ2 − τ2 (11)
6The term “random” here means that the channel parameters are generated
independently for each snapshot according to the obtained statistics. In other
words, the spatial consistency between neighboring channel snapshots are not
considered. However, in 5G and beyond-5G communication systems where
massive MIMO is considered as the key enabling technology, it is crucial to
evaluated the beam-management [7], [54] (e.g. beam acquisition and beam
tracking) performance of devices, which necessitates the investigation for
aspect iii) in this contribution.
0.8 1 1.2 1.4 1.6
80
85
90
95
100
105
110
P
at
h
lo
ss
[d
B
]
Empirical hall-data
Empirical corridor-data
PL = 9.61 · log10(d) + 76.72, σ = 1.93
PL = 59.02 · log10(d) + 12.12, σ = 1.50
Tx-to-Rx distance [log10([m])]
Fig. 7: Path loss fitting for the hall scenario and corridor scenario.
1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
0
0.2
0.4
0.6
0.8
1
P
(σ
τ
[l
og
1
0
([
n
s]
)]
)
<
a
bs
ci
ss
a
)
Composite delay spread στ [log10([ns])]
Empirical hall-data
N (1.53, 0.19)
Empirical corridor-data
N (1.49, 0.10)
(a)
1.4 1.6 1.8 2 2.2 2.4
0
0.2
0.4
0.6
0.8
1
P
(σ
φ
[l
og
1
0
([
◦
])
])
<
a
bs
ci
ss
a
)
Composite azimuth spread σφ[log10([◦])]
Empirical hall-data
N (1.96, 0.10)
Empirical corridor-data
N (1.55, 0.09)
(b)
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with
τ2 =
∑
ℓ∈{L\L1}
|αℓ|
2 · τ2ℓ
∑
ℓ∈{L\L1}
|αℓ|
2 , τ =
∑
ℓ∈{L\L1}
|αℓ|
2 · τℓ
∑
ℓ∈{L\L1}
|αℓ|
2
(12)
The azimuth spread σφ can be calculated as [53]
σφ =
√
√
√
√−2log
(∣
∣
∣
∣
∣
∑
ℓ∈{L\L1}
exp(jφℓ) · |αℓ|
2
∑
ℓ∈{L\L1}
|αℓ|
2
∣
∣
∣
∣
∣
)
(13)
Fig. 8(a) and Fig. 8(b) illustrate the empirical cumulative distri-
bution functions (CDFs) of στ and σφ represented in logarithm
8
scales respectively for both hall and corridor scenarios, and
the empirical CDFs are well fitted with normal distributions.7
It can be observed from Fig. 8(a) that in most cases, the
composite delay spread in hall scenario is larger than that
observed in corridor scenario. We postulate that this is mainly
due to the fact that the dimension of the hall is large, and
MPCs with larger relative delays can exist. Meanwhile, in
some cases, the delay spread in hall can be smaller than that
of corridor. This is possibly due to that the objects in the hall
can cause dominant paths which compress the whole spread.
Moreover, it can be observed from Fig. 8(b) that the composite
azimuth spread in the hall is larger that that in the corridor.
Basically, this is due to the large dimension of the hall, which
implies that MPCs can have different azimuth angles. As a
contrast, the corridor has a narrow opening to the hall, which
leads to confined azimuth angles of the paths. Consequently,
we can observe small composite azimuth spread in the corridor
scenario.
B. Cluster level parameters
1) Cluster power decay behaviour: The cluster power decay
PLc is similarly modeled using (9) with PL replaced by
the cluster path loss PLc and d replaced by dc calculated
according to the cluster mean delay τ̄c. Fig. 9 illustrates the
cluster path loss versus propagation distance in logarithmic
scale for LoS cluster in hall, NLoS clusters in hall scenario
and NLoS clusters in corridor scenario, respectively. It can
be observed that PLE of LoS cluster is near to the free-
space PLE 2, which is reasonable. It can also be observed
that the PLE of NLoS clusters in corridor scenario is higher
as 3.65. The possible reason is that the narrow corridor lead
to larger reflection orders hence a larger PLE. However, as a
contrast, the PLE of NLoS clusters in hall scenario is small.
We postulate this is because the objects, e.g. the metal objects,
in the hall can cause high-power clusters although with large
propagation distances, which tilts down the slope. This also
results in a large shadowing for the NLoS clusters in hall
compared to that of LoS cluster. Basically, it can be observed
that the spread of cluster path loss becomes larger with the
cluster propagation distance increasing. We postulate it is
due to the fact that with a larger propagation distance, the
possibility of clusters experiencing multiple-bounces is higher.
As different objects or scatterers can cause different losses, the
path loss spread could thus be larger.
2) Intra-cluster delay spread στc and azimuth spread σφc :
The intra-cluster delay spread and azimuth spread are calcu-
lated similarly by using (11) and (13), respectively, with path
index-set replaced by the corresponding cluster path-index set.
7We exploit the Kolmogorov-Smirnov (KS) testing [57] to validate the
consistency between the empirical distribution and the fitted analytical distri-
bution. Specifically, if the p-value is larger than a pre-defined significance level
α, the null hypothesis is accepted, say, the empirical and fitted distributions are
consistent. Note that the value selection of α is rather artificial (conventionally
at 0.05 meaning the probability of wrongly rejecting the null hypothesis), we
thus directly show p-values throughout the paper. For example in the case
illustrated here, the p-values are 0.74 and 0.97 that are much larger than
0.05, which indicates that the consistency between the empirical and fitted
distribution are rather significant. All the p-values for the fittings throughout
the paper can be found in Table IV.
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Fig. 9: Cluster power decay behaviour for LoS cluster and NLoS
cluster in hall and corridor scenarios.
Fig. 10(a) and Fig. 10(b) illustrate respectively the empirical
CDFs of στc and σφc for the LoS cluster and NLoS clusters
in hall and corridor, and the fitted analytical CDFs are also
shown. It can be observed from Fig. 10(a) and Fig. 10(b) that
both the delay spread and azimuth spread of LoS cluster are
smaller than that of NLoS clusters. This is reasonable since
the high power of LoS path compresses the cluster dispersion
in both domains. Moreover, it can also be observed that the
cluster delay spreads and azimuth spreads of NLoS clusters
in hall are smaller than that observed in corridor scenario. We
conjecture this is because in the hall, sparsely placed objects
such as pillars can cause clusters with dominant MPC(s).
However, in the corridor, due to the narrow dimension, MPCs
with similar power are grouped as a cluster which enlarges
the cluster dispersion.
3) Correlations of cluster level parameters: The correlation
coefficient between two random variables X and Y is formu-
lated as
γXY =
∑
i(Xi − X̄)(Yi − Ȳ )
√
∑
i(Xi − X̄)
2
√
∑
i(Yi − Ȳ )
2
(14)
where X̄ and Ȳ represent the mean values of X and Y ,
respectively. Table III summarizes the correlation coefficients
among cluster power, cluster delay spread and cluster azimuth
spread. It can be observed that the correlation coefficients
γ(στc , pc) and γ(σφc , pc) of LoS cluster are negative and
significant. This is reasonable since the power of LoS cluster is
mainly dominated by the LoS path, and with a higher LoS path
power, the LoS cluster dispersions in both delay and azimuth
are compressed. For the same reason, a positive γ(στc , σφc) for
LoS cluster is also observed. The NLoS clusters exhibit similar
correlation trends among these cluster-level parameters. How-
ever, the absolute values are rather small. Therefore, it can be
considered that no correlations have been found among cluster-
level parameters for NLoS cluster in both hall and corridor
scenarios.
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Fig. 10: Empirical and fitted CDFs of intra-cluster delay spread and
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Table III: Correlations among cluster level parameters.
LoS NLoS in hall NLoS in corridor
γ(στc , σφc) 0.28 0.14 0.05
γ(στc , pc) -0.56 -0.08 -0.08
γ(σφc , pc) -0.48 -0.15 -0.02
C. Dynamic parameters
In this section, dynamic parameters that characterize the
“birth-death” behaviors of clusters are investigated. The con-
cerned parameters include the cluster survival length, cluster
born point, slopes of cluster-trajectories in both delay and
azimuth domains. Fig. 11 illustrates two enlarged clusters
selected from Fig. 6 to demonstrate the definitions of the
dynamic parameters. Note that to compromise the model
accuracy and complexity, we use linear lines to fit the cluster-
trajectories in both delay and azimuth domains. This is a
reasonable approximation since it can be observed from Fig. 6
and Fig. 11 that the cluster survival length is usually not
large, which means that during the “alive” distance, the
relative geometry between a cluster and the scatterer do not
change much, thus a first-order approximation is reasonable.
Specifically, the variation of a dynamic cluster in terms of
mean delay and mean azimuth can be formatted as
τ̄c = aτd+ bτ + xτ , φ̄c = aφd+ bφ + xφ (15)
where d denotes the distance the UCA moves along the route,
and a, b and x represent the slope, intercept and fluctuation
respectively with their subscripts τ and φ indicating delay and
azimuth domains, respectively.
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Fig. 11: An example demonstration of dynamic parameters with two
clusters enlarged from Fig. 6.
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Fig. 12: Empirical and fitted CDFs of survival distance ds in
logarithm scale for NLoS clusters in hall and corridor.
1) Survival length ds: Fig. 12 illustrates the empirical CDFs
of cluster survival lengths in logarithm scale for both hall
and corridor scenarios. It can be observed that the empirical
CDFs of survival length in meter can be well fitted using log-
normal distributions. This means that the survival length has
moderate values with large probability. In other words, either
the survival length is too small or too large, its probability
becomes smaller. Moreover, it can also be observed that the
cluster survival length in hall is larger than that observed in
corridor scenario. This is consistent with the fact that the
dimension of the hall is large which can result in large cluster
survival lengths. Due to the multiple reflections in corridor,
clusters cannot be alive for long distances.
2) Slopes aτ and aφ of clusters: By fitting the model as
specified in (15), aτ and aφ are calculated for the NLoS
clusters in both hall and corridor scenarios. Fig. 13(a) and
Fig. 13(b) illustrate the empirical CDFs and fitted analytical
CDFs for aτ and aφ respectively in both scenarios. It can be
observed that the spread of the slopes in the corridor scenario
is basically larger than that observed in the hall scenario. We
postulate the main reason is that the scatterers are nearer to
the transceiver in the corridor due to its smaller dimension.
In addition, Fig. 14(a) and Fig. 14(b) illustrate respectively the
empirical CDFs of xτ and xφ for both scenarios, which are
found to be best fitted with stable distributions.8 It can be
observed that the mean values of xτ and xφ are near 0, which
is expected in (15). Moreover, the fluctuations xτ or xφ are
similar in both scenarios.
8Readers are referred to [58] for the definition of stable distribution.
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Fig. 13: Empirical and fitted CDFs of the slope for the NLoS clusters
in hall and corridor scenarios. (a) Delay domain aτ . (b) Azimuth
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Fig. 14: Empirical and fitted CDFs of the delay and azimuth fluc-
tuation for NLoS clusters in hall and corridor scenarios. (a) Delay
fluctuation xτ . (b) Azimuth fluctuation xφ.
0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6
0
0.2
0.4
0.6
0.8
1
P
(τ
0
[l
og
1
0
([
n
s]
)]
<
a
bs
ci
ss
a
)
Born delay τ0[log10([ns])]
Empirical hall-data
N (1.82, 0.32)
Empirical corridor-data
N (1.86, 0.20)
(a)
0 50 100 150 200 250 300 350 400
0
0.2
0.4
0.6
0.8
1
P
(φ
0
[◦
]
<
a
bs
ci
ss
a
)
Born azimuth φ0[◦]
Empirical hall-data
U (4.26, 356.79)
Empirical corridor-data
U (3.68, 304.12)
(b)
Fig. 15: Empirical and fitted CDFs of the born delay and born azimuth
for NLoS clusters in hall and corridor scenarios. (a) Born delay τ0.
(b) Born azimuth φ0.
3) Born delay τ0 and born azimuth φ0: As illustrated in
Fig. 11, τ0 and φ0 of a cluster are defined as the delay (relative
to LoS path delay) and azimuth of the cluster born point,
respectively. Fig. 15(a) illustrates the empirical CDFs and fitted
analytical CDFs for τ0 in logarithmic scale in both scenarios.
It can be observed that the range of τ0 in hall scenario is
larger than that observed in corridor. We postulate that this is
due to the fact that the scatterer with large relative distance
in hall can still cause non-negligible clusters. However, in the
corridor scenario, larger relative delay probably means more
bounces between two sidewalls, and the power of clusters
decreases fast. Fig. 15(b) illustrates the empirical CDFs and
the corresponding fitted CDFs for φ0 in both scenarios. It can
be observed that the empirical CDFs of born azimuth in both
scenarios can be well fitted with uniform distributions. This is
reasonable since the walls and objects as well as bounces in
both scenarios can cause clusters with various angles. Besides,
due to the dimension of the hall is larger, the whole angle range
is larger than that observed in corridor.
4) Born clusters number N : Fig. 16 illustrates the empirical
CDFs and the fitted CDFs of born clusters number for both
scenarios. It can be observed that the mean number of born
clusters in hall scenario is slightly larger than that observed
in corridor, which we postulate is due to the larger dimension
and more objects in hall scenario. However, the born clusters
number are basically similar in both scenarios. The possible
reason is that although the dimension of the corridor is smaller,
with a glass wall on one side, the outside objects may also
cause new-born clusters. It is noteworthy that if the cluster
born-process can be considered as a Possion process, the mean
value of N can be considered as the born rate of dynamic
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Fig. 16: Empirical and fitted CDFs of the born clusters number at
each position for NLoS clusters in hall and corridor.
Table IV: Statistics extracted for the established dynamic model.
Parmeters
Hall
(Dist.; p-value)
Corridor
(Dist.; p-value)
Composite
level
στ [log10([ns])] N (1.53, 0.19); 0.74 N (1.49, 0.10); 0.97
σφ[log10([
◦])] N (1.96, 0.10); 0.93 N (1.55, 0.09); 0.96
(α, β,Xσ) (76.72, 0.96, 1.93) (12.12, 5.90, 1.50)
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σφc [
◦] N (3.83, 1.91); 0.68 -
(α, β,Xσ) (62.36, 1.81, 2.30) -
N
L
oS
cl
us
te
rs στc [ns] N (6.83, 4.08); 0.26 N (9.84, 4.39); 0.71
σφc [
◦] N (4.29, 2.28); 0.55 N (5.38, 2.32); 0.96
(α, β,Xσ) (88.73, 0.93, 6.98) (53.97, 3.66, 7.24)
Dynamic
behavior
ds[log10([m])] N (0.61, 0.32); 0.04 N (0.51, 0.24); 0.02
aτ [ns/m] N (-0.75, 6.11); 0.11 N (0.09, 8.80); 0.17
aφ[
◦/m] N (0.83, 4.21); 0.25 N (0.76, 5.74); 0.85
xτ [ns] S(1.36, -0.05, 3.87, 0.20); 0.11 S(2.00, -0.94, 5.35, 0); 0.77
xφ[
◦] S(1.62, 0.13, 2.66, -0.24); 0.76 S(1.85, -0.08, 2.96, 0.07); 0.59
τ0[log10([ns])] N (1.82, 0.32); 0.49 N (1.86, 0.20); 0.88
φ0[
◦] U (4.26, 356.79); 0.37 U (3.68, 304.12); 0.95
N N (5.85, 2.34); 0.42 N (6.00, 2.50); 0.46
clusters. In addition, the statistics extracted for the established
dynamic model are summarized in Table IV.
VI. CONCLUSIONS
In this contribution, a millimeter-wave channel measurement
campaign at 28-30 GHz was conducted along a pre-defined
48 m route in an indoor area from a hall to a corridor. Based
on the estimation results using a high resolution parameter
estimation (HPRE) algorithm, a novel cluster identification
and tracking algorithm was exploited to trace dynamic clusters
observed in the channel. The composite-level, cluster-level and
“birth-death” behaviours were investigated. It has been found
that the composite path loss exponent (PLE) in the corridor can
be high as 5.9, while its counterpart in the hall can be as small
as 0.96, which is possibly due to the large attenuation caused
by the multiple reflections in the corridor. The mean composite
delay spread in the hall is slightly larger than that observed in
the corridor, both of which are around 30 ns. Meanwhile, the
mean composite azimuth spread in the hall was observed much
larger than that observed in the corridor, which are around 91◦
and 35◦, respectively. However, the cluster delay spread and
cluster azimuth spread in the hall scenario are smaller than
that observed in the corridor, mostly due to the fact that the
objects in the hall can cause dominant paths. Moreover, cluster
power decay behaviors are very different among the line-of-
sight (LoS) cluster, non-LoS (NLoS) clusters in the hall and
NLoS clusters in the corridor. The cluster survival length in
both hall and corridor scenarios can be well fitted with log-
normal distributions, and the mean survival lengths in hall and
corridor were found as around 4.07 m and 3.24 m, respectively.
The cluster born delay and born azimuth in both scenarios
were found to obey log-normal and uniform distributions,
respectively. In addition, it has been found that the born rate
of clusters are similar in both scenarios. The overall statistics
can be found in Table IV. The established dynamic model
can provide valuable reference for evaluating the performance
of 5G and beyond systems. Future works include further
enhancing the model’s ability by also including the dynamic
behavious in the elevation domain, applying the proposed
algorithm and analysis for outdoor propagation scenarios and
adopting the developed dynamic cluster channel models for
wireless system performance testing.
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