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ABSTRACT
We present a methodology for clustering N objects which are
described by multivariate time series, i.e. several sequences
of real-valued random variables. This clustering methodol-
ogy leverages copulas which are distributions encoding the
dependence structure between several random variables. To
take fully into account the dependence information while
clustering, we need a distance between copulas. In this
work, we compare renowned distances between distributions:
the Fisher-Rao geodesic distance, related divergences and
optimal transport, and discuss their advantages and disad-
vantages. Applications of such methodology can be found
in the clustering of financial assets. A tutorial, experiments
and implementation for reproducible research can be found
at www.datagrapple.com/Tech.
Index Terms— clustering; multivariate time series; copu-
las; Fisher-Rao geodesic distance; divergences; optimal trans-
port; Wasserstein distances
1. INTRODUCTION
What is clustering? Clustering is the task of grouping a set
of objects in such a way that objects in the same group, also
called cluster, are more similar to each other than those in
different groups. Besides being hard to formalize and hard
to solve, clustering essentially relies on the definition of a
proper, but usually unknown, pairwise similarity measure
between the data-points. Which class of distances should
one use when the data-points are time series? Several sur-
veys and experimental studies [1, 2, 3] have tried to organize
and benchmark this tentacular field of clustering time se-
ries: many application domains (e.g., astronomy, biology,
energy, environment, medicine, robotics, speech recognition,
finance) offer many goals that require specific distances and
clustering approaches. When time series are considered as
sequences of random variables, we can identify two main
approaches: those who process signals by comparing their
distributions [4, 5] (Information Geometry), and those who
measure the dependence (e.g., correlation, tail dependence)
between them. In Econophysics, for example, Mantegna et
al. [6] cluster stocks based on the pairwise correlation of
their returns. Yet, we may want to represent an object by
more than a single time series. For instance, a company could
be represented by a 4-variate time series consisting in (i) the
returns of the stock, (ii) the traded stock volumes, (iii) the
returns of its 5-year credit default swap (CDS) [7], (iv) the
traded CDS volumes. Distances proposed so far [8, 9, 10]
for clustering such multivariate time series do not aim specif-
ically at discriminating on dependence. To this aim, Copula
Theory provides convenient tools to encode the dependence
between several time series as a distribution, the copula. In
order to cluster N objects (for instance, companies) based
on the dependence between their multivariate time series, we
need a relevant distance between copulas. Thus, our approach
(depicted in Fig. 1) is to leverage distances from Information
Geometry to compare distributions - the copulas encoding
dependence between the variates - in order to discriminate
on the dependence between the random variables (but not
on their distributions). What kind of distances is relevant
for comparing copulas? Far from being comprehensive, we
illustrate our point with Wasserstein distances, Fisher-Rao
geodesic distance and related divergences.
2. CLUSTERING METHODOLOGY
2.1. A reminder on copulas
Copulas are functions that couple multivariate distribution
functions to their one-dimensional marginal distribution func-
tions [11]. This relationship is precised by Sklar’s Theorem:
Theorem. Sklar’s Theorem [12]. For any random vectors
X = (X1, . . . , Xd) having continuous marginal cumulative
distribution functions Pi, 1 ≤ i ≤ d, its joint cumulative
distribution P is uniquely expressed as P (X1, . . . , Xd) =
C(P1(X1), . . . , Pd(Xd)), where C, the multivariate distribu-
tion of uniform marginals, is known as the copula of X .
Copulas are central for studying the dependence between
random variables: their uniform marginals jointly encode all
the dependence. They allow to study scale-free measures of
dependence and are invariant to monotonous transformations
of the variables.
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Fig. 1. Statistical distances from Information Geometry de-
signed to compare distributions can help for clustering time
series based on their dependence. Which ones are relevant
for this task? And which ones are not?
2.2. Clustering multivariate time series using copulas
We elaborate on a clustering methodology first described in
[13]. Besides the associated paper, the basic methodology
is illustrated at www.datagrapple.com/Tech. Authors
have suggested to:
• transform the data to its underlying copula,
• compare this copula to other relevant copulas using the
Earth Mover Distance [14] (algorithmic version of a
Wasserstein distance formulated as a linear problem
and solved with the Hungarian algorithm),
• use any appropriate clustering algorithm that can han-
dle a dissimilarity matrix as input.
The methodology presented in [13] has several advantages:
non-parametric, robust to noise and deterministic (proper-
ties of the Earth Mover Distance); non-parametric, robust to
noise, fast converging, accurate and generic representation
of dependence (properties of empirical copulas). But the ap-
proach has also some serious scaling issues: (i) in dimension,
non-parametric estimations of density suffer from the curse
of dimensionality, (ii) in time, the Earth Mover Distance is
costly to compute.
In order to alleviate the previous drawbacks, we may con-
sider a parametric version of this clustering methodology. It
implies the choice of a parametric copula (e.g., Gaussian cop-
ula, Student-t copula, Archimedean copula) and the choice of
a statistical distance to compare the copulas. What is a rele-
vant distance to measure the resemblance of copulas?
3. SENSITIVITY OF DISTANCES WITH RESPECT
TO DEPENDENCE
3.1. A reminder on statistical distances
Statistical distances are distances between probability distri-
butions. Many such distances have been designed to deal with
practical problems in signal processing [15].
One of the leading approaches is to consider the param-
eter space Θ = {θ ∈ RD | ∫ pθ(x)dx = 1} of a family of
parametric probability distributions {pθ(x)}θ with x ∈ Rd
and θ ∈ RD as a Riemannian manifold endowed with the
Fisher-Rao metric ds2(θ) =
∑D
i=1
∑D
j=1 gij(θ)dθidθj [16].
The coefficients gij(θ) = Eθ
[
1
p(θ)
∂p
∂θi
1
p(θ)
∂p
∂θj
]
= gji(θ) are
known as the Fisher Information Matrix coefficients. Two
probability distributions represented by their respective den-
sity pθ1 and pθ2 are considered as two points θ1 and θ2 on
the manifold (Θ, ds2). The Fisher-Rao geodesic distance be-
tween these two probability distributions can be computed by
integrating the Fisher-Rao metric along the geodesics (locally
shortest paths) between the corresponding points θ1 and θ2:
D(θ1, θ2) =
∫ θ2
θ1
ds.
Since computing geodesics which requires solving ordi-
nary differential equations (ODEs) can be intractable, one
often considers related divergences such as Kullback-Leibler,
symmetrized Jeffreys, Hellinger, or Bhattacharrya diver-
gences which coincide with the quadratic form approxima-
tions of the Fisher-Rao distance between two close distribu-
tions, and which are computationally more tractable. These
divergences all belong to the class of Ali-Silvey-Csisza´r f -
divergences, enjoy the information monotonicity [17] (coars-
ing bins decrease the divergence value), are invariant under
reparametrizations, and furthermore induce the±α-geometry
for α = 3 + 2f ′′′(1) (where f is a convex function).
Alternatively to the Fisher-Rao geometry, Wasserstein
distances [18] provide another natural way to compare prob-
ability distributions. Given a metric space M , these distances
optimally transport the probability measure µ defined on M
to turn it into ν:
Wp(µ, ν) :=
(
inf
γ∈Γ(µ,ν)
∫
M×M
d(x, y)p dγ(x, y)
)1/p
,
where p ≥ 1, Γ(µ, ν) denotes the collection of all measures
on M ×M with marginals µ and ν. It can be observed that
computing the Wasserstein distance between two probability
measures amounts to finding the most correlated copula as-
sociated with these measures. Notice also that unlike Fisher-
Rao and related divergences, Wasserstein distances work with
probability measures instead of probability density functions.
3.2. Distances between Gaussian copulas
We illustrate the behaviour of these distances in the simple
case where the underlying copula is a Gaussian (which may
Fig. 2. Densities of CGaussRA , C
Gauss
RB
, CGaussRC respectively;
Notice that for strong correlations, the density tends to be dis-
tributed very close to the diagonal.
not be relevant for all applications). Moreover, when the com-
pared distributions are multivariate Gaussians, we have ana-
lytical formulas (which are reported in Table 1).
The Gaussian copula is a distribution over the unit cube
[0, 1]d. It is constructed from a multivariate normal distribu-
tion over Rd by using the probability integral transform. For
a given correlation matrix R ∈ Rd×d, the Gaussian copula
with parameter matrix R can be written as
CGaussR (u1, . . . , ud) = ΦR(Φ
−1(u1), . . . ,Φ−1(ud)),
where Φ−1 is the inverse cumulative distribution function of
a standard normal and ΦR is the joint cumulative distribu-
tion function of a multivariate normal distribution with mean
vector zero and covariance matrix equal to the correlation ma-
trix R. For illustration purposes, we consider three bivariate
Gaussian copulas parameterized by
RA =
(
1 0.5
0.5 1
)
, RB =
(
1 0.99
0.99 1
)
,
and RC =
(
1 0.9999
0.9999 1
)
respectively. Heatmaps of
their densities are plotted in Fig. 2.
3.3. Distance sensitivity: An unwanted property for clus-
tering copulas?
In Table 1, we report the distances D(RA, RB) between
CGaussRA and C
Gauss
RB
, and the distances D(RB , RC) between
CGaussRB and C
Gauss
RC
. We can observe that unlike Wasserstein
W2 distance, Fisher-Rao and related divergences consider
that CGaussRA and C
Gauss
RB
are nearer than CGaussRB and C
Gauss
RC
.
This may sound surprising since CGaussRB and C
Gauss
RC
both de-
scribe a strong positive dependence between the two variates
whereas CGaussRA describes only a mild positive dependence.
Our geometric intuition to explain this fact is that Fisher-
Rao geodesic distance and its related divergences are only
defined on the manifold of probability distribution densities.
However, the copula characterizing comonotonicity (perfect
positive dependence), known as the Fre´chet-Hoeffding up-
per bound copula M(u1, . . . , ud) = min{u1, . . . , ud}, has
no density. So, perfect positive dependence (for a bivariate
Gaussian, it means that the two variates are perfectly corre-
lated: ρ = 1) is not a point of the manifold. Unlike these
distances, Wasserstein distances are defined between proba-
bility measures, so no such problem arises for the Fre´chet-
Hoeffding upper bound copula. In the Gaussian case consid-
ered, the closed-form formulas for these distances can make
this intuition clearer. For Fisher-Rao and related divergences,
distances are expressed using the inverse of the covariance
matrix and the inverse of its determinant. These matrices are
ill-conditioned when correlation is strong, and singular when
correlation is perfect. For Wasserstein W2 distance, the for-
mula is well defined in terms of square roots.
In [21], Barbaresco gives an extensive comparison of
Fisher-Rao geometry versus Wasserstein geometry on the
space of covariance matrices. One of the noticeable differ-
ence is that the Fisher-Rao geometry has negative curvature
whereas Wasserstein geometry is flat and has nonnegative
curvature. The notion of curvature is key to understand the
behaviour of clustering using statistical distances. For in-
stance, we have displayed in Fig. 3 the distances D(ρ1, ρ2)
between the Gaussian copulas parameterized by(
1 ρ1
ρ1 1
)
and
(
1 ρ2
ρ2 1
)
.
One can notice that Wasserstein W2 exhibits a roughly linear
increase away from the diagonal with low curvature: It can
discriminate equally well for all parameters (ρ1, ρ2) ∈ [0, 1]2.
On the contrary, the behaviour of Fisher-Rao strongly de-
pends on the values ρ1, ρ2 as shown in Fig. 3: For high corre-
lations, a small change induces a big change on the distance
value due to the curvature. We call it sensitivity. In addition
to returning counter-intuitive distance values as reported in
Table 1, this property could lead to totally spurious distances
and thus clusters when working with finite sample data: What
if the parameters estimation error is bigger than the sensitiv-
ity? In practice, the distance would be useless.
However, Fisher-Rao and related divergences do not suf-
fer from this drawback. They all can be locally written as
a quadratic form of the Fisher Information Matrix I(ρ).
Through this connection to the Crame´r-Rao Lower Bound
Var(ρˆ) ≥ 1I(ρ) [16], they deviate (the distance sensitivity)
just the right amount with respect to the statistical uncertainty
of the estimator. For Pearson correlation estimate, we have
Var(ρˆ) ≥ 1I(ρ) = (ρ−1)
2(ρ+1)2
3(ρ2+1) , i.e. stronger the correlation,
finer the estimate can be.
4. CLUSTERING EXPERIMENTS
Fisher-Rao geodesic distance has been successfully applied
for clustering and classification [22], statistical analysis (e.g.,
mean, median, PCA) on covariance manifolds in computa-
tional anatomy [23] and radar processing [21]. In financial
Table 1. Distances in closed-form between Gaussians and their sensitivity to the correlation strength
D (N (0,Σ1),N (0,Σ2)) D(RA, RB) D(RB , RC)
Fisher-Rao [19]
√
1
2
∑n
i=1(log λi)
2 2.77 < 3.26
KL(Σ1||Σ2) 12
(
log |Σ2||Σ1| − n+ tr(Σ
−1
2 Σ1)
)
22.6 < 47.2
Jeffreys KL(Σ1||Σ2) +KL(Σ2||Σ1) 24 < 49
Hellinger
√
1− |Σ1|1/4|Σ2|1/4|Σ|1/2 0.48 < 0.56
Bhattacharyya 12 log
|Σ|√
|Σ1||Σ2|
0.65 < 0.81
W2 [20]
√
tr
(
Σ1 + Σ2 − 2
√
Σ
1/2
1 Σ2Σ
1/2
1
)
0.63 > 0.09
λi eigenvalues of Σ−11 Σ2; Σ =
Σ1+Σ2
2
Fig. 3. Distance heatmap and surface as a function of (ρ1, ρ2)
for Fisher-Rao (left), for Wasserstein W2 (right)
Fig. 4. Datasets of bivariate time series are generated from
six Gaussian copulas with correlation .1, .2, .6, .7, .99, .9999
applications, variates tend to be strongly correlated (for in-
stance, correlation between maturities in a term structure can
be up to 0.99). In such cases, the sensitivity problem dis-
cussed above may impair the clustering results. We illus-
trate this assertion by considering a dataset of N bivariate
time series evenly generated from the six Gaussian copulas
depicted in Fig. 4. When a clustering algorithm such as Ward
is given a distance matrix computed from Fisher-Rao (dis-
played in Fig. 5), it will tend to gather in a cluster all copu-
las but the ones describing high dependence which are iso-
lated. W2 yields a more balanced and intuitive clustering
where clusters contain copulas of similar dependence. Code
for the numerical and clustering experiments are available at
www.datagrapple.com/Tech.
5. DISCUSSION
In this paper, we have focused on Gaussian copulas for two
reasons: (i) we know closed-form formulas for the distances
Fig. 5. Distance heatmaps for Fisher-Rao (left), W2 (right);
Using Ward clustering, Fisher-Rao yields clusters of copulas
with correlations {.1, .2, .6, .7}, {.99}, {.9999}, W2 yields
{.1, .2}, {.6, .7}, {.99, .9999}
between multivariate Gaussian distributions; (ii) the existing
machine learning literature focus on the manifold of covari-
ances [24]. We have shown that if the dependence is strong
between the time series, the use of Fisher-Rao geodesic dis-
tance and related divergences may not be appropriate. They
are relevant to find which samples were generated from the
same set of parameters (clustering viewed as a generalization
of the three-sample problem [25]) due to their local expres-
sion as a quadratic form of the Fisher Information Matrix de-
termining the Crame´r-Rao Lower Bound on the variance of
estimators. To measure distance between copulas, we think
that the Wasserstein geometry is more appropriate since it
does not lead to these counter-intuitive clusters. Beyond the
Gaussian case, the phenomenon illustrated here should sub-
sist as Fisher-Rao is defined on manifold of densities but the
copula for comonotonicity cannot be part of it. We will in-
vestigate further this issue. We would also like to encompass
the embedding of probability distributions into reproducing
kernel Hilbert spaces [26] in our comparison of the possible
distances for copulas.
6. REFERENCES
[1] Eamonn Keogh and Shruti Kasetty, “On the need for
time series data mining benchmarks: a survey and em-
pirical demonstration,” Data Mining and knowledge dis-
covery, vol. 7, no. 4, pp. 349–371, 2003.
[2] T Warren Liao, “Clustering of time series dataa sur-
vey,” Pattern recognition, vol. 38, no. 11, pp. 1857–
1874, 2005.
[3] Saeed Aghabozorgi, Ali Seyed Shirkhorshidi, and
Teh Ying Wah, “Time-series clustering–a decade re-
view,” Information Systems, vol. 53, pp. 16–38, 2015.
[4] Arnaud Dessein and Arshia Cont, “An information-
geometric approach to real-time audio segmentation,”
Signal Processing Letters, IEEE, vol. 20, no. 4, pp. 331–
334, 2013.
[5] Frank Nielsen, “Pattern learning and recognition
on statistical manifolds: an information-geometric re-
view,” in Similarity-Based Pattern Recognition, pp. 1–
25. Springer, 2013.
[6] Rosario N Mantegna, “Hierarchical structure in fi-
nancial markets,” The European Physical Journal B-
Condensed Matter and Complex Systems, vol. 11, no. 1,
pp. 193–197, 1999.
[7] Dominic O’Kane, Modelling single-name and multi-
name credit derivatives, vol. 573, John Wiley & Sons,
2011.
[8] Kiyoung Yang and Cyrus Shahabi, “A PCA-based simi-
larity measure for multivariate time series,” in Proceed-
ings of the 2nd ACM international workshop on Multi-
media databases. ACM, 2004, pp. 65–74.
[9] Tamraparni Dasu, Deborah F Swayne, and David Poole,
“Grouping multivariate time series: A case study,” in
Proceedings of the IEEE Workshop on Temporal Data
Mining: Algorithms, Theory and Applications, in con-
junction with the Conference on Data Mining, Houston,
2005, pp. 25–32.
[10] Ashish Singhal and Dale E Seborg, “Clustering multi-
variate time-series data,” Journal of chemometrics, vol.
19, no. 8, pp. 427–438, 2005.
[11] Roger B Nelsen, An introduction to copulas, vol. 139,
Springer Science & Business Media, 2013.
[12] A Sklar, Fonctions de re´partition a` n dimensions et leurs
marges, Universite´ Paris 8, 1959.
[13] Gautier Marti, Frank Nielsen, and Philippe Donnat,
“Optimal copula transport for clustering multivariate
time series,” IEEE ICASSP, 2016.
[14] Yossi Rubner, Carlo Tomasi, and Leonidas J Guibas,
“The earth mover’s distance as a metric for image re-
trieval,” International journal of computer vision, vol.
40, no. 2, pp. 99–121, 2000.
[15] Frank Nielsen and Frederic Barbaresco, Geometric Sci-
ence of Information: Second International Conference,
GSI 2015, Palaiseau, France, October 28-30, 2015,
Proceedings, vol. 9389, Springer, 2015.
[16] C Radhakrishna Rao, “Information and the accuracy
attainable in the estimation of statistical parameters,”
in Breakthroughs in statistics, pp. 235–247. Springer,
1992.
[17] Shun-ichi Amari, “Divergence function, information
monotonicity and information geometry,” in WITMSE,
2009.
[18] Ce´dric Villani, Optimal transport: old and new, vol.
338, Springer Science & Business Media, 2008.
[19] Colin Atkinson and Ann FS Mitchell, “Rao’s distance
measure,” Sankhya¯: The Indian Journal of Statistics,
Series A, pp. 345–365, 1981.
[20] Asuka Takatsu et al., “Wasserstein geometry of gaussian
measures,” Osaka Journal of Mathematics, vol. 48, no.
4, pp. 1005–1026, 2011.
[21] Fre´de´ric Barbaresco, “Geometric radar processing
based on Fre´chet distance: information geometry versus
optimal transport theory,” in 2011 12th International
Radar Symposium (IRS), 2011.
[22] Ahmed Drissi El Maliani, Mohammed El Hassouni,
Nour-Eddine Lasmar, Yannick Berthoumieu, and Driss
Aboutajdine, “Color texture classification using rao dis-
tance between multivariate copula based models,” in
Computer Analysis of Images and Patterns. Springer,
2011, pp. 498–505.
[23] Xavier Pennec, “Statistical computing on manifolds:
from riemannian geometry to computational anatomy,”
in Emerging Trends in Visual Computing, pp. 347–386.
Springer, 2009.
[24] Karim T Abou-Moustafa and Frank P Ferrie, “A note
on metric properties for some divergence measures: The
gaussian case.,” in ACML, 2012, pp. 1–15.
[25] D. Ryabko, “Clustering processes,” in Proc. the 27th
International Conference on Machine Learning (ICML
2010), Haifa, Israel, 2010, pp. 919–926.
[26] Bharath K Sriperumbudur, Kenji Fukumizu, Arthur
Gretton, Gert RG Lanckriet, and Bernhard Scho¨lkopf,
“Kernel choice and classifiability for rkhs embeddings
of probability distributions.,” in NIPS, 2009, pp. 1750–
1758.
