Abstract-Nurse rostering is an important search problem with many constraints. In the literature, a number of approaches have been investigated including penalty function methods to tackle these constraints within genetic algorithm frameworks. In this paper, we investigate an extension of a previously proposed stochastic ranking method, which has demonstrated superior performance to other constraint handling techniques when tested against a set of constrained optimization benchmark problems. An initial experiment on nurse rostering problems demonstrates that the stochastic ranking method is better at finding feasible solutions, but fails to obtain good results with regard to the objective function. To improve the performance of the algorithm, we hybridize it with a recently proposed simulated annealing hyper-heuristic (SAHH) within a local search and genetic algorithm framework. Computational results show that the hybrid algorithm performs better than both the genetic algorithm with stochastic ranking and the SAHH alone. The hybrid algorithm also outperforms the methods in the literature which have the previously best known results.
I. Introduction
N URSE ROSTERING is an important personnel scheduling problem that is faced by many large hospitals across the world. The problem involves producing daily schedules for nurses over a given time horizon. The objectives are to improve the hospitals' efficiency, to balance the workload among nurses and, more importantly, to satisfy various hard constraints, and as many soft constraints as possible, such as minimal nurse demands, "day-off" requests, personal preferences, etc. Depending on the practical situations and requirements in different hospitals, the type and number of constraints can be varied. Due to these constraints, the solution search space of nurse rostering problems is highly constrained with the feasible regions usually being disconnected. Although considerable research has been carried out in this area with many approaches effectively proposed, most standard methods have difficulties in dealing with these constraints. For example, as will be discussed in Section II-A, both the genetic algorithm in [2] and its improved version [1] are not able to consistently find feasible solutions for some problem instances.
In this paper, we aim to: 1) improve the constraint handling ability of a standard evolutionary approach by utilizing a stochastic ranking method. Stochastic ranking [3] is an effective constraint handling technique that has shown impressive performance over a set of constrained optimization benchmark problems. This method is shown to perform well for dealing with the difficult constraints in nurse rostering problems; 2) enhance the performance of the evolutionary method by hybridizing it with a simulated annealing hyperheuristic (SAHH). It is well accepted that genetic algorithms are capable of searching large search spaces but are less effective in identifying local optima [4] ; and 3) utilize a revised version of an emerging hyper-heuristic technique to enhance the performance of the algorithm. The hybrid algorithm is, in fact, very flexible and can be readily adapted to many other constrained optimization problems.
The remainder of this paper is structured as follows. Section II presents the nurse rostering problem that is addressed in this paper, followed by a brief overview of the related work for the problem. Section III reviews several constraint handling methods and specifically describes the stochastic ranking method that will be used in this paper. Section IV presents the initial experiments of the stochastic ranking genetic algorithm for the nurse rostering problem. In Section V, the proposed algorithm is enhanced by a simple version of a recently proposed SAHH [5] . Section VI concludes the paper.
II. The Nurse Rostering Problem
We will present a very brief overview of nurse rostering problems. A more comprehensive view can be found by consulting [6] - [8] . Research for nurse scheduling problems dates back to the early 1960s [9] - [13] where relatively simple mathematical models were proposed to minimize the cost of nurse recruitment in order to perform various tasks. Although these approaches are able to solve some nurse rostering problems, its performance greatly depends the size of the problem and the types of constraints to be handled [14] . With the advances in modern search and optimization techniques, a great deal of research has been carried out, in the last decade in particular, in the area of heuristic, metaheuristic and evolutionary personnel scheduling and nurse rostering [6] . Dowsland [15] proposed a multistage tabu search algorithm with the aid of several "chain-moves." Due to the highly constrained search space, the algorithm repeatedly switches between feasible and infeasible regions of the search space so that the search can transfer between different feasible regions even when they are disconnected. Experimental results have shown that this algorithm is able to find good quality solutions on the test problem instances. However, the tabu search algorithm relies highly on several specially designed "chain-moves." The performance of the algorithm may be not as good when tackling other problem instances with different search spaces. Burke et al. [16] employed a hybrid tabu search algorithm to solve a nurse rostering problem in Belgian hospitals. Apart from taking into account the common constraints, such as nurse demands for different categories, shift preferences, days off, etc., they also considered the constraints which arise due to the schedule in the previous schedule horizon. To tackle the highly constrained search space for which tabu search alone does not perform well, a hybrid method was proposed which hybridizes general tabu search with some heuristic search strategies. In [17] , the nurse rostering problem was formulated into a multicriteria model so that users have more control and flexibility in adapting to actual situations in their hospitals. A new practical model for nurse rostering problems was recently proposed in [18] which introduces "time interval" personnel demands, a more flexible solution representation as opposed to shifts in most other models.
Burke et al. [19] applied a tabu search hyper-heuristic algorithm for nurse rostering problems. This algorithm is a flexible and generic framework which uses very little domainspecific information but can adapt to different problems by strategically choosing appropriate low-level heuristics. Beddoe and Petrovic [20] developed a case-based reasoning system and tested it on a real world nurse rostering problem. The system keeps a database of "cases" of previous constraint violations and the corresponding successful repair operations. A new problem can be solved by the approach that is retrieved by matching the current violation features with cases stored in the database. A genetic algorithm was used to select and combine a subset of features in case retrieval.
Aickelin and Dowsland [2] applied a genetic algorithm coupled with some problem-dependent genetic operators and local search heuristics. An enhanced version of the genetic algorithm was proposed in [1] which utilized a different solution encoding/decoding scheme and some specialized genetic operators in an "indirect genetic algorithm" framework. In both approaches, a carefully designed penalty function method was used to resolve the hard constraints. Due to the highly constrained search space of the nurse rostering problem, both genetic algorithms struggle to obtain feasible solutions for some of instances, although the second genetic algorithm performs slightly better than the genetic algorithm in [2] . Burke et al. [21] compared a memetic algorithm with a tabu search algorithm for nurse rostering problems and their computational results show that the memetic algorithm is able to obtain better quality solutions than both the genetic algorithm and a previously proposed tabu search approach in [16] provided that longer computational times are used. [22] and [23] are recent works on the nurse rostering problem which used Bayesian learning to combine several scheduling rules. Better results have been reported when compared with the genetic algorithms in [1] , [2] .
A. The Problem
In this paper, we address a real nurse rostering problem faced by a large U.K. hospital, originally studied in [15] and [2] . The problem is represented here for completeness. The formulation employed in those two studies represents a generic nurse rostering problem and has been used in several other studies. The problem is to make weekly schedules for about 30 nurses. Each days' schedule consists of a day shift and a night shift, and for each shift a feasible solution has to assign sufficient nurses to cover the actual demands which are subject to changes throughout the week. Two practical constraints have made this problem particularly challenging. Firstly, nurses have three different grades. A higher grade nurse can cover the demand for a lower grade nurse but not vice versa. Secondly, there are some part-time nurses who can only work a certain number of hours each week and may also not be able to work on certain shifts. The schedule should also be able to satisfy "day-off" requests by nurses. It should also spread some unpopular shifts (e.g., night and weekend shifts) among nurses for fairness. Dowsland [15] formulated this problem as an integer programming model. In her model, each nurse works on one of a number of predefined "shift patterns," which can be abstracted as a binary vector of length 14 (sevenday shifts and seven-night shifts). A value of one in the vector denotes a scheduled shift on for this nurse and zero a shift off. Each shift pattern of a nurse is associated with a penalty that represents its preferences. For completeness, we present the model here.
Given a number of, n, nurses with each nurse having a grade among the range [1, g] . Denote G r the set of nurses with grades r or higher, R kr the minimal demand of nurses of grade r for shift k, and F i the set of feasible shift pattern for nurse i. Set a jk = 1 if pattern k covers shift j and 0 otherwise. Let p ij be the penalty cost of nurse i working on pattern j and the decision variables x ij be x ij = 1, nurse i works on pattern j 0, otherwise.
The objective is to minimize the following cost function
Constraint (2) ensures that each nurse works on exactly one specific shift pattern and constraint (3) makes sure that there are sufficient nurses to cover each shift at each grade. Several methods have been used to tackle the constraint (3) which makes the search space highly constrained. Although a two-stage strategy and a penalty function method have respectively been used in [15] and [1] , [2] in order to tackle the constraints, the proposed approaches either struggle to find feasible solutions or have to rely heavily upon problemspecific information. In this paper, we propose to tackle the constraints by using a generic stochastic ranking method which was shown to be very successful when solving 13 constrained optimization benchmark problems [3] .
III. Evolutionary Algorithm and Constraint
Handling Using Stochastic Ranking Evolutionary algorithms are search techniques inspired from the natural evolution and selection principle of "survival of the fittest." For an optimization problem, a solution (individual) is usually encoded in a specially designed string (chromosome). A population of individuals is maintained and evolves from one generation to another through some genetic operations (i.e., crossover, mutation) and a selection method until some stopping criteria are met [24] , [25] . Constraint handling is a common issue in many implementations of evolutionary algorithms. Depending on the problem, several techniques have been proposed in the literature. For example, Falkenauer [26] proposed a genetic algorithm with a specialized encoding schema and operators (crossover and mutation) for grouping problems so that the search only operates over the feasible solution space. A disadvantage of this approach is that not all the constraints can be handled by carefully designed encoding schemata and/or operators. In addition, the algorithm may not be efficient when the feasible regions of the solution space are disconnected. Another method is postreparation, which recovers the feasibility of the current solution if a constraint is violated after a crossover or mutation operation [27] .
Penalty functions are among the most popular techniques and have been widely used in many applications [2] , [19] , [28] - [30] . The idea is to transform the constrained optimization problem into an unconstrained one by introducing a penalty term into the objective function to penalize constraint violations. Let X be the vector of decision variables and f (X) be the original objective function. The transformed objective function φ(X) is often presented in the form of
where λ is the associated penalty coefficient and ϕ(g π (X)) is a function that measures the severity of violations of the following constraints
In the case of the nurse rostering problem addressed in this paper, the following function can be used to measure the violation of the covering constraints (3)
For convenience, we use φ and ϕ to denote φ(X) and ϕ(g π (X)), respectively. Despite the popularity of the penalty function method, deciding on a proper value for penalty coefficient λ is challenging. In many cases, finding an optimal value for λ becomes a difficult optimization problem itself and is probably problem-dependent [3] . That is, parameter tuning is required for different problems (or even different problem instances). For example, in [1] , [2] , a similar form of penalty function is used to penalize violations of the covering constraint (3). The penalty coefficients are set after careful experimentation. Even so, both genetic algorithms in [1] , [2] are struggling to find feasible solutions, especially for two of the 52 test instances that we study in this paper. For the two instances, these two genetic algorithms can only manage feasible solutions twice in 20 attempts. Adaptive approaches, where the value of λ is dynamically altered by the algorithm itself, are promising. The biggest advantage of these adaptive approaches is that constraints are handled by making use of some population information. Little domain-knowledge is required and there is no manual parameter tuning for λ [28] , [29] , [31] . Some other constraint handling methods rely on multiobjective optimization techniques [32] - [34] , where constraints are treated as one or more objectives. For these methods, there is a problem of balancing the selection pressure between the objectives. Another type of constraint handling method is stochastic ranking. It was initially proposed by Runarsson and Yao [3] as a technique to tackle constrained optimization problems in evolutionary algorithms. The underlying idea is to "fuzzify" the common ranking criteria by introducing a ranking probability P f . The ranking can be obtained by a procedure similar to a stochastic version of the bubble-sort algorithm with N sweeps. In this method, the ranking is based on an objective function only if all the individuals are feasible. Otherwise, the ranking is stochastic. Denote by P w the probability of an individual winning a comparison with an adjacent individual. It can be calculated by (see [3] )
where P fw and P ϕw are respectively the probability of the individual winning according to the objective function and the penalty function. According to [3] , the probability of an individual winning a comparison among S individuals is dependent on both the number of sweeps N and P f . By fixing the number of sweeps N and by adjusting the probability P f , we can balance the dominance of the objective function f and the penalty function ϕ [3] . In this research, we fix the number of sweeps N = S. When P f < 0.5 the ranking is mainly dominated by the objective function f and when P f > 0.5, the ranking favors smaller penalty function values ϕ. Since the ultimate purpose is to search for the best feasible solution, normally the parameter should be set where P f < 0.5.
IV. Initial Experiments An initial experiment was carried out to investigate the performance of the stochastic ranking method in comparison with the penalty function method in [1] , [2] in the framework of a genetic algorithm. The solution is encoded as a vector of length n (i.e., number of nurses) with the position of each allele representing a nurse and its value the shift pattern index. This representation can automatically handle constraint (2). However, the covering constraint (3) will be handled using the stochastic ranking method. The parameter settings of the genetic algorithm are given in Table I . In order for a valid and sound comparison, all these parameter settings are the same as those used in [2] except for the selection strategy 1 which is based on stochastic ranking and elitism (i.e., the best solution always survives to the next generation) while in [2] the best 10% of solutions are directly copied to the next generation. In the same way as in [2] , single point crossover is used. A mutation operator assigns a new random feasible shift pattern for a randomly selected nurse. Therefore, we did not tune these parameters when introducing the stochastic ranking method into the genetic algorithm. Fig. 1(a) and (b) presents typical plots of the population feasibility level and transformed penalty cost against time. 2 Since the initial population is generated randomly, there is rarely a feasible solution at the beginning. As the search progresses, the feasibility level tends to increase and stabilizes at between 20% and 30% of the population. There are still a relatively large percentage of infeasible solutions in the population, probably due to the fact that we are dealing with a highly constrained search space. A large number of genetic operations (crossovers and mutations) would generate infeasible solutions. However, from Fig. 1(b) it can be seen that although the population feasibility level maintains a relatively stable value after 150 generations, the average penalty cost keeps reducing gradually over time, indicating that the overall solution quality of the population improves slowly over time. Note that maintaining a proportion of infeasible solutions in the population is useful for the search transferring between different disconnected feasible regions. Fig. 2 (a) and (b) presents the results of the stochastic ranking genetic algorithm (SRGA) in comparison with the indirect genetic algorithm (IGA) 3 in [1] among 20 independent runs. Due to space limitation, we do not compare with the results in [2] but they are inferior to those in [1] both in terms of feasibility and objective values. Fig. 2(a) illustrates the advantages of the stochastic ranking method over the penalty function method. SRGA is able to find a feasible solution in all 20 runs for each of 52 instances. However, IGA is struggling for six instances, especially for the instances 49 and 50 where only 2 out of 20 attempts successfully find a feasible solution for the problem. Unfortunately, although it is able to find feasible solutions very quickly, the solution quality in terms of penalty costs is not as good as for IGA [see Fig. 2(b) ]. In fact, the better quality solutions by IGA are mainly attributed to its special encoding schema and making use of some problemspecific information. To solve this problem, we hybridize the SRGA with a recently proposed SAHH algorithm [5] . 
V. Hybridization with an SAHH A. The Hybrid Algorithm
Considerable research has shown that the performance of genetic algorithms can be improved by combining them with local search procedures. They are often referred to as memetic algorithms [4] , [35] . In this paper, we hybridize the genetic algorithm with an SAHH approach that has demonstrated impressive performance over three difficult optimization problems [5] . Hyper-heuristics are high-level strategies that "choose heuristics to solve a given problem instance or search scenario" [36] , [37] . A two-layer structure (separated by a domain barrier) can be adopted in order to increase the level of algorithmic independence over the problem domain. Two key components in the hyper-heuristic layer are the heuristic selection mechanism and the simulated annealing acceptance criterion. The heuristic selection mechanism strategically chooses between heuristics in order to adapt to different problem search scenarios. However, the simulated annealing acceptance criterion component, whose temperature is systematically changed during the search, ensures that only heuristic moves that have satisfied the criterion are accepted. Meanwhile, the heuristic selection component periodically monitors the performance of each heuristic and their acceptance ratios as feedback information to adapt its selection strategy to the current problem search scenarios. See [5] for more details.
However, it does not make sense to simply implement the entire SAHH algorithm into the genetic algorithm. Firstly, it is computationally expensive to execute an SAHH at each local search phase. Secondly, the main aim of a local search procedure in a memetic algorithm is to quickly identify local optima which the standard genetic algorithm finds difficult to locate. Therefore, there is no point in starting every local search with a high-temperature. The pseudocode for the proposed algorithm is outlined in Fig. 3 .
The proposed algorithm was implemented in C++ and run on a PC with Intel Core 2 Duo 1.8 GHz CPU and 1 GB RAM. The parameters of the genetic algorithm remain the same as before except that the population size is decreased to 100 for computational considerations and that the stopping criterion is set to 60 s CPU time. The parameters with regard to the SAHHs are set as follows. K = 20, t s = 10.0, t f = 0.5, nrep = 15, β = (t s − t f )/(nrep · t s · t f ), based on some preliminary experiments. The temperature is decreased nonlinearly according to t = t/(1 + βt) until t < t f , at which point the temperature is reset to t s . For the purpose of reducing computational time, the local search procedure, LS SAHH, is a simplified version of the SAHH where the low-level heuristics are selected uniformly [see Fig. 4 ]. We also carried out some experiments on a hybridization of the genetic algorithm with an improvement-only local search approach (i.e., without the simulated annealing acceptance criterion). However, the results were not competitive with those presented here. Since the aim of the local search in the hybrid algorithm is to efficiently search for feasible local optima, the procedure only accepts feasible solutions, or in the case of equal infeasibility between the current solution and neighboring solution, the new solution is accepted according to the simulated annealing acceptance criteria. A total of nine simple low-level heuristics were used, drawn from [19] . For completeness, they are described here. nurse and assign the abandoned shift pattern to another nurse. H 9 Same as H8 but "1st improving f without worsening ϕ."
B. Comparison with Other Approaches
The proposed hybrid algorithm was applied to the same 52 instances as in [2] , with each instance being solved 20 times using independent random seeds. The detailed results of the hybrid algorithm are presented in Table III and Fig. 7 . We now make comparisons with the tabu search hyperheuristic (TSHH) [19] , the IGA [1] , and a more recently proposed estimation of distribution algorithm (EDA) [23] . Since the TSHH was run on a slower computer, for the purpose of a fair comparison, we re-run the original TSHH program provided by the corresponding authors on the same PC used for our hybrid algorithm with the same computational time limit (i.e., 60 s). With this extra computational power, TSHH is able to improve its average results for 37 out 52 instances, compared with its best previous results under parameter configuration HH1:4L in [38] . The proposed algorithm outperforms a recently proposed evolutionary algorithm on average [39] . Detailed results are not included in this paper since it has only recently appeared. Table II presents a comparison of the average objective values by the proposed hybrid algorithm and those by rerunning the TSHH. The results are based on 20 independent runs both for the TSHH and the hybrid algorithm. It can be seen that for 19 instances both algorithms obtained the same results. The hybrid algorithm performed better than TSHH for 23 instances while TSHH produced slight better results for the other ten instances. In terms of overall average objective values across 52 instances, the hybrid algorithm performed better than TSHH. To make a further comparison, the standard nonparametric signed rank test was carried out for each of the 33 instances for which TSHH and the hybrid algorithm performed differently. However, a further 11 instances were excluded for the significance test since the results from the both algorithms are every similar (i.e., the number of nonzero difference in samples is less than five). The signed rank test results for the remaining 22 instances show that the hybrid algorithm significantly performs better than the TSHH for 20 instances and for two instances, there is no significant difference between them.
The detailed results of IGA and EDA are presented in Figs. 5 and 6, respectively. Comparisons are made in three aspects: #inf. is the number of unsuccessful runs (out of 20 total independent runs) that have failed to find a feasible solution by the given algorithm. #opt. denotes the number of successful attempts that have found an optimal solution and # within 3 is the number of runs that found a solution within 3 penalty costs away from the optimum. These solutions are considered to be of good quality. The optimal solutions were obtained by a standard Integer Programming (IP) package which may be impractical due to the high financial costs [1] .
It can be seen that both the EDA and the proposed hybrid algorithms perform better than the IGA in terms of finding feasible solutions. The IGA has difficulties in finding feasible solutions for six problem instances while both the EDA and the hybrid algorithm can find feasible solutions in all 20 runs for all the instances. In general, the performance of the proposed hybrid algorithm is much better than both IGA and EDA. Among 20 runs, the hybrid algorithm can solve all the instances to optimality except the second instance. For 49 out of 52 instances, the hybrid algorithm obtained a good quality solution (i.e., solutions within three penalty cost away from optimality) on each of 20 independent runs. In terms of computational time, our hybrid algorithm was run on a PC with Intel Core 2 Duo 1.8 GHz CPU and 1 GB RAM but the program is a sequential one (i.e., no advantage is gained here by using a PC with dual CPU). The stopping criterion is 60 s computational time per run per instance although an optimal solution could be found well before this time limit for the majority of the instances. Most of the computational time was consumed due to the local search phase SAHH LS, which is computationally expensive.
IGA is very fast, with an average time of 9.3 s per run per instance on a Pentium II PC but the results for many instances are not competitive. EDA takes much longer computational time (2-3 min on average) on a Pentium IV 2.0 GHz PC with 512 MB RAM, which has a similar speed to our experiment PC.
Table III presents more detailed results of the proposed hybrid algorithm in comparison with the SAHH in [5] .
Again, the signed rank test was carried out to test the significance difference between them. For 28 instances, both algorithms performed similarly with less than five nonzero differences among each sampled results. Therefore, they were not considered for the significance test. For the remaining 24 instances, test results indicate that the hybrid algorithm performs better than SAHH for 19 instances and there is no significant difference for the other five instances.
Judged from the tables, the hybrid algorithm seems to be more consistent in producing good quality solutions. Take instance 16 for example, both the average penalty costs and standard deviation by SAHH are much larger than the hybrid algorithm's. The search space of this instance seems to have many disconnected feasible regions. As a populationbased approach, the proposed hybrid algorithm is capable of searching in a larger search space than SAHH, which is a single point search method. Similar results can be observed for instances 18, 20, 26, 33, 41 , and 49. Over the 52 instances, the average penalty costs (respectively the worst penalty cost and standard deviation) by the hybrid algorithm have been reduced by 7.5% (respectively 30.3% and 93.7%) compared with SAHH.
Another advantage of the proposed hybrid approach is its simplicity of implementation and flexibility to be adapted to other constrained optimization problems. Compared with the penalty function method and other constraint handling techniques, stochastic ranking is simpler and more generic. It is not based on domain-specific structures and hence can be used for various constraint handling situations within an evolutionary algorithm framework. Meanwhile, the SAHH could complement the drawbacks of a conventional evolutionary algorithm with its better capability to capture local optima efficiently.
VI. Conclusion
This paper has considered a real-world nurse rostering problem which has a highly constrained search space. Several previous heuristic approaches have been proposed for this problem, which have either struggled to find feasible solutions or failed to produce high-quality solutions efficiently in terms of the objective function. In this paper, we proposed a hybrid algorithm for this problem which combines a genetic algorithm and an SAHH. In this algorithm, a stochastic ranking method was used to improve the constraint handling capability of the genetic algorithm while an SAHH procedure was incorporated in order to locate local optima more efficiently. Compared with genetic algorithms that use penalty function methods as a constraint handling approach, the stochastic ranking method have demonstrated better performance with regard to feasibility. To improve the solution quality in terms of the objective function, an SAHH algorithm was hybridized with the genetic algorithm. Experimental results on 52 problem instances has demonstrated the high-performance and consistency by this hybrid approach when compared with other approaches for this problem. The contribution of this paper is the presentation of a robust hybrid algorithm for the nurse rostering problem. The algorithm is also simple and flexible and provides significant potential for extension to other constrained optimization problems. 
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