The discovery of a metallic state and a metal-insulator transition (MIT) in two-dimensional (2D) electron systems challenges one of the most influential paradigms of modern mesoscopic physics, namely, that "there is no true metallic behavior in two dimensions". However, this conclusion was drawn for systems of noninteracting or weakly interacting carriers, while in all 2D systems exhibiting the metal-insulator transition, the interaction energy greatly exceeds all other energy scales. We review the main experimental findings and show that, although significant progress has been achieved in our understanding of the MIT in 2D, many open questions remain.
In 2D electron systems, the electrons move in a plane in the presence of a weak random potential. According to the scaling theory of localization of Abrahams et al., 1 these systems lie on the boundary between high and low dimensions insofar as the metal-insulator transition is concerned. The carriers are always strongly localized in one dimension, while in three dimensions, the electronic states can be either localized or extended. In the case of two dimensions the electrons may conduct well at room temperature, but a weak logarithmic increase of the resistance is expected as the temperature is reduced. This is due to the fact that, when scattered from impurities back to their starting point, electron waves interfere constructively with their time reversed paths. Quantum interference becomes increasingly important as the temperature is reduced and leads to localization of the electrons, albeit on a large length scale; this is generally referred to as "weak localization". Indeed, thin metallic films and many of the two-dimensional electron systems fabricated on semiconductor surfaces display the predicted logarithmic increase of resistivity.
The scaling theory 1 does not consider the effects of the Coulomb interaction between electrons. The strength of the interactions is usually characterized by the dimensionless Wigner-Seitz radius, r s = 1 (πn s ) 1/2 a B (here n s is the electron density and a B is the Bohr radius in a semiconductor). As the density of electrons is reduced, the Wigner-Seitz radius grows and the interactions provide the dominant energy of the system. In the early 1980's, Finkelstein 2, 3 and Castellani et al. 4 found that for weak disorder and sufficiently strong interactions, a 2D system scales towards a conducting state as the temperature is lowered. However, the scaling procedure leads to an increase in the effective strength of the spin-related interactions and to a divergent spin susceptibility, so that the perturbative approach breaks down as the temperature is reduced toward zero. Therefore, the possibility of a 2D metallic ground state stabilized by strong electron-electron interactions was not seriously considered at that time, particularly as there were no experimental observations to support the presence of a metallic phase.
Progress in semiconductor technology has enabled the fabrication of high quality 2D samples with very low randomness in which measurements can be made at very low carrier densities. The strongly-interacting regime (r s ≫ 1) has thus become experimentally accessible. The first observation of a metal-insulator transition in strongly-interacting, low-disordered 2D systems on a silicon surface was reported in 1987 by Zavaritskaya and Zavaritskaya.
5 Although identified by the authors as a metal-insulator transition, the discovery went by unnoticed. Subsequent experiments on even higher mobility silicon samples [6] [7] [8] [9] [10] confirmed the existence of a metal-insulator transition in 2D and demonstrated that there were surprising and dramatic differences between the behavior of strongly interacting systems with r s > 10 as compared with weakly-interacting systems. These results were met with great skepticism and were largely overlooked until they were confirmed in other strongly-interacting 2D systems in 1997. [11] [12] [13] [14] [15] [16] Moreover, it was found [17] [18] [19] [20] that in the strongly-interacting regime, an external in-plane magnetic field strong enough to polarize the spins of the electrons or holes induces a giant positive magnetoresistance and completely suppresses the metallic behavior, implying that the spin state is central to the high conductance of the metallic state. Recent experiments [21] [22] [23] [24] [25] [26] [27] [28] have shown that there is a sharp enhancement of the spin susceptibility as the metal-insulator transition is approached. Interestingly, this enhancement is due to a strong increase of the effective mass, while the g-factor remains essentially constant. 25, 27, 29, 30 Therefore, the effect is not related to the Stoner instability.
31
In this article we summarize the main experimental findings. Of the many theories that have been proposed to explain the observations, we provide a detailed discussion of the theory of Punnoose and Finkelstein, 32 as it provides numerical predictions with which experimental results can be compared directly. We end with a brief discussion of some of the unsolved problems.
EXPERIMENTAL RESULTS IN ZERO MAGNETIC FIELD
The first experiments that demonstrated the unusual temperature dependence of the resistivity 5-9 were performed on low-disordered MOSFETs with maximum electron mobilities reaching more than 4 × 10 4 cm 2 /Vs; these mobilities were considerably higher than in samples used in earlier investigations. The very high quality of the samples allowed access to the physics at electron densities below 10 11 cm −2 . At these low densities, the Coulomb energy, E C , is the dominant parameter. Estimates for Si MOSFETs at n s = 10 11 cm −2 yield E C ≈ 10 meV, while the Fermi energy, E F , is about 0.6 meV (a valley degeneracy of two is taken into account when calculating the Fermi energy, and the effective mass is assumed to be equal to the band mass.) The ratio between the Coulomb and Fermi energies, r * ≡ E C /E F , thus assumes values above 10 in these samples.
The earliest data that clearly show the MIT in 2D are shown in Fig.1 .1 (a). Depending on the initial ("high-temperature") value of conductivity, σ 0 , the temperature dependence of conductivity σ(T ) in a low-disordered Si MOSFET exhibits two different types of behavior: for σ 0 < e 2 /h, the conductivity decreases with decreasing temperature following Mott's hopping law in 2D, σ ∝ exp T −1/3 ; on the other hand, for σ 0 > e 2 /h, the conductivity increases with decreasing T by as much as a factor of 7 before finally saturating at sub-kelvin temperatures. Fig. 1.1 (b) shows the temperature dependence of the resistivity (the inverse of the conductivity) measured in units of h/e 2 of a high-mobility MOSFET for 30 different electron densities n s varying from 7.12 × 10 10 to 13.7 × 10 10 cm −2 . If the resistivity at high temperatures exceeds the quantum resistance h/e 2 , ρ(T ) increases monotonically as the temperature decreases, behavior that is characteristic of an insulator. However, for n s above a certain "critical" value, n c (the curves below the "critical" curve that extrapolates to 3h/e 2 ), the temperature dependence of ρ(T ) is non-monotonic: with decreasing temperature, the resistivity first increases (at T > 2 K) and then decreases as the temperature is further reduced. At yet higher density n s , the resistivity is almost constant at T > 4 K but drops by an order of magnitude at lower temperatures, showing strongly metallic behavior as T → 0.
A metal-insulator transition similar to that seen in clean silicon MOSFETs has also been observed in other low-disordered, strongly-interacting 2D systems: p-type SiGe heterostructures, 11,33 p-GaAs/AlGaAs heterostructures, 12, 34, 35 n-GaAs/AlGaAs heterostructures, 13, 36 AlAs heterostructures, 14 and n-SiGe heterostructures. 15, 16 The values of the resistivity are quite similar in all systems. In Fig. 1.2 , the resistivity is shown as a function of temperature for a p-type GaAs/AlGaAs sample; here the interaction parameter, r s , changes between approximately 12 and 32.
a The main features are very similar to those found in silicon MOSFETs: when the resistivity at "high" temperatures exceeds the quantum rea These rs values were calculated assuming that the effective mass is independent of density and equal to 0.37 me, where me is the free-electron mass. sistance, h/e 2 (i.e., at hole densities below some critical value, p c ), the ρ(T ) curves are insulating-like in the entire temperature range; for densities just above p c , the resistivity shows insulating-like behavior at higher temperatures and then drops by a factor of 2 to 3 at temperatures below a few hundred mK; and at yet higher hole densities, the resistivity is metallic in the entire temperature range. Note that the curves that separate metallic and insulating behavior have resistivities that increase with decreasing temperature at the higher temperatures shown; this is quite similar to the behavior of the separatrix in silicon MOSFETs when viewed over a broad temperature range (see Fig. 1.1) . Below approximately 150 mK, the separatrix in p-type GaAs/AlGaAs heterostructures is independent of temperature, 12 as it is in Si MOSFETs below approximately 2 K. The resistivity of the separatrix in both systems extrapolates to ≈ 2 or 3 h/e 2 as T → 0, even though the corresponding carrier densities are very different.
THE EFFECT OF A MAGNETIC FIELD
In ordinary metals, the application of a parallel magnetic field (B ) does not lead to any dramatic changes in the transport properties: if the thickness of the 2D electron system is small compared to the magnetic length, the parallel field couples largely to the electrons' spins while the orbital effects are suppressed. Only weak corrections to the conductivity are expected due to electron-electron interactions. 38 It therefore came as a surprise when Dolgopolov et al. 17 observed a dramatic suppression of the conductivity in dilute Si MOSFETs by a parallel in-plane magnetic field B . The magnetoresistance in a parallel field was studied in detail by Simonian et al.
18
and Pudalov et al.,
19 also in Si MOSFETs. In the left hand part of Fig. 1 .3, the resistivity is shown as a function of parallel magnetic field at a fixed temperature of 0.3 K for several electron densities. The resistivity increases sharply as the magnetic field is raised, changing by a factor of about 4 at the highest density shown and by more than an order of magnitude at the lowest density, and then saturates and remains approximately constant up to the highest measuring field, B = 12 tesla. The magnetic field where the saturation occurs, B sat , depends on n s , varying from about 2 tesla at the lowest measured density to about 9 tesla at the highest. The metallic conductivity is suppressed in a similar way by magnetic fields applied at any angle relative to the 2D plane 39 Resistivity as a function of B of a 10 nm wide p-GaAs quantum well at 50 mK; adapted from Ref. 37 measuring current and magnetic field. 18,40 All these observations suggest that the giant magnetoresistance is due to coupling of the magnetic field to the electrons' spins. Indeed, from an analysis of the positions of Shubnikov-de Haas oscillations in tilted magnetic fields 21, 41, 42 it was concluded that in MOSFETs, the magnetic field B sat is equal to that required to fully polarize the electrons' spins.
In p-type GaAs/AlGaAs heterostructures, the effect of a parallel magnetic field is qualitatively similar, as shown in the right hand part of Fig. 1.3 . As in the case of Si MOSFETs, there is a distinct knee that serves as a demarcation between the behavior in low and high fields. For high hole densities, Shubnikov-de Haas measurements 43 have shown that this knee is associated with full polarization of the spins by the in-plane magnetic field. However, unlike Si MOSFETs, the magnetoresistance in p-GaAs/AlGaAs heterostructures has been found to depend on the relative directions of the measuring current, magnetic field, and crystal orientation; 44 one should note that the crystal anisotropy of this material introduces added complications. In p-SiGe heterostructures, the parallel field was found to induce negligible magnetoresistance 33 because in this system the parallel field cannot couple to the spins due to very strong spin-orbit interactions.
Over and above the very large magnetoresistance induced by an in-plane magnetic fields, an even more important effect of a parallel field is that it causes the zero-field 2D metal to become an insulator. 18, [45] [46] [47] [48] The extreme sensitivity to parallel field is illustrated in Fig. 1.4 . The top two panels compare the temperature dependence of the resistivity in the absence and in the presence of a parallel magnetic field. For B = 0, the resistivity displays the familiar, nearly symmetric (at temperatures above 0.2 K) critical behavior about the separatrix (the dashed line). However, in a parallel magnetic field of B = 4 tesla, which is high enough to cause full spin polarization at this electron density, all the ρ(T ) curves display "insulatinglike" behavior, including those which start below h/e 2 at high temperatures. There is no temperature-independent separatrix at any electron density in a spin-polarized electron system. 18, 46 The effect of a parallel magnetic field is further demonstrated in the bottom panel of Fig. 1.4 , where the slope of the resistivity calculated for the temperature interval 0.27 K to 1.35 K is plotted as a function of magnetic field at a fixed density; these data show explicitly and quantitatively that a magnetic field applied parallel to the plane of the electrons reduces the temperature dependence of the conductivity to near zero. Moreover, this was shown to be true over a broad range of electron densities extending deep into the metallic regime where the high-field conductivity is on the order of 10(e 2 /h). The clear difference in behavior with and without in-plane magnetic field convincingly demonstrates that the spin-polarized and unpolarized states behave very differently and rules out explanations that predict similar behavior of the resistance regardless of the degree of spin polarization.
SPIN SUSCEPTIBILITY NEAR THE METAL-INSULATOR TRANSITION

Experimental measurements of the spin susceptibility
In Fermi-liquid theory, the electron effective mass and the g-factor (and, therefore, the spin susceptibility, χ ∝ g * m * ) are renormalized due to electron-electron interactions. 49 Earlier experiments, 50,51 performed at relatively small values of r s ∼ 2 to 5, confirmed the expected increase of the spin susceptibility. More recently, Okamoto et al. 21 observed a renormalization of χ by a factor of ∼ 2.5 at r s up to about 6. At yet lower electron densities, in the vicinity of the metal-insulator transition, Kravchenko et al. 22 have observed a disappearance of the energy gaps at "cyclotron" filling factors which they interpreted as evidence for an increase of the spin susceptibility by a factor of at least five.
It was noted many years ago by Stoner that strong interactions can drive an electron system toward a ferromagnetic instability. 31 Within some theories of strongly interacting 2D systems, 2-4,32,52 a tendency toward ferromagnetism is expected to accompany metallic behavior. The easiest way to estimate the spin magnetization of 2D electrons (or holes) is to measure the magnetic field above which the magnetoresistance saturates (and thus full spin polarization is reached) as a function of electron density. For non-interacting electrons, the saturation field is proportional to the electron density: Here g is the Landé g-factor, m is the effective mass, and µ B is the Bohr magneton. Experiments 23,24 have shown, however, that in strongly correlated 2D systems in Si MOSFETs, the parallel field required for full spin polarization extrapolates to zero at a non-zero electron density, n χ . The left-hand panel of Fig.1.5 shows that the field B * for full polarization obtained by Shashkin et al. 23 extrapolates to zero at a finite electron density; the dashed line indicates the calculated B * (n s ) for comparison; the fact that the measured B * lies significantly lower than the calculated value indicates that either g or m (or both) are larger than their band values. Using a different method of analysis, Vitkalov et al. 24 obtained a characteristic energy k B ∆ associated with the magnetic field dependence of the conductivity plotted as a function of electron density, as shown in the right-hand panel of Fig.1.5 ; the parameter ∆ decreases with decreasing density, and extrapolates to zero at a critical density labeled n o . That B * and k B ∆, both measures of the field required to obtain complete spin polarization, extrapolate to zero at a finite density implies there is a spontaneous spin polarization at n s = n χ = n 0 . Many Si MOSFET samples of different quality have been tested, and the results indicate that n χ ≈ 8 × 10 10 cm 2 is independent of disorder. In the highest quality samples, n χ was found to be within a few percent of the critical density for the metal-insulator transition, n c (but consistently below). It is easy to recalculate the renormalized spin susceptibility using the data for B * (n s ):
where χ 0 is the "non-interacting" value of the spin susceptibility. Such critical behavior of a thermodynamic parameter usually indicates that a system is approaching a phase transition, possibly of magnetic origin. However, direct evidence of a phase transition can only be obtained from measurements of thermodynamic properties. Given the tiny number of electrons in a dilute 2D layer, magnetic measurements are very hard to perform. A clever technique was designed and implemented by Prus et al. 53 and Shashkin et al. 54 These authors modulated the parallel magnetic field with a small ac field, B mod , and measured the tiny induced current between the gate and the two-dimensional electron system. The imaginary (out-of-phase) component of the current is proportional to dµ/dB, where µ is the chemical potential of the 2D gas. By applying the Maxwell relation dM/dn s = −dµ/dB, one can obtain the magnetization M from the measured current. Full spin polarization corresponds to dM/dn s = 0. Yet another way of finding the density for complete spin polarization is related to measurements of the thermodynamic density of states of the 2D system obtained from measurements 54 of the capacitance of a MOSFET: the thermodynamic density of states was found to change abruptly with the onset of complete spin polarization of the electrons' spins.
The results obtained for the spin susceptibility are shown in Fig.1.6 . One can see that upon approaching to the critical density of the metal-insulator transition, the spin susceptibility increases by almost an order of magnitude relative to its "noninteracting" value. This implies the occurrence of a spontaneous spin polarization (either Wigner crystal or ferromagnetic liquid) at low n s , although in currently available samples, the formation of a band tail of localized electrons at n s n c conceals the origin of the low-density phase. In other words, so far, one can only reach an incipient transition to a new phase.
A strong dependence of the magnetization on n has also been seen 28, 55, 56 in other types of devices for n s near the critical density for the metal-insulator transition. In principle, the strong increase of the Pauli spin susceptibility at low electron densities can be due to either the increase of the effective mass or the Lande gfactor (or both). The effective mass was measured by several groups employing different methods 25, 29, 30 which gave quantitatively similar results. The values g/g 0 and m/m b as a function of the electron density are shown in Fig. 1.7 (here g 0 = 2 is the g factor in bulk silicon, m b is the band mass equal to 0.19m e , and m e is the free electron mass). In the high n s region (relatively weak interactions), the enhancement of both g and m is relatively small, with both values increasing slightly with decreasing electron density, in agreement with earlier data.
58 Also, the renormalization of the g factor is dominant compared to that of the effective mass, consistent with theoretical studies.
59-61
In contrast, the renormalization at low n s (near the critical region), where r s ≫ 1, is striking. As the electron density is decreased, the effective mass increases dramatically while the g factor remains essentially constant and relatively small, g ≈ g 0 . Hence, it is the effective mass, rather than the g factor, that is responsible for the drastically enhanced spin susceptibility near the metal-insulator transition. The Landé g-factor and the effective mass as a function of electron density obtained from transport measurements 25 (solid and dashed lines, respectively). Also shown are the effective g-factor (circles) and the cyclotron mass (squares) obtained by measurements of thermodynamic magnetization. 30 The critical density nc for the metal-insulator transition is indicated by the arrow.
Effective mass as a function of r s
The effective mass has also been measured in a dilute 2D electron system in (111)-silicon. This system is interesting because the band electron mass m b = 0.358m e is approximately a factor of two larger than it is in (100)-silicon. In addition, the (111)-silicon samples used in these experiments have a much higher level of disorder. Remarkably, the relative enhancement of the effective mass, i.e., m * /m b , was found to be essentially the same function of the interaction parameter, r s , as in (100) samples of Si MOSFETs. Shown in Fig. 1.8 , the effective mass plotted in units m b as a function of (1/r s ) 2 ∝ n s is essentially the same for the two systems within the experimental uncertainty, despite the fact that the band mass differs by about a factor of two and the level disorder differs by almost one order of magnitude. This implies that the relative mass enhancement is determined solely by the strength of the electron-electron interactions. 
Comparison with theory and open questions
Many theories have been proposed to account for the experimental observations summarized above. These include exotic superconductivity, 63 the formation of a disordered Wigner solid, 64 microemulsion phases, 65-67 percolation, 68 and a nonFermi liquid state. 69 In what follows, we restrict our discussion to theories that provide numerical predictions with which experimental can be compared directly.
When the resistivity of a sample is much smaller than h/e 2 , the electrons are in a ballistic regime for temperatures T > h/k B τ ; this encompasses most of the experimentally accessible range except in samples with electron densities that are very close to the critical density. Theories [70] [71] [72] [73] [74] [75] [76] that invoke the effect of electron screening attempt to explain the transport results in the ballistic regime by extrapolating classical formulas for the resistivity, valid for r s < 1, to the regime where r s ≫ 1. Indeed, quantitatively successful comparisons with experiment have been reported. 72, [74] [75] [76] However, at large r s , the screening length λ sc obtained using a random-phase approximation becomes parametrically smaller than the spacing between electrons:
67 Screening lengths smaller than the distance between electrons are clearly unphysical.
This approach was corrected by Zala et al., 77 who considered the contribution due to the scattering from the Friedel oscillations induced by impurities. At small r s , the "insulating-like" sign of dρ/dT is obtained, in agreement with experiments on samples with r s ∼ 1. However, when extrapolated to large enough r s , dρ/dT changes sign, and ρ(T ) becomes a linearly increasing function of T . This theory 77 predicts the complete suppression of the metallic behavior in parallel magnetic fields sufficiently strong to completely polarize spins, again in agreement with the experiments. However, one should keep in mind that this theory considers corrections to the conductivity that are small compared to the Drude conductivity. By contrast, changes in resistivity by an order of magnitude are often observed experimentally.
Scaling theory of the metal-insulator transition in
The two-parameter scaling theory 32,78 of quantum diffusion in an interacting disordered system is based on the scaling hypothesis that both the resistivity and the electron-electron scattering amplitudes, γ 2 , become scale (temperature) dependent. Essentially, this is the theory of Anderson localization in the presence of electronelectron interactions. The renormalization-group (RG) equations describing the evolution of the resistance and the scattering amplitude in 2D have the form
where ξ = − ln(T τ / ), τ is the elastic scattering time, ρ * = (e 2 /πh)ρ, and n v is the number of degenerate valleys in the spectrum. The resistance, ρ(T ), is a non-monotonic function of temperature, reaching a maximum value ρ max at some temperature T max with a metallic temperature dependence (dρ/dT > 0) for T < T max . Furthermore, ρ(T ) can be written as
where F is a universal function shown by the solid curve in Fig. 1.9(a) . The strength of spin-dependent interactions, γ 2 , is also a universal function of ln(T max /T ), shown by the solid line in Fig. 1.9(b) . This theory can account for the large changes in resistivity observed experimentally, and provides quantitative functions that can be directly compared with the experimental data. Such a comparison was made by Anissimova et al., 79 who deduced the interaction amplitude from the magnetoresistance; the results are presented in Figs. 1.9(a) and (b) . The agreement between theory and experiment is especially striking given that the theory has no adjustable parameters. Systematic deviations from the universal curves occur at lower densities as higher order corrections in ρ become important. Furthermore, the resistivity reaches a maximum at γ 2 ≈ 0.45, in excellent agreement with theory 78 for n v = 2. The data for γ 2 enables one to calculate the renormalized Landé g-factor g * = 2(1 + γ 2 ). As shown in Fig.1 .10, at n s = 9.87 × 10 10 cm −2 , the Landé gfactor increases from g * ≈ 2.9 at the highest temperature to g * ≈ 4 at the lowest. Therefore, the g-factor becomes temperature-dependent in the diffusive regime and increases with decreasing temperature, in agreement with the predictions of Punnoose and Finkelshtein. 32, 78 Note that at higher temperatures it is close to the temperature-independent "ballistic" value of about 2.8.
However, it should be noted that a theory based on electron interference effects can predict substantial changes of resistivity only in the near vicinity of the critical point, where ρ ∼ h/e 2 . At much lower resistivities ρ ≪ h/e 2 , only small logarithmic corrections are possible, while the experiments demonstrate very large changes in resistivity even deep in the metallic region. Therefore, although the theory of Punnoose and Finkelstein 32,78 quantitatively describes experimental data in the close vicinity of the transition, it cannot explain the large effects observed far from the transition. It should be further noted that most of the experiments in GaAs-and n-SiGe-based devices are performed in the ballistic regime where this theory is irrelevant. Given the conspicuous similarity of the results obtained on different 2D systems, whether diffusive or ballistic, it seems clear that a unified theory applicable in both regimes is needed to account for the transport data.
Such a theory, based on the Pomeranchuk effect, was proposed by Spivak and Kivelson. [65] [66] [67] In essence, this theory proposes that when the interaction energy is much higher than the Fermi energy, the short-range interactions are of the Wignercrystalline type. As the temperature or magnetic field is increased, the surface fraction occupied by the Wigner crystallites grows, explaining the metallic temperature dependence of the resistance and the giant positive magnetoresistance observed at low temperatures. Moreover, this theory predicts that the metallic temperature dependence of the resistance is quenched in magnetic fields strong enough to completely polarize the electrons' spins. The Pomeranchuk effect provides a qualitative explanation of all the major experimental observations; however, a quantitative theory is not currently available.
Spin susceptibility and the effective mass enhancement
There are several mechanism that could lead to the strong enhancement of the effective mass at low carrier densities (high r s ). Within Fermi liquid theory, the enhancement of g and m is due to spin exchange effects. Extension of the Fermi liquid model to relatively large r s 59-61 is problematic, the main outcome being that the renormalization of g is large compared to that of m. In the limiting case of high r s , one may expect a divergence of the g factor that corresponds to the Stoner instability. These predictions are in obvious contradiction to the experimental data. The divergence of the effective mass and spin susceptibility follow also from the Gutzwiller variational approach 81 (see also Ref. 82 ). Recent theoretical developments include the following. Using a renormalization group analysis for multi-valley 2D systems, it has been found that the spin susceptibility increases dramatically as the density is decreased toward the critical density for the metal-insulator transition, while the g factor remains nearly intact. 32 However, this prediction is made for the diffusive regime, T τ / ≪ 1, while the spin susceptibility enhancement has been observed well into the ballistic regime, T τ / ≫ 1. In the Fermi-liquid-based model of Khodel et al , 83 a flattening at the Fermi energy in the spectrum that leads to a diverging effective mass has been predicted, in qualitative agreement with experiment, but a detailed microscopic theory is needed before conclusions can be drawn. The strong increase of the effective mass has also been obtained (in the absence of disorder) by solving an extended Hubbard model using dynamical mean-field theory. 84, 85 This is consistent with experiment, especially taking into account that the relative mass enhancement has been experimentally found to be independent of the level of the disorder. 
Summary
Although the behavior in the close vicinity of the transition is quantitatively described by the renormalization-group theory of Punnoose and Finkelstein 32 without any fitting parameters, there is currently no microscopic theory that can explain the whole range of observed phenomena. The origin of the large changes in the resistance deep in the metallic phase remains unclear, with suggested explanations ranging from temperature-dependent screening [72] [73] [74] [75] [76] to an analog of the Pomeranchuk effect. [65] [66] [67] From an empirical perspective, numerous experiments on various strongly correlated 2D electron and hole systems strongly suggest the existence of a metal-insulator transition and a metallic phase in two-dimensions, despite the persistent view on the part of many that such a transition is impossible in 2D.
