Abstract. A set in R d is called almost-equidistant if for any three distinct points in the set, some two are at unit distance apart. We proved that an almost-equidistant set V in R d has O(d) points in two cases: if the diameter of V is at most 1 or if V is a subset of (d − 1)-dimensional sphere of radius at most 1/2 + O(d −2/3 ). Also, we present a new proof of the result by Kupavskii, Mustafa and Swanepoel [9] that an almost-equidistant set in R d has O(d 4/3 ) elements.
Introduction
A set in R d is called almost-equidistant if among any three points in the set, some two are at unit distance apart. The natural conjecture [12, Conjecture 7] claims that an almost-equidistant set in R d has O(d) points. Using an elegant linear algebraic argument Rosenfeld [14] proved that an almostequidistant set on a (d − 1)-dimensional sphere of radius 1/ √ 2 has at most 2d points. Note that the set of the vertices of two unit (d − 1)-simplices lying on the same (d − 1)-dimensional sphere of radius 1/ √ 2 is almost-equidistant. Bezdek and Lángi [2, Theorem 1] generalized Rosenfeld's approach and showed that an almost-equidistant set on a (d − 1)-dimensional sphere of radius < 1/ √ 2 has at most 2d + 2 points; this bound is tight because the vertices of two unit d-simplices inscribed in the same sphere form an almost-equidistant set. Balko, Pór, Scheucher, Swanepoel and Valtr [1] showed that an almost equidistant set has O(d 3/2 ) elements. This bound was improved by the author [12] to O(d 13/9 ). Recently, Kupavskii, Mustafa, Swanepoel [9] further improved to O(d 4/3 ). For more references we refer the interested readers to [1] .
The first goal of the current article is to confirm the conjecture in two cases: for almostequidistant sets of diameter 1 (see Section 3) and for almost-equidistant sets lying on a (d − 1)-dimensional sphere of radius ≤ 1/2 + O(d −2/3 )) (see Section 4) . The second aim is to give a new proof of the upper bound O(d 4/3 ) for the cardinality of an almostequidistant set in R d (see Section 5) . Also, we will discuss several open problems related to almost-equidistant sets (see Section 6).
Preliminaries
Suppose that {v 1 , . . . , v n } ⊂ R d is an almost-equidistant set. Consider the matrix
where J n is the n-by-n matrix of one's and I n is the identity matrix of size n. We need two simple facts proved in [12, Corollary 4 and Lemma 5]. We join them in the following lemma.
Lemma 1. 1) tr(U) = tr(U 3 ) = 0. 2) U has at most one eigenvalue > 1 and at least n − d − 2 eigenvalues equal to 1.
Suppose that {v 1 , . . . , v n } is an almost-equidistant set lying on the (d − 1)-dimensional sphere of radius 1/(2(1 − cos α)) with center in the origin of R d . Consider the matrix
where 0 < α < π is a fixed angle. We omit the proof of the next lemma because it is similar to the proof of Lemma 1.
2) U α has at most one eigenvalue < cos α − 1 and at least n − d − 1 eigenvalues equal to cos α − 1.
We will use the following lemma in next sections.
Lemma 3.
Suppose that an n-by-n matrix W has n − k eigenvalues are equal to 1. Also,
Assume that all eigenvalues of W but λ are ≤ 1. Then
To finish the proof, we need Lemma 1 in [2] . For the sake of completeness we provide its proof here.
Lemma 4. Let x 1 , . . . , x m be real numbers with the property that x i ≥ −2 for i = 1, . . . , m and
Here the equality is possible if x i are equal and therefore, x i ≥ 1.
has the value of a tangent line to f (x) at x = 1 and the second point of the intersection of that tangent line and f (x) is at x = 2. Further, g(x) is a convex function in the range −2 ≤ x. By Jensen's inequality,
The equality case we leave as an exercise.
Assume that n > 2k. Introducing the notation l = n − 2k we can rewrite the first equality in (3) as:
Thus Lemma 4 implies that
Finally, according to the second equality in (3)
Assume that n ≥ 2k − 1. Introducing the notation l = n − 2k − 1 we can rewrite the first equality in (4) as:
By Lemma 4, we obtain
Moreover, if λ + λ ′ = 0 then (5) becomes a strict inequality (see Lemma 4) . Since the second equality in (4),
and l ≥ 0 we see λ + λ ′ = 0, but this implies a strict inequality in (5), a contradiction.
3. Denote by λ 1 , . . . , λ k−1 eigenvalues < 1. Since tr(W) = tr(W 3 ) = 0,
Therefore, we have
By Lemma 4, we obtain 
Almost-equidistant diameter sets
A subset of R d is called an almost-equidistant diameter set if it is almost-equidistant and has diameter 1. The next theorem is about the maximal size of such sets.
Theorem 5. An almost-equidistant diameter set in R d has at most 2d + 4 points.
Proof. Suppose that the matrix U (see (1)) for an almost-equidistant diameter set V ⊆ R d . Clearly, the entries of U are non-positive. Assume that U does not have an eigenvalue > 1. By Lemmas 1 and 3 (case 1), we have |V | ≤ 2d + 4.
Assume that U has an eigenvalue λ > 1. We need the following week form of the Perron-Frobenius theorem; see [5, 11] Theorem 6 (Perron-Frobenius theorem). If an n-by-n matrix has non-negative entries, then it has a non-negative real eigenvalue, which has maximum absolute value among all eigenvalues.
By the Perron-Frobenius theorem, the matrix U has an eigenvalue λ ′ < 0 such that |λ ′ | ≥ λ. Therefore, Lemmas 1 and 3 (case 2) imply |V | ≤ 2d + 2.
4. Almost-equidistant sets on small spheres Theorem 7. An almost-equidistant set with vertices on a
Proof. Assume that {v 1 , . . . , v n } ⊂ S is an almost-equidistant set and S has the center in the origin o of (2)) for {v 1 , . . . , v n }. According to Lemma 2 there are two possible cases.
1. The matrix U α does not have an eigenvalue < −1 + cos α. Then by Lemmas 2 and 3 (case 1) for U α /(cos α − 1), we get that n ≤ 2d + 2.
2. The matrix U α has an eigenvalue λ < −1 + cos α. Suppose, contrary to our claim, n > 6d. Lemmas 2 and 3 (case 3) for U α /(−1 + cos α) imply that
We need Weyl's inequality (see [ 
In particular,
From (2), Weyl's inequality and positivity of the Gram matrix v i , v j we conclude that λ ≥ (cos α − 1) − n cos α. Therefore, λ ≥ −2 max{n cos α, 1}. This forces max n
where x := n/d. Clearly, the last inequality contradicts our assumption that x ≥ 6. Proof. Assume that there is an almost equidistant set V := {v 1 , . . . , v n } ⊂ R d such that n > 38d 4/3 . Clearly, if the matrix U (see (1)) for V does not have eigenvalue > 1 then Lemmas 1 and 3 (case 1) imply n ≤ 2d + 4. Assume that U has an eigenvalue λ > 1. By Lemmas 1 and 3 (case 3) for U, we have
8d 2 , and so λ ≥ n 2d 2/3 .
Assume that the following inequality holds:
Now we need to apply the Gershgorin circle theorem [6] (or [13, Problem 34.1]) for U.
Theorem 10 (Gershgorin circle theorem). Every eigenvalue of an n-by-n matrix (a ij ) over C belong to one of the disks
From the Gershgorin circle theorem, (6) and (7) we conclude that
2 /n , and so n ≤ 38d 4/3 .
Therefore, it is enough to show that (7) holds. Without loss of generality we can assume that
where o is the origin. By the definition of f (see (7)) we have
Summing up the last inequality for i = 1, . . . , n we get
Thus
We will use the following theorem (see [4, Theorem 1] ) several times.
Theorem 11. Let X = {x 1 , . . . , x n } and Y = {y 1 , . . . , y n } be two point-sets in R d . Then 1≤i,j≤n
where x and y are barycenters of X and Y , respectively, that is, x = (x 1 + · · · + x n )/n, y = (y 1 + · · · + y n )/n.
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Suppose that w 1 , . . . , w k , w ∈ V are such that w − w i 2 = 1. Since V is an almostequidistant set, w 1 , . . . , w k form a unit simplex. Hence, by Theorem 11 for {w, . . . , w} and {w 1 , . . . , w k }, we have
where o ′ is the center of the simplex w 1 . . . w k . Also, by Theorem 11 for {o, . . . , o} and {w 1 , . . . , w k }, we have
By (8) and (10), we obtain
Likewise, we get
