Abstract -Properties of optimal entropy-constrained vector quantizers (ECVQs) are studied for the mean squared error (MSE) distortion measure. It is known that restricting an ECVQ to have convex codecells may preclude its optimality for some sources with discrete distribution. We show that for sources with continuous distribution, any finite-level ECVQ can be replaced by another finite-level ECVQ with convex codecells that has equal or better performance. We also consider the problem of existence of optimal ECVQs for continuous source distributions.
I. INTRODUCTION AND PRELIMINARIES
Characterizing properties of optimal quantizers is an important problem in quantization theory. In fixed-rate quantization, Lloyd's two necessary conditions for optimality give a useful characterization of quantizers having minimum distortion for a given number of codevectors. One of these, the nearest-neighbor condition, implies that for the MSE distortion measure the codecells of an optimal scalar quantizer are intervals, and that in the vector case the cells are convex polytopes.
Recently, in [I] it was demonstrated that contrary to the popular assumption, the codecells of an MSE-optimal entropyconstrained scalar quantizer need not be convex if the source distribution is discrete. Similar counterexamples were exhibited in [2] for network scalar quantization problems. On the other hand, it was also shown in [I] that for continuous source distributions, the requirement of codecell convexity is consistent with quantizer optimality in entropy-constrained scalar quantization. Corresponding results for vector quantization do not seem to be available in the literature. Our goal is to generalize the results of [l] to vector quantization. The question of codecell convexity is an interesting theoretical problem that also has practical significance (e.g., the encoder of an N-level vector quantizer with non-convex codecells can be arbitrarily complex).
An N-level ( N = 00 is allowed) vector quantizer Q is described by its codecells {&; i = l , . . . , N} (which form a measurable partition of W k ) and its corresponding collection of 
Throughout, we assume that the distribution of X is absolutely continuous with respect to the Lebesgue measure and thus possesses a probability density function (pdf).
CODECELL CONVEXITY AND ECVQ OPTIMALITY
The first result shows that for any finite-level ECVQ there exists another finite-level ECVQ with convex (polytope) codecells that has the same (positive) codecell probabilities (thus the same entropy) and equal or less distortion. The optimum performance &(R) may not be achieved by a finite-level quantizer. An extension of Theorem 1 to infinitelevel quantizers allows us to prove the next result which states that i) an optimal ECVQ exists for any rate constraint; ii) all codecells with positive probability of this optimal ECVQ are convex.
Theorem 2 Suppose that-X has a pdf: ?en for any R-2 0 there exists a quantizer Q su2h that H ( Q ) 5 R, D ( Q ) = Dh (R), and all codecells of Q having positive probability are convex.
Note that if the optimal 6 is an infinite-level quantizer, the theorem does not claim that its cells should be convex polytopes, although one conjectures this to be the case.
D(Q).

