Formal methods based on symbolic representations have been found to be very effective. In the case of infinite state systems, there has been a great deal of interest in accelerations -a technique for characterizing the result of iterating an execution sequence an arbitrary number of times, in a sound, but not necessarily complete, way. We propose the use of abstractions as a general framework to design accelerations. We investigate SemiLinear Regular Expressions (SLREs) as symbolic representations for FIFO automata. In particular, we show that (a) SLREs are easy to manipulate, (b) SLREs form the core of known FIFO symbolic representations, and (c) SLREs are sufficient to represent the effect of arbitrary iteration of a loop for FIFO automata with one channel.
INTRODUCTION
Formal methods are now routinely applied in design and implementation of finite state systems, such as those that occur in VLSI circuits. It has also been applied fairly regularly in the design and implementation of network protocols. Based on the success of formal methods in reasoning about finite state systems [8] there has been a great deal of interest in reasoning about infinite state systems. Given that programs, as well as network protocols, are infinite state in nature there is a need for automatic techniques to extend the reach of formal methods to a much larger class.
Infinite state systems could, in general, be Turing-powerful. Consequently, in reasoning about any non trivial property of such systems we will have to contend with incompleteness. At least two approaches have been considered in the literature: (a) semi-computation of the set of reachable states [3, 4, 1, 23] , and (b) computation of a superset of reachability set [13, 28] . A requirement common to both approaches is that an infinite set of reachable states (from some given initial state) be finitely described. Clearly, the finite description should be such that it admits questions of membership and emptiness to be answered effectively. However, given that the reachability set is explored in an iterative fashion, an even more important question is "how does one infer the existence of an infinite set of states in the reachability set? And how does one calculate it?". Techniques called accelerations or meta-transitions have been discussed in the literature [9, 3, 4, 1, 11, 19] . We focus in this paper on symbolic representations for the computation of the reachability set of FIFO automata -a finite control with multiple unbounded FIFO channels. To the best of our knowledge, Pachl uses for the first time regular expressions to represent infinite sets of channel contents [27] . In [16] , linear regular expressions have been defined and used. Boigelot et al. chosed a deterministic finite automata based representation, namely Queue-content Decision Diagrams [3] and afterwards Bouajjani et al. added Pressburger formulas, namely Constrained QDDs [4] . Simple regular expressions have been introduced for lossy FIFO automata [1] .
We propose to address the issue "what are symbolic representations?". In this paper, we show how symbolic representations and accelerations can be couched in terms of abstract interpretation [13] , a powerful semantics-based technique for explaining data flow analysis. We present a generic algorithm which, given an abstraction of a labelled transition system and an acceleration, computes a symbolic tree. We illustrate the usefulness of this approach by exploring Linear and SemiLinear Regular Expressions (LREs and SLREs) as symbolic representations for FIFO automata. In particular, we show the following about SLREs:
SLREs are easy to manipulate: indeed, SLREs are exactly regular languages of polynomial density [30] . This class enjoys good complexity properties. In particular, we prove that inclusion between two SLREs is in AEÈ ÓAEÈ.
SLREs form the core of known FIFO symbolic representations: more formally, a set of queue contents is SLRE representable iff it is both CQDD representable and QDD representable (ËÄÊ × É × É ×), SLREs are usually sufficient since for FIFO automata with one channel, an arbitrary iteration of a loop is SLRE representable. Moreover, several examples in the literature have a SLRE representable reachability set: the alternating bit protocol [27] , the bounded retransmission protocol of Philips [1] , the producer/consumer described in [3] and the connection/deconnection protocol [25] .
We say that a labelled transition system is flat when its set of traces is included in a SLRE language. We give an algorithm which computes an exact symbolic reachability set of any flat labelled transition system whose abstraction has a sound and complete acceleration.
The road map for the paper is as follows: in Section 2 we introduce labelled transition systems, in Section 3 we discuss FIFO automata and symbolic representations based on SLREs. In Section 4 we rephrase the notions of symbolic representations and accelerations in the framework of abstractions. In Section 5 we discuss accelerations based on SLREs. Finally, in Section 6 we compare QDDs, CQDDs and SLREs.
LABELLED TRANSITION SYSTEMS
We write ¾ Ë (resp. È ´Ëµ) to denote the set of subsets (resp. finite subsets) of a set Ë.
Let Ë Á be the set of Á-indexed (Á finite) vectors of elements of Ë. Given Û ¾ Ë Á , ¾ Á and × ¾ Ë, define Û ×℄ to be the vector Û ¼ that differs from Û at the index (Û ¼ ℄ ×), but is the same elsewhere. Any element × ¾ Ë induces the vector × ¾ Ë Á defined by × ℄ × for all ¾ Á. An Á-indexed vector Û ¾ Ë Á may also be denoted anonymously by Û ℄ . A quasi-ordered set is a pair´Ë µ where Ë is a set and is a reflexive and transitive relation over Ë ; we denote by the relation over Ë defined by if and .
A quasi-ordered set´Ë µ satisfies the ascending chain condition if there does not exist an infinite strictly increasing sequence
Let ¦ be an alphabet (a finite, non empty set). We write ¦ £ for the set of all finite words (shortly words), and denotes the empty word. We denote by ¦ · the set ¦ £ Ò . For two words Ü Ý ¾ ¦ £ , Ü ¡ Ý (shortly written ÜÝ) is their concatenation. A word Ý is a left factor of a word Ü, written Ý Ü, if Ü Ý ¡ Þ for some word Þ and moreover we write Þ Ý ½ Ü. The pair´¦ £ µ is a quasi-ordered set. For any language Ä ¦ £ , we write Ä ´Äµ Ý ¾ ¦ £ Ü ¾ Ä Ý Ü . We write ¦ for the set of all infinite words.
Ò Ø ÓÒ ¾º½º
A labelled transition system ÄÌ Ë is a triple ÄÌ Ë ´Ë ¦ µ where Ë is a set of states, ¦ is a finite set a labels and Ë ¢¦¢Ë is a labelled transition relation.
For any state × ¾ Ë, we write × ×. If Ð ½ Ð ¾ ¡ ¡ ¡ Ð is a finite word in ¦ · and × × ¼ ¾ Ë, we write × × ¼ , and we say that is an execution sequence, when there exists a finite sequence of states
Ò Ø ÓÒ ¾º¾º Let ÄÌ Ë ´Ë ¦ µ be a labelled transition system and Ë be a subset of states. We write Ì Ö ×´ÄÌ Ë µ for the set:
Note that the labelled transition relation captures the system behavior as it moves from one state to another. Since the central problem we wish to discuss is based on set of states reachable from a given state × by the relation we associate with every labelled transition system ÄÌ Ë, two total functions ÔÓ×Ø ¾ Ë ¢ ¦ £ ¾ Ë and ÔÓ×Ø £ ¾ Ë ¾ Ë defined by:
Observe that we don't enforce the labelled transition systems we consider to be finitely branching. In other words, ÔÓ×Ø´× ¼ Ðµ may be infinite for some single state × ¼ ¾ Ë and for some label Ð ¾ ¦.
The main aim of our paper is a fast computation of ÔÓ×Ø £´× ¼ µ, for a given × ¼ ¾ Ë. However, in general, ÔÓ×Ø £´× ¼ µ could be infinite (and even recursively enumerable). To deal with this problem symbolic representations have been used [3, 4, 11] . Typically, assumptions are made about what properties these symbolic representations should satisfy. In section 4, we will discuss a minimal set of assumption on these abstractions (aka symbolic representations) and how they relate to transition systems.
FIFO SYMBOLIC REPRESENTATIONS TO COMPUTE ÈÇËÌ £
Let us present the very well-known Alternating Bit Protocol. It is generally modelled by a system of ¾ extended automata which communicate through ¾ one directional FIFO channels. It is clear that we may always compute the cartesian product of the ¾ extended automata, and this yields a single extended automaton with 2 bi-directional FIFO channels, namely a FIFO automaton.
È modeling the Alternating Bit Protocol FIFO automata -a finite control with a set of FIFO channels -is a turing powerful [6] mathematical model for the protocol specification languages Estelle and SDL. Even one channel FIFO automata can simulate Turing Machines and hence we cannot expect to find an algorithm computing exactly ÔÓ×Ø £ . However, we will define a general semi-algorithm using symbolic representations, which computes exactly ÔÓ×Ø £ (or an over-approximation). 
FIFO automata
We assume that the channels are perfect and that messages sent by a sender are received by a receiver in the same order they are sent. The operational semantics of a FIFO automaton is given by the following labelled transition system. Ë É ¢´Å £ µ , the set of states containing a control state Õ and a -indexed vector of words Û denoting the channel contents.
For convenience, we write´Õ Ûµ
Linear regular expressions
Since ÔÓ×Ø £ may be infinitely large for FIFO automata, we need to finitely represent infinite sets of states in order to compute ÔÓ×Ø £ . Moreover, the unboundedness of ÔÓ×Ø £ arises from the unbounded channels (the set of control states is finite). Thus, a natural way to proceed is to finitely represent infinite sets of channel contents, i.e. vectors of words.
Ü ÑÔÐ ¿º¿º For È , we have:
In the rest of the paper, we write Å for a finite set of message types and for a finite set of channel names. Following Pachl, we will use regular expressions to represent infinite sets of FIFO channel contents. We write Ê ´Åµ for the set of regular expressions (REGs) over Å. We denote by ℄ ℄ the language associated to a regular expression , and we write for the regular expression denoting an empty set of words.
To compactly represent the result of receiving a message from the front of a channel we will use the notion of derivatives [7] . Formally, given a message Ñ ¾ Å, we define the derivative operator Ñ ½ Ê ´Åµ Ê ´Åµ as follows:
Let us define the two following subclasses of regular expressions:
A linear regular expression (written LRE) is any regular expression of the form
A semilinear regular expression (written SLRE) is any finite sum of LREs (possibly the empty sum ).
We write ÄÊ ´Åµ (resp. ËÄÊ ´Åµ) for the set of linear (resp. semilinear) regular expressions over Å.
Recall that the density function ´Ä Òµ counts the number of words of length Ò in a language Ä. It is shown in [30] that SLREs coincide with regular languages of polynomial density but it is stricly included in regular languages of star height one. SLREs enjoy good closure and complexity properties.
Ü ÑÔÐ ¿º º
Note that ÔÓ×Ø £ for the Alternating Bit Protocol is composed of ½ LREs. There are other examples in the literature where ÔÓ×Ø £ can be described by SLREs, namely the bounded retransmission protocol of Philips [1] , the producer/consumer described in [3] and the connection/deconnection protocol [25] .
We define the size of LREs and SLREs as follows:
This definition will allow us in particular to express a complexity result about SLREs in Section 6. The following proposition expresses several closure properties of SLREs that will be used in the rest of the paper.
Proof. We only prove the last closure property. We show by induction on the size of that for every LRE and for every regular expression Ö, 
FIFO symbolic representations
In order to handle different kinds of symbolic representations for FIFO automata (based on QDDs [3] , CQDDs [4] or SLREs), we now define formally what we mean by FIFO symbolic representation. We essentially require a FIFO symbolic representation to be closed under symbolic reception (written ) and under symbolic emission (written ), in order to symbolically compute ÔÓ×Ø £ . 
Note that we suppose that FIFO symbolic representations are closed under union and contain the empty set, but these assumptions essentially allow us to simplify notations.
We are now ready to show how a FIFO symbolic representation can be defined based on SLREs.
ÈÖÓÔÓ× Ø ÓÒ ¿º¿º Given Ñ ¾ Å and a semilinear regular expression , we have that Ñ ½´ µ is a semilinear regular expression.
Ò Ø ÓÒ ¿º¿º Let ËÄÊ ´È ´ËÄÊ ´Åµ µ ¡℄ ℄ µ, where , and ¡℄ ℄ are three total functions defined as follows:
Now, starting from a finite set of states, how to reach a "symbolic state" denoting an infinite set of states ? A natural way is to compute the effect of a loop, for instance iterating
ABSTRACTION AND ACCELERATION OF LABELLED TRANSITION SYSTEMS
We present in this section our general framework of abstraction and acceleration formalizing this intuitive strategy of computing the effect of loops. This general setting is given for labelled transition system, and is then applied to FIFO automata.
Abstraction
We now introduce the notion of abstraction of labelled transition systems, a fairly general setting for our discussions. "What an abstraction is" is based on a minimal set of assumptions which allows us to present and compare several symbolic representations in an uniform setting. Formally, ÔÓ×Ø´´ µ Ðµ ´ÔÓ×Ø ´ Ðµµ ÔÓ×Ø £´´ µµ (6) An abstract state denotes a potentially infinite set ´ µ of (concrete) states. Condition (5) enforces the set of abstract states to be closed under (abstract) union Ø.
Condition (6) ensures that an abstract exact computation of ÔÓ×Ø £ can be performed, using the abstract ÔÓ×Ø function ÔÓ×Ø . Note that a labelled transition system may have several abstractions. In the rest of the paper, we write ÄÌ Ë to denote that ÄÌ Ë is an abstraction of a labelled transition system ÄÌ Ë.
An abstraction carries with it a natural quasi-ordering Ú induced by the function and defined by Ú if ´ µ ´ µ. Furthermore, this quasi-ordering induces a natural equivalence relation defined by if Ú and Ú . Note that two equivalent abstract states denote the same set of states.
The importance of the relation is that the Ø operation is commutative and associative with respect to the equivalence. Hence for every finite subset of , Ø is well defined with respect to . This allows us to compute ÔÓ×Ø £ in an iterative manner, where we take the unions (i.e., Ø) as we go along, and thus have to maintain only one element of the symbolic representation at any time in computing the reachability set. Note that on the contrary to the usual abstract interpretation framework [13] , we are not assuming that the abstraction domain is closed under arbitrary union (i.e., lubs) but only finite ones.
Ü ÑÔÐ º½º
For any labelled transition system ÄÌ Ë ´Ë ¦ µ, the -tuplé ¾ Ë ÔÓ×Ø Á ¦µ is readily seen to be an abstraction of ÄÌ Ë. However, this trivial abstraction is not effective when Ë is infinitely large, since we cannot finitely represent any subset of Ë. The abstractions we will define later will be based on finitely describable (potentially infinite) subsets of Ë.
An abstraction implicitly defines a deterministic labelled transition system´ ¦ ÔÓ×Ø µ.
A simple consequence of our definitions is that the notion of abstraction immediately gives us a simulation: 
It is readily seen that for any FIFO symbolic representation and for any FIFO automaton , ÄÌ Ë´ µ is an abstraction of ÄÌ Ë´ µ. Thus, we obtain that ËÄÊ ÄÌ Ë´ µ is an abstraction.
Acceleration
We will now discuss how several strategies alternately called acceleration or metatransitions can be captured uniformly by our definitions. Without acceleration, the abstract state obtained at each step of the computation of ÔÓ×Ø £´× ¼ µ may represent only a finite portion of ÔÓ×Ø £´× ¼ µ. Consequently, the advantage of using a symbolic representation might never be realized.
The way out of this dilemma is based on the observation that if an execution sequence can be iterated infinitely often from a state ×, and if Ë ¾AE ÔÓ×Ø´× µ can be calculated in a symbolic manner, then a portion of the reachability set containing an infinite set of states can be captured in a single step. The motivation is exactly what is behind the notion of widening in abstract interpretation [13] , where in iterative data flow analysis of programs the effect of executing a loop (in a program) an arbitrary number of times is captured as a widening operator. In the following we adapt Cousot and Cousot's definition for our situation.
Ò Ø ÓÒ º¿º A total function Ö ¢¦ · is an acceleration for an abstraction ÄÌ Ë ´ ÔÓ×Ø Ø ¦µ provided it satisfies the following condition for every ¾ and ¾ ¦ · :
Ö´ µ Û
An acceleration Ö is sound if it satisfies the following condition for every ¾ and ¾ ¦ · : ´Ö´ µµ ÔÓ×Ø £´´ µµ (8) An acceleration Ö is complete if it satisfies the following condition for every ¾ and
The three conditions in the definition above deserve some explanation. Condition (7) -an inclusion condition -ensures that the abstract state obtained after an acceleration is bigger. The definition of a sound acceleration, Condition (8) , enforces the constraint that all states computed by an acceleration are included in ÔÓ×Ø £ . Similarly, the definition of a complete acceleration, Condition (9), enforces the constraint that all states resulting from an arbitrary number of iterations of are included in the result of the acceleration.
Given an acceleration, we suggest developing a reachability tree in an uniform fashion according to the algorithm below.
Most of the details of this algorithm should be clear. The acceleration gets applied, if at all possible, to obtain a potentially infinite set of reachable states. We will now show that this tree captures the reachable states, as required: 
Proof. The first statement follows by an induction on the length of that for every
The second assertion is proved by induction on the depth of a node in Ì that for every node Ò ¾ Ì , we have ´ µ ÔÓ×Ø £´´ ¼ µµ.
Remark.
If´ Úµ satisfies the ascending chain condition then the ËÝÑ ÓÐ ÌÖ algorithm terminates for any initial abstract state ¼ ¾ and for any acceleration Ö.
Acceleration of FIFO automata
We are now able to show how a generic acceleration can be defined for FIFO automata. The ËÝÑ ÓÐ ÌÖ algorithm suggests that we should accelerate an execution sequence if can be repeated infinitely often. In the case of FIFO automata, loops are the only execution sequences that may be repeated infinitely often, since the initial control state and the final control state should be the same. For any loop on some control state Õ, we define two total functions, also written and £ , from ¾´Å £ µ to ¾´Å £ µ as follows:
´ µ Û ¾´Å £ µ ´Õ Ûµ ¾ ÔÓ×Ø´ Õ ¢ µ , and, £´ µ Ë ¾AE ´ µ.
We will use the notion of -representable loops to define a canonical acceleration to any abstraction. 
Flat labelled transition systems and SLREs
We introduce flat (and -flat) languages which are closely connected to SLREs.
Ò Ø ÓÒ º º A language is flat if it is included in a SLRE language.
Note that a flat language is not necessarily regular. We will use, in the sequel, -flat languages because we generally need to know a SLRE such that Ä ℄ ℄.
We recall that a language Ä is bounded if Ä is of the form Û £ ½ ¡ ¡ ¡ Û £ where each Û is a word [24] . Let us note that equivalence between bounded languages is studied in [24] .
Remark. A language is flat iff it is included in a bounded language. On the contrary to flat languages, the class of bounded languages is a subclass of regular languages.
The notions of flat languages, flat automata and flat formulas appear in different (past and recent) papers about FIFO automata, timed automata, flat counter automata, flat temporal logics and computation of reachability sets by using flat languages.
More precisely, let us recall that:
monogeneous and linear FIFO automata are such that the projection of traces on emissions in each channel is a particular flat language, formally a -flat language where: monogeneous is a finite sum of LREs of the form ÙÚ £ where Ù and Ú are words.
linear is a bounded LRE of the form £ £ £ ¡ ¡ ¡ Þ £ where Þ are letters.
Reachability is decidable for monogeneous FIFO automata [26] and for linear FIFO automata [22, 17] .
¯Any timed automaton (a la Alur & Dill) can be translated into an extended flat counter machine (for each control state Õ, at most one loop of the machine on Õ may modify the counter value) [12] . An extension of LTL enabling to talk about counters has been defined and studied in [10] . The formulas of this extension are said flat because on the left of an until, only atomic constraints or propositionnal LTL formulas are allowed. The models of this new logic are recognized by flat counter machines.
Computation of the reachability set by using bounded languages (called flat languages) [20, 21] . Ò Ø ÓÒ º º A labelled transition system ÄÌ Ë ´Ë ¦ µ equipped with a non empty set of initial states is -flat if Ì Ö ×´ÄÌ Ë µ is -flat, where ¾ ËÄÊ ´¦µ.
Note that a set of traces is necessarily closed under left factor. Thus, we may have Ì Ö ×´ÄÌ Ë µ Ä ´ ℄ ℄µ for some SLRE , whereas Ì Ö ×´ÄÌ Ë µ is not -flat.
However, since SLRE languages are closed under left factor, there would exist another SLRE ¼ such that ¼ ℄ ℄ Ä ´ ℄ ℄µ and hence Ì Ö ×´ÄÌ Ë µ would be ¼ -flat.
A -flat ÄÌ Ë has not necessarily a SLRE traces language. Let us consider, for instance, return ËÝÑ ÓÐ Ë Ø´ ÄÌ Ë Ö´ Üµ Ö ¼ µ
Remark.
According to its recursive definition, the ËÝÑ ÓÐ Ë Ø algorithm always terminates.
As stated by the following proposition, when Ö is sound and complete, the ËÝÑ ÓÐ Ë Ø algorithm computes exactly the set of states reachable by an execution sequence in ℄ ℄. Another application of the ËÝÑ ÓÐ Ë Ø algorithm is, given any ÄÌ Ë and any flat formula ³ (i.e. a formula representing a SLRE language of execution sequences), to compute the set of states of ÄÌ Ë reached by an execution sequence satisfying ³.
ACCELERATION OF FIFO AUTOMATA USING LINEAR REGULAR
EXPRESSIONS In this section we will consider SLREs as the basis of symbolic representations for FIFO automata and will present a new acceleration scheme. We will first consider accelerations for FIFO automata that works on a single channel, a class of automata which can represent the behavior of ring networks [28] . For this case we show that SLREs are sufficient and necessary to represent the result of accelerations. We then consider the general case of FIFO automata acting on mutiple channels.
Acceleration for one channel
The generic acceleration for FIFO automata, from Section 4.4, suggests that we should characterize ËÄÊ -representable loops. To that end, consider that a FIFO automaton moves from´Õ Üµ to´Õ Ýµ on an execution sequence . If it was possible for to be repeated infinitely often, then the only messages being removed from, or being added to the channel, come from . Clearly, the order in which messages are received, or sent, is preserved.
Notation. Given a state´Õ Ûµ and a loop on Õ, we say that is infinitely iterable from´Õ Ûµ if for every Ò ¾ AE we have´Õ Ûµ Ò ´Õ Û Ò µ for some Û Ò .
Notation. We define Ò ¦ £ Å £ and ÓÙØ ¦ £ Å £ as follows:
Assume is infinitely iterable from´Õ Ûµ. Furthermore, assume without loss of generality that Ò´ µ and ÓÙØ´ µ are both not . Then, after the Ø iteration of , we will be left with´ Ò´ µ µ ½´Û ¡ ÓÙØ´ µ µ in the channel. In the limit what has been taken out is precisely what has been put in. To relate the two we need the following lemma on words.
Ä ÑÑ º½º For every Û Ü Ý ¾ Å £ , the two following assertions are equivalent:
Proof. An application of the defect theorem (see [29] ). Now we are ready to relate the effect of an arbitrary iteration of :
ÈÖÓÔÓ× Ø ÓÒ º½´ [16] 
Let denote a loop of a FIFO automaton with one channel. Starting from a single channel content Û ¾ Å £ , we get from the previous proposition that £´ Û µ is either a finite set (if is not infinitely iterable) or a SLRE expressible infinite set of channel contents. The following theorem, which was used, but not proved, in [16] , expresses an even stronger property: starting from a SLRE expressible set of channel contents ℄ ℄, £´ ℄ ℄µ is still SLRE expressible.
Ì ÓÖ Ñ º½º Every loop of a FIFO automaton with one channel is ËÄÊ -representable.
Proof. We have to show that for every loop and for every finite set of SLREs, £´ ℄ ℄µ ¼ ℄ ℄ for some finite set ¼ of SLREs. Since £ distributes over union, it suffices actually to prove that for every LRE , £´ ℄ ℄µ ¼ ℄ ℄ for some SLRE ¼ .
If Ò´ µ then for every LRE , we have £´ ℄ ℄µ ¡ÓÙØ´ µ £ ℄ ℄. Hence, we assume in the following of the proof that Ò´ µ .
For every LRE , we write Ò for the number of ' £' in . We introduce the measure ¡ on LREs as follows:
We show by induction on ¡´ µ that for every LRE , for every loop such that Ò´ µ and for every « ¾ AE £ :
Notice that when ÓÙØ´ µ , Ð Ñ ¾ is equivalent to Ð Ñ ½ . Hence, we will always assume that ÓÙØ´ µ when proving Ð Ñ ¾ in the following induction. basis Let be a LRE such that ¡´ µ ¼. (ii) Otherwise, since ¼ is a SLRE, we may replace Ü by Ý and repeat the same method to show that £´ Ý ¡´ÓÙØ´ µ « µ £ ℄ ℄µ ¼¼ ℄ ℄ for some SLRE ¼¼ . This process will terminate since Ý Ü.
induction step Let Ã ¾ AE and assume that Ð Ñ ½ and Ð Ñ ¾ are true for any LRE such that ¡´ µ Ã. Let be a LRE such that ¡´ µ Ã · ½. There are two cases corresponding to the parity of Ã. 
Hence we obtain:
Now, for every ¾ AE , we have:
Moreover, since we have:
we finally get:
Now, for every ¼ Ò´ µ ½, we have ¡´Ý ¡ ¼ µ Ã. Hence we get from the induction hypothesis ( Ð Ñ ¾ ) that £´ Ý ¡ ¼ ¡´ÓÙØ´ µ Ý µ £ ℄ ℄µ ℄ ℄ for some SLRE .
Hence, we come to: 
Note that from [4] , we know that every loop of a FIFO automaton is É -representable (see Theorem 6.2). However, their proof extensively uses Pressburger formulas (even for one channel) and hence our theorem cannot be immediately deduced from [4] . A straightforward consequence of Theorem 5.1 is that for any FIFO automaton with one channel , Ö ËÄÊ is a sound and complete acceleration for ËÄÊ ÄÌ Ë´ µ .
Acceleration for multiple channels
To characterize ËÄÊ -representable loops in the case of multiple channels, we use a condition on loops defined in [3] . We say that a loop is non counting if one of the following conditions is satisfied:
µ Å ½ and every send transition in operates on the same channel, µ Å ½ and there is at most one channel which is growing with .
Since ËÄÊ symbolic channel contents cannot express relationships between channels, we have to deal with each channel independently. A straightforward consequence of the theorem is that for any FIFO automaton , Ö ËÄÊ is a sound acceleration for ËÄÊ ÄÌ Ë´ µ . We now show how a complete acceleration can be defined for ËÄÊ ÄÌ Ë´ µ .
Notation. Given a control state Õ, an ËÄÊ symbolic channel content and a loop on Õ, we say that is infinitely iterable from´Õ µ if Ò´ ℄ ℄µ for every Ò ¾ AE .
We define the total function Ö ËÄÊ ´È ´ËÄÊ ´Åµ µµ a regular language Ä is a SLRE language iff its density is polynomial (where the density of a language Ä is the function of Ò which counts how many words of length Ò are in Ä) (see page 80 of [30] ). Moreover, we can deduce from [30] , page 104, that the equivalence problem between two SLREs is in NP.
To show inequivalence between SLREs is in AEÈ, we use a result of [24] stating that inequivalence between bounded regular expression is in AEÈ. Since every SLRE is readily seen to be a bounded regular expression, we conclude that inequivalence between SLREs is in
AEÈ.
No precise complexity results are known for É and É , but inclusion for these FIFO symbolic representations requires at least an exponential time. Compared to QDDs and CQDDs, SLREs seem to have more practical relevance, since they are usually enough to represent sets of FIFO contents and to iterate loops (see Table 1 ), and they have a better complexity. Starting from a single initial state of FIFO automaton with one channel, the generic ËÝÑ ÓÐ ÌÖ algorithm applied to these three abstractions/accelerations will give the same result. For FIFO automata with multiple channels, Ö ËÄÊ and Ö É applied to an ËÄÊ abstract state produce the same regular languages.
CONCLUSION
The goal of this paper was to give a general setting for the fast computation of ÔÓ×Ø £ (and ÔÖ £ by duality). The contributions of the paper are two fold: the investigation of SLREs as a symbolic representation, and the use of abstractions as a uniform mechanism for explaining symbolic representations and accelerations. In particular, we have been able to investigate the relation between SLREs and other formalisms such as QDDs and CQDDs.
The two algorithms defined in Section 4 become implementable when the abstract inclusion Ú is decidable, and when the three total functions ÔÓ×Ø , Ø and Ö are computable. This is the case for the ËÄÊ based abstraction (and also for the É and É based abstractions), hence our abstraction ËÄÊ ÄÌ Ë´ µ and its two associated accelerations Ö ËÄÊ Ö ËÄÊ are effective.
Pressburger formulas are usually used to symbolically represent counter values. Comon et al. showed in [11] that the effect of arbitrary iteration of a loop in a multiple counters automaton can be described by a Pressburger formula. Thus, an abstraction based on Pressburger formulas, along with a sound and complete acceleration can be defined for multiple counters automata.
Our general abstraction and acceleration framework can also capture the notions of well structured transition systems [15, 2, 14, 18] . In [15, 14] , an acceleration is defined by means of limits (or lubs) in order to compute a finite coverability tree. No acceleration is used in [2, 18] since the abstract domain satisfies the ascending chain condition.
We expect that these notions would carry over to accelerations of parametrized systems [5] and to combinations of symbolic representations -topics we propose to consider in the near future.
