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Introduction
The surrogate model, also termed as meta-model, response surface or emulator, refers to any relatively simple relationship between parameters and response often based on limited data (Rutherford et al., 2005) .
In order to save the computational cost of some complicated simulations, e.g. the finite element analysis of vehicle crashworthiness usually takes tens of hours to run one simulation, the surrogate models have been widely used in engineering and many other disciplines that have a relationship with statistics and computer simulations. The surrogate model can be divided into two types, which are the local surrogate model and global surrogate model. The local surrogate model is used as an intermediate medium to find the global optimum and is discarded afterwards while the global surrogate model is used as a full replacement of original complex system (Crombecq et al., 2011b) . This study is focused on the global surrogate model.
Many kinds of surrogate models have been proposed, including the traditional response surface (loworder polynomials) (Myers and Montgomery, 1995) , radial basis function (RBF) (Shan and Wang, 2010) , Kriging model (Simpson et al., 2001b) , multivariate adaptive regression splines (MARS) (Friedman, 1991) , support vector regression (SVR) (Clarke et al., 2005) , high dimensional model representation (HDMR) (Hajikolaei and Wang, 2012) , and the combination of these models (Goel et al., 2006 , Acar, 2010 , Marrel et al., 2011 . Jin et al. (Jin et al., 2001) show that the polynomial model have advantages in efficiency, transparency, and conceptual simplicity. They also noted that the performance of a surrogate model was influenced by the sampling points. Simpson et al. (Simpson et al., 2001a) demonstrate that the quadratic polynomials are better for low-order nonlinear functions but have a low accuracy for the highorder nonlinear problems. Further studies about the comparison of different surrogate models can be found in references (Barton, 1994 , 1998 , Wang and Shan, 2007 , Gallina, 2009 ).
Although the low-order polynomials do not have a high accuracy for some strong nonlinear problems, they are still widely used in practical engineering problems due to its advantages in efficiency and transparency. To retain the advantages of low-order polynomials while overcome its weakness, the highorder polynomials (Lin, 2006) will be used to establish the surrogate model. However, the high-order polynomials surrogate model is rarely studied because of the numerical instabilities, e.g. the Runge phenomena. To solve this problem, we can select some particular points as the samples to avoid the numerical instability, e.g. the zeros of Chebyshev polynomials (Fox and Parker, 1968 , Gil et al., 2007 , Wu et al., 2013a , Wu et al., 2013b , Wu et al., 2014a , Wu et al., 2014b . On the other hand, a large number of coefficients to be estimated in the high-order polynomials make the sampling process expensive, particularly for high-dimensional problems (Barton, 1992) . Therefore, how to choose the sampling points has large influence on both the accuracy and efficiency of high-order surrogate model.
The accuracy of a surrogate model will be improved when more data are sampled, but it is impossible to choose too many sampling points due to the computational cost. A good sampling scheme (or DOE) should have a good trade-off between the computational cost and accuracy. In this study, the original model is realized by the deterministic computer simulator, so the output will be the same if the simulator runs twice at the same input values. As a result, the classical DOE (Rutherford et al., 2005) , e.g. the Central Composite Design (CCD) (Montgomery, 2007) which is mainly used for laboratory experiments (where the random errors are assumed to exist) will not be considered in this paper. Since no additional information about the inner mechanism of the original model is available, the sampling points are hoped to scatter in the entire design domain uniformly so that the space-filling sampling methods are the most suitable technique to handle this problem.
There are various types of space-filling sampling methods, such as the Factor Design (FD) (Montgomery, 2007) , Pseudo-Monte Carlo Sampling (Giunta et al., 2003) (PMCS, e.g. the Latin Hypercube sampling (Mckay et al., 1979 , Chen et al., 2012 and Orthogonal Sampling (Owen, 1992) ), and Quasi-Monte Carlo Sampling (Fang et al., 2000 , Giunta et al., 2003 , Rutherford et al., 2005 , Pronzato and Müller, 2011 (QMCS, e.g. the Halton sequence (Wong et al., 1997) ). Most of the sampling methods mentioned above belong to the "one-shot" sampling schemes, as the samples are chosen once and fixed in the model fitting process (Crombecq et al., 2009 ). These methods can be easily implemented and provide a good coverage of the design space without incorporating prior knowledge of the system. However, the "one-shot" DOE may suffer from its inflexibility to learn the special characteristics of the shape of the response surface (Ajdari and Mahlooji, 2014) , and the number of sampling points is easily over or under estimated. To improve the flexibility and efficiency of sampling, the sequential sampling strategies (also termed as the adaptive sampling (Busby et al., 2007 , Gorissen et al., 2010 , and incremental sampling (Romero et al., 2004) ) have been developed. In the sequential sampling, a surrogate model is firstly built using an initial set of samples and then sequentially updated by adding new samples that are selected by analysing the previous data.
The global exploration and local exploitation are two schemes used in the sequential sampling strategy.
The global exploration scatters samples in the regions containing no sampling points while the local exploitation adds more samples to regions identified to be interesting (Crombecq et al., 2011a ).
Crombecq et al. (Crombecq et al., 2011b) illustrate the trade-off between the exploration and exploitation and indicate that any sequential design strategy will miss important regions in the response surface without proper design space exploration. Therefore, the sequential design must be space-filling to a certain degree firstly, and then the exploitation-based techniques can be implemented in some interesting regions to improve the sampling quality. Furthermore, the polynomials surrogate model is more suitable for grasping the global characteristics, so only the exploration-based sequential sampling is studied in this work. More studies combining exploration and exploitation to build surrogate model can be referred to (Crombecq et al., 2009 , Crombecq et al., 2011a , Ajdari and Mahlooji, 2014 .
Granularity (Crombecq et al., 2011b) is an important evaluation index of the sequential sampling. A sequential sampling technique with small granularity adds a small number of points in each sampling while the large granularity makes the sampling increment too large, which reduces the flexibility of sequential sampling. Romero et al. (Romero et al., 2004) used the Progressive Lattice Sampling (PLS) designs to construct the progressive response surface. The PLS allows only a quantized increment M of samples to be added to an existing PLS level (point set) to achieve to a new level. This quantized incremental cost M accelerates quickly with the increase of the PLS level and dimension of the parameter space. To make the sequential sampling more flexible, Romero et al. (Romero et al., 2005) suggested to use the Halton points to build the progressive response surface, because Halton sampling does not suffer from the cost-scaling problems that the PLS does. Halton (Wong et al., 1997 ) is a lower discrepancy sequence method and has a hierarchical structure. A comparison of different types of sequential sampling strategies was given by (Crombecq et al., 2011b) , in which the criterions including the granularity, spacefilling, and projective properties were used to evaluate the performance of sequential sampling methods.
However, the comparison was only based on the sampling points without considering the final surrogate model. Since the performance of a surrogate model is determined by both the sampling points and fitting model, even the sampling methods having the best performance in the three criterions of (Crombecq et al., 2011b) , there is possible that they produce bad performance in the final surrogate model. Therefore, there is necessary to study the sequential sampling techniques combining with fitting model. This study will focus on the proposal of a new sequential sampling method to build the high-order polynomials surrogate model (HOPSM), which has higher approximation accuracy than traditional loworder polynomial models. To make the HOPSM more stable and accurate, we will propose a new sequential sampling method, in which the sampling points will be selected from a candidate set that is comprised of the zeros of Chebyshev polynomials, so it is termed as sequential Chebyshev sampling method (SCSM). A uniformly distributed initial sampling set will be selected from the candidate set by a coordinate alternation algorithm, and then a fast sequential sampling algorithm will be used to pick more points iteratively based on the space-filling principle (Jonson et al., 1990) . At the same time, the order of HOPSM will be updated in the process of sequential sampling. Another three sequential sampling methods, which are the Halton sequence, LOLA-Voronoi algorithm, and global Monte Carlo method (Crombecq et al., 2011b) , will be employed as the referees of the proposed SCSM. Several mathematical test examples and two engineering applications are used to show the efficiency, accuracy and robustness of the proposed method.
High-order polynomial surrogate model

The 1-dimensional HOPSM
In this paper the simulation model is assumed to be continuous, so it can be approximated by using polynomials. To simplify the problem, we consider a continuous 1-dimensional function f(x) on x∈ [-1,1] firstly (any interval [a, b] can be normalized to [-1,1] via a linear transformation). f(x) can be approximated by the truncated Chebyshev series ( ) n p x as follows:
where fi are the Chebyshev coefficients that are constant, and Ci(x) denotes the Chebyshev polynomials
The Eq. (1) is the Chebyshev approximation polynomials which has high approximation accuracy and is close to the best uniform approximation polynomial (Fox and Parker, 1968) . Based on the orthogonality of the Chebyshev polynomials, the coefficients can be obtained via the following integral formula
Here the Gauss-Chebyshev quadrature is used to produce the Eq. (3). m is the order of the numerical integral formula, x 
To guarantee the accuracy of the Gauss-Chebyshev quadrature in computing the highest order coefficient fn, the order m in Eq. (3) should be larger than n, i.e. m ≥ n+1. More details about the Chebyshev polynomial can be found in references (Wu et al., 2013a , Wu et al., 2013b , Wu et al., 2014b .
(1) can be transformed to the following
In this case, the coefficients i  can be calculated by using the least square method directly
where C is the transform matrix with size m×(n+1) at the interpolation points, and f is the column vector including function values over all the interpolation points
, and
If the interpolation points used in Eq. (6) are the same as the interpolation points used in Eq. (3), the two formulas will produce the same coefficients. When the m=n+1, the Eq. (5) will be an n-th order interpolation polynomial. Generally, when the order of interpolation points is too high, the numerical instability (i.e. the Runge phenomenon) may happen. However, this numerical problem is avoided by using the zeros of Chebyshev polynomials as the interpolation points (Fox and Parker, 1968) . This is the reason why we use the zeros of Chebyshev polynomials as sampling candidates to construct the surrogate model.
Considering Eqs. (5)- (7), it can be found that the procedure of constructing the Chebyshev approximation polynomial is just the same process of constructing a response surface. Therefore, when the sampling points are selected as the zeros (x vector) of the Chebyshev polynomials Ci(x), we can get the approximated Chebyshev series ( ) n p x , which is a polynomial with order n. As aforementioned, it is termed as high-order polynomial surrogate model (HOPSM). The Eq. (5) is the expression of 1-dimensional HOPSM, the multi-dimensional HOPSM will be developed in the following subsection.
The multi-dimensional HOPSM
Extending the 1-dimensional space to k-dimensional space, the input variables are expressed as x∈[-1,1]
The HOPSM of the k-dimensional continuous function f(x) with order n can be expressed as the tensor product of the HOPSM, with respect to each dimensional variable xi (Wu et al., 2014b) 
, and 1 ,..., 0,1,..., (8) is (n+1) k , which is also equal to the least required sampling points. It can be found that the sampling size will be extremely large when k and n are large, so it is not suitable for high dimensional problems.
Besides the hypercube format, the HOPSM can also be expressed as a "simplex" format, which only contains the terms when the order without exceeding n
, and 1 ,..., 0,1,...,
It should be noted that Eq. (9) is different from Eq. (8), where the subscript in the former forms a simplex while the Eq. (8) forms a hypercube. As a result, the number of coefficients to be estimated in Eq. (9) is much less than that in Eq. (8) for high dimensional problems, which is given by
To reduce the number of coefficients to be estimated, we use the simplex format to build the HOPSM.
To simplify the notation, noting ( ) i  x as the multi-dimensional Chebyshev polynomials, the relationship
..,
...
Substituting Eq. (11) into Eq. (9), the HOPSM of k-dimensional function with order n can be expressed by the following equation
The coefficient i  is corresponding to the coefficient
 , and it can still be produced by using the LSM, similar to the Eq. (6)
where the ψ is the transform matrix at the sampling points, and f is the column vector of original function value at the sampling points, given be
= ,
Here,
is the sampling point, and s is the number of sampling points. Based on the 1-dimensional HOPSM, the sampling points of k-dimensional HOPSM can still be selected as the zeros of Chebyshev polynomials. Using the tensor product operation, the zeros of multi-dimensional Chebyshev polynomials are expressed by
where xi and i θ denote the zeros of the Chebyshev polynomial of the ith variable in x space and θ space, respectively. Based on Eq. (4), the xi is expressed by
Considering the Eq. (15), the number of zeros of k-dimensional Chebyshev polynomials with order m is equal to
As aforementioned in Section 2.1, the m should satisfy the condition m ≥ n+1. It can be found that the
when the k and n are relatively large, so we cannot use all the zeros of multidimensional Chebyshev polynomials as the sampling points, otherwise the computational cost of sampling will be extremely expensive. In fact, as long as the sampling size is not smaller than the number of coefficients to be estimated, the LSM can be implemented. Hence, we can use the zeros of kdimensional Chebyshev polynomials as a sampling candidate set, and then choose the most fitful candidates as the final sampling points. How to select the sampling points will be mainly studied in Section 3.
The evaluation index of surrogate models
Since the LSM is employed to calculate the coefficients of HOPSM, the numerical stability is an important evaluation index of this surrogate model. Considering the Eq. (13), there is an inverse operation of matrix T ψ ψ . If the matrix is ill-conditioned, there will be a large numerical error for the inverse operation. The condition number is used to describe the ill-condition of a matrix, i.e. a low condition number is said to be well-conditioned, while a matrix with a high condition number is said to be illconditioned. Denoting T  A ψ ψ , the condition number of the A matrix is defined as
Since the A is a normal matrix, the condition number can be further expressed as To evaluate the accuracy denoting the fitting goodness of the surrogate model, some other evaluation indexes should be introduced. The root-mean-square error (RMSE) and average absolute error (AAE) are widely employed to describe global accuracy, while the maximum absolute error (MAE) is usually used to indicate the local accuracy. In order to avoid ambiguity or to enable comparisons of surrogate models across disciplines, then relative error averages are sometimes used in the literature, such as AAE relative to the standard deviation, R-square (Jin et al., 2001) , or AAE and RMSE measures relative to the average response f (Qu et al., 2004) . This paper will use R-square, AAE, and MAE to describe the accuracy, but some normalized operation will be used to make these indexes more clearly.
The R-square, denoted as R 2 , is a statistical characteristic, which is expressed as follows:
where SSE and SST denote the residual sum of square and the total sum of square, respectively
where f is the mean value of observed data (real value at the test points), xi is the test point, and N is the size of test points. The R 2 can also be used to pre-estimate the accuracy by using the sampling points as the test points in the construction of HOPSM. Generally, the larger value of R 2 means higher fitness of the regression model. However, if the sampling points are used as the test points, the R 2 will improve when the number of estimated coefficients increases, so we need to adjust the R-square to pre-estimate the fitting degree of regression model. The adjusted R-square 2 R has been widely used, defined as
where s0 denotes the number of samples, NC(n,k) is the number of estimated coefficients given by Eq.
(10). In this case, even when the number of coefficients increases, the adjusted R-square 2 R may still decrease.
2 R will be used to pre-estimate the fitness of HOPSM in the model constructing period, while R 2 will be used to indicate its actual fitness in the validation period.
The definition of AAE and MAE are given as
In solving different problems, the AAE and MAE may change in large range. To make the two indexes more clearly, we transform them into the normalized average absolute error and the normalized maximum absolute error, respectively, noted as NAAE and NMAE.
and NMAE MAE max min
The smaller values of NAAE and NMAE are, the better the surrogate model is. Both NAAE and NMAE will be used in constructing the HOPSM, to pre-estimate the fitness by using the sampling points as the test points, which will be illustrated in the following section.
Sequential Chebyshev sampling method for HOPSM
The sampling candidate set
As described in Section 2, the sampling points of k-dimensional HOPSM are chosen from a candidate set, which is comprised of the tensor product of the zeros of Chebyshev polynomials with order m, and the m should be larger than n (the order of HOPSM). How to choose the order of sampling candidate set m is important, because a very small m may reduce the accuracy of the surrogate model, while a very large m will usually waste the sampling information.
We choose m based on the highest allowable order of HOPSM, noted by nmax, which can be determined by the most allowable sampling size Nmax. In practical application, the Nmax can be given through the allowable computation cost. For example, if the allowable computation time is 10 hours, and each running of model simulation is 1 min, then the Nmax should be 10 hours divided by 1 min, i.e. Nmax =360.
It should be noted that Nmax just restricts the maximal allowable sampling size, but the actual number of sampling points may be much smaller than it due to the sequential sampling strategy. The number of coefficients must be smaller than the sampling size, so nmax will be defined as
The order m of the candidate set should be larger than nmax, so it will be set as m=nmax+1 to minimize the size of the candidate set. We should note that the number of sampling candidates NS shown in Eq. (26) is much larger than the number of the coefficients NC, especially for the large k.
For example, if the Nmax=100, and k=2 or 3, then nmax=12 or 6, so m=13 or 7, respectively. The plot of candidate sets in x space and θ spaces for the two cases are shown in Figs. 1 and 2. It is noted that the candidate set is a symmetrical grid in θ space but an asymmetrical grid in x space. The samples distribute denser in the regions closing the boundaries of the x design space, which is different from the traditional equidistant full factor design.
Figure. 
The coordinate alternative algorithm for initial sampling
Generally, the initial samples are expected to distribute uniformly in the entire space. One of the most widely used measures to evaluate the uniformity of a sampling set is the maximin metric introduced by
Johnson et al (Jonson et al., 1990) . The following scalar-valued criterion function (Morris and Mitchell, 1995, Viana et al., 2009 ) is mainly used to rank competing sampling set as
where the p is a large positive integer and set as 100 in this paper, Θ is the sampling set, and the distance
is measured by the Euclidean norm in the θ space:
A smaller p  indicates more uniformity of the sampling set. However, minimizing p  is an NPcomplete problem. In this study, a new sequential algorithm will be proposed to produce the uniformly distributed initial samples. To seek the uniformity, the sampling points should be located in all levels in each dimension, and they are expected to locate in each level equivalently.
We propose a coordinate alternation algorithm to fast produce the initial sampling points which may be located in the design space uniformly. The number of initial samples is set to N0=mk. To simplify the notation, we use the levels (from 1 to m) to denote the location of samples. The samples can be expressed considering the case m=4 and k=3, the matrix is given in Table 1 , while numbers in the reference row are marked with blue colour. 
where
Θare the sampled points,
Ψ is the new sampling point, and s0 is the number of points in the sampled set. Since the first term in the right side keeps unchanged, the minimizing operation will be applied to the second term, noted as
Therefore, the new sampling points can be chosen by minimizing p  . If all the candidates are directly used to calculate p  , the computational cost will still be expensive as O(m k ). Producing the level of each dimensional variable sequentially, the number of calculation will be reduced to O(m(k-1)).
To describe the procedure more clearly, we still use the data shown in Table 1 . The 3-dimensional design space with 4 levels is shown as the Fig. 3 , where the first point has been shown as the black point (the first column in Table1). We firstly calculate the second element of the second column (the level of the 2nd sampling point in the 2nd variable). Since the level of x1 for the second sampling point has been
given as 2 first element, the second sampling point will be chosen from those points located in the plan x1=2, shown as the yellow frame in Fig. 3(a) . In this period, only the space comprised by x1 and x2 is considered, so there are only four candidates, shown as the blue points, are considered. After the evaluation of Eq. (30), the p  get the minimum value when the level of the second variable is 4, i.e. x2=4.
Go to the third row of the same column, and determine the level of the third variable by minimizing p  .
The first two elements of the second sample have been determined, so the sampling points will be selected from those candidates located on the line x1=2 and x2=4, which is the red line shown in the Fig.   3(b) . However, the distance in Eq. (30) will be calculated in the 3-dimensional space in this case. After the evaluation, we get x3=1 that minimizes p  . Therefore, we have obtained all the elements of the second column, and fill it in the Table 2 . We can find that, only 8 candidates are evaluated to produce the second sampling point, the computational cost has been reduced much related to the number of candidates. After the second column is determined, the sampled set Θ should be updated, and then we can calculate the elements in the third column based on the same approach. Repeat the process until the m-th column is determined, and the results of the first 4 sampling points are shown in Table 2 . (a) (b) Figure. 3 The procedure of the coordinate alternative algorithm
The remaining columns need to be determined, which can be implemented by using the same approach.
However, we can find that the levels of the third variable in Table 2 are not distributed uniformly. To make the levels of every design variable be distributed uniformly, we can pre-fix the levels of each design variable by moving the first row to the last row and moving other rows forward in sequence, so this method is called as coordinate alternative algorithm. After that, the reference row will be the second variable x2. Pre-fix the elements from the column 5 to 8 of the reference row as 1 to 4, shown in Table 3 , and then determine the levels of other rows of columns 5 to 8. The rows-moving operation will be implemented per m new samples are determined. The rows-moving operation will guarantee every level occurring in each variable at least once. After two rows-moving operations, the 12 initial sampling points will be produced, shown in Table 4 . The plot of the initial sampling points is shown in Fig. 3 , expressed through the level. The number of each level located in each dimensional variable, termed as occurrence number, is summarized in Table 5 . It can be found that the occurrence number for each level of each dimensional variable is close to 3 (changing from 2 to 4), so the samples distribute uniformly. Figure. 4 The distribution of initial sampling points
The fast sequential sampling scheme
The exploration strategy, to fill up the domain as evenly as possible, will be used to choose more sampling points. The new samples can still be chosen by minimizing p  in Eq. (30), to locate the new sample to the region without containing samples. This can be described by the following optimization 
where s1 denotes the number of points in the remaining candidate set Ψ .
The sampling point can be chosen by performing the above optimization one by one, until the termination condition is satisfied. However, in each exploration, the optimization model requires to compute the distance d in O(s0×s1) time. This process may be expensive computational cost, especially when k and m are relatively large, since s1 is close to m k . However, we do not need to compute the maximin criterion for all candidates except in the first exploration, as p  always keeps increasing after each exploration, which can be used to reduce the computational cost.
For the first exploration, the maximin criterion p  of each candidate point will be calculated firstly. Then we can sort the candidates in ascending order of p  , such that θ will be the new sampling point. If we consider the case of k=2 and m=7, the Fig. 5 (a) is used to illustrate this process directly. There are 49 candidates on the 7 by 7 lattice, where the numbers on the coordinates are the levels of each design variables. The sampled set Θ is composed by the14 black points (s0=14) which are selected by using the previous coordinate alternation algorithm, and the candidate set Ψ is composed by the remaining red and blue points (s1=35). After the evaluation of p  and sort of all the remaining candidates, the sequential number is noted to all the candidates in italic number.
The red point in the coordinate x1=2, x2=5 is the No. 1 point which minimizes the p  . Therefore, the red point will be chosen as the new sampling point. 
Eq. (32) will save computational cost related to Eq. (30), as we have known 
The J is termed as criterion sequential number. This operation would also save more computational cost, because most of the candidates which are close to the sampled points can never be selected in the exploration. 
Sorting the remaining candidates in ascending order once again, the first candidate
(1) 1 θ will be added into the sampled set Θ and removed from the candidate set Ψ . This process can be described by Fig. 5(b) more directly. After the evaluation of the first three candidates (green points), the computation is terminated, i.e. the criterion sequential number is J=3. Sort all the remaining candidates in ascending order, where the updated sequential number is shown in the bracket. The No. 1 candidate with coordinate x1=3, x2=2 will be chosen as the new sampling point of the second exploration. It can be found that only the p  of the first three candidates are evaluated, which saves much computational cost.
After the second exploration, in a more general case, the p  can be calculated by
where s is the size of the sampled set before this exploration.
Repeat the same process for the second exploration, another new sample can be selected. After the evaluation of p  , the Mj should be updated, i.e.
The procedure of the proposed exploration can be described by the following Algorithm 1. When the number of sampling points exceeds the required samples NC(n,k), the least square method can be used to construct the HOPSM.
Algorithm 1
Input:
;
Break end if end for
Sort: 
The incremental modelling of HOPSM
The order of HOPSM will largely influence the approximation accuracy. A problem to be solved is that which order is mostly suitable for balancing accuracy and efficiency, since the higher order polynomial may have higher approximation accuracy but requires more samples. This problem can be solved by the order increment strategy, which changes the polynomials from low-order to high-order gradually. The criterions of order increase and termination are based on the evaluation indexes given in Section 2.
The order of HOPSM starts from 2, and then it will increase successively until the termination conditions are satisfied. When the order of HOPSM keeps fixed, the approximation accuracy of the surrogate model will improve gradually if the data points are added using the sequential sampling scheme. However, the improvement of the approximation accuracy will become very small when the sampling size has got a certain large number, which is named as the sampling saturation. When the sampling has saturated, the increase the order of HOPSM to 3 may further improve the approximation accuracy. After enhancing the order, the sampling saturation may become unsaturation, as the number of coefficients to be estimated has increased. Therefore, the sequential sampling procedure will be implemented again until the sampling saturation is reached. Then the implementation of the order increment operation was followed by the sequential sampling process repeatedly. Three evaluation indexes are used to judge when the order incremental operation should be implemented.
In the sampling saturation period, the three evaluation indexes have little variation, which can be used as the variation of these evaluation indexes as the criterion of incremental operation. The variation of the three evaluation indexes can be defined as follows: 
where 1 2 3 , ,    are some small positive percentage, e.g. 1%.
The order will increase when all the three inequalities are satisfied. To guarantee the robustness of surrogate modelling, the sampling size should not be smaller than the twice of coefficients size, so the following condition should be satisfied
When one of the criterions in (35) and (36) is satisfied, the order increment operation will be performed.
The following termination criterions are also based on the three indexes. The first one is the same as incremental criterion given in inequality (28)  is a number close to but smaller than 1, e.g. 0.99, and 2  and 3  are two small positive percentages (e.g. 2% and 10%), respectively. The third termination criterion is the number of sampling points, which should not exceed the allowed maximum sampling size.
The procedure of the sequential sampling will be stopped when both the inequalities in (35) and (37) are satisfied simultaneously, or the inequality (38) is satisfied.
When the sampling process is finished, the highest order of the HOPSM may not be the best order in demand, and the best order will be chosen by using the adjusted R-square. Therefore, after the sequential sampling is terminated, we will fit the HOPSM with respect to all the allowable orders, the coefficients to be estimated are less than the sampling points. The order of the HOPSM which has the largest value of adjusted R-square will be selected as the final order. Use 2 , n s R to denote the adjusted R-square of HOPSM with the order n and sampling size s. The best order of HOPSM will be determined by
where  is a parameter between 1 and 2, e.g. 1.5 used in this paper. The final order of HOPSM will be opt n , and the best HOPSM is given by
The flow chart of constructing HOPSM is shown in Fig. 6 , which mainly includes five steps: candidates generation, initial sampling, exploration sampling, order increment, and order determination.
, NAAE , NMAE , and 2 , The initial sampling method has been given in Section 3.2, and it will produce a small uniform sampling set Θ . The algorithm of the exploration sampling is given in Section 3.3, which selects more samples from the candidates and keeps the data points distribute uniformly. The order incremental plan is used to update the order of HOPSM, and improve the approximation accuracy gradually. The exploration sampling and order incremental operation will be repeated until the termination criterions are satisfied.
Lastly, the order determined by Eq. (39) may make HOPSM best.
Numerical examples
Mathematical test examples
Here we consider several benchmark mathematical testing examples, the expressions of which are given in Table 6 
Figure. The most allowable sampling size Nmax is set as 500 for 2-dimensional functions, and 1000 for higher dimensional functions. The condition number is used to illustrate the stability of the SCSM, while the R2 and NMAE shown in Section 2.3 are used to validate the approximation accuracy of the HOPSM. Besides the proposed SCSM, the Halton sequential method, LOLA-Voronoi algorithm, and the global Monte Carlo method (Crombecq et al., 2011b) will be employed as the referees. The LOLA-Voronoi algorithm and global Monte Carlo method are obtained from the SED toolbox in Matlab, so they are noted as SED-LV and SED-MC, respectively. To keep the uniformity of test points, we use the Hammersely (Kalagnanm and Diwekar, 1997) sequence to produce 10000 test points.
All the sampling methods are implemented on the workstation with Intel core running at 3.4 GHz. When 1000 sampling points are selected, the Halton sequential sampling only takes less than 1 min, and most of the cost is spent on the surrogate modelling (LSM). The computation time of SCSM is about 2 mins, and the third is the SED-LV, which takes about 20 mins to produce 1000 samples. The last one is the SED-MC, which takes about 2 hours to produce 1000 sampling points. Therefore, the proposed SCSM is very high efficient, just slightly lower than the Halton sequential sampling method.
For the Michalewicz function shown in Fig. 9(a) , the condition number of SCSM is much smaller than that of other methods. When the size of A matrix exceeds 100, the COND of the Halton, SED-LV, and SED-MC increases rapidly, but the COND of SCSM always keeps small even when the size of the A matrix exceeds 300, which means there are more possible to produce large numerical errors when using the LSM for the three reference methods. Therefore, the SCSM is much more stable than other methods for the Michalewicz function. For the accuracy, it can be found that the R-square ( Fig. 9(b) ) of SCSM is larger than other sampling method while the NMAE (Fig. 9(b) ) of SCSM is the smallest, so the SCSM has the highest accuracy in both global error and local error. Figure. 14 The COND, R2, and NAME for the 5d Schwefel function
The results of the last test function, 6-dimensional Rastrigin function, are shown in Fig. 15 . For the same size of the A matrix, the COND of SCSM is much smaller than that of other three methods, e.g. when the size of A is 200, the COND of SED-LV and SED-MC is about 300 and 200, respectively, while that of the SCSM is less than 100. For the approximation accuracy, except the case that the sampling size is small (e.g. 200), the SCSM has higher accuracy than the three references for all other cases. Figure. 15 The COND, R2, and NAME for the 6d Rastrigin function From these mathematic test functions, we will have the following conclusions. The Halton sequential sampling method has the highest efficiency, while the proposed SCSM also has high efficiency which is quite close to the Halton sampling method, followed by the SED-LV, and the SCD-MC is the lowest efficient method. For the stability, the SCSM shows the outstanding performance than other three methods, followed with the two SED sampling methods, and the Halton method is extremely unstable.
For the approximation accuracy, the SCSM has higher accuracy in most of the cases, while the two SED sampling methods only have better accuracy in some cases, e.g. the 5d Schwefel function and 6d 
Engineering Applications Application 1: slider crank mechanism
The slider crank is a very important mechanism in mechanical engineering, because it has the capability to transform the motion mode between the translation and rotation. One of the most important applications of slider crank is the engine in vehicle, which transforms the translation of slider to the rotation of crank and then output the rotation energy to the transmission system of vehicles. The schematic of slider crank mechanism is given in Fig. 16 . Points A, B, and C are the gravity centers of the crank, connecting rod, and slider, respectively. 1  and 2  show the angles between the global coordinate and local coordinate of the crank and connecting rod, respectively. L1 and L2 are the lengths of the crank and connecting rod. m1, m2, and m3 represent the mass of the crank, connecting rod and slider, respectively.  is the angular velocity of the crank, and  is the external torque applied to the crank. FXi and FYi (i=1, 2, 3) are the reaction forces in X direction and Y direction acted on the three hinges. the external torque τ and other reaction forces on each hinge can be obtained by using the theory of rigid body dynamics (Wu et al., 2013a) . If the ω is set as 1000 rpm, the reaction forces in one period are shown Using the four sampling methods shown in section 4.1, the results of these methods are given in Fig. 18 .
To distinguish the average error of these methods, the RMSE is used to replace the R2 which is very close for all these methods in this example. The condition number of the SCSM is the smaller than other three methods under the same size of the A matrix, while the SED-MC and SED-LV are better than the HALTON sampling. Therefore, the SCSM is the most stable sampling method for this example.
We use the RMSE to show the average error of the surrogate model. It may be found that when the sampling size is 29, the RMSE of SED-MC and SED-LV is much worse, because the order of the HOPSM is only 2 in this case. When the order of HOPSM exceeds 3, the RMSE of the four sampling methods is quite close. For the maximum error, the NMAE of SCSM has the highest convergence ratio, followed with the Halton sampling, while the SED-MC and SED-LV converge slowly.
In summary, the SCSM has the best performance in stability and local accuracy for the slider crank Figure. 18 The COND, RMSE, and NAME for the maximum reaction force
Application 2: Vehicle handling model
In this section we use the HOPSM to study the vehicle handling performance. The 27-DOF vehicle model in software CarSim is used to analysis the vehicle handling performance, shown as Fig. 19 . The work condition double-loop control is used to analysis the yaw velocity of the vehicle, which is an important evaluation index of handling performance. Six design variables are considered to build the HOPSM, including the spring mass M_SU, the front unspring mass M_US1, the rear unspring mass M_US2, the wheelbase LX_AXLE, the distance from front axle to the gravity centre of spring mass LX_CG_SU, and the height of gravity centre of spring mass H_CG_SU. The variation range of the design variables are given in Table 7 . Considering the case that the vehicle velocity is 120km/h and all design variables are set as the middle values of their variation range, the yaw velocity with respect to time is provided in Fig. 20 . The smaller yaw velocity, the better handling performance of the vehicle is. The maximum yaw velocity (absolute value) |ω|max is used to indicate the vehicle handling performance, so we will build the HOPSM of the maximum yaw velocity based on the 6 design variables given in Table 7 . The vehicle model is run in the software CarSim, and each running time is about 5 seconds. To limit the computational cost for building the surrogate model, the most allowable sampling size Nmax is set as 1000. Using the same four types of sampling methods shown in section 4.1 to build the HOPSM, the results about the stability and accuracy of these methods are summarised in Table 8 , where the 10000 test data are still produced by the Hamerseley points. For the condition number, it can be found that the proposed SCSM has the minimum value 46.54, while the condition number of other methods is much larger than it. Therefore, the SCSM is more stable than the SED sampling methods and Halton sampling method. For the global accuracy, the R2 of the SCSM is the highest 0.86, followed with the SED-MC (0.83) and SED-LV (0.82). The R2 of Halton sampling is quite small even be a negative number, which means that the approximation accuracy of this surrogate model is extremely bad. For the local accuracy, the NMAE gets the minimum value 0.24 for the SCSM, which is almost half of the SED-MC (0.45) and SED-LV (0.44), so the SCSM also has the best local accuracy. The NMAE of Halton sampling is quite large, which indicates that the Halton sampling is unsuitable for resolving this vehicle model.
Conclusions
A new sequential sampling method termed as sequential Chebyshev sampling method (SCSM) is proposed in this paper to build the high-order polynomials surrogate model (HOPSM). The SCSM uses the zeros of Chebyshev polynomials as the sampling candidates, and then sequentially choose the sampling points based on the space-filling principle. This paper contains three novelties: (1) an efficient uniform initial sampling technique, termed as coordinate alternation algorithm, is proposed; (2) a fast sequential space-filling sampling algorithm is proposed; (3) the high-order polynomials are used to build the surrogate model to improve the accuracy of traditional polynomials model. Two sampling methods from the sequential sampling toolbox SED in MATLAB and the Halton sampling method are used as the references of the proposed SCSM. Several mathematical examples and two engineering applications are used to demonstrate the performance of the proposed sequential sampling method. The results show that the SCSM has the best stability compared to other three sequential sampling methods. The accuracy of the SCSM is also higher than the SED-MC, SED-LV, and Halton sampling in most cases. The efficiency of SCSM is close to the Halton sampling and much higher than the SED sampling methods.
