Abstract: It is expected that the future multicore systems will significantly benefit from photonic interconnect technology because of its large bandwidth. However, the static power consumed by laser sources accounts for a large proportion of the overall power budget; thus, it has a negative impact on the performance of future photonic network on chip. In this paper, GLaP, a group-based static laser power supply approach is proposed. The communication backbone is investigated based on single-write-multiread crossbar. Generic laser power delivery and allocation architectures are proposed to match the bandwidths with the requirements of different nodes. The laser sources are shared across the network which enables significant reduction in laser power consumption. The evaluation results show that the laser power can be significantly saved compared with traditional laser supply schemes.
Introduction
High-Performance systems are facing a lot of challenges because of the growing energy costs dominated by data movement [1] . The silicon-photonic link technology is estimated to have one order of magnitude higher bandwidth density and much lower energy cost compared to the traditional electrical link technology [2] - [4] . The practical buffering technology is still a barrier. The bandwidth (in this paper, bandwidth represents the transmission rate) advantage of optical data transmission indicates a new approach to designing system-wide photonic on-chip networks. Many different silicon-photonic on-chip communication network architectures have been investigated. Although the silicon-photonic NoC provides larger bandwidth density and its link energy is data-dependent, a considerable amount of power is still dissipated in the laser source which is used for driving the silicon-photonic NoC [5] - [7] .
There are generally two ways of providing laser power for on-chip communications. For the first one, the power supply network coincides with the communication network [2] , i.e., the communication network uses the same waveguides with the power supply network. Fig. 1 shows the paradigm of the first laser power supply scheme based on wavelength-division multiplexed (WDM) photonic link. Light waves of wavelength λ 1 and λ 2 issued by a laser source are coupled into waveguides. The light waves pass a series of microring modulators, which are controlled by modulator drivers based on the data to be transmitted on the photonic link. The electrical signals are converted to be optical signal by modulators. The modulated optical signals travelling along the waveguide may pass through many microring filters. As for the receiver, the ring filter absorbs the light wave having the same resonant wavelength with the filter onto a photodetector. The photodetector current is sensed by an electrical receiver, and the optical signals are converted back into electrical signals. The main drawback of this structure is that the receiver side will not know whether the passing optical signals are sent to it without being informed early. If sender 1 wants to communicate with receiver 2, receiver 1 will also couple some power to determine whether it is the destination node. This part of power can be considered as additional loss. Hence, notification information should be sent to the receiver before data transmission, so that the receiver side could switch on its microring filter in advance.
To improve the communication efficiency, this paper mainly investigates the second power supply approach, in which the power network and the communication network are separated [9] , [10] . Specifically, a power waveguide goes through all nodes with a range of different wavelengths travelling in it. Each node can couple the same amount of laser power. One of the most important characteristics of microring resonator is that the proportion of optical power coupled to another waveguide is determined by the gap, which represents the distance between microring resonator and waveguide [11] . Passive microring resonators have a fixed resonant wavelength that requires no external control but is susceptible to temperature changes. Hence, by changing this gap, we can decide how much power can be coupled into the drop port. If there is data to be transmitted, the coupled light wave will be modulated to the data waveguide by tuning the active microring resonators. Fig. 2(a) shows a traditional paradigm of the laser power supply scheme based on separated power network. The active microring resonator in each core can couple all different wavelengths in the power waveguide. Besides, the filters at the receiver side can be passive microring resonators.
In many cases, different cores have different data generation rates. This leads to the issue that different cores may need different bandwidths. Suppose the data generation rate of core A is 10 Gbps, the data generation rate of core B is 30 Gbps, and the modulation rate of each wavelength is 10 Gbps. In this global power supply scheme, the wavelengths injected into the power waveguide are share by two cores. It is obvious that the required bandwidth is determined by the core with larger injection rate. Hence, the bandwidth provided should be 30 Gbps, and 3 different wavelengths should be multiplexed in the power waveguide. The 30 Gbps bandwidth is exactly appropriate for core B. However, it is superabundant for core A. Core A can only utilize 1/3 of the total bandwidth, namely, 1/3 of the its time is occupied by data transmission and the rest 2/3 time is in idleness. Correspondingly, a large amount of laser power is not utilized. In this paper, we will employ a group-based static laser power supply scheme which is named GLaP which is proposed for fixed traffic pattern. The network is partitioned into multiple groups and each group is assigned with an individual power waveguide. The number of wavelengths injected into each power waveguide is determined by the bandwidth requirement of each group. Fig. 2(b) shows a paradigm of this group-based scheme, in which each group contains only one core. The data generation rate of core A is 10 Gbps, thus it is provided with only one wavelength λ 1 . The data generation rate of core B is 30 Gbps, thus it is provided with only three wavelengths λ 1 , λ 2 , and λ 3 . It should be noted that to control the total number of wavelengths used, all wavelengths should be able to be shared by different cores. For instance, λ 1 can be shared by both core A and core B. Hence, how to allocate wavelength to different cores will be an importance problem, which we will discuss in detail in Section 4.
In this paper, we make the following novel contributions: Proposing a new power supply scheme named GLaP. We focus on two parts in GLaP, i.e., power delivery architecture and power allocation architecture. The power delivery architecture is used to deliver optical power to all nodes, which is direct power source of all communications. The power allocation architecture is used to allocate laser power to different power waveguides of the delivery architecture. The rest of the paper is organized as follows. Section 2 introduces the related work, followed by the network architecture described in Section 3. In Section 4, we describe the power delivery architecture of GLaP, and then we show the power allocation architecture of GLaP. 3D integration and the case study of configuration is demonstrated in Section 5. The simulation analysis is illustrated in Section 6.
Related Work
The laser power consumption can never be ignored because it could negate the advantage of bandwidth density and the property of data-dependent energy consumption of the silicon-photonic links. To use silicon-photonic link technology for data communications in future high-performance systems, there is a need to come up with new approaches to reduce the power dissipated by the laser sources. The ultimate goal of laser power management is to guarantee the network performance, while reducing the power consumed in the laser sources at the same time.
A silicon-photonic NoC architecture based on multiple buses between private L1 caches and distributed L2 cache banks is proposed in [2] . It adopts a weighted time-division multiplexing (TDM) technique to allocate the laser power to different buses by switching on/off laser sources at runtime when the bandwidth requirement of an application varies, and the power consumption of laser sources is thus reduced. This design by switching on/off laser sources has the problem of delays in communication. Reference [12] proposes a prediction-based optical bandwidth scaling scheme(PROBE), which employs the information of former link utilization. The channel bandwidths are adjusted according to the network traffic to guarantee the communication performance by turning on/off proportions of the network, and thus reduce the static laser power. One of the biggest problems with the PROBE architecture is the number of laser sources required is proportional to the number of tiles in the network, and the design of the multi-layer binary tree waveguide requires a large number of waveguides. Although the power consumption can be reduced to some extent, the scalability is relatively poor. And a large number of optical splitters are used in the bandwidth allocation process, resulting in a large amount of loss [29] . Reference [13] also proposes a mechanism of controlling laser power consumption which switches on/off laser sources during periods requiring high/low bandwidth. However, switching the laser source on/off will increase network delay. Reference [14] introduces power topologies which consist of various power mode to reduce the overall interconnect power based on on-chip laser source. The more frequently communicating nodes use modes that consume less power, while less frequently communicating nodes use modes that consume more power. As far as the current technology is concerned, there are still some difficulties in implementation [21] . Reference [15] reduces the laser power dissipation dynamically by turning on and off the photonic links in the network when the corresponding L2 cache banks are active and inactive. Reference [16] presents an interconnect architecture which integrates clockwise and counter-clockwise nanophotonic crossbars. It improves the utilization of the static laser power, which is often squandered due to the insertion losses and unexploited bandwidth. This architecture requires longer waveguides, and the number of required microrings is higher than other designs, which consumes large on-chip resources. Reference [17] partitions computation and communication resources of the chip, and maximizes reuse across partitions by powered off laser sources that are not used during a certain period.
Network Architecture
This paper utilizes photonic Single-Write-Multi-Read crossbar (SWMR) to implement the on-chip interconnect network. Fig. 3 shows the layout of a 16-node network. Each node mainly consists of processing core and transmission/receiving module. The wavelengths are multiplexed in the data waveguides. Only one direction communication is allowed in the crossbar. The data waveguides go through every node in a serpentine way.
SWMR (Single-Write-Multi-Read) crossbar is a common candidate for high performance interconnect [5] . Fig. 4 shows the structure of an optical SWMR crossbar. The waveguides are classified into three types according to its functions, i.e., power waveguide, data waveguides (DW 0 , DW 1 , . . . , DW n−1 ) and reservation waveguides (RW 0 , RW 1 , . . . , RW n−1 ). For the purpose of convenience, the data and reservation waveguides are shown as lines in Fig. 3 , and omitted the rings. Each node is assigned with an exclusive data waveguide to transmit information to all other nodes. A range of different wavelengths are injected into the power waveguide through the coupler. Each node is assigned with an array of passive broadband microring close to the power waveguide to couple a fraction of laser power to its local node. The gaps between these passive broadband microring resonators and the power waveguide are precisely configured in advance, which guarantees that the amount of power coupled by all passive microring resonators are exactly the same.
When there is transmission requirement for a certain node, the state of its active microring resonator against the data waveguide will be electrically controlled to modulate the laser power. The SWMR architecture requires optical reservation channels to notify the destination nodes in advance. The optical reservation waveguides are symmetric with the data waveguides, and are used to transmit small packets. For example, if node N 0 wants to communicate with node N n−1 , N 0 will first modulate the light wave in RW 0 , and the encoded optical data carrying the information of the destination address will be first broadcast to all other nodes. N 1 , N 2 , . . . , N n−1 will decide whether they are the destination node after receiving the data. N n−1 will know that it is the destination node of N 0 , and will open the active microring of N n−1 on W 0 , making it in resonance state while the microring resonators on DW 1 , DW 2 , . . . , DW n−2 of nodes N 1 , N 2 , . . . N n−2 remain off. N 0 can write data to DW 1 , and N n−1 will couple the corresponding light packets into the light detection. And converting the optical signal into an electrical signal and receiving it into the local node.
Laser Power Delivery Architecture
In this paper, the network architecture and laser power supply architecture are designed separately. The power waveguides are organized in a grid shape and covered the whole network. By configuring the power architecture, the whole network can be partitioned into several groups. The laser power delivery architecture of a 16-node network is shown as an example in Fig. 5 . A, B, C, D are optical couplers. Different wavelengths are injected into the network via these couplers. The active broadband microring resonators are located on the intersections of the power waveguides. The microring resonators will be electrically configured to be two different states: on and off. If a broadband microring resonator is in on state, all of the passing wavelengths will be coupled into another waveguide. If a broadband microring resonator is in off state, all of the passing wavelengths will just go straight along the original waveguide. By changing the states of the microring resonators, the power delivery architecture can be configured to be different modes. Fig. 6 shows different power modes of a 16-node network. The choice of specific power mode is based on the traffic distribution of the network, or in particular, the injection rates of all nodes. The bandwidth requirement of each group is determined by the node with maximum injection rate within the group. Obviously, different groups can be assigned with different bandwidths. Further, different configurations of power mode will also lead different laser power consumption. According to the specific network traffic distribution, the power delivery architecture will surely be configured to be the mode which can save the most laser power.
Laser Power Allocation Architecture
It is mentioned in the Section 3 that different groups may need different bandwidths under realistic circumstances. Hence, special architecture should be designed to achieve the allocation of laser power. Suppose the modulation rate of different wavelengths are the same, the total bandwidth allocated to a group should be B = Wl Num × Modu Rate (1) which is the product of the number of allocated wavelengths and the modulation rate of each wavelength. Therefore, the number of wavelengths and the bandwidth are linear related with each other. Suppose that each laser source issues only one wavelength, and the network is divided into n groups. The output power of each laser source should have n levels. Further, a delicate power allocation structure is needed to assign the laser power to any 1, 2, 3, . . . , n groups of the network. The network composed of 4 groups is taken as an example, which is shown in Fig. 5 . For a laser source which issues wavelength λ, its output power of this wavelength can be adjusted to be four levels, which are p, 2p, 3p and 4p. If each group has 4 nodes, p should satisfy the power requirement of all 4 nodes in a group, thus 2p will satisfy the power requirement of all 8 nodes in two groups, and so forth. The purpose is design architectures to assign the laser power to any 1, 2, 3, 4 groups of the network. We solve this problem by considering two situations, and particularly design two architectures PX and PY.
Architecture PX, which is shown as Fig. 7(a) , is used for allocating power to any 1, 2 or 4 groups when the output laser power is p, 2p or 4p. The architecture has three pairs of active microring resonators. The power allocation is achieved by tuning the states of the microring resonators. By only tuning the right or left microring of each microring pair, the whole laser power will be directed to the left or right branch. By not activating any one of the microring pair, the laser power can be split into two equal parts [18] . Fig. 7(b) shows how to direct the power to group A, B, C or D when the output laser power is p. Fig. 7 (c) how to equivalently divide the power to any two groups among A, B, C and D when the output laser power is 2p. Fig. 7(d) shows that when the output laser power is 4p and none of the microrings are activated, the optical laser power will be divided into two equal parts at every branch, thus all groups are allocated with the same optical power.
Architecture PY, which is shown as Fig. 8(a) , is used for allocating power to any 3 groups when the output laser power is 3p. Two passive microring resonators P 1 and P 2 are properly placed near the waveguide, so that the output laser power can be divided into three equal parts. The equally divided optical power will further be guided by the active microring pairs. Fig. 7 shows how to allocate 3p laser power to any possible 3 groups among group A, B, C, and D.
As it is shown in Fig. 9 , by combining the power allocation architectures PX and PY, we can get a compound architecture which can allocate laser power to any possible 1, 2, 3 or 4 groups among group A, B, C, and D. The active microring resonators L 0 and R 0 are used to select PX or PY. If L 0 is switched on while R 0 is switched off, the laser power will be directed to the left part and PX is be used. If L 0 is switched off while R 0 is switched on, the laser power will be directed to the right part and PY is used. 
System Integration and Configuration
Commercial network-on-chip has not yet generally adopted silicon-photonic link technology, because the power dissipated by laser sources and thermal management of the photonic links could be significant and could even offset the advantage of communication capacity. Besides, packaging a large number of off-chip laser sources to drive the photonic NoC is quite technologically difficult and will introduce high link losses. A comb laser is generally adopted as an off-chip source, because packaging many single longitudinal-mode DFB lasers costs a lot. The coupling from an off-chip laser to a single-mode fiber will introduce around 2dB loss, and the coupling from the fiber to the silicon chip will introduce around 2dB loss when vertical grating couplers are employed [19] . The wall-plug efficiencies of comb lasers can be up to 30% [20] . However, when taking the losses into account, the realistic efficiencies of off-chip laser sources will descend to around 6%.
On-chip laser sources can be considered as potential candidates to drive the photonic NoC which decrease coupling losses and simplify packaging complexity, although they are not quite technologically mature [21] . It is reported that the loss of on-chip hybrid silicon lasers is around 0.5 dB [22] , and the wall-plug efficiencies can be up to 15% [23] , which usually outperform the off-chip laser sources. With a typical laser pitch of 125 μm to 250 μm, 100 to 200 laser sources per chip side is allowed [19] , which is adequate for most of the state-of-the-art NoCs. To manage the wavelengths individually, each laser source emits a single wavelength and its output power can be adjusted [18] .
We consider a 3D stacked system that consists of three individual layers in Fig. 10 , The processor layer is fabricated using standard bulk CMOS process. The photonic network layer is next to the metal stack. Vertical metal vias are used to connect the processor layer and photonic network layer. The architecture of each core in the processor layer is similar to an IA-32 core used in the Intel Single-Chip Cloud Computer [4] . Placing laser sources in a top layer will minimize the influence of the temperature fluctuation of the bottom processor layer to the laser layer [21] . The interconnection of the laser source layer and the photonic network layer is achieved by TSPVs [24] , [25] . The connection between the logic layer and the optical network layer is an electrical signal, and the electrical signal performs O/E, E/O conversion at the optical network layer. For example, in a 64-core system, every four cores constitute a cluster for the purpose of traffic convergence, and the data to or from each cluster is forwarded by its own router.
The configuration of the power architecture of the 64-core system is illustrated in Fig. 11 . First, by monitoring the data generation rates of all nodes, the power mode which uses the least number of wavelengths will be adopted. Suppose group A needs 3 wavelengths, group B and C both need 1 wavelength, and group D needs 2 wavelengths. Wavelengths can be reused, thus group A can use λ 0 , λ 1 , λ 2 ; group B and C can both use λ 0 ; group D can use λ 0 , λ 1 . Correspondingly, λ 0 will be shared by A, B, C; λ 1 will be shared by A, C, D; λ 2 will be used only by A. Fig. (a) shows the layout of the laser sources, the power allocation architectures which surround the lasers sources, and the extended waveguides which are gathered to be a grid. Fig. (b) shows how the light waves of different wavelengths are directed to different groups by the power allocation architectures.
Evaluation
We evaluate the laser power consumption of 16-node, 36-node and 64-core NoCs. The communication backbones are implemented by photonic SWMR. For a certain wavelength, its expected laser power to guarantee the communication bandwidth of any node is supposed to be P, which represents the minimum power unit of a laser source. P can be determined by the following formula (1), where P sens is the sensitivity of the photodetector, and L path (dB) is the worst-case loss of the path from laser source to a certain destination node.
The worst-case losses of different network architectures are considered, so that the provided laser power can guarantee even furthest communications. It can be directly calculated by formula (2) , where Len sw is the length of the straight waveguide, N TSPV is the number of TSPV, and more information about the parameters are shown in Table 1 [26] , [27] . It is estimated that based on 22 nm technology, the chip area of an 8 × 8 grid of processor cores is around 100 mm 2 [28] . Hence, the side length of the chip is around 10mm, and the maximum length of straight waveguide is estimated to be 100 mm. Similarly, the maximum lengths of straight waveguide of a 6 × 6 and 4 × 4 grid of processor cores are estimated to be 52.5 mm and 25 mm.
We compare the worst-case insertion losses of SWMRs based on GLaP and traditional power supply scheme, which are shown in Fig. 12 . The losses introduced by all waveguides and microring resonators in the network and power supply architectures are considered. It can be seen that the worst-case losses of SWMR based on proposed GLaP is somewhat higher that SWMR based on traditional laser power supply scheme. This is because additional waveguide crossings and bends are introduced in GLaP.
The distribution of data generation rate for an N × N network can be denoted by the following matrix:
The data injection rate of the node in row i column j is r ij . We assume that r ij is a random value uniformly distributed between 0 to 100 Gbps. The modulation rate of each wavelength is assumed to be 10 Gbps. The packet length is set to be 1024bit. Each source node sends packets to all other nodes with the same probability. The laser power consumptions of different architectures using different power delivery mode are compared. Similar to the power delivery modes of 4 × 4 network shown in Fig. 6 , we employ three different power delivery mode I, II and III for generic N × N network. For power delivery mode I, the network is divided into several rows, the first row r 11 to r 1N forms a group which is assigned with a single power waveguide, the second row r 21 to r 2N is another group, accordingly, the last group is formed by r N 1 to r N N . For power delivery n mode II, the network is divided into several rectangular parts, i.e., r 11 2N are put in another group, etc. For power delivery mode III, the row groups and rectangle groups exist alternately from up to down. Fig. 13 shows the specific power delivery modes of networks of 16-, 36-, and 64-node networks. Fig. 14 shows the comparison of throughputs and normalized laser power consumptions of 16-, 36-, and 64-node SWMR crossbars. The curves in the figures show how throughputs varies with the increase of total provided bandwidths. The total provided bandwidth represents the sum of transmission bandwidth all nodes acquire, and throughput is the amount of data all nodes receive within a time unit. Theoretically, the higher the total bandwidth is provided, the shorter transmission delay will be, thus higher throughput can be achieved. When the total bandwidth exceeds a certain level, the throughput will no longer increase, which is referred to as saturation status. This is because the network is pushed to its limit, thus the overall data injection rate and the overall data receiving rate reach a balance. It is shown in Fig. 14(a), (b) and (c) that the SWMRs with the same number of nodes have the same saturation throughputs. Moreover, GLaP with different power delivery modes can reach the saturation point much earlier than the traditional one.
The provided bandwidth corresponds to specific overall laser power. Suppose that the minimum provided bandwidth of saturation status is B S . To meet the transmission requirements of all nodes, the minimum saturation bandwidth corresponds to the minimum overall laser power. Since the modulation rates of each wavelength is 10 Gbps, the minimum overall laser power can be calculated as follows:
The bar charts in Fig. 14 shows that normalized minimum overall laser power consumptions of GLaP with different power delivery modes and traditional laser power supply scheme. SWMR crossbars using traditional power supply scheme are considered as baselines. Compared with the traditional scheme, 16-node SWMR using GLaP saves 17% to 31% laser power by using power delivery mode I, II or III. For 36-node SWMR, 35% to 41% laser power and be saved. For 64-node SWMR, 12% to 23% laser power can be saved. GLaP consumes prominently less laser power because the provided bandwidths match the realistic requirements within the network. It is also indicated that although the GLaP introduces more insertion loss, the extra laser power can still be significantly reduced by using more reasonable laser power delivery and allocation architectures.
Conclusion
In this paper, a laser power delivery and allocation scheme based on SWMR crossbar is proposed. Bandwidth requirements of different node within the network may vary a lot under realistic circumstances. In this regard, a laser power delivery and allocation architectures are proposed to provide bandwidths according to the requirements of different nodes. The provided bandwidth will guaran-tee the communication performance of the network and approximate the actual data generation rate of different nodes. It is shown that the laser power consumptions witness a substantial reduction by using the proposed scheme.
