A Multilevel Analysis of Institutional Factors Affecting Student Success at Community Colleges by Thomason, Aaron
Georgia State University
ScholarWorks @ Georgia State University
Educational Policy Studies Dissertations Department of Educational Policy Studies
Spring 5-15-2015
A Multilevel Analysis of Institutional Factors
Affecting Student Success at Community Colleges
Aaron Thomason
Georgia State University
Follow this and additional works at: https://scholarworks.gsu.edu/eps_diss
This Dissertation is brought to you for free and open access by the Department of Educational Policy Studies at ScholarWorks @ Georgia State
University. It has been accepted for inclusion in Educational Policy Studies Dissertations by an authorized administrator of ScholarWorks @ Georgia
State University. For more information, please contact scholarworks@gsu.edu.
Recommended Citation
Thomason, Aaron, "A Multilevel Analysis of Institutional Factors Affecting Student Success at Community Colleges." Dissertation,
Georgia State University, 2015.
https://scholarworks.gsu.edu/eps_diss/123
ACCEPTANCE 
 
This dissertation, A MULTILEVEL ANALYSIS OF INSTITUTIONAL FACTORS 
AFFECTING STUDENT SUCCESS AT COMMUNITY COLLEGES, by AARON NEIL 
THOMASON, was prepared under the direction of the candidate’s Dissertation Advisory 
Committee. It is accepted by the committee members in partial fulfillment of the requirements 
for the degree, Doctor of Philosophy, in the College of Education, Georgia State University. 
The Dissertation Advisory Committee and the student’s Department Chairperson, as 
representatives of the faculty, certify that this dissertation has met all standards of excellence and 
scholarship as determined by the faculty.  
_________________________________ 
William L. Curlette, Ph.D. 
Committee Chair 
 
_________________________________ 
Hongli Li, Ph.D. 
Committee Member 
_________________________________ 
Richard Lakes, Ph.D. 
Committee Member 
_________________________________ 
Blaine Bennett, Ph.D. 
Committee Member 
 
_________________________________ 
Date 
 
_________________________________ 
William L. Curlette, Ph.D. 
Chairperson, Department of Educational  
Policy Studies 
 
 
_________________________________ 
Paul Alberto, Ph.D. 
Dean, College of Education 
 
AUTHOR’S STATEMENT 
By presenting this dissertation as a partial fulfillment of the requirements for the advanced 
degree from Georgia State University, I agree that the library of Georgia State University shall 
make it available for inspection and circulation in accordance with its regulations governing 
materials of this type. I agree that permission to quote, to copy from, or to publish this 
dissertation may be granted by the professor under whose direction it was written, by the College 
of Education’s Director of Graduate Studies, or by me. Such quoting, copying, or publishing 
must be solely for scholarly purposes and will not involve potential financial gain. It is 
understood that any copying from or publication of this dissertation which involves potential 
financial gain will not be allowed without my written permission. 
 
 
 
 
 
Aaron Neil Thomason 
 
  
NOTICE TO BORROWERS 
All dissertations deposited in the Georgia State University library must be used in accordance 
with the stipulations prescribed by the author in the preceding statement. The author of this 
dissertation is:  
 
 
 
 
 
Aaron Neil Thomason 
Educational Policy Studies 
College of Education 
Georgia State University 
 
 
 
 
 
The director of this dissertation is: 
 
 
  
William L. Curlette, Ph.D. 
Department of Educational Policy Studies 
College of Education 
Georgia State University 
Atlanta, GA 30303 
 
  
CURRICULUM VITAE 
 
Aaron Neil Thomason 
 
ADDRESS:                                  30 Pryor St, Suite 450 
          Atlanta, GA 30303 
 
 
EDUCATION:  
 
 
 
 
 
 
 
 
 
PROFESSIONAL EXPERIENCE:  
 
 
2009-Present Systems Engineer 
ZogoTech LLC 
 
 
2004-2009 Database Administrator 
Georgia State University 
 
2000-2004 Clinical Instructor II 
University of Central Arkansas 
 
 
 
PRESENTATIONS: 
  
Thomason, A. N. (March, 2009). “VB Mailer: The Only Email Tool You’ll Ever Need.” Atlanta 
Code Camp, Atlanta, GA. 
 
Thomason, A. N. (March, 2008). “PDF Forms Management.” Atlanta Code Camp, Decatur, GA. 
 
Thomason, A. N., LaMar J. (July, 2004). "Build or Buy." Syllabus 2004, Technology in Higher 
Education Conference. San Francisco, CA.  
 
Thomason, A. N., Jones, Jeffrey M. (January, 2003). "Candidate Information System." College 
of Education Program Coordinators Special Meeting, Conway, AR.  
Ph.D. 2015 Georgia State University  
Educational Policy Studies 
M.S.E. 1997 University of Central Arkansas 
Elementary Education with a 
Gifted Emphasis 
B.S.E. 1996 University of Central Arkansas 
Elementary Education 
 Huffman, S. P., Rickman, W., Charter, J., Thurman, G., McKinney, T., & Thomason, A. (No-
vember, 2002). "Technology: Meeting the Needs of Faculty & Students." Southeastern Re-
gional Association of Teacher Educators, Hot Springs, AR.  
 
McHaney, J., Barnes, D., Vaughn, K., & Thomason, A. N. (August, 2002). "Using Information 
Technology to Systematically Gather and Evaluate Candidate Performance Assessments." 
2002 Southeast Regional Association of Teacher Educators, Hot Springs, AR.  
 
Thomason, A. N. (April, 2002). "Attendance Manager." TechFest 2002, University of Central 
Arkansas, Conway, AR.  
 
Thomason, A. N. (April, 2002). "Tapping into SQL Server 2000: Creating a Faculty Vita On-
Demand." TechFest 2002, University of Central Arkansas, Conway, AR.  
 
McHaney, J., Barnes, D. & Thomason, A. N. (April, 2002). "Performance Assessment Using a 
Web-Based System." Mid-South Instructional Technology Conference, Murfreesboro, TN.  
 
Thomason, A. N. (April, 2001). "Web Course Tools." AAIM Conference, Hot Springs, AR.  
 
Benson, T. R., Thomason, A. N. (October, 2000). "Portfolio Development." University of Cen-
tral Arkansas, IDC Special Topic Seminar, Conway, AR. 
  
PUBLICATIONS: 
 
Thomason, A. N. (March, 2004). "Assessment with a New Mindset." Syllabus: Technology in 
Higher Education, vol. 17, no. 8. pgs 30-32. 
 
McHaney, J., Barnes, D. & Thomason, A. N. (April, 2002). Performance-based assessment in 
teacher preparation using a web-bases system. Proceedings from Mid-South Instructional 
Technology Conference. 
 
Thomason, A. N. (December, 1996). “A Study of the Affective Needs of Gifted Children in 10 
Schools.” University of Central Arkansas Honors College. Funded by SILO (Science Infor-
mation Liason Office). 
 
 
PROFESSIONAL SOCIETIES AND ORGANIZATIONS  
2009     Association for Institutional Research 
  
A MULTILEVEL ANALYSIS OF INSTITUTIONAL  
FACTORS AFFECTING STUDENT SUCCESS 
AT COMMUNITY COLLEGES 
 
 
by 
 
 
 
AARON NEIL THOMASON 
 
 
 
 
Under the Direction of William L. Curlette, Ph.D. 
 
 
 
ABSTRACT 
Community colleges serve approximately fifty percent of all students seeking post-secondary 
education, yet few studies have specifically focused on institutional policies and factors that 
affect student success. The purpose of this study is to investigate important institutional and 
student factors affecting student success in order to better inform community college policy 
makers. Utilizing transcript level data over a period of seven years from 28 community colleges 
across 6 states, multilevel growth analyses were conducted using hierarchical linear modeling.  
This permits teasing out the effects of institutional policies on three student success outcomes:  
(a) grade point averages, (b) enrollment intensity, and (c) completion rate in classes. This study 
adds to the limited research on 2-year community colleges using transcript level data to 
investigate institutional factors related to student success. Results show that institutions that 
report mid-term grades show a positive effect on the grade point average and the completion rate 
of classes after controlling for student factors. Institutional size is negatively associated with 
enrollment intensity. 
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GLOSSARY OF TERMS 
 
Departures – In this study, a departure refers to a student’s last term attended regardless of 
whether he or she dropped out, transferred, or graduated. It refers simply to the last time a 
student was observed at an institution in this study. 
 
Enrollment pathway – This is the pattern of enrollment over time. Some students attend 1 term 
and leave college (one term and done). Others enroll every fall and spring term either full- or 
part-time without any skipping any terms (known as continuous enrollment). Other student start 
with a full-time load and in subsequent terms reduce their load.  
 
Incidental student – A student that earns 10 or fewer credits at an institution. 
 
Open-door enrollment – The unrestricted enrollment of students at a college. A college has an 
open-door enrollment policy when it accepts to enroll students without asking for evidence of 
previous education, experience, or references. Usually payment of the academic fees is all that is 
required to enroll. This type of policy is commonly used by many junior colleges and community 
colleges and differs from selective admission policies held by most liberal arts colleges and 
research universities which often take into account standardized test scores as well as other 
academic qualifications or character references. Colleges with an open-door enrollment policy as 
know as open-access institutions. 
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Time wave –  In growth modeling, this refers to an observation of an outcome for a student at a 
point in time. This could also be called a wave of data. 
 
Traditional aged – In this study, these students are 18-24 years of age. In this study, non-
traditional aged student would then refer to students 25 and older. However, in a reference cited 
by Westry, non-traditional refers to 24 years of age or older.
CHAPTER 1  THE PROBLEM 
Community colleges serve as the gateway to higher education for approximately fifty 
percent of all postsecondary students. These institutions can be characterized as open-access in-
stitutions that enroll a disproportionate number of minority, low income, and other underrepre-
sented populations as compared to four-year schools. Students that attend community colleges 
leave college without a degree at twice the rate of students at four-year institutions (Strauss & 
Volkwein, 2004). To compound this problem, our current assumptions about student retention 
are based almost wholly on a university model where traditional aged students are seeking a de-
gree. A paucity of research exists that examines retention factors of community college students. 
Even fewer studies have specifically focused on institutional policies and factors that affect stu-
dent success. 
Much of the research regarding student persistence in higher education has been limited 
to 4-year institutions (Marti, 2007). Marti reports that the literature is biased to 4-year institu-
tions, where less than 10 percent of research includes community college students. Previous re-
search done in community colleges shows that student reasons for attending and their levels of 
engagement are vastly different from students at 4-year institutions.   
Data from the Beginning Postsecondary Survey shows that 38 percent of students enrol-
ling in a public 2-year school did so because of either personal enrichment or to obtain job skills. 
Marti (2007) has written that “large percentages of students who enroll at community colleges 
have an educational goal that does not necessarily involve earning a degree or certificate from 
that institution” (p. 319). He goes on to write that “although measurements of persistence and 
attainment are obvious institutional performance measures, there is considerable controversy 
about how these measures should be examined in community colleges” (p. 318). 
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Significance of the Study 
 This study is meant to address the limited research available on community college stu-
dents.  Because community college students are known to attend for many reasons other than ob-
taining a degree, this study focuses on term outcomes instead of long-range outcomes. It is hoped 
that by examining multiple institutions simultaneously while holding student and time-varying 
factors constant, this study should be able to tease out what institutional factors are indeed relat-
ed to student success and enrollment intensity. 
Purpose 
The purpose of this study is to look at student level and institutional factors that explain 
student success in community colleges. This study will add to the limited literature on institu-
tional factors for explaining differences between community colleges. This study will examine 
both policy factors that institutions have direct control over and environmental factors that are 
normally out of the control of school administrators. The goal of this study is to better inform 
community colleges and state legislatures on the various factors associated with community col-
lege success and enrollment intensity. 
Research Questions 
      Six primary research questions will be addressed: 
1. What institutional factors contribute to students’ ability to complete credits efficiently? 
2. What institutional factors contribute to an increase or decrease in student credit load? 
3. What institutional factors have a significant effect on student grade point averages? 
4. What student factors are associated with their ability to attend full-time? 
5. What student factors have an effect on the completion rate of attempted credits? 
6. What student factors play a significant role in grade point averages?  
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CHAPTER 2  REVIEW OF THE LITERATURE 
Community Colleges 
Community colleges serve an important role as an accessible pathway for a wide range of 
students to pursue a college education. At the same time, states face unprecedented constraints 
on budgets where the public investment of these funds results in greater scrutiny of student suc-
cess rates. Traditionally, community colleges serve underrepresented student populations who 
would have limited access to college otherwise (Bailey et al., 2005).  
Community colleges serve an overrepresented population of low-income, first-
generation, and immigrant students. Research has shown that many of these students would not 
be in college at all if not for these low-cost institutions that are geographically within commuting 
distance for these students. Fifty-one percent of college-aged students attend a community col-
lege in their postsecondary history (Bailey et al., 2005). “Community colleges are the only feasi-
ble entry to higher education for many students due to their relatively low cost and open-door 
admission policies” (Marti, 2007, p. 317). Part of the mission of many community colleges is to 
directly serve community needs by offering vocational and trade educational programs for adult 
learners. This makes for lower degree completion rates since these schools serve students who 
are seeking short-term outcomes such as taking one or two classes to improve job skills. 
First to second year institutional retention rates in community colleges are estimated at 52 
percent (Marti, 2007). Only about a third of all community college students receive any sort of 
degree or certificate, even after eight years from initial enrollment (Bailey et al., 2005). The rates 
for low-income and minority students is even lower. Only 20 percent of students complete 10 
hours, so a good portion of students never accumulate any significant momentum towards a de-
gree (Bailey et al., 2005). 
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Characteristics of Community College Students 
“Community colleges serve students who usually possess characteristics negatively asso-
ciated with educational attainment. These characteristics include caring for children at home, 
single parenting, struggling with financial independence, delaying enrollment after high school 
graduation, being a first-generation college student, commuting, lacking a high school diploma, 
attending college part-time, working full-time and working off campus” (Burns, 2010, p. 35). 
Burns goes on to cite that half of community college students face two or more of the above 
challenges while attending. 
Westry (2010), in a dissertation studying the goal oriented patterns of adult learners in 
community colleges, found that older students can be categorized into one of three categories: 
goal-oriented, activity-oriented, or learning-oriented. Westry points out that older students are 
seeking a life change by enrolling at a community college, but the goal of their enrollment is 
more diverse than simply attaining a degree or seeking a transfer to another institution. Many of 
these students have identified a need for self-improvement, a desire to better their existing work 
skills, or to seek out a complete career change. The implication here is that community colleges 
need to make an assessment of the goals that all students have in enrolling. Westry points out 
that there is limited research on non-traditional aged students’ persistence and completion at two-
year institutions. Older students are more than twice as likely as traditional-aged students to 
leave college without a degree. Of course, if the reason for attending is not degree-oriented, then 
some of this disparity can be explained. Westry reports that 53 percent of all community college 
students in 2003-04 were non-traditional aged 24 years or older, compared to just 35 percent at 
four year colleges. 
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Measures of student success have looked mostly at graduation rates (Bailey et. al., 2005). 
The problem with this is that community college students have a variety of reasons for attending. 
Unlike baccalaureate institutions where the assumption that all students are seeking a degree is 
plausible, at community colleges there is a high number of incidental students – those who earn 
less than 10 credits (Adelman, 2006). Also, with the high number of non-traditional and disad-
vantaged student populations, measures of persistence and completion present unique challenges 
for community colleges. 
Substantial variation exists in community college students’ postsecondary pathways 
(Marti, 2007). Marti used a latent trajectory analysis to identify a core set of common enrollment 
patterns of community college students. Using transcript level data from 28 community colleges 
in Florida that spanned 3 years, Marti discovered there are five common enrollment patterns: (a) 
one term and done, (b) full-time continuous, (c) part-time continuous, (d) steady decliners over 
time, and (e) two years and out. This methodology used a student-centered variable approach that 
measured credits earned over time. Six time points, one each for fall and spring for three years, 
were calculated per student. This latent trajectory method can use both linear and quadratic equa-
tions simultaneously to determine how many underlying student populations exist by examining 
the time variant nature of earned credits from each of these groups. In the final model, two of the 
groups, part-time continuous and the steady decliners, were modeled with a linear equation, and 
the other three groups with a quadratic one. The implication for future research is that the varia-
tion in enrollment not only varies substantially in community colleges, but the enrollment trends 
are not always linear.  
Marti ties membership in these latent trajectory groups to survey results from the Com-
munity College Survey of Student Engagement (CCSSE) and found that there were notable dif-
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ferences in student engagement among these groups. “Students following less efficient pathways 
consistently exhibited lower levels of engagement” (Marti, 2007, p. 330). Basically there are im-
portant behavioral differences directly linked with persistence patterns. Marti notes that one of 
the limitations of his study is that the 3 year timeframe may not completely capture all the en-
rollment pathways that students take. He even suggests that future work include data from multi-
ple institutions so that enrollment patterns of students who attend multiple colleges can be mod-
eled as well.  
Student Characteristics influencing Success 
A great deal of research suggests that students who attend part-time, come from low-
income families, or have weaker high school preparation skills earn academic awards at lower 
rates than other students (Bailey et al., 2005). In a recent review of the literature, Burns (2010) 
adds that students who enter college immediately after high school, have parents that attended 
college, and attend full-time uninterrupted are most likely to succeed. Several researchers have 
cited that math preparation is one of the most predictive indicators of success (Burns, 2010; 
Adelman, 2006; Calcogno, 2007; Radcliffe et al., 2006). This preparation is most likely to hap-
pen in high school when students can get direct instruction in this area.  
Radcliffe et al. (2006) used a parametric survival analysis model and found that failing a 
remedial mathematics course lowered the probability of graduating to 34 percent. Calcogno et al. 
(2007) found that a higher percentage of older students were more likely to be remedial in math, 
but being enrolled in remedial math was less determinant of success for older students than 
younger ones.  This suggests that older students can accept needing a refresher course in mathe-
matics and are more likely to persist despite the need for this course. 
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Institutional Factors on Success 
Why do some colleges have higher completion rates of degrees and certificates than oth-
ers?  “Even though community colleges are similar types of institutions on many levels, there is 
wide variation among colleges in various student outcome measures such as graduation, transfer, 
and retention” (Bailey et al., 2005, p. 1). Limited research has been done to examine institutional 
factors on student success at community colleges (Bailey et al., 2005). Institutional size has been 
shown to be negatively correlated with student success. Students complete at higher rates at 
smaller community colleges. It could be that students get a more personalized experience at the 
smaller schools. Smaller schools might also have a more focused set of programs which may 
help guide students to a clearer set of outcomes (Bailey et al., 2005). 
A larger proportion of minority students (Black, Hispanic, and Native American) lower 
the overall institutional success rate, even after controlling for race. Studies of student factors 
have found that minorities complete at lower rates, but this finding means that all students at 
schools with large minority population will complete at lower rates. However, Bailey et al. 
(2005) say this finding needs further investigation 
A larger percentage of part-time faculty is correlated with lower graduation rates for an 
institution. The reasons here may stem from the differences in educational credentials between 
full-time and part-time faculty. The differences between part-time and full-time faculty have not 
been fully explored. One theory is that part-time faculty simply do not engage the students as 
much as full-time faculty. Part-time faculty may also not be as committed to the goals of the in-
stitution as full-time faculty. There may be less personal connections with students by part-time 
faculty. Part-time faculty may also be less available outside the classroom either through limited 
office hours or slow responses to emails when student need help or clarification on class work. 
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 Bailey et al. (2005) found that a larger number of part-time students lowers graduation 
rates for all students. In a similar respect, institutions that serve a high proportion of part-time 
students have lower graduation rates overall. It could be that these institutions face advising chal-
lenges that would otherwise propel more students toward degree attainment. It could also be that 
the expectations in the classroom are lessened when a higher proportion of part-time students are 
enrolled. Part-time students tend to have less time to study and do homework, and this effect may 
hurt all students by causing faculty to lessen the load and the academic intensity of their courses.  
Rates of instructional expenditures and student service expenditures have some positive 
impact on student success (Bailey et al., 2005). Schools that tend to spend more on student ser-
vices such as tutoring, advising, mentorship programs, technology loan programs, and academic 
support resource groups may be more reflective of an institution engaging its student population 
more, thus helping students feel more connected to the school and the importance of degree 
completion. 
There is some evidence that residential institutions are positively associated with student 
persistence (Bailey et al., 2005). Conversely, schools that have a higher proportion of commuter 
students can expect lower graduation rates. Examining the institutional factors that lead to stu-
dent success has important implications when trying to compare schools on accountability 
measures. Two colleges that have different completion rates could actually be equal if one con-
trols for the proportion of low-income and underprepared students. Large differences can occur 
between isolated community colleges and those near the heart of a major city. Also, “failing to 
control for student’s academic readiness unfairly penalizes institutions, such as community col-
leges, which enroll less well prepared students and give undeserved credit to those with selective 
admissions policies” (Bailey et al., 2005, p. 2).  
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Gaps in the Literature 
The 2-year educational sector has historically been understudied (Marti, 2007). Current 
understanding of student persistence and completion are based on research using four-year insti-
tutions. Community colleges are wholly different in structure, demography of students, funding 
mechanisms, and missions (Bailey et al., 2005). On top of that, community colleges are open-
access institutions that are intentionally non-selective, are available to a wide range of students 
with differing college readiness, and are low cost to serve primarily disadvantaged students (Bai-
ley et al., 2005). 
In addition to a lack of research of student success in community colleges, the use of de-
gree completion as the student success outcome is limited. Researchers have pointed out that 
students attend for various reasons (Burns, 2010; Bailey et al., 2005; Marti, 2007). Using a latent 
trajectory analysis, Marti discovered there were five distinct student enrollment patterns. His 
study was limited to a three-year enrollment history, and he points out that using a longer en-
rollment window may yield different results and uncover more student groups. Measures of stu-
dent success other than completion of a degree should be considered when evaluating and com-
paring community colleges (Bailey et al., 2005). Thirty-six percent of community college stu-
dents report their reasons for enrolling are to learn new job skills or for personal enrichment 
(Bailey et al., 2005).  
Bailey et al. (2005) noted that their finding that a larger proportion of minority students at 
an institution lowers the probability of success of all students needs further investigation. They 
also noted their study was limited to institutional data reported to Integrated Post-Secondary Da-
ta System (IPEDS) and that this system does not include measures of many of the institutional 
policies, such as pedagogic strategies, student services, or developmental education programs. 
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Variations in how colleges use these types of services may shed light on what types of interven-
tions help to improve student success. 
Methodological Limitations 
“Current definitions of retention and graduation rates distort the picture of student suc-
cess by limiting it to completion of a degree at the institution of entry” (Jones-White et al., 2010, 
p. 154). The most widely used measures of success rely on the Integrated and Post-Secondary 
Education System (IPEDS) graduation rates. These rates are limited to students who originally 
enrolled for the first time at the institution and graduated within 150 percent of the time it takes a 
full-time student to graduate. For community colleges the 150 percent rules mean they report the 
graduation rate at the end of the third year. Researchers have cited that this time-frame is unreal-
istic for two-year schools. “By focusing exclusively on institution-specific graduation rates, the 
current IPEDS methodology distorts the true picture of student success by underestimating the 
actual rate of degree completion” (Jones-White et al., 2010, p. 155).  
Adelman (2006) recognized the need for tracking students through the variety of path-
ways they take towards degree attainment. By using data from the National Educational Longi-
tudinal Study from 1998 (NELS:88), which followed a nationally representative traditional-aged 
cohort of students who were in eighth grade in 1988 through high school and also into college 
through 2000, his study included high school transcripts and all college transcripts through 8 
years from graduation in 1992. Adelman reduced the sample of students to those who attended a 
four-year college at some point in their post-secondary history. He utilized a logistical regression 
of a single outcome, bachelor degree completion to determine factors that contributed to student 
success.  
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DesJardins and Lindsay (2008) were critical of Adelman’s study for its use of a compo-
site variable that was created as a measure of a student’s academic intensity in high school. 
Three indicators of high school preparation were combined into a single predictor: curriculum 
intensity, high school GPA, and a senior year test score. DesJardins and Lindsay replicated 
Adelman’s study and determined that curriculum intensity and high school GPA were both sig-
nificant predictors of college completion, but the senior year test score was not (DesJardins & 
Lindsay, 2008). Interestingly, they found that the inclusion of the senior year test score lessened 
the effect of the composite variable, but that this variable was still the most predictive of student 
success as it was in Adelman’s study. 
Adelman pointed out that his study “does not include students who failed to graduate 
from high school, those who earned General Education Diplomas (GEDs), those who had not 
enrolled in any postsecondary institution by the age of 26, and those who entered the postsec-
ondary system but never attended a bachelor’s degree-granting institution” (Adelman, 2006, p. 
xvi). While his study might have included a nationally representative sample of students, the fi-
nal selected sample were all traditional-aged students who failed to match the student demogra-
phy at community colleges. Moreover, Adelman limited the studied population to students who 
entered a four-year institution at some point between 1992 and 1996. Adelman found that rough-
ly half of traditional-aged students will earn a bachelor’s degree from the same institution where 
they originally enrolled in the traditional four-year period. This percentage goes up to 58 percent 
when using six-years from point of entry, and it approaches 70 percent if using an eight-year his-
tory. Adelman (2006) pointed out that success at four-year institutions is greatly explained by the 
high school preparation a student receives. He recommended that high schools “ratchet up the 
challenge of content” so that students go to college better prepared (p. 108). 
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Adelman found nine significant predictors for the time it takes students to graduate: 
withdrawn and repeated for no credit course ratio, continuous enrollment, community college 
transfer, four-year transfer, if the student was ever part-time, if the student needed remedial edu-
cation, the first-year GPA, whether the student changed majors, and the income level of the stu-
dent. The most important of these was the number of withdrawn and repeated for no credit clas-
ses that students took. As this number increased, so did the time it took the student to graduate. 
In fact, Adelman (2006) was highly critical of institutional policies that do limit the number of 
withdrawn classes a student can have before it affects GPA as well as the lack of policies that 
limit the number of repeated attempts a student can have. He pointed out that some institutions 
allow students to withdraw from courses as late as 10 weeks into a 15 week semester without 
penalty, and that some institutions have a volume of withdrawals that amount to 15 percent of all 
credits offered by the institution in a calendar year (p. 163). Adelman challenged future research-
ers by saying “here is a prime candidate for future research governed by quasi-experimental de-
sign: Find two comparable institutions (mission, size, demography, distribution of majors), one 
with lax withdrawal rules, the other with restrictive rule. The hypothesis, from everything 
learned in this data essay: An institution that restricts course withdrawal policy will witness 
higher graduation rates and shorter average time to degree” (p. 163). While Adelman suggested 
comparing two institutions, a researcher could also use a multilevel growth model to examine 
this and other institutional factors on student success across 30 institutions. 
One of the limitations of current research findings is that most studies only included data 
from a single institution (Jones-White et al., 2010). The National Student Clearinghouse (NSC) 
offers a promising way for colleges to track their students once they leave. Ninety-two percent of 
all US colleges have partnered with the NSC to submit enrollment and or degree information. 
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The enrollment data represents 91 percent of all college students, while the degree verification 
represents only 68 percent of all degrees conferred. The tracker service that NSC offers is free 
for schools that regularly submit enrollment and degree information (Jones-White et al., 2010). 
Researchers could use NSC data to track successful student outcomes for their students. 
Most studies of student graduation and retention have used a binary logit method of esti-
mation. Jones-White et al. (2010) used the MNL (multinomial logit) model to simultaneously 
estimate several binary outcomes: (a) earned baccalaureate degree from home institution, (b) 
earned baccalaureate degree from another institution, and (c) earned associate degree or certifi-
cate from another institution. The researchers pointed out that while separate models could be 
run for the three outcomes, using a multivariate simultaneous estimation procedure enforces lo-
gistical relationships among the predictor variables and utilizes the data more efficiently. Some 
interesting findings were made as a result of this methodology. For example, students with high-
er SAT and ACT scores were more likely to graduate with a bachelor’s degree than to graduate 
with an associate’s degree or certificate. Also, students admitted to their first choice college were 
more likely to stay at their home institution and graduate than to transfer or drop out. Regardless 
of degree, female students were more successful than males, and minority student were less like-
ly to graduate. Students who lived on campus were more likely to graduate, and those students 
from another state with a reciprocity agreement were more likely to transfer and graduate than 
graduate from the starting institution. This plays into Vincent Tinto’s theory of student integra-
tion. Students who were Pell eligible were less successful in degree attainment than other stu-
dents. Being Pell eligible raised the percentage of not graduating by 10 percent, and these stu-
dents were more likely to earn an associate’s degree than a bachelor’s. The limitations of these 
findings were the students were all from a single institution, a large Midwestern public universi-
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ty, which makes the results less generalizable to 2-year institutions. The authors also stated “a 
final limitation stems from our focus on student outcomes, and not on the full path students take 
to achieve those outcomes” (Jones-White et al., 2010, p. 170). The authors stated that “nearly all 
the theory and resulting student retention literature has been built around a single institutional 
perspective of success” and that “we know with a great deal of certainty what factors influence 
student success from a single institution perspective” (Jones-White et al., 2010, p. 171.). The au-
thors argued that in order to understand the complexities of factors on student success, “an ex-
panded definition of graduation and an alternative set of methodological tools are needed” (p. 
173).  
Bailey et al. (2005) claimed that they “conducted, for the first time in the literature, an 
analysis of institutional graduation rates at community colleges” (p. 15). Their data was made up 
of IPEDS reported 3-year graduation rates. The researchers found that these rates were unstable 
for about 20 percent of the schools examined using rates reported over six years. Smaller schools 
were more likely to have unstable rates than were larger colleges. Using a grouped logistical 
technique, their results indicated that colleges located in urban areas were 3.5 percent less likely 
than a rural college to graduate a student. Larger schools with more than 2,500 full-time equiva-
lent (FTE) students were predicted to have between 9 and 14 percent lower graduation rates. In-
structional expenditures were also significantly related to higher graduation rates, but the effect 
was a marginal 1.3 percent increase per $1,000 spent per full-time student. Their results also 
showed that schools with a higher ratio of female to male students could expect lower comple-
tion rates. This contrasts previous research that has consistently shown that women are more 
likely to graduate than men. They also found that colleges with a higher ratio of full-time stu-
dents could expect a higher completion rate. In their analysis Bailey et al. merged national stu-
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dent data with IPEDS institutional data so that they could “control for both individual student 
and institutional characteristics simultaneously to tease out the particular effects of each” (Bailey 
et al, 2005, p. 170). The researchers used the NELS:88 dataset which contained 2,438 students 
whose first postsecondary education was in one of 686 community colleges. The sample was 
limited to students who had data on all explanatory variables. This limited the study to 1,464 stu-
dents in 441 community colleges. Interestingly, this resulted in a ratio of just 3.3 students per 
institution, which means that the findings in the analysis suffered from having only a few student 
observations per school. Such a low number at the student level would not satisfy the require-
ments of a more robust multilevel approach. To make matters worse, 40 percent of the communi-
ty college students in the NELS:88 data set enrolled in more than one postsecondary institution. 
To control for this, the researchers weighted the institutional effects per student based on the 
number of earned credits. The study utilized a group logistical analysis where institutional level 
data is analyzed at the same level as the student factors. This is how the researchers were able to 
weight the institutional effects when students attended more than one school. The authors found 
many of the same results as using IPEDS data alone. Students enrolled in institutions with 2,500 
FTE or more were 20 percent less likely to graduate. Also, the proportion of students receiving 
Pell grants has a significant negative factor on degree attainment. A larger proportion of minority 
students was negatively associated with degree attainment for all students. Importantly, the re-
sults indicated that individual student characteristics had a greater bearing on student success 
than did the institutional factors. The researchers blocked the 16 institutional variables into the 
model after all the student factors were entered to test if the addition of the institutional factors 
improved model fit. The institutional effects were relatively small but did improve model fit. 
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Model Specification 
Some researchers have used event history modeling that measures time to a particular 
event such as graduating. This type of analysis is more widely known as survival analysis, where 
the time to event is measured. These models are appropriate when the outcome variable is di-
chotomous but there is a temporal process to reaching the outcome. In this case, graduating takes 
a certain amount of earned credits, and credits are a better estimate of time to degree than is the 
number of elapsed terms, which can vary widely, based on the enrollment patterns of students. 
Such analysis can actually show how predictors of student success can change over time.  
DesJardins et al. (2008) demonstrated that senior year test scores are initially a positive 
predictor of graduating, but this effect wanes over time and actually reverses after five years.  
GPA is a constant predictor over time. Being in a minority group was less deterministic of grad-
uating when GPA and financial aid were considered. What is interesting in a time series analysis 
is that the predictors are allowed to change for student over time. The amount of financial aid a 
student receives is not constant over time, nor is a student’s attempted credits, which can range 
from full to part-time and perhaps include one or more stop-out periods. DesJardins et al. found 
that event history models provide better model specification than logistical models that assume 
time-constant effects. 
One of the limitations of an event history model is competing events that may occur as a 
result of students seeking different outcomes. While this type of modeling may provide more in-
sight into factors related to graduation, it still suffers from the fact that community college stu-
dents attend for multiple reasons. Modeling a single outcome on a population known to have 
multiple ones has an inherent model misspecification (DesJardins et al., 2008). 
17 
 
 
 
In a study of university students, Radcliffe et al. (2006) applied survival analysis to their 
institution, and they were able to correctly identify 71.8 percent of students as either graduating 
or not graduating based on student factors. However, the final predictive model was more accu-
rate at identifying students that graduated (87.5 percent) than those who did not graduate (46 
percent). With the disparities that exist in student populations and the number of degree seeking 
students between university and community college students, the application of survival analysis 
in community colleges is likely to yield lower predictive power. 
Marti (2007) has documented that there is substantial heterogeneity in postsecondary 
pathways of community college students. His latent trajectory group analysis differs from sur-
vival analysis in important ways. Where survival analysis uses earned credits as the measure of 
time, Marti’s application of latent trajectory analysis was interested in how many credits were 
earned at fixed time points in order to identify distinct enrollment patterns. The two techniques 
are aimed at answering completely different questions. For survival analysis, the question is 
when do predictors correlate the highest to the outcome of interest: graduation. For latent trajec-
tory, the identification of underlying student groups allows the correlation of group membership 
with predictors. Latent trajectory analysis should be followed up with a categorical data analysis 
to see how predictors vary across groups.  
Data Availability 
There is insufficient national data on institutional policies that affect student success in 
community colleges. Much of the research on student success is based on samples from single 
institutions (Bailey & Alfonso, 2005). Some studies have utilized NELS data to create student-
centered analyses (Adelman, 2006; DesJardins et al., 2004), and other researchers have utilized 
state-wide student unit record (SUR) databases (Bailey et al., 2005; Marti, 2007). The limited 
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nature of multiple institutional community college data almost necessitates a state-wide or na-
tional effort to collect this data. This problem is compounded by the community colleges since 
many do not keep or ever ask students for important admission data such as high school GPA, 
parental educational levels, income level, and whether the student plans to work while attending. 
These are open-access institutions whose admission requirements do not necessitate this type of 
data collection.  
Also, because community college students can take as long as 8 years to graduate, gain-
ing access to multiple years of transcript level data is difficult at a single institution and is com-
pounded when trying to collect this data for a large number of schools. Adelman’s study, which 
utilized NELS:88 data set, contained high school and college transcripts plus demographic data 
on students and their families. However, this data set is not representative of community college 
students since the NELS:88 data followed students who were in 8
th
 grade in 1988 through col-
lege. This means the population were traditionally aged students who would have graduated high 
school in 1992. 
The data report to IPEDS also has limitations in that it contains institutional aggregate da-
ta, not student level data. IPEDS is criticized for limiting its reported graduation rates to students 
who are first-time in college and who graduate within three years of starting. The IPEDs gradua-
tion rates for community colleges is essentially limited to full-time students who do not stop out, 
linger in picking a major, or have to repeat any classes, and who focus on a single educational 
outcome: earning an associate’s degree. 
Finally, Marti’s study of latent trajectory groups was limited to three years of student data 
from Florida community colleges. All the institutions in the current study have data for seven 
years starting from 2007 up to the spring 2014 semester.  
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CHAPTER 3  METHODOLOGY 
Model Specification 
FTE Model 
The first of three models analyzed is called the full-time equivalent (FTE) model.  It ana-
lyzes the number of attempted credits over the cumulative number of fall and spring semesters 
attended by a student.  This growth model essentially measures the enrollment intensity over 
time allowing the introduction of student and institutional factors to account for enrollment var-
iation. The time variable, the cumulative number of semesters, was coded such that the first long 
semester attended was zero, and each long semester thereafter incremented the time variable by 
one. By coding the first semester zero, this becomes the time point used to interpret the model 
intercept. 
Completion Model 
The second of three models is called the Completion model.  It analyzes the ratio of com-
pleted credits over attempted credits with time measured by cumulative attempted credits.  Un-
like previous studies which focus on more long-term outcomes such as graduation, this growth 
model takes a more agnostic view of completion by looking at each student’s term completion 
percentage.  Regardless of what a student’s purpose in college, all students complete credits with 
different efficiency rates.  If a student attempted 12 credits and completed 9 of them, the comple-
tion outcome would be 75 percent.  Also, if the number of attempted credits taken over three 
terms was 12, 12, and 6, the time variable would be coded 12, 24, and 30 respectively. Coding 
time with cumulative attempted credits normalizes the analysis regardless of the enrollment in-
tensity which is being analyzed in the FTE model. Here the growth model can detect student and 
institutional factors that account for the variation of completion rate in classes. 
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GPA Model 
The final model analyzed in this study is called the GPA model.  It analyzes the grade 
point average (GPA) which is the weighted average of grade points multiplied by credits divided 
by total GPA credits.  Not every class attempted counts towards the GPA, so the time dimension 
is similar to the Completion model but reduced to only include cumulative GPA credits.  Accord-
ingly, the data set used in this analysis was reduced from the previous two models by simply re-
moving semester waves where no GPA information was present.  Removing waves with no GPA 
information was necessary to ensure that the outcome variable was based on the performance in 
at least one class. This model is very similar in structure to the completion model, but it 
measures student ability with more detail than the rate at which students complete classes.  
Participants 
This study utilized transcript level data from 28 community colleges across 6 states. Indi-
viduals were restricted to students who started their academic career between Fall 2007 and Fall 
2011 and who were at least 18 years of age in their respective first term enrolled. Transcript and 
financial aid data from 2007 to 2014 were randomized by each school using the ZogoTech Ana-
lytics software. Proper consent was obtained from each institution’s data steward or Institutional 
Review Board (IRB) office. In exchange for the use of data, institutions were promised anonymi-
ty and that the study results would be shared with them. 
Two data sets were constructed from the obtained randomized data in order to conduct 
the three separate statistical models: FTE, Completion, and GPA models.  Table 1 provides a 
summary of how the two data sets were constructed.  Both data sets contained over 400,000 stu-
dents and 1,000,000 waves of data.  
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Table 1: Number of students and time points for FTE, Completion, and GPA data sets 
 Students Waves (se-
mesters) 
Initial data load 445,559 1,296,686 
Removal of students with greater than 24 credits in a term -1,038 -3,645 
Removal of waves past the 4th year -- -20,500 
Removal of students missing gender -964 -1,451 
Data set 1 (used for FTE and Completion models) 443,557 1,271,090 
Removal of data with no GPA information -25,916 -88,316 
Data set 2 (used for GPA model) 417,641 1,182,774 
 
Students who took more than 24 credits in any single term were removed as outliers 
based on data quality concerns. All institutions in the study set full-time enrollment at 12 at-
tempted credits.  Twice the number of full-time credits was chosen as an upper limit in order to 
make the number of attempted credits equatable across semesters attended.  This upper limit re-
moved a very small percentage of the total students and waves of data, 0.2% and 0.3% respec-
tively. 
Time waves (semesters) were coded based on each student’s first term attended, increas-
ing by one for each subsequent term attended.  Waves were restricted to fall and spring terms so 
that attempted credits in each wave were equatable, which is one of the measurement conditions 
of an HLM growth model analysis (Singer & Willett, 2003).  Therefore, all students in the study 
have at least one wave of data, and all students appear in the first wave. 
One term and done students represented 35.39% of the total number of students.  These 
students were not removed from the study since one of the main advantages of HLM growth 
modeling is its ability to accommodate unbalanced data.  Table 2 shows the departure term for 
each student, the last wave observed per student.  Due to the way time was coded, the number of 
departures decreases after each wave except for the last wave.  Waves 9 through 14 were re-
moved due to issues with model stability. The number of students departing after 9 semesters 
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was only 2.46%, and the pattern of attempted credits varied considerably by this group. By trun-
cating these waves, the number of reported departures increases slightly in the 8
th
 semester over 
those departing in the 7
th
 semester.  The actual number departing after the 8
th
 semester was 
2.36%.   
Students missing gender were removed along with their waves of data.  This resulted in a 
very small reduction of the total numbers of students and waves, 0.2% and 0.1% respectively. 
Due to these low percentages, reporting those with unknown gender would not have been mean-
ingful. 
Table 2: Number of students by semesters attended 
Semester Number of 
students 
Number of de-
partures* 
Percent of depar-
tures 
Cumulative percent 
of departures 
1st 443,557 156,991 35.39% 35.39% 
2nd 286,566 93,100 20.99% 56.38% 
3rd 193,466 55,980 12.62% 69.00% 
4th 137,486 45,806 10.33% 79.33% 
5th 91,680 30,309 6.83% 86.16% 
6th 61,371 25,794 5.82% 91.98% 
7th 35,577 14,190 3.20% 95.18% 
8th 21,387 21,387 4.82%** 100.00% 
Total 1,271,090 443,557 100.00% 100.00% 
*Departures refer to the last semester attended whether the student received a degree or not. 
** This number does not decrease due to using the 8th semester as the study cut off.  2.46% of students 
departed after 9 to 14 semesters. 
Selection Procedures 
The community colleges solicited in the study were all customers of ZogoTech LLC and 
had implemented the ZogoTech Analytics data warehouse. This software provides a common 
schema by coding institutional specific logic into the interpretation of transcript level data.  That 
means the use of attempted credits, completed credits, and GPA as outcomes have a reliable in-
terpretation across the 28 colleges in this study.  Without a common schema, three-level longitu-
dinal data analysis is hindered by the time it takes to code this institutional specific logic. More-
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over, community colleges use a variety of student information systems that require specialized 
software and expertise to extract transcript data.  This is likely the reason why multi-institutional 
transcript-level studies are so rare. 
Individual students included in the study were limited to those who first attended between 
Fall 2007 and Fall 2011.  Fall 2007 was the first term for which all 28 participating colleges had 
transcript data loaded into their data warehouse, and Fall 2011 was the last term that allowed at 
least 6 waves of data to be observed for all students.  Transcript and financial aid data were ana-
lyzed through Spring 2014. Given these restrictions, Table 3 provides the number of level 2 units 
(individuals) per level 3 units (institutions) which ranged from 5,116 to 35,720 or 1.15% to 
8.05% of total individuals respectively.  The average length of attendance (number of waves per 
level 2 individual) ranged from 1.87 to 3.2 semesters across institutions.  The number and per-
cent of students with GPA data are also provided. 
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Table 3: Number of students by institution  
Institution Number 
of stu-
dents 
Number of 
students with 
GPA 
Average length 
of attendance 
(semesters) 
Percent of 
study partic-
ipants 
Percent of 
study partici-
pants with 
GPA 
 
1 5,116 4,875 2.472 1.15% 1.17%  
2 32,065 31,145 3.202 7.23% 7.46%  
3 7,378 7,090 2.854 1.66% 1.70%  
4 9,755 9,363 2.667 2.20% 2.24%  
5 12,054 11,327 2.640 2.72% 2.71%  
6 23,417 21,780 2.921 5.28% 5.22%  
7 11,497 10,719 2.616 2.59% 2.57%  
8 18,546 17,075 2.837 4.18% 4.09%  
9 26,475 24,961 3.012 5.97% 5.98%  
10 17,529 16,590 3.043 3.95% 3.97%  
11 22,815 21,341 3.001 5.14% 5.11%  
12 35,720 33,916 3.200 8.05% 8.12%  
13 12,323 11,855 3.034 2.78% 2.84%  
14 11,595 11,261 2.595 2.61% 2.70%  
15 11,548 11,120 2.576 2.60% 2.66%  
16 17,862 13,581 2.656 4.03% 3.25%  
17 17,924 16,338 3.171 4.04% 3.91%  
18 17,192 16,582 2.438 3.88% 3.97%  
19 26,671 25,198 2.665 6.01% 6.03%  
20 6,742 6,497 3.064 1.52% 1.56%  
21 6,951 6,399 3.018 1.57% 1.53%  
22 11,229 10,888 2.852 2.53% 2.61%  
23 14,566 14,259 2.744 3.28% 3.41%  
24 23,095 21,940 3.130 5.21% 5.25%  
25 6,585 6,196 1.872 1.48% 1.48%  
26 12,604 12,170 3.012 2.84% 2.91%  
27 14,652 14,051 2.810 3.30% 3.36%  
28 9,651 9,124 1.876 2.18% 2.18%  
Total 443,557 417,641 2.866 100% 100%  
 
Measures 
Most of the measures used in this study were computed from transcript level data.  Some 
measures, however, were obtained from the city-data web site, the Integrated Post-Secondary 
Education Data System (IPEDS) web site, academic catalogs, or direct correspondence with the 
schools. All measures and how they were computed are described in the code book in Appendix 
A. 
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Institutional Factors 
 Several factors were calculated from transcript data.  The size of the institution was cal-
culated based on the average number of students enrolled in a term between 2007 and 2011.  
Size, however, does not take into account the variable number of hours students attempt, so the 
full-time enrollment (FTE) was also calculated by averaging the number of attempted credits in 
terms between 2007 and 2011 and dividing by 12.  The percent receiving Pell grant awards was 
calculated by the number of students who ever received a Pell award and dividing by the total 
number of students in the study.  In a similar fashion the percent of male students, percent of 
white students, percent of full-time students, percent of remedial students, and the percent of 
withdrawals were calculated. 
 Many of the institutional factors came from the Integrated Post-Secondary Education Da-
ta System (IPEDS).  These included the percent of budget spent on academic support, the percent 
of budget spent on student services, the percent of online students, and the percent of full-time 
faculty.  IPEDS also provided a way to determine if a college was located near an urban center. 
The urbanization categories of town-distant, town-remote, and rural-distant provided the means 
to calculate a binary factor of whether the school was isolated. 
 Some factors were obtained from course catalogs or direct correspondence with the insti-
tution.  The factors included the reporting of midterm grades to students, whether orientation was 
provided to new students, whether students are required to complete a degree plan with an advi-
sor, whether advisement is required before or during registration, whether attendance is tracked 
systematically by the institution, and finally whether the last grade or best grade is used when a 
student repeats a class. The reporting of midterm grades was determined by whether students re-
ceive a report from the institution. 
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Student Factors 
 All the student factors were calculated from transcript, financial aid, and demographic 
tables from the ZogoTech Analytics data warehouse.  Demographic factors included whether the 
student was male, white, whether the student was traditionally aged (18-24). One financial aid 
factor was calculated to determine if the student was ever a Pell recipient. Many transcript fac-
tors were calculated at the student level such as the total attempted credits across all term attend-
ed, the total number of repeated credits, the total withdrawn credits, whether or not the student 
attended for one term, the total number of terms the student attended, whether the student was an 
incidental student earning 10 or less credits, whether the student was continuously enrolled for 
two years, whether the student was continuously enrolled full-time for two years, was ever en-
rolled full-time, was ever enrolled part-time, was ever enrolled less than part-time (less than 6 
hours),  whether the student enrolled immediately after high-school (within 8 months of graduat-
ing), whether the student ever took a remedial class, and whether the student ever failed a reme-
dial class. 
Time-varying Factors 
 Because this is a three level growth model analyzing student outcomes in waves (semes-
ters), term level factors were also computed.  These include whether the student took a remedial 
class, failed a remedial class in the term, attended full-time, part-time, or less than part-time, and 
finally whether the student received Pell grant funds in the term. 
Data Analysis Strategy 
 Analysis in this study were carried out with the nlme library (Pinheiro & Bates, 2000) 
under R, version 3.1.1.  This library allows hierarchical analysis of data similar to other software 
packages such as HLM, MLwin, and SAS Proc Mixed. Nlme performs linear and non-linear 
27 
 
 
 
mixed effect modeling using full maximum likelihood estimation. Because this library runs in-
side R there are some distinct advantages. The first is that it is free, which means the results of 
this study can be reproduced by a much wider audience. Also, R has the ability to visualize mul-
tilevel data through various plotting functions. It can provide tests of normality assumptions as 
well as provide histogram charts to visually inspect the normality of data. In addition, the nlme 
package provides the ability to test for fit and improvement of competing models. Nlme also 
provides a table of intercepts and slopes at all levels to allow graphing and inspection of the pa-
rameter estimates. Most importantly, R can handle very large data sets such as the one in this 
study. 
Multilevel growth modeling has many advantages for longitudinal data analysis. First, it 
allows for individual growth modeling by nesting time-varying growth effects within individual 
characteristics. Second, it allows time points to vary across cases, which is ideal for community 
college students who attend at different rates and can have multiple stop-out periods. Third, there 
is no need to do anything special when the data are unbalanced, meaning that there are varying 
number of measurement points across individuals (Singer & Willet, 2003; Bryk & Raudenbush, 
2002). Finally, multilevel modeling using nlme supports three levels of analysis which enables 
contextual variation to be modeled directly. In this study a 3-level growth model will be speci-
fied so at level 1 multiple observations of individual student change (time waves) are modeled as 
an individual growth trajectory nested with students (individuals) nested with institutions (con-
textual factors). 
In growth modeling the temporal variable can only change monotonically. In other 
words, it cannot change direction. Also there are three requirements of the outcome variable. 
Over time, this variable must preserve its metric, validity, and precision (Singer & Willett, 
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2003). For the metric to be preserved the scores must be equatable over time. A given value of 
the outcome on a measurement occasion must represent the same amount of the outcome on oth-
er occasions. The second requirement is that measurements are equally valid at every measure-
ment occasion. This means that the instrument used to measure your outcome is appropriate at 
differing points in time. The third requirement is that the measurements over time preserve preci-
sion. The time and outcomes variables in this study met these metric conditions. 
In this study, three different growth models were estimated.  Using steps outline by 
Bliese (2013) a six step analysis was performed.  First, an unconditional means model (UMM) 
was constructed for each of the three outcomes.  This served to calculate the Intraclass Correla-
tion Coefficient (ICC) of the student and institutional levels, and the UMM served as the baseline 
to evaluate subsequent models.  Second, time was modeled beginning with a linear relationship 
and progressively adding more complicated relationships such as quadratic, and cubic.  Each of 
these models was compared using a -2 log likelihood ratio test. Third, slope variability was test-
ed at the student and institutional levels to see if allowing the time coefficients to vary improved 
model fit. Fourth, error structures were examined to see if model fit is improved by correcting for 
autocorrelation, which is often the case in repeated measures analysis (Bliese, 2013). Fifth, pre-
dictors of the intercept were entered into the models to see what factors could potentially explain 
intercept variation. Finally predictors of slope and higher order time coefficients were entered 
into the models to see what factors explained the rate of change in the outcomes. 
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CHAPTER 4  RESULTS 
For each of the three growth models, the unconditional means model and unconditional 
growth model were estimated to establish whether there was systematic variation in the outcome 
at the student and institutional levels. The unconditional means model partitions the outcome 
variation across students and schools without regard for time, and the unconditional growth 
model partitions the variance across students and institutions with regard to time.  
Unconditional Means Model 
An unconditional means model is the same as one-way random effects ANOVA, and this 
model serves to compute the proportion of variability in the outcome scores that exist between 
Level 2 (students) and Level 3 (schools). It also serves as a baseline to evaluate subsequence 
models. Following the notation of Singer and Willett (2003), the unconditional means model is 
given below. 
Level 1:                  (1) 
Level 2:                   (2) 
Level 3:                 , (3) 
Combined:                                  (4) 
The equations 1-4 show that outcome, Y, for student i at time t in school j can be mod-
eled as the grand mean,     , and each school’s deviation from that mean,     , and then from 
the school mean,     , to the student specific deviation from the school mean,     .  The final er-
ror term,    , is the difference between the students predicted value at measurement occasion t 
for student i, and is assumed to be normally distributed with a mean of zero,        .  
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Table 4: Summary of Unconditional Means Models 
                              Dependent Variables 
Parameter Attempted Credits Completion Rate GPA 
Fixed effects    
    Intercept 9.03 (0.167) 0.712 (0.010) 2.6751733 
    degrees of freedom 827533 827533 765133 
    t value 54.15032*** 72.88689*** 113.8919*** 
Covariance    
    Between institutions 0.778 (0.882) 0.0026 (0.052) 0.013 (0.115) 
    Between students 8.5 (2.91) 0.056 (0.237) 0.855 (0.925) 
    Within students 9.46 (3.08) 0.089 (0.298) 0.794 (0.891) 
Goodness of fit    
    AIC 6975953 949973.5 3614170 
    BIC 6976002 950021.7 3614218 
    -2LL -3487973 -474982.7 -1807081 
Percent Explained    
    Between institutions 4.15 1.80 0.80 
    Between students 45.34 38.00 51.42 
    Within students 50.50 60.20 47.78 
*** p < .001 
 
Results from unconditional means model showed that all the intercept terms were highly 
significant. Across all measurement occasions, students are expected to attempt 9.03 credits, 
have a completion rate of 71.2%, and obtain a 2.68 grade point average.  The ICC value for stu-
dents showed values from 38% to 51%, which is consistent with research that has shown ICC 
values exceeding .40 to be common in longitudinal social research studies (Peugh, 2010).  The 
amount of variance explained between institutions, however, ranged between 0.80% and 4.15%.  
In order to determine if the three-level nested structure of students within schools was necessary, 
an alternative two-level unconditional means model was constructed and compared.  For all three 
outcomes, Table 5 shows that a three-level institutional model fit the data significantly better 
than a two-level model. So although the ICC values are low for institutional variance, there is the 
possibility that later models could explain this variance. 
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Table 5: Comparison tests for three- and two-level nested models 
 Model df AIC BIC logLik Test L. Ratio p-value 
fte.3level 1 4 6975953 6976002 -3487973    
fte.2level 2 3 6996377 6996413 -3498185 1 vs 2 20425.4   <.0001 
         
comp.3level 1 4 949973 950021 -474982    
comp.2level 2 3 959871 959907 -479932 1 vs 2 9900.09 <.0001 
         
gpa.3level 1 4 3614170 3614218 -1807081    
gpa.2level 2 3 3617256 3617292 -1808625 1 vs 2 3087.69 <.0001 
 
Unconditional Growth Model 
The unconditional growth model estimates the average within-person initial status and 
rate of change when there are no other predictors in the model.  For all three models, time was 
modeled with linear, quadratic, and cubic time coefficients.  Table 6 shows that as each time co-
efficient was entered the model showed significant improvement. Based on these results, the cu-
bic model will be used to model time for all three outcomes. Table 7 gives the parameter esti-
mates for each of the unconditional growth models. Figures 1-3 show the expected enrollment 
intensity, completion rate, and GPA. 
 
Table 6: Unconditional Growth Models 
 Model df AIC BIC logLik Test L. Ratio p-value 
fte.null 1 4 6975952 6976000 -3487972    
fte.linear 2 5 6975563 6975624 -3487777 1 vs 2 390.400   <.0001 
fte.quad 3 6 6958324 6958396 -3479156 2 vs 3 17241.8 <.0001 
fte.cubic 4 7 6955331 6955416 -3477659 3 vs 4 2994.08 <.0001 
         
comp.null 1 4 949966 950014 -474979    
comp.linear 2 5 940970 941030 -470480 1 vs 2 8997.4 <.0001 
comp.quad 3 6 937231 937304 -468609 2 vs 3 3740.9 <.0001 
comp.cubic 4 7 933867 933951 -466926 3 vs 4 3366.4 <.0001 
         
gpa.null 1 4 3614164 3614212 -1807078    
gpa.linear 2 5 3610187 3610247 -1805089 1 vs 2 3978.9 <.0001 
gpa.quad 3 6 3607828 3607900 -1803908 2 vs 3 2360.7 <.0001 
gpa.cubic 4 7 3606953 3607037 -1803470 3 vs 4 877.3 <.0001 
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Table 7: Fixed Effect Estimates for Unconditional Growth Models 
                                 Dependent Variables 
Parameter Attempted Credits Completion Rate GPA 
Intercept 8.7476 (0.161)*** 0.80861 (9.25E-03)*** 2.69069 (0.0216)*** 
Time 0.9514 (0.009)*** -0.00954 (1.01E-04) *** -0.02047 (3.49E-04)*** 
Time^2 -0.3127 (0.004)*** 0.000189 (2.69E-06) *** 0.000396 (9.95E-06)*** 
Time^3 0.0227 (0.0004)*** -0.0000012 (2.00E-08) *** -0.0000024 (8E-08)*** 
*** p < .001 
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Figure 2 
 
Figure 3 
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Slope Variability 
So far the analyses performed have only allowed the intercept term to vary by students 
and schools. Each of the time coefficients were allowed to vary randomly and tested with a -2 
log likelihood ratio test for improved model fit.  Table 8 shows that only the FTE model showed 
significant linear variation in student slope.  No significant variation was found for quadratic or 
cubic coefficients at the student level for any of the models. Despite the low ICC values for insti-
tutional variability explained, all three models found significant variation between schools for 
the linear, quadratic, and cubic time effects. 
 
Table 8: Comparison Tests for Models with Random Effects 
 Model df AIC BIC logLik Test L. Ratio p-value 
fte.cubic 1 7 6955331 6955416 -3477659    
+ stu.time 2 9 6919315 6919423 -3459648 1 vs 2 36020.8 <.0001 
+ inst.time 3 11 6917960 6918092 -3458969 2 vs 3 1358.76 <.0001 
+ inst.time^2 4 14 6916584 6916752 -3458278 3 vs 4 1411.21 <.0001 
+ inst.time^3 5 18 6916403 6916620 -3458183 4 vs 5 151.72 <.0001 
         
comp.cubic 1 7 933867 933951 -466926    
+ inst.time 2 9 933253 933362 -466617 1 vs 2 617.832 <.0001 
+ inst.time^2 3 12 932979 933124 -466477 2 vs 3 279.985 <.0001 
+ inst.time^3 4 16 932645 932838 -466306 3 vs 4 341.867 <.0001 
         
gpa.cubic 1 7 3606953 3607037 -1803470                           
+ inst.time 2 9 3605869 3605977 -1802926 1 vs 2 1088.04 <.0001 
+ inst.time^2 3 12 3605299 3605443 -1802638 2 vs 3 575.929 <.0001 
+ inst.time^3 4 16 3604550 3604741 -1802259 3 vs 4 757.666 <.0001 
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Autocorrelation 
In longitudinal analysis the outcome variable is likely to be more highly correlated with 
observations that are temporally close to one another than observations that are further apart 
(Bliese, 2013).  This is known as a lag 1 autocorrelation. The nlme library used in this analysis 
has the ability to test for this autocorrelation and to make a correction for it in order to improve 
model fit.  Each of the previous cubic models were adjusted for autocorrelation and compared 
with a -2 log likelihood ratio test. Table 9 shows that all three models show autocorrelation. The 
Phi coefficient from each of the models was estimated to be 0.432 for the FTE model, 0.151 for 
the Completion model, and 0.211 for the GPA model.   
Figures 4-6 were created to visually see the adjustments for slope variability and lag 1 au-
tocorrelation on the fixed effects estimates of the unconditional growth model.  These adjust-
ments appear to mostly affect the tails of the completion and GPA growth models. The scale of 
the shown figures makes these adjustments seem more dramatic than they actually are.  Ulti-
mately the -2 log likelihood ratio tests of model fit were used to confirm improvement in model 
fit. This visual inspection, however, shows that there was minimum impact on the fixed effect 
estimates. 
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Figure 4 
 
 
Figure 5 
 
 
 
  
7 
7.5 
8 
8.5 
9 
9.5 
10 
1 2 3 4 5 6 7 8 
A
tt
e
m
p
te
d
 C
re
d
it
s 
Total Terms Attended 
FTE: UGM Adjustments 
FTE Cubic Base 
Adjustment for Level 2|3 
Variability 
Adjustment for Lag 1 Corr 
0.5 
0.55 
0.6 
0.65 
0.7 
0.75 
0.8 
0.85 
3 9 15 21 27 33 39 45 51 57 63 69 75 81 87 
C
o
m
p
le
ti
o
n
 R
at
e
 
Total Attempted Credits 
Completion: UGM Adjustments 
UGM Cubic Base 
Adjustment for Level 3 
Variability 
Adjustment for Lag 1 Corr 
37 
 
 
 
Figure 6 
 
 
 
 
Table 9: Comparison Tests for Models with Autocorrelation 
 Model df AIC BIC logLik Test L. Ratio p-value 
fte.cubic 1 18 6916403 6916620 -3458183    
+ auto corr 2 19 6892650 6892746 -3446317 1 vs 2 62683.7 <.0001 
         
comp.cubic 1 16 932645 932838 -466306    
+ auto corr 2 17 925483 925688 -462724 1 vs 2 7164.28 <.0001 
         
gpa.cubic 1 16 3604550 3604741 -1802259    
+ auto corr 2 17 3591855 3592059 -1795910 1 vs 2 12696.8 <.0001 
 
 
Final Models 
Using the model building steps described by Bliese (2013), predictors were first entered 
into the model to explain intercept variation. This study had a large number of factors so the 
strategy employed was to enter each as the only predictor into the final unconditional growth 
models to explain the intercept, slope, and then higher order terms.  If factors were statistically 
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significant as individual predictors, then they were combined with other statistically significant 
predictors and entered into the model based on absolute t-value. As more predictors entered the 
model, some predictors would lose significance or the model would not converge. Content ex-
pertise was utilized to screen factors and to determine whether the coefficients from predictors 
offered practical significance in addition to statistical significance. The main effects estimates for 
each model are given in Tables 10-12. 
 
Table 10: Final FTE Model Estimates 
 
Value Std.Error DF t-value p-value 
(Intercept) 7.576481 0.195981 827527 38.65933 <.001 
pellRecipient 2.565196 0.009035 827527 283.9225 <.001 
tookRemedialClass 0.848126 0.008104 827527 104.6566 <.001 
termsAttended -0.16981 0.004228 443522 -40.1603 <.001 
totalRepeatedCredits 0.068419 0.000938 443522 72.91007 <.001 
continuouslyEnrolled2YRS 1.280615 0.013422 443522 95.41201 <.001 
oneterm -1.26133 0.015511 443522 -81.3159 <.001 
white 0.243981 0.010507 443522 23.22162 <.001 
immediateEntryAfterHS 0.840402 0.010749 443522 78.18295 <.001 
male 0.597621 0.009729 443522 61.42937 <.001 
size1000 -0.0525 0.020164 26 -2.60355 0.015 
time2 0.587598 0.043791 827527 13.4181 <.001 
I(time2^2) -0.26743 0.008002 827527 -33.4199 <.001 
I(time2^3) -0.00171 0.000494 827527 -3.47329 0.0005 
termsAttended:I(time2^2) 0.024994 0.000465 827527 53.70707 <.001 
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Table 11: Final Completion Model Estimates 
 
Value Std.Error DF t-value p-value 
(Intercept) 0.905342 0.009173 827524 98.70003 <.001 
pellRecipient -0.11816 0.002535 827524 -46.6106 <.001 
tookRemedialClass -0.08051 0.000778 827524 -103.44 <.001 
creditLoadFT 0.021958 0.000754 827524 29.13821 <.001 
totalRepeatedCredits -0.01167 7.02E-05 443520 -166.197 <.001 
continuouslyEnrolled2YRS 0.183187 0.000975 443520 187.9267 <.001 
oneterm -0.22424 0.001383 443520 -162.167 <.001 
fullTime2Years 0.09144 0.001441 443520 63.45082 <.001 
incidentalStudent 0.051138 0.001591 443520 32.13654 <.001 
white 0.032516 0.000878 443520 37.05091 <.001 
immediateEntryAfterHS 0.033324 0.001004 443520 33.19732 <.001 
male -0.03563 0.00081 443520 -43.9747 <.001 
I(age-28.85) 0.00137 4.7E-05 443520 29.15258 <.001 
reportMidTermGrades 0.037823 0.010439 26 3.62331 0.0012 
cumAttCredits -0.01565 0.000569 827524 -27.5166 <.001 
I(cumAttCredits^2) 0.000286 1.49E-05 827524 19.21787 <.001 
I(cumAttCredits^3) -1.6E-06 1.03E-07 827524 -15.8704 <.001 
pellRecipient:cumAttCredits 0.004577 0.000245 827524 18.6698 <.001 
pellRecipient:I(cumAttCredits^2) -8.6E-05 6.36E-06 827524 -13.442 <.001 
pellRecipient:I(cumAttCredits^3) 5E-07 4.7E-08 827524 10.32426 <.001 
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Table 12: Final GPA Model Estimates 
 
Value Std.Error DF t-value p-value 
(Intercept) 2.539235 0.024222801 765123 104.8283 <.001 
pellRecipient -0.32874 0.005794034 765123 -56.7373 <.001 
tookRemedialClass -0.17891 0.002586711 765123 -69.1664 <.001 
creditLoadFT 0.044839 0.00243737 765123 18.39662 <.001 
totalRepeatedCredits -0.06326 0.000399383 417602 -158.399 <.001 
termsAttended 0.211475 0.001183039 417602 178.7558 <.001 
continuouslyEnrolled2YRS 0.284975 0.005313642 417602 53.63079 <.001 
oneterm -0.32666 0.005224364 417602 -62.5265 <.001 
fullTime2Years 0.256965 0.00521134 417602 49.30889 <.001 
incidentalStudent 0.465303 0.005534733 417602 84.06967 <.001 
white 0.228447 0.003154891 417602 72.41037 <.001 
immediateEntryAfterHS -0.06478 0.003762025 417602 -17.2201 <.001 
male -0.15566 0.002919829 417602 -53.3105 <.001 
totalWithdrawnCredits -0.02004 0.000316637 417602 -63.2985 <.001 
tradage -0.10012 0.003448681 417602 -29.0314 <.001 
reportMidTermGrades 0.153959 0.030074479 25 5.11926 <.001 
percentOnlineStudents -0.00445 0.001474871 25 -3.01487 0.0058 
cumGpaCredits -0.02719 0.003427935 765123 -7.93187 <.001 
I(cumGpaCredits^2) 0.000461 0.00009035 765123 5.10637 <.001 
I(cumGpaCredits^3) -2.3E-06 0.000000643 765123 -3.5789 0.0003 
pellRecipient:cumGpaCredits 0.007706 0.000384878 765123 20.02137 <.001 
pellRecipient:I(cumGpaCredits^2) -7.6E-05 0.000005176 765123 -14.7372 <.001 
contEnrolled2YRS:cumGpaCredits -0.00476 0.000168857 765123 -28.176 <.001 
totalReptdCredits:cumGpaCredits 6.82E-05 0.000008086 765123 8.43893 <.001 
 
  
Institutional Factors 
All three models in this study found statistically significant institutional factors.  In Table 
11, the Completion model found that community colleges that reported mid-term grades see an 
increase in the completion rate of 3.8% over colleges that do not report mid-term grades.  This 
same finding was confirmed in the GPA model (Table 12) where the grade point average was 
predicted to be 0.15 points higher at these schools.  Both of these effects were significant at the 
.01 level.  This effect was observed after controlling for significant student factors which includ-
ed gender, full-time enrollment, receiving PELL grants, repeating classes, taking remedial clas-
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ses, only attending one term, being traditional aged (18-24), entering college immediately after 
high school, and being continuously enrolled for two years.   
The FTE model (Table 10) found institutional size negatively affects enrollment intensi-
ty.  For every 1,000 students enrolled at a college the average expected attempted credits was 
reduced by 0.05 credits.  A large institution with 25,000 students could expect their average at-
tempted credits to be 1 full credit lower than a community college with 5,000 students holding 
all other factors constant. This effect was significant even after controlling for student factors.  
Institutions are often funded based on their full-time equivalency (FTE) which is calcu-
lated by summing the total attempted credits across students and dividing by 12, which is the 
credit load of a full-time student.  So if you take the average attempted credits from the intercept 
obtained in this study (7.57) and multiple by 25,000 then divide by 12, you would find the FTE 
is 15,771.  If you reduce the average attempted credits per student to 6.57, one full credit below 
the model intercept, you get an FTE of 13,688. That’s a reduction of 2,083 FTE which has seri-
ous budget implications.  
Another significant institutional factor was found in the GPA model.  The percent of 
online students was a negatively associated with the GPA.  This effect was highly significant (p 
< .001).  A 5 percent increase in the percentage of online students resulted in an average GPA 
reduction of .02 points.  The average percent of internet courses across the 28 colleges in this 
study was 14.15 with a range of 4.4 to 44.8 percent.  So for a college with 44 percent of online 
classes, the institutional GPA would decrease by .12 over a college that offered 14 percent of 
classes online.  This effect seems to suggest that online courses present a little more difficulty for 
students.  Interestingly, this factor was not significant in the Completion model which itself may 
indicate that student do not complete online courses at any lower rate than regular classes. 
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Time-varying Factors 
 Receiving a Pell grant award in a term was significant in all three models.  These students 
were more likely to attend full-time as indicated by a 2.57 increase above the FTE model’s inter-
cept. However, these students completed classes 12% less efficiently and earned a GPA on aver-
age 0.33 points lower than students who did not receive Pell grant funds in a term.  The GPA 
model estimated an initial GPA of 2.54, so -0.33 points puts a Pell recipient very close to aca-
demic probation which happens when a student’s GPA falls below 2.0. 
 Taking a remedial class in a term was a significant negative factor for both the comple-
tion rate and GPA. A remedial student is predicted to have an 8.1% lower completion rate than a 
student not taking remedial coursework.  As a result the GPA was predicted to be 0.18 points 
lower for remedial students.  Taking a remedial class was also a significant factor towards en-
rollment intensity. These students tended to take nearly 1 credit more than students not taking 
remedial classes (0.85 credits). 
 The final significant time-varying factor was whether a student attended full-time.  These 
students saw the completion rate improve by 2.2% and the GPA improve 0.04 points.  This study 
confirms results by other researchers (Bailey et al., 2005; Burns, 2010) that full-time students are 
more likely to succeed. 
Student Factors 
Although this study was not focused on student factors, a number of significant student 
factors were tested to help control overall model results.  The most impactful negative student 
factor was whether he or she attended for just one term.  These one term and done students are 
predicted to have a GPA 0.33 points lower than a student that continues for two or more terms 
and see the completion rate drop 22.5%.  The Completion model estimated the first term comple-
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tion rate to be 90.0%, so that means holding all other factors constant a one term student would 
complete just 67.5% of his or her classes and be very near academic probation with a 2.21 GPA 
(2.54 – 0.33 = 2.21).  Community colleges do have open-door admission policies, and many stu-
dents attend one term to try out college.  This study found that 35.39% of all participants were 
one term and done students, which suggests that much of the negative criticism community col-
leges face about completion rates can be directly attributed to the open-door policy.   
Jones-White et al. (2010) found females were more successful than males in a study they 
conducted at a mid-size university. While they cautioned their results were not generalizable to 
community colleges, in this study female students did outperform males in completion rate and 
GPA.  Males have a lower completion rate by 3.6% and a lower GPA by 0.16 points than fe-
males.  Although there was no reason to suspect males would enroll in more courses, the FTE 
model found the enrollment intensity increased by 0.60 credits for males. Also this study con-
trolled for ethnicity by entering a dichotomous variable for whether students were White.  In all 
three outcomes, White students enrolled in more classes (0.24), completed classes more effi-
ciently (3.3%), and had a higher GPA by 0.23 points.  
A student that was continuously enrolled for two years showed positive effects in all 
three models.  These students attempted 1.28 more credits than students with irregular enroll-
ment patterns.  These students also did better in their classes with a 18.3% improve in comple-
tion rate and 0.28 increase in the GPA.  This concurs with the review of literature conducted by 
Burns (2010) that shows continuously enrolled students are more likely to succeed. 
Previous studies focused just on completion rates of students often throw out incidental 
students, those earning 10 or fewer credits (Adelman, 2006).  This study entered incidental stu-
dents as a separate factor from one term and done students. The results showed that incidental 
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students who attend for more than one term complete classes at a rate 5.3% higher than the mod-
el intercept, and the GPA jumps 0.47 points. This finding suggests there is a big difference be-
tween one term and done students and students who are enrolling in a limited number of courses. 
Whether the student was traditionally aged (18-24) had no effect on the enrollment inten-
sity and a negative impact on the GPA by 0.10 points.  This factor was entered separately from 
students who entered college immediately after high school. Burns (2010) performed a review of 
the literature and found that students that enter immediately after high school and attend full-time 
continuously are most likely to succeed.  In this study, immediately enrolling after high school 
increased the completion rate by 3.4% but reduced the GPA by .06 points.  However, these stu-
dents did show a higher enrollment intensity of 0.84 credits.  The dichotomous variable, tradi-
tionally aged, was not significant in the Completion model, so the centered age was entered in-
stead.  Age showed a positive linear relationship with completion rate.  An 18 year old student 
was expected to have a completion rate in classes 10% lower than a 28 year old student. 
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Growth Factors 
The total number of repeated credits a student had showed a significant linear relation-
ship in all three models, and in the GPA model this factor also predicted slope variation in stu-
dents.  The FTE model showed a .07 increase in attempted credits per repeated credit.  So a stu-
dent that repeats two 3-hour classes would be expected to attempt 0.41 more credits on average 
than a student that never repeated a courses.  This same student would see the completion rate 
drop 7% and their GPA drop by 0.40 points.  Also, the GPA model found that total repeated 
credits had a significant effect on the slope of the predicted GPA.  Figure 1 illustrates the penalty 
for repeating two 3-hour classes seems to be mostly with the intercept.  Although it is hard to see 
there is a slight improvement in the GPA over time for students who repeat classes, but this im-
provement never catches up to the penalty imposed initially.  
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Figure 7 
 
 
In the Completion model receiving a Pell award was significantly related to the rate of 
change in completion rate.  This factor had a significant effect on the linear, quadratic, and cubic 
time coefficients.  Receiving a Pell award in a term was also a significant predictor of the slope 
and quadratic terms in the GPA model.  Figures 8 and 9 show a remarkable similar effect of re-
ceiving Pell awards between the completion rate and GPA. Both graphs show that students who 
receive Pell awards track just below the model intercept. This gap closes over time but never 
catches up to students who do not receive Pell awards. 
 
  
0 
0.5 
1 
1.5 
2 
2.5 
3 
3 9 15 21 27 33 39 45 51 57 63 69 75 81 87 
G
P
A
 
Total GPA Credits 
Effect of Repeating 2 Classes on GPA 
Model Average 
Effect of Repeating 2 
Courses 
47 
 
 
 
Figure 8 
 
Figure 9 
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CHAPTER 5  DISCUSSION 
The main goal of this research was to test if institutional factors have any significant im-
portance on a) enrollment intensity, b) completion rate, and c) grade point average of students.  
Other research has focused on degree attainment with little attention paid to institutional factors, 
and most of the current research guiding decision makers is based on university students (Marti, 
2007).  This study focused on term outcomes rather than long-range outcomes, and all the data in 
this study was obtained from public community colleges that varied in size, locality, and institu-
tional policies. 
Table 13 Summary of Institutional Factors 
                                       Model 
Factor FTE Completion Rate GPA 
Institutional Size Favors Smaller Colleges -- -- 
Report Midterm Grades -- Positive Positive 
Percent of Online Students -- -- Negative 
 
Table 13 provides a summary of the statistically significant institutional factors found in 
the current study. Institutional size was found to reduce the credit load of students as a college 
grew in size. The difference in the average credit load of student at a school with 25,000 students 
was found to be 1 full credit lower than a school with 5,000 students. This suggests that smaller 
colleges may have a slightly higher proportion of full-time students. Interestingly, institutional 
size was not a significant factor with regard to the completion rate or GPA. In a comprehensive 
review of the literature Bailey et al. (2005) found that institutional size is negatively correlated 
with student success, and that students complete at higher rates at small colleges. Of course, the 
limitation of most previous research has been the focus on a single measure of student success: 
graduation rates. Because this study looked at three different term outcomes and only found a 
negative effect on enrollment intensity at larger colleges, this suggests that institutional size may 
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have nothing to do with the ability of students to complete a degree, but rather may be mediating 
something else like the degree intention of students. More information is needed on the degree 
intention of students in future research.   
This study also found that institutions that reported mid-term grades to students saw a 
positive impact on the completion rate and grade point average of students. 9 out of the 28 col-
leges in this study reported mid-term grades to students.  Although this study did not explore 
why institutions do not require faculty to report mid-term grades, the fact that this factor was 
significant in two models related to student success begs the question of policy makers: why isn’t 
every college reporting mid-term grades to students?   
Mid-term grades are likely only part of the feedback a student needs to receive about his 
or her performance over a standard 16 week course.  So what is it about the reporting of mid-
term grades that results in higher completion rate and higher grade point averages of students?  It 
may be that mid-term grades are mailed to a student’s permanent address and that parents are 
more likely to be more informed about the progress of their child. Poorer mid-term grades may 
also trigger advisement at some colleges. Another possibility is that requiring faculty to report 
mid-term grades changes how a faculty member balances graded assignments throughout a 
course.  From a practical viewpoint there has to be two factors at play to raise one’s grade: op-
portunity and motivation.  A student needs to know what work must be done in the second half 
of a course in order to have the opportunity to improve the final grade, and that student also 
needs the motivation to want to improve his or her effort. There is likely more behind the signifi-
cance of reporting mid-term grades than just the policy itself.  
The fact that only one-third of colleges in this study reported mid-term grades may indi-
cate that this is not such a simple policy to enact. Maybe there is debate by faculty or administra-
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tors about whether reporting mid-term grades makes any difference. There is a need for an even 
larger multi-institutional study to look at this and provide a more definitive answer. States that 
have transcript level data from all their colleges and universities should be able to do this analy-
sis. Many states are moving to momentum funding formulas where colleges receive a portion of 
their total funding when students reach certain milestones such as completing 15, 30, and 60 
credits, so there is extra incentive for states to use the data they have to help inform colleges of 
ways to improve the completion rates of students. That was one of the goals of this study: to see 
what institutional policies may be having an effect on important student outcomes. This study is 
limited by having only 28 colleges. While the effect of reporting mid-term grades was highly 
significant, a more robust 3-level growth model study would need at least 60 colleges. 
More qualitative and quantitative research is needed about how the reporting of mid-term 
grades positively affects student performance. A valuable qualitative study would be to investi-
gate multiple colleges that report mid-term grades to see what types of syllabi changes occur, if 
grading or assignment scheduling practices differ, and who all is informed of a student’s mid-
term grade when it’s a D or F.  Another valuable study would be to survey or interview parents 
to see what role mid-term grades play in how much they know about how well their child is do-
ing in college. 
This study also found that colleges with higher percentages of online classes will see stu-
dent grade point averages negatively affected but just slightly. The reason why there are differ-
ences in grade point average among colleges that offer different percentages of online courses is 
unclear.  Just in this study the percent of online courses ranged from 4 to 44 percent, yet the ef-
fect on the GPA was just -0.02 for every 5 percent increase in the proportion of online courses 
offered. The percent of online courses was not detected as a significant factor in the Completion 
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model. These findings seems to suggest that while a college expands its proportion of online 
courses, the grade point average may take a slight hit but students should still complete these 
courses at the same rate as traditional courses.  This finding needs to be confirmed in other multi-
institutional studies. 
Another goal of this research was to test if any student factors have significant impact on 
the a) enrollment intensity, b) completion rate, or c) grade point average of students.  Table 14 
provides a summary of the statistically significant student factors across the three outcomes ex-
amined. Many of these factors were included to help control for student level variability. One 
factor, however, deserves special attention for its policy implications. 
Table 14 Summary of Student Factors 
                                       Model 
Factor FTE Completion Rate GPA 
Pell Recipient Very Positive Very Negative Very Negative 
Took Remedial Class Positive Negative Negative 
Terms Attended Negative -- Positive 
Total Repeated Credits Positive Negative Negative 
Total Withdrawn Credits -- -- Negative 
Continuously Enrolled 2 Years Very Positive Very Positive Very Positive 
Full-time 2 Years -- Positive Very Positive 
Full-time in Term -- Positive Positive 
Earned < 10 Credits -- Positive Very Positive 
One Term and Done Very Negative Very Negative Very Negative 
Age -- Favors Older Favors Older 
White Positive Positive Positive 
Male Positive Negative Negative 
Immediate Entry after HS Positive Positive Negative 
 
 Student that receive Pell grant awards in a term were much more likely to attend full-
time. These students were expected to take 2.57 credits more than non-Pell recipients in a term. 
These same students completed classes 12% less and earned a GPA on average 0.33 points lower 
than non-Pell recipients. The most surprising number here is not that Pell recipients complete 
classes less efficiently or that they earn a slightly lower GPA, it’s that these students are taking a 
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credit load so much higher than non-Pell recipients. Pell grants are awarded based on financial 
need which is determined by the difference between the cost of attendance and what a student’s 
parents are likely to contribute to their child’s education. In effect, Pell recipients come from 
lower income families, and are generally considered less prepared for college-level work. Why 
then are these students taking nearly 1 full three-hour class more than non-Pell recipients?  Do 
students feel compelled to take more credits in order to receive more funds?  Pell grants do vary 
in amount based on whether a student attends full- or part-time. Based on the effect size found in 
this study and that these students have the option to attend full-time, these students are choosing 
to attend full-time disproportionally more than non-Pell recipients. In some respects, this places a 
heavier burden on community colleges that have more full-time students who are less prepared 
for college work. 
Suggestions for Further Research 
This study was made feasible by all institutions having a common data warehouse. There 
is a need for a larger study with 60 or more institutions to examine student and institutional fac-
tors using transcript data. Prime candidates for this type of research would be states, such as 
Texas, that require all public colleges and universities to report transcript data in a standard for-
mat every year. Such a large data warehouse would enable a researcher to look more carefully at 
the effect of institutional policies and environmental factors on the enrollment intensity and suc-
cess of students. 
The policy of reporting of mid-term grades needs further research. More information is 
needed about how faculty adjust the courses they teach when the institution mails mid-term 
grades to each student’s permanent address. Does this increase communication between parents 
and their college children? Do mid-term grades trigger special advisement of students with poor 
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performance?  At institutions where the reporting of mid-term grades is optional, it would be in-
formative to analyze the completion rate between courses where mid-term grades are reported to 
those courses where mid-term grades are not provided. In the same setting, it would also be in-
formative to examine the differences in feedback provided to students. Moreover, a policy study 
may want to examine the reason why colleges do not report mid-term grades to students.   
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APPENDICES 
Appendix A: Code Book 
Predictors Description Level Type Construction 
attemptedCredits attempted credits Time-varying continuous 
sum of attempted credits by a student in the 
term 
completedCredits completed credits Time-varying continuous 
sum of completed credits by a student in the 
term 
compRate completion rate Time-varying continuous 
ratio of completed credits over attempted cred-
its per student per term 
gradePoint grade points Time-varying continuous 
sum of grade points earned by a student in the 
term 
gpaCredits GPA attempted credits Time-varying continuous 
sum of attempted credits that count towards 
the grade point average 
gpa grade point average Time-varying continuous 
weighted average of (grade points * gpa cred-
its) / gpa credits 
pellRecipient PELL recipient Time-varying binary 
1 if student received Federal PELL funds in the 
term 
tookRemedialClass took a remedial class Time-varying binary 
1 if the student attempted a remedial class in 
the term 
failedRemedialClass failed a remedial class Time-varying binary 
1 if the student failed a remedial class in the 
term 
fullTime full-time Time-varying binary 
1 if the student attempted 12 hours or more in 
the term 
partTime part-time Time-varying binary 
1 if the student attempted between 6 and 11 
hours in the term 
lessThanPartTime less than part-time Time-varying binary 
1 if the student attempted less than 6 hours in 
the term 
male male Student binary 1 if the student's gender is male 
white white Student binary 1 if the student's ethnicity is white 
age age Student continuous the age of the student as of 10-03-2014 
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nbrTermRecs 
total number of terms at-
tended Student continuous 
count of the number of terms attended by the 
student 
tradage traditional age Student binary 1 if the student is 18 to 24 years of age 
totalAttemptedCredits total attempted credits Student continuous 
sum of attempted credits across all terms for 
the student 
totalRepeatedCredits total repeated credits Student continuous sum of credits where the class was repeated 
totalWithdrawnCredits total withdrawn credits Student continuous sum of credits where the class was withdrawn 
oneterm one term and done Student binary 1 if the student only attended one term 
everPellRecipient was ever a Pell recipient Student binary 
1 if the student received a Pell award in any 
long term 
incidentalStudent incidental student Student binary 1 if the student attempted 10 or less credits 
everTookRemedialClass ever took a remedial class Student binary 1 if the student ever attempted a remedial class 
everFailedRemedialClass ever failed a remedial classs Student binary 1 if the student ever failed a remedial class 
fullTimeFirstTerm full-time first term Student binary 
1 if the student was full-time in the first term 
attended 
partTimeFirstTerm part-time first term Student binary 
1 if the student was part-time in the first term 
attended 
lessThanPartTimeFirstTerm less than part-time first term Student binary 
1 if the student was less than part-time in the 
first term attended 
wasEverFullTime was ever full-time Student binary 
1 if the student was full-time in any term at-
tended 
wasEverPartTime was ever part-time Student binary 
1 if the student was part-time in any term at-
tended 
wasEverLessThanPartTime was ever less than part-time Student binary 
1 if the student was ever part-time in any term 
attended 
immediateEntryAfterHS 
immediate entry after high 
school Student binary 
1 if the student entered college within 8 
months of graduating high school 
continuouslyEnrolled2YRS 
continuously enrolled for 2 
years Student binary 
1 if the student was continously enrolled for 
two years with no stop-out terms 
fullTime2Years full-time for two years Student binary 
1 if the student was enrolled full-time for two 
years 
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size institutional size Institution continuous 
The average number of students enrolled in a 
term across years 2007-2013 
I(size1000 - 5) 
centered version of institu-
tional size Institution continuous 
Institutional size divided by 1000 and subtract-
ing 5 to center at 5K 
fte institutional fte enrollment Institution continuous 
The average FTE in terms from 2007-2013 
where FTE is calculated as the sum of attempt-
ed credits across all students enrolled in a term 
divided by 12 
I(fte - meanfte)  
centered version of fte en-
rollment Institution continuous centered based on mean across institutions 
medianCommunityIncome median community income Institution continuous 
The estimated median household income in 
2012 (obtained from www.city-data.com) 
isolated isolated Institution binary 
1 if the school's IPEDS urbanization setting is 
Town: Distant, Town:Remote, or Rural:Distant 
tracksAttendance tracks attendance Institution binary 
1 if the school systematically tracks 
attendanced 
reportMidTermGrades reports midterm grades Institution binary 
1 if the school systematically reports midterm 
grades to students 
mandatoryAdvisement mandatory advisement Institution binary 
1 if the school requires advisement prior to reg-
istration 
requireDegreePlan require degree plan Institution binary 
1 if the school requires a degree plan to be cre-
ated with an advisor 
provideOrientation 
provide new student orienta-
tions Institution binary 
1 if the school offers new student orientation, 
whether or not it is required 
lastGrade 
last grade counts (not best 
grade) when a student re-
peats a class Institution binary 
1 if the last grade counts when a student re-
peats a class 
percentReceivingPell 
percent of students receiving 
Pell awards Institution continuous 
calculated by dividing number ever receiving 
Pell by total number of students 
percentBudgetAcademicSupport 
percent of budget spent on 
academic support  Institution continuous obtained from IPEDS data center 
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I(percentBudgetAcademicSupport 
- meanAcadSupport) 
centered version of percent 
of budget spent on academic 
support Institution continuous centered based on mean across institutions 
percentBudgetStudentServices 
percent of budget spent on 
student services Institution continuous obtained from IPEDS data center 
I(percentBudgetStudentServices - 
meanStuServices) 
centered version of percent 
of budget spent on student 
services Institution continuous centered based on mean across institutions 
percentOnlineStudents percent of online students Institution continuous obtained from IPEDS data center 
I(percentOnlineStudents - 
meanpercentOnlineStudents) 
centered version of percent 
of online students Institution continuous centered based on mean across institutions 
nbrFTfaculty number of full-time faculty Institution continuous obtained from IPEDS data center 
nbrPTfaculty number of part-time faculty Institution continuous obtained from IPEDS data center 
percentFTfaculty percent of full-time faculty Institution continuous nbrFTfaculty / (nbrFTfaculty + nbrPTfaculty) 
I(percentFTfaculty - 
meanFTfaculty) 
centered version of percent 
of full-time faculty Institution continuous centered based on mean across institutions 
percentMale percent of male students Institution continuous 
the average of the male binary variable by insti-
tution 
I(percentMale - 
meanpercentMale) 
centered version of percent 
of male students Institution continuous centered based on mean across institutions 
percentFTstudents percent of full-time students Institution continuous 
calculated from number of full-time students in 
first term divided by total number of students 
I(percentFTstudents - 
meanFTstudents) 
centered version of 
percentFTstudents Institution continuous centered based on mean across institutions 
limitW 
limit on the number of with-
drawals a student can have Institution continuous 
obtained from correspondence with each 
school 
I(limitW - meanlimitW)  centered version of limitW Institution continuous centered based on mean across institutions 
weekW 
last week in a 16 week term a 
W is allowed Institution continuous 
obtained from correspondence with each 
school 
I(weekW - meanweekW) centered version of weekW Institution continuous centered based on mean across institutions 
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percentWhite percent of white students Institution continuous average of binary variable white 
I(percentWhite - 
meanpercentWhite) 
centered version of 
percentWhite Institution continuous centered based on mean across institutions 
percentRemedial percent of remedial students Institution continuous 
average of binary variable 
everTookRemedialClass 
I(percentRemedial - 
meanpercentRemedial)  
centered version of 
percentRemedial Institution continuous centered based on mean across institutions 
percentWithdrawals percent of withdrawals Institution continuous 
calculated from sum(totalWithdrawnCredits) / 
sum(totalAttemptedCredits) 
I(percentWithdrawals - 
meanpercentWithdrawals) 
centered version of 
percentWithdrawals Institution continuous centered based on mean across institutions 
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Appendix B: Dataset 1 Descriptive Statistics 
 
n mean sd min max range skew kurtosis 
time 1271090 1.669986 1.792222 0 7 7 1.056545 0.35177 
attemptedCredits 1271090 9.325145 4.201361 0.31 24 23.69 0.024158 -0.77974 
completedCredits 1271090 6.789548 4.783638 0 24 24 0.310499 -0.71479 
gradePoints 1271090 20.5895 16.23718 0 96 96 0.664754 -0.10276 
compRate 1271090 0.732355 0.372318 0 1 1 -1.06207 -0.43398 
pellRecipient 1271090 0.372054 0.483353 0 1 1 0.52941 -1.71973 
tookRemedialClass 1271090 0.30227 0.459242 0 1 1 0.861116 -1.25848 
failedRemedialClass 1271090 7.87E-07 0.000887 0 1 1 1127.424 1271083 
fullTime 1271090 0.426938 0.494633 0 1 1 0.295417 -1.91273 
partTime 1271090 0.385569 0.48673 0 1 1 0.470203 -1.77891 
lessThanPartTime 1271090 0.187493 0.390307 0 1 1 1.601342 0.564296 
male 443557 0.436855 0.495997 0 1 1 0.254619 -1.93517 
white 443557 0.466842 0.4989 0 1 1 0.132924 -1.98234 
age 443557 28.9637 10.0466 18 104 86 1.980719 4.320413 
nbrTermRecs 443557 3.391954 2.4668 1 14 13 1.145994 0.923866 
everPellRecipient 443557 0.376046 0.484392 0 1 1 0.511789 -1.73808 
incidentalStudent 443557 0.296852 0.456871 0 1 1 0.889296 -1.20915 
totalAttemptedCredits 443557 27.07054 24.26855 0.5 203 202.5 1.232029 1.051327 
totalCompletedCredits 443557 19.72232 21.52906 0 190 190 1.382174 1.378918 
totalRepeatedCredits 443557 2.765428 5.400133 0 91 91 3.08265 13.9763 
totalWithdrawnCredits 443557 3.173382 5.324176 0 107 107 2.513189 9.455374 
everTookRemedialClass 443557 0.43375 0.495592 0 1 1 0.267355 -1.92853 
everFailedRemedialClass 443557 2.25E-06 0.001501 0 1 1 665.9962 443550 
fullTimeFirstTerm 443557 0.341546 0.474229 0 1 1 0.66826 -1.55343 
partTimeFirstTerm 443557 0.315132 0.464569 0 1 1 0.795867 -1.3666 
lessThanPartTimeFirstTerm 443557 0.343322 0.474818 0 1 1 0.659946 -1.56447 
wasEverFullTime 443557 0.525069 0.499372 0 1 1 -0.1004 -1.98992 
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n mean sd min max range skew kurtosis 
wasEverPartTime 443557 0.556986 0.496743 0 1 1 -0.22944 -1.94736 
wasEverLessThanPartTime 443557 0.535787 0.498718 0 1 1 -0.14351 -1.97941 
immediateEntryAfterHS 443557 0.340033 0.47372 0 1 1 0.675363 -1.54389 
continuouslyEnrolled2YRS 443557 0.280467 0.449228 0 1 1 0.977378 -1.04473 
fullTime2Years 443557 0.07565 0.264437 0 1 1 3.209451 8.300595 
oneterm 443557 0.353936 0.47819 0 1 1 0.6109 -1.62681 
tradage 443557 0.455705 0.498035 0 1 1 0.17788 -1.96836 
termsAttended 443557 1.865675 2.055447 0 7 7 1.031574 0.051114 
inst 28 14.5 8.225975 1 28 27 0 -1.32913 
size 28 7849.036 4839.213 1692 21920 20228 0.886834 0.33193 
fte 28 4400.321 2497.878 1046 11425 10379 0.855544 0.187814 
medianCommunityIncome 28 45509.71 14045.28 26704 87566 60862 1.169162 1.006543 
isolated 28 0.392857 0.497347 0 1 1 0.415469 -1.89115 
tracksAttendance 28 0.071429 0.262265 0 1 1 3.151506 8.22969 
reportMidTermGrades 28 0.321429 0.475595 0 1 1 0.72412 -1.52638 
mandatoryAdvisement 28 0.785714 0.417855 0 1 1 -1.31869 -0.26681 
requireDegreePlan 28 0.571429 0.503953 0 1 1 -0.27335 -1.99267 
provideOrientation 28 0.928571 0.262265 0 1 1 -3.15151 8.22969 
weekW 28 12.35714 1.253566 10 16 6 0.965705 1.468724 
limitW 28 0.75 0.440959 0 1 1 -1.0934 -0.83036 
lastGrade 28 0.785714 0.417855 0 1 1 -1.31869 -0.26681 
percentBudgetAcademicSupport 28 7.321429 3.378073 3 16 13 0.79952 -0.26336 
percentBudgetStudentServices 28 10.35714 3.291001 6 21 15 1.281938 1.704519 
percentOnlineStudents 28 14.17857 9.687921 4 45 41 1.483897 2.028481 
nbrFTfaculty 28 108.25 41.83887 35 225 190 0.443529 0.294449 
nbrPTfaculty 28 220.6429 152.8885 29 632 603 1.163338 0.748524 
percentFTfaculty 28 37.10714 13.29255 19 71 52 0.74722 -0.08851 
percentFTstudents 28 52.96429 8.171686 40 69 29 0.308672 -0.99307 
percentMale 28 43.39286 2.819762 38 51 13 0.624899 0.282836 
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n mean sd min max range skew kurtosis 
percentWithdrawals 28 11.42857 3.096337 8 19 11 1.127269 0.199933 
percentReceivingPell 28 35.96429 12.41708 13 58 45 0.083629 -1.04537 
percentRemedial 28 37 13.92041 0 58 58 -0.54122 -0.24694 
percentWhite 28 50.28571 20.05152 15 92 77 -0.01838 -0.94859 
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Appendix C: Dataset 2 Descriptive Statistics 
 
n mean sd min max range skew kurtosis 
attemptedCredits 1182774 9.472706 4.174522 0.5 24 23.5 -0.00323 -0.75185 
attemptedGpaCredits 1182774 8.404598 4.10998 0.5 24 23.5 0.295418 -0.67324 
completedCredits 1182774 7.270056 4.590838 0 24 24 0.285683 -0.63226 
completedGpaCredits 1182774 7.210426 4.567104 0 24 24 0.296057 -0.62627 
gradePoints 1182774 22.12689 15.7897 0 96 96 0.649402 -0.04395 
gpa 1182774 2.590011 1.233508 0 4 4 -0.78196 -0.40502 
compRate 1182774 0.78163 0.330596 0 1 1 -1.3348 0.439144 
pellRecipient 1182774 0.374493 0.483992 0 1 1 0.518634 -1.73102 
tookRemedialClass 1182774 0.296033 0.456506 0 1 1 0.893601 -1.20148 
failedRemedialClass 1182774 8.45E-07 0.000919 0 1 1 1087.551 1182767 
fullTime 1182774 0.439677 0.496348 0 1 1 0.243069 -1.94092 
partTime 1182774 0.385519 0.486718 0 1 1 0.470419 -1.77871 
lessThanPartTime 1182774 0.174804 0.3798 0 1 1 1.712457 0.93251 
male 417641 0.43517 0.49578 0 1 1 0.261525 -1.93161 
white 417641 0.468546 0.49901 0 1 1 0.126065 -1.98411 
age 417641 28.74194 9.863574 18 104 86 2.021124 4.560741 
nbrTermRecs 417641 3.512919 2.478285 1 14 13 1.091818 0.808092 
everPellRecipient 417641 0.381172 0.485675 0 1 1 0.48933 -1.76056 
incidentalStudent 417641 0.274097 0.446058 0 1 1 1.012884 -0.97407 
totalAttemptedCredits 417641 28.25574 24.48412 0.5 203 202.5 1.164633 0.880608 
totalCompletedCredits 417641 20.89577 21.63318 0 190 190 1.327439 1.215472 
totalRepeatedCredits 417641 2.900084 5.504759 0 91 91 2.992985 13.14834 
totalWithdrawnCredits 417641 2.985643 5.240359 0 107 107 2.678488 10.67011 
everTookRemedialClass 417641 0.436281 0.495924 0 1 1 0.256969 -1.93397 
everFailedRemedialClass 417641 2.39E-06 0.001547 0 1 1 646.2469 417634 
fullTimeFirstTerm 417641 0.348651 0.476544 0 1 1 0.635192 -1.59653 
partTimeFirstTerm 417641 0.316937 0.465283 0 1 1 0.786885 -1.38081 
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n mean sd min max range skew kurtosis 
lessThanPartTimeFirstTerm 417641 0.334412 0.471785 0 1 1 0.701964 -1.50725 
wasEverFullTime 417641 0.5409 0.498325 0 1 1 -0.16415 -1.97306 
wasEverPartTime 417641 0.569858 0.495096 0 1 1 -0.2822 -1.92037 
wasEverLessThanPartTime 417641 0.536276 0.498683 0 1 1 -0.14549 -1.97884 
immediateEntryAfterHS 417641 0.349846 0.476922 0 1 1 0.629679 -1.60351 
continuouslyEnrolled2YRS 417641 0.296338 0.456643 0 1 1 0.891994 -1.20435 
fullTime2Years 417641 0.080337 0.271814 0 1 1 3.087857 7.534878 
GPA 417641 2.459958 1.208393 0 4 4 -0.6209 -0.59553 
oneterm 417641 0.320215 0.46656 0 1 1 0.770681 -1.40605 
tradage 417641 0.464641 0.498749 0 1 1 0.141792 -1.9799 
termsAttended 417641 1.972934 2.067697 0 7 7 0.960736 -0.09029 
inst 28 14.5 8.225975 1 28 27 0 -1.32913 
size 28 7849.036 4839.213 1692 21920 20228 0.886834 0.33193 
fte 28 4400.321 2497.878 1046 11425 10379 0.855544 0.187814 
medianCommunityIncome 28 45509.71 14045.28 26704 87566 60862 1.169162 1.006543 
isolated 28 0.392857 0.497347 0 1 1 0.415469 -1.89115 
tracksAttendance 28 0.071429 0.262265 0 1 1 3.151506 8.22969 
reportMidTermGrades 28 0.321429 0.475595 0 1 1 0.72412 -1.52638 
mandatoryAdvisement 28 0.785714 0.417855 0 1 1 -1.31869 -0.26681 
requireDegreePlan 28 0.571429 0.503953 0 1 1 -0.27335 -1.99267 
provideOrientation 28 0.928571 0.262265 0 1 1 -3.15151 8.22969 
weekW 28 12.35714 1.253566 10 16 6 0.965705 1.468724 
limitW 28 0.75 0.440959 0 1 1 -1.0934 -0.83036 
lastGrade 28 0.785714 0.417855 0 1 1 -1.31869 -0.26681 
percentBudgetAcademicSupport 28 7.321429 3.378073 3 16 13 0.79952 -0.26336 
percentBudgetStudentServices 28 10.35714 3.291001 6 21 15 1.281938 1.704519 
percentOnlineStudents 28 14.17857 9.687921 4 45 41 1.483897 2.028481 
nbrFTfaculty 28 108.25 41.83887 35 225 190 0.443529 0.294449 
nbrPTfaculty 28 220.6429 152.8885 29 632 603 1.163338 0.748524 
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n mean sd min max range skew kurtosis 
percentFTfaculty 28 37.10714 13.29255 19 71 52 0.74722 -0.08851 
percentFTstudents 28 52.96429 8.171686 40 69 29 0.308672 -0.99307 
percentMale 28 43.39286 2.819762 38 51 13 0.624899 0.282836 
percentWithdrawals 28 11.42857 3.096337 8 19 11 1.127269 0.199933 
percentReceivingPell 28 35.96429 12.41708 13 58 45 0.083629 -1.04537 
percentRemedial 28 37 13.92041 0 58 58 -0.54122 -0.24694 
percentWhite 28 50.28571 20.05152 15 92 77 -0.01838 -0.94859 
 
