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Introduction

30
Topographic organization is a fundamental principle of the human sensory brain and the study of 31 its properties plays a crucial role in understanding how the brain responds adaptively to 32 properties of the environment and current goals. Important progress in brain mapping was 33 encouraged by the introduction of population receptive field (pRF) modelling by Dumoulin & 34 Wandell (2008) . This approach aims at estimating the aggregate receptive field of all neurons 35 within a voxel in functional magnetic resonance imaging (fMRI) scans. Essentially, a pRF 36 identifies the location in sensory space that drives a voxel's response, the spread of the 37 responsive region and its shape (Dumoulin & Wandell, 2008 Macsweeney, Sereno, & Schwarzkopf, 2016) . Moreover, pRF properties have been used to 48 investigate neural plasticity of the visual system during development (Dekker, Schwarzkopf, de 49 Haas, Nardini, & Sereno, 2017, 2019; Gomez, Natu, Jeska, Barnett, & Grill-Spector, 2018) or 50 evaluate adaptive changes in the human brain resulting from diseases or trauma with pRF 51 changes mirroring changes in visual function (Dumoulin & Knapen, 2018) . 52
Interestingly, recent studies have also shown that pRF properties flexibly adapt to how observers 53 engage with the stimulus. Changes in the locus of attention induce shifts in pRFs preferred 54 location in the direction of the attended location across the entire visual field (Kay, Weiner, & 55 Grill-Spector, 2015; Klein, Harvey, & Dumoulin, 2014; Sheremata & Silver, 2015; Vo, Sprague, 56 & Serences, 2017) . Such global changes are larger in higher visual areas (Klein et al., 2014 ) 57 along both the ventral (Kay et al., 2015) and the dorsal stream (Sheremata & Silver, 2015) . 58
Moreover, recent studies indicate that pRF size and eccentricity vary in concert when the task 59
One aspect this literature has mostly overlooked is the influence of spatial predictability of visual 66 stimuli in mapping estimates. Phase-encoded retinotopic mapping experiments (Engel et al., 67 1994 ; Sereno et al., 1995) and most pRF studies (e.g. Dumoulin Thomas et al., 2015) typically employ ordered 71 sequences that stimulate adjacent locations -such as rotating wedges, contracting and expanding 72 rings, or sweeping bars -to map visual areas. In such designs, the orderly presentation of the 73 stimulus carries an inherent spatiotemporal regularity in the mapping sequence. Such regularity 74 has two main consequences: 1) the predictability of the stimulus location, 2) the systematic 75 consecutive stimulation of adjacent spatial locations. 76
Both consequences could result in fMRI responses beyond the directly stimulated voxels. 77
Specifically, the position of a coherently moving stimulus can be anticipated based on its current 78 location and the direction of motion. The predictability of the stimulus location could induce an 79 anticipatory response in such locations (Ekman, Kok, & de Lange, 2017) . Moreover, knowledge 80 of the upcoming stimulus location can provide spatial cues to direct attention to the relevant 81 portion of the screen affecting pRF estimates accordingly (Kastner, Pinsk, De Weerd, Desimone, 82 & Ungerleider, 1999) . On the other hand, the consecutive stimulation of adjacent locations in 83 space can generate a ''traveling wave'' of activity across the cortical surface that would cause 84 the BOLD signal to spread across neighboring voxels (Engel et al., 1994) . The permeability of 85 pRF estimates to spatiotemporal properties of the sequences has important implications also for 86 the reliability of the estimated parameters. 87
In a study aiming to minimize biases when measuring visual cortex reorganization, Binda and 88 colleagues (2013) compared pRF estimates using ordered sequences (i.e. sweeping bars) and m-89 sequences of multifocal stimuli. The multifocal method consists in the presentation of multiple 90 to voxel responses and observed that pRF size estimates (σ) in areas V1-V3 were systematically 93 larger when ordered mapping sequence were employed. The authors suggested that differences 94 in the mapping sequence can lead to different pRF estimates, but they did not directly address the 95 distinctive impact of expectations and spatiotemporal regularities. Moreover, in this study the 96 two mapping protocols differed not only in their spatiotemporal sequence dependencies, but also 97 in stimulus shape and size, field coverage, and scanning protocol. In a following study, Senden 98 and colleagues (Senden et al., 2014) compared ordered and random sequences of either bar or 99 wedge and ring mapping stimuli and recommended the use of random bars interspersed with 100 mean luminance periods as the most precise and robust approach. While both works suggest the 101 superiority of random protocols, they do not explore what are the mechanisms driving such 102 differences and what other aspects of the experimental design could influence the advantage of 103 one approach over the other. 104
In this study, we aim to characterize to what extent spatiotemporal regularities in the mapping 105 sequence affect the pRF parameter estimates in visual cortex, disentangling the role of spatial 106 expectations and the impact of non-linear summation of the BOLD signal when adjacent 107 locations are stimulated over a short interval. We employed functional MRI and a pRF mapping 108 approach (Dumoulin & Wandell, 2008) to estimate the polar angle preference and the tuning 109 response of voxels in visual cortex. We tested the same participants in three fMRI experiments 110 using mapping sequences that differed in the spatial contingencies of consecutive wedge stimuli 111 and in their predictability: predictable ordered (rotating clockwise or anticlockwise -henceforth, 112 ordered), predictable non-ordered, and unpredictable. In addition, we compared sequences 113 employing stimuli of different width (wedge angle of 45deg vs 6deg) that covered the entire 114 visual field in cycles of variable duration (9s vs 60s). Polar angle is an ideal dimension to map 115 because participants can easily discriminate and memorize different polar angle orientations 116 compared to bar locations, and especially 2D stimuli. Moreover, it is both robust and 117 straightforward to manipulate and model. We modelled pRFs of polar angle as a circular 118
Gaussian tuning function with two parameters: the polar angle preferred response and its spread 119 quantified as full-width half-maximum (FWHM). We compared polar angle estimates and tuning 120 functions of pRFs in functionally defined occipital ROIs (V1, V2, V3, V3A, V4) based on the 121 individual maps obtained from an independent mapping experiment using typical methods. 122
Finally, we compared empirical results and simulated data as an aid for understanding the biases 123 and reliabilities of pRF estimates. 124
Results suggest that the spatiotemporal regularities in the mapping protocol significantly affected 125 pRF size (tuning width) estimates in agreement with what was previously observed for pRF size 126 in the visual (Binda et al., 2013) and the auditory domain (Thomas et al., 2015) . Moreover, we 127 observed that the direction of the effect depended on the duration of the mapping cycle. Our 128 results, however, do not indicate any reliable influence of stimulus predictability on pRF 129
properties. Finally, we observed that while the ordered sequence led to the highest goodness of 130
Here we asked whether the spatiotemporal structure of mapping sequences used in retinotopic 134 mapping experiments influences the resulting parameter estimates. In particular, we tested 135 whether pRF parameters depend on the subsequent stimulation of adjacent locations that 136 characterize ordered mapping protocols by contrasting an ordered rotating condition with a 137 random one. We further tested the hypothesis that such effects on parameter estimates depend on 138 the predictability of the stimulus location by contrasting two predictable conditions, one ordered 139 and one non-ordered, with a random, unpredictable one. 140 Stimuli were presented using a custom MATLAB script (Mathworks Inc., Massachusetts, USA) 149 and the Psychophysics Toolbox 3.8 (Brainard, 1997; Pelli, 1997) . They were projected on a 150 screen (1920 x 1080 pixels; 36.8 x 20.2 cm) at the back of the scanner bore and presented by 151 means of a mirror mounted on the head coil at a total viewing distance of approximately 68 cm. 152
Materials and methods
The mapping stimulus was a discretely moving wedge-shaped aperture that showed coloured 153 natural images (1080 x 1080 pixels) depicting landscapes, textures, animals, faces, or pieces of 154 writing randomly redrawn every 500 ms and presented on a mid-grey background. Figure 1D ). In the ordered runs, the wedge rotated 181 around fixation either clockwise or anticlockwise starting randomly at one of the 8 locations. The 182 same direction of motion and the same starting location was maintained within each run such 183 that the position of the wedge was always predictable. In the predictable (but non-ordered) runs, 184 the wedge rotated around fixation to cover following a predefined pseudorandomized order such 185 that no adjacent locations were stimulated one after the other. The sequence started at a random 186 location in different runs, but the same starting point and the same order were maintained 187 throughout the run. Six maximally distinctive sequences were selected for each participant, three 188 for each session. In the unpredictable runs, wedges were presented at the 8 locations in 189 pseudorandom order (no adjacent locations could be presented in a row) and from a random 190 starting point. A different, randomly generated, sequence was presented in each cycle (Figure 191 Before entering in the scanner, participants performed a 30-minute task to familiarize themselves 196 with the predictable sequences that they would encounter during the scanning session. Each 197 sequence was presented in a separate block. Each block started with a presentation of the 8-steps 198 sequence, presented for 7 times, after which we introduced a violation of the location order in the 199 sequence. The participant's task was to detect this violation of regularity and report it with a 200 button press. Each sequence was presented in 6 consecutive blocks and was presented 20 times 201 per block (9 correct sequences and 11 sequences with violations). In the scanner, a 202 familiarization block preceded each mapping run in order to familiarize participants with the 203 sequence that they would encounter during the following scanning run. Similar familiarization 204 blocks were repeated before each run of the ordered and random conditions. For both the ordered 205 and the predictable condition, participants performed a sequence violation-detection task in 206 which they reported when a wedge appeared in an unexpected location according to the learned 207 sequence (predictable condition) or the direction of motion (ordered condition). In the random 208 condition, participants performed a 2-back task in which they reported when a stimulus was 209 presented in a location that was occupied 2 stimuli before. 210
Reference retinotopic maps were obtained for each participant in an additional experiment using 211 a combined wedge-and-ring aperture ( Figure 1C The data were pre-processed using SPM12 (www.fil.ion.ucl.ac.uk/spm, Wellcome Centre for 249
Human Neuroimaging, London, UK). The first 10 volumes of each run were discarded to allow 250 the signal to reach equilibrium. Functional images were intensity bias-corrected, realigned to the 251 mean image of each run and then co-registered to the structural scan. All further analyses were 252 performed using custom MATLAB code. The time series for each voxel in each run were 253 linearly de-trended and z-score normalized. Finally, all runs belonging to the same condition 254 were concatenated before further analyses whereas in the wedge-and-ring standard mapping 255 experiment, the time series were averaged before the fitting analysis to increase signal to noise 256 ratio. Functional data of each participant were projected on a surface reconstruction of the grey 257 white matter surface estimated with FreeSurfer Fischl, Sereno, & 258 Dale, 1999) by finding the voxel at the medial position between the grey-white matter boundary 259 and the pial surface for each vertex in the mesh (using custom made Matlab scripts and SamSrf 260 toolbox). All the following analyses were performed at the surface level. The same procedures 261 were adopted for Experiment 2 and 3. 262 2.1.6. pRF estimates 263
The data from the different protocols were used to obtain independent estimates of the 264 population receptive fields (pRFs) using a custom MATLAB toolbox for pRF analysis ( We only analysed the fitted parameters of those vertices for which we obtained realistic 284 estimates (k>0) and that had a goodness of fit, R 2 , higher than a critical value based on a fixed p-285 value (p = 10 -8 ). This corresponds to R 2 >0.026 2 in Experiment 1, and R 2 >0.067 in the wedge-286 and-ring experiment depending on the different degrees of freedom in the three experiments 3 . 287
The pRF estimated coordinates from the standard wedge and ring mapping experiment were used 288 to compute polar angle and eccentricity. Using the Delineation toolbox in SamSrf, we manually 289 delineated the regions of interest using mirror reversals in the polar angle map, and guided by the 290 eccentricity and field-sign map (Sereno, McDonald, & Allman, 1994) . The region of interests 291 included in our analyses were V1, V2, V3, V3A and V4. We performed all the following 292 analyses separately for each visual ROI in each individual participant. Given the small number of 293 participants, we did not report group statistics in the main text, but we summarized the results for 294 single subject statistics instead. 295 2 The R 2 threshold was adjusted to 0.035 for the participant that performed a smaller number of runs in Experiment 1.
We compared the quality of the fits across the different spatiotemporal sequences. We compared 296 the number of responsive vertices and the median goodness of fit for each individual by means of 297 repeated paired t-tests and Wilcoxon tests. We also used a correlation analyses to evaluate the 298 correspondence between the observed time series for each condition and the predicted response 299
given the stimulus location and the parameter estimates for each vertex obtained with each of the 300 mapping protocols, convolved with an HRF. To further explore the coherence of the maps 301 obtained with different mapping conditions, we computed the vertex-wise circular correlation of 302 polar angle estimates and the Pearson correlation of FWHM and beta estimates between 303 conditions, separately for each visual ROI and participant. Because vertices within a ROI are not 304 statistically independent, we calculated the inter-correlation between the time series of all ROI 305 vertices and used this information to correct the degrees of freedom of the correlation. 306
Specifically, we calculated all unique pair-wise correlations between vertices (note that we 307 treated pairs of vertices that were negatively correlated as independent, i.e. r = 0). We then 308 calculated a weight for each vertex by subtracting these correlations from 1 and averaging the 309 values for all pair-wise comparisons of a given vertex. Thus, in theory, if the time series of all 310 vertices were completely independent from one another, each vertex would be weighted as 1. 311
Conversely, if all vertices were identical, they would all be weighted as 0. The sum across these 312 weights plus 1 is therefore a weighted estimate of the sample size which we used to determine 313 the degrees of freedom. 314 Moreover, we correlated the observed time courses for each condition with the predicted time 315 course given the estimated pRF parameters for each vertex in each experimental condition. 316
Finally, we compared the mean FWHM across conditions and ROIs using paired t-tests at the 317 subject level (with degrees of freedom corrected for inter-correlation between time series as 318 described above). In these analyses, we averaged FWHM across vertices encompassing different 319 eccentricities, as our mapping stimulus did not allow differentiating responses at different 320 eccentricities (i.e. each wedge had a fixed radius that covered the entire visual field mapped). 321
Results
322
We obtained reliable polar angle maps with all mapping conditions for our ROIs (Figure 2) . 323 Moreover, we observed better fits for higher visual areas ( Figure S 1A, D) . The relatively low 331 goodness of fit obtained with this paradigm is not surprising given the high number of degrees of 332 freedom in our paradigm (due to concatenated time series rather than averaging experimental 333 runs) and the simplified model used for fitting. Importantly, all vertices considered for 334 comparisons provided a fitting that met our fixed p-value criterion of 10 -8 in all the mapping 335 conditions. Interestingly, parameter estimates obtained with different mapping sequences 336 performed similarly well in predicting the observed time series for all mapping protocols, with 337 generally more robust predictions of the ordered sequences regardless of the mapping protocol 338 used for the estimates (Figure S 1A) . Consistently, correlation analyses of model fitting results 339 (polar angle, FWHM, beta, and R 2 ) revealed substantial consistency across different mapping 340 conditions in all experiments and all visual areas tested. We observed high significant vertex-341 wise correlation between R 2 (M ord-rand = .79, M ord-pred = .77, M rand-pred = .82; Figure 3A) in 342 different conditions for all participants and ROIs (p<.05, Bonferroni corrected for multiple 343 comparisons). The polar angle estimates were highly robust across conditions but showed a 344 decrease in coherence moving up in the visual hierarchy for the predictable condition (M ord-rand = 345
.86, M ord-pred = .56, M rand-pred = .68; Figure 3B ). 346 
352
We observed positive but substantially weaker correlations for FWHM estimated, particularly in 353 lower visual areas, V1-V2 (M ord-rand = .24, M ord-pred = .17, M rand-pred = .35; Figure 3C ). 354
We further explored potential biases and differences across mapping conditions and ROIs. As 355 expected, FWHM estimates increased in the visual hierarchy. Interestingly, FWHM was also 356 systematically influenced by the mapping sequence and a general pattern emerges for all visual 357 areas (with the exception of V1 that shows noisier results) with results highly consistent across 358 participants (Figure 4 ; significant results are reported for p<.05, Bonferroni corrected for 359 multiple comparisons). The ordered sequence lead to significantly smaller FWHM estimates than 360 the random sequence for most of the participants and ROIs ( Figure 4B ). We found similar 361 differences between ordered and predictable sequences, although one participant showed a 362 significant difference in the opposite direction. Interestingly, we measured smaller FWHM for 363 predictable than random sequences (results are clearer for V2, V3 and V4). 364 To address whether the fixed spatiotemporal structure of the predictable sequence was 379 responsible for the observed results, we repeated Experiment 1, but this time creating a 380 predictable sequence that was structurally indistinguishable from the random one. Rather than 381 using a repeated sequence, we rendered the sequence predictable by the use of a small visual cue. 382
We then compared the tuning width response of this sequence with the random, non-predictable 383 one. 384 Figure 1A) . We compared four mapping sequences -ordered, predictable and two random ones. 392
Materials and methods
Crucially, we changed how we induced the predictability of the wedge location in the predictable 393 condition. The predictable and random sequences were generated using the same algorithm, i.e. 394 wedges were presented at different locations in pseudorandom order with no adjacent locations 395 presented in a row. In contrast to Experiment 1, we generated a different sequence in each cycle 396 thus completely matching the spatiotemporal structure of random and predictable sequences. We 397 maintained the difference in predictability of the wedge locations by means of a centrally 398 presented oriented line that cued the location of the wedges ( Figure 1E ). The cue (0.33 x 0.07 399 degrees in visual angle) extended from the centre of the screen. It appeared 200 ms before the 400 onset of each wedge stimulus and remained on the screen for 200 ms ( Figure 1C ). In the ordered 401 and the predictable conditions, the cue pointed towards the centre of the upcoming wedge. The 402 two random conditions were both unpredictable but differed for the presence or absence of the 403 central cue. In the random condition with non-predictive cue (random-cue), the cue pointed to 404 the location of the previous wedge. In the random condition without cue (random-no cue), no 405 cue was presented. Thus, neither of the random conditions contained any information about the 406 location of the upcoming wedge. 407 For all conditions, each step of the wedge was presented for 1 s such that an entire cycle was 408 completed in 8 s. Cycles were separated by fixation intervals of variable duration ranging from 1 409 to 8 s in steps of 1 s. Each functional scan consisted of 303 acquisitions. Data were collected in 410 two sessions (performed on consecutive days or one day apart) of 12 runs each taking 411 approximately 90 minutes. Each condition was repeated in 3 separate runs in each session. All 412 conditions were presented in randomized order every 4 runs. 413
Analyses 414
As in Experiment 1, we only analysed the fitted parameters of those vertices for which we 415 obtained realistic estimates (k>0) and that had a goodness of fit, R 2 , higher than a critical value 416 based on a fixed p-value (p = 10 -8 ). This corresponds to R 2 >0.019 in Experiment 2. 417 
Results
431
We also replicated differences in FWHM estimates with different sequence structures with 432 ordered sequences leading to systematically smaller FWHM estimates than random and 433 predictable sequences (p<.05 corrected, for all participants and ROIs but one comparison for S2 434 V3A as illustrated in Figure 7 ). Importantly, we did not observe any systematic differences 435 between predictable and random sequences with the exception of V2, where FWHM were 436 systematically smaller for predictable than random sequences as also shown in Experiment 1 437 (significant difference for all participants in the comparison with the random-no cue condition 438 and with all participants but one in the random-cue condition). 439 
Experiment 3
444 Experiment 2 suggested that the spatiotemporal structure of the mapping sequence, rather than its 445 predictability is responsible for the differences in FWHM estimates. The finding that ordered 446 sequences yielded narrower tuning widths than random sequences in both Experiment 1 and 2 447 contrasts with previous studies. A comparison of orderly moving bars and multifocal stimuli 448 revealed the opposite pattern of results, with the largest pRF estimates obtained with ordered 449 sequences (Binda et al., 2013) . However, it is not clear whether pRF size estimates might have 450 we adopted. To address this hypothesis, we replicated Experiment 2 with the same mapping 453 conditions and the same participants, but we varied the size of the mapping stimulus as well as 454 the duration of the mapping cycle. 455 The same four participants (including one author) that took part in Experiment 1 and 2 458 participated also in both sessions of Experiment 3. All participants gave their written informed 459 consent to participate to the experiment. 460
Materials and methods
Stimuli and Mapping sequences 461
The mapping stimulus in Experiment 3 was a discretely moving wedge aperture subtending 6° 462 and dividing the circle in 60 non-overlapping locations, no shifts were introduced across runs 463 ( Figure 1B) . The mapping sequences used in Experiment 3 were generated in the same way as 464 those in Experiment 2 resulting in four experimental conditions: ordered, predictable, random-465 no cue, and random-no cue ( Figure 1F ). The distinctive difference between Experiment 2 and 3 466 is only the aperture size and, consequently, the duration of the mapping cycle. For all conditions, 467 each step of the wedge was presented for 1 s such that an entire cycle was completed in 60 468 seconds (60 wedges of 6°, 4 cycles). Cycles were separated by fixation intervals of variable 469 duration ranging from 1 to 8 s in steps of 1 s. Each functional scan consisted of 295 acquisitions 470 whilst other scanning details remained identical to Experiment 2. 471
Analyses 472
As in the previous experiments, we only analysed the fitted parameters of those vertices with k>0 473 and goodness of fit, R 2 >0.019 (based on fixed p-value p = 10 -8 ). 474 systematically larger for ordered than random or predictable sequences for V3, V3A and V4. 492
Results
Similar results were found for V2 but with less consistent results across participants. Results for 493 V1 were less clear but seem to suggest the opposite: FWHM were smaller for estimates obtained 494 with an ordered rather than a random or predictable sequence. 495 In order to understand how tuning width varied across experiments as a function of changes in 501 the mapping sequence structure, duration and stimulus size, we compared FWHM with the 502 estimates obtained in the standard mapping experiment. We first selected the vertices that 503 provided a reliable fit for all the experiments (according to the criteria described in the Analyses 504 section). For each of the participants that took part in all three experiments (N=4), we computed 505 the log ratio of the FWHM estimate each condition and the FWHM estimated for the same 506 vertices in the standard experiment. We averaged the log ratio for the vertices residing in one 507 visual area and compared log ratio across experiments, conditions and ROIs. 508
The random condition proved relatively stable across experiments, suggesting that it is robust to 509 the changes in cycle duration and stimulus size introduced across experiments ( Figure 11 ). On 510 the other hand, the ordered condition showed the clearest changes across experiments. The 511 tuning width estimates obtained with the short ordered cycles (Experiments 1 and 2) in particular 512 were systematically smaller than the ones obtained with a longer cycle (as in Experiment 3) or an 513 equally short cycle employing a non-ordered sequence. 514 We used stimBOLD to simulate the BOLD response in visual areas V1-V3 for the left 538 hemisphere of FreeSurfer average brain (fsaverage) (Benson et al., 2012; Dale et al., 1999; Fischl 539 et al., 1999) . We simulated the responses for all the conditions that differed in terms of 540 spatiotemporal structure and stimulus size in the previous experiments. In particular, we selected 541 the ordered, random, and predictable conditions in Experiment 1 -Simulation A -and the 542 ordered and random conditions of Experiment 3 -Simulation B (in both cases we employed the 543 mapping sequences used for participant 4). 544
The mapping stimulus had the same physical properties adopted in our empirical experiments 545 (max eccentricity = 8.5 dva; wedge size of 45° for Experiment 1 and 6° for Experiment 3). Each 546 location of the visual field was stimulated for 1s, before moving to the next location in the 547 sequence. Two images, selected from the original dataset of natural pictures, alternated every 548 500 ms. 549
Six runs for each condition were simulated separately, then Gaussian noise was added to the 550 signal. Gaussian noise was adjusted in order to produce approximately the same signal-to-noise 551 ratio (SNR) across Simulation A and B (Simulation A, SNR ord = .21; SNR pred = .17; SNR ran = 552 .17. Simulation B: SNR ord = .21; SNR ran = .11. We computed the SNR as the ratio between the 553 standard deviation of the signal and the standard deviation of the residuals). The following 554 analyses were performed for the simulated data with and without Gaussian noise. 555 556 6.1.2. Analyses 557
The signal was z-score normalized and the runs concatenated before modelling the pRF profiles 558 following the same approach used for the empirical data. We focused our analyses on the 559 comparison of FWHM in the different conditions for Simulation A and B considering only those 560 vertices with goodness of fit higher than a critical value based on a fixed p-value (p = 10 -8 , R 2 > 561 0.026 for Simulation A and R 2 > 0.019 for simulation B). We averaged FWHM across 562 difference with paired t-tests (degrees of freedom corrected for time series correlation). 564 565 6.2. Results
566
The results qualitatively replicated the difference across conditions observed in the empirical 567 data (Figure 12 ). In Simulation A, the ordered condition resulted in significantly lower estimates 568 of FWHM than the random condition (V1-V3 ord-rand : t(196.8) = -7.05, p < .001). The predictable 569 condition lead to intermediate results (V1-V3 ord-pred : t(205.8) = -2.98, p = .003; V1-V3 rand-pred : 570 t(200.0) = 2.97, p = .003). Crucially, the pattern of results reversed for Simulation B with the 571 ordered condition leading to the significantly higher FWHM estimates than the random one (V1-572 583 584 disambiguating the impact of predictability and spatiotemporal regularities when mapping the 587 visual cortex. We adopted a modified version of the pRF modelling approach (Dumoulin & 588 Wandell, 2008) to estimate the polar angle preference of neural populations in visual cortex and 589 designed mapping sequences characterized by different spatiotemporal structure and different 590 duration. 591
As reported in previous studies, polar angle estimates were robust across mapping sequences 592 while estimates of pRF size were more volatile (van Dijk et al., 2016). Despite their general 593 robustness, the polar angle estimates in visual areas with larger receptive fields (V3, V3A, V4) 594 were more sensitive to the structure of the mapping sequence when short mapping cycles were 595 adopted. This was particularly evident for the predictable condition in Experiment 1 in which the 596 same short sequence was repeated throughout one run introducing systematic deviations in the 597 measured polar angle estimates. This observation agrees with previous reports suggesting that 598 pRF position measures are, to a certain degree, sensitive to spatio-temporal properties of the 599 sequence. In particular, it has been shown that ordered protocols may induce biases in specific 600 circumstances, for example in the presence of visual defects or when mapping the periphery of 601 the sensory space (Binda et al., 2013; Thomas et al., 2015) . 602
In all experiments, we observed striking differences in pRF size for ordered and random 603 sequences across the visual areas tested. Interestingly, in Experiment 1 we observed the 604 narrowest tuning widths for ordered mapping sequences, intermediate results for the regular and 605 predictable sequences and the widest tuning width for random sequences. These results are in 606 contrast with previous reports of larger pRF size estimates for ordered sequences (Binda et al., 607 2013) . To test whether such results were a consequence of the anticipation of the attended 608 stimulus, we ran Experiments 2 and 3 where we used a spatial cue to orient attention and 609 matched the spatiotemporal properties of predictable and random sequences. We replicated the 610 findings for ordered and random sequences when a short mapping cycle was employed but we 611 found the opposite pattern of results for slower designs. Moreover, we obtained different results 612 for the predictable sequences when the spatiotemporal structure of the sequence was matched to 613 the random one. Such results argue against an impact of expectations in pRF estimates and 614 suggest that other factors may contribute to these changes in tuning width. When comparing 615 tuning width across experiments, we observed that the random condition proved relatively stable 616 while the ordered sequence showed the largest changes when we varied the cycle duration in 617 Experiment 3 (Figure 11Error! Reference source not found.) . In our study, we did not find any clear evidence that the predictability of stimulus location can 641 significantly bias polar angle or tuning width estimates. This result contradicts previous studies 642 that showed attention can cause both a shift of the preferred location towards the attended 643 location and an increase in pRF size (Kay et that these changes are functional to increase the precision of the representation of the target at the 649 attended location (Kay et al., 2015) . While our design was not tailored to detect systematic 650 changes in polar angle preferences, we hypothesized that the predictability of the mapping 651 sequence would affect the tuning of neuronal responses. The discrepancy between our results and 652 recent observations of attentional effects can be explained by a difference in task requirements 653 among the studies. All former studies manipulated the focus of attention by varying the location 654 at which participants were performing a perceptual task, either at fixation or on the mapping 655 stimulus (Kay et al., 2015; Sheremata & Silver, 2015; van Es et al., 2018) . Such demanding tasks 656 required a redistribution of resources at the attended location. On the contrary, in our 657 experiments, our task did not require a fine discrimination and the predictability of stimulus 658 location was not strategically relevant for performing the task. Thus, expectations alone may not 659 dynamically change pRF properties in early visual cortex to a significant extent, unless there is a 660 computational requirement imposed by the task. 661
Irrespective of the specific sequence, the fitting results described in the current study produced 662 weaker fits than standard mapping approaches (Dumoulin & Wandell, 2008) . Several reasons 663 could contribute to these results. First, R 2 depends considerably on the degrees of freedom. In 664 our experiments, we concatenated the BOLD response in separate runs of the same condition 665 leading to a large number of time points per condition (up to 1818 in Experiment 2) massively 666 increasing the degrees of freedom and generally reducing R 2 for at statistical significance levels 667 equivalent to other studies. Second, in order to facilitate learning of the predictable sequences, 668 we designed protocols with unusually short cycles in Experiment 1 while long cycles but thin 669 mapping stimuli were employed in the last study. Despite these limitations, we obtained reliable 670 maps in all conditions (Figure 2, Figure 5, Figure 8 ). 671
Our study shows that pRF estimates are susceptible to the spatiotemporal properties of the 672 mapping sequence. In particular, ordered and random mapping protocols show different 673 susceptibility to other design choices such as stimulus type and duration of the mapping cycle 674 and can produce significantly different pRF results. Finally, it is worth noting that while ordered 675 sequences are typically preferred for their higher goodness of fit, this is not a guarantee of their 676 robustness. More specifically, the pRF estimates obtained with different sequences, both ordered 677 
