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A imagem por microondas é uma das técnicas mais promissoras de imagem 
médica para detecção e classificação do cancro da mama, explorando as diferenças das 
propriedades dieléctricas entre tecidos da mama e massas cancerígenas quando 
sujeitas a frequências microondas. O radar de banda ultra-larga de microondas baseia-
se na iluminação da mama com um pulso de banda ultra-larga gravando o sinal 
resultante por retrodispersão. Esta técnica tem um grande potencial por ser 
relativamente barata, não invasiva, confortável para o paciente e utilizar radiação não-
ionizante. A técnica de imagem por microondas tem sido estudada via simulação, sendo 
que os primeiros protótipos estão agora a ser construídos. 
Nesta dissertação é estudado o potencial do radar de banda ultra-larga de 
microondas para classificação de tumores baseada no tamanho e/ou na forma do tumor. 
Numa primeira parte foram estudados tumores numéricos, construídos com base em 
Gaussian Random Sphere, em simulações, e numa segunda parte foram estudados 
fantômas físicos de tumores com o uso de um protótipo. Três classificadores foram 
utilizados: Análise Discriminante Linear, Análise Discriminante Quadrática e Support 
Vector Machines. Várias arquitecturas foram estudadas, combinando a classificação por 
tamanho e depois por forma e vice-versa. Foram estudados cenários de fantômas da 
mama homogéneos e heterogéneos. 
 
 







Microwave Imaging is one of the most promising medical imaging techniques for 
breast tumour detection and classification, exploiting the dielectric contrast between 
normal and tumour tissues at microwave frequencies. In UWB Radar Imaging a 
microwave pulse is used to irradiate the breast, and resulting backscattered waves are 
recorded. This technique has great potential because it is relatively cheap, non-invasive, 
painless for the patient and uses non-ionising radiation. Microwave Imaging has been 
studied via simulation, and the first prototypes are being built. 
In this dissertation the potential of UWB Radar for breast tumour classification 
based on the size and/or the shape of the tumour is studied. Firstly, numerical tumours, 
based on Gaussian Random Spheres, were studied in simulation scenarios. In the 
second half of the study, physical phantoms were studied with the use of a prototype. 
Three classification methods were used: Linear Discriminant Analysis, Quadratic 
Discriminant Analysis and Support Vector Machines. Several different classification 
architectures were considered combining size classification and shape classification. 
Homogeneous and heterogeneous breast phantoms scenarios were considered.  
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O cancro é uma das principais causas de morte no mundo, tendo sido responsável 
por 7,6 milhões de mortes (aproximadamente 13% de todas as mortes) em 2008. Os 
tipos mais frequentes de cancros diferem entre homens e mulheres. No caso das 
mulheres o cancro mais comum é o cancro da mama (afecta uma em oito mulheres) e é 
também o responsável pelo maior número de mortes de pessoas do sexo feminino com 
cancro [1, 2]. Na Figura 1.1 estão representadas as taxas de incidência e mortalidade 








Figura 1.1 Número de casos de cancro diagnosticados (em cima) e número de mortes causadas 
por cancro (em baixo) em 2008 [2]. 
 
A percentagem de incidências e de mortalidade do cancro da mama não tem 
uma distribuição uniforme globalmente. Nas Figura 1.2 e Figura 1.3 é possível observar 
as taxas de incidência e de mortalidade do cancro da mama a nível global. A ocorrência 
de cancro não se deve só a características genéticas e idade mas também a um 
conjunto de factores de risco associados aos hábitos quotidianos: um estilo de vida não 
saudável (tabaco, álcool, dietas inadequadas, inactividade física), exposição a 





hepatite B) [3]. No geral, em países subdesenvolvidos assiste-se a uma menor 
incidência do cancro, embora seja mais fatal, dado o fraco acesso a cuidados de saúde 
[4].  
 
Figura 1.2 Estimativa da taxa de incidência do cancro da mama (por 100 mil habitantes) em 2008 
 
Figura 1.3 Estimativa da taxa de mortalidade do cancro da mama (por 100 mil habitantes) em 
2008 
 
No ano de 2008, em Portugal, foram registados 5333 casos de cancro da mama 
e 1537 mortes devido a esta neoplasia. No caso das mulheres, o cancro da mama 
representa 27,7% dos casos de cancro registados e 15,9% de mortalidade [5]. 
O cancro da mama não é um dos tipos de cancro com maior taxa de 
mortalidade, tendo em conta as respectivas taxas de incidência, mas como é aquele 
com mais casos registados mundialmente é também o responsável por maios 





superação desta neoplasia, o processo desde que é diagnosticada até estar totalmente 
curada pode ser bastante doloroso e dispendioso. Evron et al. [6] afirma que se 
detectado numa fase inicial, o cancro da mama é curável. Os factores chave para 
combater a taxa de mortalidade devido ao cancro são: diagnóstico credível numa 
detecção precoce, intervenção precoce e monotorização fidedigna. Este trabalho focar-
se-á no estudo de um tipo de diagnóstico que é potencialmente possível numa fase 
precoce. Algumas técnicas para diagnóstico do cancro da mama existentes são 
referidas nos próximos parágrafos. 
Uma das ferramentas mais comuns para rastreio e diagnóstico do cancro da 
mama é a imagiologia médica. Actualmente as mais comuns são a Mamografia e Ultra-
Som como técnicas de rastreio, e as Imagens por Ressonância Magnética (do inglês 
Magnetic Resonance Imaging, MRI) são também bastante comuns em diagnósticos 
mais complexos. A Cintimamografia e a Tomografia por Emissão de Positrões (do inglês 
Positron Emission Tomography, PET) são outras técnicas a serem investigadas para 
imagem da mama. 
A técnica não palpável mais utilizada para rastreio e detecção do cancro da 
mama é a Mamografia por Raio-X. Esta técnica baseia-se na variação das densidades 
do tecido da mama, utilizando raios-X de baixa energia que penetram a mama 
comprimida para obter uma imagem. Apesar da técnica demostrar bons resultados e ter 
um baixo custo, apresenta também algumas limitações bem conhecidas em termos de 
sensibilidade e especificidade (proporção de pacientes correctamente identificados 
como tendo ou não cancro, respectivamente). Para além disso, devido à radiação 
ionizante, há sempre um risco inerente à saúde do paciente. Esta técnica causa algum 
desconforto ao paciente devido à compressão da mama [7-9]. Outro problema 
associado à Mamografia são as altas taxas de diagnósticos falsos positivos reportados 
[10, 11], e ainda mais preocupante, as de falsos negativos que podem ser até 34% [8]. 
Os falsos positivos são os diagnósticos positivos em pessoas que não têm cancro e os 
falsos negativos dizem respeito aos diagnósticos negativos em que o paciente tem 
cancro [7-10]. Quanto à classificação entre tumores benignos e malignos, vários estudos 
apresentaram resultados à volta dos 94% de eficácia [12-14]. 
Os Ultra-Sons também são bastante utilizados na detecção e classificação de 
cancros e tumores da mama. O seu funcionamento consiste na emissão de uma onda 
sonora (de frequências não audíveis ao ouvido humano) contra a mama, que são 
reflectidas quando encontram um objecto, criando um eco. Medindo as ondas do eco é 
possível determinar a distância, tamanho e forma do objecto. Esta técnica não é 
commumente utilizada para rastreio [15] mas é frequentemente aplicada quando 





[11]. É utilizada quase exclusivamente para rastreio de mulheres mais jovens [16]. É 
conveniente para o paciente, em tempo real e um método de diagnóstico seguro e 
demonstra também ser uma boa ferramenta de diagnóstico para classificação de 
tumores da mama. O seu potencial de diagnóstico já foi demonstrado mas, como 
depende da análise da textura, é dependente do sistema e por norma só apresenta 
bons resultados em sistemas de ultra-som muito específicos. Outras limitações 
inerentes à técnica são o baixo contraste e a interferência com ruído e speckle. O 
speckle é causado pela interferência de ecos derivados de detectores aleatórios que 
são demasiado pequenos para serem integrados na formação da imagem, resultando 
numa estrutura granular, sobreposta à imagem. Devido a este problema, é difícil 
detectar tumores de dimensões pequenas com ultra-sons [17, 18]. Chang et al. [17] 
obteve uma performance de 90,95% na classificação de tumores entre benignos e 
malignos, com uma sensibilidade de 88,89% e uma especificidade de 92,5%. 
Outra técnica comummente utilizada é recorrendo à Imagem por Ressonância 
Magnética (MRI). A MRI recorre ao uso de radiação não ionizante, baseada em campos 
magnéticos e ao efeito que estes têm nos átomos de hidrogénio no corpo, oferecendo 
um grande contraste e resolução espacial. O hidrogénio é abundante na água e por isso 
estruturas como a gordura ou os vasos sanguíneos são bem visíveis com esta técnica 
[19]. Porém, têm custos associados bastante elevados, fazendo com que não seja 
utilizada regularmente como técnica de rastreio [15], servindo principalmente como 
primeira técnica de diagnóstico adicional ou complementar de suspeitas lesões 
identificadas pela mamografia e/ou ultra-sons. Tumores com pouca vascularização 
induzida em tecidos vizinhos não são muitas vezes detectados. A MRI apresenta uma 
sensibilidade de aproximadamente 90% e uma especificidade entre os 37% e os 86% 
[20]. Quanto à classificação de tumores, Jacobs et al. [20] apresentou 100% de 
performance na classificação de tumores benignos e malignos em 36 pacientes. 
As duas outras técnicas de imagem, Cintimamografia e a Tomografia por 
Emissão de Positrões (PET) apresentam custos bastante elevados, assim como é 
necessária a utilização de agentes radioactivos. Muito resumidamente, na 
Cintimamografia um radiofármaco é injectado no paciente, esse radiofármaco acumula-
se nas zonas lesadas. O radiofármaco irá emitir radiação que será detectada por uma 
camara de raios gama que constrói a imagem [9]. Apesar da Cintimamografia detectar 
com sucesso tumores vascularizados, o número de falsos positivos varia entre os 66% e 
os 73% e o número de falsos negativos entre 2% e 8% [9]. Segundo Nass et al. [9] esta 
técnica apresente níveis de sensibilidade entre 75% e 94% e de especificidade entre 
80% e 89%. Num exame de PET, um agente radioactivo, marcado com um isótopo 





decaimentos, libertando positrões, que ao interagir com um electrão emite dois fotões de 
511 keV com um ângulo de 180º entre eles. Quando os fotões não interagem com a 
matéria e são detectados, numa janela temporal estabelecida, em locais opostos é 
considerada uma coincidência verdadeira. Só estas coincidências contribuem para a 
formação da imagem. O PET não permite uma diferenciação entre tumores benignos e 
malignos [21] e os tumores pequenos (<1cm) são de difícil detecção. É uma técnica 
conveniente para pacientes com resultados inconclusivos nos métodos convencionais 
[22] e para detectar reincidências em pacientes que já efectuaram tratamento [23]. 
Apresenta uma sensibilidade de entre 80% e 100% e especificidade entre 75% e 85% 
[9]. Contudo, o seu grande problema é o alto custo e o facto do agente radioactivo ter 
um tempo limitado de acção pelo facto do seu fabrico ter que ser relativamente próximo 
do local do exame [22]. De realçar que quanto menor for o tempo de vida do agente 
radioactivo, menos será a radiação a que o paciente estará exposto [24]. 
Na tentativa de colmatar as falhas das técnicas referidas acima surge a imagem 
por microondas (Microwave Imaging, MI) [25, 26]. As principais características que 
fazem desta técnica uma das mais promissoras para ser utilizada como técnica de 
rastreio para detecção e classificação do cancro da mama é ser de baixo custo, não 
invasiva, utilizar radiação não-ionizante, ser confortável para a paciente e permitir alta 
resolução [27, 28].  
A imagem por microondas baseia-se nas diferenças das propriedades 
dieléctricas a nível molecular em vez de anatómicas (densidade) dos tecidos da mama e 
das massas cancerígenas[10]. Estas propriedades têm sido estudadas até aos dias de 
hoje. Até 2007 diversos estudos relatavam que a vascularização nos tecidos malignos 
induz a presença de uma maior concentração de água nestes tecidos. Essa diferença 
na concentração de água entre tecidos malignos e normais, será expressa pela 
magnitude dos sinais recebidos conseguindo-se identificar a presença de tecido 
malignos [26, 29, 30]. Apesar dos estudos anteriormente referidos reportarem que os 
tecidos normais e os tecidos malignos têm propriedades dieléctricas diferentes, em 2007 
Lazebnik et al. [31, 32] conduziu um estudo em larga escala sobre o contraste destas 
propriedades entre vários tipos de tecido saudável (adiposo e fibroglandular) e tecidos 
de tumores benignos e malignos. Lazebnik descobriu que as propriedades entre tecido 
fibroglandular e tumoral são muito semelhantes e que existem diferenças nas 
propriedades dieléctricas entre tecido adiposo e tecido tumoral. Entre tumores malignos 
e benignos foi concluído não existirem diferenças significativas. Não sendo as 
propriedades dieléctricas determinantes para a classificação de tumores é então 
necessário analisar outras características. Neste trabalho é proposta uma classificação 





Três diferentes abordagens têm sido propostas para obter imagem médica por 
microondas: Radar de Banda Ultra Larga (UWB Radar Imaging), utilizado neste 
trabalho, Tomografia por Microondas (Microwave Tomography) e métodos de Time-
Reversal Finite-Difference Time Domain (FDTD) [27]. O UWB Radar Imaging envolve a 
iluminação da mama com um pulso de ondas de banda ultra-larga (na frequência de 
microondas) de uma, ou mais, antenas em localizações diferentes, gravando o sinal 
resultante por retrodispersão (backscattered signal). Os sinais são depois processados 
de modo a calcular a localização do tumor [25, 28, 34, 35]. 
Chen et al. [36], em 2007, começou o seu estudo sobre o impacto da morfologia 
dos tumores nas suas assinaturas em sistemas de UWB Imaging analisando a resposta 
tardia do sinal de retrodispersão no domínio temporal. Os fantômas 2D, homogéneos, 
utilizados foram baseados nas descobertas feitas por Rangayyan et al. [37] sobre as 
diferenças das formas e texturas entre tumores malignos e benignos. Rangayyan et al. 
caracterizou os tumores benignos com contornos ovais e os tumores malignos com 
contornos irregular, espiculados. Chen, no seu trabalho, utilizou um sistema 
monoestático em que a antena emissora é também receptora do sinal. Em 2008, Chen 
et al. [38], adicionou alguma heterogeneidade aos fantômas. Foram criados fantômas 
dos três grupos definidos por Lazebnik et al. [32]. Chen obteve resultados satisfatórios e 
promissores para tumores com grande quantidade de tecido adiposo presente mas o 
mesmo não se verificou para tumores com grande presença de tecido fibroglandular. 
Chen et al. [39, 40] deu seguimento aos seus estudos anteriores melhorando o 
sistema de aquisição de dados para um modelo multiestático mais evoluído. Este 
modelo possui mais do que uma antena, emitindo cada uma delas, à vez, um pulso de 
UWB sendo todas as outras antenas usadas como receptoras. Os modelos dos 
tumores, projectados da mesma forma que nos estudos anteriores, foram separados, 
consoante a sua geometria em duas categorias: benignos (ovais e macrolobulados) e 
malignos (microlobulados e espiculados). Foi atingida, para uma classificação baseada 
na forma do tumor, uma performance de 86,7%. 
Teo et al. [41] focou-se na primeira parte do sinal de retrodispersão no domínio 
temporal, visto conter a maior intensidade do sinal. Foram utilizadas cinco antenas, 
simultaneamente receptoras e emissoras, e a localização do tumor era sensivelmente 
conhecida. Os 60 tumores foram separados em dois grupos, 30 lisos e 30 espiculados, 
que foram correctamente separados. 
No que a classificação 3D diz respeito, Davis et al. [42] classificou um conjunto 
de tumores numéricos, analisando as suas assinaturas, baseado na forma e tamanho 
do tumor. Os modelos numéricos foram construídos com base em Gaussian Random 





três formas: lisos, microlobulados e espiculados; e quatro tamanhos diferentes, variando 
desde 2,5 a 10 mm de raio. Foram utilizados dois métodos para extracção de 
características, Local Discriminant Bases (LDB) e Análise de Componentes Principais 
(do inglês, Principal Component Analysis, PCA), combinadas com o classificador 
Análise Discriminante Linear (do inglês, Linear Driscriminant Analysis LDA). Davis et al. 
considerou uma classificação só por tamanho, uma só pela forma e uma separando 
primeiro por tamanho e depois por forma, obtendo performances de 97%, 70% e 86% 
respectivamente.  
Desde 2010, Conceição et al. [27, 33, 43-45], tem vindo a estudar as 
potencialidades do Radar de Banda Ultra Larga na classificação de tumores. Conceição 
et al. criou uma base de dados de 480 modelos numéricos de tumores baseados em 
GRSs. Quatro tamanhos e quatro formas foram considerados. Três métodos para 
extracção de características relevantes foram aplicados: Análise de Componentes 
Principais, Análise de Componentes Independentes (do inglês Independent Component 
Analysis, ICA) e Transformada Discreta de Wavelet (do inglês Discrete Wavelet 
Transform, DWT). Cada um destes métodos foi combinado com três classificadores: 
Análise Discriminante Linear, Análise Discriminante Quadrática (do inglês Quadratic 
Discriminant Analysis, QDA) e Support Vector Machines (SVM). Várias arquitecturas 
foram estudadas, combinando em algumas delas a separação por tamanho e depois por 
forma e vice-versa [27]. Foram estudados cenários homogéneos e heterogéneos [33]. 
As principais técnicas para a classificação de tumores detectados são os 
métodos para extracção de características em conjunto com os classificadores, como 
utilizado em [27, 42-45]. No presente trabalho foram utilizados os mesmos métodos e 
classificadores que Conceição [27]. Três métodos para extracção de características 
relevantes: PCA, ICA e DWT. Estes métodos foram comparados usando três métodos 
de classificação diferentes: LDA, QDA e SVM. O funcionamento destes métodos e 
classificadores é explicado em 2.3. 
Nestes parágrafos será descrito um breve resumo do que será mostrado em cada 
capítulo. Esta dissertação está dividida em 4 capítulos, sendo o primeiro, a presente 
introdução. Na introdução foi apresentado o panorama do cancro no Mundo e em 
particular do cancro da mama. Foi também apresentado o estado da arte sobre as 
técnicas de detecção e diagnóstico de tumores mamários. 
No capítulo 2 serão abordados os aspectos teóricos fundamentais para a 
compreensão do resto do trabalho. É feita uma breve apresentação sobre a anatomia da 
mama, explicado o processo da formação de tumores e são apresentadas as 





Ainda no capítulo 2, é explicado o funcionamento do Radar de Banda Ultra Larga 
(UWB), para a parte da simulação baseada em tumores numéricos (Gaussian Random 
Spheres, GRSs) assim como para o protótipo com modelos reais de tumores. A teoria 
dos métodos para extracção de características relevantes e dos classificadores é 
explicada no final do capítulo. 
O capítulo 3 é referente aos resultados do estudo realizado com os modelos 
numéricos de tumores. É explicado como estes modelos são gerados, a base de dados 
utilizada e as arquitecturas aplicadas aos classificadores. No final são apresentados e 
discutidos os resultados e feitas as respectivas conclusões. 
No capítulo 4, referente ao estudo realizado com fantômas físicos de tumores, é 
explicado o seu fabrico assim como o dos modelos de tecido fibroglandular. Os 
resultados são mostrados e discutidos e por fim são feitas as conclusões. Algumas 
limitações e perspectivas futuras são apresentadas. 
 




2 Conceitos Teóricos 
2.1  Contexto teórico 
2.1.1 Anatomia da mama 
A mama é constituída por três tipos de tecido: tecido adiposo, tecido conectivo e 
glândulas mamárias [46]. As proporções entre estes tecidos, a quantidade de água, 
gordura e tecido fibroglandular variam consoante a pessoa e o seu estado hormonal 
(grávida, fase do ciclo da menstruação ou na menopausa) [10, 47]. 
Imediatamente sob a pele encontra-se o tecido adiposo, que é composto por 
células vesiculares cheias de gordura e organizadas em lóbulos separados pelo 
ligamento de Cooper. O tecido mais interno da mama consiste nas glândulas mamárias 
e no tecido conjuntivo (colagénio e elastina)[46, 48]. A mama tem um complexo conjunto 
de vasos sanguíneos e uma complexa rede linfática [49]. Cada mama tem cerca de 15 a 
20 secções chamadas lobos com muitas secções menores chamadas lóbulos que por 
sua vez contêm grupos de pequenas glândulas que podem produzir leite. A maioria das 
mamas contém tecido adiposo abundante, ao qual está associado o desenvolvimento de 
cancro na mama [50]. Internamente a mama é separada do músculo grande peitoral por 
uma camada fina de tecido conjuntivo laxo com tecido adiposo, conhecida por espaço 
retromamário [48]. Na Figura 2.1 está representado um corte sagital de uma mama 
feminina.  
 
Figura 2.1 Anatomia da mama. Corte sagital. 
 





2.1.2 Cancro da mama e formação de tumores 
O cancro é o crescimento e metastização de células descontrolada que pode 
afectar qualquer parte do corpo [51]. Para tentar perceber melhor o cancro é essencial 
perceber como as células normais se tornam células cancerígenas. Cada célula contém 
no seu núcleo o material genético (Ácido Desoxirribonucleico, ADN) que controla a 
célula, decidindo o que faz, quando se reproduz e até quando morre. Cada tipo de 
célula tem a sua função, no conjunto elas são responsáveis pelas funções vitais do 
organismo, como garantir o transporte do oxigénio para todo o corpo, controlar a 
nutrição, combater doenças, armazenamento de energia, entre outras. Quando as 
células envelhecem ou se danificam normalmente morrem e são substituídas por novas 
células. Contudo, este processo pode não ocorrer como previsto, danificando ou 
alterando o ADN. Essas alterações são chamadas de mutações e causam um 
crescimento e divisão anormal das células. Estas células, que sofrerão ciclos de 
replicação diferentes das células normais, são denominadas de células tumorais. 
Conforme as mutações que sofreram, uma certa quantidade de informação genética foi 
perdida ou modificada, o que define o grau de malignidade presente [52, 53]. Os 
tumores podem ser benignos ou malignos. De notar que só os tumores malignos são 
cancerígenos [53]. À partida, os tumores benignos não são nocivos para a pessoa. No 
entanto, se afectarem glândulas hormonais próximas ou se comprimirem outros órgãos 
com o seu crescimento, podem representar uma ameaça.  
As características principais dos tumores benignos são: 
 Normalmente crescem a um ritmo lento 
 Frequentemente podem ser retirados e têm taxas menores de reincidência 
 Não migram para outras partes do corpo 
E as dos tumores malignos: 
 Crescem/replicam-se a um ritmo elevado 
 Podem invadir tecidos vizinhos, destruíndo-os  
 Migram para outras partes do corpo [52, 53] 
 
Com dito anteriormente, os tumores crescem localmente ou podem-se migrar 
para outras partes do corpo. As principais razões de ser de difícil cura é a incapacidade 
de isolamento das células tumorais e saudáveis e a metastização, a migração das 




células tumorais para outras partes do corpo. As principais formas de os tumores se 
espalharem é através do sistema sanguíneo e linfático [53]. 
As células dos tumores sofrem diversas alterações, algumas delas a nível 
anatómico. O citoesqueleto fica desorganizado causando a perda da forma original da 
célula, que se torna mais arredondada. Devido a alterações da superfície da célula, a 
permeabilidade da mesma é afectada, fazendo com que os tecidos do tumor absorvam 
mais água do que as células normais. O aumento de água nos tecidos aumenta a 
condutividade e a permitividade [26, 29]. Devido ao grande crescimento das células do 
tumor há também um aumento da vascularização (angiogénese) de modo a fornecer 
nutrição às células [26]. 
Todas estas alterações são importantes para detecção e avaliação de tumores. 
Outras características que provaram ser úteis em termos de classificação são 
características baseadas no tamanho, forma, contornos, textura da superfície, 
profundidade, localização e densidade dos tumores [26, 37, 42, 44, 48]. Quanto à forma 
e textura, os tumores benignos têm uma textura lisa e suave, com contornos ovais ou 
macrolobulados, enquanto os tumores malignos apresentam uma forma mais irregular, 
espiculada ou microlobulada e uma textura áspera [12, 13, 35, 37].  
2.1.3 Propriedades dieléctricas 
Como referido anteriormente, as células cancerígenas sofrem diversas 
alterações químicas e fisiológicas. Do ponto de vista da imagem por microondas, estes 
factores levam a uma mudança das propriedades dieléctricas das células cancerígenas: 
condutividade e permitividade [27]. 
Muitos estudos [48, 54-59] foram publicados com o objectivo de conhecer e 
perceber as diferenças destas propriedades nos tecidos normais e de tumores da 
mama. No entanto, até 2007, todos os estudos efectuados apresentavam limitações, 
originando que nem todos estivessem de acordo. Um resumo dos estudos referidos 
anteriormente foi feito por Sha et al. [60] e por Lazebnik et al. [31]. A maioria desses 
estudos envolviam uma pequena população de pacientes, não incluía todos os tipos de 
tecido normal, benigno e maligno, e, com raras excepções, não se estendiam acima dos 
3,2 GHz [31]. Lazebnik et al. [31] atribui as discrepâncias observadas à variabilidade dos 
procedimentos e protocolos usados nos diferentes estudos combinado com o desafio 
inerente da caracterização dos tecidos da mama, que são, de facto, bastante 
heterogéneos. Lazebnik, fundamentando-se na existência de tal heterogeneidade, inicia 
um estudo a larga escala dividido em duas partes. No primeiro estudo, Lazebnik 
estudou as propriedades dieléctricas do tecido normal da mama obtido de cirurgias de 




redução da mama, e portanto tecidos saudáveis [31]. No segundo estudo estudou as 
propriedades dieléctricas do tecido da mama normal, benigno e maligno, obtidos através 
de cirurgias para remoção de cancro [32]. 
Em ambos os estudos as medições das propriedades dieléctricas foram feitas 
desde os 0,5 aos 20 GHz usando uma sonda coaxial de volume variável. As amostras 
foram categorizadas em 3 grupos consoante a percentagem de tecido adiposo presente 
na amostra. O grupo 1 contém as amostras com 0-30% de tecido adiposo (grupo com 
maior presença de água), o grupo 2 contém as amostras com 31-84% de tecido adiposo 
e o grupo 3 contém as amostras com 85-100% de tecido adiposo (grupo com menor 
presença de água). 
Lazebnik, no primeiro estudo [31], mostrou que as propriedades dieléctricas do 
tecido mamário são principalmente determinadas pela quantidade de tecido adiposo 
presente em cada amostra. Quanto menos tecido adiposo presente, mais é a 
quantidade de água e por isso maiores são os valores de condutividade e permitividade. 
Foi concluído também que factores secundários como a idade do paciente, a 
temperatura do tecido e o tempo entre a excisão e a medição dos valores de 
propriedades dieléctricas têm efeitos mínimos nas propriedades dieléctricas observadas. 
Por último, foi descoberto que não existem diferenças estatisticamente significativas 
entre a variabilidade da constante dieléctrica e na condutividade efectiva intra-paciente e 
entre-pacientes. 
Para Lazebnik, as principais diferenças entre o seu estudo e estudos anteriores 
em pequena escala são: a maior importância dada à heterogeneidade na mama, uma 
maior gama de frequências utilizadas e as amostras não serem obtidas somente de 
cirurgias para remoção do cancro. As propriedades dieléctricas apresentaram valores 
mais baixos para os grupos com elevadas quantidades de tecido adiposo do que 
previamente reportado, e valores mais altos para os grupos com menos quantidade de 
tecido adiposo. Este estudo foi importante porque caracteriza os tecidos de uma mama 
saudável, sendo útil para comparação e validação de dados obtidos de outras amostra 
noutros estudos. 
No segundo estudo [32], Lazebnik estuda as propriedades dieléctricas de 
amostras de tecido normal (adiposo, glandular e conjuntivo), benigno e maligno da 
mama obtidos de cirurgias para remoção do cancro da mama. 
Os resultados obtidos estão, na maioria, de acordo com alguns estudo publicados 
anteriormente [54, 55, 58]. 
Em [32] foi descoberto que as propriedades dieléctricas de tecidos removidos 
através de cirurgia ao cancro apresentam valores menores que os dos tecidos obtidos 
pelas cirurgias de redução mamária (mastectomia). Isto deve-se ao facto dos tumores, 




por norma, se desenvolverem em tecidos glandulares. Comos os tecidos obtidos nas 
cirurgias de remoção do cancro foram retirados de zonas afastadas do tumor, com 
grande concentração de tecido adiposo, apresentam valores das propriedades 
dieléctricas mais baixos. Quanto às diferenças entre tecido normal e maligno não foram 
registadas diferenças estatisticamente significativas [32]. 
Estes estudos [31, 32] proporcionam uma base de dados de propriedades 
dieléctricas para tecidos da mama e tumorais bastante detalhada, o que foi crucial para 
o desenvolvimento dos fantômas numéricos utilizados neste trabalho e desenvolvidos 
em [27]. 
Mais recentemente, Halter et al. [61] , apesar de algumas limitações do seu 
estudo, nomeadamente em relação ao pequeno número de pacientes, observou que 
poderão haver algumas limitações relacionadas com medições ex vivo no estudo de 
Lazebnik et al. [31, 32]. 
2.2  Radar de Banda Ultra Larga (UWB) 
Técnicas de imagem e da classificação recorrendo a ondas microondas têm sido 
estudadas há mais de uma década. Muitos estudos foram feitos à base de simulações 
e, nos últimos anos, alguns protótipos foram construídos, com resultados publicados 
[62-66]. Outros estudos explorando as capacidades do radar UWB para classificação de 
tumores com base no tamanho e/ou na forma foram publicados [33, 42-45, 67]. Uma 
explicação do funcionamento e aquisição de dados tanto da simulação num computador 
como num protótipo é de seguida apresentada. 
2.2.1 Simulação de Sistema de Radar UWB 
Tipicamente, as antenas estão colocadas à volta da mama e cada uma delas 
funciona como geradoras e receptoras. Um sistema só com uma antena, que envia e 
recebe o seu próprio sinal é chamado de monoestático e um sistema em que todas as 
antenas são receptoras do sinal gerado por uma delas é um sistema multiestático. 
Neste trabalho, foi utilizado um sistema multiestático para as simulações com modelos 
numéricos e um sistema monoestático na utilização do protótipo para os modelos 
físicos. Um esquema de um típico sistema multiestático de imagem de UWB é mostrado 
na Figura 2.2. 





Figura 2.2 Esquema genérico de um sistema multiestático de imagem por UWB adaptado de 
[27]. 
 
De notar que os sinais usados neste trabalho para classificação não necessitam 
de ser processados por um eliminador de artefactos nem por um Beamformer porque 
são trabalhados em bruto. 
2.2.1.1 Simulação dos tecidos e aquisição dos sinais 
As simulações são efectuadas com o uso do método de modulação FDTD 
(Diferenças Finitas no Domínio do Tempo, do inglês Finite-Difference Time-Domain) 
para gerar modelos da mama anatomicamente correctos e com propriedades 
dieléctricas adequadas. O FDTD é o método numérico mais utilizado para modelação de 
propagação de sinais electromagnéticos em tecidos biológicos [68]. De modo a analisar 
a assinatura do tumor (do inglês Radio Target Signature, RTS), os dados resultantes por 
retrodispersão foram generados por uma simulação de Campo-Total/Campo-Disperso 
(Total-Field/Scattered-Field, TF/SF), explicada nos próximos sub-capítulos. 
2.2.1.2 FDTD 
A técnica das Diferenças Finitas no Domínio do Tempo permite a análise de 
interacções de ondas electromagnéticas com o material do corpo de formas arbitrárias. 
O método das FDTD é caracterizado pelas equações de Maxwell. As FDTD foram 
aplicadas pela primeira vez às equações de Maxwell por Yee et al. [69]. Desde então, 
está técnica tem vindo a ser desenvolvida e refinada, sendo aplicada a muitos 
problemas de propagação, radiação e dispersão de ondas electromagnéticas. A técnica 




é explicada por Taflove e Hagness et al. [70]. Taflove e Hagness em [43] apresentam 
várias razões para que esta técnica continue a ser explorada e aprimorada, como por 
exemplo: não usar álgebra linear, apresentar um bom grau de exactidão e tratar o 
comportamento não-linear de forma natural. 
O método FDTD consiste em resolver as equações de Maxwell no domínio do 
tempo e num determinado espaço pré-definido, calculando as derivadas em ordem ao 
tempo e em ordem ao espaço, através de diferenças finitas. 





    Equação 2.1 





    Equação 2.2 
em que    e    são a permitividade eléctrica e a permeabilidade magnética, 
respectivamente.    e    estão relacionadas através de  
 
   
  
  
 Equação 2.3 
em que    representa a velocidade da luz no vácuo. 
Para o presente trabalho, baseado em [27], a dependência da frequência natural 
do tecido biológico é incorporada no modelo numérico FDTD através do modelo de 
Debye, definido por Luebbers et al. [71]: 
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 Equação 2.4 
em que       é a frequência angular e os parâmetros específicos para cada tipo de 
tecido são:    a permitividade relativa,    a permitividade no vácuo,    a susceptibilidade 
eléctrica, σ a condutividade e   o tempo de relaxação. 
 
Tanto os tecidos da mama como os do tumor são implementados numa 
simulação de FDTD utilizando os parâmetros de Debye como estabelecido em [31, 32]. 
Para os tecidos malignos:   = 6,749,     50,09,     0,794 sm
-1 e    10,50 ps e para 
os tecidos adiposos homogéneos:     3,140,     1,708,     0,036 sm
-1 e    14,65 
ps. A resolução da matriz cúbica utilizada para o FDTD é de 0,5 mm. 
 
2.2.1.3 TF/SF 
Assim como Davis et al. [42], os dados resultantes por retrodipersão de um alvo 
dieléctrico são calculados através de uma aproximação a um Campo-Total/Campo-
Disperso (do inglês Total-Field/Scattered-Field, TF/SF). 




As dimensões utilizadas para este trabalho foram as mesmas utilizadas por 
Conceição et al. [44]. A matriz espacial 3D do FDTD é particionada em duas regiões, 
campo total (do inglês Total Field, TF) e campo disperso (do inglês Scattered Field, SF). 
O tumor está completamente incorporado no campo total, um cubo localizado no centro 
do SF com 40 mm cada lado. O campo disperso (SF) é um prisma quadrado com base 
de 153,5 mm de lado e altura 137,5 mm. A origem de ambos os campos é no ponto 
(0,0,0) mm. A região do TF/SF é constituída por uma UPML (do inglês, Uniaxial 
Perfectly Matched Layer) com 6 mm com o objectivo de suprimir qualquer reflexão das 
fronteiras [42, 44, 71].  
 
Figura 2.3 Secção transversal da matriz espacial 3D do FDTD. O tumor respresentado, um tumor 
espiculado localizado no centro do TF, é iluminado por uma onda plana (as setas indicam a 
direcção da onda e a linha preta a sua origem) propagando-se na direcção de z+ e os sinais por 
retrodispersão são gravados na localização do primeiro observador: (0,0,-74) mm (representado 
pelo circulo preenchido). Os quatro pontos de observação estão representados por circulos. 
A frequência da simulação de FDTD é 1200 GHz. Uma onde plana é transmitida 
em direcção ao alvo (tumor) em quatro diferentes ângulos, equidistantes do alvo. Os 
quatro pontos diferentes de observação estão representados na Figura 2.3, o primeiro 
por um círculo preenchido e os outros por círculos vazios. Estão todos localizados no SF 
e as suas coordenadas são: (0,0,-74), (-74,0,0), (0,0,74) e (74,0,0) mm, nos eixos 
(     ), por ordem do primeiro ao quarto. Os resultantes sinais co-polarizados são 




gravados e analisados pelos mesmos quatro pontos de observação. De notar que só os 
sinais co-polarizados são gravados uma vez que foi descoberto por ser suficiente para 
uma alta performance sem extra custos computacionais [42, 44].  
O pulso incidente é um pulso Gaussiano modulado com centro de frequência em 
6 GHz e largura temporal de 160 ps [42]. Para o primeiro e o terceiro pontos de 
observação, o pulso é linearmente polarizado na direcção x e y e transmitido na 
direcção z enquanto que para o segundo e quarto pontos de observação, o pulso é 
polarizado na direcção y e z e transmitido na direcção x. Cada um dos quatro sinais por 
retrodispersão são gravados sem a presença do tumor e subtraídos, respectivamente, a 
cada um dos quatro sinais adquiridos para cada tumor. O sinal sofre depois um 
processo de redução da amostragem, denominado de downsample, e é reduzido de 
1200 para 75GHz.  
2.2.2 Prótotipos de UWB 
Depois dos testes com simulações, a etapa seguinte inclui os estudos feitos com 
fantômas físicos com a utilização de protótipos. Nos últimos anos alguns protótipos e 
tipos de fantômas físicos foram propostos para detecção e reconstrução de imagem [62-
66]. Embora esta tecnologia já tenha sido utilizada em pequenos ensaios clínicos, ainda 
não há nenhum sistema comercial disponível [64, 72]. No que diz respeito à 
classificação pela forma, este estudo é o primeiro a ser feito com um protótipo e 
fantômas físicos, com resultados publicados [73]. No próximo sub-capítulo é 
apresentada a metodologia utilizada, englobando os materiais e a aquisição de dados, 
sendo que o fabrico dos fantômas é explicado no capítulo 4.1.1. 
2.2.2.1 Metodologia 
 
O sistema é formado por um tanque de acrílico de dimensões 56   56   40 cm, 
cheio com óleo de canola de modo a haver uma correspondência da impedância entre a 
antena e o fantôma da mama. As características dieléctricas do óleo de canola são 
descritas num estudo de Fear et al. [74]. 
Os sinais são gravados usando um modelo monoestático, em que a mesma 
antena serve como transmissora e receptora. A resposta do fantôma é gravada com o 
uso de um Analisador de Rede Vectorial (ARV) que funciona como gerador de ondas e 
gravador de sinais. Uma antena Vivaldi, como permitividade de 2,65 e tangente de 
perdas igual a 0,0022, é conectada ao ARV por um cabo de 50 Ω e é fixada na parede 
interior do tanque numa estrutura de acrílico à prova de água. Esta metodologia já 




provou ser mais robusta comparada com modelos multiestáticos , onde são utilizados 
vários pares de antenas [75]. Em contra partida grava muito menos sinais do que os 
modelos multiestáticos. A antena emite um sinal com uma largura de banda de 5 GHz 
com um centro de frequência de 3,5 GHz. As suas dimensões são de 12   10,5 cm. O 
protótipo, com o fantôma do tumor colocado no centro é mostrado na Figura 2.4. 
 
Figura 2.4 Protótipo do sistema de UWB com o fantôma do túmor, verde, colocado ao centro.  
 
Os fantômas são posicionados no centro do tanque numa plataforma giratória 
(através de um motor). Num sistema clínico, seria a antena a rodar em torno da mama 
mas este protótipo não foi projectado nesse sentido, sendo o fantôma girado 144 vezes 
em rotações de 2,5º cada. Após cada rotação uma onda de fequência crescente de 1 a 
6 GHz é emitida em direcção ao fantôma. Sendo o tanque de acrílico, irá reflectir o sinal 
sendo essas reflexões detectadas pela antena receptora. Para eliminar essas reflexões, 
é feita uma extracção de dados sem a presença do fantôma e o resultado é subtraído 
aquele obtido com a presença do fantôma. Assim, qualquer resposta que não seja do 
fantôma é ignorada. Todo o processo é descrito detalhadamente em [65]. 
Uma vez que os dados extraídos pelo ARV estão em função da frequência, é 
necessário aplicar a Transformada Inversa de Fourrier para obter os dados no domínio 
do tempo. A assinatura do tumor (RTS) é então extraída a partir dos sinais no domínio 
do tempo. Tem-se então os dados prontos para a aplicação dos métodos para extracção 
de características relevantes e dos classificadores. 




2.3  Pós-processamento do sinal 
Para o presente trabalho foram utilizados ao todo três métodos para extracção 
de características relevantes – Análise de Componentes Principais (PCA), Análise de 
Componentes Independentes (ICA) e Transformada Discreta de Wavelet (DWT) – e três 
classificadores – Análise Discriminante Linear (LDA), Análise Discriminante Quadrática 
(QDA) e Support Vector Machines (SVM).  
 
2.3.1 Métodos para Extracção de Características Relevantes 
Muitas vezes, num processo de classificação, o excessivo número de variáveis e 
a dimensão de dados podem ser um problema. Para uma classificação mais fidedigna e 
também para diminuir o custo computacional é essencial aplicar um método para 
extracção de características relevantes. Estes métodos têm a capacidade de extrair as 
características mais significativas de cada sinal, reduzindo a sua dimensão. Os três 
métodos utilizados são o PCA, ICA e DWT, cujo funcionamento é explicado nos 
próximos sub-capítulos. 
2.3.1.1 Análise de Componentes Principais 
O PCA, desenvolvido por Pearson, em 1901 e por Hotelling [76] em 1933, é 
provavelmente a técnica de redução da dimensão de um conjunto de dados mas 
utilizada globalmente. O objectivo do método é reduzir a dimensão de dados com 
variáveis multiplas, preservando o máximo de informação possível, eliminando 
informação desnecessária como ruído [77] e por vezes, até mesmo, revelando 
estruturas simplificadas escondidas [78]. O método é detalhadamente descrito por 
Jolliffe et al. [79] e uma breve explicação é feita de seguida. 
O PCA utiliza álgebra linear para transformar os dados para um novo sistema de 
coordenadas. As novas variáveis, os componentes principais, são funções lineares das 
variáveis originais e não são correlacionadas [77]. As novas variáveis que são utilizadas 
são menos que as originais e assim reduz-se a dimensão dos dados, preservando a 
informação essencial [79]. O conjunto de dados tem uma variância total, que é a soma 
das variâncias individuais. Os componentes principais são ordenados por ordem 
decrescente de variância. Assim, a primeira variável será aquela que contém mais 
informação e as últimas poderão ser descartadas por não acrescentarem informação 
significativa ao nosso conjunto de dados [80]. Cabe ao utilizador depois definir o número 
de componentes a utilizar. 




A selecção de bases apropriadas é um importante passo para a classificação 
porque define as características candidatas a componentes principais. Quanto menos 
componentes principais obtivermos, mais pequeno será o nosso conjunto de dados e 
por isso mais baixo será o custo computacional. Para obter os componentes principais 
de uma matriz   representada por (   ), em que   é o número de medições e   o 
número de amostras, subtrai-se a média das amostras e os dados centrados são 
representados pela sua expansão de Karhunen-Loéve: 
 
   { }  ∑    
  
 
 Equação 2.5 
 
em que    é a base formada pelos vectores próprios da matrix de co-variância   ,    
representa os coeficientes das bases de expansão e    é a dimensão do problema [42]. 
2.3.1.2 Análise de Componentes Independentes 
O ICA pode ser visto como uma extensão do PCA na medida em que o PCA só 
descorrelaciona os sinais (estatística de 2ª ordem) enquanto o ICA reduz a sua 
dependência em ordens mais elevadas, com o objectivo de atingir independência, 
obtendo componentes linear e não linearmente descorrelacionados [81, 82]. Uma 
explicação mais detalhada sobre estes termos pode ser encontrada em [81] Enquanto o 
PCA trabalha com dados gaussianos, o objetivo do ICA é encontrar uma representação 
de dados não-gaussiana para que os componentes sejam estatisticamente o mais 
independentes possível. Este método apresenta como principais limitações o facto de 
não ser possível determinar nem as variâncias dos componentes independentes, nem a 
ordem dos mesmos [81]. 
  Para explicar o ICA tomemos então   dados observáveis         que resultam 
de uma combinação linear de N variáveis aleatórias         estatisticamente 
independentes entre si: 
                                     Equação 2.6 
 
Em notação matricial tem-se: 
      Equação 2.7 
 
A matriz  , composta pelos coeficientes    , é a matriz de mistura do problema, 
que relaciona   com  . Neste modelo, apenas as variáveis aleatórias    são conhecidas, 
e a partir delas serão estimados os coeficientes de mistura     e as componentes 
independentes    [81, 83]. 




O ICA assume que os componentes    são estatisticamente independentes e 
garante que os componentes independentes têm que ter uma distribuição não-
gaussiana. A matriz   é então estimada de modo a minimizar a informação em comum 
dos componentes independentes com distribuição não-gaussiana. Os componentes 
independentes são obtidos através da matriz , inversa de A: 
      Equação 2.8 
 
Existem vários algoritmos desenvolvidos para calcular eficientemente a matriz  . 
O FastICA, baseia-se num esquema de iteração de pontos fixos para que a distribuição 
seja o mais não-gaussiana possível [81] – este algorítmo é utilizado neste trabalho. Uma 
descripção detalhada do seu funcionamento pode ser encontrada em [81]. 
2.3.1.3 Transformada Discreta de Wavelet 
A Transformada Discreta de Wavelet, baseada em wavelets adaptativas, é outro 
método de extracção de características cujo objectivo é a redução e optimização da 
informação discriminada presente. A transformada DWT é uma decomposição do sinal 
através da translação e dilatação da wavelet mãe. O método produz coeficientes de 
wavelets, que são usados para a classificação [84]. 
As wavelets têm sido utilizadas como métodos para extracção de características 
nas últimas décadas e têm provado ser bastante eficientes. Uma wavelet é uma 
pequena porção de uma onda. Mais especificamente, são funções base localizadas que 
são versões transladadas e dilatadas de uma wavelet mãe. A principal caracterísica das 
wavelets é a de serem capazes de providenciar informação localizada de frequência de 
uma função ou sinal. É esta informação que dá um contributo importante para o 
processo de classificação [84]. 
Quando o DWT é aplicado ao conjunto das assinaturas dos tumores (RTS), os 
coeficientes das wavelets são obtidos pela decomposição de um filtro passa-baixo e a 
decomposição de um filtro passa-alto. Consequentemente, a banda passa-baixo pode 
ser dividida outra vez por um filtro passa-baixo e um filtro passa-alto. Este processo 
pode-se repetir o número de vezes desejado pelo utilizador, tendo em conta que por 
cada iteracção o número de amostras é reduzido a metade. Os coeficientes finais, 
dados por uma sub-banda de frequência específica, são fornecidos aos classificadores. 
Existe uma grande variedade de wavelets, o que torna complexa a escolha da 
wavelet a utilizar em cada problema a resolver. As wavelets estão organizadas por 
famílias, contendo cada família um número variável de wavelets. Conceição [27] 
estudou algumas dessas famílias e observou que, para os dados a analisar, a wavelet 




com melhor performance foi a Coiflet 5. De realçar que este método só foi utilizado para 
os sinais referentes aos modelos de tumor numéricos, com a mesma base de dados que 
em [27], e não para os modelos reais. A Coiflet 5 foi escolhida depois de serem testadas 
126 wavelets com o classificador Análise de Discriminantes Linear, descrito em 2.3.2.1. 
 A frequência de banda utilizada corresponde à dos coeficientes da wavelet 
obtidos de uma banda passa-baixo obtida depois da descomposição de um filtro passa-
baixo depois de dois níveis de decomposição. Esta banda permitiu melhores 
performances do que outras sub-bandas avaliadas até três e quatro níveis de 
decomposição [27]. 
2.3.2 Classificadores 
Depois do processamento de redução de dimensão feito pelos métodos de 
extracção de características, os dados estão pronto para ser analisados pelo 
classificador. Foram utilizados três classificadores: LDA, QDA e SVM.  
2.3.2.1 Análise Discriminante Linear 
A análise discriminante linear é uma técnica multivariada muito utilizada para 
classificação. Cada amostra do conjunto de treino ou do conjunto de teste pode ser 
chamada de objecto. Cada objecto do conjunto de treino está associado a um grupo e 
cada objecto do conjunto de teste irá ser classificado como pertencendo a um dos 
grupos predefinidos pelo conjunto de treino. Os grupos podem também ser 
denominados de classes. Para a aplicação da análise discriminante é necessário que os 
grupos para os quais cada objecto possa ser classificado sejam predefinidos, 
conhecidos a priori. É então elaborada uma função matemática, chamada de função 
discriminante, utilizada para classificar uma nova amostra como pertencendo a um dos 
grupos existentes [85]. O LDA tem a vantagem de ser facilmente visualizável em termos 
geométricos (até 3 dimensões) e de permitir discriminar mais do que dois grupos, ou 
classes, diferentes sem grande complexidade. Este método permite uma discriminação 
de grupos com uma distribuição normal multivariada e com matriz de covariâncias muito 
semelhantes [86-88]. Numa análise discriminante, tem-se variáveis dependentes, que 
representam a classe dos objectos, e variáveis independentes, que são as 
características dos objectos que definem cada classe [86]. 
A separação entre grupos é uma linha no caso dos objectos serem definidos por 
duas características, um plano se forem definidos por três características e um 
hiperplano se os objectos forem definidos por mais do que três características. A 
classificação de um objecto é feita consoante o valor resultante da função discriminante 




aplicada ao objecto em estudo. A função discriminante é uma combinação linear de 
duas ou mais variáveis independentes [86]. O valor obtido para cada objecto,  , resulta 
da multiplicação de cada variável independente,    , pelos seus pesos,   . Conforme 
apresentado por Hair et al. [86], a função discriminante apresenta a seguinte forma: 
 
                           Equação 2.9 
 
em que   é o intercepto (constante) e   o número total de variáveis independentes.  
 
Caso hajam mais do que dois grupos a serem discriminados, a função de 
classificação é derivada uma ou mais vezes, consoante o número de grupos a serem 
discriminados. O critério para a definição dos pesos ou coeficientes da combinação 
linear é a maximização da variância entre os diferentes grupos em relação à variância 
dentro dos grupos [86]. 
Cada grupo tem um centróide associado. O centróide é a média dos valores   de 
todos os objectos de um grupo. Os centróides são indispensáveis para a análise dos 
pesos e influenciam bastante o processo de classificação [86, 89]. 
2.3.2.2 Análise Discriminante Quadrática 
A Análise Discriminante Quadrática requer as mesmas condições que as 
apresentadas no subcapítulo anterior para análise descriminante [85]. Também para o 
QDA, as variáveis dependentes representam as classes e as variáveis independentes 
representam as características dos objectos que definem cada classe. Esta técnica 
permite a discriminação de classes que tenham matrizes de co-variância 
significativamente diferentes, enquanto os objectos da classe apresentam uma 
distribuição normal multivariada com a mesma média [85, 88, 90]. Este classificador 
oferece maior flexibilidade do que o LDA, correndo o risco de se adaptar demasiado 
causando “overfitting” [90]. 
Para o QDA a regra de classificação consiste em atribuir ao objecto uma classe 
e através de uma condição, verificar se este pertence a essa classe. Caso não pertença 
irá ser feito o mesmo procedimento para as classes seguintes. Num cenário de duas 
classes, um objecto   é classificado como pertencendo ao Grupo 1 se se verificar: 
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em que as médias das classes são dadas por    e   , e as matrizes de co-variância por 
   e   , para os Grupos 1 e 2, respectivamente.    e    são as probabilidades a priori 
do objecto pertencer ao Grupo 1 ou ao Grupo 2, respectivamente [86]. 
2.3.2.3 Support Vector Machines 
 
O SVM é uma útil técnica de classificação que utiliza processos de machine 
learning, ou seja, aprende através dos dados introduzidos [91, 92].  
Para um conjunto de dados linearmente inseparáveis, o SVM define essa 
separação através de um hiperplano com uma margem associada. Para obter um 
hiperplano ideal, a margem tem que ser maximizada. A margem é definida pelos 
vectores de cada classe mais próximos da margem, os chamados support vectors [92-
94], como mostrado na Figura 2.5.  
 
Figura 2.5 Demonstração geométrica a duas dimensões do conceito de hiperplano ideal, margem 
e support vectors.  
 
A função genérica do hiperplano para um conjunto de dados representado por   
é dada por: 
        Equação 2.11 
 
em que   é normal ao hiperplano e   é o termo independente [92]. 
 
No caso em que os dados são linearmente inseparáveis, para que possa ser 
calculado um hiperplano, os dados são transformados para um espaço de maiores 
dimensões (pode ser de dimensão infinita) para que os dados possam ser separáveis, 
tipicamente em dois grupos [91-95]. O SVM faz a transformação dimensional do espaço 
com o uso de uma função Kernel (K) [92, 95]. Um exemplo geométrico dessa 
transformação é apresentado na Figura 2.6. 





Figura 2.6 Transformação dimensional do espaço feita pela função Kernel. 
 
 
Neste trabalho utilizou-se uma função de base radial (do inglês, Radial Basis 
Function, RBF) como Kernel. A equação da RBF é dada por: 
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)      Equação 2.12 
 
em que   é o factor de escala da Kernel RFB [91]. Para o uso da Kernel é necessário 
que os dados possam ser representados pelo produto interno       [92]. 
 
Com referido anteriormente, a margem é definida pelos vectores de cada grupo 
mais próximos do hiperplano. Porém, certos pontos, como outliers e ruído podem 
influenciar erradamente o cálculo da margem. Outliers são objectos com características 
bastante diferentes às características típicas dos outros objectos do seu grupo. Para 
reduzir o efeito dos outliers e do ruído é introduzido o conceito de variáveis de folga (em 
inglês, soft margins) [92]. Assim, o classificador será mais generalizado, sendo capaz de 
classificar conjuntos de teste independentes [94]. Considere-se um conjunto de objectos 
de treino, composto por pares (     ), em que         representa cada amostra,    
representa os vectores de entrada (as características) de cada amostra e    representa 
a respectiva classe. A optimização da margem é dada por: 
 
   




(   )   ∑  
 
   
] Equação 2.13 
com as condições seguintes:   (      )       e     , em que    é uma variável 
que representa o erro e que permite a flexibilização do hiperplano de separação [91, 94]. 
 




Para os casos sem variáveis de folga, a margem é sempre igual a 1, enquanto 
que com as variáveis de folga, a margem pode ser menor que 1, dada pela diferença 
    . A constante   tem como objectivo equilibrar a minimização de     (que 
maximiza a margem) com a garantia de que maior parte das amostras tenham uma 
margem de pelo menos 1 [94]. 
Os passos básicos da aplicação do SVM a um conjunto de dados são agora 
brevemente descritos. Primeiro é atribuído um número a cada classe. Por exemplo, se 
existem duas classes define-se uma delas com o valor -1 e a outra com o valor 1 [91]. 
No segundo passo, a função Kernel é aplicada, neste caso, a RBF. De seguida, testa-se 
o conjunto de treino, com o método de validação cruzada (explicado em 4.2.3), para as 
combinações de (   ) com o objectivo de encontrar a combinação que garanta os 
melhores resultados. Finalmente, o classificador é testado com um conjunto de teste 
independente com os valores de   e   obtidos previamente [91]. 




3 Classificação de tumores da mama via 
simulação 
Foram utilizados dois tipos de bases de dados no presente trabalho. Uma base de 
dados em que os tumores são simulações com modelos numéricos tais como as 
Gaussian Random Spheres, e uma outra construída a partir de modelos físicos (com 
material TX151). Neste capítulo 3 serão apresentados os resultados obtidos com os 
modelos numéricos. 
3.1  Fantômas numéricos 
Esta base de dados, construída a partir de tumores simulados por GRSs serviu 
de molde para a classificação feita com modelos físicos. Fez-se um tratamento dos 
dados e a sua classificação comparando com os resultados obtidos em [27] de modo a 
garantir que os classificadores posteriormente utilizados em bases de dados novas 
funcionariam correctamente. 
Uma base de dados com mais tamanhos e formas de tumores é vantajosa no 
sentido em que se aproxima mais a um caso real. A principal vantagem das GRSs é a 
facilidade com que se podem alterar as características dos modelos, como por exemplo 
a nível do tamanho, da forma e da textura da sua superfície. Na maioria dos casos, os 
tumores benignos têm uma textura lisa e suave, com contornos ovais ou 
macrolobulados, enquanto os tumores malignos apresentam uma forma mais irregular, 
espiculada ou microlobulada e uma textura áspera. O tamanho também desempenha 
um papel importante sendo o tamanho médio dos tumores malignos cerca de três vezes 
maior que os benignos, contudo neste estudo, considera-se que são a forma e a textura 
que desempenham o principal papel na classificação de tumores [12, 13, 35, 37].  
3.1.1 Conceitos básicos das GRS 
Muinonen et al. [96] desenvolveu um modelo matemático com o objectivo de 
simular asteróides e cometas. Em 2008, Davis et al. [42] adaptou esse modelo para 
simulação de modelos de tumores da mama 
O tamanho e forma das GRS são especificados pela média do raio e a função de 
covariância do raio logarítmico. 




A forma de uma GRS    (   ) é definida em coordenadas esféricas pelo raio 
logarítmico   (   ): 
  (   )       [ (   )  
 
 
  ] Equação 3.1 
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 Equação 3.2 
 
Nas equações anteriores   é o raio médio,   o desvio padrão do raio logarítmico, 
    as harmónicas esféricas ortonormais, e     os coeficientes dos pesos das 
harmónicas esféricas em que   e   são o grau e a ordem de expansão, 
respectivamente. 
A função de covariância do raio e do raio logarítmico      e   , respectivamente, 
e as correspondentes variâncias      e    estão relacionadas através  de: 
       (  )    Equação 3.3 
 
      (  )    Equação 3.4 
A função de covariância do raio logarítmico é dada por: 
   ( )   
   ( ), Equação 3.5 
onde  é a distância angular entre duas direcções (     ) e (     ) e    a função de 
correlação do raio logarítmico. Na prática, as séries harmónicas têm que ser ajustadas a 
um certo ângulo suficientemente alto para manter uma boa precisão na geração das 
amostras esféricas. 
A distância de correlação 𝓁 e o ângulo de correlação   são definidas por: 
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𝓁) Equação 3.7 
em que    
( ) e   
( ) são a segunda derivada em ordem a  . 
 
Como foi referido anteriormente, a forma e tamanho dos modelos podem ser 
especificados com a alteração do raio médio   e da função de covariância do raio 
logarítmico   . Manipulando estes parâmetros é possível simular tumores benignos e 
tumores malignos [97]. As bases do método para as GRS implementado neste trabalho 




foram retiradas do “G-sphere” software desenvolvido por Muinonen et al. [98], traduzido 
em linguagem de programação Matlab. 
Davis et al. [42] gerou modelos com três diferentes formas, lisos, microlobulados 
e espiculados. Conceição et al. [27] acrescentou modelos macrolobulados obtendo 
assim dois tipos de modelos benignos (lisos e macrolobulados), e dois tipos de malignos 
(microlobulados e espiculados). Neste trabalho a base de dados utilizada foi a mesma 
gerada em [27]. 
Os modelos lisos, macrolobulados e microlobulados são gerados variando o 
ângulo de correlação ( ) em intervalos de 5º. Quando o ângulo varia entre 5º e 20º são 
gerados modelos microlobulados, para os macrolobulados a variação é entre 25º e 45º e 
para os lisos entre 50º e 90º. Os modelos lisos têm uma superfície esférica ou elipsoidal 
com pequenas distorções. Os macrolobulados são como os lisos mas com largas 
protuberâncias ou têm formas elipsoidais com uma dimensão muito maior que a outra. 
Os modelos microlobulados têm pequenas protuberâncias lobulares de diferentes 
tamanhos na sua superfície. Os modelos espiculados são obtidos introduzindo o número 
desejado de espículos cónicos com 2 cm de altura a modelos lisos, como apresentado 
em [42]. O raio médio dos cones é o mesmo que o raio médio do corpo liso ao qual vão 
ser adicionados os espículos, logo, como o tamanho dos cones mantém-se constante, 
os espículos serão comparativamente mais prominentes em GRSs com um raio mais 
pequeno. O centro das GRSs é o mesmo que o centro da base dos espículos, mas os 
ângulos de projecção dos espículos são aleatórios.  
3.1.2 Base de dados numérica 
A base de dados estudada e trabalhada neste capítulo do trabalho é composta 
por 480 tumores homogéneos, de quatro tamanhos e quatro formas diferentes. Os 
tamanhos médios do raio de todos os tipos de tumores são 2.5, 5, 7.5 ou 10 mm. Para 
cada um dos tamanhos há tumores lisos, macrolobulados, microlobulados e 
espiculados. O número de espículos nos modelos espiculados pode ser 3, 5 ou 10. 
São representados na Figura 3.1 exemplos de modelos de tumores benignos 
com raio médio de 5 mm. 








Figura 3.1 Amostras de GRS representando tumores benignos com raio médio de 5 mm. De cima 
para baixo: (a) liso e (b) macrobulado. 
 
Na Figura 3.2 são mostrados alguns exemplos de modelos de tumores malignos com 
média de raio 5 mm. Mais especificamente um modelo macrolobulado, e três modelos 
espiculados, com 3, 5 e 10 espículos. 
















Figura 3.2 Amostras de GRS representando tumores malignos com raio médio de 5 mm. De cima 
para baixo: (a) microlobulado, (b) espiculado com 3 espículos, (c) espiculado com 5 espículos e 
(d) espiculado com 10 espículos 
3.2  Arquitecturas 
Os métodos de extracção de características relevantes e os diferentes tipos de 
classificadores desempenham um papel fundamental na classificação mas não são os 
únicos factores a ter em conta. A arquitectura que o classificador irá seguir tem um papel 
importante na avaliação da classificação a testar, diferentes arquitecturas podem dar 
origem a resultados muito diferentes. Cada arquitectura diferente é definida pelas 
características que classifica, pela ordem pela qual são classificadas e em quantas 
classes divide um determinado grupo por etapa. Neste estudo, o SVM é tipicamente 
utilizado em classificadores binários enquanto o LDA e o QDA são utilizados tanto na 
divisão binária como numa divisão em quatro classes numa só separação [27]. 
Conceição et al. [27] provou que usando uma base de dados com tumores de 
quatro tamanhos e quatro formas diferentes, a classificação por tamanho demonstra 
melhores resultados que a classificação pela forma. Como o principal objectivo é 
classificar o tumor segundo a forma, por forma a saber se é benigno ou maligno, o ideal 
parece ser uma arquitectura que avalie primeiro tamanho e posteriormente a forma. 
Neste trabalho foram utilizadas seis arquitecturas, três delas só analisam uma 
característica (forma) e as restantes três classificam primeiro o tamanho e só depois a 
forma. Apesar de uma classificação entre benigno e maligno sejao resultado espectável 
de um exame médico, uma classificação mais profunda que distinga os tumores lisos 
dos macrolobulados (no caso dos benignos) e os microlobulados dos espiculados (no 




caso dos malignos) fornece uma informação clínica importante sobre o estado de 
desenvolvimento do tumor [43] e o tratamento escolhido será potencialmente o mais 
apropriado. 
Cada arquitectura será agora descrita. A primeira arquitectura, Grosseira-Forma 
(GF), separa o conjunto das Radar Target Signatures (RTS) (assinatura no sinal de 
radar de um objecto) dos tumores numa só fase em dois grupos: benignos e malignos. A 
Detalhada-Forma (DF) faz a primeira divisão como a GF mas volta a separar cada um 
dos grupos em duas classes, os benignos em lisos e macrolobulados e os malignos em 
microlobulados e espiculados. Ambas as arquitecturas podem ser testadas com os 
classificadores LDA, QDA e SVM. Na Figura 3.3 são mostradas estas duas 
arquitecturas. 
 
Figura 3.3 Arquitecturas baseadas só na forma dos modelos. À esquerda GF e à direita DF. 
 
A separação Directa-Detalhada-Forma (DDF) separa assim como a DF o 
conjunto das RTS em lisos, macrobulados, microbulados e espiculados mas numa só 
passagem. A Directa-Detalhada-Tamanho-Directa-Detalhada-Forma (DDTDDF) faz uma 
primeira separação por tamanhos, dividindo os tumores pelo tamanho do seu raio em 
2.5, 5, 7 e 10 mm directamente num só passo e em seguida uma separação detalhada 
da forma (como a DDF) a cada um destes grupos. Só o LDA e QDA foram utilizados 
nestas arquitecturas visto estas permitirem separações em quatro classes 
simultaneamente (e neste estudo o SVM não ser utilizado neste tipo de situação). As 
arquitecturas são mostradas na Figura 3.4. 





Figura 3.4 Arquitecturas que classificam detalhadamente a forma de cada tumor. À esquerda 
DDF e à direita DDTDDF. 
Outra arquitectura utilizada foi a Grosseira-Tamanho-Grosseira-Forma (GTGF) 
que divide os tumores numa primeira separação em tamanhos mais pequenos (raio de 
2.5 e 5 mm) num conjunto e tamanhos maiores (7.5 e 10mm) noutro. Em seguida separa 
cada um dos grupos resultantes em benignos e malignos. A Detalhada-Tamanho-
Grosseira-Forma (DTGF) é uma arquitectura feita em três passos. O primeiro passo é 
idêntico ao da GTGF: no segundo passo o grupo com os tumores de 2.5 e 5 mm é 
dividido numa classe de tumores de raio 2.5 mm e noutra classe de tumores de raio 5 
mm, o grupo com tumores de raio 7.5 e 10 mm é subdividido em cada um dos dois 
tamanhos: no terceiro passo os tumores são classificados quanto à sua forma grosseira: 
benigno ou malignos. Como todas as divisões são binárias, os três classificadores 
(LDA,QDA e SVM) foram testados nestas arquitecturas, que são mostradas na Figura 
3.5. 
 
Figura 3.5 Arquitecturas que classificam os tumores em benignos e malignos com uma 
separação por tamanhos inicial. À Esquerda DTGF e à direita GTGF. 




3.3  Resultados 
3.3.1 Características do PCA, ICA e DWT 
Os métodos para extracção de características relevantes servem para diminuir a 
dimensão dos dados a processar mas mantendo a informação mais importante e mais 
relevante. Assim, os processos algorítmicos de tratamento de dados são mais rápidos 
mas a performance do classificador não é significativamente afectada. Os três métodos 
utilizados nesta parte do trabalho foram o PCA, o ICA  e o DWT. Neste sub-capitulo será 
mostrado como é feita a diminuição da dimensão dos sinais através de cada um deles. 
Comecemos por analisar o caso do PCA para descobrir qual o número de componentes 
ideal a utilizar. Para isso foram utilizadas as arquitecturas Grosseira-Forma (GF),que 
separa os tumores em benignos ou malignos, e Grosseira-Tamanho,que separa os 
tumores mais pequenos dos maiores, (primeira divisão da DTGF e GTGF, 
respectivamente). Analisado o comportamento da curva que relaciona a performance do 
classificador e o número de componentes principais utilizados é possível perceber o 
número onde a partir do qual não compensa utilizar mais componentes 
(comparativamente ao tempo de processamento acrescido). Na Figura 3.6 está 
demonstrada essa relação para o LDA (linha azul) e para o QDA (linha preta). À 




Figura 3.6 Relação entre número de componentes principais usados e a performance dos 
classificadores LDA (linha azul) e QDA (linha preta) para o GF (à esquerda) e o GT (à direita). 
Com base nestes gráficos concluiu-se que o número ideal de componentes principais a 
utilizar seria um número à volta dos 30 componentes principais. Por isso, neste trabalho foram 




utilizados os primeiros 30 componentes principais para a extracção de características 
relevantes com o PCA. 
Quanto ao ICA, o algoritmo FastICA [99] produz 16 componentes independentes para 
representação de cada sinal. 
Para o DWT, a wavelet utilizada foi a Coiflet 5 e as melhores características são 
realçadas com uma decomposição feita em duas iterações. Ou seja, os coeficientes são 
obtidos depois dos sinais sofrerem uma decomposição por um filtro passa-baixo e, com o 
resultado dessa decomposição, repetir-se o mesmo processo. Como cada iteração reduz os 
sinais a metade, dos 100 iniciais ficamos com 25 para a classificação. Um esquema da 
decomposição feita pela DWT é apresentado na Figura 3.7.  
 
Figura 3.7 Esquema das decomposições do DWT com duas iterações adaptado de [27]. 
 
3.3.2 Comparação entre os classificadores LDA e QDA 
Neste sub-capítulo serão comparadas as classificações combinando os métodos 
de extracção de características relevantes PCA, ICA e DWT com os classificadores LDA 
e QDA para as seis diferentes arquitecturas descritas no sub-capítulo 3.2. Os resultados 
são apresentados na Tabela 3.1 em três colunas diferentes. A primeira coluna 
representa a performance parcial do classificador de tamanho, a segunda a performance 
parcial do classificador de forma e a terceira a performance global do classificador 
tamanho-forma, quando é o caso. As performances parciais indicam a capacidade que o 
classificador tem de dividir correctamente os tumores com base só numa característica 
enquanto que a performance global engloba a classificação feita por tamanho e 
posteriormente pela forma. O cálculo da performance global é feito multiplicando as 
performances parciais do classificador com base só no tamanho e só na forma. Para 




cada arquitectura, o valor da combinação que obteve melhor resultado está realçado a 
azul. 
Numa primeira análise à Tabela 3.1 verificamos que na maior parte dos casos os 
melhores valores resultam da combinação do DWT com o QDA. Observa-se, também, 
que os resultados de performance mais elevados obtêm-se quando o classificador 
classifica os tumores quanto ao tamanho e posteriormente quanto à forma. 
Mais detalhadamente analisemos os métodos para extracção de características 
relevantes. Verifica-se que o DWT foi o método para extracção de características 
relevantes mais eficaz em todas as combinações destacadas a azul na Tabela 3.1. O 
DWT mostrou assim ser o método mais eficaz com uma média para o LDA e QDA de 
75,57% de performance, ainda que sempre com valores muito próximos do PCA com 
uma média de 73,51%. O ICA não obteve mais que 62,79% de performance média para 
o LDA e QDA e provou ser o pior método para extracção de características relevantes. 
No que diz respeito às classificações pelo tamanho ou pela forma individualmente várias 
observações podem ser feitas através da Tabela 3.1. Em concordância com a Figura 
3.6, verifica-se que a performance grosseira de tamanho (analisada através da 
arquitectura Grosseira-Tamanho-Grosseira-Forma) é 9,01% superior à da grosseira de 
forma (92,92% contra 83,91%). Observa-se também que para o caso do tamanho o 
classificador mais eficiente é o LDA, e para a forma o classificador mais eficiente é o 
QDA, tanto nas arquitecturas grosseiras como nas detalhadas. Com as arquitecturas 
tamanho-forma, as performances globais foram muito semelhantes, com o QDA a obter 
média de performance 2,06% superior à do LDA (64,71% contra 62,65%). 
Também sobre as arquitecturas dos classificadores se podem observar 
resultados interessantes. Uma separação por tamanhos antes da classificação de forma 
permite obter melhores resultados, o que se pode verificar quando comparados o valor 
da arquitectura grosseira-forma (83,91%) com a performance parcial de forma nas 
arquitecturas grosseira-tamanho-grosseira-forma (85,00%) e detalhada-tamanho-
grosseira-forma (88,54%). O mesmo se comprova quando comparados o valor da 
arquitectura directa-detalhada-forma (62,76%) com o valor da mesma mas quando 
sujeita a uma divisão prévia directa-detalhada-tamanho (81,61%). A melhor separação 
por tamanhos é a grosseira-tamanho, obtendo sempre valores superiores a 90%, 
enquanto que as outras duas separações (directa-detalhada-tamanho e detalhada-
tamanho) nunca apresentam valores superiores a 83,65%. 
Em termos de performances globais, a arquitectura com uma melhor eficiência é 
a grosseira-forma, que só classifica baseada numa característica – a forma do tumor - e 
só numa etapa. Este resultado é esperado por ser um classificador com pouca 
especificidade (separação só entre tumores benignos e malignos) e por só ter uma 




etapa. Nos classificadores com duas etapas quando classificam mal um tumor numa das 
características analisadas, mesmo que a classificação baseada na outra característica 
seja bem feita, a classificação final será afectada. 
Tabela 3.1 Performance das classificações parciais de tamanho e forma e classificacão geral de 
tamanho-forma combinando os métodos de extracção de características relevantes PCA, ICA e 


















LDA QDA LDA QDA LDA QDA 
Grosseira-
Forma 
PCA   79.84 82.14   
ICA   69,80 67,86   
DWT   80.26 83.91   
Detalhada-
Forma 
PCA   52.45 53.80   
ICA   40,42 39,38   




PCA   54.06 56.51   
ICA   42,24 38,59   







PCA  79.01 78.91 63.49 74.58  50.16 58.85 
ICA 73,28 73,28 48,65 61,04 35,65 44,73 





PCA 92.76 91.93 84.17 83.65 78.07 76.89 
ICA 90,99 90,68 72,19 74,01 65,68 67,11 





PCA 83.13    76.61    87.66    86.51    72.86    66.28  
ICA 75,83 72,55 77,14 73,80 58,49 53,54 
DWT 83.65 79.01 88.18 88.54 73.76 69.96 
 




3.3.3 Avaliação global dos classificadores, dos métodos para 
extracção de características relevantes e das 
arquitecturas 
Neste sub-capítulo irá ser feita uma avaliação global das performances dos 
classificadores, métodos de extracção de características e arquitecturas, analisando as 
médias para todas as combinações estudadas. 
Primeiramente será analisado qual o melhor método para extracção de 
características para cada classificador. Para isso foi construída a Tabela 3.2 com as 
performances médias para todas as arquitecturas estudadas. Os valores mais elevados 
para cada classificador estão evidenciados a azul. 
Tabela 3.2 Média dos resultados para cada combinação entre métodos de extracção de 





Performance com os classificadores (%) 
LDA QDA 
PCA 73,14 73,89 
ICA 62,53 63,05 
DWT 73,72 77,42 
 
Apesar de se obterem resultados semelhantes, o melhor método para extracção 
de características a utilizar com o LDA é o DWT, obtendo uma performance superior em 
0,58% que o PCA. Também para o QDA, o DWT demonstra ser o melhor método para 
extracção de características com uma performance 3,53% superior que o PCA. PCA e 
DWT mostram ter resultados muito semelhantes enquanto o ICA parece ser a pior 
opção, com valores substancialmente inferiores. 
 
Quanto às arquitecturas, são apresentados na Tabela 3.3 os valores médios das 










Tabela 3.3 Performances médias global resultantes de todas as combinações para cada 
arquitectura. 










Da Tabela 3.3 verifica-se que a arquitectura global com melhor performance é a 
Grosseira-Tamanho-Grosseira-Forma (82,14%), a mesma que tinha obtido melhores 
resultados absolutos quando combinando DWT e QDA na Tabela 3.1. De notar também 
que as arquitecturas faseadas em tamanho-forma têm notoriamente melhores resultados 
que as arquitecturas que avaliam só uma característica. 
 
 




4 Classificação de tumores da mama com 
uso de um Protótipo de UWB 
Neste capítulo será feito um estudo parecido ao do capítulo anterior mas com uma 
base de dados composta por modelos físicos de tumores e a aquisição de dados feita 
através de um protótipo de UWB. Os testes com fantômas físicos são o passo seguinte 
para justificar o teste da técnica em mamas reais. Este teste é de grande importância 
porque é utilizado um protótipo da tecnologia (e não são testados apenas cenários de 
simulação). 
 Irá ser utilizada apenas uma porção das arquitecturas e métodos para extracção de 
características anteriormente utilizados com os modelos numéricos, devido ao facto de 
ser uma base de dados mais pequena e por não se poderem fabricar tamanhos e 
formas tão específicos de modelos de tumores manualmente. 
Depois de apresentados os resultados e feita a discussão são feitas as conclusões. 
As limitações do trabalho e as perspectivas futuras são também apresentadas no final 
do capítulo. 
4.1  Fantômas Físicos 
Foram fabricados, através do processo explicado no próximo sub-capítulo, 32 
tumores físicos – 19 benignos e 13 malignos – com tamanhos entre 0,5 e 2 cm de raio. 
Para o número de modelos benignos e malignos ser o mesmo, foram escolhidos os 13 
modelos benignos com tamanhos mais próximos aos dos malignos. Na parte anterior do 
trabalho foram só estudados modelos homogéneos da mama. Nesta parte, foi 
adicionada uma porção modelada de tecido fibroglandular junto do modelo do tumor, por 
forma a considerar alguma heterogeneidade no modelo da mama. A distância entre o 
tecido fibroglandular e o tumor é em média 3 cm, mas esta distância é variável durante 
as medições para cada modelo de tumor. Como os modelos são moldados à mão não é 
possível distinguir os modelões de tumores benignos entre lisos e macrolobulados ou, 
para os modelos malignos, entre microlobulados e espículados.  
Nesta parte do trabalho a classificação só será feita entre malignos e benignos. 
O tamanho também não é considerado para fins de classificação porque a variação dos 
tamanhos dos modelos é pequena e não seria possível separá-los por grupos. Assim, a 




única arquitectura utilizada é a Grosseira-Forma (apresentada na Figura 3.3 à 
esquerda), que separa directamente todos os tumores da base de dados em benignos 
ou malignos. Alguns dos modelos são mostrados na Figura 4.1. 
 
 
Figura 4.1 Modelos físicos de tumores. Em cima, modelos de tumores malignos. Em baixo: 
modelos de tumores benignos. 
 
4.1.1 Fabrico dos fantômas 
Os materiais utilizados para o fantôma imitam as verdadeiras propriedades dos 
tecidos da mama [100]. O fantôma da mama foi simulado usando um cilindro de 
acrilonitrilo de estireno com um diâmetro de 13 cm e de altura 35 cm cheio com 
glicerina, visto que a permitividade eléctrica da glicerina imita a média de valores 
encontrados nas regiões de baixa densidade da mama [72]. 
Os fantômas do tumor foram simulados com uma mistura de pó solidificador TX 
151 numa proporção de volume de 6:1 de água para pó, Figura 4.1. Para simular o 
tecido fibroglandular é feito um modelo também com o pó TX 151 mas em proporções 
de volume de 4:1 de água para o pó, obtendo-se propriedades semelhantes às do tecido 
fibroglandular reportadas em [72]. 
4.2  Resultados 
4.2.1 Número de components principais do PCA 
Neste parte do trabalho o único método para extracção de características 
relevantes utilizado foi o PCA. O ICA não foi utilizado por ter sido o pior método com os 




modelos numéricos no capítulo anterior e o DWT porque o sinal relevante para 
classificar era demasiado curto (em termos de amostras de tempo) para que o DWT 
pudesse ser utilizado. Para o PCA foram utilizados 13 componentes principais, devido à 
impossibilidade do programa Matlab trabalhar com mais para a base de dados em 
estudo, como mostra a Figura 4.2., onde está representada a relação entre o número de 
componentes principais usados e a performance dos classificadores LDA (a azul) e 
QDA (a preto) para a classificação de tumores em os modelos homogéneos da mama (à 
esquerda) e em modelos heterogéneos da mama (à direita). 
 
  
Figura 4.2 Relação entre número de componentes principais usados e a performance dos 
classificadores LDA (linha azul) e QDA (linha preta) para os modelos homogéneos (à esquerda) 
e heterogéneos (à direita). 
4.2.2 Número de antenas 
O exame com o protótipo foi feito com um total de 144 antenas receptoras de 
sinal. Nem todas as antenas fornecem a mesma quantidade e qualidade de informação 
e por isso foi feito um estudo para tentar optimizar a informação e diminuir o número de 
antenas a estudar por forma a diminuir o tempo de processamento do sinal através do 
algoritmo de classificação. Na Figura 4.3 é mostrado o gráfico resultante desse estudo, 
representando a performance do classificador em relação ao número de antenas 
estudado para os modelos homogéneos (à esquerda) e para os modelos heterogéneos 
da mama (à direita). As antenas estão ordenadas da mais próxima ao tumor (antena 1) 
à mais longe do tumor (antena 144). 
 





Figura 4.3 Relação entre número de antenas usadas para a classificação e a performance dos 
classificadores LDA (linha azul) e QDA (linha preta) para os modelos homogéneos (à esquerda) 
e heterogéneos da mama (à direita). 
 
Foi também feita uma classificação só com a antena mais perto - antena 1 - e a 
antena mais distante do tumor - antena 73 - (a antena 2 e a antena 144 estavam à 
mesma distância do tumor). Na Tabela 4.1 estão mostrados os resultados dessa 
classificação para os modelos homogéneos e heterogéneos da mama. 
Tabela 4.1 Classificação utilizando a antena mais próxima e a antena mais distante do tumor 
para os modelos homogéneos e heterogéneos da mama. 
Antena a 
usar para a 
classificação 
Classificação para os 
modelos homogéneos (%) 
Classificação para os 
modelos heterogéneos (%) 
LDA QDA LDA QDA 
Antena 1 100 100 100 100 
Antena 73 86,83 98,89 91,52 99,95 
 
Analisando estes dois cenários de classificação seria de esperar uma utilização 
inferior a 75 antenas (as mais próximas do modelo físico de tumor) para obter melhores 
resultados de classificação. No entanto, para o presente trabalho, foram utilizadas as 
144 antenas devido à base de dados ser muito pequena e, por isso, o classificador se 
ajustar facilmente só com a classificação das antenas mais próximas ao modelo físico 
de tumor. Usando as 144 antenas simula-se com mais rigor uma situação real uma vez 
que nessa situação não se sabe onde o tumor está localizado e por isso quais as 
antenas mais próximas do mesmo. Utilizando as antenas mais distantes, as medições 
ficam também sujeitas a mais ruído, que estará presente num qualquer teste a um tumor 
real. 
 




4.2.3 Comparação entre LDA,QDA e SVM  
Neste sub-capítulo irão ser analisados os resultados das classificações dos 
modelos físicos de tumores combinando o PCA como método para extracção de 
características relevantes e os classificadores LDA, QDA e SVM. Só foi utilizada a 
arquitectura Grosseira-Forma (GF) como explicado em 4.1. 
Como foi mencionado anteriormente, nesta parte do trabalho será utilizado um 
classificador de machine learning, Support Vector Machines. A performance da 
classificação por SVM depende da optimização de dois parâmetros, γ e  , como 
descrito em 2.3.2.3. Tanto para o caso dos fantômas da mama homogéneos como 
heterogéneos, os parâmetros óptimos são os seguintes: γ=   e C=  . Foram feitos 
testes com várias combinações de valores e foi analisado que a performance máxima se 
verificava com estes valores. 
Todos os métodos de classificação (LDA, QDA e SVM) são aplicados aos dados 
previamente processados pelo método de validação cruzada (do inglês, cross-
validation), mais precisamente K-fold cross-validation, para que a performance de cada 
classificador seja avaliada usando conjuntos de teste independentes dos conjuntos de 
treino [91]. Para o K-fold cross-validation, o conjunto dos tumores é dividido em K 
grupos (13 neste caso), cada um deles contendo um tumor benigno e um maligno. Cada 
grupo é testado tendo em conta os outros K-1 grupos que constituem o grupo de treino, 
obtendo-se K diferentes performances. No final, é feita a média das performances, 
obtendo-se então a performance final. 
Para o cálculo da performance podem ser usadas duas abordagens diferentes, 
analisando os sinais individualmente ou agrupando-os. Para cada tumor foram 
recolhidos 144 sinais, cada um correspondente a uma antena, e cada sinal atribui uma 
classificação ao tumor. Se, para o cálculo da performance final, se considerar a 
classificação de cada um dos sinais individualmente, diz-se que os sinais não estão 
agrupados. Se, para cada tumor, se considerar a classificação obtida pela maioria dos 
sinais, diz-se que os sinais estão agrupados. 
Na Tabela 4.2 são mostrados os resultados para os modelos homogéneos e 










Tabela 4.2 Resultados das classificações (com sinais agrupados e não agrupados) dos modelos 
físicos de tumores combinando o PCA com os classificadores LDA, QDA e SVM para os modelos 
homogéneos e heterogéneos da mama. A arquitectura utilizada foi a Grosseira-Forma. 
Tipo de 
classificação 
Classificação para os modelos 
homogéneos (%) 
Classificação para os modelos 
heterogéneos (%) 
LDA QDA SVM LDA QDA SVM 
Sinais 
agrupados 
88,46 92,31 96,15 84,62 88,46 92,31 
Sinais não 
agrupados 
87,10 89,34 90,95 84,29 86,59 87,07 
 
Numa análise global à Tabela 4.2 observa-se que se obtiveram melhores 
resultados para os modelos homogéneos da mama que para os heterogéneos, como 
era de esperar. Quanto aos classificadores também se verifica o previsto, o SVM é o 
classificador com os resultados de performance mais elevados, seguido do QDA e por 
fim o LDA, ainda que com diferenças pequenas nas performances entre todos. 
Analisemos com mais detalhe os classificadores. O classificador de machine 
learning SVM foi o classificador com as performances mais elevadas. Para os modelos 
homogéneos da mama, o SVM, relativamente ao QDA e LDA, respectivamente, obteve 
uma performance superior em 3,84% e 7,69% quando os sinais foram agrupados e em 
1,61% e 3,85% no caso dos sinais não agrupados. 
No caso dos modelos heterogéneos da mama, o SVM também mostrou ser o 
melhor classificador, tanto para os sinais agrupados como para o sinais não agrupados. 
Para os sinais agrupados, o SVM obteve resultados 3,85% superiores aos do QDA e 
7,69% aos do LDA. Numa avaliação com os sinais não agrupados, o SVM obteve 
resultados 0,48% e 2,78% superiores em relação ao QDA e LDA, respectivamente. 
Numa perspectiva geral, fazendo a média dos resultados de todas as classificações 
para cada classificador verifica-se mais uma vez que o SVM é o melhor classificador 
com uma média de 91,62%, sendo somente 2,45% superior à média de 89,18% do 
QDA, e 5,5% superior à média de 86,12% do LDA. 
Analisando os resultados para os modelos homogéneos e heterogéneos da 
mama, como fazia antever pela Figura 4.2 e Figura 4.3, percebe-se que a classificação 
é mais eficaz para o caso dos modelos homogéneos da mama, obtendo sempre 
performances mais elevadas para todos os classificadores. Para uma classificação com 
os sinais não agrupados os resultados são superiores no cenário homogéneo, em 
2,81%, 2,75% e 3,88% para o LDA, QDA e SVM, respectivamente. No caso da 
classificação com os sinais agrupados, a diferença para os três classificadores entre os 




modelos homogéneos e heterogéneos da mama é sempre superior em 3,84% no 
cenário homogéneo, o que corresponde a mais um tumor ser bem classificado no 
conjunto de 26 tumores a serem testados. Em termos globais, calculando a média de 
todas as classificações feitas para os modelos homogéneos e heterogéneos da mama 
obtemos uma performance média de 90,72% para o caso homogéneo, 3,50% superior 
aos 87,22% obtidos no caso heterogéneo.  
No que diz respeito ao tipo de classificação, entre sinais agrupados e sinais não 
agrupados, a maior diferença de resultados verifica-se para o SVM com a classificação 
com sinais agrupados a obter uma performance de 5% superior tanto para os modelos 
homogéneos da mama como para os heterogéneos. Para o LDA e QDA verifica-se o 
mesmo, mas com valores mais baixos, entre os 0,33% e os 2,97%. Na globalidade, a 
média de todas as classificações feitas com os sinais agrupados é 2,8% superior à 
média para os sinais não agrupados (90,39% versus 87,56%). 
Observando a classificação para cada tumor foi possível verificar que os tumores 
benignos são mais vezes classificados como malignos do que o oposto, ou seja, 
tumores malignos serem classificados como benignos. 
De notar que apesar das diferenças entre classificadores e tipos de tumores, 
todas as classificações obtiveram performances acima dos 84%, resultados bastante 
satisfatórios e promissores. 
 
 




5 Considerações finais 
5.1 Conclusões 
O primeiro objectivo deste trabalho era a classificação em termos de tamanho e 
forma de 480 modelos numéricos de tumores de formas e tamanhos diferentes. Para tal, 
foram estudados três métodos para extracção de características relevantes (PCA, ICA e 
DWT), dois classificadores (LDA e QDA) e seis arquitecturas de classificação. Para 
cada arquitectura foram obtidos resultados de performance de classificação com as 
combinações classificador versus método para extracção de características possíveis. 
Após analisados os resultados, foram feitas algumas conclusões, apresentadas de 
seguida. 
No caso do método PCA, os melhores resultados mostraram ser aqueles obtidos 
utilizando 30 componentes principais. Para o DWT, a melhor performance foi obtida 
quando as características foram extraídas da sub-banda de baixa frequência depois de 
aplicada duas vezes um filtro passa-baixo com a wavelet Coiflet 5. 
No que diz respeito a arquitecturas, para uma classificação que distinga os 
tumores só em benignos e malignos, a arquitectura com melhor performance é a 
grosseira-forma. Porém, em termos globais, como mostra a Tabela 3.3, a arquitectura 
com melhor média de performances é a grosseira-tamanho-grosseira-forma. Em termos 
de performances parciais, em todas as arquitecturas estudadas a performance do 
classificador parcial da forma é melhor quando precedida de uma pré-classificação por 
tamanho. 
O método para extracção de características relevantes com o qual a 
classificação é mais eficiente é o DWT, com resultados superiores mas muito próximos 
aos obtidos com PCA. O ICA mostrou ser o pior método para extracção de 
características. 
Quanto aos classificadores (LDA e QDA) nenhum obteve resultados 
significativamente melhores que o outro. O QDA apresenta melhores resultados na 
globalidade mas por diferenças percentuais muito pequenas. É de notar que para a 
classificação por tamanho o LDA apresenta melhores resultados e, para a classificação 
por forma é o QDA o mais eficiente.  
Estes resultados são promissores para diagnóstico de cancro da mama numa fase 
inicial (situação de rastreio). De notar que não foi utilizado nenhum classificador mais 




eficaz nesta fase do trabalho, por exemplo de machine learning, que potencialmente iria 
aumentar as performances do classificador. 
 
O objectivo principal da segunda parte desta dissertação concentrava-se na 
classificação com base na forma de uma base de dados de fantômas físicos de tumores 
para o cenário de um fantôma da mama homogéneo e heterogéneo (adicionando uma 
porção modelada de tecido fibroglandular). Esta base de dados é constituída por 26 
fantômas físicos de tumores, 13 com a forma de tumores benignos e 13 com a forma de 
tumores malignos. Foi utilizado um protótipo pré-clínico de imagem de UWB para a 
obtenção dos dados descrito em 2.2.1. Como se pretende uma classificação com base 
só na forma, foi usada a arquitectura Grosseira-Forma (GF). O método utilizado para 
extracção de características relevantes foi o PCA e os classificadores testados: LDA, 
QDA e SVM. Com base nos resultados apresentados e discutidos em 4.2.3 foram feitas 
as conclusões apresentadas de seguida. 
De um modo geral, todos os classificadores apresentaram resultados bastante 
satisfatórios com destaque para o SVM que apresentou uma média de performances de 
91,62%, o que representa aproximadamente uma classificação correcta de 24 tumores 
dos 26 da base de dados. O SVM mostrou, assim, ser o classificador mais eficiente para 
o presente estudo, tanto para o caso dos fantômas homogéneos da mama como para 
os modelos heterogéneos. Este classificador de machine learning classificou em média 
mais um tumor correctamente em relação aos outros dois classificadores, o que, numa 
base de dados de 26 tumores, é estatisticamente relevante. 
No que diz respeito ao diferente tipo de tumores era esperado que os melhore 
resultados fossem obtidos com os modelos homogéneos da mama. Quando 
comparadas as performances obtidas para os modelos homogéneos da mama e para os 
modelos heterogéneos, conclui-se que os melhores resultados são para o cenário 
menos complexo, os modelos homogéneos, com uma performance média de 90,72% 
versus 88,15%, relativa aos modelos heterogéneos. Este resultado era esperado tendo 
em conta que no caso dos modelos heterogéneos da mama estava presente uma 
porção modelada de tecido fibroglandular junto do modelo do tumor, o que 
inevitavelmente interferiu nos sinais analisados. Porém, quando analisados os 
resultados das performances observou-se que a diferença é somente de 2,57% em 
média, o que corresponde a menos do que um tumor mal classificado. Este resultado é 
bastante optimista porque o caso dos modelos heterogéneos da mama é o que se 
assemelha mais com a realidade (ainda que distante). Estes valores mostram que o 
tecido fibroglandular, nas condições estudadas, apesar de interferir nos resultados, não 
faz com que as performances dos classificadores baixem a um nível considerável. No 




caso estudado o tecido fibroglandular estava numa pequena porção e afastado do tumor 
cerca de 3 cm. Num caso real a quantidade de tecido fibroglandular em redor do tumor 
pode ser maior assim como a distância entre os dois mais curta, podendo perturbar 
consideravelmente os resultados da performance do classificador (ou os sinais de 
retrodispersão dos tumores). 
Quanto aos diferentes tipos de classificação, com sinais agrupados ou não 
agrupados, visto a diferença de performances ser pouca (menos de 2% em média), 
conclui-se que as classificações de cada posição da antena para cada tumor são iguais 
na maior parte dos casos. Algumas posições da antena podem fazer uma classificação 
sobre um tumor diferente do que as restantes, no entanto é raro que tal aconteça num 
número elevado de posições da antena. 
Numa perspectiva geral, os objectivos propostos foram atingidos e com 
resultados bastante optimistas e motivadores para a continuação do estudo e 
desenvolvimento do protótipo de UWB. Assim como com os modelos numéricos de 
tumores, também o estudo com os modelos físicos de tumores é um bom indicador de 
que este método poderá evoluir ao ponto de ser utilizado em casos clínicos.  
5.2  Limitações e perspectivas futuras 
Apesar dos bons resultados obtidos, este estudo teve algumas limitações. A 
maior limitação deste trabalho foi o tamanho da base de dados para os modelos físicos 
de tumores. Uma base de dados com 26 tumores é suficiente para construir um 
classificadores e obter resultados através dela, como foi feito neste estudo, mas não é 
suficiente para conceder a credibilidade e validade estatística que um classificador 
precisa de ter. O método de validação cruzada foi utilizado para colmatar o baixo 
número de tumores, no entanto, uma base com mais tumores irá reforçar a credibilidade 
dos resultados.  
Outra limitação enfrentada no decorrer da recolha de dados deve-se ao tamanho 
dos fantômas físicos dos tumores, não havendo uma grande variedade de tamanhos. 
Devido a este facto não foi possível fazer uma classificação também por tamanho. 
Devido ao sinal no domínio do tempo estar muito discretizado, não foi possível 
implementar um método para extracção de características que inicialmente estava 
previsto, o DWT. 
Para estudos futuros seria desejável uma base de dados consideravelmente 
maior e com uma variedade maior de tamanhos dos modelos de tumores por forma a 
consolidar a credibilidade do método de classificação e do próprio protótipo. Aumentar a 




quantidade de tecido fibroglandular e a posição do mesmo poderá ser também 
importante para uma melhor modelação de um caso real. Seria também desejável uma 
amostragem em termos de tempo menos discretizada para cada sinal (uma maior 
resolução). A utilização de outros métodos para extracção de características relevantes 
e de outros classificadores, como as redes neuronais, poderiam também contribuir para 
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