This paper revisits the offline change-point detection problem from a statistical learning perspective. Instead of assuming that the underlying pre-and post-change distributions are known, it is assumed that we have partial knowledge of these distributions based on empirically observed statistics in the form of training sequences. Our problem formulation finds a variety of real-life applications from detecting when climate change occurred to detecting when a virus mutated. Using the training sequences as well as the test sequence consisting of a single-change and allowing for the erasure or rejection option, we derive the optimal resolution between the estimated and true change-points under two different asymptotic regimes on the undetected error probability-namely, the large and moderate deviations regimes. In both regimes, strong converses are also proved. In the moderate deviations case, the optimal resolution is a simple function of a symmetrized version of the chi-square distance.
I. INTRODUCTION AND MOTIVATION
The change-point detection (CPD) problem consists in finding changes in the underlying statistical model of data sequences that are modelled as time series. This problem has a plethora of applications in industrial systems [1] , medical diagnoses [2] , environmental monitoring [3] , speech processing [4] , finance, economics, and so on [5] . The CPD problems can be divided into two main types: offline CPD and online CPD [6] ; the latter is also known as sequential CPD. This depends on whether the data sequence is fixed or obtained in a real-time setting. Offline CPD is a problem that is studied in, for example, anomaly detection problems such as detecting climate change based on existing and known statistics. Online CPD is studied in, for example, signal segmentation problems such as extracting information from streaming audio signals; this often involves performing the detection task with minimal delay, also known as quickest CPD. In classical CPD problems, researchers either assume that the underlying distributions are known [7] - [11] or they assume that there is only access to a sequence of data samples without knowledge of any underlying distributions [12] - [14] . However, in recent times, thanks to a variety of machine learning applications, there is motivation to adopt a modern statistical approach that makes use of training sequences to augment the learning of the change-point(s) in the test sequence. To the best of the authors' knowledge, existing works have not considered this problem setup. In the online setting, the authors of [14] - [16] are primarily concerned about the average detection delay. In the offline setting (e.g. [17] , [18] ), the authors are instead are concerned with deriving the orders of the convergence rates between the estimated and true change-points. Such works do not provide closed-form expressions for the implied constants in these asymptotic results. This is, in part, what this paper sets out to do, albeit for a different problem setting.
Motivated by the above-mentioned statistical learning formulation, in this paper, we study the offline CPD problem with a single change-point when the underlying distributions are unknown. We are instead equipped with test and training sequences of the pre-and post-change distributions; these sequences constitute the empirically observed statistics. We discuss two real-life examples for which this setting is applicable. First, consider the problem of estimating when the climate started to change. One may hypothesize that the change occurred during the industrial revolution starting from the early 1800s. We have an abundance of test data of feature vectors of the atmosphere at various locations. These feature vectors contain information such as air temperature pressure, sea temperature, anomalies in rainfall, etc. However, climatologists also have their own models and can supply training data containing features of earth's weather patterns with and without the impact of climate change. For example, they can model the removal of the impact from factories and vehicles, supplying valuable training data in this scenario. Another contemporary application is the problem of accurately estimating when a virus, such as COVID-19, which was originally hosted in an animal, mutated such that it is now amenable to human-to-human transmission. We have samples of the virus pre-and post-change; these are the test samples obtained from patients through lab tests. However, epidemiologists and virologists also have an abundance of experience and data from previous large-scale zoonoses (such as SARS, MERS, Ebola). These data contain features or characteristics of other pre-and post-change viruses. The training samples of older viruses, though not identically distributed to the current COVID-19 strain, may turn out to be useful in determining the change-point for the evolution of the COVID-19 virus. In this paper, for simplicity, we model the pre-change training and test samples to be identically distributed and the same is true for the post-change samples. Our problem setup is simple but can give fundamental and insightful results. We assume that the test sequence is such that its first and second parts are independently and identically distributed (i.i.d.) according to two unknown distributions. Two labelled training sequences that are sampled i.i.d. from the different distributions are also provided to the learner. Our objective is to deduce the fundamental performance limits of the CPD problem, i.e., the asymptotically optimal resolution between the estimated and true change-points.
A. Main Contributions
We formulate an offline single-CPD problem of finding the optimal resolution between the estimated and true change-points without the knowledge of the underlying distributions but given training sequences and a test sequence with a single changepoint. In this setup, we assume that the length of the test sequence is proportional to the length of training sequences. Our main contributions are as follows.
Firstly, inspired by Gutman [19] , we derive a type-based test (i.e., a test based on empirical distributions) under two different asymptotic regimes, namely the regimes in which the worst-case undetected error probability decays exponentially fast and sub-exponentially fast. These two regimes are respectively known as the large and moderate deviations [20] regimes. Moreover, we allow for the rejection option (also known as the erasure option) [21] , used when one is not sufficiently confident to decide which point is the true change-point. Since erasures are much less costly compared to undetected errors, we assume that the asymptotic worst-case erasure probability is upper bounded by a constant ∈ [0, 1).
Secondly, we derive the asymptotically optimal normalized resolution under both the large and moderate deviations regimes by showing that the above-mentioned type-based test is asymptotically optimal. By an appropriate use of the Berry-Esseen theorem, we also prove the strong converse, i.e., the optimal normalized resolutions in both asymptotic regimes do not depend on the upper bound on the worst-case erasure probability .
Finally, we study the dependence of the optimal resolution on various parameters, e.g., the ratio between the lengths of training and test sequences, the pre-assumed size of the interval containing the true change-point, and the exponent of the undetected error probability. In the moderate deviations regime, the optimal normalized resolution is a function of a symmetrized version of the chi-square distance, which implies that this new divergence-like quantity finds an operational meaning based on the CPD problem. We note that the usual asymmetric version of the chi-square distance has found operational interpretations in information-theoretic contexts such as covert communications [22] - [24] .
B. Related Works
The CPD problem has been studied by numerous authors for many years and it would be futile to survey all existing works. Here, we attempt to highlight the most significant ones, partitioned according to whether the underlying distributions are known. We also survey some works on information-theoretic limits of statistical classification. a) Known distributions:: In the early years in which the CPD problem was studied, authors commonly assumed that the distributions are known. In the offline scenario, Smith [25] adopted a Bayesian approach to infer the change-point in a sequence with known or partially-known underlying parameters. Some other probabilistic Bayesian approaches for offline CPD studied in [26] , [27] were based on retrospective segmentation strategies. Sen and Srivastava [28] adopted a non-Bayesian approach to detect a change in mean of normal distributions. Lavielle [29] studied the problem of detecting multiple changes by using maximum likelihood estimation. In the online setting, the first works date back to the 1950s, done by Page [7] , [8] . The author considered detecting a change of known parameters and proposed the cumulative sums (CUSUM) algorithm that can be applied to both offline and online CPD problems. Later, Page's optimal stopping time result was further generalized in various directions by Moustakides [9] . Papers [10] , [11] proposed CPD algorithms by considering known underlying parameters and i.i.d. univariate and low-dimensional multivariate observations from a single data stream. Papers [30] , [31] provided optimal results for online CPD problems in non-Bayesian settings. b) Unknown distributions:: In the 1970s, there was an increasing number of works that began to study CPD problem when the distributions were unknown. In the offline setting, Pettitt [13] introduced non-parametric techniques for the CPD problem and analyzed them based on different types of observations. Matteson and James [32] derived a non-parametric method for detecting multiple change-points. Empirical likelihood tests are also proposed to detect single and multiple change-points [17] , [33] . Harchaoui and Cappé [34] proposed a kernel-based retrospective algorithm to detect multiple change-points in a sequence. For the online case, McGilchrist and Woodyer [12] proposed a distribution-free CUSUM algorithm. Shiryaev [35] provided an optimal method in quickest CPD where the unknown parameter varies over time according to a Markov process. Lai [36] proposed a nearly optimal window-limited generalized likelihood ratio test that can be implemented on parallel processors for distribution-free sequential CPD. Xie and Siegmund [37] studied the sequential CPD problem in which there are parallel data streams of which only a subset are affected by a change in distribution. Xie, Wang, and Thompson [38] studied detecting change-points in high-dimensional signal vectors using statistics based on the generalized likelihood ratio. Brodsky and Darkhovsky [14] analyzed various nonparametric methods for different sequential CPD problems. There are also some new methods, including a rank-based CPD method for finding change-points in high-dimensional network traffic data [39] . Distributed CPD where sensors send quantized information to the fusion center has also been extensively studied by many researchers [40] , [41] . However, we are not aware of using training sequences to augment the performance of the CPD problem. Perhaps the work that is most related to the current one is that by Gruner and Johnson [42] in which the authors consider two sets of strings and attempt to detect the time that their distributions changes from being the same to being different (also see point 3 in Sec. IV). A type-based generalized likelihood ratio test similar to that of Gutman [19] is used. However, while interesting numerical experiments on distributed detection problems are performed in [42] , no theoretical guarantees are provided. c) Information-theoretic limits for classification:: This paper is mainly inspired by existing works on classification with empirically observed statistics. Gutman [19] was the first to propose asymptotically optimal type-based tests for the binary and multiple hypothesis testing problems. Merhav and Ziv [43] derived a Bayesian approach for classification of Markov sources with unknown parameters. Unnikrishnan [44] extended Gutman's results to matching of multiple sequences to source sequences and proposed a symmetric type-based test compared to Gutman's test. Zhou, Tan, and Motani [45] proved that Gutman's results are second-order asymptotically optimal. Recently, He, Zhou, and Tan [46] proposed an asymptotically optimal type-based test for the distributed detection problem with test and training sequences. Some of the proof techniques used in this paper leverage the techniques introduced in these papers.
II. PROBLEM FORMULATION
In this section, we start by introducing the offline single-CPD problem with test and training sequences. Let X be a finite set. We assume that there is a sequence of observations X n = (X 1 , . . . , X n ) ∈ X n , in which there is a single change-point C = αn ∈ I θ := [θn : (1 − θ)n] for some θ ∈ (0, 1/2). We assume, for regularity reasons, that C/n is strictly bounded away from 0 and 1 by a certain positive number θ. Before the change occurs at time C, the samples X 1 , . . . , X C are i.i.d. according to distribution P 1 ∈ P(X ). After the change occurs, the samples X C+1 , . . . , X n are i.i.d. according to distribution P 2 ∈ P(X ). We assume that P 1 = P 2 and supp(P 1 ) = supp(P 2 ) = |X |. Unlike the traditional CPD problem [7] , [8] , here we assume that P 1 , P 2 are unknown. Instead, we have access to two sets of training sequences. The first (resp. second) training
according to P 1 (resp. P 2 ). We assume N = rn for some r ∈ R + . In the following, we ignore integer constraints on n and N and simply write N = rn. The parameter r is the ratio between the lengths of the training sequences and test sequence. We expect that the performance of CPD improves as r grows.
Using (Y N 1 , Y N 2 ) and X n , a decoder γ : X n+2N → I θ ∪ {e} is used either to declare that one of (1 − 2θ)n + 1 points in the interval I θ (of the test sequence) is the change-point or to declare that an "erasure" has occurred when we are not sufficiently confident in declaring which of the points corresponds to the change-point. Thus, if the decoder does make a guess of the change-point, it must be in the interval I θ .
Given any true change-point C ∈ I θ , let us define the set of all test and training sequences (x n , y N 1 , y N 2 ) that results in an undetected error as
where ∆ represents the resolution between the output of the decoder γ and the true change-point and
The set of test and training sequences that leads to an erasure event is defined as
For any true change-point C and any tuple of distributions (P 1 , P 2 ,P 1 ,P 2 ) ∈ P(X ) 4 , we define P C andP C to be measures
. Then the undetected error probability is defined as
and the erasure probability is defined as
where in (3) and (4),
We observe that the error and erasure probabilities depend on n (the length of the test sequence), N = rn (the length of the training sequences), ∆ (the resolution) as well as the generating distributions P 1 and P 2 . We can further define the performance of any decoder γ as follows.
Definition 1 (Decoder). For any ∆ ∈ [0, (1 − 2θ)n/2), any r ∈ R + , any θ ∈ (0, 1/2), any (λ, ) ∈ R + × [0, 1), and any t ∈ [0, 1/2), given any particular pair (P 1 , P 2 ) ∈ P(X ) 2 , a decoder γ : X n+2N → I θ ∪ {e} is said to be (n, ∆, r, θ, λ, , t)good if for all (P 1 ,P 2 ) ∈ P(X 2 ),
When we design a decoder for the CPD problem, since we do not know the underlying distributions (P 1 , P 2 ) of the test and training sequences, we cannot design one with respect to a particular pair of distributions. Thus, we are interested in designing a universal decoder such that the worst-case undetected error probability has good performance for all pairs of possible distributions (P 1 ,P 2 ) and at the same time, constrain the erasure probability with respect to a particular pair of distributions (P 1 , P 2 ). That is, we can design a decoder based on λ regardless of the underlying distributions. This is similar in spirit to Gutman's work [19] as well as several other follow-up works [45] , [46] .
Note that the definition above corresponds to different asymptotic regimes for the undetected error probability as we vary t. If t = 0, the undetected error probability in (5) is required to decay exponentially fast; this corresponds to the large deviations regime. If instead t ∈ (0, 1/2), the undetected error probability in (5) is required to decay subexponentially fast with rate exp(−Θ(n 1−t )); this corresponds to the moderate deviations regime, which has been popularized in the information theory literature by Altug and Wagner [20] among others.
In this CPD problem, our goal is to design a decoder that is (n, ∆, r, θ, λ, , t)-good. Intuitively, when the resolution ∆ shrinks, the error and erasure probabilities will increase. Thus, keeping all other parameters (r, θ, λ, , t) fixed, we are primarily interested in the smallest ∆ such that (5) and (6) hold. This is formalized in the definition below.
Definition 2 (Optimal Resolution). Fix parameters r ∈ R + , θ ∈ (0, 1/2), λ ∈ R + , ∈ [0, 1) and t ∈ [0, 1/2). We say that∆ is a (r, θ, λ, , t)-achievable normalized resolution if there exists a sequence of (n, ∆ n , r, θ, λ, n , t)-good decoders such that lim sup n→∞ n ≤ , and lim sup n→∞ ∆ n n 1−t/2 ≤∆.
The t-optimal normalized resolution∆ * t (r, θ, λ, ) := inf{∆ :∆ is (r, θ, λ, , t)-achievable}.
If t = 0 (the large deviations regime), we simply write∆ * t ( · ) as∆ * ( · ) (instead of∆ * 0 ( · )) and call the corresponding quantity the optimal normalized resolution.
We now comment on why we restrict our attention to ∆ < (1 − 2θ)n/2 in Definition 1. Note that if ∆ ≥ (1 − 2θ)n/2, there exists C ∈ I θ (e.g. C = n/2) such that [C ± ∆] c ∩ I θ = ∅. Then we can easily design a trivial decoder (e.g.
, the problem is vacuous and thus we only consider the case in which ∆ < (1 − 2θ)n/2. Definition 3 (Symmetrized Chi-square Distance). For any pair of distributions (P 1 , P 2 ) ∈ P(X ) 2 , define the chi-square distance between P 1 and P 2 as
and the symmetrized chi-square distance between P 1 and P 2 as
Note thatχ 2 (P 1 , P 2 ) < ∞ for all pairs of (P 1 , P 2 ) ∈ P(X ) 2 such that supp(P 1 ) = supp(P 2 ) = |X |.
For any set of distributions (Q 1 , Q 2 ,Q 1 ,Q 2 ) ∈ P(X ) 4 and any a ∈ R + , let us define the generalized Jensen-Shannon divergence
For any β ∈ (0, 1) and r ∈ R + , we define the following linear combination of generalized Jensen-Shannon divergences as follows
The GJS( · ) quantifies, in an a-weighted manner, the distance between Q 1 andQ 1 . This quantity has featured prominently in information-theoretic decision problems in which there are training and test sequences [19] , [45] - [47] . The function L( · ), on the other hand, additionally quantifies, in a (β, r)-weighted manner, the sum of the distances between Q 1 andQ 1 as well as Q 2 andQ 2 . Given any r ∈ R + , θ ∈ (0, 1/2) and any pair of (P 1 , P 2 ) ∈ P(X ) 2 , let us define the function G min : [0,
Lemma 1. For any θ ∈ (0, 1/2), G min (∆) is a strictly increasing function of∆ ∈ [0, (1 − 2θ)/2).
The proof of Lemma 1 is provided in Appendix A. Note that G min (0) = 0. From these facts, we deduce that the inverse G −1 min (y) for y ∈ 0, G min ((1 − 2θ)/2) exists and is also strictly increasing.
III. MAIN RESULTS
The following theorem constitutes our main result and presents a single-letter expression for the normalized optimal resolutions in both asymptotic regimes.
In the moderate deviations regime, the t-optimal normalized resolution for any t ∈ (0, 1/2) and λ > 0 is
The proof of Theorem 2 is given in Section V. Several remarks are in order. First, for any tuple of sequences
denote the tuple of their sub-types in which the vector X n is partitioned into two parts X i and X n i+1 . We recall that the type [48] of an
In the achievability proof of Theorem 2, we make use of the following decoder:
We show that this decoder is asymptotically optimal in large deviations regime and also in moderate deviations regime. In the latter regime, we replace the threshold λ in (17) by λn −t . This decoder is based on the partial types and types of the test and training sequences; this is what we call a type-based decoder. Intuitively, the decoder declares a point k to be the change-point when T X k is deemed to be sufficiently close enough to T Y N 1 and T X N k+1 is similarly to be sufficiently close enough to T Y N 2 . If no such point exists, then the decoder declares an "erasure".
Second, it can be seen from Figures 1-3 that for any t ∈ [0, 1/2),∆ * t (r, θ, λ, ) increases as λ increases, r decreases, θ decreases, and the distance between P 1 and P 2 decreases. The observations can be intuitively explained as follows.
• As λ increases, the requirement in (5) concerning the worst-case undetected error probability max C∈I θ P{E C } becomes more stringent and thus the optimal resolution between the true and estimated change-points increases. This is illustrated in Figures 1-3. • As θ decreases, it is more difficult to detect the change-point since I θ is enlarged and the worst-case undetected and erasure probabilities (maximized over C ∈ I θ ) are considered per Definition 1. Thus, to maintain the same undetected error exponent λ and erasure probability , the resolution ∆ should be enlarged correspondingly. This is illustrated in Figure 1 . • As r decreases, the length of the training sequences relative to the test sequence decreases, and thus less knowledge about distributions P 1 and P 2 can be learned from the training sequences. Therefore, to maintain the same undetected error exponent λ and erasure probability , the resolution ∆ should be enlarged correspondingly. This is illustrated in Figure 2 . • As the distance between P 1 and P 2 decreases, it is harder to distinguish between them and thus the accuracy of detection decreases, leading to a larger resolution. This is illustrated in Figure 3 .
We can also see that∆ * t (r, θ, λ, ) = 0 when λ = 0, which means that if the resolution is of order o(n 1−t/2 ), the error probabilities cannot decay faster than exp(−n 1−t λ). Note that∆ * t (r, θ, λ, ) for any t ∈ [0, 1/2) is independent of , which implies that strong converses hold. Third, we analyze the impact of the availability of training data on the optimal normalized resolution by considering what happens when r assumes its extremal values. We note that as r → ∞, in the large deviations regime, for any λ ∈ 0, G min (
and then∆ * (θ, λ, ) =G −1 min (λ). In the moderate deviations regime,
As r → ∞, the length of the training sequences far exceeds that of the test sequence, implying that we can estimate the underlying distributions P 1 and P 2 arbitrarily accurately (e.g., using their types). Thus, as r → ∞, the optimal resolution converges to a fixed value given by the test in which the distributions P 1 and P 2 are known; this is also illustrated in Figure 2 .
On the other hand, as
These limiting scenarios can be intuitively explained as follows. When the lengths of the training sequences are significantly shorter that of the test sequence, the error probabilities cannot vanish if the resolution is smaller than the maximal value of (1 − 2θ)n/2.
Fourth, in the moderate deviations regime, we see that the optimal normalized resolution∆ * t (r, θ, λ, ) is a function of the symmetrized chi-square distanceχ 2 (P 1 , P 2 ). Thus, by studying the CPD problem according to our unique setup, we assign an operational interpretation ofχ 2 (P 1 , P 2 ). Since the chi-squared distance χ 2 (P 1 P 2 ) is, in general, asymmetric, our moderate deviations result shows that the symmetrized version is operationally meaningful in real-life problems such as CPD.
IV. CONCLUSION AND FUTURE WORKS
In this paper, we derived the optimal resolution for the CPD problem as a function of the ratio of the lengths of the training to test sequences, the exponent of the undetected error probability, and the distance between the distributions among other parameters. We proposed an asymptotically optimal type-based test in (17) . We also proved strong converse statements, namely, that the optimal resolutions in both the large and moderate deviation regimes are independent of the bound on the erasure probability. Our results provide new insights on the fundamental limits of the CPD problem when side information in the form of training data is available. Our moderate deviations result demonstrates the operational significance of the symmetrized chi-square distanceχ 2 (P 1 , P 2 ), defined in (10).
This work opens up a multitude of research directions, some of which are listed as follows. 1) While∆ * t (r, θ, λ, ) for any t ∈ [0, 1/2) is independent of ∈ [0, 1)-a strong converse statement-a natural question beckons. What are the second-order terms [45] , [49] of the non-normalized optimal resolutions in both regimes? We believe a more intricate and careful analysis that is largely based on the use of various strengthenings of the central limit theorem may provide satisfactory answers. These second-order terms would, in general, depend on and shed light on the finite length performance of optimal tests. 2) Other problem settings can also be explored. For example, the techniques herein do not directly extend over to the more practical setting of online CPD problem with training sequences. For this setting, we may need to leverage ideas from sequential hypothesis testing or sequential classification; see [47] . Another setting that is worth investigating is that of detecting multiple change-points. For this proposed extension, we expect the majority of techniques here to carry through. 3) Finally, the techniques contained herein may be utilized to provide theoretical guarantees for the setting considered in Gruner and Johnson [42] . In that problem, the authors, motivated by problems in distributed detection, consider two sets of sequences {x 1 , x 2 , . . . , x C−1 , x C , . . . , x N } ⊂ X nN and {y 1 , y 2 , . . . , y C−1 , y C , . . . , y N } ⊂ X nN . At times i ≤ C −1, the vectors x i and y i have the same distribution. At times i ≥ C, the vectors x i and y i have different distributions. Even though training sequences are not explicitly provided, we believe that by adding a rejection option to this setting [42] , we can obtain the optimal tradeoff between resolution for detecting C, the erasure probability , and the exponent of the undetected error probability λ. 8 V. PROOF OF THEOREM 2
A. Preliminaries for the Proofs
Before presenting the proof of Theorem 2, we will find it convenient to collect the following preliminary definitions and preparatory results. a) Notation:: To simplify notation, let us define two convex combinations of P 1 (x) and P 2 (x) as follows:
We will use these distributions in which j is constrained to be in the interval I θ = [θn : (1 − θ)n]. b) Tools for Bounding Probabilities:: In anticipation of applying the central limit and Berry-Esseen theorems to bound the the erasure probability, for any pair of distributions (Q 1 , Q 2 ) ∈ P(X ) 2 , let us define the following variance-like quantity
In (22), Var Q [ · ] means that the random variable X that appears in the variance operator has distribution Q. We can analogously define the third absolute moment as T (Q 1 , Q 2 , j, r). We now use the fact that j ∈ I θ to show that the variances and third absolute moments are sufficiently well-behaved so that we can apply the Berry-Esseen theorem in the following.
Lemma 3. For any pair of distributions (P 1 , P 2 ) ∈ P(X ) 2 with supp(P 1 ) = supp(P 2 ) = |X |, any θ ∈ (0, 1/2), and any (C, j) ∈ I 2 θ , we have 0 < a 1 (θ) < V (P − j , P 2 , j, r), V (P + j , P 1 , j, r) < a 1 (θ), and T (P − j , P 2 , j, r), T (P + j , P 1 , j, r) < a 2 (θ) where a 1 (θ), a 1 (θ), and a 2 (θ) are positive and finite functions that depend only on θ.
The proof of Lemma 3 is provided in Appendix B.
c) Bounds on Probabilities of Atypical Events:: In the following, we employ the sequence κ n := 3 4 + log log n 2 log n ,
which clearly converges to 3/4 as n → ∞. This sequence is used to define various properties of atypical events in the following. Given any distribution P ∈ P(X ), define the following typical set
where the lengths of the sequences contained in instantiations of the set B( · ) in the proofs below are implicit and not necessarily n. For any j ∈ I θ and i < j − n κn , let us define the atypical event
By Hoeffding's inequality, we can show (see Appendix C) that
d) Monotonicity of Functions:: Fix any ζ ∈ (0, 1 − 2θ) and recall that C = αn. Define the functions
g 2 (α) := GJS P + αn+ζn , P 1 ,
Lemma 4. The function g 1 (α) is monotonically increasing in α ∈ [θ + ζ, 1 − θ] and g 2 (α) is monotonically decreasing in
The proof of Lemma 4 is provided in Appendix D. B. Achievability Proof of (14) In this subsection, we prove that for any ξ > 0, G −1 min (λ) + ξ is a (r, θ, λ, , 0)-achievable normalized resolution. That is, here we consider the achievability part for the large deviations regime in which t = 0.
Recall the definitions of T j , L(T j , j/n, r), and I * from (12) and (16) . We assume that the decoder is given by (17), with ∆ n = n(G −1 min (λ) + ξ) = Θ(n) and the threshold λ is replaced byλ = λ + σ n , where σ n = 1 n |X | log((n + 1) 2 (N + 1) 2 ) = O( log n n ) is a vanishing sequence. Clearly lim sup n→∞ ∆ n /n ≤ G −1 min (λ) + ξ. Let the true change-point be, as usual, denoted by C ∈ I θ . Then for all pairs of distributions (P 1 ,P 2 ) ∈ P(X ) 2 , the undetected error probability according to the probability measureP C can be uniformly (in (P 1 ,P 2 )) upper bounded as follows:
where (32) uses the fact that P n (T x n ) = exp{−nD(T x n P )} [48] and the definition of L( · ) in (12) and (34) follows from the type counting lemma [48] . Thus the constraint that the undetected error probability based on distributions (P 1 ,P 2 ) is upper bounded by exp(−nλ) is satisfied. Given any fixed pair of distributions (P 1 , P 2 ) ∈ P(X ) 2 , we now bound the erasure probability
We now present a lemma which states that the decoded change-point I * , defined in (16) , is close to the true change-point C with high probability. This allows us to restrict our attention to a small interval of width ≈ n 3/4 around C in the subsequent analyses.
Lemma 5. Let C ∈ I θ be the true change-point. We have 1
The proof of Lemma 5 is presented in Appendix E. The next preparatory result implies that the minimizer of the set {L(T j , j/n, r) : j / ∈ [C ± (∆ n − n κn )]} is close to the boundary (end points) of [C ± (∆ n − n κn )] with high probability. Note that ∆ n = Θ(n) so ∆ n − n κn = Θ(n). With this observation, we can again restrict the subsequent analyses to two small intervals close to the boundary of [C ± (∆ n − n κn )].
To be precise, we define
Γ R n (C, ∆ n ) := I θ ∩ [C + ∆ n + 1 − n κn , C + ∆ n + 1)
Γ n (C, ∆ n ) := Γ L n (C, ∆ n ) ∪ Γ R n (C, ∆ n ).
The set Γ n (C, ∆ n ) represents the union of two small intervals Γ L n (C, ∆ n ) and Γ R n (C, ∆ n ) each of width n κn adjacent to the boundary of [C ± (∆ n − n κn )] (and restricted to be in I θ ) as shown in Fig. 4 . For simplicity, we let τ n = ∆ n + 1 − n κn in the following analyses. Lemma 6. Let C ∈ I θ be the true change-point. For any ∆ n ≥ n κn ,
The proof of Lemma 6 is provided in Appendix F. With Lemma 3, we can then apply the central limit theorem, more precisely a uniform version of it such as the Berry-Esseen theorem, to bound (36) .
Let us define the following events
It can then be verified from the definitions of these events and that of Γ n (C, ∆ n ) that
With Lemma 5 and Lemma 6, we can bound the erasure probability as follows:
where (47) follows from Lemma 5, (49) follows from Lemma 6, and (50) follows from the union bound. Note that in (50) the first term is equal to 0 for C < θn + τ n and the second term is equal to 0 for C > (1 − θ)n − τ n . We then define C * L := arg min j∈Γ L n (C,∆n) L T j , j n , r , and C * R := arg min
In the following, we provide an upper bound on P C L(T C * L , C * L /n, r) ≤λ by first conditioning on typical random vectors of sufficiently long lengths and then approximating the function L( · ) with sums of independent log-likelihood terms. Finally, we bound P C L(T C * L , C * L /n, r) ≤λ using the uniform version of central limit theorem. Recall the definition of atypical event A c i,j in (25) . On the event A c C * L ,C , all partial test (X i , X j i+1 , X n j+1 ) and full training (Y N 1 , Y N 2 ) sequences are typical according to the definition in (24) . Thus, by applying a Taylor expansion to the function L( · ) and using the bound in (26), we have
where (54) follows from the bound on the probability of the atypical set in (26) and the fact that τ n ≤ C − C * L ≤ ∆ n . Now since the random variables involved in (54) are independent, by applying the uniform version of the central limit theorem (Berry-Esseen Thereom), we have
where (56) in which 0 < c 1 (θ) < ∞ uses the uniform bounds on V (P − C * L , P 2 , C * L , r) as stated in Lemma 3, and the final step follows from the continuity and monotonicity of Φ( · ).
In a completely similar and symmetric fashion, we obtain
for some 0 < c 2 (θ) < ∞.
To simplify the limit superiors inside the Φ( · ) functions in (57) and (58), it would be useful to leverage the following monotonicity properties of g 1 and g 2 (cf. (27) and (28)) in Lemma 4.
As a result of Lemma 4 by letting ζ = G −1 min (λ) + ξ, using the continuity of GJS in the distributions and the third argument, we see that
where ( 
where ξ 2 > 0 is a funciton of ξ satisfying ξ 2 → 0 + as ξ → 0 + .
Using these observations, definitions and the continuity of Φ( · ), we have 
Recall thatλ = λ+o(1) and G min ( · ) = min{G 1 ( · , r), G 2 ( · , r)} as defined in (13) . Then, for any λ ∈ (0, G min (1 − 2θ/2)),
which guarantees that both the upper bounds in (65) and (66) vanish. Then the sequence of decoders as defined in (17) yields a sequence of erasure probabilities { n } ∞ n=1 and a sequence of resolutions {∆ n } ∞ n=1 such that lim sup n→∞ n = 0 ≤ (for any ∈ [0, 1)) and lim sup n→∞ ∆ n /n = G −1 min (λ) + ξ. Therefore, G −1 min (λ) + ξ is a (r, θ, λ, , 0)-achievable normalized resolution. Since ξ > 0 is arbitrary, taking ξ → 0 + , we see that
C. Converse Proof of (14) Given any vector η :
Lemma 7. Given any arbitrary decoder γ and any η, for any pair of distributions (P 1 , P 2 ) ∈ P(X ) 2 , we can construct a type-based decoder γ type such that for each C ∈ I θ
The proof of Lemma 7 is provided in Appendix G. Let δ n = 1 n |X | log((n + 1) 3 N 2 ) = O( log n n ). The following lemma shows that the decoder in (17) is optimal among all (n, ∆, r, θ, λ, )-good type-based tests.
Lemma 8. For any λ ∈ R + and any type-based decoder γ type such that for all pairs of distributions (P 1 ,P 2 ) ∈ P(X ) 2 ,
we have that for any particular pair of distributions (P 1 , P 2 ) ∈ P(X ) 2 ,
The proof of Lemma 8 is provided in Appendix H.
The following corollary shows that given any decoder γ with undetected error probability upper bounded by exp{−nλ}, the erasure probability of γ can be approximately lower bounded in terms of the tail probability of the function L( · ), defined in (12) .
Corollary 9. For any λ ∈ R + and any decoder γ such that for all pairs for (P 1 ,P 2 ) ∈ P(X ) 2 ,
we have that for any pair of (P 1 , P 2 ) ∈ P(X ) 2 ,
Combining Lemma 7 and 8 and setting η l = 1/n 2 for all l ∈ I θ , we obtain Corollary 9.
Let τ n = ∆ + 1 + n κn . LetĈ L := C − τ n andĈ R := C + τ n . For any C ∈ I θ and any decoder γ satisfying (74), the erasure probability can be lower bounded as follows:
L T j , j n , r + 2 log n n ≤ λ − δ n , |I * − C| < n κn (77)
L T j , j n , r + 2 log n n ≤ λ − δ n , |I * − C| < n κn (78)
where (78) follows since I θ ∩[C ±(∆+n κn )] c ⊂ I θ ∩[I * ±∆] c and (79) follows from the fact that P C {D∩A c } ≥ P{D}−P{A} given any two events D and A. Note that if C < θn + τ n ,Ĉ L / ∈ I θ , the first probability term in (80) is equal to 0; on the other hand if C > (1 − θ)n − τ n , the second probability term in (80) is equal to 0.
Next, we have
where (82) follows from the same steps as those leading to (53) in the achievability part and (83) again follows from the fact that P{D ∩ A c } ≥ P{D} − P{A}. Note from (26) that the probability of the atypical event P C AĈ L ,C = O(n −2κn ). Furthermore, since the random variables involved in (83) are independent, by applying the uniform version of central limit theorem (Berry-Esseen theorem), we have
where (85) in which 0 <ĉ 1 (θ) < ∞ uses the uniform bounds on V (P − CL , P 2 ,Ĉ L , r) as stated in Lemma 3, and the final step follows from the continuity and monotonicity of Φ( · ). In a completely similar and symmetric fashion, we obtain
for some 0 <ĉ 2 (θ) < ∞. Let ∆ = n(G −1 min (λ) − ξ) for some arbitrarily small constant ξ > 0. Also recall the definitions of G 1 ( · ) and G 2 ( · ) in (62) and (64) in the achievability proof. As a result of Lemma 4, using the continuity of GJS in the distributions and the third argument and the monotonically increasing property of GJS(∆ P1+(1−θ−∆)P2 2θ) /2) for any (P 1 , P 2 ) (as proved in Appendix A), we see that
where ξ 1 > 0 is a function of ξ satisfying ξ 1 → 0 + as ξ → 0 + , and
where ξ 2 > 0 is a function of ξ satisfying ξ 2 → 0 + as ξ → 0 + . Using these bounds and the continuity of Φ( · ), we have 
Since ξ 1 , ξ 2 > 0 and λ = G min (G −1 min (λ)) = min{G 1 (G −1 min (λ), r), G 2 (G −1 min (λ), r)} due to the (strictly) monotonically increasing property of G min , we can see that at least one of the two lower bounds in (92) and (93) tends to one, which means that the erasure probability, which is lower bounded as in (76), cannot be made less than for any ∈ [0, 1). This constitutes a strong converse. Thus, the optimal normalized resolution cannot be smaller than or equal to G −1 min (λ) − ξ, i.e., ∆ * (r, θ, λ, ) > G −1 min (λ) − ξ. Since ξ > 0 can be made arbitrarily small, it means that
completing the proof of the converse of (14).
D. Achievability Proof of (15)
Throughout the proof, we let∆
We seek to prove that for any ξ > 0,∆ t + ξ is an (r, θ, λ, , t)-achievable normalized resolution. That is, here we consider the achievability part for the moderate deviations regime in which t ∈ (0, 1/2). Let ∆ n = n 1−t/2 (∆ t + ξ) = Θ(n 1−t/2 ) and clearly lim sup n→∞ ∆ n /n 1−t/2 ≤∆ t + ξ. Since t ∈ (0, 1/2) and κ n → 3/4 (see its definition in (23)), we have that ∆ n − n κn = Θ(n 1−t/2 ) and τ n = Θ(n 1−t/2 ).
The achievability proof of (15) is the same as that for (14) up to (55) withλ replaced byλn −t and λ replaced by λn −t . We highlight the salient differences in the following steps. In essence, for the moderate deviations case, since the normalized gaps 1 n (C − C * L ) and 1 n (C * R − C) vanish, we are able to exploit this to approximate the GJS functions that appear in (59)-(64) by chi-square divergences by invoking Taylor's theorem.
By applying the central limit theorem and Lemma 3, we have
where c 1 (θ) is defined under (56). In a completely similar and symmetric fashion, we have
where c 2 (θ) is defined under (58). Since 1 n (C − C * L ) = 1 n (∆ n + 1 − O(n κn )) = Θ(n −t/2 ) and 1 n (C * R − C) = 1 n (∆ n + 1 − O(n κn )) = Θ(n −t/2 ) are vanishing, we have the following Taylor expansion of r GJS · , P 2 , (n − C * L )/(rn) around P 2 :
Similarly, Taylor expanding of r GJS · , P 1 , C * R /(rn) around P 1 :
Note that the remainder terms in the O( · ) notation in (98) and (99) are of order O(n −3t/2 ).
Using the continuity of GJS in the distributions and the third argument, we see that 
whereξ 2 > 0 is a function of ξ satisfyingξ 2 → 0 + as ξ → 0 + . Using these bounds and the continuity of Φ( · ), we have 
Recall thatλ = λ + o(n t ) and the definition ofχ 2 (P 1 , P 2 ) in (10). Sinceξ 1 ,ξ 2 > 0 and t ∈ (0, 1/2), we have that for any λ ∈ (0, ∞), the lim sup's in both (104) and (105) are equal to −∞, which guarantees that both the upper bounds in (104) and (105) vanish. Then the sequence of decoders as defined in (17) yields a sequence of erasure probabilities { n } ∞ n=1 and a sequence of resolutions {∆ n } ∞ n=1 such that lim sup n→∞ n = 0 ≤ (for any ∈ [0, 1)) and lim sup n→∞ ∆ n /n 1−t/2 =∆ t +ξ. Therefore,∆ t + ξ is a (r, θ, λ, , t)-achievable normalized resolution. Since ξ > 0 is arbitrary, taking ξ → 0 + , we see that
The converse proof of (15) follows along the same lines as that of (14) in Section V-C up to and including (87) with λ replaced by λn −t . Given any ξ > 0 and recalling the definition of∆ t in (95), we let
throughout this converse proof. Then τ n = ∆ + 1 + n κn = Θ(n 1−t/2 ). Since 1 n (C −Ĉ L ) = 1 n (Ĉ R − C) = 1 n (∆ + 1 + n κn ) = Θ(n −t/2 ), we can reuse the Taylor expansions of GJS as in (98) and (99).
Using the continuity of GJS in the distributions and the third argument, we see that
Using these bounds and the continuity of Φ( · ), we have 
By recalling the definition ofχ 2 (P 1 , P 2 ) in (10), sinceξ 1 ,ξ 2 > 0 and t ∈ (0, 1/2), we have that either
which means that at least one of the two bounds in (110) and (111) tends to one; that is, the erasure probability max C∈I θ P C {E e } cannot be made less than for any ∈ [0, 1). Thus, the t-optimal normalized resolution cannot be smaller than or equal tō ∆ t − ξ, i.e.,∆ * t (r, θ, λ, ) >∆ t − ξ. Since ξ > 0 can be made arbitrarily small, it means that
completing the proof of the converse of (15).
APPENDIX

A. Proof of Lemma 1
Let t =∆/(1 − θ), which is strictly increasing in∆. Then we can rewrite G min (∆) as
Let β = (1 − θ)/r. Since the first and second terms in the right-hand-side of (115) are symmetric, it suffices to prove that for any β > 0 and any pair of (P 1 , P 2 ), GJS(tP 1 + (1 − t)P 2 , P 2 , β) is a strictly increasing function of t ∈ [0, (1 − 2θ)/(2 − 2θ)).
The first and second derivatives of GJS(tP 1 + (1 − t)P 2 , P 2 , β) with respect to t are
and
where (118) is strictly positive when P 1 = P 2 . Thus, we have
which implies that GJS(tP 1 + (1 − t)P 2 , P 2 , β) is a strictly increasing function of t ∈ [0, (1 − 2θ)/(3 − 4θ)). As t is strictly increasing in∆ on [0, (1 − 2θ/2), G min (∆) is also a strictly increasing function of∆ ∈ [0, (1 − 2θ)/2).
B. Proof of Lemma 3
For any j ∈ [θn, C), we recall that V (P − j , P 2 , j, r) is given by
Since supp(P 1 ) = supp(P 2 ) = |X |, we note that for any j ∈ [θn, C) and any θ ∈ (0, 1), we have thatP − j (x) > 0 and P 2 (x) > 0 uniformly in j and thus
for some A 1 (θ), A 2 (θ) ∈ R + . Then we have
Similarly, the second term in (120) is < A 4 (θ) for some constant A 4 (θ) ∈ R + . Hence, for any j ∈ [θn, C) and any θ ∈ (0, 1), V (P − j , P 2 , j, r) < A 3 (θ) + A 4 (θ). Similarly, for any j ∈ (C, (1 − θ)n] and any θ ∈ (0, 1), V (P + j , P 1 , j, r) < A 5 (θ) for some A 5 (θ) ∈ R + . Let a 1 (θ) := max{A 3 (θ) + A 4 (θ), A 5 (θ)}.
In a similar manner, we can also show that for any θ ∈ (0, 1), T (P − j , P 2 , j, r), T (P + j , P 1 , j, r) < a 2 (θ) for some a 2 (θ) ∈ R + . On the other hand, V (P − j , P 2 , j, r) = V (P + j , P 1 , j, r) = 0 if and only if P 1 (x) = P 2 (x) = 1/|X | for all x ∈ X . Since P 1 = P 2 and j ∈ I θ , we have min{V (P − j , P 2 , j, r), V (P + j , P 1 , j, r)} ≥ a 1 (θ) > 0 for some a 1 (θ) ∈ R + .
C. Probability of Atypical Set
For any i, j ∈ I θ and i < j, the probability of X i / ∈ B(P 1 ) can be bounded using Hoeffding's inequality and the union bound as
Reusing this calculation on the other typical sequences, the probability of the atypical set A i,j can be bounded as
(126)
D. Proof of Lemma 4
Define the function
Note that t(α) is a strictly increasing function of α ∈ [θ + ζ, 1 − θ]. In the following, we write t instead of t(α) for brevity. Then we can rewrite g 1 (α) as GJS tP 1 + (1 − t)P 2 , P 2 , ζ n /(trn) . Let r = ζ n /(rn). Next, it suffices to prove that GJS tP 1 + (1 − t)P 2 , P 2 , r /t is an increasing function of t ∈ (0, 1).
Let β = r t/(t + r ), which increases as t increases. Then
The derivatives of D(P 2 βP 1 + (1 − β)P 2 ) with respect to β are given by
Thus, we have
which implies that D(P 2 βP 1 + (1 − β)P 2 ) is an increasing function of β ∈ (0, 1). Thus, the KL divergence on the left of the equality in (129) is an increasing function of t ∈ (0, 1). The first derivative of the second term in (128) with respect to t is given by
E. Proof of Lemma 5
Recall the definitions of κ n in (23) and B(P ) in (24) . According to (26) , for any i, j ∈ I θ such that i < j − n κn ,
Recall the definitions ofP − j andP + j in (21) . For any j ∈ [θn, C − n κn ], the Taylor expansion of L(T j , j/n, r) around
Similarly, for any j ∈ [C + n κn , (1 − θ)n], we have the following Taylor expansion of L( · ) around T j = (P + j , P 2 , P 1 , P 2 ) for any (
The Taylor expansion of L( · ) around T C = (P 1 , P 2 , P 1 , P 2 ) for any (x C , x n C+1 , y N 1 , y N 2 ) ∈ B(P 1 ) × B(P 2 ) × B(P 1 ) × B(P 2 ):
Fix any j ∈ [θn, C − n κn ] and let P − j := (P 1 ,P − j , P 1 , P 2 ). Notice that L P − j , j n , r = Θ n 2κn−2 (150) because L(P − j , j/n, r) is strictly decreasing in j (a fact that can be proved similarly as that of Lemma 1) and from the Taylor expansion of the function L( · , j/n, r) around P 2 ; see (98) in which C * L is replaced by C − n κn . Let c be some positive θ-dependent constant. Using (147) and (149), we have
≤ exp −2(n − j + N ) 2 L(P − j , j/n, r) + O( log n n κn )
where (151) follows from (145), (152) follows from Hoeffding's inequality and M 1 (θ) = M 2 (θ) are two functions depending only on (θ, P 1 , P 2 ) such that M 1 (θ) ≤ log (n − j + N )P − j (X) (n − j)P − j (X) + N P 2 (X)
, log (n − j + N )P 2 (X) (n − j)P − j (X) + N P 2 (X) ≤ M 2 (θ), a.s.,
and (153) follows from (150). The final bound in (154) follows from the fact that from the choice of κ n in (23), the first term in (153) decays super-polynomially fast and in particular, exp − c n 4κn−3 = exp − c n 2 log log n log n = exp − c (log n) 2 < 1 n 3/2 .
Similarly, for any j ∈ [C + n κn , (1 − θ)n], we also have
Thus, given any true change-point C, with high probability, L(T C , C/n, r) < L(T j , j/n, r) for all j / ∈ (C ± n κn ). More precisely, using (154) and (157),
This completes the proof of Lemma 5.
F. Proof of Lemma 6
Let C − ∆ := C − ∆ n − 1 + n κn , C + ∆ := C + ∆ n + 1 − n κn , and recall P − j = (P 1 ,P − j , P 1 , P 2 ). Let c be some positive θ-dependent constant. Similar to the proof of Lemma 5, for any j ∈ [θn, C − ∆ − n κn ], we have 
where (159) follows from (145), (160) follows from Hoeffding's inequality, (161) follows since L(P − j , j/n, r) is strictly decreasing in j and its Taylor expansion of the first argument around P − 
for n sufficiently large.
Similarly, we can also prove that for any j ∈ [C + ∆ + n κn , (1 − θ)n],
Combining (162) and (167) together with the union bound over all O(n) values of j / ∈ [C ± (∆ n − n κn )] similarly to (158) completes the proof.
G. Proof of Lemma 7
For any i ∈ I θ , let P i,n−i,2N (X ) := P i (X ) × P n−i (X ) × P N (X ) 2 and Q i := (Q i , Q n i+1 ,Q 1 ,Q 2 ) ∈ P i,n−i,2N (X ). For any Q i , We use T n+2N Qi to denote the tuple of sequences for (X n , Y N 1 , Y N 2 ) such that X i ∈ T i Qi , X n i+1 ∈ T n−i Q n i+1 , Y N 1 ∈ T Ñ Q1 and Y N 2 ∈ T Ñ Q2 . Given any decoder γ, we define the following sets of test and training sequences: 
Fix any η ∈ [0, 1] (1−2θ)n+1 . Given any i and any tuple of sequences (X n , Y N 1 , Y N 2 ) with types Q i ∈ P i,n−i,2N (X ), we can construct the following type-based decoder γ type :
Qi | for all k ∈ I θ , we define γ type (X n , Y N 1 , Y N 2 ) := e. Then for any C ∈ I θ , we have 
H. Proof of Lemma 8
The claim can be proved by contradiction. Suppose there exists a tuple of sequences (x n ,ỹ N 1 ,ỹ N 2 ) such that for some k ∈ I θ and some pair of (i, j), j / ∈ [i − ∆, i + ∆] L(Q i , i/n, r) ≤ λ − δ n , L(Q j , j/n, r) ≤ λ − δ n , and γ type (x n ,ỹ N 1 ,ỹ N 2 ) = k,
whereQ l = (Q l , Q n l+1 ,Q 1 ,Q 2 ) := (Txl , T x n l+1 , T y N 1 , T y N 2 ) for all l ∈ I θ . Without loss of generality, we assume that i = I * and j = arg min j / ∈[I * ±∆] L(T j , j/n, r). For any s ∈ I θ such that |s − k| > ∆, we either have L(Q s , s/n, r) ≤ L(Q i , i/n, r) ≤ λ − δ n or have L(Q s , s/n, r) ≤ L(Q j , j/n, r) ≤ λ − δ n .
Then we have
≥ exp − sD(Q s P 1 ) − (n − s)D(Q n s+1 P 2 ) − N D(Q 1 P 1 ) − N D(Q 2 P 2 ) − |X | log((s + 1)(n − s + 1)(N + 1) 2 ) . 
which contradicts (72). Thus, Lemma 8 is proved.
