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Abstract
Array signal processing techniques, which oer both spatial and frequency se-
lective signal processing, have been found to outperform single channel signal
processing in most commercial applications. Array signal processing captures the
spatial information of the received signal, which can be useful in acoustic source
localisation or rejecting signals based on their spatial locations.
The research presented in this thesis covers the designs of steerable broadband
beamformers. The discussion starts with 2-dimensional1 beamformer design,
where the aim is to achieve beamformers that can be steered around the azi-
muth plane while maintaining their frequency invariant response as well as the
shape of their spatial main-beam. A viable beamformer structure that allows
these desired characteristics is the Farrow lter structure. It consists of a bank of
nite impulse response lters to achieve frequency and spatial invariant response
and a single real parameter to steer the main beam.
Similar to other broadband beamformers, the proposed steerable broadband
beamformer also behaves like superdirective beamformers, which are known to be
very susceptible to slight perturbations, especially at low frequencies. Hence, for
the proposed method to be applicable, robustness against perturbations in prac-
tical environments is required. A robust design method based on a stochastic
model of the sensors' characteristics is investigated. This design method is in
contrast to conventional methods which constrain the white noise gain or the
absolute value of the beamformer's weights. In the proposed approach, perturb-
ations or errors such as sensor position errors, mismatches between sensors and
the non-ideal characteristics of the sensors are translated into the perturbations




in the sensors' gain and phase, which are modelled as random variables. The
stochastic mean of the perturbed design models then forms the basic of the op-
timum design formulation. The main feature of the proposed method is that it
provides a more direct connection between the actual perturbations or errors to
the design model.
The robust design model, together with the steerable design formulation, is
further extended into the design of steerable robust mixed neareld-fareld broad-
band beamformers. Mixed neareld-fareld beamformers have responses that are
invariant to the source radial distance (from the array). The invariant response
with respect to the source distance is achieved by designing the beamformer over
a range of distances covering both neareld and fareld distances. However, due
to the decreasing variation in the curvature of the wavefront as a source moves
into the fareld region, it is not necessary to extend the design range far into
the fareld region. This property can be exploited to design beamformers within
a short nite range and yet be operable for fareld sources beyond the design
range.
The nal part of this thesis extends the steerable beamformer design to 3-
dimension2 using spherical arrays. The designs are formulated under the spherical
harmonic framework. The existing spherical harmonic beamformer (also known as
modal beamformer) structures are modied by moving the ltering block towards
the sensor end. This allows the sensors to be placed exibly on a spherical array
housing as well as reduces the number of sensors required. Other properties, such
as computational complexity, of the proposed modal beamformers due to such
modication are also investigated and compared to the existing designs.
2It is eectively 2D in spherical coordinate system, as only the azimuthal and elevation
dimensions are considered.
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As technology continues to advance, people are becoming more and more reliant
on machines for technological solutions to uplift their quality of life and security
[15]. Examples include hands-free in-vehicles communication systems, confer-
ence telephony systems and automatic speech recording for conferences. In such
systems, the ultimate aim is to allow the user to be completely free from wearing
or holding any part of the communication equipment in order to use them, and
yet have a signal reception quality similar to that as if the microphone is close
to the user's mouth such as in traditional systems. The main challenge in these
situations is that such signal acquisition need to be done without constraining
the movement of the user. This leads to time-varying signal models due to the
dynamics of the user as the signal source. Furthermore, as the distance between
the user and the microphones increases, the ratio between the speech strength and
the strength of the background noise and other interferences decreases, causing
additional challenges to the problem.
In addition to improved reception quality of the acoustic signal of interest,
another challenge is to have location based selectivity in the aforementioned ap-
plications. The idea is that the system is required to respond only to the signal
of interest originating from some active region, thus allowing dierent set of pro-
cessing algorithms to be performed on signals originating from other regions, if
1
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necessary. As an example, a voice command acquisition system in a smart tele-
vision may have an active area only at the front of the television, where viewers
normally sit. This can prevent any false voice command being issued from non-
viewers at the sides and back of the television set.
Countless speech enhancement techniques had been proposed over the years
to solve these problems. Single channel approaches include spectral suppression
techniques [6, 7] and Wiener ltering techniques [810], both of which may require
noise spectrum estimation and tracking such as in [1113]. Although these single
channel approaches are simple and cost eective in practice, their signal-to-noise
improvement is limited. More complex methods such as multi-channel blind
signal separation (BSS) has been shown to provide signicant improvement on the
signal-to-noise ratio [1416]. Nevertheless, all these techniques do not allow for
location based selectivity in the sense that they cannot pinpoint to a particular
active region and only operate on the signal of interest originating from that
region.
A viable solution to the above problems is beamforming, which provides spa-
tially selective signal processing capabilities. Beamforming is an array signal
processing technique where received signals, which are sampled both temporally
and spatially at several sensors, are processed at the same time [17, 18]. Due
to the spatial sampling of the received signals, the sampled data contains the
spatial information regarding the received signals, in addition to their temporal
information. Hence, spatial-temporal selective signal processings are possible. In
this context, a pass region or main-beam is normally placed at a particular dir-
ection (or active region) in order to acquire the speech signal originating from
that direction while rejecting unwanted signals coming from other directions, thus
eectively provides spatially dependent characteristics (see Fig. 1.1). In addi-
tion, the main-beam of the beamformer can be made steerable, either manually
or automatically using source tracking algorithms to cater for audio surveillance
and conference recording applications mentioned above [1925]. Moreover, beam-
forming techniques can be integrated to work side by side with other complex
multi-channel algorithms such as distant speech recognition, speech separation,
speaker tracking and localisation in order to further improve their performances











Figure 1.1: General steerable beamformer system.
[26].
Essentially, the aim of this thesis is on the design of broadband beamformers
with a simple steering mechanism. The steering mechanism should allow the
main-beam of the beamformers to be steered to any direction in a straightforward
manner without needing to redesign the beamformers. In addition, the simple
steering mechanism should also accommodate for seamless integration with other
systems, such as source tracking system (which is beyond the scope of this thesis)
for extended functionalities. Apart from this steering capability, the secondary
aim of this thesis is to design beamformers that are robust against practical
imperfections in order for them to be applicable in practical environments.
1.2 Objectives
The objectives of this thesis are to investigate and design broadband beamformers
that can be steered electronically and are robust against perturbations. Ideally
the resulting beamformers should have unity magnitude response with constant
phase delay in the look direction (pass region) and zero response in the stop region
to completely suppress signals coming from other directions. In other words, the
beamformers should have the following traits:
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 electronically steerable main-beam, without requiring any mechanical move-
ment of the physical array,
 simple steering mechanism of the main-beam without needing to redesign
the beamformer weights for dierent steering directions,
 steering invariant spatial-temporal response, i.e. only the direction of the
main-beam changes with the steering direction. Other properties such as
main-beam width and sidelobes remain invariant for dierent steering dir-
ections,
 frequency invariant response throughout the frequency range of interest and
for all steering directions,
 robust to errors and perturbation, such as sensor mismatch and sensor
position errors, and
 ability to operate for both neareld and fareld source models.
1.3 Scope
The scope of the beamformer designs in this thesis is limited to a single main-
beam designs, which correspond to applications for reception of a single broad-
band signal source. The source considered is a point source with its wavefront
propagating radially outwards. The designs are only focused on data-independent
or non-adaptive beamformers. The propagation medium of the sound wave is
assumed to be homogenous, isotropic, non-dispersive and time-invariant with
discrete sensors placed in space. No reverberation is considered in the signal en-
vironment since reverberation is a huge research topic by itself. Comprehensive
studies on reverberation can be found in [2729]. For non-robust designs, both
azimuth-only and azimuth-elevation beamformer designs are presented. However,
the discussion on robust designs are limited to azimuth-only beamformers.
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1.4 Contribution of the thesis
The original contributions of this dissertation are as follows.
 propsosed a spiral arm array geometry, including the analysis on selecting
its array parameters,
 introduced a beamformer design model that includes both multiplicative
and additive complex errors for robust beamformer designs,
 proposed the design of steerable robust mixed neareld-fareld beamformer,
and
 proposed an azimuth-elevation beamformer design that utilises steering
mechanism from spherical beamforming technique while allowing for ar-
bitrary sensor placements.
1.5 Overview of the thesis
The primary aim of this thesis is to design steerable broadband beamformers
(SBBFs) that are robust against perturbations and mismatches caused by the
dierences between the ideal model and the practical setup.
Preliminary studies and background information relating to beamformer designs
are presented in Chapter 2. These include discussions on the spatial distribution
of sensors, source models, beamformer structures as well as important design
considerations that can aect the performance of a beamformer.
In Chapter 3, the discussion starts with an investigation of a spiral arm array
pattern which possesses some desirable characteristics for SBBFs. The selection
of the array parameters is also investigated in order to exploit the features of the
array geometry which can further improve the performance of a SBBF. This is
followed by a discussion on dierent non-robust design formulations for SBBFs.
These design formulations are extended in Chapter 4 to include a stochastic
error model in the array response for robustness. This stochastic model provides
a better representation of practical perturbations which are normally only known
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probabilistically. The stochastic error model is formulated as multiplicative er-
ror, additive error and both, where each formulation ts into dierent types of
perturbations in practical environments.
In Chapter 5, the design formulation is further extended to design steerable
robust mixed neareld-fareld beamformers, which have invariant response over a
wide range of source radial distance, covering both neareld and fareld distances.
The extension follows closely from the design formulation in Chapter 3 and can be
seamlessly incorporated into the robust design formulations discussed in Chapter
4. Apart from achieving operability for both neareld and fareld sources, the
steerability and robustness properties in the existing formulations are maintained.
Chapter 6 covers the design of azimuth-elevation spherical SBBFs. The design
is achieved by implementing the steering capability of spherical harmonic beam-
forming into the conventional lter-and-sum beamformers. This design method
admits arbitrary sensor congurations and yet achieves steering and frequency in-
variant responses. The ability to admit arbitrary sensor conguration stems from
the conventional lter-and-sum design approach where there is no assumption on
the orthonormality of the sensor positions as in the existing spherical harmonic
beamforming. In contrast, the steering invariant response property comes from
spherical harmonic beamforming where steering is done by means of modulation.
In addition to these, the proposed method requires less sensors, and yet yields




Beamforming is a spatial ltering technique to receive a signal radiating from a
certain direction while attenuating signals from other directions. One of the main
purposes of beamforming is to separate a desired signal from interference signals
originating from separate, non-overlapping spatial locations, but may occupy the
same spectral bands.
The basic concept behind beamforming is the relative dierence in the phase
shift and gain attenuation of the impinging wavefronts as seen by each sensor
element. This dierence contains useful spatial information about the received
signals and their propagation medium, which can be used to design beamformers
with desired responses. In the simplest sense, beamforming is similar to temporal
ltering except that ltering is done on spatially sampled data (as opposed to
temporally sampled data). For broadband beamforming, a joint spatial-temporal
ltering is employed instead, in order to provide both spatial and spectral se-
lectivity at the same time.
The design of beamformers involves a number of design considerations such
as the choice of spatial sampling scheme, which is related to the array geometry,
signal propagation model as well as the beamformer structure. There is no single
generic design formulation or model that has the best performance under all
circumstances. Usually the design model needs to be changed to suit its target
7
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applications.
This chapter reviews the preliminaries design considerations required for broad-
band beamformer designs. It only provides brief and concise background informa-
tion and further details can be found in the references cited. The discussion starts
o by introducing the dierent categories of sensor array geometries that can be
used for beamforming, including the sensor placement criteria to avoid spatial
aliasing. This is followed by the analysis of two main signal models, namely
neareld and fareld signal models, together with their merits and drawbacks.
A number of existing beamformer structures that can be extended for designing
steerable broadband beamformers are also discussed.
2.2 Sensor array
2.2.1 Array geometries
The placement of sensors in space to form a sensor array is entirely a design
decision. The sensors can either be placed arbitrarily or follow a known geometry
shape. Regardless, the choice of array geometry is important in beamformer
designs as it plays a major role in the performance of the beamformers. This is
because certain array geometry has advantages and limitations over the others
[30, 31]. For example, a uniform linear array (see Fig. 2.1) has the best spatial
resolution either at broadside or endre, depending on the target application,
whereas a uniform circular array (see Fig. 2.2a) has a uniform spatial resolution
for the whole azimuth range.
In general, array geometries can be categorised into three main categories,
namely one dimensional (1D), two dimensional (2D) and three dimensional (3D)
arrays. 1D arrays comprise of placing sensors in a line as shown in Fig. 2.1. Its
variants include uniform or non-uniform spaced array element, and broadside or
endre conguration type. 2D arrays consist of placing sensors on a plane, which
can either be along the perimeter of or ll up an enclosed area. Some commonly
used 2D arrays include planar, circular and multi-ring concentric circular array
patterns as shown in Fig. 2.2. In the case of 3D arrays, the sensors can be





Figure 2.1: Example of 1D array pattern.
placed on the surface of 3D solids, or they can be placed on frames to ll up the
volume of 3D solids, such as cylinder or sphere (see Fig. 2.3). The choice of array
patterns depends heavily on the target applications.
2.2.2 Spatial aliasing
In beamforming or spatial ltering, sensors placed in space play the role of spa-
tially sampling the received wave. Hence, similar to Nyquist rate in spectral
sampling, the smallest distance between adjacent sensors must at most equal to





where dmin is the minimum distance between adjacent sensors and λmin is the
smallest wavelength, which corresponds to the highest frequency component in a
broadband signal. The wavelength and the frequency of the wave is related by
c = fλ (2.2)
where the constant c is the speed of the wave in the propagating medium (e.g.
c = 343ms−1 in air) and f is the frequency of the wave. As an example, con-
sider an endre linear array with 6 elements and inter-element spacing of 4cm.
The highest signal frequency that it can resolve before spatial aliasing occurs is















(c) Rectangular planar array.
Figure 2.2: Examples of 2D array patterns.
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(b) Spherical volume array.
Figure 2.3: Examples of 3D array patterns.
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(a) No spatial aliasing.






















(b) Spatial aliasing occurs.
Figure 2.4: Endre linear array with inter-element spacing of 4cm.
fmax ≈ 4.3kHz. The beampatterns of a weight-and-sum beamformer designed for
frequency f = 3kHz and 7kHz using this array are shown in Fig. 2.4. The gure
clearly demonstrates the occurrence of spatial aliasing when (2.1) is violated.
2.3 Source model
2.3.1 Neareld source model
For a wave traveling in a homogeneous, isotropic, non-dispersive and time invari-
ant medium (see Fig. 2.5), the signal received at a sensor (or receiver) is phase
delayed and attenuated by its propagation response (also known as array element
response or Green function) which is given by [32]
anear (rk, ω, rs) =
1
























Figure 2.5: Neareld source model.
where ω is the frequency of the sound, rs is the position of the source, rk is the
position of the kth sensor, and ‖·‖ denotes Cartesian distance. The attenuation
in (2.3) is due to the decay of signal amplitude as it propagates outwards from its
source. The constant 4π can be dropped for convenience since only the relative
gain and phase dierence between the sensors are important. Suppose that S0 (ω)
is the original source signal, using (2.3), the signal as received by the kth sensor
is
Xk (ω) = anear (rk, ω, rs)S0 (ω) . (2.4)
A more elaborate expression which includes a general propagation medium is also
possible by solving the wave equations [33].
2.3.2 Fareld source model
Although (2.3) gives a generic frequency response from an arbitrarily located
signal source to an arbitrarily located sensor, the non-linear Cartesian distance
in the equation may complicate beamformer designs. A simplied source model
can be obtained by considering the source to be at innite distance from the sensor
array, i.e. ‖rs‖ → ∞. The reason for this is that when the source is far enough
from the sensor array, the wavefront impinging on the array becomes planar (as
opposed to curved), which can simplify the propagation model. However, in this
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fareld source model, a reference point is required and is normally taken as the
origin of the coordinate system or the center of mass of the sensor array. Suppose
the origin of the coordinate system is taken to be the reference point. The array
element response for the kth sensor is then given by







(‖rk − rs‖ − ‖rs‖)
)
. (2.5)









‖rk − rs‖ − ‖rs‖ = ‖rk‖ cos (4φk) = rk ·~rs (2.7)
where 4φk is the angle between the direction to the kth sensor and the source
and ~rs is the normalised source position. Hence, the array element response for
a fareld source is given by [32]
afar (rk, ω, rs) = lim
‖rs‖→∞








For commonly used array geometries such as the uniform linear array and circular

















cos (φs − φk)
)
. (2.10)
Although the fareld source model gives a simpler expression for the array
element response (compare (2.8) with (2.3)), the model is only valid for open space
environment (e.g. outdoor empty eld) and not for enclosed environment, such
as small rooms due to its requirement of ‖rs‖ → ∞. However, some researchers
have supported the validity of this source model at reduced range ‖rs‖ (e.g. in
medium-sized oce and indoor stadium, depending on the array size). One of
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the widely used quantitative lower bounds as a practical criterion for the fareld





where rs is radial distance between the source and the center of mass of the array,
La is the largest array aperture and λ is the operating signal's wavelength. This
criterion is based on the acceptable quadratic phase error and its detailed discus-
sion can be found in [3740]. Due to the simplicity of the fareld source model,
various neareld beamforming solutions are derived from this model, such as ra-
dial transformation [32], neareld compensation [34], and the radial reciprocity
method [41].
2.4 Basic beamformer structure
2.4.1 Weight-and-sum beamformer
A beamformer structure describes how ltering can be applied to the received
signal at each sensor in order to achieve a desired overall response. The simplest
beamformer structure is the weight-and-sum beamformer depicted in Fig. 2.7. In
this structure, a complex weight is applied to the received signal at each sensor,
after which they are summed to produce a single output signal. These complex
weights scale the received signals such that they are constructively summed if
they come from a certain desired direction and destructively summed otherwise,
thus resulting in spatial selectivity [17]. Weight-and-sum beamformer is normally
used for narrowband beamforming, where the bandwidth of the signal is much






where Xk (ω) is the received narrowband signal and Wk is the complex weight at
the kth sensor.
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(b) Uniform circular array.










Figure 2.7: Weight-and-sum beamformer structure.

















Figure 2.8: Frequency domain broadband beamformer structure.
The weight-and-sum beamformer structure can be extended to frequency do-
main broadband beamforming by means of Fourier transform and frequency de-
pendent complex weights Wk (ω) (see Fig. 2.8). In such a structure, a broadband
signal is decomposed into its individual frequency components and a weight-and-
sum beamformer with frequency dependent complex weights is then applied to
the corresponding components in order to achieve broadband beamforming. The
output signal is given by





Xk (ω)Wk (ω) , (2.14)
Xk (ω) = F {xk (t)} and F {·} is the Fourier transform.
2.4.2 Filter-and-sum beamformer
Another broadband beamformer structure that is widely used is the lter-and-
sum beamformer structure depicted in Fig. 2.9. In this structure, a lter, such
as the nite impulse response (FIR) lter is attached to each of the sensor for





wk (t) ? xk (t) (2.15)











Figure 2.9: Filter-and-sum beamformer structure.
where wk (t) is the impulse response of the lter attached to the k
th sensor and ?
denotes convolution.
In general, the design problem of broadband beamformers using the lter-
and-sum structure is larger and more challenging. This is because the trade-
os between conicting requirements such as robustness, low frequency response,
spatial aliasing at high frequency and array aperture size need to be systematically
addressed. Furthermore, unlike the frequency domain broadband beamformer
(see Fig. 2.8), its design problem cannot be broken down into smaller design
problems based on the individual frequency components of the signal.
2.4.3 Modal beamformer
Another notable beamformer structure, which is scalable, is the modal beam-
former structure shown in Fig. 2.10 [42, 43]. In this structure, the received
signals are rst decomposed into orthogonal components using orthogonal basis
functions such as spherical harmonics. Filtering (either in frequency domain or
through FIR lters) is then performed on these components for frequency re-
sponse and beampattern shaping, before they are summed together into a single
output signal.
The modal beamformer structure is normally attractive since it is computa-












Figure 2.10: General modal beamformer structure.
tionally less complex compared to the weight-and-sum and lter-and-sum beam-
former structures. Computation counts in the ltering stage is reduced when
the maximum number N of orthogonal components decomposed is less than the
number of sensors K, i.e. N < K, which is normally the case in practise.
Another attractive property of the modal beamformer structure is that main-
beam steering can be achieved simply by means of modulation [42]. The modal
beamformer structure is also favourable especially when the basis functions chosen
for the decomposition or transform is mathematically matched to the physical
array geometry and the propagation model used, which can simplify the overall
design formulation.
2.5 Conclusion
The preliminaries involved in the design formulation for beamformers (including
steerable broadband beamformers) consist of carefully selecting the signal model,
array geometry and beamformer structure. Within each category, dierent mod-
els or structures have their own merits and drawbacks. There is no single best
combination that can t perfectly for all applications. As such, in order to max-
imise the performance of beamformers, dierent combinations of array geometries
and beamformer structures are matched to the target application. Even so, there
may still be conicting design decisions where careful considerations are required





Fixed beamformers, though simple, have only a xed response. They are limited
therefore to applications where the signal source is xed. If the signal source
moves to a new position, then the xed beamformers will need to be redesigned
to cater for such a change. In contrast, SBBFs are able to steer their main-beams
on-the-y, without the need to redesign their weights. This steering capability of-
fers dynamic beamforming which is extremely useful in applications that involve
moving sources. Some examples include audio-video conferencing, hands-free
communication systems, audio surveillance systems, and human-machine inter-
face systems where the human speaker (or signal source) is likely to move around.
In these cases, acoustic signal reception using xed beamformers is not feasible
and SBBFs provide a better t since they can be steered readily to track of the
moving source.
In light of these demands, SBBFs have attracted much research attention.
One of the existing attempts to design SBBFs involves using a polynomial nite
impulse response (FIR) lters or the Farrow structure [44] to provide non-linear
mixing of the FIR lters to achieve steerability [45, 46]. Another method of
achieving steerability is proposed by Parra, where the spatial-temporal depend-
20
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ency of the broadband beamformer is separated and steering is achieved by using
the Wigner rotation matrix [47]. Other methods include designing the beam-
formers as modal beamformers, where the received signals are rst decomposed
into orthogonal modes, and then, linearly combined to achieve a desired response
[42]. For these modal beamformers, steerability is achieved by means of modu-
lating the modes.
This chapter discusses the design of 2D SBBFs, which includes the design
of the array geometry as well as the beamformer weights. The choice of array
geometry is equally important as the design of the beamformer weights since they
both have signicant inuence on the achievable desired response. In the formula-
tion discussed, the Farrow structure is used to provide simple and straightforward
main-beam steering.
This chapter is organised as follows. In Section 3.2, the spiral arm array
geometry is discussed in details, including the selection of its parameters. This
geometry is proposed as a candidate for SBBFs since it possesses some desirable
properties which can be exploited for SBBFs. Section 3.3 discusses the Farrow
structure used for the SBBF design, followed in Section 3.4 by its design for-
mulation under both the weighted least squares (LS) and weighted total least
squares (TLS) criteria. A number of design examples are provided in Section 3.5
together with their performances. Section 3.6 concludes the chapter.
3.2 Spiral arm array geometry
3.2.1 Characteristics and properties
In element space beamformer design, the sensor array itself, in addition to the
beamformer structure (see Section 3.3), plays a major role in the beamformer's
performances. Hence, the choice of array geometry and sensors placement are im-
portant and require careful consideration. Consider a spiral arm array geometry
shown in Fig. 3.1, which is a variant of the spiral arm arrays in [48, 49] and the
wheel array in [50]. It consists of P concentric rings, indexed by p = 0, ..., P − 1,
with sensors uniformly spaced along the circumference of each ring. The pth ring
























Figure 3.1: Proposed spiral arm array geometry.
is further rotated by an angle φp.










where k = pM+m,M is the number of sensors per ring indexed bym = 0, ...,M−
1, and the centre of the array is taken as the origin of the coordinate system. The
radius rp and the rotation angle φp of the p
th ring are design parameters. Its
array element response (with the center of array taken as the reference point) to
a fareld source impinging the array from azimuth angle φs is given by












This spiral arm array geometry possesses a few desirable characteristics that
make it an attractive candidate for broadband beamforming. Firstly, its multi-
ring nature allows each ring to compensate for separate frequency bands in a
cooperative manner to achieve larger bandwidth for broadband beamforming [51].
Besides, since it is a 2D array, it provides full 360°coverage of the azimuthal
dimension, without any ambiguity (e.g. linear array).
Secondly, having a circular symmetry means the array geometry has uniform
resolution throughout the entire azimuthal dimension [30]. Therefore, there is no
issue of it exhibiting biased response to a particular azimuth angle as compared
to array geometry such as the rectangular or triangular array geometries. This
Chapter 3. 2D Steerable Broadband Beamformer Design 23
also ensures that the beamformer response is symmetry about its look direction.
Besides, this circular symmetric property can be exploited in the design of SBBFs
to provide full 360°steerability when their steerability only needs to be realised
over a sector. This is done by appropriately permuting the beamformer weights
(see Section 3.5).
Thirdly, each ring of the spiral arm array geometry has undergone a slight ro-
tation (c.f. Fig. 2.2b). This rotation introduces irregularity and reduces the peri-
odicity in its geometry, thus providing irregular spatial sampling of the received
signals, which can slightly suppress spatial aliasing [50, 52]. This property can
be exploited in broadband beamforming problems where the sensor array needs
to be balanced between avoiding spatial aliasing for high frequency components
as well as having aperture size large enough for low frequency components.
3.2.2 Parameters selection
3.2.2.1 Ring radii
For the proposed spiral arm array shown in Fig. 3.1, there are two main design
parameters, namely ring radii and ring rotation angle. From Nyquist sampling
theorem, the spacing between adjacent sensors must not be larger than half the
wavelength of the highest operating frequency in order to avoid spatial aliasing.
In contrast, the array aperture need to be suciently large to provide the re-
quired spatial resolution for the low frequency components. In order to satisfy
these contrasting requirements, the concept of narrowband signal processing is
employed, where each concentric ring from the proposed multi-ring array is de-
signed to handle a single frequency component. Under this scheme, each ring
radius is then selected to satisfy the Nyquist criterion for its corresponding oper-








where fp,max ∈ Ωpb is the maximum operating frequency for the pth ring, and
Ωpb is the spectral passband. As an example, for a spectral passband of Ωpb =
[200, 3800]Hz and P = 5, one possible choice (following linear discretisation)
is f0,max = 3800Hz, f1,max = 2900Hz, f2,max = 2000Hz, f3,max = 1100Hz and
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Figure 3.2: Discretisation of ring radii.
f4,max = 200Hz.
However, with the nite number of rings covering a broadband signal, (3.3)
results in the discretisation of the broadband frequency range into P − 1 bands.
Judging from (3.3), which involves an inverse relationship between rp and fp, the
logarithmic discretisation of fp will outperform the linear discretisation. This is
because the uniform step size in linear discretisation does not provide sucient
resolution at low frequencies where the value of the function (3.3) changes more
rapidly than at high frequencies. On the other hand, the logarithmic discretisa-
tion with non-uniform step size ts nicely for the changes of (3.3), both at low
and high frequencies.
This observation is clearly shown in Fig. 3.2, where fp ∈ [200, 3800]Hz is
discretised into P − 1 = 4 bands using both the logarithmic and linear discret-
isation schemes. To further highlight this observation, the beampatterns for a
xed beamformer with linear and logarithmic ring radii sampling are shown in
Fig. 3.3. The beamformers are designed using the parameters in Table 3.1, with
rp = {0.0365, 0.0771, 0.1631, 0.3449, 0.7294}m for logarithmic discretisation and
rp = {0.0365, 0.2097, 0.3830, 0.5562, 0.7294}m for linear discretisation.
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Table 3.1: Design parameters for xed beamformer to illustrate dierent ring
radii discretisation.
Parameter Value
Number of rings, P 5
Number of sensors per ring, M 5
Ring rotation angle, φa 0
o
Sampling frequency, fS 8 kHz
Spectral passband, Ωpb [0.2, 3.8] kHz
Spectral stopband, Ωsb [0, 0.1] ∪ [3.95, 4] kHz
Spatial pass region, Φpb (ψ) |φ− ψ| ≤ 15o
Spatial stop region, Φsb (ψ) |φ− ψ| ≥ 25o
Steering angle range, Ψ 0o (No steering)
Order of Farrow structure, N − 1 0
FIR lter length, L 64
Speed of propagating wave, c 343 m/s
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(a) Logarithmic discretisation.
(b) Linear discretisation.
Figure 3.3: Beampatterns for xed beamformer using logarithmic and linear dis-
cretisation of ring radii.
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3.2.2.2 Ring rotation angle
Unfortunately the selection of the ring rotation angle is not as straightforward
as for the ring radii. The amount of rotation for each ring can be dierent and
independent of one another. However, if φp is a multiple of 2π/M, then the spiral
arm array will be similar to the array in Fig. 2.2b.
In order to simplify the selection of φp, each ring rotation is restricted to be
a multiple of a scalar rotation φa, i.e.
φp = pφa. (3.4)
Then, a simple line search algorithm can be used to nd the optimal candidate
for φa, which is highly dependent on the overall beamformer design formulation
and specication. Fig. 3.4 shows the cost (3.33) for the LS SBBF designs in
Section 3.5 with φa ∈ [−36◦, 36◦] for P = 4 and 5. Other design parameters are
as given in Tables 3.2 and 3.3. From Fig. 3.4 and due to the symmetry of the
spiral arm array geometry, the optimal values for P = 4 is φa = ± (12◦ + 180◦k/M)
and for P = 5 is φa = ± (14.4◦ + 180◦k/M), where k is a non-negative integer.
Note that (3.4) is only one of many possible choices for φp and results in the
proposed spiral arm array shown in Fig. 3.1. Other choices will result in dierent
variants of spiral arm array geometries.
3.3 Beamformer structure
In the design of SBBFs, a beamformer structure having both broadband beam-
forming capability as well as ease of main-beam steering is desired. One structure
having such characteristics is the time domain Farrow FIR lter structure shown
in Fig. 3.5. The FIR lters provide broadband signal processing capability,
whereas the real scalar ψ̃, which provide a non-linear mixing of the FIR lters,















wp,m,n (l) exp (−iωTSl) (3.5)
Chapter 3. 2D Steerable Broadband Beamformer Design 28






















−8.25 dB −12o 12o
(a) P = 4.






















(b) P = 5.
Figure 3.4: Plot of weighted LS design errors versus φa for P = 4 and 5.
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where N − 1 is the order of Farrow structure, L is the length of each FIR lter,
TS is the sampling period, w (·) are the FIR lter weights, and ψ̃ is the Farrow
parameter. The array element response, w (·) can take the form of (2.3) for a
neareld source, (2.5) for a neareld source normalised with respect to a reference






where ψ is the steering direction and α is the normalising constant such that






e (ω) = [1, ..., exp (−iωTS (L− 1))]H (3.8)
and a (ω, rs) and w be column vectors with their elements given by
[a (ω, rs)]k = a
∗ (rk, ω, rs) (3.9)
[w]j = wp,m,n (l) (3.10)






= dH (ψ, ω, rs) w (3.11)
where
d (ψ, ω, rs) = a (ω, rs)⊗ ψ̃ ⊗ e (ω) (3.12)
and ⊗ is the Kronecker product.
The frequency domain or narrowband equivalent of the beamformer structure












where W (·) is a complex lter transfer function. Let W (ω) be a column vector
with its element given by
[W (ω)]v = Wp,m,n (ω) (3.14)
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Figure 3.5: Time domain steerable broadband beamformer structure using the
Farrow structure.





= dHf (ψ, ω, rs) W (ω) (3.15)
where
df (ψ, ω, rs) = a (ω, rs)⊗ ψ̃. (3.16)
Note that the beamformer responses have been derived using the neareld source
model. For fareld sources, the dependence of the beamformer response B (·) and
array response a (·) on the source position rs reduces to the direction of arrival
φs of the source.
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Figure 3.6: Frequency domain steerable broadband beamformer structure.
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3.4 Design formulation
The design of SBBFs can be posed as an optimisation problem to minimise the er-




and a desired response




in this section comes directly
from (3.5) for time domain designs and (3.15) for frequency domain designs. How-
ever, rs is dropped since the design formulations that follow are for beamformers
operating for a particular source distance, instead of a range of source distances





selected to be (2.3) or (2.5) for a neareld source (with ‖rs‖ xed to a neareld
distance) or (2.8) for a fareld source.
3.4.1 Weighted least squares
3.4.1.1 Frequency domain design
Dene an error function




−Bd (ψ, ω, φs) . (3.17)
Its absolute error squared can then be expressed as
|ξ (ψ, ω, φs)|2 = WH (ω)Q (ψ, ω, φs) W (ω)− 2Re
{
qH (ψ, ω, φs) W (ω)
}
+ |Bd (ψ, ω, φs)|2 (3.18)
where
Qf (ψ, ω, φs) = df (ψ, ω, φs) d
H
f (ψ, ω, φs) , (3.19)
qf (ψ, ω, φs) = df (ψ, ω, φs)Bd (ψ, ω, φs) (3.20)
and Re {·} denotes the real part. The weighted LS complex, frequency dependent
beamformer weights W (ω) can be found by solving
min
W(ω)
JLS (ω) ∀ω ∈ Ω (3.21)






V (ψ, ω, φs) |ξ (ψ, ω, φs)|2 dφsdψ (3.22)
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where V (·) is a weighting function, and Ψ and Φ are, respectively, the regions of
interest for the steering angle and the azimuth angle. The weighted LS objective
function JLS (ω) in matrix form is as follows
JLS (ω) = W
H (ω) Q (ω) W (ω)− 2Re
{
qH (ω) W (ω)
}



















V (ψ, ω, φs) |Bd (ψ, ω, φs)|2 dφsdψ. (3.26)
Minimising (3.23) with respect to W (ω) results in the analytical solution
W (ω) = Q−1 (ω) q (ω) . (3.27)
3.4.1.2 Time domain design
The same formulation can be posed in the time domain where the absolute error
squared is now given by
|ξ (ψ, ω, φs)|2 = wHQ (ψ, ω, φs) w − 2Re
{
qH (ψ, ω, φs) w
}
+ |Bd (ψ, ω, φs)|2
(3.28)
where
Q (ψ, ω, φs) = d (ψ, ω, φs) d
H (ψ, ω, φs) , (3.29)
q (ψ, ω, φs) = d (ψ, ω, φs)Bd (ψ, ω, φs) . (3.30)








V (ψ, ω, φs) |ξ (ψ, ω, φs)|2 dφsdωdψ (3.31)




Rewriting (3.31) in matrix form yields
JLS = w
TQw − 2 (Re {q})T w + b (3.33)

























V (ψ, ω, φs) |Bd (ψ, ω, φs)|2 dφsdωdψ. (3.36)
Minimising (3.33) with respect to w and constraining w to be real gives the
analytical solution
w = (Re {Q})−1 Re {q} . (3.37)
3.4.2 Weighted total least squares
In this section, the SBBFs design is reformulated in the weighted TLS sense [53].
The main advantage of this design formulation is that no matrix inversion is
required to solve the design analytically [54] and the formulation is unbiased [55],
as opposed to the weighted LS design formulation. The weighted TLS design
formulation, which minimises the Rayleigh quotient, can be solved using singular
value decomposition (SVD) which is numerically robust.
3.4.2.1 Frequency domain design




and Bd (ψ, ω, φs) in TLS sense is given by
ξTLS(ψ, ω, φs) =
|ξ(ψ, ω, φ)|√
A (ω) + 1
(3.38)






V (ψ, ω, φs)







V (ψ, ω, φs) Qf (ψ, ω, φs) dφsdψ. (3.40)
The detailed interpretation of (3.38) can be found in [53, 57]. Dening the










W̃H (ω) Q̃ (ω) W̃ (ω)
W̃H (ω) Q̃T (ω) W̃ (ω)
(3.41)
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where
Q̃ (ω) =
 Q (ω) q (ω)
qH (ω) b (ω)
 , (3.42)
Q̃T (ω) =







the weighted TLS design formulation is given by
min
W̃(ω)
JTLS(ω) ∀ω ∈ Ω. (3.45)
Note that (3.41) is the Rayleigh-Ritz ratio whose minimum is given by the
smallest generalised eigenvalue of Q̃ (ω) and Q̃T (ω). Hence, the minimisation
problem (3.45) can be solved analytically since according to the Rayleigh-Ritz's
principle, the solution vector W̃ (ω) is simply the generalised eigenvector of Q̃ (ω)
and Q̃T (ω) that corresponds to their smallest generalised eigenvalue [53, 56, 58].
The beamformer coecients vector W (ω) is extracted from W̃ (ω) after scaling
its last element to -1. Since the analytical solution of this design formulation
is given by the eigenvector of its matrices, this formulation is also called the
eigenlter design method.
3.4.2.2 Time domain design
As for the time domain design, the TLS error function is given by












V (ψ, ω, φs)








V (ψ, ω, φs) Q (ψ, ω, φs) dφsdωdψ. (3.48)
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Similarly, from the Rayleigh-Ritz's principle, the analytical solution vector w̃
that minimises (3.49) is given by the generalised eigenvector of Q̃ and Q̃T that
corresponds to the smallest generalised eigenvalue. The beamformer coecients
vector w is extracted from w̃ after scaling its last element to -1.
3.5 Design examples and discussion
3.5.1 Design specications and evaluation quantities
In order to illustrate the design formulations of Section 3.4, a number of design ex-
amples in the time domain are presented and evaluated. For fareld beamformer
designs, (2.8) is used as the array element response. For neareld beamformer
designs, (2.3) is used instead, with ‖rs‖ = 1m. Other design parameters are lis-
ted in Table 3.2 and 3.3, where appropriate 2π wrapping has been considered for
the spatial pass region and stop region. For simplicity, the weighting function is
chosen to be V (ψ, ω, φs) = 1.
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Note that the steering range Ψ is limited to a sector, i.e. Ψ ∈ [−36◦, 36◦]. This
reduces the design problem size and improves the steering performance since the
steering range is now limited to only a sector rather than the entire 360°. However,
a full 360°steering is still possible with this design specication due to the circular
symmetry of the sensor array. Main-beam steering outside the steering range can
be achieved by rotating the Farrow lters with respect to the sensor positions,
followed by main-beam steering with the steering parameter ψ.
The triple integrals in the design formulation is approximated by discrete sum,
where the ranges Ψ, Ω and Φ are uniformly discretised into 8, 128 and 180 points
respectively. As the designs involve three independent variables ψ, ω and φ, it
is dicult to increase their number of discretisation points as the problem can
easily become huge and unmanageable.
The desired beamformer response is dened by





, ω ∈ Ωpb, φs ∈ Φpb (ψ)
0 , ω ∈ Ωsb, φs ∈ Φsb (ψ) .
(3.54)
For evaluating the beamformers, two performance measures are used. The rst
one is the directivity index (DI) dened as [59]
D (ψ, ω) = 10log10
(
2π |B (ψ, ω, ψ)|2´
Φ
|B (ψ, ω, φs)|2 dφs
)
. (3.55)






|ξ (ψ, ω, φs)|2 dφsdω (3.56)
for LS designs and
ξTLS (ψ) =
ξLS (ψ)
Ae (ψ) + 1
(3.57)






|Bd (ψ, ω, φs)|2 dφsdω. (3.58)
Note that Ae (ψ) in (3.58) is taken to be the total area under the desired beam-
pattern rather than the actual beampattern (c.f. (3.47)) in order to avoid inap-
propriate scaling of the TLS performance error, which occurs when assessing the
performance outside the design region.
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Table 3.2: Design parameters for sensor array.
Parameter Value
Number of rings, P 4
Number of sensors per ring, M 5
Ring radii, rp {0.033, 0.089, 0.242, 0.657}m
Ring rotation angle, φa 12
o
Table 3.3: Design parameters for beamformer.
Parameter Value
Sampling frequency, fS 8 kHz
Spectral passband, Ωpb [0.2, 3.8] kHz
Spectral stopband, Ωsb [0, 0.1] ∪ [3.95, 4] kHz
Spatial pass region, Φpb (ψ) |φ− ψ| ≤ 15o
Spatial stop region, Φsb (ψ) |φ− ψ| ≥ 25o








Order of Farrow structure, N − 1 4
FIR lter length, L 64
Speed of propagating wave, c 343 m/s
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3.5.2 Fareld beamformer designs
The performance error plots for both fareld LS and TLS designs are shown in
Fig. 3.7. As can be seen, the low and constant performance error within the
designed steering region Ψ indicates that in both the designs, their responses
remain invariant when the main-beam is steered within the design region. This
is further supported by their high and constant DI values (around 20dB) within
the design region (between the dashed lines) shown in Fig. 3.8. Besides, it can be
seen from Fig. 3.8 that there is a small region outside the steering range Ψ before
the beamformers fail completely. In order to highlight the invariant response to
dierent steering direction within the steering range Ψ, the beampatterns for the
LS design steered to ψ = −20o and 30o are shown in Fig. 3.9.
As discussed in Section 3.2.1, the circular symmetric nature of the spiral arm
array geometry can be exploited to provide a full 360o. In this case, the steering of
the main-beam to any look direction can be achieved by appropriately rotating
the Farrow structure with respect to the sensors, followed by the main-beam
steering using the steering parameter. For example, in order to steer the main-
beam to 150o, which is outside of the design range Ψ (see Fig. 3.10), the Farrow
structure is rotated twice in clockwise direction to steer the main-beam to 144o.
Then, the steering parameter is set to ψ = 6o to further steer the main-beam
6o clockwise to reach the total desired look direction of 150o. This implies the
beamformer need to be designed only for a steering range covering a full sector
Ψ = [−π/M, π/M], thus reducing the design complexity, and yet a full 360o steering
range is achievable.
3.5.3 Neareld beamformer designs
The performance error and DI plots for both the neareld LS andTLS designs are
shown in Figs. 3.11 and 3.12, respectively. The similarity to their fareld coun-
terparts' performance in Section 3.5.2 shows that the same design formulations
discussed in Section 3.4 can be employed for neareld beamformer designs, by
simply applying the neareld array element response, instead. In addition, full
360o steering capability is still present due to the symmetry of the array geometry,
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Designed steering range, Ψ
Figure 3.7: Performance error for fareld LS and TLS designs.
as shown by the beampattern for the neareld LS design steered to ψ = 150o in
Fig. 3.13.
For comparison purpose, Fig. 3.14 shows the beampatterns for both fareld
and neareld designs, plotted on top of the desired beampattern at 1kHz. Note
that in these designs, the beamformer weights are optimised such that their beam-
patterns are matched as close as possible to the desired response. Hence, dierent
choice of desired response (3.54) will result in dierent designs.
3.6 Conclusions
In this chapter, the design of 2D SBBFs realised with the Farrow structure has
been established. The designs are formulated in both weighted LS and TLS sense
and in the time and frequency domains. The major advantage of the Farrow
structure is that the main-beam of the beamformer can be steered easily and
directly with a single real parameter. Design examples show that the beamformer
responses are invariant within the designed spectral and steering angle range,
validating the broadband as well as the main-beam steering capability of the
designs.
In addition, full 360o steering range is possible by exploiting the circular sym-
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Designed steering range, Ψ
(a) LS design.







































Designed steering range, Ψ
(b) TLS design.
Figure 3.8: Directivity index for fareld LS and TLS designs.














































































(b) ψ = 30°.
Figure 3.9: Beampatterns for fareld LS design steered to ψ = −20°and 30°.







































Figure 3.10: Beampattern for fareld LS design steered to ψ = 150°.
























Figure 3.11: Performance error for neareld LS and TLS designs.
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Designed steering range, Ψ
(a) LS design.







































Designed steering range, Ψ
(b) TLS design.
Figure 3.12: Directivity index for neareld LS and TLS designs.
















































Figure 3.13: Beampattern for neareld LS design steered to ψ = 150°.

















Farfield LS at 1kHz
Farfield TLS at 1kHz
Nearfield LS at 1kHz




Figure 3.14: Desired and actual beampatterns at 1kHz.
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metry nature of the array geometry. This is achieved by appropriately permuting
the beamformer weights. This property can reduce the beamformer design com-
plexity since the steering range needs only to cover a sector and yet a full 360o
steering range is possible. This shows that the choice of array geometry is equally





In practice, it is impossible to have a completely error free model for designing
beamformer. Hence, robustness to such errors is a major consideration in the
design of practical beamformers. Beamformers, especially superdirective beam-
formers and small array beamformers, are known to be very sensitive to slight
error and deviation between the presumed and actual model [5963]. Any viol-
ation of the underlying assumptions can degrade signicantly their performance.
Causes for such violations can be due to mismatches between the presumed and
actual array element characteristics [54], imperfect array calibration [64], error
in the sensor positions [65], electronics self-noise, medium inhomogeneity [66],
neareld-fareld mismatch [67], mutual coupling between sensors [68], local scat-
tering and source spreading [6972], to name a few. The importance of these
errors depends heavily on the type of sensor used in the sensor array as well
as the area of application. For example, the eect of mutual coupling between
sensors is often negligible in acoustic beamforming but not in wideband radio
antenna beamforming [73].
A major issue in acoustic broadband beamformers is that at low frequencies,
they behave like superdirective or small array beamformers. In these beam-
47
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formers, the element spacings are normally small relative to the operating signal
wavelength [5963]. As a result, the array aperture size is not sucient to provide
good signal directivity and every array element essentially "sees" the same signal
sample. In order to achieve high directivity in such beamformers, the dynamic
range of the beamformer weights need to be very large. Although these large
weights can increase the beamformer's gain theoretically, which is desired, it
causes the beamformers to be extremely sensitive to errors and perturbations
which exist in practise.
The most common method to introduce robustness to such errors is to include
a white noise gain (WNG) constraint in the design of the beamformer weights.
This is equivalent to the diagonal loading method if the designs are expressed
in matrix form [46, 6063, 74, 75]. Although perturbations and deviations from
practical models can be translated to WNG, there is no clear link between the
two. Hence, it is dicult to select an appropriate level of WNG for any given set
of errors in practice. This is the main limitation of the WNG method, though it
does provide a quick and simple method to achieve robustness.
The other method to achieve robustness is to include tolerance towards errors
in the ideal models to account for practical imperfections. Beamformers are then
designed by optimising an objective function, which include the tolerance, based
either on their worst-case or on their mean performances [62, 7678]. Both of
these approaches have their own advantages and drawbacks. Optimising for the
worst-case performance ensures the resulting beamformers can operate for all
the condition, including the worst-case scenario. However, such designs are too
pessimistic in the sense that the worst-case scenario may be too far from the
mean scenario and may only occur infrequently. On the other hand, optimising
for the mean performance ensures the beamformers can operate in the vicinity
of the mean conditions. Hence, if there is a sudden occurrence which shifts the
operating condition far away from the mean condition, the beamformer may fail.
The suitability of these methods depends heavily on the target applications.
For the mean performance optimisation, it can be extended to include a
stochastic model to describe the error characteristics [54, 79]. This enables ex-
plicit quantication of the parameters related to practical environments, sources,
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and array models which are known probabilistically, thus allowing a more direct
and meaningful quantication of physical parameters and their desired tolerance.
Besides, such stochastic model is applicable in most cases, where the errors are
random and only their stochastic characteristics are known. In addition, the
stochastic error model is more sensible in the sense that the errors are weighted
by their probability density function, i.e. errors that occur more frequently are
weighted higher than those that occur less frequently. Hence, its mean perform-
ance, where the errors are concentrated, is optimised to achieve optimal mean
performance.
This chapter discusses a stochastic error model for broadband beamformer
design, which is an extension to the model in [54, 79]. The discussion includes
formulations involving the multiplicative errors, additive errors and their com-
binations. The multiplicative error model is useful to model errors that can be
translated into errors in the array elements, such as their non-ideal characterist-
ics, mismatches between the array elements, errors in the sensor positions and
errors in the presumed source position. The additive error model is useful to
model errors due to source spreading and local scattering [80].
This chapter is organised as follows. Section 4.2 provides a detailed formula-
tion of the stochastic error model in terms of gain and phase errors. Section 4.3
discusses the incorporation of the stochastic error model into dierent broadband
beamformer design formulations to achieve robust designs. Section 4.4 provides
the performance evaluations, comparisons and discussion for a number of robust
beamformer examples using the stochastic error model, and lastly, conclusions
are drawn in Section 4.5.
4.2 Stochastic error model
4.2.1 Multiplicative error
Sensor errors ε(rk, ω, rs) such as gain and phase errors can often be modelled as
multiplicative errors [54, 79], i.e.
ε(rk, ω, rs) = ερ(rk, ω, rT ) exp (jεγ(rk, ω, rs)) . (4.1)
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where ερ(rk, ω, rs) is the gain error and εγ(rk, ω, rs) is the phase error. The
perturbed array element response can then be written as
â(rk, ω, rs) = ε(rk, ω, rs)a(rk, ω, rs) (4.2)
or in vector form as




k = ε(rk, ω, rs) (4.4)
and  represent element-wise or Hadamard multiplication. The conjugation in
(4.4) is due to the Hermitian transpose of the array response vector in the deriv-
ation of (3.11). Replacing a (ω, rs) in (3.12) and (3.16) with (4.3) yields
d̂(ψ, ω, rs) = â(ω, rs)⊗ψ ⊗ e(ω)
= (ε(ω, rs)⊗ 1NL) d(ψ, ω, rs) (4.5)
for the time domain design formulation, and
d̂f (ψ, ω, rs) = â(ω, rs)⊗ψ
= (ε(ω, rs)⊗ 1N) df (ψ, ω, rs) (4.6)
for the frequency domain design formulation, where 1 is a column vector with all
unity elements and its subscript denotes its length. Note that both (4.5) and (4.6)
have similar forms and thus from here onwards, only the time domain formulation
will be discussed as the frequency domain formulation follows similarly.
The critical equation for the beamformer design formulations in Chapter 3
stems from the absolute error squared |ξ (ψ, ω, rs)|2 which exists in both the
weighted LS and TLS formulations. Note that at this point, fareld sources are
not assumed yet, and thus the dependency is still on rs rather than on φs alone.
Suppose that now, the array response vector (4.5) with the error model is used
in (3.28), then the matrix Q(ψ, ω, rs) becomes
Q(ψ, ω, rs) = Q̂(ψ, ω, rs)









Q(ψ, ω, rs) (4.7)
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and the vector q(ψ, ω, rs) becomes
q(ψ, ω, rs) = q̂(ψ, ω, rs)
= d̂(ψ, ω, rs)Bd(ψ, ω, φs)
= (ε (ω, rs)⊗ 1NL) q(ψ, ω, rs). (4.8)
Note that the sensor gain and phase errors can be considered as random variables
and it is the error vector ε(ω, rs) that is of interest. Let
E (ω, rs) = ε (ω, rs) ε
H (ω, rs) (4.9)
and suppose we want to optimise the mean performance by using the gain and
phase probability density functions (PDFs) as the weights for the weighted sum
of cost functions for all feasible sensors, i.e.




E (ω, rs) fE1,...,EK (ε1, ..., εK)d(ε1, ..., εK)
(4.10)




ε (ω, rs) fE1,...,EK (ε1, ..., εK)d(ε1, ..., εK)
(4.11)
where fE1,...,EK (ε1, ..., εK) is the joint PDFs for all the sensor's errors. From now
on, the dependencies (ω, rs) is dropped from ε for notational convenience and
their dependencies are understood from the context, and the kth element of the
error vector ε is simply denoted by εk. Assuming independence between errors





εk fEk (εk) d (εk) (4.12)
where fEk (εk) is the PDF of the k
th sensor's error. The (k1, k2)
th element (for









fEk1 (εk1) fEk2 (εk2) d (εk1) d (εk2)
=
(ˆ
εk1 fEk1 (εk1) d (εk1)
)(ˆ
ε∗k2 fEk2 (εk2) d (εk2)
)
(4.13)







2 fk1 (εk1) d (εk1) = σ
2
k (4.14)
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. . . 0
0 0 σ2K
 , (4.15)
the matrix Ē(ω, rs) can be written as
Ē (ω, rs) =
(










where IK is K × K identity matrix. Hence, taking the expectation or mean of
the absolute error squared results in
E
{
|ξ (ψ, ω, rs)|2
}
= wHQ̄ (ψ, ω, rs) w − 2Re
{
q̄H (ψ, ω, rs) w
}
+ |Bd (ψ, ω, φs)|2
(4.17)
where
Q̄ (ψ, ω, rs) = Ē(m) (ω, rs)Q (ψ, ω, rs) , (4.18)
Ē(m) (ω, rs) = Ē (ω, rs)⊗ 1NL1TNL, (4.19)
q̄ (ψ, ω, rs) = ε̄(m) (ω, rs) q (ψ, ω, rs) , (4.20)
ε̄(m) (ω, rs) = ε̄ (ω, rs)⊗ 1NL, (4.21)
and the subscript (m) denotes multiplicative error. If the gain and phase errors











































































































































































































the PDFs of the gain and phase errors of the kth
sensor. In [54, 65, 79], it is shown that stochastic error modelling with multiplic-
ative errors is also useful for modelling errors such as mismatch between array
elements, errors in sensor positions and error in presumed source positions.
4.2.2 Additive error
Instead of multiplicative errors, suppose the sensor's errors are additive due to,
for example, source spreading or local scattering [80], i.e.
â(ω, rs) = ε(ω, rs) + a(ω, rs). (4.27)
Then, following the same procedure discussed in Section 4.2.1, it can be derived
that
Q̂(ψ, ω, rs) = d̂(ψ, ω, rs)d̂
H(ψ, ω, rs)
= (ε(ω, rs)⊗ψ ⊗ e(ω) + d(ψ, ω, rs))
× (ε(ω, rs)⊗ψ ⊗ e(ω) + d(ψ, ω, rs))H
= Q(ψ, ω, rs) +
(
ε(ω, rs)ε







q̂(ψ, ω, rs) = d̂(ψ, ω, rs)Bd(ψ, ω, φs)
= (ε(ω, rs)⊗ψ ⊗ e(ω) + d(ψ, ω, rs))Bd(ψ, ω, φs)
= q(ψ, ω, rs) + ε(ω, rs)⊗ u(ψ, ω)Bd(ψ, ω, φs) (4.29)
where U(ψ, ω) = u(ψ, ω)uH(ψ, ω) and u(ψ, ω) = ψ ⊗ e(ω). Following the same
procedure to optimise the mean performance as in Section 4.2.1 yields
Q̄(ψ, ω, rs) = Q(ψ, ω, rs) + Ē(a)(ψ, ω, rs), (4.30)
q̄(ψ, ω, rs) = q(ψ, ω, rs) + ε̄(a)(ψ, ω, rs), (4.31)
where
Ē(a)(ψ, ω, rs) =
(
Ē(ω, rs) + ε̄(ω, rs)a





ε̄(a)(ψ, ω, rs) = ε̄(ω, rs)⊗ u(ψ, ω)Bd(ψ, ω, φs), (4.33)
Chapter 4. Robust Formulation Using Stochastic Model 54
and the subscript (a) denotes additive error.
4.2.3 Multiplicative and additive error
A more general error model that covers both multiplicative and additive errors
can be obtained by combining the derivations in Sections 4.2.1 and 4.2.2. The
resulting array response vector with both multiplicative and additive errors be-
comes
â(ω, rs) = ε(m)(ω, rs) a(ω, rs) + ε(a)(ω, rs). (4.34)
Following a similar procedure as in Sections 4.2.1 and 4.2.2, it can be shown that
Q̄(ψ, ω, rs) = Ē(m)(ω, rs)Q(ψ, ω, rs) + Ē(a)(ψ, ω, rs), (4.35)
q̄(ψ, ω, rs) = ε̄(m)(ω, rs)q(ψ, ω, rs) + ε̄(a)(ψ, ω, rs), (4.36)
where Ē(m)(ω, rs), ε̄(m)(ω, rs), Ē(a)(ψ, ω, rs) and ε̄(a)(ψ, ω, rs) are dened respect-
ively in (4.19), (4.21), (4.32), and (4.33). It should be noted that although the
subscripts (m) and (a) distinguish the multiplicative and additive errors, their de-
rivations are essentially based on the derivations of Ē(ω, rs) in (4.10) and ε̄(ω, rs)
in (4.11).
4.3 Robust formulation for SBBF design in the
element space domain
Apart from providing a more meaningful quantication of practical models, this
stochastic approach merges the error modelling into the design formulation itself.
Hence, conventional weighted LS and weighted TLS design techniques, which
are formulated for non-robust designs, can also be used directly in the proposed
robust design method.
4.3.1 Weighted least squares formulation
Incorporating the error model in Section 4.2 into the weighted LS beamformer
design formulation in (3.31) and assuming fareld sources, i.e. the dependency
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on rs becomes dependency on φs only. Let the new objective function be the


































V (ψ, ω, φs)q̄(ψ, ω, φs)dφsdωdψ. (4.39)
The matrix Q̄(ψ, ω, φs) and vector q̄(ψ, ω, φs) used in (4.38) and (4.39) are as
dened in Section 4.2, depending on the error model used, i.e. either as multi-
plicative error, additive error or both.
The design of the robust weighted LS steerable broadband beamformer can be








Re {q̄} . (4.40)
4.3.2 Total least squares eigenlter formulation








V (ψ, ω, φs)E








V (ψ, ω, φs) Q̄ (ψ, ω, φs) dφsdωdψ, (4.42)













Then, the design of the robust weighted TLS steerable broadband beamformer can
be achieved by minimising (4.43), which can be solved similarly to that described
in Section 3.4.2 by substituting QT = Q̄T , Q = Q̄ and q = q̄.
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4.4 Design examples and discussions
4.4.1 Design specications
In order to illustrate the robustness achieved by using the stochastic error model, a
number of design examples are presented and compared with their corresponding
non-robust design examples in Section 3.5. The same design specications as
listed in Tables 3.2 and 3.3, as well as the same performance assessment as dened
in (3.56) and (3.55) are used for meaningful comparison. For the robust design,
both the multiplicative-only error model and additive-only error model are used.
The errors in all sensors are assumed to follow the same PDF model, which is
independent of both frequency ω and azimuth angle φs, with the gain and phase

























= U (−0.05 rad, 0.05 rad) (4.45)
where N (·) is a Gaussian PDF and U (·) is a Uniform PDF. Note that (4.44)
is essentially a cropped Gaussian PDF. The same PDF model of (4.44) and
(4.45) are used in both multiplicative-only and additive-only robust designs for
comparison purpose.
4.4.2 Perturbation in sensors characteristics
In order to evaluate the robustness performance, the following perturbation model
is introduced into all sensors. The ideal sensor response is assumed to be a
bandpass lter with unity gain and linear phase shift within the spectral passband.
This response is then modelled with a 50-tap FIR lter, which will introduce a
phase delay into the sensor response. The ideal lter coecients br (k, l
′) are then
perturbed with a uniform random variable as in
b̂r (k, l
′) ∼ br (k, l′) + U (−0.1, 0.1) (4.46)
where b̂r (k, l
′) is the perturbed l′th lter coecient of the kth sensor. Fig. 4.1
shows the perturbed sensor responses, where each line corresponds to the response
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of each sensor. Here, it is noted that the perturbation model (4.46) is pessimistic
relative to the actual sensor response from calibration graph provided by manu-
facturers. The reason that the model (4.46) is chosen is because it is simple and
if the design is robust against such perturbations, then they most likely will be
robust against the actual perturbations and mismatches in real sensors.
The performance error for the design examples with this perturbation is shown
in Fig. 4.2, where each plot is averaged over 50 runs with the vertical bars
representing one standard deviation. It is clear from this gure that robustness
is achieved in the designs with the stochastic error model. The trade-o for
achieving this robustness is the increased performance error relative to the ideal
situation (without perturbation) as shown in Fig. 4.3. This trade-o is typical
in any robust designs. A further highlight of the achieved robustness using the
stochastic error model is illustrated in Figs. 4.4 and 4.5, where the DIs with
perturbation for both non-robust and robust, LS and TLS designs are shown.
From these gures, the robust designs successfully maintain their directivity in
the presence of perturbations, unlike their non-robust counterparts.
4.4.3 Perturbation in sensor positions
The robustness achieved in the design examples is not limited to perturbation in
the sensor characteristics, but also to other perturbations such as in the sensor
positions. Errors in the sensor position cause variations in gain and phase delay
of the signal arriving at the sensor, which t readily into the multiplicative error
model.
In this subsection, the same design examples are evaluated in the presence of
errors in the sensor positions. The sensor positions are perturbed within a circular

















sin (U (0, π))
]
(4.47)
where [xk, yk] is the nominal position of the k
th sensor in x− y coordinate. The
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Figure 4.1: Perturbed sensor responses.
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Designed steering range, Ψ
Figure 4.2: Averaged performance error with perturbation in sensor characterist-
ics for non-robust and robust multiplicative-only designs .





























Designed steering range, Ψ
Figure 4.3: Performance error without perturbation for non-robust and robust
multiplicative-only designs.
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Designed steering range, Ψ
(a) LS designs.







































Designed steering range, Ψ
(b) TLS designs.
Figure 4.4: DIs with perturbation in sensor characteristics for non-robust LS and
TLS designs.
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Designed steering range, Ψ
(a) LS designs.







































Designed steering range, Ψ
(b) TLS designs.
Figure 4.5: DIs with perturbation in sensor characteristics for robust
multiplicative-only LS and TLS designs.
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Designed steering range, Ψ
Figure 4.6: Averaged performance error with perturbation in sensor positions for
non-robust and robust multiplicative-only designs.
averaged performance error for the robust and non-robust designs are shown in
Fig. 4.6. Again, each plot is averaged over 50 runs with the vertical bars repres-
enting one standard deviation. The robustness in the designs are indicated by the
low performance error as well as the small standard deviation. It is evident from
the gure that the robust designs still work under the introduced perturbations
in the sensor positions.
4.4.4 Perturbation due to local scattering
In order to evaluate the design examples against additive error model, errors
due to local scattering is considered [80]. In this perturbation model, additional
propagation paths from signal source to the sensor array are present in addition
to the direct line-of-sight propagation path as shown in Fig. 4.7. The array
element response with such perturbation model is given by
















rs, φs + φ
(i)
)
, L is the number of propagation paths, φ(i) is the
variation in angle of arrival and ρ(i) is the variation in gain of the impinging
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ϕs









Figure 4.7: Model used for perturbation due to local scattering.










ρ(i) ∼ Rayleigh (0.01) (4.50)
where Rayleigh (·) is a Rayleigh PDF.
Fig. 4.8 shows the averaged performance error for the design examples with
such perturbation. Again, each plot is averaged over 50 runs with the vertical
bars representing one standard deviation. As expected, the robust additive-only
designs have lower performance error as compared to their non-robust counter-
parts in the presence of local scattering perturbation. Similarly, the trade-o for
achieving this robustness is the increased performance error in the absence of
perturbation as shown in Fig. 4.9. Figs. 4.10 and 4.11 show the DIs with local
scattering perturbation for the non-robust and robust additive-only designs, re-
spectively. It is evident that the DIs for the robust additive-only designs are
maintained in the presence of local scattering perturbation.
4.5 Conclusions
In conclusion, stochastic error models oer a nice approach for modelling real
world perturbations and errors into the robust beamformers design formulation.
This is because in this formulation, errors are modelled as random variables,
which is sensible since real world perturbations can be considered as random.
Hence, this error model can capture the stochastic properties of the errors to be
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Designed steering range, Ψ
Figure 4.8: Average performance error with local scattering perturbation for non-
robust and robust additive-only designs.





























Designed steering range, Ψ
Figure 4.9: Performance error without perturbation for non-robust and robust
additive-only designs.
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Designed steering range, Ψ
(a) LS designs.







































Designed steering range, Ψ
(b) TLS designs.
Figure 4.10: DIs with local scattering perturbation for non-robust LS and TLS
designs.
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Designed steering range, Ψ
(a) LS designs.







































Designed steering range, Ψ
(b) TLS designs.
Figure 4.11: DIs with local scattering perturbation for robust additive-only LS
and TLS designs.
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integrated into the design model, where the errors are weighted by their rate of
occurrence or PDFs.
The design optimisation studied in this chapter provides a good way to achieve
robustness in the sense that the designs are optimised with respect to the mean
error, where the errors happen most frequently. This provide a fair balance
between robustness and performance as it is not as pessimistic as the method of
optimising for the worst case error. Furthermore, the method of optimising for
the mean performance eectively embeds the error model into the beamformer
design models. Hence, the robust design formulations can be extended, modied
and solved in similar ways as their non-robust counterparts.
In addition, as most practical errors can be translated into errors occurring
during the sampling of the sensor output signal, they can be modelled as either
multiplicative complex errors, additive complex error or both. This error model-
ling provides a better connection between the real world error and design model,
unlike the WNG method where such connection is vague. Hence, a more quant-





The discussion on the formulation of beamformer design in the previous two
chapters focuses only on steerable beamformer designs for either a neareld or
fareld source, and not their combination. The main-beam in those designs al-
lows the spatial pass region to be steered around the azimuth plane, but not along
the source radial distance. Regardless of the look direction of the main-beam,
the source (possibly a moving source) need to always remains in either the near-
eld (at a specic radial distance where it is designed for) or the fareld region,
depending on the source model used for the design.
Although in some applications, such restriction may not be a signicant prob-
lem, beamformers designed using either the neareld source model or fareld
source model (and not their combination) limit their source operating region
to the model assumed. For instance, fareld beamformers cannot be used for
neareld sources and vice versa. Specically, this dierentiation is due to the
deviation in the curvature of the impinging wavefront between a neareld and a
fareld source (see Fig. 5.1). The gain attenuations and phase delays of the array
elements are thus dierent for a neareld and a fareld source. These deviations,
especially the phase delays, will cause the response to deviate from the desired
68
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Figure 5.1: Dierence between neareld and fareld source model.
response, since the basic concept behind beamforming is built upon the relative
phase delays between the array elements for a given source direction. Such devi-
ation can be seen from Figs. 5.2 and 5.3 which clearly show that beamformers
are not operable for the source models they are not designed for.
For all that, recent demands require broadband beamformers to be operable
for both neareld and fareld sources, or at least robust to variation in the source
radial distance. In applications such as teleconferencing and audio surveillance,
it is very likely that the acoustic source will be moving around, causing its radial
distance rs to change. Hence, beamformers for such applications need to be
robust to such changes. Furthermore, if the beamformers are robust to a wide
range of radial distance rs (such as in mixed neareld-fareld beamformers), then
the speaker has more freedom to move in teleconferencing applications (or the
surveillance area can be increased in audio surveillance applications). Besides,
in mixed neareld-fareld beamformers, it is no longer necessary to consider the
condition that governs the validity of the fareld (or neareld) model since there
is no switching between the neareld and fareld designs.
Mixed neareld-fareld broadband beamformer design was rst investigated in
[81] where a weighted sum of a neareld cost function and a fareld cost function
is optimised. Doclo and Moonen [56] applied the same technique to a dierent
design formulation to achieve the same characteristics. Although this method










































































(b) Neareld source model.
Figure 5.2: Fareld beamformer evaluated using fareld and neareld source
model.
















































































(b) Neareld source model.
Figure 5.3: Neareld beamformer evaluated using fareld and neareld source
model.
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eectively mixes the neareld and fareld model into a single design formulation,
it is not robust in the sense that there is no deviation modelling in its formulation.
Moreover, their main-beam is xed and cannot be steered.
In this chapter, a weighted LS design formulation for steerable robust mixed
neareld-fareld broadband beamformers is proposed. The steerability context in
this chapter is the same as the previous two chapters, i.e. the design formulation
allows the spatial pass region to be steered around the azimuth plane. How-
ever, unlike the previous chapters, the design formulation in this chapter achieves
beamformers that continues to work regardless of the source moving between
the neareld and fareld regions. In other words, this chapter presents a design
formulation for beamformers with i) steerability of the main-beam around the
azimuth dimension, ii) invariant response over a wide frequency range (broad-
band), iii) invariant response over a wide distance (covering both neareld and
fareld regions), and iv) robust against errors and perturbations. The proposed
method extends the design formulation of steerable beamformers in Chapter 3 in
a similar way as [56, 81] to accommodate for both neareld and fareld sources at
the same time. This allows the operability for both neareld and fareld sources
to be added on top of the steerability property. In addition, the robust formula-
tion discussed in Chapter 4 is incorporated into the design formulation to achieve
robustness against errors and perturbations.
This chapter is organised as follows. Section 5.2 discusses the proposed beam-
former design formulation in weighted LS sense together with its robust design
formulation. This is followed by design examples presented in Section 5.3 along
with their performance evaluations. Lastly, conclusions are drawn in Section 5.4.
5.2 Mixed neareld-fareld design formulation
5.2.1 Beamformer structure
The design formulation of a steerable mixed neareld-fareld beamformer can be
achieved by modifying the formulation in Chapter 3. Consider again the Farrow
beamformer structure of Fig. 3.5 repeated in Fig. 5.4. Assuming ideal omni-
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directional sensors, its normalised response to a neareld source, with arbitrary
planar array geometry, is given by
B
(











wk,n (l) exp (−iωTSl) (5.1)
where K is the number of sensors, N−1 is the order of the Farrow lter structure,
L is the number of FIR taps, (rs, φs) is the source position (expressed in terms
of radial distance and azimuth angle to facilitate the formulation that follows), ω
is the source signal angular frequency, and TS is the sampling period. Note that
(5.1) is similar to (3.5) in Chapter 3, except that a normalised array response
ā (·) is used here to have a consistent response from both neareld and fareld
sources, relative to a common reference point. Let the origin of the coordinate
system, located usually at the centre of gravity of the array, be the reference
point. Hence, the normalised array response of the kth element ā (rk, ω, rs, φ),
relative to the reference point, is given by
ā (rk, ω, rs, φs) =
r






(r − d (rk, rs, φs))
)
(5.2)
where c is the speed of the propagating wave and d (rk, rs, φs) is the Cartesian
distance between the source and the kth sensor located at rk = (rk, φk), given by




s − 2rkrs cos (φs − φk). (5.3)
Equation (5.2) comes from (2.5) and is rewritten in a slightly dierent form to
facilitate the discussion in this chapter. Dene now
a (ω, rs, φs) =
[





w0,0 (0) ... w0,0 (L− 1) |
w0,1 (0) ... w0,1 (L− 1)
∣∣∣∣ ...
| wK−1,N−1 (0) ... wK−1,N−1 (L− 1)
]T
. (5.5)
Equation (5.1) can be written compactly in matrix form as follows.
B
(
ψ̃, ω, rs, φ
)
= dH (ψ, ω, rs, φs) w (5.6)
where d (ψ, ω, rs, φs) = a (ω, rs, φs)⊗ ψ̃⊗ e, and both ψ̃ and e are given respect-
ively, by (3.7) and (3.8).
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Figure 5.4: Time domain steerable broadband beamformer structure using Farrow
structure.
5.2.2 Weighted least squares formulation
Dening the error function as the dierence between the normalised beamformer
response and the desired response as follows
ξ (ψ, ω, rs, φs) = B
(
ψ̃, ω, rs, φs
)
−Bd (ψ, ω, φs) (5.7)
where the desired beamformer response Bd (ψ, ω, φs) is independent of rs, the










V (ψ, ω, rs, φs) |ξ (ψ, ω, rs, φs)|2 drsdφsdωdψ (5.8)
where Ψ, Ω, Φ and R are, respectively, the steering, spectral, azimuthal and
radial range of interest with R covering both neareld and fareld distances. The
purpose of the weighting function V (ψ, ω, rs, φs) is to control the approximation
error over the design space. Following (5.6), (5.8) can be rewritten in matrix form
as follows
JLS (w) = w
TQLSw − 2 (Re {qLS})T w + b (5.9)
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where
QLS =
ˆ ˆ ˆ ˆ
V (ψ, ω, rs, φs) Q (ψ, ω, rs, φs) drsdφsdωdψ, (5.10)
qLS =
ˆ ˆ ˆ ˆ
V (ψ, ω, rs, φs) q (ψ, ω, rs, φs) drsdφsdωdψ, (5.11)
b =
ˆ ˆ ˆ ˆ
V (ψ, ω, rs, φs) |Bd (ψ, ω, φs)|2 drsdφsdωdψ, (5.12)
and
Q (ψ, ω, rs, φs) = d (ψ, ω, rs, φs) d
H (ψ, ω, rs, φs) , (5.13)
q (ψ, ω, rs, φs) = d (ψ, ω, rs, φs)Bd (ψ, ω, φs) , (5.14)
and the integration ranges have been omitted for notational convenience. Min-
imising (5.9) with respect to w gives the analytical solution
w = Q−1LSRe {qLS} . (5.15)
The non-steerable mixed neareld-fareld beamformer with xed main-beam
as presented in [56, 81] is a special case of the proposed design formulation with
a single steering direction, i.e. Ψ = {0◦} and the Farrow lter structure has order
N − 1 = 0.
5.2.3 Robust formulation
In order to achieve robustness in the design, the proposed design formulation can
be converted seamlessly to a robust design formulation using the stochastic error
model presented in Chapter 4. This can be done by rst substituting (5.13) and
(5.14) respectively into (4.35) and (4.36), which are repeated as (5.16) and (5.17)
here for convenience.
Q̄(ψ, ω, rs, φ) = Ē(m)(ω, rs, φ)Q(ψ, ω, rs, φ), (5.16)
q̄(ψ, ω, rs, φ) = ε̄(m)(ω, rs, φ)q(ψ, ω, rs, φ). (5.17)
The expectation of stochastic error model, captured in Ē(m) (·) and ε̄(m) (·) for
multiplicative error model, essentially integrate the robustness property into the
design formulation. They are given by (repeated from (4.19) and (4.21))
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Ē(m) (ω, rs, φ) = Ē (ω, rs, φ)⊗ 1NL1TNL, (5.18)
ε̄(m) (ω, rs, φ) = ε̄ (ω, rs, φ)⊗ 1NL, (5.19)
where




E (ω, rs) fE1,...,EK (ε1, ..., εK)d(ε1, ..., εK),
(5.20)




ε (ω, rs) fE1,...,EK (ε1, ..., εK)d(ε1, ..., εK),
(5.21)
with the matrix E (ω, rs) and vector ε (ω, rs) modelling only the multiplicative
error (see Section 4 for details). Next, (5.16) and (5.17) are used to replace
Q (ψ, ω, rs, φs) and q (ψ, ω, rs, φs) in (5.10) and (5.11), which yield
QLS =
ˆ ˆ ˆ ˆ
V (ψ, ω, rs, φs) Q̄ (ψ, ω, rs, φs) drsdφsdωdψ, (5.22)
qLS =
ˆ ˆ ˆ ˆ
V (ψ, ω, rs, φs) q̄ (ψ, ω, rs, φs) drsdφsdωdψ. (5.23)
Hence, solving for the beamformer weights w using (5.15) with (5.22) and (5.23)
yields robust beamformers. Note that although the robust design is formulated
only from the multiplicative error model, they can also be formulated in a similar
way to utilise both the multiplicative and additive error model of Section 4.2.3.
5.3 Performance evaluations and discussions
5.3.1 Design specications and evaluation quantities
In order to illustrate the proposed weighted LS design formulation, two design
examples (one non-robust and one robust) are presented and evaluated. The
array geometry used in these design examples is the 2D spiral arm (a type of
multi-ring concentric) array geometry discussed in Section 3.2, with a total of
K = PM sensors, placed in P rings with M sensors per ring. The same design
parameters listed in Tables 3.2 and 3.3 are used, with the additional parameter
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of R ∈ [1, rmax]m and rmax = {5, 50, 100}. Note that from the rule of thumb
(2.11) and c = 343ms−1, the neareld-fareld boundaries for f = 200Hz and
f = 3800Hz are at rs = 2.01m and rs = 38.21m, respectively.
In these examples, the sensors are assumed to be omni-directional micro-
phones operating in air. For simplicity, the weighting functions are selected to be
V (ψ, ω, rs, φs) = 1. The desired beamformer response Bd (ψ, ω, φs) is the same
as (3.54). For the robust design, the same PDF model as (4.44) and (4.45) are
used for the microphones' characteristics.
The designs are evaluated in term of their performance error. The performance
error function, dened as





|ξ (ψ, ω, rs, φs)|2 dφsdω, (5.24)
is used to perform an overall assessment on the designs over their key design
spaces ψ and rs. In order to facilitate comparisons among the dierent designs,








ξLS (ψ, rs) drs. (5.26)
5.3.2 Evaluation of integrals
The design formulation of a steerable robust mixed neareld-fareld broadband
beamformer requires the evaluation of four integrals. For the design examples
presented in this section, these integrals are approximated by discrete summa-
tions with uniformly spaced points. This approach requires sucient number of
discretisation points in order to provide close approximation of the original in-
tegrals. However, as the number of points increases, so does the design problem
size. Hence, the trade-o here is to have a manageable problem size and yet
have an approximation with acceptable accuracy. Another approach is to have
non-uniform discretisation points where they are placed in a specic way to in-
crease accuracy with limited number of points, such as the quadrature integration
method, which is outside the scope of this thesis.
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For simplicity, the design examples in this section utilise approximation with
uniform discretisation points, where the range Ψ, Ω, Φ and R are uniformly
discretised into 8, 64, 90 and 2 points respectively. This low number of points
is chosen to ensure the design problem size is manageable and solvable using a
standard computer.
5.3.3 Discussions on the range R
In this subsection, all design examples are evaluated without introducing any
perturbations. The plots of (5.25) and (5.26) for all the designs are shown in
Fig. 5.5. From the gure, low performance errors indicate that the designs
work within their design specications. As anticipated, under ideal condition,
the robust designs achieve slightly higher performance error as compared to their
non-robust counterparts due to the trade-o for robustness.
A more interesting insight can be seen from Fig. 5.5a. Specically, the design
with R ∈ [1, 5] remains operable for source located at rs > 5 and has a relatively
similar performance error as the other two designs with R ∈ [1, 50] and R ∈
[1, 100]. This indicates that it is not necessary to have the range R extending far
into the fareld region in order for the designs to work for fareld source. The
reason for this is that in the neareld, changes in the source radial distance can
cause signicant variations to the array response, especially on the phase, due to
the curvature of the neareld source's wavefront. However, as the source enters
the fareld region, such eects becomes less signicant and eventually becomes
negligible, as indicated by the asymptotic performance error in Fig. 5.5a. The
plot of (5.24) for theR ∈ [1, 5] design, and its beampatterns at (rs = 1m, ψ = 25◦)
and (rs = 1000m, ψ = −20◦) are shown respectively in Fig. 5.6 and 5.7 as further
evidence on the operability of the design as a steerable mixed neareld-fareld
beamformer.
5.3.4 Discussion on robustness
Fig. 5.8 shows the performance errors of the designs with the same perturb-
ations in the microphone characteristics as in Section 4.4.2. As expected, the













































(a) With respect to source radial distance, rs.




































(b) With respect to steering angle, ψ.
Figure 5.5: Comparisons of performance errors of the design examples without
any perturbations.























































Figure 5.6: Plot of (5.24) for the R ∈ [1, 5] design.
robust designs continue to work (indicated by low performance error) in the
presence of perturbations, whereas the non-robust designs ceased to work. Sev-
eral beampatterns for the robust and non-robust R ∈ [1, 5] designs, evaluated
at rs = {1, 1000}m, steered to ψ = {0◦, 18◦, 36◦} and with perturbations are
shown in Figs. 5.9 - 5.14. Note that from these gures, the introduced perturb-
ations have greater eect on the low frequencies of the non-robust beamformer's
response. This is because broadband beamformers behave like superdirective
beamformers at low frequencies (see Section 4.1). This is also true for the other
non-robust designs with R ∈ [1, 50] and R ∈ [1, 100].
5.4 Conclusions
In conclusion, a steerable robust mixed neareld-fareld broadband beamformer
design method is proposed. The invariance in the beamformer response against
source radial distance is achieved by designing beamformers over a range of source
radial distances. The range need not extend far into the fareld region for the
beamformers to continue working for fareld sources due to the slow variation
in the fareld source's wavefront. The steerability of the main-beam and the
robustness of the designs are achieved using the methods discussed in Chapter 3
and 4, respectively.
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(a) At rs = 1m and steered to ψ = 25
◦.
(b) At rs = 1000m and steered to −20◦.
Figure 5.7: Beampatterns for the R ∈ [1, 5] design.











































(a) With respect to source radial distance, rs.




































(b) With respect to steering angle, ψ.
Figure 5.8: Comparisons of performance errors of the design examples with per-
turbation.
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(a) Robust design.
(b) Non-robust design.
Figure 5.9: Beampatterns for the R ∈ [1, 5] design at rs = 1m, steered to ψ = 0◦
and with perturbation.
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(a) Robust design.
(b) Non-robust design.
Figure 5.10: Beampatterns for the R ∈ [1, 5] design at rs = 1m, steered to
ψ = 18◦ and with perturbation.
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(a) Robust design.
(b) Non-robust design.
Figure 5.11: Beampatterns for the R ∈ [1, 5] design at rs = 1m, steered to
ψ = 36◦ and with perturbation.
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(a) Robust design.
(b) Non-robust design.
Figure 5.12: Beampatterns for the R ∈ [1, 5] design at rs = 1000m, steered to
ψ = 0◦ and with perturbation.
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(a) Robust design.
(b) Non-robust design.
Figure 5.13: Beampatterns for the R ∈ [1, 5] design at rs = 1000m, steered to
ψ = 18◦ and with perturbation.
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(a) Robust design.
(b) Non-robust design.
Figure 5.14: Beampatterns for the R ∈ [1, 5] design at rs = 1000m, steered to
ψ = 36◦ and with perturbation.
Chapter 6
3D Fareld Steerable Broadband
Beamformer Design
6.1 Introduction
Thus far, the design formulations of steerable beamformers have been limited to
azimuth-only beamformers. This chapter extends the design formulation of steer-
able beamformers to azimuth-elevation beamformers. Compared to azimuth-only
sensor array beamforming, azimuth-elevation sensor array beamforming oers an
additional spatial dimension for acoustic reception, which is useful in applications
that requires azimuth-elevation spatial sound reception such as audio surveillance,
teleconferencing and source localisation [82]. For these applications, spherical ar-
rays can be attractive because their symmetrical structure allows for unbiased
response for any azimuth-elevation angle.
A possible method to design steerable azimuth-elevation beamformers for
spherical arrays is to employ a 2D Farrow structure, where the two independ-
ent Farrow parameters can be used to steer the main-beam around azimuth and
elevation planes [83, 84]. However, due to its problem size and complexity, this
approach will not be pursued. Instead, a design formulation based on spherical
harmonics is presented in this chapter. This approach is particularly appeal-
ing since the spherical harmonics framework is closely matched to spherical ar-
rays [42, 43]. The key benets of the spherical harmonics design approach are:
89
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a) straightforward beam steering with steering invariant beampatterns, b) inde-
pendence of the sensor sampling scheme, as long as the sensor positions satisfy
an orthonormality criterion, and c) usually less computationally intensive than
lter-and-sum beamformers.
Initial studies on this subject were carried out by Meyer and Elko [42], and
Abhayapala and Ward [43] who propose beamformer designs (commonly known
as spherical or modal beamformers) based on the spherical harmonics decompos-
ition of the received sound eld. Their designs allow for simple beam steering by
means of modulation, similar to the steering mechanism in [85]. Since then, stud-
ies in this area have grown which include other modal beamforming approaches
such as delay-and-sum method [86], multiple beam and/or null steering [87, 88],
Dolph-Chebychev pattern approach [89], neareld modal beamforming [90, 91]
and optimal beamforming approach [9294].
As the mathematical spherical harmonic framework is established for sound-
eld reception over a continuous surface as opposed to the use of nite point sensor
elements in practice, most of the above spherical beamformer design approaches
rely on the numerical integration (known as quadrature scheme) of the received
sound eld. Under this quadrature scheme, a set of points Ω̃s (or locations of
sensor elements) on the surface of the spherical array and their corresponding


























sin(θ̃)dθ̃dφ̃ covers the whole surface S2. In practice, it may
not always be feasible if not impossible to nd a set of points Ω̃s satisfying (6.1),
and this will lead to spatial aliasing from high order spherical harmonics [96].
In this chapter, a lter-and-sum beamformer design formulation integrated
with the steering capability of spherical harmonic beamforming is proposed to
attain azimuth-elevation beamformers with simple steering mechanism. This is
achieved by including the modal decomposition and beam steering block from
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[42, 93, 97] into the classical lter-and-sum beamformer structure. The result-
ing structure is similar to the existing spherical harmonic beamformer structure,
except that the ltering block has been moved to the sensor end. Although this
modication causes the independent sensor sampling and computational advant-
ages from the existing spherical harmonic beamformers to be lost, it allows for
arbitrary sensor positions, i.e. the choice of sensor conguration need not sat-
isfy (6.1), and yet retains the steering invariant property of spherical harmonic
beamforming. In addition, it can be shown that the proposed method requires
fewer sensors to achieve similar performance as the existing spherical harmonic
beamformers for the same order of spherical harmonics. Other properties and
the performances of the proposed method are also discussed and compared to
existing design approaches in this chapter.
This chapter is organised as follows. Section 6.2 provides a brief background
on the existing spherical beamformer design approach, followed by Section 6.3 for
dierent sensor sampling schemes on the surface of a spherical array. Section 6.4
provides the design formulation of the proposed method in both frequency and
time domain, followed by an investigation of its properties in Section 6.5. Per-
formance evaluations and comparison with existing design approach is presented
in Section 6.6 and nally conclusions are drawn in Section 6.7.
6.2 Background
Consider a unit magnitude plane wave (fareld source model) impinging on a
sphere with radius a from direction Ω = (θ, φ) as shown in Fig. 6.1, where θ is
the elevation angle and φ is the azimuth angle. The frequency domain expression






















where k = 2πf/c is the wavenumber, f is the frequency and c is the speed of
propagating wave. Y mn (Ω) is the spherical harmonics of order n and degree m,
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and is given by [33]
Y mn (Ω) = Y
m








where Pmn (cos(θ)) is the associated Legendre polynomial of order n and degree
m, and i =
√
−1. The term pmn (ka,Ω), which is the spherical Fourier transform

















where the integration is evaluated over the whole surface of the unit sphere S2,
and the superscript ∗ denotes complex conjugate. Note that (6.4) is the spherical




and (6.2) is its inverse [33]. Explicit expres-
sion for pmn (ka,Ω), which can be obtained by solving the wave equation, is given
by




where the coecient bn (ka) depends on the type of sphere. For example, for
an open sphere (sensors are oating in free space) and rigid sphere (sensors
mounted on surface of solid sphere) [33],
bn (ka) =
4πi











where jn (·) and hn (·) are respectively the nth order spherical Bessel and Hankel
function of the rst kind, and j′n (·) and h′n (·) are their derivatives with respect
to their arguments.
The basic principle in spherical beamformer designs is to use the spherical
harmonic framework to decompose the sound eld received by a spherical array
into orthogonal components. These components are then linearly combined to
achieve a desired beampattern [33, 94]. Hence, the beampattern for a spherical

















is the complex beamformer weight. In practice, the continuous
term Ω̃ in (6.7) is sampled at nite sensor positions Ω̃s for s = 1, ..., S. Equation






























∗ Y mn (Ω0) (6.10)








, is normally selected to
be
[wmn (f)]
∗ = wn (f)Y
m
n (Ω0) (6.11)
in order to achieve steerability to any look direction Ω0 and rotational symmetric
beampattern around Ω0 [42, 97]. The aim for designing a modal beamformer is
to nd the complex weights wn (f). For frequency invariant (broadband) designs,
it is necessary to nd wn (f) such that
wn (f) bn (ka) = an, f ∈ Ωpb (6.12)






However, at low frequencies, only the zeroth mode (n = 0) is signicant, while
the other modes are very small (see Fig. 6.2). This will result in very large wn (f)
for n > 0 at low frequencies, which makes the beamformer very sensitive to errors
and perturbations.
The structure of the modal beamformer is shown in Fig. 6.3. In the rst
stage, the received signals are decomposed by the modal decomposition block
into their spherical harmonic components. The spherical harmonic components
are then modulated by the steering block to favour reception from the desired look
direction. Finally, frequency response and beampattern shaping are performed
by the ltering block.
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Figure 6.1: Plane wave incident on spherical array.
6.3 Sensor element sampling theorem
The spherical beamformer design formulation in the previous section has been
formulated by implicitly assuming that the sensor positions have been chosen to













= δ (n− n′) δ (m−m′) n, n′ ≤ N (6.14)
where δ (·) is the delta function, N is the highest spherical harmonics order, and
αs ∈ R is the scaling factor of the sth sensor which depends on the sampling
scheme. The requirement of (6.14) can be seen as follows. Taking the individual












































































where the last step results from using (6.14) and is as obtained in (6.9).
The condition (6.14) can also be considered as a criterion to avoid spatial
aliasing when sampling a bandlimited harmonic order (up to N) function on a







































































Figure 6.2: Magnitude of bn (ka) for open and rigid sphere.
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Figure 6.3: Existing modal beamformer structure.
sphere [96, 98]. A sampling scheme is considered alias-free if condition (6.14) is
satised completely without any error.
Hence, there exist a number of sampling schemes that aim to choose a set of
points on a sphere and their corresponding weights αs such that (6.14) is satised
without error (or at least with negligible error). These sampling schemes exhibit
trade-o between the number of required points and how close (6.14) can be
satised.
6.3.1 Equiangle sampling
The equiangle sampling scheme is presented by Driscoll and Healy [99]. In this
scheme, a total of 4 (N + 1)2 points are required to sampled a bandlimited func-
tion (fmn = 0 for n > N) on a sphere without aliasing. The points are selected
such that the elevation angle θ̃ and the azimuthal angle φ̃ are uniformly spaced,
i.e. θ̃ = πj/(2N+2), j = 0, ..., 2N + 1, and φ̃ = πk/(2N+2), k = 0, ..., 2N + 1. The
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Figure 6.4: Sampled 144 points for a function bandlimited to N = 5 using the
equiangle sampling scheme.












2δ (n) . (6.19)
The main advantage of this scheme is the constant angular dierence in both
θ̃ and φ̃, which is useful in applications where such symmetry is required. How-
ever, the large number of required samples makes it less attractive compared to
alternative schemes. In order to illustrate this sampling scheme, a set of 144
samples required for a function bandlimited to N = 5 is shown in Fig. 6.4 and
its corresponding orthonormality (6.14) is shown in Fig. 6.5.
6.3.2 Gaussian sampling
The second sampling scheme is the Gaussian quadrature sampling scheme [100,
101], which requires only 2 (N + 1)2 points. In this scheme, the azimuthal angle φ̃
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Figure 6.5: Orthonormality plot of the points in Fig. 6.4 up to order N = 5.
is sampled similarly to the equiangle scheme, but the elevation angle θ̃ is sampled
only at N + 1 points, which are nearly equally spaced. The samples θ̃j is chosen







for j = 0, ..., N . This choice forces fmn = 0 for n = N + 1, thus satisfying (6.14).















The weights αj are chosen similarly to (6.19) except that the upper summation
limit is now N rather than 2N + 1. The advantage of this scheme is that it
requires less points compared to the equiangle scheme. However, its non-uniform
spacing in θ̃ may not be desirable in some applications. The required 72 points
to sample a bandlimited function (N = 5) using this scheme is shown in Fig. 6.6,
with its orthonormality shown in Fig. 6.7.
6.3.3 Uniform or quasi uniform sampling
The third sampling scheme is the uniform or quasi-uniform sampling scheme
[102, 103], where the distances (as measured along the sphere arc) between adja-
cent sensors are uniform. This sampling scheme limits the sensor congurations
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Figure 6.6: Sampled 72 points for a function bandlimited to N = 5 using the
Gaussian sampling scheme.







































Figure 6.7: Orthonormality plot of the points in Fig. 6.6 up to order N = 5.
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to specic geometries known as platonic solids, which can only accommodate a
certain number of sensors [104]. For cases where there is no known platonic solid
for a given number of sensors, only quasi-uniform sampling is achieved. For these
cases, the criterion (6.14) is no longer satised completely and is normally com-
pensated by increasing the number of sensors. In fact, Hardin and Sloane [105]
show that the number of sensors required for this sampling scheme is at least
(N + 1)2, but in practice, more than 1.5 (N + 1)2 are required.
The advantages of this quasi-uniform sampling scheme are its small number of
required sensors, and the wider range of possible congurations compared to the
equiangle and Gaussian schemes. However, its non-uniform angular dierence in
both θ̃ and φ̃ may cause inconvenience in some applications.
The set of points and weights for this sampling scheme can be found using
the methods in [102, 103, 105], which include the truncation of platonic solids
and the minimisation of potential energy on a unit sphere surface (also known as
Thompson's problem). As an example, Fig. 6.8 shows the required 54 points (ob-
tained from the minimisation of Thompson's problem) to sample a bandlimited
function (N = 5) using this scheme and its orthonormality is shown in Fig. 6.9.
It should be noted that Fig. 6.9 shows that the criterion (6.14) is only satised
up to negligible error under this uniform scheme as there is no platonic solid for
54 points.
6.4 Proposed spherical beamformer design for-
mulation
Although the uniform sampling scheme oers a wide range of congurations,
they are still limited and are usually predened. Hence, individual points cannot
be exibly relocated or removed to suit specic applications (such as to make
room for cable outlet) where such regularity is infeasible or irregular sensor po-
sitions is required. In order to allow such exibility, Li and Duraiswami [94]
proposed a spherical beamformer design approach that allows exibility in the
sensor positions by designing the beamformer weights to explicitly satisfy the
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Figure 6.8: Sampled 54 points for a function bandlimited to N = 5 using the
uniform sampling scheme.






































Figure 6.9: Orthonormality plot of the points in Fig. 6.8 up to order N = 5.
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orthonormality property. However, their method no longer steers the main-beam
similarly to [42, 97], i.e. by means of modulation with Y mn (Ω0). Instead, they
require dierent sets of beamformer weights for each discrete steering direction,
which can limit the number of steering directions due to the nite memory size
to store the beamformer weights.
The proposed method presented in this section not only allows for exibility
in sensor positions (as in [94]) but also reduces the required number of sensors to
(N + 1)2 and yet maintains the ease of beam steering as in [42, 97]. The design
formulations in both frequency and time domains are described below.
6.4.1 Frequency domain design
Consider a sphere with radius a where its surface is made of a continuous sound





. Suppose the output of the continuous array is weighted with a





. Then the beampattern, which is dened as the beamformer response













Substituting (6.2) and (6.5) into (6.21), and restricting the summation to the N th





















In order to incorporate the ability to rotate the beampattern to any direction
Ω0 = (θ0, φ0), the term Y
m
n (Ω0) is included at the right hand side of (6.22)




















× [Y mn (Ω)]
∗ Y mn (Ω0) . (6.23)
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∗ Y mn (Ω0) , (6.24)
which is a linear combination of the complex conjugate of all spherical harmonics
up to order N with frequency dependent complex gains αmn (f). Equating the






























































Although (6.27) gives the analytical expression for the continuous spherical beam-
former weights of the proposed design, it is not practical due to its innite sum.
In order to make the design practical, the continuous sensor array on the
sphere surface is discretised into K discrete points or sensors, indexed by s =



















∗ Y mn (Ω0)
(6.28)
where the factor αs for the s


















= αmn (f) (6.29)
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B (ka) = diag
{
b0 (ka)⊗ 11, ..., bN (ka)⊗ 1(2N+1)
}
, (6.34)
where diag{·} is a square diagonal matrix with the given diagonal elements, 1J
is a length J row vector with all unity elements, and ⊗ denotes the Kronecker
product. Using (6.30) - (6.34), equation (6.29) can be rewritten in matrix form
as follows
B (ka) Yw (f) = α (f) (6.35)
which has analytical solution (in the least square sense)
w (f) =
(
YHBH (ka) B (ka) Y
)−1
YHBH (ka)α (f) . (6.36)
If B (ka) Y is invertible, then (6.36) reduces to
w (f) = Y−1B−1 (ka)α (f) . (6.37)










where the term Y mn (Ω0) steers the main-beam to direction Ω0, and the modal















with X(f, Ω̃s) the Fourier transform of the received signal at the s
th sensor. The
structure of the proposed spherical beamformer is shown in Fig. 6.10. Compared
to the existing spherical beamformers such as those in [42, 93, 97, 98], the ltering
block has been moved to the sensor end in the proposed design. The proposed
structure in Fig. 6.10 can be regarded as a lter-and-sum beamformer where
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Figure 6.10: Proposed frequency domain beamformer structure.
the individual lter outputs are decomposed into orthogonal modes for beam
steering. The shift of the ltering block allows arbitrary sensor conguration as
in conventional lter-and-sum beamformers, and the retention of the spherical
harmonics decomposition and steering block allows simple beam steering with
invariant beampattern.
It is known that the performance of beamformers will degrade in the presence
of errors and their robustness can be measured in terms of WNG [74, 93]. In
the presence of spatially uncorrelated white noise with power spectral density σ2n,
and no other noise terms, the output power of the proposed beamformer is given
by





∣∣∣w (f, Ω̃s)∣∣∣2 . (6.40)






wH (f) w (f)
. (6.41)
A constraint based on (6.41) can then be included into the design (by minim-
ising the 2-norm distance squared between B (ka) Yw (f) and α (f)) to improve




‖B (ka) Yw (f)−α (f)‖22 (6.42)
subject to WNG−1 (f) ≤ ρ (f)
where ρ (·) is a design parameter. The design problem (6.42) can be solved using
optimisation toolboxes such as SeDuMi [106].
6.4.2 Time domain design
The frequency domain design in Section 6.4.1 can be transformed into the time
domain. For the ideal case, i.e. continuous sensor array with continuous-time
non-causal lters, the impulse response of the proposed beamformer design is













where F{·} is the Fourier transform.
In the case of discrete-time implementation, the impulse response (6.43) is
sampled at sampling frequency fS and truncated to nite length. These opera-
tions are equivalent to approximating each of the frequency dependent complex
























In order to compensate for the inherent group delay in FIR lters, a negative
predelay, typically chosen as [97]

























∗ Y mn (Ω0) .
(6.48)
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= αmn (f) ∀n,m , f ∈ Ωpb. (6.49)
Note that the term η (f), which cannot be realized in practice, is only required to
determine the beamformer weights during the design stage and is not required in











η (f) eT (f)
))
h = α (f) ∀f ∈ Ωpb. (6.50)























(6.50) can be written compactly as
Ah = α. (6.53)











where Re {·} denotes the real part of its argument. The implementation struc-
ture of the proposed time domain beamformer can be derived following the same















Y mn (Ω0) (6.55)
where ? denotes convolution. The summation of complex spherical harmonics for
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Substituting (6.56) into (6.55) results in a real expression for the time domain
output signal of the modal beamformer. The resulting implementation structure
is shown in Fig. 6.11.
The noise-only beamformer output power (in the only presense of spatially











∣∣hTs e (f)∣∣2 df
= σ2nh
Th. (6.58)








Robustness in the design can be achieved by constraining (6.59) while minimising




subject to WNG−1 ≤ ρ.
As with (6.42) the above design problem can be solved using optimisation tool-
boxes such as SeDuMi.
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6.5 Properties of the proposed beamformer
6.5.1 Independence of orthonormality criterion
The expressions for the proposed beamformer weights design in (6.37) and (6.54)
are derived with no reference to the orthonormality criterion (6.14). This means
that unlike the existing spherical beamformer designs, the proposed beamformer
is not restricted by the criterion and hence, failure to satisfy it will not aect
the performance of the proposed beamformer. In other words, in the proposed
beamformer, the sensor placement can follow any arbitrary array conguration
as long as the sensors are reasonably spread out. This provides freedom and
exibility in the sensor conguration, especially in cases where it is not possible
to satisfy (6.14) or where an irregular spherical array is required.
6.5.2 Reduction in number of sensors





to satisfy (6.29) for all n = 0, ..., N and m = −n, ..., n. Its matrix equivalent,
given in (6.35), shows that it is indeed a linear system with (N + 1)2 equations.
Hence, in order to satisfy all (N + 1)2 equations in (6.35), the length of the weight
vector w (f) must be at least (N + 1)2. In other words, K ≥ (N + 1)2 sensors are
required to resolve spherical harmonics up to orderN without any spatial aliasing.
Compared to the existing spherical beamformer designs which use the sampling
schemes discussed in Section 6.3, the proposed beamformer design requires fewer
sensors. This is favourable in applications where the cost and number of sensors
is a limiting factor, such as small, low cost spherical arrays.
As for the time domain design, which is merely an approximation of the
frequency domain counterpart, it inherits the same properties. This is because
they both have the same structure except for the ltering block (see Figs. 6.10
and 6.11), where FIR lters are used to approximate the frequency dependent
weights in the frequency domain design. Hence, as long as the length of the FIR
lters is suciently long to provide a close approximation of the complex weights,
the minimum number of required sensors is also (N + 1)2.
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6.5.3 Steerability of main-beam
Suppose the design expression given by (6.29) for frequency domain, or (6.49) for
time domain, is satised completely. Then, both the beampattern expressions
(6.28) and (6.48) will equal exactly to the desired beampattern (6.24). Since
(6.24) is identical to the beampattern expressions in [42, 97], this means the
proposed beamformer design can be steered in the same way as the existing
spherical beamformer designs, i.e. by modulating with Y mn (Ω0), without aecting
its beampattern.
6.5.4 Eect of array rotation
In the proposed design, the beamformer weights depend on the position of the
sensors. Accordingly, the orientation of the sensor array will aect its beampat-
tern, which is not the case with the existing spherical beamformers. In order to





















× [Y mn (Ω)]
∗ Y mn (Ω0) . (6.61)
Note that to avoid any approximation error in the analysis, due to the discret-
isation of the sensors and temporal sampling, (6.23) is used instead of (6.28) or





since the weights are xed after the design. Substituting (6.3) into




















× [Y mn (Ω)]
∗ Y mn (θ0, φ0 + φr) . (6.62)
For θr = 0, (6.62) shows that a mechanical rotation of the array by φr in the
azimuth plane results merely in a rotation of the beampattern in that plane by
the same angle (c.f. (6.23)).
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Unfortunately, a similar property does not hold for rotation in elevation, since
θr is embedded in the argument of the associated Legendre polynomials (see







































θ̃ + θr, φ̃
)
in (6.63) are no longer orthogonal, this
means that rotation in elevation will distort the beampattern. However, in most
applications, this eect is minor since for small values of θr, the distortion is
negligible as illustrated in Section 6.6.3.
6.5.5 Computational complexity
In order to compare the computational complexity of the proposed spherical
beamformer to the existing spherical beamformers, the computational complexity
is assessed in terms of number of real multiplications (RM) and real additions
(RA). It is assumed that a single complex multiplication is equivalent to 4 RMs
and 2 RAs while a complex addition is equivalent to 2 RAs. It is further assumed
that all weights, such as the beamformer weights and the spherical harmonic
coecients for modal decomposition and beam steering have been precomputed
and stored in memory. Table 6.1 compares the required number of RMs and
RAs for the proposed frequency domain spherical beamformer design against the
existing design of [42]. The required number of RMs and RAs is per frequency
bin. Table 6.2 compares the computational complexity of the proposed design
in time domain against the existing design of [97], where the required number of
RMs and RAs is for the whole spectral range of interest.
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For a givenK, N and L withN < K , it seems the proposed method will result
in a higher computational load. However, if the orthonormality criterion is taken
into account, i.e. for the existing designs, a minimum of K = 1.5 (N + 1)2 sensors
are required [105], whereas for the proposed design, a minimum of K = (N + 1)2
sensors are required, then a dierent conclusion can be drawn. For the frequency
domain design, the proposed design has a lower computational load compared
to the existing designs in all cases as shown in Fig. 6.12. For the time domain





where (6.64) is obtained by equating the corresponding total RM and RA counts
from Table 6.2 after substituting K = 1.5 (N + 1)2 for the existing method and
K = (N + 1)2 for the proposed method. For example, to design a beamformer
with spherical harmonic order of N = 5, the proposed design has a computational
advantage if the lter length is chosen to be L < 21.6. This dependency on
the lter length L is shown in Fig. 6.13, where the dashed lines, plotted for
L ∈ [4, 5152], represent the locations where the number of operations for both
the proposed and the existing designs coincide for dierent values of L. The
region below the dashed line is where the proposed method has a computational
advantage.
6.6 Performance evaluations and discussions
In order to illustrate the performance of the proposed method, a number of time
domain design examples based on (6.54) are presented. The design parameters
are specied in Table 6.3, where the sensors are assumed to be omni-directional
microphones mounted on a rigid sphere.
As for the sensor congurations, a quasi-uniform conguration [102] shown in
Fig. 6.14 and a random conguration shown in Fig. 6.15 are considered. The
sensor positions for the random conguration are given by
θ̃s = cos
−1 (2u− 1) , φ̃s = 2πv (6.65)





























































Figure 6.12: Comparison of required number of real multiplications and additions
for frequency domain designs.



































































Figure 6.13: Comparison of required number of real multiplications and additions
for time domain designs.

























Figure 6.14: Uniform microphone conguration.
where u, v ∼ U (0, 1), in order to have sensors uniformly distributed over the
surface of the sphere [107].
6.6.1 Sensor congurations and orthonormality criterion
In this section, the limitation imposed by the orthonormality criterion (6.14) on
the existing methods is illustrated. For the uniform sensor conguration shown
in Fig. 6.14, it has the absolute error squared of the orthonormality criterion as
shown in Fig. 6.16, which is dened as



















where the index k is dened as k = n (n+ 1) +m+ 1, and k′ is dened similarly.
The dark blue patch on the upper left corner of Fig. 6.16 shows that the uniform
conguration satises (6.14) up to around k ≤ 21 ∩ k′ ≤ 21 (which corresponds
to N = 3, rounded down). For k and k′ > 21, the violation of the orthonormality

























Figure 6.15: Random microphone conguration.
Table 6.3: Design parameters.
Parameters Value
Highest spherical harmonics order, N 5
Number of microphone, K 36
FIR lter length, L 64
Sampling frequency, fS 8000 Hz
Spectral passband, Ωpb [200, 3800] Hz
Radius of spherical array, a 4 cm
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Figure 6.16: Plot of (6.66) for uniform microphone conguration.
criterion increases as indicated by the appearances of coloured patches (indicating
large error) in the lower right corner. This limits the operable order of the existing
beamfomer to N = 3 (where the low frequency components start to increase), as
shown by the beampatterns in Fig. 6.18, evaluated for N = 2 and N = 3 using
the existing method of [97]. This limiting factor was discussed by Hardin and
Sloane [105].
In the case of the proposed method, given the same number of sensors (K =
36), more spherical harmonics (up to N = 5) can be resolved without any spatial
aliasing. This is shown by Fig. 6.19, which depicts the beampattern obtained
from the proposed method using the same uniform sensor conguration of Fig.
6.14. Moreover, consider the random conguration shown in Fig. 6.15 with its
orthonormality error (6.66) shown in Fig. 6.17. The coloured spots (indicating
large error) in Fig. 6.17 clearly show that the random conguration does not
satisfy the orthonormality criterion (6.14) at all. However, the proposed method
can still be used to design a modal beamformer up to N = 5 order of spherical
harmonics. The beampattern of such a design is shown in Fig. 6.20.
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Figure 6.17: Plot of (6.66) for random microphone conguration.
6.6.2 Steerability performance
In this section, the ability of the proposed method to employ any arbitrary sensor
conguration without sacricing its steerability and performance is illustrated and
compared against the design method of [97]. For the proposed method, the sensor
congurations shown in Figs. 6.14 and 6.15 are employed. As for the existing
method, it is assumed that (6.14) holds completely up to N = 5, either using the
equiangle or Gaussian sampling scheme (see Section 6.3).
The performance of the designs are evaluated in terms of the integral of dir-





D (f,Ω0) dΩ0 (6.67)






Fig. 6.21 shows the integral of DI (6.67) of the proposed designs compared
against the existing design. The gure shows that the proposed designs, though
using sensor congurations that do not satisfy (6.14) (see Figs. 6.16 and 6.17),
still have similar performance as the existing design (except for the a slight de-
gradation at low frequencies). This means the proposed designs are not limited




























































































Figure 6.18: Beampattern for the existing design (uniform sensor conguration)
steered to Ω0 = (0, 0), evaluated for N = 2 and N = 3.









































Figure 6.19: Beampattern for the proposed design (uniform sensor conguration)















































Figure 6.20: Beampattern for the proposed design (random sensor conguration)
steered to Ω0 = (0, 0) and evaluated for N = 5.
Chapter 6. 3D Fareld Steerable Broadband Beamformer Design 124




























Figure 6.21: Plot of (6.67) using the proposed and existing design methods.
by the orthonormality criterion (6.14), and yet, are able to achieve similar steer-
ability performance as the existing method.
The WNG for the non-robust and robust designs are shown in Fig. 6.22. Low
WNG indicates that the beamformers are not robust, and this happens at the
low frequencies of the non-robust designs. For the robust designs, their WNG
measures are high and constant indicating their robustness (especially at low
frequencies).
6.6.3 Performance with rotated array
In order to illustrate the discussion in Section 6.5.4, the beampattern (for fre-
quency, f = 2kHz) of the proposed beamformer with random sensor congura-
tion, steered to Ω0 = (3π/4, π/3) is shown in Fig. 6.23. The beampattern with the
same beamformer, but with its sensor array rotated by Ωr = (0, π/3) around the
azimuth plane, is shown in Fig. 6.24. The main-beam, under steering and array
rotation, is now located at Ω0 + Ωr (compare Fig. 6.23 with 6.24).
As for the eect of array rotation in elevation, Fig. 6.25 shows the directivity
(6.68) of the beamformer with an array rotation of θr ∈ [0, π] and φr = 0.
Although the array rotation in elevation will decrease the beamformer's DI, the
eect is minor for small θr. For example, for a 1dB drop in DI, the range of θr is
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Figure 6.22: WNG measures for non-robust and robust (with ρ = 2) designs.
around 0 ≤ θr ≤ 0.3π.
6.7 Conclusions
A design method based on spherical harmonics for lter-and-sum beamformers
with straightforward steering capability has been proposed. The proposed method
allows for exibility in sensor conguration and straightforward beam steering
with a beampattern that is invariant to the steering direction. Flexibility in
the sensor conguration to allow arbitrary congurations is achieved through the
lter-and-sum beamformer while the straightforward steering property of spher-
ical harmonic beamforming is achieved through spherical harmonic decomposition
and modulation. In addition, it is shown that the proposed method requires fewer
sensors to achieve similar performance as the existing spherical harmonic beam-
formers for the same order of spherical harmonics. The main trade-o of the
proposed method, as compared to the existing beamformers, is that prior know-
ledge of the sensor positions are required, which results in its beampattern being
dependent on the array orientation. However, the eect of such dependency is
minor since small changes in the array orientation does not cause signicant dis-
tortion to the beampattern. Robustness of the proposed designs can be achieved
by constraining its WNG.
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Figure 6.23: Beampattern (at f = 2kHz) of proposed design (random sensor
conguration) steered to Ω0 = (3π/4, π/3).





































Figure 6.24: Beampattern (at f = 2kHz) of proposed design (random microphone
conguration) steered to Ω0 = (3π/4, π/3) and with array rotation of Ωr = (0, π/3).
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Figure 6.25: DI of proposed design (random microphone conguration) with array
rotation of θr ∈ [0, π] and φ1 = 0.
Chapter 7
Conclusions and Future Work
7.1 Summary
This thesis presents a study on the design of steerable broadband beamformers,
where the main-beam of the beamformers can be steered electronically and simply
without any mechanical movement of the actual array. By simple steering, it is
meant that steering can be achieved without the need to redesign or change the
beamformer weight whenever the look direction of the main-beam changes. This
allows on-the-y continuous steering of the main-beam and in conjunction with
an appropriate tracking algorithm, can be used to follow moving signal sources
in applications such as automatic audio reception, audio surveillance and robotic
auditory systems.
Preliminary design decisions on the physical attributes of the beamformers are
discussed in Chapter 2. These include the selection of array geometries, signal
propagation models and beamformer structures. In general, such design decisions
depend heavily on the target applications and there is no single global solution
for all applications. Each model and structure has its own merits and drawbacks.
Accordingly, care must be exercised when making these choices in order to avoid
the known limitations of certain models or structures and to maximise the overall
performance of the beamformers.
Chapter 3 presents the design formulations of SBBFs in both the weighted LS
and weighted TLS sense. For each formulation, both frequency domain and time
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domain designs are also provided. The beamformer structure used for formulating
the design of SBBFs is the Farrow lter structure where the free parameter is used
to steer the main-beam in the azimuthal plane and the FIR lters are used to
achieve frequency invariant responses. The array geometry used is a spiral arm
array, which is a type of concentric multi-ring circular array. One of the major
benets of this array geometry is its circular symmetry, which can be exploited
to allow the main-beam of the beamformer to cover the whole azimuthal plane
by appropriately rotating the beamformer weights.
The design formulations in Chapter 3, which are non-robust, are extended in
Chapter 4 to include robustness against errors and perturbations in the design
model. A stochastic error model approach is developed and integrated into SBBFs
design formulation by modelling the errors in the sensor gain and phase as random
variables. This model is capable of capturing the perturbations and mismatches
in practical setups. The mean performance of the beamformers in the presence
of errors and perturbations are optimised to achieve robustness. This technique
eectively embeds the error and perturbation model into the design formulation
and thus allows the standard non-robust design technique to be used directly to
achieve robust designs.
The SBBFs in Chapter 3, which is formulated with either a neareld or fareld
source (but not their combination), is extended in Chapter 5 to design SBBFs that
work for both neareld and fareld sources. This extension results in beamformers
with invariant response over a wide range of source radial distances, covering both
neareld and fareld distances. Hence, regardless of the signal source moving from
the fareld region to the neareld region (moving closer to the sensor array) or vice
versa, the resulting beamformers are still operable. Robustness in the beamformer
designs can be achieved similarly using the robust design technique discussed in
Chapter 4. Essentially, apart from achieving operability for both neareld and
fareld sources, the steerability, broadband capability and robustness properties
are maintained in the design formulation.
Chapter 6 discusses a design method for azimuth-elevation steerable broad-
band beamformers for spherical arrays based on spherical harmonics and the
conventional lter-and-sum beamformer structure. The lter-and-sum structure
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allows for arbitrary sensor conguration while beam steering through spherical
harmonics provides straightforward beam steering with beampatterns that are in-
variant to the steering direction. Beam steering is achieved by decomposing the
outputs of the lter-and-sum beamformer structure into orthogonal components
and modulating these components to the desired look direction.
7.2 Future work
1. Tracking beamformer
One of the interesting future directions of the work presented in this thesis is
to integrate a source detection and tracking algorithm [23, 24, 108] together
with the steerable beamformer for automatic audio reception with source
tracking capability [109]. Such integration is depicted in Fig. 7.1 where the
output of source tracking system, normally in terms of estimated source
location or direction is used to steer the main-beam of the beamformer to
the direction of the signal source for audio reception. This automation re-
leases the necessity for a human operator in audio acquisition and recording












Figure 7.1: Tracking beamformer system.
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2. Adaptive steerable beamformer
The design of SBBFs presented in this thesis is non-adaptive, that is, data-
independent. If the characteristics of the received signals are known, these
information can be used to further improve the reception quality of the
desired signal by means of adaptive or data-dependent SBBFs. Ultimately,
this leads to steerable optimal broadband beamformers, where the beam-
former weights are updated progressively to approach optimality and to
track a moving source. One of the major problems in adaptive beamforming
is target signal cancellation caused by reverberation or mismatches between
the presumed and the actual models [110]. This is an interesting and chal-
lenging direction for further research.
3. Steerable mixed neareld-fareld azimuth-elevation beamformers
The design formulation for the steerable azimuth-elevation beamformers
discussed in Chapter 6 applies to fareld sources only. It is an interesting
direction for future research to extend the design formulation for neareld
sources following, for example, the works of [90, 91]. This may ultimately
lead to the design formulation for mixed neareld-fareld azimuth-elevation
beamformers, which can be achieved by combining the individual design
formulations for the neareld and the fareld sources into a single design
formulation.
4. Selection of the optimal weighting function
Although the beamformer design formulations discussed in Chapters 3 to 5
have included a weighting function V (·), its detailed investigation has not
been the focus of this thesis. Hence, thorough studies on its selection to
further improve the beamformer designs can be an interesting extension to
the work presented in this thesis.
5. Investigation on the performance limits and trade-os
In this thesis, robust beamformer design formulations have been proposed
and have been shown to improve beamformers performance in the presence
of errors and perturbations. This gives rise to questions, such as:
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 How much errors can the design formulations sustain before failing
completely?
 How will the design parameters aect the beamformer performances
and trade-os?
Comprehensive studies on the performance limits and trade-os of the pro-
posed design formulations (which lead to the answers for these questions)
can be an interesting addition to this thesis.
6. Optimum design of sensor array geometry
Section 3.2 has shown that the selection of array geometry plays an im-
portant role in the overall beamformer design. However, the main focus
of this thesis is on the beamformer weights design and not on the array
geometry design. Therefore, research on optimal sensor array geometry can
be extended from this work in order to further improve the beamformer
performances.
7. Mathematical study on spherical harmonics beamforming blocks
In Chapter 6, a new spherical harmonics beamformer structure is proposed.
Compared to the existing structure, the spherical decomposition block and
ltering block in the proposed structure have been swapped, and yet, its
performance does not dier signicantly from the existing designs. This
begs the question,
 Are the ltering block, the spherical harmonics decomposition block
and the beam steering block linear?
Mathematical study on these blocks, both individually and corporately, can
be an interesting future work.
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