Missing Not At Random values are considered to be non-ignorable and require defining a model for the missing values mechanismwhich involves strong a priori on the parametric form of the distribution and makes the inference or imputation tasks more complex. Methodologies to handle MNAR values also focus on simple settings assuming that only one variable (such as the outcome one) has missing entries. Recent work of Mohan and Pearl based on graphical models and causality show that specific settings of MNAR enable to recover some aspects of the distribution without specifying the MNAR mechanism. We pursue this line of research. Considering a data matrix generated from a probabilistic principal component analysis (PPCA) model containing several MNAR variables, not necessarily under the same self-masked missing mechanism, we propose estimators for the means, variances and covariances of the variables and study their consistency. The estimators present the great advantage of being computed by only using observed data. In addition, we propose an imputation method of the data matrix and an estimation of the PPCA loading matrix. We compare our proposal with results obtained for ignorable missing values based on the use of expectation-maximization algorithm.
Introduction
The problem of missing data is ubiquitous in the practice of data analysis. Theoretical guarantees of estimation strategies or imputation methods rely on assumptions regarding the missing-data mechanism, i.e. the cause of the lack of data. Rubin [13] introduced three missing-data mechanisms. The data are said (i) Missing Completely At Random (MCAR) if the probability of being missing is the same for all observations, (ii) Missing At Random (MAR) if the probability of being missing only depends on observed values, (iii) Missing Not At Random if the unavailability of the data depends on unobserved data such as its value itself. We focus on this later case, which is extremely frequent in practice. A classic example of MNAR data is surveys where rich people would be less willing to disclose their income. When the data are MCAR or MAR, statistical inference is realized by ignoring the missing-data mechanism [7] . In the MNAR case, the observed variables are not representative of the population which leads to a bias of selection in the sample, and consequently bias in the estimation of some parameters. Therefore, it is usually necessary to take into account the specific distribution of the missing data. Often, the missing values mechanism distribution is assumed to be logistic (see for instance [3] in the case of parametric generalized linear models but also [11, 15, 14] ). This is often associated with an important computational burden to perform inference. In addition, most authors consider only one variable with MNAR values. Recently, for the specific case of linear model, Mohan et al. [10] proposed an approach based on graphical models, where they leverage ideas from causality, to handle self-masked MNAR variable, i.e. where the unavailability of data only depends on the value of the variable itself. In this context, they proved that the mean of the variable with missing values can be consistently estimated by only using the observed information and without explicitly modeling the missing values mechanism. In addition, they also proposed a method for estimating the variance of the variable.
Contributions. Assuming a probabilistic PCA (PPCA) model [16] , we prove that the mean, the variance and the covariance of the several variables with missing values can be consistently estimated in the MNAR case, without modeling the missing-data mechanism and by only using observed data. To our knowledge, this result is the first one towards a consistent estimate on the informative missing data in a low-rank model with random effects. In order to study the consistency, two strategies are proposed: (i) the first one is made of algebraic arguments based on linear models derived from the PPCA model; (ii) the second one is inspired by Mohan et al. [10] using the graphical model associated with PPCA and what they called the missingness graph. Furthermore, in this same setting of MNAR missingness, we also suggest a strategy to estimate the coefficient matrix (loadings) of the PPCA model, still without any additional modelisation. This allows to apply PPCA even in this difficult setting. Finally, the estimated coefficient matrix can be used to impute the missing values. We compare our proposal (estimation of the mean/covariances and imputation) to methods for PPCA for MAR data [4] , to classical methods of matrix completion such as the iterative singular value decomposition algorithms [8, 6 ] also dedicated to M(C)AR values and to a method based on modelling the MNAR mechanism by a logistic regression model in [14] for fixed effect low-rank models.
Model. Suppose that before the introduction of missing values, the data matrix Y ∈ R n×p is generated under a low-rank random effects model, i.e. it can be obtained by the factorization of the coefficients matrix B ∈ R r×p and r latent variables grouped in the matrix W ∈ R n×r , Y = 1α + W B + , with        W = (W 1. | . . . |W n. ) T , with W i. ∼ N (0 r , Id r×r ) of dimension r, B of rank r < min{n, p}, α ∈ R p and 1 = (1 . . . 1) T ∈ R n , = ( 1. | . . . | n. ) T , with i. ∼ N (0 p , σ 2 Id p×p ) of dimension p, Let Ω ∈ {0, 1} n×p denote the missing-data pattern as ∀i ∈ {1, . . . , n}, ∀j ∈ {1, . . . , p}, Ω ij = 0 if Y ij is missing, 1 otherwise.
We focus on the hard setting of informative missing values under a self-masked MNAR mechanism, which definition is given hereafter. For j ∈ {1, . . . , p}, a variable Y .j is subject to a self-masked MNAR mechanism if the probability for an observation of being missing only depends on its value itself ∀i ∈ {1, . . . , n}, P(Ω ij = 0|Y i. ) = P(Ω ij = 0|Y ij ).
Organization of the paper. For the sake of clarity, Section 2 is dedicated to present the detailed methodology and results in small dimension with a data matrix containing only one self-masked MNAR missing variable. In Section 3, we present results in the general case for data matrices containing several MNAR missing variables for an arbitrary dimension. Section 4 is devoted to numerical experiments, illustrating the efficiency and robustness of the proposed estimators and the imputation method in practice.
A toy example for mean, variance and covariance estimation
Let consider a case where p = 3, r = 2 and in which only one variable can be missing, fixed to be Y .1 , under a self-masked MNAR mechanism. The PPCA model can be written as:
with B ∈ R 2×3 and ∈ R n×3 . Its graphical representation is given in Figure 1 (a). The goal is four-fold: (i) to estimate the mean denoted by α 1 of Y .1 , (ii) its variance and covariances, (iii) the coefficient matrix B and (iv) to impute missing entries of Y . In this toy example, we propose to derive estimators either using algebraic arguments, or graphical ones -in order to make connections with the graphical model community.
Mean estimation

Algebraic approach
In the interest of understanding, all the intermediate results used to derive a consistent estimator of α 1 are concisely proved. The starting point is to exploit the linear links between variables, as described in the following lemma.
Lemma 2. Assume that the reduced matrix B .1 B .3 of B has an inverse matrix denoted as B −13 ∈ R 2×2 . The PPCA model (3) leads to the following linear equation,
where B 2→1, 3[0] , B 2→1,3 [1] and B 2→1,3 [3] stand for the coefficients depending on B, the notation 2 → 
Then, since the reduced matrix B .1 B .3 is invertible, one has
Using (5) and (6) .
Proposition 6 (Consistency for the missing variable mean in the toy example). Assume that:
A3. α 2 and α 3 are recoverable, i.e. there exist consistent estimators for both quantities,
A4
. the coefficients B c 2→1, 3[0] , B c 2→1,3 [1] and B c 2→1,3 [3] are recoverable.
Then, the estimatorα 1 of α 1 defined in (9) is consistent.
The proof trivially follows from (9) under A3. and A4.. Note that Equation (8), derived for PPCA, matches [10, Equation (8)], the latter being established for a linear model. Assumption A4. can be critical due to the non-exogeneity in (7) . In practice,B c 2→1, 3[0] ,B c 2→1,3 [1] andB c 2→1,3 [3] are estimated with the intercept and the coefficients of the linear regression of Y .2 on Y .1 and Y .3 using the complete case only. Even if exogeneity does not hold in Equation (7) 
3→1,2 [1] . However, it is not possible to use an expression of Y .1 given Y .2 and Y .3 inasmuch as Y .1 has selfmasked MNAR missing values and therefore it does not comply with Assumption A2.. In Section 4, in practice, in order to limit variability in estimation, we propose to aggregate these mean estimators.
Graphical approach
The graphical approach to construct an estimator of α 1 is based on the transformation illustrated in Figure 1 of the graphical model of PPCA as structural causal graphs, whose context is introduced in [12] . This latter framework allows to directly apply the results of Mohan et al. [10] who consider the associated (linear) structural causal equations under the exogeneity assumption with MNAR missing values for one variable. More precisely, starting from Figure 1 (a) one gets Figure 1(b 
β 2→1,3 [3] β 2→1,3 [1] (c) Reduced graphical model.
β 3→1,2 [1] (d) Reduced graphical model. 
where β 2→1, 3[0] , β 2→1,3 [1] and β 2→1,3 [3] are the intercept and the coefficients of the linear regression of
Assuming A2. and using Figure 1 (c) and Equation (10) allow to apply the results of Mohan et al. [10] , that are summarized in Appendix III, to get an estimator for the mean of the first variable, i.e.
whereβ c 2→1, 3[0] ,β c 2→1,3 [1] andβ c 2→1,3 [3] denote some estimators of β c 2→1, 3[0] , β c 2→1,3 [1] and β c 2→1,3 [3] , the coefficients standing for the effects of Y .2 on Y .1 and Y .3 in the complete case, when Ω .1 = 1.
Remark 9 (Mean estimation: algebraic vs. graphical approach). In both approaches, the PPCA model is translated into a linear model. However, both estimators in Equations (9) and (11) theoretically differ. The exogeneity assumption and approximation is not made at the same step. In the algebraic approach, the results are first derived without using any approximation. It gives linear models that do not comply with the standard exogeneity assumption. Consequently, an approximation is done at the estimation step since the parametersB c 2→1, 3[0] ,B c 2→1,3 [1] andB c 2→1,3 [3] are estimated with the standard linear regression coefficients. In the graphical approach, an approximation is made at the first step when a structural equation model is associated with the graphical model by assuming the exogeneity. In practice, for both approaches, the same coefficients are naturally computed, i.e.β c j→k, =B c j→k, , which leads to the same computed estimators for the mean of Y .1 . 
Variance and covariances estimation
wherê
assuming that σ 2 is known and provided that in the last expression, the matrix inverseM 1 −1 exists. Remark 12 (Var-covariance estimation: algebraic vs. graphical approach). As for the mean, the exogeneity assumption is required in the last step of the algebraic approach to estimate coefficients and in the first step of the graphical approach to obtain structural equation models. However, contrary to the estimator suggested for the mean, the estimators in both graphical and algebraic approaches here differ (compare (12) with (14), (15) and (16)). Indeed, the algebraic approach is based on the use of conditionality, whereas the graphical one relies on graphical results standing for the linear models when exogeneity holds. Both approaches are compared for the toy example in Section 4.
Estimation and imputation in arbitrary dimension
In this section, still under the PPCA model given in (1) Here, we additionally propose a general framework to estimate the loading matrix B of the PPCA model, and an imputation method. As visible in its corresponding graphical representation in Figure 2 , we assume a "dense" or "fullyconnected" PPCA model, meaning that all the latent variables are connected to each missing/observed variable. Since the first steps of this section are direct extensions of the approach described in Section 2, we only present the final estimators in the general case, and intermediate steps to get them are enclosed in Appendix IV. Moreover, only the algebraic point of view is considered in order not to overload the paper.
Mean estimation
In the toy example of Section 2, in order to estimate the mean of the missing variable Y .1 , two other (observed) variables Y .2 and Y .3 with recoverable means were needed. Dealing with arbitrary rank r and dimension p, the means of variables with missing values can be estimated one by one, using r other variables with means that can be recovered. That is why in the following definition, the mean estimator is made explicit for a particular missing variable.
Definition 13 (Mean estimator)
. Consider the PPCA model given in (1) . An estimator of the mean of a MNAR variable Y .m is constructed using r variables Y .j 1 , . . . , Y .jr with means that can be recovered asα m :=α
with J := {j 1 , j 2 , . . . , j r } and J −j 1 := J \ {j 1 } = {j 2 , . . . , j r }, and
•α j 1 , . . . ,α jr , some estimators of α j 1 , . . . , α jr , computed with the empirical mean,
computed in the complete case, being the coefficients of the regression of
The details to come up with this final estimator are given in Appendix IV.1. Consistency of the mean estimator directly follows, provided consistent estimators of the (B c i→j,k )'s. Note that with d variables with MNAR values, the mean of each one can be estimated using Definition 13, implying that the number d of MNAR variables should at most satisfy
Note also that the r variables with recoverable means can either be variables with MCAR values or fully observed variables. The choice of these r variables in practice is discussed in Section 4.
Variance and covariances estimation
It is worth noting that two scenarios are possible: evaluating the covariance between a MNAR missing variable and a variable with recoverable mean/variance, or evaluating the covariance between two MNAR missing variables.
Variance and covariances between missing variables and recoverable-mean/variance ones. Despite the possibility of several MNAR missing variables, the study is conducted for a missing variable at once.
Definition 14 (Variance and covariances estimators)
. Consider the PPCA model given in (1) . An estimator of the variance and the covariances of a MNAR variable Y .m is constructed using r variables Y .j 1 , . . . , Y .jr with means and variances that can be recovered as
. . .
(assuming that σ 2 is known and provided that ( M 1 ) −1 exists) with
. . . 
(assuming that σ 2 is known and provided thatK = 0) withK = 2B c
Then, this estimator is consistent, provided consistent estimators of the (B c i→j,
Covariance matrix estimator. Compiling all the previous estimators, one can form an estimator Σ for the covariance matrix as followŝ 
Estimation of the loading matrix
Once the variances and covariances estimated, assuming that the level of noise σ 2 is known and that the rank r of B is known, one could use the singular value decomposition ofΣ − Id p×p to derive an estimatorB of the loading matrix B.
Definition 17 (Estimation of the loading matrix). Given the estimatorΣ of the covariance matrix in (19), let the orthogonal matrixÛ ∈ R p×p and the diagonal matrixD ). An estimatorB of B can be defined using the r first singular vectors of the previous decomposition, such aŝ
The method presented here thus makes it possible to empirically estimate the loading matrix within the MNAR setting, which is, to our knowledge, the first proposed approach to do so (see Section 4 for numerical illustrations). For MCAR and MAR data, an Expectation-Maximization algorithm extended to the missing data case is usually applied to recover B [4]. 
Imputation of the data matrix
The performance of this new imputation method of a matrix under the PPCA model, is illustrated in Section 4 for the toy example and for a high-dimensional setting, with several MNAR missing values.
Numerical experiments
The data matrix Y is generated from a PPCA model given in Equation (1) Evaluateα j the estimator of the missing variable mean given in (17) using r observed variables.
3:
Evaluate Var(Y .j ), and Cov(Y .j , Y .k ) with k ∈ {1, . . . , d − p} using (18) based on r observed variables.
4:
Evaluate Cov(Y .j , Y .k ) with k ∈ {p−d+1, . . . , j −1} using Proposition 29 based on r−1 observed variables. 5: end for 6: FormΣ the estimator of the covariance matrix using the previous estimations and standard empirical estimators for variances and covariances between fully observed variables. 7: Compute the estimatorB of the loading matrix, given in (20).
9: Impute the missing values (Y ij ) for i ∈ {1, . . . , n} such that Ω ij = 0 and j ∈ {p − d + 1, . . . , p} as followŝ
• MNAR graph: refers to the graphical approach, in Equations (11), (14) , (15) , and (16) (for the small dimensional setting);
• MNAR alg: refers to the algebraic approach, in Equations (9), (12) Note that the EMMAR Method (c) is specially designed to estimate the loading matrix of the PPCA, and not to perform imputation. However, in the numerical experiments, we will denote by EMMAR the imputation using the estimation of B provided by such a method, and combining it with steps (8) and (9) in Algorithm 1.
In addition, two methods are also implemented, which are designed to handle fixed effects model, i.e. where the data Y ∈ R n×p is generated as a sum of a low-rank matrix Θ ∈ R n×p (the rank r of Θ satisfies r < min{n, p}) and a Gaussian noise matrix, i.e.
These two methods are called (f) SoftMAR: which minimizes the weighted least squares penalized by the nuclear norm [8] using the algorithm softImpute [2] which is appropriate under the MCAR or MAR assumption;
(g) Param: the parametric method suggested in [14] which parameterizes the MNAR mechanism using a logistic model. More particularly, in order to estimate Θ, this method minimizes the penalized negative joint-likelihood as follows
where . is the nuclear norm (convex relaxation of the rank). It is achieved using a Monte-Carlo EM algorithm, which can be computationally expensive.
Measuring the performance For the loading matrix, the RV coefficient [5] between the estimatê B and the true B is computed, being an extension of the correlation coefficient for random vectors, particularly well fitted to compare spanned subspaces. An RV coefficient close to one means high correlation between the image spaces ofB and B. The quality of imputation is measured with the normalized prediction error given by
Selection of the hyperparameters Methods (a) and (b) assume the rank r and the level of noise σ 2 to be known to estimate the variance, the covariances, the loading matrix and to impute the data matrix. However, note that only the knowledge of the rank r is required to estimate the means of the missing variables. We put the competitors in favorable conditions. We give the level of noise σ 2 to the parametric method (g). Both Methods (f) and (g) require the regularization parameter λ to be tuned. We consider an "oracle" case where the complete matrix Y is used to choose the optimal λ among some fixed grid by minimizing the true prediction error. Besides, Method (a) involves the selection of observed variables on which the regression will be performed. Two approaches are then proposed:
• aggregation: in which the final estimator is provided by computing the median of intermediate mean or variance estimators corresponding to several possible combinations of the observed variables; they are in light blue in the following boxplots.
• random: the final estimator is built upon only one choice of fully observed variables, uniformly randomly drawn among all combinations of observed variables. This method is represented in dark blue in the following boxplots.
Note that all the simulations can be reproduced using codes available at https://github.com/ AudeSportisse/PPCA_MNAR, and a discussion on computational times can be found in Appendix V.
Numerical experiments for the toy example
A data matrix of size n = 1000 and p = 10 is generated from two latent variables (r = 2) and with a noise level σ = 0.1. Seven MNAR missing variables Y .j , j ∈ {1, 2, 3, 4, 5, 6, 7} are introduced and the logistic parameters choice leads to 35% of missing values in total. Results are presented for the first missing variable (without lack of generality for other missing variables).
First numerical results. Figure 3 shows that the suggested approach (a) is the only one which always gives unbiased estimators of the mean, variance and associated covariances of Y .1 . Actually, graphical and algebraic approaches provide similar estimation results for the variance and the covariances, while using different formulas. In particular, the aggregation option (in light blue) generally improves on the random option (in dark blue), in terms of dispersion and of the presence of outliers. However, the random option, computationally faster, still provides unbiased estimates for the mean and the variance. As expected, Method (e) discarding individuals with missing variables provides biased estimate inas-much as the observed sample is not representative of the population with MNAR data. Method (c), specifically designed for PPCA models but assuming MAR missing values provides biased estimators. The results obtained with the parametric method (g) are improved upon the benchmark mean imputation (d), and on Methods (e) and (f) as well, as it explicitly takes into account the MNAR nature of the missing entries. However, it still leads to biased estimates which can be explained by the fact that this method is developed under the fixed effect model given in (21), different from the random effects model of the PPCA. Figure 4 shows that both graphical and algebraic methods (a) considering the aggregation gives the best estimate of the loading matrix and the smallest imputation error. Both methods with a random choice of variables combination are no longer competitive compared to the MAR method (b). As a matter of fact, one should keep in mind that outliers in estimates of means, variances and covariances may have a significant impact in the estimation of B and the imputation for Methods (a), (b) and (c), making worth to consider the MAR method (b) as a second choice for this very low-dimensional example, despite its bias in variances and covariances estimation. Robustness to noise. Here, the methods are tried for different noise levels σ 2 ∈ {0.1, 0.3, 0.5, 0.7, 1}. Despite a larger dispersion in estimation as the noise level increases, the proposed methods (a) outperform all the other ones, regarding the estimation of the mean and the estimation of the variance ( Figure 5 ). For all the other missing variables, the results are similar but not shown here due to space constraints. As expected, in Figures 6, estimation deteriorates as the data gets noisier and then the loading matrix estimation and the prediction error get closer to the results of mean imputation. The proposed method yet remains competitive in regards of the approaches (c) and (f), until the level of noise becomes too high. Overall, when the noise level increases, it is expected that the linear equations used at the start of the analysis, such as (4) for the toy example, will be less and less exogenous and that ignoring it in practice can be made to the detriment of performance.
Misspecification to the PPCA model. Firstly, the misspecification to the parameter r has been evaluated: under a model generated with r = 2 latent variables (n = 200 and p = 10), the rank is overestimated in computation by giving to all the algorithms the information that r = 3. The results, not shown here, are comparable to the case where the accurate rank is considered instead, showing a certain stability of (a) to model misspecification. Secondly, the data matrix Y of size n = 200 and p = 10 is generated under the fixed effects model as (21) with a rank r = 2 (for Θ) and a noise level σ = 0.1. Here again, seven MNAR missing variables Y .j , j ∈ {1, 2, 3, 4, 5, 6, 7} are introduced, resulting in 35% missing data in the whole matrix. Figure 7 shows that estimators for the mean and the variance given by Method (a) have a larger variance than those given by the parametric Method (g). But surprisingly, Method (a) provides less biased estimates of the mean and the variance, than Method (g), while precisely dedicated to this specific setting. Note that with Method (g) designed for fixed effects models, the variance is slightly under-estimated, which is expected as the method imputes missing entries withΘ and consequently the variability in the imputed data is smaller than the one in the observed data.
As for the prediction performance, Figure 8 also shows that Method (a), using the aggregation option, gives similar results as Method (g), which explicitly models the MNAR mechanism (the random option for Method (a) has to be discarded). In addition, despite the model misspecification, it also remains competitive compared to Method (f), which ignores the MNAR mechanism but is specially designed to handle fixed effect models. 
Numerical experiments in higher dimension
In this section, the performance of the different methods for higher dimension is assessed. A data matrix of size n = 1000 and p = 50 is generated from ten latent variables (r = 10) and with a noise level σ = 10 −3 . Twenty-one MNAR missing variables Y .j , j ∈ {30, . . . , 50} are introduced and the logistic parameters choice leads to 20% of missing values in total. Without loss of generality, the results are presented for Y .30 . Concerning Method (a), we focus on the algebraic approach for this higher dimensional setting, as in Section 3. Note that only the aggregation option is considered, as the random option leads to too many outliers, making the results unreadable. The parametric Method (g) has been discarded, as its computational time is too high for this high dimensional setting. In Figure 9 , as for the estimated mean and variance of Y .30 , one can see that the MAR method (b) performs well for the mean estimation, but is irrelevant for the variance one. Method (f) suffers from either a high variability or bias (or both), whereas the MNAR method (a) gives unbiased and non-dispersed estimators. In Figure 10 , the MNAR method (a) is outperforming all the methods, providing (almost) unbiased estimates for the covariance between an observed variable and a missing one Cov(Y .31 , Y .1 ) and the covariance between two missing variables Cov(Y .31 , Y .32 ). In this case, Method (c) suffers from large bias. In Figure 11 , the MNAR method (a) gives a high RV coefficient, similar to the one given by Method (f) but improving a lot compared to (c). Concerning the prediction performance, Method (a) slightly improves compared to Method (f) and (c). Overall, Method (a) outperforms any other method in terms of mean, variances, covariances estimation, as well as in terms of estimation of the loading matrix B and also in terms of imputation in this high-dimensional setting, with several MNAR variables. 
Conclusion
In this paper, we study estimation of mean, variance and covariances related to a self-masked MNAR missing variable in the context of the PPCA model. Despite the common belief of hardness for such MNAR missing values, information of interest can be retrieved by exploiting linear links between variables, which is particularly allowed by the PPCA model. This is at the core of the proposed estimators, enabled by a relatively simple technicality based only on linear regressions. As a matter of fact, the strength of such estimators is to be free from a specific modelling of the missing mechanism. In practice, the proposed estimators outperform standard estimators, generally designed for the MAR setting and which ignore the MNAR missing mechanism. The constructed estimators of the variances and covariances can be in turn used to estimate the loading matrix of the PPCA model and to impute missing entries in the data matrix. In simulations, this new method of imputation handling MNAR missing variables proves to be competitive in comparison to more involved techniques, such that parametric methods explicitly modelling the missing mechanism, which entails a computational burden. Besides, the suggested method does not require the MNAR missing variables to be necessarily under the same MNAR mechanism, avoiding several parametric assumptions.
As a take-home message, we recommend using the MNAR method with the algebraic approach and the aggregation option to combine the observable variables for the regressions. Despite the non-exogeneity assumption in the theoretical framework, numerical experiments highlight very good performance. In addition, since the rank and noise are assumed to be known, a method could be proposed to estimate these parameters simultaneously with the estimates of mean, variance and covariances or independently. As promising perspectives, this work could be extended to other variants of PPCA, such that the probabilistic Poisson PCA [1] covering the exponential family framework instead of the Gaussian one. In addition, our work could be adapted to handle data containing both MAR and MNAR missing values, which could be of high interest for real applications.
I Motivation for Definition 10
Lemma 18. Assume that the reduced matrix B .1 B .2 of B has an inverse matrix denoted by B −12 ∈ R 2×2 . The PPCA model (3) leads to the following linear equation,
where B 3→1,2[0] , B 3→1,2 [1] and B 3→1,2 [2] stand for the linear coefficients depending on B, 
Combining Definitions 3 and 19 leads to the following matrix system involving variance and covariances to be estimated.
Proposition 20 (Variance and covariances formulae in the toy example). Assume A1., A2.and that:
The following matrix system holds, [1] and B c 3→1,2 [2] are given in Definitions 3 and 19, and
with (.|Ω .1 = 1) meaning that the quantities are computed for Ω .1 = 1.
Proof.
Deriving an equation for the variance. The law of total variance reads as
with Z = (Y .1 , Y .3 , .1 , .3 ). As for the first term, using Assumption A2., one has
As the conditional variance for a Gaussian vector gives
and then, as deterministic quantity,
where Q c is defined in (25). As for the second term of (26), remark that A2. implies that
and by Definition 3,
Combining (27) with (28), one get the following expression for the variance
Deriving equations for the covariances. Consider
As for the first term in (30), one has
, where in the last equality we used E[Y .
Similarly, by Assumption A6.,
Combining Equations (29), (31) and (32) forms the desired matrix system (24).
II MAR formulae
The formulae are given in the toy example case (Section 2) for p = 3 and r = 2 with one missing at random variable Y .1 and can be directly extended to any p and r. The following proposition is an extension of the results of Mohan et al. [10] (Theorem 1, 2, 3).
Proposition 21 (Expectation, variance and covariances formulae for a missing at random variable when p = 3 and r = 2). Under the PPCA model (3), assume that:
3 is an invertible matrix,
One can derive -the mean of the missing variable
-the variance of the missing variable
,
-the covariances associated to the missing variable
where B c 1→2, 3[0] , B c 1→2,3 [2] and B c 1→2,3 [3] stand for the coefficients of Y .1 on Y .1 and Y . 3 when Ω .1 = 1, associated with B 1→2, 3[0] , B 1→2,3 [2] and B 1→2,3 [3] depending on B, In the same way as in the MNAR case detailed in Section 2, the formulae lead to natural estimates for the mean, the variance and the covariances of the missing at random variable.
III Results of Mohan et al. [10] for graphical approach in Section 2
The results and the proofs of Mohan et al. [10] are extended here for the PPCA model when p = 3 and r = 2. Recall the preliminaries results. Lemma 23 (Lemma 1). [10] ](Graphical approach for computing the covariance) Let G be a m-graph with k unblocked paths p 1 , . . . , p k between two variables Y .τ and Y .δ . Let A p i be the ancestor of all notes on path p i . Let the number of notes on p i be n p i . One can derive that
where
j is the product of all causal parameters on path p i . In addition, let us recall the basic formula,
where Y and X are two variables of a linear model. A formula for the mean of the missing variable Y .1 is derived as follows.
Proposition 24 (Expectation formula resulting from the graphical approach when p = 3 and r = 2).
Under the equation (10), assuming A2. and β c 2→1.3 = 0, one has
.
(34)
Proof. Indeed, one has:
(by using A2.)
which leads to the desired Equation (34), provided that β c 2→1,3 [1] = 0.
The following proposition gives formulae for the variance and the covariances of the missing variable Y .1 .
Proposition 25 (Variance and covariances formulae resulting from the graphical approach when p = 3 and r = 2). Under the two equations (10) and (13), suppose that A2. and A6. hold. Assuming also that β c 3→1 = 0, β c 2→1,3 [1] = 0 and Var(Y .3 ) = 0, one can derive that
with β c 3→1 the coefficient standing for the effects of Y .3 on Y .1 in the complete case and β c 2→1,3 [1] and β c 2→1,3 [3] introduced in Section 2.1.2. In addition, assuming β c 3→1,2 [1] = 0 and Var(Y .2 ) = 0, one has
Proof. Using Equation (33),
Considering the graphical model in Figure 1(c) ,
where the last implication is given by Lemma 22 and Assumption A2., giving also
which concludes on Equation (35). By (33), the covariances can be expressed in two different ways,
In (39), the coefficients β 2→1 and β 3→1 can be estimated on the complete case using Lemma 22, but the variance of Y .1 has still to be taken care of. Instead of potentially propagate error from (35), we propose to favor the expressions given in (40) to evaluate the covariances. Focusing on (40), the coefficient β 1→3 is given in (38) and β 1→2 can be obtained using the same method, based on the reduced graphical model in Figure 1 (d) (by Assumption A6.), so
Therefore, by plugging it in (40), Equations (36) and (37) are obtained.
IV Detailed results for Section 3
Consider any data matrix with p covariates and generated with a PPCA model with r latent variables Y .j 1 , . . . , Y .jr containing one variable missing not at random, denoted as Y .m . In the sequel, let us denote J := {j 1 , . . . , j r } and J −k := {j 1 , . . . , j r }\{k}.
IV.1 About the mean
Result on the consistency of a constructed mean estimator is first derived, by exploiting the linear links between variables, given in the following lemma.
Lemma 26. Consider the model (1) and assume that B .m B .j 2 B .j 3 . . . B .jr has an inverse matrix denoted as B −1 ∈ R r×r . One has
with: where B |r ∈ R r×r denotes the reduced matrix of B in (1) keeping the first r variables of B. Similarly, α |r ∈ R r and |r ∈ R r×r denote the reduced matrices of α and . B −r denotes the inverse B −1 |r of B |r , which exists since B |r has a full rank by assumption. Then, one can derive that
The expression of Y .r+1 as a function of the latent variables is
Using the notations introduced in (42), (43) and (44), one has ∀j ∈ {2, . . . , r},
One obtain then the desired solution
An expression for the mean of the missing variable Y .m is given in the following proposition. 
where for 
IV.2 About the variance and covariances.
The purpose of this section is to construct estimators of the variance and covariances involving a MNAR missing variable Y .m in arbitrary dimension p and rank r. To do so, similarly to the toy example, for j ∈ J , the variables Y .j are "regressed" according to Y .m and (Y .l ) l∈J −j , which gives r linear equations. This leads to the following proposition.
Proposition 28 (Variance and covariances formulae). Under the PPCA model (1), assume that it exists r variables Y .j 1 , . . . , Y .jr such that Assumptions A9., A10. are verified, as well as the following ones:
A11. ∀j ∈ J , Y .j ⊥ ⊥ Ω .m |Y .m , Y .k , k ∈ J −j , A12. ∀j ∈ J , B .m (B .l ) l∈J −j has an inverse matrix.
One can derive that M 1 X + o (σ 2 ) = M 2 , with: . . . Natural estimators for the variance and covariances can be derived from Proposition 28 leading to ones proposed in Definition 14.
IV.3 About covariance between two missing variables.
Evaluating the covariances between two missing variablesis based on the following proposition.
Proposition 29 (Covariance formula between two missing variables). Under the PPCA model given in ( Table 1 gathers computation times of the different methods, for both settings considered in Sections 4.1 and 4.2. In small dimension, the algebraic method (a) (involving 6 linear regressions aggregated for each estimate) is actually the fastest and the most efficient, far less computationally expensive than Methods (c) and (g), relying on EM algorithms. In higher dimension, as for the algebraic method (a), the aggregation of about 660 linear regressions for each estimate, provides the most accurate estimation, and hence, comes at the price of a certain computational cost. However the method is highly parallelisable (contrarily to Methods (c) or (g)), making it an excellent tradeoff between reasonable computational time and efficient estimation with MNAR data. Note that in both cases there was no attempt to optimize the code. 
V Computation time
