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With the rapid development of intelligent monitoring system, monitoring data is
playing an increasingly important role in traffic, environment, security and the
other fields. Inspired by the model of human perception, people use the
complementary effect of audio and visual data to percept the scene. And then the
huge amount of visual-audio data forces people to look for a more effective way
to analyze and manage the visual-audio data. In this way people can be released
from repetitive labor. Therefore the study of audio-visual fusion has theoretical
value and a promising prospect.
We research the development of monitor and audio-visual fusion, and design a
fusion architecture of visual and audio perception. Based on the visual and audio
content analysis, we also design a violent scene detection model which is based
on the fusion of visual and audio perception. In this thesis the main contribution
are as follows:
1.We propose a visual and audio perception fusion architecture based on the
demand of visual and audio perception. We design the hardware components and
work flow. We also build a monitoring system applied in surveillance and acoustic
measurements.
2.We design a multi-thread acquisition algorithm based on circular queue buffer
pool technology, video surveillance fusion strategies based on the SPL feature
and modular function group. The result shows that it can be better applied to the
actual detection.
3.Combining with methods commonly used in the field of data fusion and the
characteristic of visual and audio constructing a more real scene, we propose a
fusion method based on rules and classifier. In this thesis we also employ Bag of
Words model and Fisher vector as middle-level semantic expressions in violent













Words model and the result of fusion method is better than single modal.
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