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Abstract. The inflection of the Slovak language causes a 
large number of unique word forms, which produces not 
only a large vocabulary, but also a number of out-of-
vocabulary words. Morph-based language models solve 
this problem by decomposition of inflected word forms 
into small sub-word units and resolve the general 
problem of sparsity the training data. In this paper, we 
present several rule-based and data-driven approaches to 
the automatic segmentation of words into morphs. These 
data are later used in the modeling of the Slovak 
language for large vocabulary continuous speech 
recognition. Preliminary results show a significant 
decrease in the number of out-of-vocabulary words and 
reduction of resultant language model perplexity. 
Keywords 
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1. Introduction 
In highly-inflectional or agglutinative languages, the rich 
morphology and relatively free order of words in 
sentences causes several problems of using standard n-
gram models in the statistical language modeling for 
large vocabulary continuous speech recognition 
(LVCSR). Growing vocabulary causes great increasing 
the number of n-grams and the size of a resultant 
language model (LM) as well, which has a significant 
impact on time and memory requirements in the process 
of decoding word sequence pronounced by user. Another 
problem is the sparsity of training data, which causes the 
fact that the estimation of the conditional probabilities for 
the infrequent n-grams is not reliable enough. Therefore, 
several methods have been proposed to eliminate the 
mentioned disadvantages of the standard LMs with 
respect to the morphology of the given language. One of 
the possible ways how to eliminate the data sparsity 
problem is to use the morph-based language modeling in 
large vocabulary continuous speech recognition. 
 Morph-based models resolve the data sparsity 
problem by decomposing words into small sub-word 
units - morphs in order to reduce the resultant size of 
vocabulary and number of out-of-vocabulary (OOV) 
words, because the number of all possible morphs is 
always smaller than the number of all possible words in 
the given language and the average occurrence of these 
sub-word units in a training corpus is always larger than 
the average occurrence of the words in the same corpus. 
In general, morphs can be represented by the syllables, 
pre-fixes, stems, roots, suffixes, endings, or by other 
meaning-ful sub-word units. Than the selection of proper 
sub-word units in the statistical language modeling 
depends on the several parameters, for example on the 
average length of words in a language, the bounds of the 
word-inflection, the manner of word-forming, morph 
pronunciation, or their inter- or intra-word coverage. 
 Contemporary language modeling distinguishes 
three main categories of the representation morphs in 
LMs: 
 syllable-based models, successfully applied in the 
modeling of the Polish language [1], 
 models based on grammatical or statistical 
morphs, mainly used in the modeling agglutinative 
languages, such as Finnish or Estonian [2], 
 models with using stems and endings, which 
decompose words only into two word segments 
and are often used in modeling inflective 
languages, such as Czech [3], Slovenian [4], or 
Russian [5]. 
 By detailed study of the inflected languages, we 
came to the knowledge that the inflection in the Slovak is 
concentrated on the border of the stem and ending of a 
word. In this way, we can simply increase the predictive 
ability of a LM in comparison to the previous approaches, 
where the history of morphs within one word for n-gram 
model is generally never known and that may generate 
many grammatically incorrect words by their chaining. 
Therefore, we have focused on the analysis and 
utilization the morph-based LMs using stems and endings 
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of the words. This approach is a certain compromise 
among the very short word segments and whole words. 
 This article is organized as follows. The next 
section introduces an overview about the selected 
approaches and principles used in automatic word 
segmentation into sub-word units by using rule-based and 
data-driven methods and principles for segmentation of 
Slovak words that have been proposed untill now. Our 
proposed algorithm for word segmentation into stems and 
endings in Slovak will also be presented in this section. 
Further section describes the speech recognition setup 
used in experiments, about results of which the fifth 
section gives a short overview. Finally, at the end of this 
paper, main contributions and future directions in the 
Slovak language modeling will be mentioned. 
2. Automatic Word Segmentation 
An In general, methods for automatic word segmentation 
to the sub-word units can be divided into three main 
categories: 
 rule-based approaches, which decompose words 
by using predefined rules for word segmentation 
in a given language, 
 data-driven approaches, which are based on the 
statistical techniques, 
 hybrid segmentation approaches, which combine 
both mentioned approaches. 
 One of the first data-driven approaches is the 
semantically oriented segmentation of words, proposed 
for the inflected languages that are based on the principle 
of the latent semantic analysis, while boundaries for 
word segmentation are given by the branching factor in a 
tree structure for a group of words with similar properties 
(affix candidates) [6]. 
 Among the most well-known word, segmentation 
methods is the letter successor variety (LSV) 
segmentation [7]. This knowledge-free morphology 
segmentation is the base for the other different data-
driven methods. Algorithm is based on the computing 
frequency of distribution of the character variants after 
(or before) the group of characters (respectively) in a 
given word. The segmentation boundaries are specified in 
the places after (or before) maximal (or minimal) value of 
the occurrence variety of characters on the given position. 
Bordag later extended LSV segmentation by a 
combination of the different evaluation metrics involved 
in the surrounding context. Even though this method 
considers several different metrics for determining the 
optimal word segmentation, we have observed 
approximately equal results in the segmentation of 
Slovak words in comparison to the standard LSV 
segmentation [8]. 
 Similar approach, called the minimum description 
length (MDL) principle was proposed for Finnish [9]. 
This relatively complex unsupervised data-driven 
algorithm considers a model that would be able to 
describe examined language, the morphological 
regularities in a language or entire model by using the 
probability distribution of morphs in a group of words 
with similar properties in the simplest and shortest way. 
MDL algorithm was later successfully applied in the 
system called Morfessor for the modeling of the Finnish 
language using statistical morphs [10], later in modeling 
Slovenian [4], agglutinative Estonian, inflective Turkish 
or conversational Arabic using morph-based LMs [11]. 
 Among the other approaches, the segmentation 
with using morphological analyzer by application of two-
level morpho-analysis in the modeling of the Czech 
language using segmentation into stems and endings [3] 
or statistical approach for determining syllabic 
boundaries using Sylseg based on the hidden Markov 
models (HMM), which has been trained on the text data 
segmented by simple rules for syllabic segmentation of 
Slovak words [12] may be mentioned. 
3. Word Segmentation in Slovak 
Selected approaches for automatic word segmentation to 
the sub-word units mentioned in the previous section 
have been applied to the Slovak language in order to 
choose the most suitable segmentation needed for 
language modeling. 
 In the following experiments described in [13] we 
have observed that using Harris or Bordag segmentation 
method, based on the LSV computing, a correct 
segmentation in a few number of cases has been reached 
only. Only the word prefixes were correctly segmented. 
On the contrary, a large amount of words contained in 
dictionary, remained non-segmented, which limits the 
applicability of these methods in the Slovak language 
modeling. 
 As it was presented in the introduction of this 
paper, segmentation into two sub-word units - stems and 
endings, appears the most suitable in the case of the 
inflective languages. This approach has also been applied 
in the modeling of the Slovak language using classes of 
words, derived from the word suffixes [14]. As the 
proposed word segmentation methods consider 
statistically-selected morphemic boundaries only without 
considering correct phonetic morph pronunciation, it was 
necessary to propose segmentation rules regarding 
morphemic and phonetic boundaries within words. 
 These rules can be summarized in follows: 
 morphological segmentation into stems and 
endings satisfies rules for automatic word segmen-
tation to the syllables in Slovak [12], where each 
suffix agrees with last syllable of a words, 
 only words than have more than two syllables or 7 
characters are segmented, 
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 each suffix has length between 2 and 4 characters, 
 remaining words with length less than two 
syllables or 7 characters are not segmented, 
 segmentation was constrained by the lexicon, 
which contains about 1 million of grammatically 
correct words from the Slovak National Corpus 
database [15]. 
 Another type of segmentation was implemented 
by modification of the segmentation using Morfessor 
[10], by satisfying the rules described above. In this case, 
if some words were segmented at the end into several 
morphs (infixes or affixes), then they were merged into 
one sub-word unit. 
 Syllable segmentation using Sylseg was later 
extended by a novel training set, with which the memory 
requirements of the original algorithm increased. There-
fore, it was necessary to modify the existing algorithm by 
application of a binomial tree structure, which reduced 
the time requirements for localization of appropriate 
morphs in the model for segmentation. These 
experimental results for automatic syllable segmentation 
of Slovak words using modified Sylseg are published in 
[13]. 
4. Speech Recognition Setup 
Experiments have been performed with bi-, tri- and 
quadrigram morph-based LMs, created by using SRILM 
Toolkit [16] and vocabulary sizes from 25k up to 125k 
(with step 25k) of the most frequent words, stems or 
endings in a training corpus (see Tab. 1). All morph-based 
models were smoothed by the Witten-Bell back-off 
algorithm. They have been trained on a newspaper text 
corpus size of about 180 million of tokens, gathered from 
the newspaper web-pages written in Slovak, from 2007 to 
2011 year, by our system for text gathering and process-
sing called webAgent [17]. 
 As the acoustic model (AM), the triphone context-
dependent model based on the HMMs has been used, 
where each state of the HMM has been modeled by 32 
Gaussian mixtures. The model has been generated from 
feature vectors containing 39 mel-frequency cepstral 
(MFC) coefficients and created using about 60 hours of 
readings by professionally trained speakers obtained from 
the Slovak Broadcast News (BN) database, recorded from 
2007 to 2009 year. The acoustic database is characterized 
by gender-balanced speakers and contains read and 
spontaneous speech [18]. Rare triphones have been mo-
deled by the effective triphone mapping algorithm [19]. 
 In the decoding process, we have used the LVCSR 
engine Julius based on two-pass strategy, where the input 
data are processed in the first pass with bigram LM and 
the final search is performed with trigram LM using the 
results of the first pass to narrow the search space [20]. 
 The test data were represented by about 4 hours of 
randomly selected speech recordings from the Slovak BN 
acoustic database that were not used in training of the 
AM and contain 40 656 words in 4 343 sentences. 
 For evaluation, two standard measures based on 
the model perplexity (PPL) and the word error rate 
(WER) have been used. Perplexity is defined as the 
reciprocal of geometric probability assigned by the LM to 
each word in the test set and WER is computed by 
comparing the reference text read by a speaker against the 
recognized results. It takes into the account substitution, 
insertion and deletion errors and evaluates the overall 
performance of the LVCSR system. 
Tab.1: Statistics of morphs in dictionaries. 
ID 
Number of Size of 
Syllables Stems Endings Words Vocab 
Reference 
25k - - - 25 025 25 025 
50k - - - 50 107 50 107 
75k - - - 75 271 75 271 
100k - - - 100 558 100 558 
125k - - - 125 930 125 930 
Proposed stem-ending segmentation 
25k - 13 506 1 449 10 053 25 007 
50k - 28 395 2 062 19 777 50 234 
75k - 43 759 2 523 29 224 75 506 
100k - 59 344 2 883 37 905 100 132 
116k - 70 315 3 013 43 410 116 738 
Proposed stem-ending segmentation – modified vocabulary 
25k - 12 556 3 013 9 432 25 011 
50k - 27 714 3 013 19 343 50 070 
75k - 43 263 3 013 28 920 75 196 
100k - 59 344 3 013 37 905 100 262 
116k - 70 315 3 013 43 410 116 738 
Stem-ending segmentation using Morfessor 
25k - 5 255 1 295 18 459 25 006 
50k - 10 191 2 179 37 795 50 162 
75k - 14 802 3 097 57 137 75 033 
100k - 18 971 4 032 77 352 100 352 
125k - 22 857 4 944 99 171 126 969 
Morfessor and proposed stem-ending segmentation 
25k - 12 689 2 316 10 008 25 011 
50k - 25 538 3 844 20 759 50 139 
75k - 36 875 5 350 32 810 75 033 
100k - 47 217 6 757 47 649 101 621 
125k - 54 921 7 848 62 816 125 583 
Syllable segmentation using Sylseg 
25k 4 685 - - 20 405 25 090 
50k 5 341 - - 45 418 50 759 
62k 5 452 - - 56 936 62 388 
 
5. Experimental Results 
Regarding to the results of the analysis of morph-based 
LMs, experiments have been oriented on the evaluation 
of the number of OOV words, the model perplexity and 
the word error rate computed on the test data, in order to 
discover the impact of the selected techniques of word 
segmentation and statistical language modeling on the 
overall precision of the LVCSR system in the task of the 
Slovak Broadcast News transcription. The proposed 
technique for word segmentation into stems and ending 
was compared to the modified segmentation using 
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Morfessor and the combination of this two mentioned 
approaches, and with syllable segmentation using Sylseg, 
in the task of the statistical language modeling using bi-, 
tri- and quadrigrams morph-based models of the Slovak 
language with respect to the standard word-based LMs. 
Statistics about the number of the most frequent morphs 
and words obtained by the counting in a training corpus 
can be seen in the Tab. 1, and the number of OOV words, 
PPL and the WER of the LVCSR system is in the Tab. 2.
Tab.2: Evaluation of the quality of n-gram morph-based models of the Slovak language for different types of word segmentation. 
ID 
Size of OOV Bigrams Trigrams Quadrigrams 
Vocab [%] PPL WER [%] Vocab WER [%] PPL WER [%] 
Reference 
25k 25 025 12,12 472,52 29,80 368,14 28,48 362,49 28,48 
50k 50 107 6,85 566,23 20,75 435,74 19,60 429,67 19,59 
75k 75 271 4,82 615,25 17,64 471,37 16,51 464,83 16,58 
100k 100 558 3,74 644,95 16,06 493,63 14,83 486,74 14,88 
125k 125 930 3,05 669,48 15,05 512,10 13,94 505,00 13,94 
Proposed stem-ending segmentation 
25k 25 007 4,43 199,10 27,04 119,83 24,56 112,85 24,33 
50k 50 234 2,36 211,67 22,95 124,99 20,48 117,60 20,41 
75k 75 506 1,73 217,35 21,87 127,81 19,45 120,26 19,24 
100k 100 132 1,47 220,24 21,28 129,51 18,73 121,90 18,60 
125k 116 738 1,38 221,28 21,17 130,11 18,90 122,46 18,61 
Proposed stem-ending segmentation – modified vocabulary 
25k 25 011 4,64 198,95 27,58 120,79 25,29 113,25 25,09 
50k 50 070 2,40 211,60 23,04 125,08 20,55 117,68 20,42 
75k 75 196 1,73 217,45 21,79 127,90 19,36 120,34 19,10 
100k 100 262 1,47 220,25 21,34 129,51 18,82 121,89 18,66 
116k 116 738 1,38 221,28 21,17 130,11 18,90 122,46 18,61 
Stem-ending segmentation using Morfessor 
25k 25 006 7,49 323,25 27,04 219,08 25,24 211,97 25,16 
50k 50 162 3,87 365,35 21,10 244,20 19,16 236,04 19,27 
75k 75 033 2,54 389,92 19,31 255,47 17,47 246,84 17,45 
100k 100 352 1,88 396,99 18,45 263,69 16,56 254,82 16,55 
125k 126 969 1,47 404,47 17,81 268,42 16,01 259,38 16,06 
Morfessor and proposed stem-ending segmentation 
25k 25 011 4,28 198,13 27,67 120,40 24,94 113,46 24,77 
50k 50 139 2,10 210,04 23,71 125,67 21,11 118,26 21,01 
75k 75 033 1,40 215,60 22,80 128,49 20,15 120,89 19,92 
100k 101 621 1,02 218,96 22,57 130,38 19,93 122,60 19,72 
125k 125 583 0,83 221,19 22,76 131,51 20,01 123,75 19,86 
Syllable segmentation using Sylseg 
25k 25 090 4,02 97,49 42,23 50,22 36,33 42,04 35,26 
50k 50 759 3,78 99,44 41,96 51,23 36,29 42,89 35,15 
62k 62 388 3,75 99,80 42,17 51,42 36,49 43,06 35,23 
 
 As we can see, from the experimental results of 
the word segmentation into sub-word units, the best 
results were achieved by using our proposed word seg-
mentation technique, despite the fact that by the 
unsupervised segmentation using Morfessor have produ-
ced slightly larger number of unique endings, which were 
the major part of a sub-word unit in around one third of 
cases have been overlapped. This word segmentation 
approach also produces the highest number of n-grams in 
LMs. On the contrary, by using the proposed technique in 
combination with unsupervised segmentation using 
Morfessor we have achieved a significant reduction 
appro-ximately 70 % in the number of OOV words, also 
in the case of the use smaller vocabularies. This fact 
resulted in the lowest values of PPL, practically in all 
cases about 68 %, relatively. A moderate degradation was 
only observed in WER, approximately increased by 
3,92 % in the case of bigram, 1,75 % for trigram and 
1,54 % for quadrigram LMs, absolutely. As we can see in 
the Tab. 2, no improvements were achieved by 
modification of vocabulary by introducing all possible 
endings into vocabulary. The best results of the speech 
recognition with using morph-based LMs have been 
observed with modified segmentation using Morfessor. In 
all these cases, only for the size of vocabulary 25k 
significant decreasing of WER within the range from 
8,20 % to 12,79 %, relatively was reached. 
 On the contrary, even at the lowest PPL values of 
syllable-based LMs, word segmen-tation using Sylseg 
produced the highest WER and it can be concluded that 
this type of word segmentation is not very suitable for the 
Slovak language modeling. 
 At the end of this article, it can be noted that using 
stems and endings the trigram morph-based models are 
sufficient for modeling of the Slovak language. Only 
small shift in evaluation values was observed by using 
higher-order n-grams. The most suitable type of 
segmentation is our proposed algorithm or modified 
version of the unsupervised segmentation using 
Morfessor, whose efficiency can be improved in the 
future by introducing model-based word segmentation. 
Currently we cannot say exactly what size of vocabulary 
is the most appropriate to design the effective morph-
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based models of the Slovak language in a specific 
domain-oriented task of the LVCSR system. 
6. Conclusion 
This paper was oriented on the analysis of methods for 
automatic word segmentation and morph-based statistical 
modeling of the Slovak language. Since the Slovak 
language belongs to the group of highly-inflective 
languages, where the flection is concentrated on the last 
syllable of a word, we have decided to direct our research 
to the problem of word segmentation into stems and 
endings. With respect to the fact that already proposed 
techniques for segmentation of Slovak words do not 
consider the segmentation on the morpho-phonetic 
boundaries, we have decided to propose a new algorithm 
for word segmentation into stems and endings that 
achieved the best results in the number of OOV words 
and model perplexity with a slight decrease in word error 
rate of our LVCSR system in the task of the Slovak 
Broadcast News transcription in comparison to the other 
examined approaches. Further research will be oriented 
on the improvement of the data-driven algorithms for an 
unsupervised word segmentation, for example by 
optimization of the segmentation using Morfessor, in 
order to increase the quality and decrease memory 
requirements of the Slovak morph-based language 
models in LVCSR systems. 
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