Abstract. In this work, we first consider a goal-oriented extension of the dependency pair framework for proving termination w.r.t. a given set of initial terms. Then, we introduce a new result for proving relative termination in terms of a dependency pair problem. Both contributions put together allow us to define a simple and powerful approach to analyzing the termination of narrowing, an extension of rewriting that replaces matching with unification in order to deal with logic variables. Our approach could also be useful in other contexts where considering termination w.r.t. a given set of terms is also natural (e.g., proving the termination of functional programs).
Introduction
Proving that a program terminates is a fundamental problem that has been extensively studied in almost all programming paradigms. In term rewriting, where termination analysis has attracted considerable attention (see, e.g., the surveys of Dershowitz [8] and Steinbach [23] ), the termination of a rewrite system is usually proved for all possible reduction sequences.
In some cases, however, one is only interested in those sequences that start from a distinguished set of terms. This case has been already considered in some previous works, e.g., for proving the termination of logic programs [20] , for proving the termination of Haskell programs [10] , and for proving the termination of narrowing [25] , an extension of rewriting to deal with logic variables. Unfortunately, these works do not focus on proving termination from an initial set of terms-only consider this problem to some extent-and are difficult to generalize.
In this paper, we first extend the well-known dependency pair framework [3, 11] for proving the termination of rewriting in order to only consider derivations from a given initial set of terms. The fundamental improvements are twofold: firstly, we introduce a notion of chain which considers only reachable loops, thus reducing the number of pairs to consider; secondly, we also present a notion of usable rules that regards as usable only those rules which occur in the derivation from an initial term, allowing us to reduce the number of rules.
As a second contribution of this paper, we study a direct application of the dependency pair approach to the solution of relative termination problems when the involved TRSs form a hierarchical combination. Roughly speaking, we can study whether R terminates relative to B (i.e., whether all → R ∪ → B reductions contain only finitely many → R steps) in those cases where B does not make calls to functions defined in R. Although this application is arguably folklore in the literature (see, e.g., the work of [24] ), to our knowledge this is the first time that the necessary conditions have been ascertained and proved in a formal publication.
Finally, we illustrate the usefulness of our developments by applying them to proving the termination of narrowing starting from initial terms. Our results are more general and potentially more accurate than previous approaches (e.g., [25] ). Moreover, our approach could also be useful in other contexts where considering termination w.r.t. a given set of terms is also a natural requirement, like the approach to proving the termination of Haskell programs of [10] or that to proving the termination of logic programs by translating them to rewrite systems of [20] .
The paper is organized as follows. After introducing some preliminaries in the next section, we present the goal-directed dependency pair framework in Section 3. Then, Section 4 first states a useful result for proving the relative termination of a rewrite system and, then, presents a new approach for proving the termination of narrowing. Finally, Section 5 reports on the implementation of a termination prover based on the ideas of this paper and concludes. An extended version including proofs of technical results can be found in [15] .
Preliminaries
We assume familiarity with basic concepts of term rewriting and narrowing. We refer the reader to, e.g., [4] and [13] for further details.
Terms and Substitutions. A signature F is a set of function symbols. We often write f/n ∈ F to denote that the arity of function f is n. Given a set of variables V with F ∩ V = ∅, we denote the domain of terms by T (F, V). We assume that F always contains at least one constant f/0. We use f, g, . . . to denote functions and x, y, . . . to denote variables. A position p in a term t is represented by a finite sequence of natural numbers, where denotes the root position. Positions are used to address the nodes of a term viewed as a tree. The root symbol of a term t is denoted by root(t). We let t| p denote the subterm of t at position p and t[s] p the result of replacing the subterm t| p by the term s. Var(t) denotes the set of variables appearing in t. A term t is ground if Var(t) = ∅. We write T (F) as a shorthand for the set of ground terms T (F, ∅).
A substitution σ : V → T (F, V) is a mapping from variables to terms such that Dom(σ) = {x ∈ V | x = σ(x)} is its domain. The set of variables introduced by a substitution σ is denoted by Ran(σ) = ∪ x∈Dom(σ) Var(xσ). Substitutions are extended to morphisms from T (F, V) to T (F, V) in the natural way. We denote the application of a substitution σ to a term t by tσ (rather than σ(t)). The identity substitution is denoted by id.
TRSs and Rewriting. A set of rewrite rules l → r such that l is a non-variable term and r is a term whose variables appear in l is called a term rewriting system (TRS for short); terms l and r are called the left-hand side and the right-hand side of the rule, respectively. We restrict ourselves to finite signatures and TRSs. Given a TRS R over a signature F, the defined symbols D are the root symbols of the left-hand sides of the rules and the constructors are C = F \ D.
We use the notation F = D C to point out that D are the defined function symbols and C are the constructors of a signature F, with D∩C = ∅. The domains T (C, V) and T (C) denote the sets of constructor terms and ground constructor terms, respectively. A substitution σ is (ground) constructor, if xσ is a (ground) constructor term for all x ∈ Dom(σ).
A TRS R is a constructor system if the left-hand sides of its rules have the form f(s 1 , . . . , s n ) where s i are constructor terms, i.e., s i ∈ T (C, V), for all i = 1, . . . , n. A term t is linear if every variable of V occurs at most once in t. A TRS R is left-linear if l is linear for every rule l → r ∈ R.
For a TRS R, we define the associated rewrite relation → R as follows: given terms s, t ∈ T (F, V), we have s → R t iff there exists a position p in s, a rewrite rule l → r ∈ R and a substitution σ with s| p = lσ and t = s[rσ] p ; the rewrite step is often denoted by s → p,l→r t to make explicit the position and rule used in this step. The instantiated left-hand side lσ is called a redex.
A term t is called irreducible or in normal form in a TRS R if there is no term s with t → R s. A derivation is a (possibly empty) sequence of rewrite steps. Given a binary relation →, we denote by → + the transitive closure of → and by → * its reflexive and transitive closure. Thus t → * R s means that t can be reduced to s in R in zero or more steps; we also use t → n R s to denote that t can be reduced to s in exactly n rewrite steps.
Narrowing. Given a TRS R and two terms s, t ∈ T (F, V), we have that s ; R t is a narrowing step iff there exist
• a substitution σ = mgu(s| p , l) which is the most general unifier of s| p and l, and t = (s[r] p )σ. We often write s ; p,R,θ t (or simply s ; θ t) to make explicit the position, rule, and substitution of the narrowing step, where θ = σ | Var(s) . A narrowing derivation t 0 ;
Goal-directed Dependency Pairs
In this section, we present a goal-directed extension of the well-known dependency pair (DP) framework [3, 11] . Our framework is goal-directed since only derivations starting from a given set of terms, denoted by means of an initial goal, are considered.
Definition 1 (initial goal). Let R be a TRS over F = D C and t 0 = f(x 1 , . . . , x n ) be a term. We say that t 0 is an initial goal for R if f ∈ D is a defined function symbol and x 1 , . . . , x n ∈ V are distinct variables.
Intuitively speaking, an initial goal t 0 represents the set t 0 of (non necessarily ground) constructor instances of the term t 0 , i.e., t 0 = { t 0 σ | σ is a constructor substitution } For instance, given the signature F = D C with f/1 ∈ D and z/0, s/1 ∈ C, the initial goal f(x) represents the set f(x) = {f(x), f(z), f(s(x)), f(s(z)), . . .}. In the following, we say that a set of terms T is terminating if there is no term t 1 ∈ T such that an infinite sequence of the form
It is worthwhile to observe that there is no loss of generality in our notion of initial goal since any arbitrary term t could be used as an initial goal by just adding a new rule, goal(x 1 , . . . , x n ) → t, where goal is a fresh function symbol with Var(t) = {x 1 , . . . , x n }, and then considering goal(x 1 , . . . , x n ) as initial goal.
Two key ingredients of the DP approach are the notion of dependency pairs and that of chains of dependency pairs. The first notion remains unchanged in our setting. Given a TRS R over a signature F, for each f/n ∈ F, we let f /n be a fresh tuple symbol ; we often write F instead of f in the examples. Given a term f(t 1 , . . . , t n ) with f ∈ D, we let t denote f (t 1 , . . . , t n ).
Definition 2 (dependency pair [3] ). Given a TRS R over a signature F = D C, the associated set of dependency pairs, DP (R), is defined as follows:
and root(t) ∈ D}
In order to formalize our definition of chains, we first introduce the notion of reachable calls from a given term. Formally, given a TRS R and a term t, we define the set of reachable calls, calls R (t), from t in R as follows:
given a set of terms T , we let calls R (T ) = t∈T calls R (t).
Definition 3 (chain)
. Let R and P be TRSs over the signatures F and F , respectively. Let t 0 be an initial goal. A (possibly infinite) sequence of pairs s 1 → t 1 , s 2 → t 2 , . . . from P is a (t 0 , P, R)-chain if there is a substitution σ : V → T (F, V) such that the following conditions hold:
• there exists a term s ∈ calls R ( t 0 ) such that s = s 1 σ and • t i σ → * R s i+1 σ for every two consecutive pairs in the sequence. The chain is minimal iff all t i σ are terminating w.r.t. R.
Note that the only difference with the standard notion of chains is that only chains which are reachable from (an instance of) the initial goal are considered. Now, without further ado, we introduce our termination criterion:
Theorem 1 (termination criterion). Let R be a TRS and t 0 be an initial goal. All derivations starting from a term in t 0 in R are finite iff there are no infinite minimal (t 0 , DP (R), R)-chains.
As in the standard DP framework [11] , and in order to ease the automation of the proof search, we introduce a goal-directed DP (GDP) framework as follows:
Definition 4 (GDP problems and processors).
A GDP problem is a tuple (t 0 , P, R, f ) consisting of two TRSs R and P over the signatures F and F , respectively, an initial goal t 0 for R, and a minimality flag f ∈ {m, a} where m and a stand for "minimal" and "arbitrary", respectively. A GDP problem is finite if there is no associated infinite (minimal if f is m) (t 0 , P, R)-chain, and infinite if it is not finite or if t 0 does not terminate in R. A (standard) DP problem is a tuple (P, R, f ) consisting of P, R and f described above.
A GDP processor is a function P roc which takes a GDP problem and returns either a new set of GDP problems or fails. P roc is sound if for any GDP problem M, M is finite whenever all GDP problems in P roc(M) are finite. P roc is complete if for any GDP problem M, M is infinite whenever P roc(M) fails or contains an infinite GDP problem.
Following [11] , one can construct a tree whose root is labeled with the problem (t 0 , DP (R), R, m) and whose nodes are produced by application of sound GDP processors. If no leaf of the tree is a failure, then t 0 is terminating in R. Otherwise, if all the processors used on the path from the root to the failure node are complete, then t 0 is not terminating in R.
Dependency Graphs
The auxiliary notion of initial pairs denotes the pairs that match an initial goal:
Definition 5 (initial pairs). Let (t 0 , P, R, f ) be a GDP problem. The associated set of initial pairs is given by {s → t ∈ DP (R) | t # 0 σ = s for some subst. σ}.
Note that the set of initial pairs associated to a GDP problem (t 0 , P, R, f ) need not belong to the current set of pairs P.
We now recall the standard notion of dependency graph [11] :
Definition 6 (dependency graph). Given a GDP problem (t 0 , P, R, f ), its dependency graph is a directed graph where the nodes are the pairs of P, and there is an edge from s → t ∈ P to u → v ∈ P iff s → t, u → v is a (t 0 , P, R)-chain.
Although we consider the standard definition of dependency graph, since our notion of chain is different, the dependency graph of a GDP problem may contain less pairs than the dependency graph of the corresponding standard DP problem; in our case, all the pairs which are not reachable from the initial goal are removed from the dependency graph. Dependency graphs are not generally computable and, thus, several approximations have been defined. Instead of adapting one of these approximations, we show how any arbitrary approach can easily be reused in our context: Theorem 2 (estimated dependency graph). Let (t 0 , P, R, f ) be a GDP problem. Let G 0 and G be estimated dependency graphs (according to [11] ) for the DP problems (DP (R), R, f ) and (P, R, f ), respectively.
Assuming that the nodes of G 0 and G are shared in the obvious way, the estimated dependency graph of the GDP problem (t 0 , P, R, f ) is the restriction of G to those nodes which are reachable from an initial pair in G 0 .
The graph obtained is an over-estimation of the dependency graph.
Example 1. Consider the following dependency graph G 0 whose nodes are labeled with (0), (1), . . . , Given a GDP problem where the only initial pair is (0), we have that pairs (1) and (2) do not belong to its dependency graph since they are not reachable.
By using the estimated dependency graph, it is immediate to define a sound GDP processor that takes a GDP problem (t 0 , P, R, f ) and divides the problem into its strongly connected components (SCC) as usual. Note that, in contrast to the standard processor, we remove those SCCs which are not reachable from the initial pairs.
Usable Rules
Another way for removing pairs from P is based on the notion of reduction pair ( , ).
5 For this purpose, we first need to introduce the notion of argument filtering [16] . An argument filtering over a signature F is a function π such that, for every symbol f/n ∈ F, we have either π(f) ∈ {1, . . . , n} or π(f) ⊆ {1, . . . , n}. Argument filterings are extended to terms as follows:
5 A pair of orders ( , ) is a reduction pair if is a quasi-order and is a wellfounded order where is closed under contexts, and both and are closed under substitutions and compatible (i.e.,
• ⊆ and • ⊆ but ⊆ is not necessary) [16] . 6 By abuse of notation, we keep the same symbol for the original function and the filtered function with a possibly different arity.
•
Given a TRS R, we let π(R) = {π(l) → π(r) | l → r ∈ R}.
For any relation , we let π be the relation where t π u holds iff π(t) π(u). For any TRS P and any relation , we let P = {s → t ∈ P | s t}, i.e., P contains those rules of P which decrease w.r.t. . Theorem 3 (reduction pair processor). Let ( , ) be a reduction pair and π be an argument filtering. Given a GDP problem (t 0 , P, R, f ), if Proc returns:
then Proc is sound and complete.
Basically, this processor can be used to remove the strictly decreasing pairs of P when the remaining pairs of P and all rules of R are weakly decreasing. In fact, a weak decrease is not required for all the rules but only for the usable rules [12] . These rules are a superset of the rules that may be used to connect dependency pairs in a chain. For GDP problems, a notion of usable rules also removes those rules which are not reachable from the initial goal.
There are several approaches for approximating the usable rules of a problem. In this section we show how any of them can be adapted to our goaldirected setting, using as an example the usable rules of [12] . For this purpose, we first need the following auxiliary notion: given an argument filtering π and a term t, we let RegP os π (t) denote the regarded positions of t w.r.t. π; formally, RegP os π (t) = { } ∪ {i.p | t = f(t 1 , · · · , t n ), p ∈ RegP os π (t i ), and i ∈ π(f )}. In essence, the regarded positions of t w.r.t. π are those positions of t which are not dropped by the filtering π.
In the following, given a TRS R and symbol f ∈ F, we let Def R (f) = {l → r ∈ R | root(l) = f} and R f = R \ Def R (f).
Definition 7 (estimated usable rules w.r.t. an argument filtering [12] ). For any TRS R and any argument filtering π, we define
For any set of rules P we define
Definition 8 (estimated goal-directed usable rules w.r.t. an argument filtering). For a graph G and two set of nodes I and P, let PATH G (I, P) denote the smallest set of nodes of G which contains both I and P and all the nodes which are in a path from some node in I to some node in P in G.
Let (t 0 , P, R, f ) be a GDP problem, P 0 its initial pairs, π an argument filtering, and G 0 a (standard) estimated dependency graph for the DP problem (DP (R), R, f ). The goal-directed usable rules of P in R w.r.t. π and t 0 are defined as follows:
for all s → t ∈ PATH G0 (P 0 , P) R otherwise Example 2. Let us consider again the dependency graph G 0 from Example 1, together with the set I = {(0)}. Then,
• if P is the SCC {(6), (7)} then PATH G0 (I, P) = {(0), (5), (6), (7)};
The goal-directed usable rules coincide with the usable rules for all the chains from an initial pair to the pairs in P. While this means that they are a superset of the usable rules of P, they are still advantageous as they are applicable in cases where the usable rules are not. In particular, minimality is not required. This is critical in Section 4 where we consider the termination of narrowing as a problem of relative termination, since in this context minimality does not generally hold.
Theorem 4 (reduction pair processor with goal-directed usable rules w.r.t. argument filterings). Let ( , ) be a reduction pair and π be an argument filtering. Given a GDP problem (t 0 , P, R, f ), if Proc returns:
, and is C E -compatible;
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• (t 0 , P \ P π , R, a), if f is a, P π ∪ P π = P, and R π ⊇ GU π (t 0 , P, R, π);
then Proc is sound and complete. where:
Using the default argument filtering which filters nothing, we have that
• the usable rules w.r.t. goal(x) include only the rules for gen.
Using the argument filtering defined as π(add) = {1} (i.e., π(add(x, y)) = add(x) and the identity otherwise), we have that
• the usable rules w.r.t. goal(x) are the empty set.
Since the rules of gen are increasing, the finiteness of the GDP problem can only be proved in the second case.
As this section has shown, using this notion of usable rules it is straightforward to adapt an existing reduction pair processor to the goal-directed setting. Adapting other processors to the framework is straightforward too, since every GDP chain is a DP chain and, thus, soundness is preserved as long as the processor does not introduce new pairs in the graph. In any case, discussing the details is out of the scope of this paper.
Goal-directed Termination of Narrowing
In this section, we consider the termination of narrowing [22] and show how this problem can be reduced to proving the relative termination (see below) of a TRS from an initial set of terms, so that the GDP framework introduced in the previous section can be steadily applied.
Relative Termination
First, we show that it is possible to cast a relative termination problem as a standard DP problem as long as the systems involved satisfy the condition that they form hierarchical combinations. Let us now recall the notion of relative termination:
Definition 10 (relative termination). Given two relations → R and → E we define the compound relation → R /→ E as → * E · → R · → * E . Given two TRSs R 1 and R 0 , we say that R 1 terminates w.r.t. R 0 if the relation → R1 /→ R0 is terminating, i.e., if every (possibly infinite) → R0 ∪ → R1 derivation contains only finitely many → R0 steps.
Note that sequences of → R0 steps are "collapsed" and seen as a single → R1 /→ R0 step. Hence, an infinite → R1 /→ R0 derivation must contain an infinite number of → R1 steps, and thus by assumption only finite → R0 subderivations.
We say that a term t is → R -terminating w.r.t. B if there is no infinite → R /→ B derivation issuing from t. Similarly, we say that T is → R -terminating w.r.t. B if every term in T is → R -terminating w.r.t. B.
We make use of the standard notion of minimal (non-terminating) term, i.e., a term which starts an infinite derivation while all its proper subterms are terminating. We say that a term that is not → R -terminating w.r.t. B is → R /→ Bminimal if all its proper subterms are → R -terminating w.r.t. B. Lemma 1. Let R and B be two TRSs over F R and F B respectively, such that R ∪ B is the HC of the base B and the extension R. Every → R /→ B -minimal term t 0 ∈ T (F B ∪ F R , V) starting an infinite → R /→ B derivation is of the form t 0 = f(u), where f is a defined symbol from F R . Now we state the main result of this section. In order to prove relative termination of a TRS R w.r.t. a TRS B, as long as they form an HC, one only needs to prove that the pairs of R are strongly decreasing, while the pairs of B can be ignored, even if B is not terminating. Example 4. Let R = {f → gen} and B = {gen → f} be TRSs, which are trivially terminating. Moreover, the DP Problem (DP (R), R∪B) = (∅, R∪B) is trivially finite (here we assume that gen is a constructor symbol in R, hence the set of dependency pairs DP (R) is empty). However, R is not terminating w.r.t. B since we have the following infinite derivation: f → gen → f → . . .
In contrast to the termination criterion in [9] for relative termination, the HC property is required in Theorem 5, i.e., the HC property is necessary to extend the DP framework for proving relative termination. Note also that it does not suffice to prove the absence of minimal chains, as the following example shows:
Example 5. Let R = {f(s(x)) → f(x)} and B = {gen → s(gen)}. We have that DP (R) = {F(s(x)) → F(x)} and there are no infinite minimal chains. However there is an infinite chain with σ = {x → gen}.
The relative termination criterion can be combined with Theorem 1 for relative termination from an initial goal.
Corollary 1 (goal-directed relative termination criterion). Let R and B be two TRSs such that R ∪ B is the HC of the base B and the extension R. Then, all derivations starting from a term in t 0 in R terminate w.r.t. B if and only if there are no infinite (t 0 , DP (R), R ∪ B)-chains.
Termination of Narrowing via Relative Termination
Recently, [18, 25] introduced a termination analysis for narrowing which is roughly based on the following process 8 . First, following [2, 7] , logic variables are replaced with a fresh function, called gen, which can be seen as a data generator that can be non-deterministically reduced to any ground (constructor) term. A first result relates the termination of narrowing in the original TRS and the relative termination of rewriting using occurrences of gen to replace logic variables. However, in order to avoid dealing with relative termination, [25] considers the use of an argument filtering to filter away occurrences of gen in the considered computations so that relative termination and termination coincide. Finally, termination is analyzed using the DP framework [11] for proving the termination of rewriting over the filtered terms.
This approach has several problems all related to the use of an argument filtering to filter the occurrences of gen. The most important one is that the search for an argument filtering that allows to prove termination is exponential in the arities of the signature, and even worse, this search cannot be casted as an optimization problem. This leads to the application of complex heuristics (as in [20] ) which complicate the approach and diminish the effectiveness of the automation. Another issue is related to collapsing rules. Consider, for instance, a collapsing rule, i.e., a rule of the form f(x, y) → y, together with the argument filtering π(f) = {1}. The filtered rule f(x) → y contains an extra variable, y, and no refinement 9 of π will be able to eliminate it.
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Here, we argue that there is a better way to approach this problem. Instead of using a global argument filtering to filter away occurrences of gen, we propose to not filter them at all, and instead use the GDP framework developed in Section 3. As we show next this effectively solves the mentioned issues.
In order to formalize our approach, we first need to recall some existing notation and terminology from the literature.
Given a left-linear constructor TRS R over the signature F = D C, we define the generator of R, GEN(R), as the following set of rules:
Given a left-linear constructor TRS R, we denote by R gen the set of rules resulting from augmenting R with GEN(R), in symbols R gen = R ∪ GEN(R).
Following [25] , variables are then replaced by generators in the obvious way: given a term t ∈ T (F, V), we let t = tσ, with σ = {x → gen | x ∈ Var(t)}. Also, given a TRS R, possibly with extra variables, 11 we denote by R the result of replacing every extra variable in R (if any) with gen.
Note that t is ground for any term t since all variables occurring in t are replaced by the function gen. As for R, we note that it contains no extra variables by definition.
The completeness of replacing logic variables by generators is stated in [2, 7] :
Lemma 2 (completeness). Let R be a left-linear constructor TRS over a signature F = D C and s ∈ T (F, V) be a term. If s ; p,R,σ t in R, then s →
In the following, we say that a set of terms T is ; R -terminating if there is no term t 1 ∈ T such that an infinite sequence of the form t 1 ; R t 2 ; R . . . exists. In [25] , the (possibly infinite) set of initial terms T was described by means of an abstract term f(m 1 , . . . , m n ), where f is a defined function symbol and m 1 , . . . , m n are either g (a definitely ground constructor term) or v (a possibly variable constructor term). Given an abstract term t α , we let γ(t α ) denote the set of terms that can be obtained by replacing every argument g with a ground constructor term and every argument v with any arbitrary constructor term. Then, [25] shows that the termination of narrowing can be recast in terms of the relative termination of rewriting as follows:
Theorem 6 (termination of narrowing). Let R be a left-linear constructor TRS and t α an abstract term. Then, γ(t α ) is ; R -terminating if γ(t α ) is → Rterminating relative to GEN(R).
In the next result we apply the framework of goal-directed dependency pairs to solve this kind of problems. First, let us recall that our GDP problems consider an initial goal rather than an abstract term. So we embed the abstract goal into the TRS by means of an additional rule. To be precise, given an abstract term t α = f(t 1 , . . . , t n ) with m occurrences of g, we let goal (t α ) be the rule
where x 1 , . . . , x n are (fresh) distinct variables and j 1 , . . . , j m are the positions of the g arguments of t α . Given a TRS R and an abstract term t α , we denote by R t α the TRS that extends R with this rule; formally, R t α = R ∪ {goal (t α )}. In other words, we replace v arguments of the abstract term t α by extra variables. Extra variables occur very naturally in the context of narrowing since they behave as free variables which can only be instantiated to finite constructor terms. In our context they are simply replaced by occurrences of gen in R.
The following result combining Theorems 1 and 6 is the basis of our termination proving method. Theorem 7. Let R be a left-linear constructor TRS (possibly with extra variables) and t α an abstract term. Then, γ(t α ) is ; R -terminating if the GDP prob-
is the left-hand side of goal (t α ).
Example 6. Consider the following TRS that is part of Example 3:
For the abstract term t α = add(g, v), the initial GDP problem (goal(x), DP ( R tα ), R tα ∪GEN(R), a) is reduced to the finite GDP problem in Example 3. Therefore, γ(add(g, v)) is ; R -terminating.
Example 7 ([20]).
Consider the TRS and its associated set of pairs:
where the last pair is the initial pair, added to model the abstract goal p in (g). A similar rule is implicitly added to R, together with the rules for gen. Also, note the presence of extra variables, which in our approach would be replaced by calls to gen. An estimation of the dependency graph can detect that the only SCC is the pair P in (g(X)) → P in (X), and that there is only the trivial path from the initial pair to this pair which includes both. As the goal-directed usable rules are the empty set, it is trivial to find an RPO that orients this pair and solves the termination problem. On the other hand, the technique of [20] needs a global argument filtering that removes every extra variable, which ultimately has to filter either the argument of P in or g, precluding a successful termination proof. The same remark applies to [18, 25] after filtering out the extra variables.
Results and Discussion
The technique for proving termination of narrowing introduced in the previous section is not directly comparable to [18, 25] due to the loss of minimality. This means that many desirable techniques, such as the subterm criterion of [14] , cannot be applied without restrictions. The same remarks apply when comparing our new approach to the infinitary rewriting framework of [20] , which also employs a global argument filtering and heuristics. In order to see how well the new approach behaves, we benchmark it versus [25, 18] and [20] . We emply a set of examples generated from the LP category of the Termination Problem Database (TPDB) 5.0 [17] using the transform of [20] , minus those examples containing cuts, impure primitives or arithmetic. A huge number of techniques for termination have been developed in the recent years. In order to provide a fair comparison we focus on a small set of these: the dependency graph processor, the RPO reduction pair implemented by means of the SAT encoding of [5, 21, 6] extended to account for our notion of goal-directed usable rules, the subterm criterion of [14] and the narrowing and instantiation graph refinement processors. The (very fast) subterm criterion processor is included to illustrate the shortcomings of losing minimality.
We have implemented our approach in the termination tool Narradar, available at http://safe-tools.dsic.upv.es/narradar. The tool recognizes the TPDB format [17] with extensions for expressing initial goals and narrowing. In order to perform the test Narradar was extended to implement the approach of [18, 25] and [20] . For [18, 25] Narradar uses a simple heuristic which always filters the innermost position. Also, although this approach does not consider extra variables, we filter them from the initial problem assuming that this is safe. For [20] Narradar uses the unbounded positions heuristic which does a type analysis of the logic program and computes an optimal heuristic.
All the problems were run on a 2.5Ghz Intel CPU with a 60 seconds timeout. The results are displayed in the table below, where the new approach is the best performer overall, even though the average success time is higher. It is easy to see why: the RPO constraints generated are slightly more complex, and the fast subterm criterion processor cannot be employed. There were four examples which Narradar failed to solve where the other techniques succeeded. These fall into two categories: the incompleteness of the generator approach due to the problem of admissible derivations [25] (e.g. SGST06/toyama.pl), or the inability of the RPO processor to solve a given problem where the subterm criterion succeeds easily (e.g. SGST06/prime.pl). While the former is an intrinsic limitation of the approach, the latter can be fixed by means of more powerful termination processors. The full results, including the proofs generated by Narradar, are available at http://www.dsic.upv.es/~gvidal/lopstr09. Let us remark that the results for [20] must be regarded as orientative only, for it is in fact a technique for the termination of logic programs. Future work. Although the new technique outperforms the state of the art, there is still ample room for improvement ahead. We could pursue the approach of [2] and replace every extra variable by the generator of the terms it can get instantiated to, by means of a previous static analysis step. Moreover, minimality could be recovered under some conditions. Finally, although we have defined our method for left-linear constructor systems, it remains to be seen whether this restriction can be lifted using the LL-DPs of [1] .
