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Abstract 
We consider a new problem, the Kth best valued assignment problem. Given a bipartite graph 
G and a cost vector w on its edge set, this is the problem of finding a perfect matching Mk in 
G such that there exist perfect matchings Mi, . . . . MK_ 1 satisfying w(M,) < ... < 
w(MK_ i) < w(MK), and w(MK) < w(M) for all perfect matchings M with w(M) # 
w (M,), . . , w (I&). Here w(M) denotes the sum of costs of edges in M. In this paper, we propose 
two algorithms for solving this problem and verify the efficiency of our algorithms by our 
preliminary computational experiments. 
1. Introduction 
Let us consider a bipartite graph G = (U, I’, E) with row vertex set U, column vertex 
set V satisfying 1 U 1 = 1 VI = n, and edge set E c U x V, A matchirtg M is a subset of 
edges such that each vertex is incident to at most one member of M. A matching is 
perfect if every vertex is incident to exactly one edge in M. Give an integer cost vector 
w on E, the assignment problem AP [G, w] is to find a perfect matching M in 
G minimizing the total cost w(M) = CeEM w,. This is a classical problem used in a wide 
range of applications, e.g. the traveling salesman problem, the routing problem, and 
the scheduling problem. There are many algorithms for this problem (see [3, 6, 51 or 
[ 11, Ch. 41 for example), among which the Hungarian method [9] is perhaps the most 
famous. 
There are times when simply finding the minimum cost perfect matching is not 
enough, e.g. there may be additional conditions that are difficult to formulate 
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mathematically. This case arises quite often in applications. When such things happen, 
a natural method of solution is to find the perfect matchings one by one, in order of 
nondecreasing total cost, until we come across one that satisfies the additional 
conditions. Here we have the Kth best assignment problem. This finds K distinct 
perfect matchings Mr, . . . . MK in G such that 
w(M1) < ... < w(MK-r) < w(MK) and w(MK) d w(M) 
for all perfect matchings M with M # Ml, . . . , MK. There are two algorithms for this, 
one by Murty [lo] and one by Chegireddy and Hamacher [4]. 
However, when the size of the graph is large and the range of the minimum and 
maximum costs is small, it is to be expected that there exist a large number of perfect 
matchings having the same cost. Therefore, enumerating families of perfect matchings 
having the same cost in nondecreasing order or finding a Kth best “valued” perfect 
matching would be more convenient. Note that there may be some families having the 
same cost, which is the reason why we used “nondecreasing”. For example, by 
combining such a procedure with a fast algorithm for enumerating all the perfect 
matchings in a given graph [7], we can solve the Kth best assignment problem. Thus, 
if an algorithm solves the Kth best assignment problem as a subproblem, we can 
substitute such a subroutine by the above procedure. When the cost range is small, we 
may expect these methods to be efficient. This approach can be further improved in 
many cases. For the assignment problem with one side constraint [l, 2, S], Aggarwal 
[2] proposed an algorithm which makes use of the Kth best assignment problem. We 
can modify his algorithm by checking whether the generated families of perfect 
matchings having the same cost contain a solution that satisfies the side constraint or 
not. We now consider the Kth best valued assignment problem. This is the problem of 
finding a perfect matching MK such that there exist perfect matchings Ml, . . . . MK_ 1 
satisfying 
~04,) < ... < w(MKpl) < w(MK) and w(M,) < w(M) 
for all perfect matchings M with w(M) # w( Ml), . . . . w(MK). It is a very interesting 
problem, and the development of algorithms for this problem is the main theme of this 
paper. 
In Section 2, we describe two new algorithms which we developed for this problem. 
In Section 3, we explain the modification using the matching enumeration procedure 
of our new algorithms for the Kth best assignment problem. In Section 4, we give 
some results of computational experiments and verify the efficiency of our modified 
algorithms. 
2. Algorithms for the Kth best valued assignment problem 
In this section we describe two algorithms for finding a Kth best valued perfect 
matching in a given bipartite graph G = (U, I’, E) with a cost vector w. Let a(G) 
denote the set of all perfect matchings in G. Roughly speaking, our algorithms 
enumerate a sequence J! 1, . . . , Mp of subsets of A(G) such that all members of JYi 
have the same cost, in nondecreasing order, until members in .&ZP have the Kth best 
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value. The two algorithms use different schemes to do this-in particular our second 
algorithm, which is described in Section 2.2, uses a procedure for finding a second best 
valued perfect matching. 
Before the formal descriptions we will give some definitions and an important 
lemma. The dual of the assignment problem AP[G, w] is 
DP[G,w] maximise cyU + cyv 
USU WV 
subject to y,, + yv Q w, for e = (a, v) EE, 
where y E R’” ‘. The reduced cost vector iit E RE for a dual solution y is defined by 
w = w, - y, - y” for e = (u, v) EE. 
The admissible set for y is E(y) = {e EE ( W, = O}. Note that the Hungarian method also 
finds an admissible set for a dual optimal solution. The following lemma is well known. 
Lemma 2.1. Let y* be a dual optimal solution. Then a perfect matching M is optimal to 
AP[G,w] ifand only ijM c E(y*). 
For a graph G and weight vector w, let i? denote the set of edges which are 
contained in some optimal perfect matching. The essential point of Lemma 2.1 is that, 
in the bipartite case, if a perfect matching M c I?, then M is optimal to AP[G, w]. 
However, this is not true for nonbipartite graphs. Thus, we believe that direct 
application of our new algorithms to general graphs will be difficult. 
2.1. TheJirst algorithm for the Kth best valued assignment problem 
Here we describe the first algorithm for finding a Kth best valued perfect matching. 
This algorithm uses a partitioning procedure analogous to that of Murty’s for the Kth 
best assignment problem. Assume that an optimal perfect matching M* and an 
admissible set E* of a dual optimal solution to AP[G, w] are given. For the row vertex 
set U = {ur, . . . . u,}, let 6(Ui) be the set of edges incident to vertex Ui E U, and let 
6,(Ui) s 6(Ui) A E* and 6+(ui) G 6(ui)\E* = 6(ui)\60(ui). We now consider the sub- 
graphs GO,GI, . . . . G, of G whose vertex sets are U and V, and whose edge sets Ei, 
i=O , . . ..n. are defined by 
Eo E E* and Ei E u 6( ,) (11: uJ)ud+(uJu( j$+:O(“i)) 
for i = 1, . . ..n. (2.1) 
Note that Uy= 1S(uj) = US=,,+ 16o(uj) = $I From the definition, _&(G,), 
&‘(GI), . . . * &‘(G,,) form a partition of A(G). The virtue of this partition is that, for any 
perfect matching in Gi, the edge incident to ui has a positive reduced cost (with respect 
toy*) for i= l,..., n. Therefore, from Lemma 2.1 it is guaranteed that an optimal 
perfect matching for Gi is not optimal for G. Suppose vj(G, w) denotes the cost of the 
jth best valued perfect matching in G. Actually, this notation Vj(Gi, w) is imprecise 
286 T. Matsui et al. 1 Discrete Applied Mathematics 50 (1994) 283-296 
because w may not be a vector on the edge set of Gi. However, for convenience we will 
use such notations, and ui(Gi, W) (or AP[Gi, w]) will mean Ul(Gi, w’) (or AP[Gi, w’]), 
where w ’ is the restriction of w on the edge set of Gi. From Lemma 2.1, A(G,) equals 
the set of all optimal perfect matchings of AP[G,w] and ul(GO,w) -C Ur(Gi,w) for 
i=l , . . . . n. Thus, by solving n assignment problems APIG1, w], . . . . AP[G,, w], we 
can obtain a second best valued perfect matching, and the value is given by 
mini= I,...,~ {u,(G,, IV)]. Note that one can solve each problem AP[Gi, w] in O(n2) time 
by using the matching M*\6(ui) of size n - 1 as an initial matching of the Hungarian 
method. That is, it is sufficient to find a minimum cost augmenting path in Gi from Ui 
to its partner vertex Ui in M*, since M*\6(ui) is a minimum cost matching saturating 
vertices U\Ui and V/Vi in Gi. This means that we can execute each iteration (where one 
iteration is the procedure of partitioning a graph G into n subgraphs Gr, . . . . G, and 
solving AP[Gi, w] for each i) in 0(n3) time. 
Next we will show how to find a third best valued perfect matching. Let v2 be the 
second best value, i.e. mini, r,,,,,n{ZIi(Gi, w)}. Here we assume that 
UZ = ur(Gi(r,,w) = .‘. = Ul(Gi(h),W) < vr(Gi(h+r),W) < .‘. d or(Gi(,,,w) 
holds for some h, where {i(lj, i(2), . . . . i(n)} = { 1, 2, . .., n}. It is clear that the third best 
value u3 is obtained by 
03 = min {uz(Gi(l,, w), ...,vz(Gic~,~,w), 01(Gi(h+l),W)}. 
Hence, by partitioning ~(Gi,j,) for j = 1, . . . , h in the same manner as above, we can 
find a third best valued perfect matching. The first algorithm repeats the above 
procedure until a Kth best valued perfect matching is obtained. This algorithm is 
formulated as follows. 
Algorithm 1 
Input: 
output: 
Step 0: 
Step 1: 
Step 2: 
Step 3: 
Step 4: 
Step 5: 
bipartite graph G, cost vector w E RE, integer K; 
Kth best valued perfect matching; 
solve AP[G, w]; 
L:= {G},u 1 := ul(G,w) and k := 1; 
L’ := {G’EL(U1(G’,W) = Ilk}; 
L := L\L’; 
If k = K, then output a perfect matching of cost uK, and stop; 
for each G’EL’, 
let Gi = (U, V, Ei ) for i = 1, . . . , n, where E[ is defined by (2.1); 
for each i = 1, . . ..n. 
solve AP[G:, w], and if G: has a perfect matching then 
L := Lu{G;); 
If L = 0 then stop; 
uk+r := min{ur(G’, W) ( G’ EL}; 
k := k + 1 and goto Step 1. 
In the above algorithm, uk denotes the kth best value and L is the list of subdivided 
graphs (or problems). If it stops at Step 2 we have a Kth best valued perfect matching, 
and if it stops at Step 4 there is no Kth best valued perfect matching in G for W. 
T. Matsui et al. / Discrete Applies’ Mathematics 50 (1994) 283-296 287 
Since we can partition each graph into at most n subgraphs, the number of graphs 
that are generated is of O(nK-‘) in th e worst case. Hence, we have a time bound of 
O(#+‘), because AP[G’, w] can be solved in O(n’) time for each generated graph G’. 
The memory complexity is also of O(#+‘), as O(n’) is sufficient to store each 
subgraph. 
2.2. The second algorithm for the Kth best valued assignment problem 
The second algorithm finds a Kth best valued matching by means of partitioning 
the set of all perfect matchingsM(G)in the following manner. Let E* be an admissible 
set for a dual optimal solution to AP[G, w]. We assume that a second best valued 
perfect matching N is given. From Lemma 2.1, N\E* # 0. Using a node ZJ such that 
(u, v) E N\E*, partition J&(G) into two parts Jz’(G,) and &(G,), where G, = (V, V, E,) 
and Gz = (U, V, E2) are subgraphs of G = (V, I’, E) such that 
El = E\@u) u &(u) and E, = E\6(u) u 6+(u). (2.2) 
Here 6,(u) and 6+(u) are the same as in Section 2.1. By thus partitioning G we 
guarantee that for all best valued matchings in GZ, the edge incident to u has a positive 
reduced cost (with respect o y*). Therefore, all best valued perfect matchings belong 
to &?(GJ and N has the minimum cost among J%‘(G,). Furthermore, the cost of 
a second best valued perfect matching N, in _&‘(G,) is greater than or equal to the cost 
w(N). If w(N,) > w(N) then either N1 or a second best valued perfect matching in 
&!(G,) has the third best value among A(G). Otherwise, partition &(G,) into two 
parts in the same way as above, until a third valued perfect matching is obtained (this 
can happen at most n times). This strategy is similar to that of 
Chegireddy-Hamacher’s algorithm for the Kth best assignment problem. By applying 
this branching procedure iteratively we have the following algorithm. 
Algorithm 2 
Input: 
output: 
Step 0: 
Step 1: 
Step 2: 
Step 3: 
Step 4: 
Step 5: 
bipartite graph G, cost vector w ER’?, integer K; 
Kth best valued perfect matching; 
solve AP[G, w] and find a second best valued perfect matching; 
L:= (G},v I := vi(G,w), v2 := u2(G,w) and k := 2; 
L’ := (G’ELI vJG’,w) = vk}; 
L:= L\L’; 
If k 2 K, then output a perfect matching of cost vK, and stop; 
for each G’ EL’, 
let G: = (U, V, Ei) for i = 1,2, where E: is defined by (2.1); 
for each i = 1, 2, 
find a second best valued perfect matching in GI 
and if it exists, L : = Lu (Gf}; 
If L = 0 then stop; 
v := min{vZ(G’,w) 1 G’EL}; 
ifv>vkthenvk+i:= vandk:= kfl; 
got0 Step 1. 
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Note that a second best valued perfect matching can be found in 0(n3)time by using 
the procedure given in the first algorithm. However, we add that this can also be done 
by using the Dulmage-Mendelsohn decomposition of a graph. The theoretical com- 
plexity is O(n3), the same as that for the technique of the first algorithm. Although this 
is not the method used in the computer program of Algorithm 2 examined in Section 
4, we state that this approach in probably better in a practical sense. We will not go 
into the details here. 
In the worst case, the number of graphs which are generated is O(nK ‘). From the 
above discussion we can partition a graph G into Gr, G2 and find second best valued 
matchings in each in O(n3) time. Hence, we have a time bound of O(#+ ‘) to obtain 
a Kth best valued matching, the same as Algorithm 1. However, the memory 
complexity is O(nK), which is slightly better. 
3. Modification of the algorithms for the Kth best assignment problem 
We address the Kth best assignment problem in this section. Our algorithms 
described in the previous section enumerate a sequence of families of perfect match- 
ings having the same cost, in order of nondecreasing cost. For instance, consider Step 
3 at the kth stage of Algorithm 1: all perfect matchings in Gb whose edge set is an 
admissible set (and which is disregarded in Step 3) have the kth best value. Therefore, 
as we mentioned in the introduction we may solve the Kth best assignment problem 
by combining our algorithms with a procedure which finds all perfect matchings in 
a given graph. Given a bipartite graph G and a perfect matching M in G, we can find 
all perfect matchings in G in O(Hn’) time and O(n’) memory storage (see [7]). Here 
H denotes the number of perfect matchings in G. Now we consider a function 
all-best(G, w) which outputs all best valued perfect matchings in G for a cost vector w . 
If a best valued perfect matching in G and an admissible set are known, then 
all-best(G, w) requires 0(&r’) time and O(n”) memory space from Lemma 2.1, where 
B denotes the number of best valued perfect matchings in G. By the above considera- 
tion, Algorithm 1 is modified for the Kth best matching problem using the function 
all-best as follows. 
Modified Algorithm 1 
Input: bipartite graph G, cost vector w ERA, integer K; 
Output: Kth best perfect matching; 
Step 0: solve AP[G, w]; 
L := {G}, u1 := ul(G,w) and k := 1; 
o:= 0; 
Step 1: L’ := {G’EL(v~(G’,~) = uk}; 
L := L\L’; 
Step 2: for each G’ EL’, 
0 : = 0 u all-best (G’,w); 
if 1 O( > K then stop; 
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step 3: for each G’ EL’, 
let G:(U, I’, E;) for i = 1, . . . . n, where E; is defined by (2.1); 
for each i = 1, . . ..n. 
solve AP[G:, w], and if G: has a perfect matching then 
L := Lu {G;}; 
Step 4: If L = 8 then stop; 
Step 5: vk+i := min{ui(G’,w) 1 G’ E L}; 
k:= k+ 1 andgotoStep 1. 
Underlined are the steps which are different between Algorithm 1 and Modified 
Algorithm 1; however, the essential one is Step 2. This step enumerates all perfect 
matchings of cost ok by using the function all-best( ) and stops if the size of outputs is 
greater than or equal to K. Of course, it is possible to modify all-best( ) so that it stops 
as soon as a Kth best perfect matching is found. 
We next modify Algorithm 2 for the Kth best matching problem. A perfect 
matching in G of cost Vj(G,w) for j 3 2 is a best one in some graph G; which is 
considered at Step 3 in some stage with k = j. Thus, Algorithm 2 may be modified in 
a similar way to Algorithm 1. 
Modified Algorithm 2 
Input: 
output: 
Step 0: 
Step 1: 
Step 2: 
Step 3: 
Step 4: 
Step 5: 
bipartite graph G, cost vector w E RE, integer K; 
Kth best perfect matching; 
solve AP[G, w] and find a second best valued perfect matching; 
L:= (G),u 1 := u,(G,w), v2 := v,(G,w) and k := 2; 
0 : = all-best(G, w); 
L’ := {G’~Llu~(G’,tv) = v,}; 
L := L/L); 
for each G’ E L’, 
let G; = (U, V, E; ), where EL is defined by (2.2); 
0 := 0 u all-best(G;, w); 
If ( 0 1 3 K then stop; 
for each G’ E L’, 
let G; = (U, V, EL) for i = 1, 2, where E; is defined by (2.2); 
for each i = 1, 2, 
find a second best valued perfect matching in G:, 
and if it exists, L := L u {Gi); 
If L = 8 then stop; 
v := min{u,(G’,w)( G’EL); 
ifu>vkthenUk+l:= vandk:= k+l; 
got0 Step 1. 
Underlined are the steps different between Algorithm 2 and Modified Algorithm 2. 
We now evaluate the complexity of our modified algorithms. In Modified Algo- 
rithm 1, the size of the list L is at most Kn and each member is calculated in O(n’) 
time. On the other hand, since the total time complexity of all-best( ) is O(Kn’), this 
algorithm requires 0(Kn3 + Kn’) = O(Kn3) time complexity. In Modified Algorithm 
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2, the size of L is at most IS and each member is calculated in 0(Kn3) time. Thus, the 
overall time complexity is of O(Kn3). These complexities are the same as for both 
Murty’s and Chegireddy-Hamacher’s algorithms for finding a Kth best perfect 
matching. 
Next, we consider the memory complexities. In both algorithms, O(n’) space is 
required to store each member of L. For Modified Algorithm 1, this gives us a total of 
0(Kn3) necessary space, and for Modified Algorithm 2, a total of O(Kn’). However, 
for Algorithm 1, this can be reduced to O(Kn’) because at most K members in L are 
required, and we see that both algorithms have the same memory requirement. 
4. Computational experiments 
In this section, we state the results of some computational experiments. As we have 
explained previously, our algorithms were originally developed for solving the Kth 
best valued assignment problem, but we may also modify them for the Kth best 
assignment problem. We add here that the opposite modification is also possible, i.e. 
we can modify the algorithms of Murty and Chegireddy-Hamacher (originally for the 
Kth best assignment problem) to solve the Kth best valued assignment problem. 
Hence, we have conducted two series of experiments, one for the Kth best assignment 
problem and one for the Kth best valued one. Our experiments were carried out on 
a SPARC Station 1 machine and all programming was done in PASCAL. CPU times 
are reported in seconds. For simplicity, we will abbreviate the four algorithms 
Algorithm 1, Algorithm 2, Murty’s algorithm and Chegireddy-Hamacher’s algorithm 
as ALl, AL2, MT and CH, respectively. 
We begin with the Kth best assignment problem. The size of the initial graph, i.e. n, 
was moved in (10, 20, 30, 40, 50), and in each case the density was 100%. The edge 
costs were random integers generated in the range [l, maxcost] and, in all experi- 
ments but the first, K was fixed to 400. For each case of (n, K, maxcost), 50 instances 
were executed. 
We first examined the correlation between the running times and K. The results 
when n = 50 and maxcost = 30 are given in Table 1 and Fig. 1. The entries are the 
average running times. We see that this experiment verifies the theoretical complexity, 
as running times are almost completely linear in terms of K. 
Table 1 
Results of experiment 1 
K 200 400 600 800 
AL1 19.23 35.17 50.70 65.49 
AL2 23.00 42.91 64.76 84.12 
MT 72.28 136.96 195.40 252.98 
CH 135.39 270.84 405.21 537.61 
Average execution times of 50 instances (s). 
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Fig. 1. Results of experiment 1 
Table 2 
Results of experiment 2 
maxcost 10 30 50 70 100 
AL1 6.82 34.75 50.95 59.37 70.84 
AL2 6.81 52.06 74.98 88.03 102.85 
MT 37.85 38.71 39.10 39.81 40.42 
CH 61.90 81.45 84.93 87.84 89.02 
Average execution times of 50 instances (s). 
Next, we examined the effect of the cost range. The parameter maxcost was moved 
in (10,30,50, 70, loo), and n was fixed to 30. The results are given in Table 2 and Fig. 2. 
We observe that our new algorithms are considerably affected by this factor. This is to 
be expected; since our new algorithms proceed by constructing, then enumerating 
families of perfect matchings, the speed is dependent on the number of perfect 
matchings in each family. Therefore, when the cost range is small, they can eliminate 
a great deal of the processes necessary for MT and CH, making them much faster. 
In Table 3 and Fig. 3 we give the results of the case when maxcost was fixed to 10, 
and n moved in (10, 20, 30, 40, 50). Here we see that our new algorithms show a very 
superior performance compared to the other two. In the third experiment we fixed 
maxcost to 100, and moved n in (10,20,30,40,50). The results are given in Table 4 and 
Fig. 4. In this case our new algorithms do not perform as well as in the case of 
maxcost = 10. In the final experiment, maxcost was fixed to 10000 and n moved in 
(10, 20, 30, 40, 50). This can be regarded as taking the edge costs to be random 
292 T. Matsui et al. J Discrete Applied Mathematics 50 (1994) 283. -296 
tillc[SeC.] 
~30, K400 
Fig. 2. Results of experiment 2. 
Table 3 
Results of experiment 3 
n 10 20 30 40 50 
AL1 6.34 7.48 6.82 8.88 11.63 
AL2 11.27 9.17 6.81 8.47 10.85 
MT 8.20 17.48 37.85 77.19 126.05 
CH 16.56 31.79 61.90 71.67 74.00 
Average execution times of 50 instances (s). 
Fig. 3. Results of experiment 3. 
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Table 4 
Results of experiment 4 
n 10 20 30 40 50 
AL1 9.71 30.44 70.84 121.66 194.76 
AL2 18.07 46.87 102.85 175.88 284.82 
MT 8.27 18.29 40.42 78.71 139.34 
CH 16.86 36.95 89.02 187.02 343.89 
Average execution times of 50 instances (s) 
Fig. 4. Results of experiment 4 
Table 5 
Results of experiment 5 
n 10 20 30 40 50 
AL1 10.07 35.52 92.49 196.86 360.60 
AL2 18.69 53.39 131.85 271.12 49 1.46 
MT 8.21 18.16 39.40 79.46 141.12 
CH 16.84 37.45 91.47 198.11 371.85 
Average execution times of 50 instances (s). 
rationals (with a denominator of 100) within the range of [O.Ol, 1001. The results are 
given in Table 5 and Fig. 5. In this case (i.e. in problems with rational cost vectors), as 
most families have only one member, ALland AL2 do not perform very well. 
Now we give briefly some results for the Kth best valued assignment problem. In all 
experiments we fixed n to 20. The parameter maxcost was moved in (10,50, loo), and 
K in (2,3, . . . , maxK). For each instance of (n, K, maxcost) 50 instances were executed. 
In all figures, the execution times are plotted on a log scale. 
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Fig. 5. Results of experiment 5. 
Table 6 
Results of experiment 6 
K 2 3 4 5 
AL1 0.20 1.12 5.71 25.06 
AL2 0.12 1.38 8.36 39.16 
MT 0.56 5.70 ~ 
CH 0.80 9.69 68.77 ~ 
Average execution times of 50 instances (s). 
tim[sac.] n&o, maxcost. 
I I I , 
. . 
2 3 4 5 
Fig. 6. Results of experiment 6. 
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Table I 
Results of experiment 7 
K 2 3 4 5 6 7 8 9 10 
AL1 0.20 0.37 0.65 1.09 1.79 2.93 4.63 7.26 11.24 
AL2 0.12 0.4 1 0.84 1.55 2.69 4.55 7.29 11.53 17.97 
MT 0.19 0.37 0.64 1.08 1.75 2.78 4.36 6.75 10.44 
CH 0.17 0.51 1.03 1.89 3.19 5.28 8.36 13.01 20.20 
Average execution times of 50 instances (s). 
time[sec.] q =20,m~xcd=SO 
, 1 I I 
2- 
Fig. 7. Results of experiment 7 
In Table 6 and Fig. 6 we give the results when maxcost = 10 and maxK = 5. Due to 
memory requirements MT could only find the third best valued matching, and CH the 
fourth. We see that they perform worse than our algorithms. The results when 
maxcost = 50 and maxK = 10 are given in Table 7 and Fig. 7. In this case AL1 and 
MT have nearly equal running times, and the same can be said for AL2 and CH. 
Although we will not give the explicit results for the case maxcost = 100, we state that 
the four algorithms showed a behavior similar to the case when maxcost = 100 for the 
Kth best assignment problem. This is probably because the number of matchings 
having the same cost are few, meaning that finding the Kth best perfect matching and 
finding a Kth best valued perfect matching are not so different. Some further experi- 
ments show that although AL1 is faster than AL2 and MT faster than CH, the 
memory requirements are the other way around, i.e. AL2 may not be as fast as AL1 
but the necessary memory space is less and likewise for MT and CH. This confirms the 
theoretical memory complexity. As for the execution times, the computational results 
show that they are nearly exponential on K, again verifying the theoretical complexity. 
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Also, if maxcost is fixed, the larger n becomes, the more efficient our algorithms 
become. Moreover, the memory requirements for MT and CH grow tremendously 
with respect to n. 
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