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Abstract
We continue the study of the ultraviolet problem for QED in d=3 using Balaban’s formulation
of the renormalization group. The model is defined on a fine toroidal lattice and we seek control
as the lattice spacing goes to zero. Drawing on earlier papers in the series the renormalization
group flow is completely controlled for weak coupling. The main result is an ultraviolet stability
bound in a fixed finite volume.
1 Introduction
This is the third paper in a series in which we study the ultraviolet problem for quantum electrody-
namics (QED) on a finite Euclidean space-time of dimension d = 3. The method is a renormalization
group analysis due to Balaban and collaborators featuring block averaging [1] - [23]. In the first pa-
per [30] the renormalization group flow was controlled with a bounded field approximation. In the
second paper [31] a number of technical results were developed in preparation for control of the large
field corrections. In this this paper we gain control over the large field corrections and the overall
renormalization group flow. This leads to a proof of an ultraviolet stability bound in a fixed finite
volume.
This paper should be read in conjunction with the papers [30], [31], and we freely use the notation,
definitions, and results therein. Nevertheless here is a brief orientation. The model is initially defined
as a Euclidean functional integral on toroidal lattices T−N0 = (L−NZ/Z)3 with spacing L−N and unit
volume, and with bare coupling constant e and fermion mass m¯. We seek control as N →∞. However
we immediately scale up to a lattice T0N = (Z/LNZ)3 with dimension LN and unit spacing. On this
lattice the initial density for a gauge field A0 and a Grassmann fermi field Ψ0, Ψ¯0 is
ρ0(A0,Ψ0) = exp
(
− 1
2
‖dA0‖2 −
〈
Ψ¯0, (DA0 + m¯0)Ψ0
〉
−m0
〈
Ψ¯0,Ψ0
〉
+ ε0Vol(T0N )
)
(1)
Here dA0 is the field strength, DA0 is the covariant lattice Dirac operator with tiny coupling constant
e0 = L
− 12Ne. The m¯0 = L−Nm¯ is the tiny scaled bare mass, and m0, ε0 are counterterms which
will be chosen to depend on N . The ultraviolet problem has become an infrared problem with scaled
parameters. The partition function is (a gauge fixed version of)
Z(N, e) =
∫
ρ0(A0,Ψ0)DA0DΨ0 (2)
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The goal is to obtain bounds independent of N above and below for the relative partition function of
the form
K− ≤ Z(N, e)
Z(N, 0)
≤ K+ (3)
.
Starting with ρ0(A0,Ψ0) we generate a sequence of densities ρk(Ak,Ψk) with fields defined on the
smaller lattices T0N−k = (Z/LN−kZ)3 and which yield the same partition function. Given ρk(Ak,Ψk)
we generate ρk+1(Ak+1,Ψk+1) in two steps. First we apply a block averaging transformation and
define for fields Ak+1,Ψk+1 on the L-lattice T1N−k = (LZ/LN−kZ)3
ρ˜k+1(Ak+1,Ψk+1)
=
∫
DΨkDAk δG(Ψk+1 −Q(A˜)Ψk)δ(Ak+1 −QAk)δ(τAk)ρk(Ak,Ψk)
(4)
Here Q(A˜),Q average over cubes with side L, A˜ is a background field to be specified, δG is a Gaussian
approximation to a delta function (see (306)), and δ(τAk) enforces axial gauge fixing in each L block.
In the second step we scale down to fields Ak+1,Ψk+1 on T0N−k−1 = (Z/LN−k−1Z)3 by defining
Ak+1,L(b) = L
− 12Ak+1(L−1b) and Ψk+1,L(x) = L−1Ψk+1(L−1x) and
ρk+1(Ak+1,Ψk+1) = L
−8(sN−sN−k−1) L
1
2 (bN−bN−k−1)− 12 (sN−sN−k−1)ρ˜k+1(Ak+1,L,Ψk+1,L) (5)
Here sN is the number of sites and bN is the number of bonds in a lattice with L
N sites on a side.
The effect is to simultaneously reduce the number of degrees of freedom and impose a global gauge
fixing. Our overall goal is to show that with a suitable choice of counterterms the flow of these densities
can be controlled. This is the content of theorem 1. Once the number of degrees of freedom have been
reduced one integrates and gets the partition function with good estimates. This yields the ultraviolet
stability in theorem 2.
2 Statement of the theorem
2.1 general structure
Our first main result says that after k steps the density can be represented on the lattice T0N−k in the
form
ρk(Ak,Ψk) =
∑
Π
Z′k,Ω(0)Z
′
k,Ω
∫
Dmk,Ω(A)Dmk,Π(Z)Dmk,Ω(Ψ)Dmk,Π(W )
Ck,Π χk(Λk) exp
(
− 1
2
‖dAk,Ω‖2 −S+k,Ω
(
Λk,A,Ψk,Ω, ψk,Ω(Ak,Ω)
)
+ Ek(Λk) +Bk,Π
) (6)
which we now proceed to explain in detail. Actually the statement is that at each step ρk(Ak,Ψk) can
be modified to a density of this form. The modifications are required to preserve integrals over the
fermi fields. This ensures that we are still generating an expression for the partition function when all
integrations are completed.
• In this expression the sum is over a sequence of regions Π = (Π1, . . . ,Πk) where
Πj = (Ωj ,Λj ;Pj , Qj , Rj , Uj) (7)
and each entry is a union of L−(k−j)Mrj cubes in T−kN−k and where for a positive integer r
rk = the smallest power of L greater than or equal to (− log ek)r (8)
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and ek = L
1
2ke0 is the running coupling constant. The Ωj are the basic small field regions, and
the Λj are the regions where the fluctuation integrals are actually carried out. They satisfy
Ω1 ⊃ Λ1 ⊃ Ω2 ⊃ Λ2 ⊃ · · · ⊃ Ωk ⊃ Λk (9)
The domains have the separation condition, stronger than that in [31]:
d(Λcj−1,Ωj) ≥ 5L−(k−j)Mrj d(Ωcj ,Λj) ≥ 5L−(k−j)Mrj (10)
However the cases Λj−1 = Ωj and Ωj = Λj are not excluded. Special subsequences of Π are
Ω = (Ω1,Ω2, . . . ,Ωk) Λ = (Λ1,Λ2, . . . ,Λk) (11)
• The (Pj , Qj , Rj , Uj) are large field regions which determine the Ωj ,Λj . (So the terms in our
sum are labeled redundantly). Given Λk it is shrunk and then subsets Pk, Qk are deleted to give
Ωk+1, see (58) for the exact definition. Given Ωk+1 it is shrunk and then subsets Rk, Uk are
deleted to give Λk+1, see (110), (152) for the precise definition.
• The factors Z′k,Ω(0),Z′k,Ω are normalization factors for fermions and bosons respectively. They
have the form
Z′k,Ω(0) =
k−1∏
j=0
L−8(sN−sN−j−1)Nj+1,Lk−jΩj+1δZj,Lk−jΩ(0)
Z′k,Ω =
k−1∏
j=0
L
1
2 (bN−bN−j−1)− 12 (sN−sN−j−1)δZj,Lk−jΩ
(12)
Here an expression like δZj,Ω only depends on the first j + 1 entries (Ω1, . . . ,Ωj+1) of Ω.
• There are gauge fields which after k steps have the form A = (A0,Ωc1 , A1,Ωc2 , . . . , Ak−1,Ωk) where
Aj,Ωcj+1 is a function on Ω
(j),c
j+1 ⊂ T−(k−j)N−k . Here Ω(j)j+1 ⊂ T−(k−j)N−k are the centers of cubes in
Ωj+1 with L
j sites on a side. The integrals over the large field regions are defined by measures
Dmk,Ω(A) on such fields defined recursively with Ω
+ = (Ω,Ωk+1) by
Dmk+1,Ω+(A) =(Dm
0
k+1,LΩ+)L−1(A
+)
Dm0k+1,LΩ+(A) =Dmk,LΩ(A) δLΩck+1(Ak+1 −QAk)δLΩck+1(τAk)DAk,LΩck+1
(13)
starting with Dm0(A) = DA0,Ωc1 . Here fields scale by AL(b) = L
− 12A(b/L), functions of fields
scale by fL−1(A) = f(AL), and measures scale by
∫
fL−1(A)dµL−1(A) =
∫
f(A)dµ(A). ( The
scaling factor L−
1
2 is chosen to preserve the free action, but here in this inactive portion of the
integral it is arbitrary.)
• The are gauge fluctuation fields which after k steps have the form Z = Zk,Π where
Zk,Π = (Z˜0,Ω1−Λ1 , Z˜1, Ω2−Λ2 , · · · , Z˜k−1,Ωk−Λk) (14)
with Z˜j,Ωj+1−Λj+1 defined on (subsets of) Ω
(j)
j+1 −Λ(j)j+1 ⊂ T−(k−j)N−k . Integrals over these variables
are defined by a measure Dmk,Ω(Z) defined recursively by
Dmk+1,Π+(Z) =(Dm
0
k+1,LΠ+)L−1(Z)
Dm0k+1,LΠ+(Z) =Dmk,LΩ(Z) dµI,L(Ωk+1−Λk+1)(Z˜k)
(15)
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• There are fermi fields which after k steps have the form Ψ = (Ψ0,Ωc1 ,Ψ1,Ωc2 , . . . ,Ψk−1,Ωk) where
Ψj,Ωcj+1 is a function on Ω
(j),c
j+1 . The integrals over the large field regions are defined by ”measures”
Dmk,Ω(Ψ) on such fields defined recursively by
Dmk+1,Ω+(Ψ) =(Dm
0
k+1,LΩ+)L−1(Ψ)
Dm0k+1,LΩ+(Ψ) =Dmk,LΩ(Ψ) δG,LΩck+1(Ψk+1 −Q(0)Ψk)DΨk,LΩck+1
(16)
starting with Dm0(Ψ) = DΨ0,Ωc1 . Here δG is a Gaussian approximation to a delta function.
Fermi fields scale by ΨL(x) = L
−1Ψ(x/L).
• There are fermi fluctuation fields which after k steps have the form W = Wk,Π where
Wk,Π = (W0,Ω1−Λ1 ,W1, Ω2−Λ2 , · · · ,Wk−1,Ωk−Λk) (17)
with Wj,Ωj+1−Λj+1 defined on Ω
(j)
j+1 − Λ(j)j+1. Integrals over these variables are defined by ”mea-
sures” Dmk,Ω(W ) defined recursively by
Dmk+1,Π+(W ) =(Dm
0
k+1,LΠ+)L−1(W )
Dm0k+1,LΠ+(W ) =Dmk,LΠ(W ) dµI,L(Ωk+1−Λk+1)(Wk)
(18)
• The free gauge field action is 12‖dA‖2 is defined with a Landau gauge dressed field A = Ak,Ω =
Hk,ΩAk,Ω on T−kN−k as defined in [31] . The fundamental fields here are
Ak,Ω = (A0,Ωc1 , A1,δΩ1 , · · · , Ak−1,δΩk−1 , Ak,Ωk) (19)
where δΩj = Ωj − Ωj+1.
• The free fermi action has the form
S+k,Ω(Λk,A,Ψk,Ω, ψ) = Sk,Ω(A,Ψk,Ω, ψ) +mk < ψ¯, ψ >Λk +(εk + ε
0
k)Vol(Λk) (20)
Here Sk,Ω(A,Ψk, ψ) is the global free fermion action
Sk,Ω(A,Ψk,Ω, ψ) = bk
〈
Ψ¯k,Ω −Qk(−A)ψ¯,Ψk,Ω −Qk(A)ψ
〉
Ω1
+
〈
ψ¯,
(
DA + m¯k
)
ψ
〉
(21)
defined with coupling constants are ek = L
k
2 e0 and m¯k = L
km¯0. The terms with mk, εk are
counterterms for the mass and vacuum energy respectively, and are localized in the final small
field region Λk. The ε
0
k is a tiny correction.
The actions is evaluated at ψ = ψk,Ω(A) = ψk,Ω(A,Ψk,Ω) on T−kN−k, a dressed fermion field
defined in [31], where the fundamental fields are
Ψk,Ω = (Ψ0,Ωc1 ,Ψ1,δΩ1 , · · · ,Ψk−1,δΩk−1 ,Ψk,Ωk) (22)
• Ek(Λk) = Ek(Λk,Ak,Ω, ψ#k,Ω(Ak,Ω) is localized in the current small field region Λk and depends
on dressed fermi fields
ψ#k,Ω(A) = (ψk,Ω(A), δα,Aψk,Ω(A)) (23)
where δα,A is a covariant Ho¨lder derivative. It contains the main corrections to the bare action
and requires renormalization. Bk,Π = Bk,Π(Ak,Ω, Zk,Π, ψ
#
k,Ω(Ak,Ω),Wk,Π) is a boundary term
and does not require renormalization. Both Ek(Λk) and Bk,Π will be further specified in great
detail.
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• The characteristic function χk(Λk) is defined as a product over Mrk cubes in Λk by
χk(Λk) =
∏
∈Λk
χk() χk() = χ
(
sup
p∈˜
∣∣∣(dAk,Ω())(p)∣∣∣ ≤ pk) (24)
where ˜ is the enlargement by a layer of Mrk cubes and where for some positive integer p
pk = (− log ek)p (25)
The field Ak,Ω() is a local version of Ak,Ω defined as follows. The sequence is the decreasing
sequence
Ω() = (1,2, . . . ,k) k ⊃ ˜ (26)
with d(ck, ˜) = Mrk and d(cj ,j+1) = L−(k−j)Mrk. (This is similar to some constructions in
[31], but now M scale is enlarged to Mrk scale.) Then with a surface averaging operator Qsk
Ak,Ω() = Hk,Ω()
(
Qk,Ω()Qs,Tk Ak
)
(27)
On ˜ (or even Ω1() = 1) the Ak,Ω() only depends on Qk,Ω()Qs,Tk Ak and hence on Ak on
Ω1() ⊂ ∼3. (See the discussion in section III.F.3 in [31] ).
Note that on ˜ we have dAk = dQk,Ω()Qs,Tk Ak = dQkAk,Ω() = Q(2)k dAk,Ω(). Hence the
characteristic function (24) requires that |dAk| ≤ pk on each ˜ ⊂ Λk and so on Λk.
• Ck,Π is a collection of characteristic functions introduced earlier in the expansion and limiting
the strength of the gauge field. The precise definition is given in the course of the proof. It does
have the property that it enforces for j = 1, . . . k
|dAj | ≤ L 32 (k−j)pj on (Ω∼5j )(j) − Ω(j)j+1 (28)
Furthermore Ck,Π does not depend on Ak in Λ3\k .
2.2 the flow
The function E(Λk) has a polymer expansion Ek(Λk) =
∑
X∈Dk,X⊂Λk Ek(X) where Dk is connected
unions of M cubes (polymers), and where Ek(X) depends on the fields only in the polymer X and is
independent of the history Π and invariant under lattice symmetries. The polymer functions Ek(X)
together with the coupling constants obey the flow equations
ek+1 =L
1
2 ek
εk+1 =L
3
(
εk + εk(Ek)
)
mk+1 =L
(
mk +mk(Ek)
)
Ek+1 =L
(
E′k + E
#
k (mk, Ek) + E
det
k
)
(29)
Here εk(Ek),mk(Ek) are corrections to the vacuum energy and fermion mass obtained by extracting
the relevant parts of Ek. The E
′
k (also called REk in [30] ) is Ek with relevant parts extracted. The
terms Edetk is a correction from a normalizing determinant. The term E
#
k (mk, Ek) is the result of the
operations of the renormalization transformation on the Ek about which we will have much more to
say. The operator L reblocks and rescales.
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These equations are independent the history and also occur in the global small field version studied
in [30]. There it is shown that for e (and hence ek) sufficiently small and a suitable stop point K < N
there is a unique solution of the flow equations for 0 ≤ k ≤ K with the boundary conditions
εK = 0 mK = 0 E0 = 0 (30)
This solution satisfies the bounds |εk| ≤ 2e
1
4−7
k and |mk| ≤ O(1)e
3
4−8
k and
‖Ek(X,A)‖hk ≤ e
1
4−7
k e
−κdM (X) (31)
where  is a fixed small positive number. The norm here is an L1 norm on the kernel with fields ψ#
replaced by weight functions
hk = (hk, h
′
k) = (e
− 14
k , e
− 14 +
k ) (32)
See Appendix A for the precise definition of this and other norms. The dM (X) is defined by stating
that MdM (X) is the length of the shortest continuum tree joining cubes in X. If  is a single M cube
and κ ≥ κ0 with κ0 = O(1) is sufficiently large then (see for example the appendix in [25])∑
X∈Dk,X⊃
e−κdM (X) ≤ O(1) (33)
In fact the flow equation in this paper is not quite identical with that in [30]. In particular
the function E#k (mk, Ek) involves a cluster expansion which is treated somewhat differently here.
Nevertheless the flow equation has the same form and the conclusions are the same. In particular the
estimates on the various quantities, are the same. Given K < N we assume we have chosen the initial
values ε0,m0 so that this is the K-step solution we generate. (This is renormalization)
There is an extra contribution ε0k to the vacuum energy density which obeys the flow equation
ε0k+1 = L
3(ε0k + δε
0
k) (34)
and starts at zero. The increment δε0k is allowed to depend on the history, but will satisfy the strong
bound |δε0k| ≤ e7k (or any power of ek) and since e7k = L−
7
2 e7k+1 this implies that for all k
|ε0k| ≤ e7k (35)
2.3 the theorem
We are now almost ready to state the first main theorem. The statement involves certain analyticity
domains defined as follows. Define
θk =
k−1∏
i=0
(1− ek) (36)
Since
∑k−1
i=0 e

k = O(e) we have for e small 12 ≤ θk ≤ 2 for all k.
Definition 1. Rk,Ω is all complex gauge fields A on T−kN−k such that on δΩj
|A| ≤ L 12 (k−j)θke−
3
4 +
j |∂A| ≤ L
3
2 (k−j)θke
− 34 +2
j |δα∂A| ≤ L(
3
2 +α)(k−j)θke
− 34 +3
j (37)
Rk is the restriction to δΩk = Ωk so |A| ≤ θke−
3
4 +
k , etc.
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Definition 2. R˜k,Ω is all gauge fields of the form A = A0 +A1 where
• A0 is real and for each L−(k−j)M cube  ∈ pij(δΩj) is gauge equivalent in the enlargement
† ≡ ∼c0L to a field A′ ∈ Rk,Ω
• A1 ∈ Rk,Ω is complex.
R˜k is the restriction to Ωk.
The domains Rk,Ω, R˜k,Ω are related to the domains Gk,Ω, G˜k,Ω introduced in [31], which were
defined to insure that fermi fields ψk,Ω(A) with background field A be well-defined. The domains
Gk,Ω, G˜k,Ω are defined by conditions similar to Rk,Ω except there are no conditions on derivatives
and bounds are weaker by a factor e
− 14
j . Both conditions are weaker so Rk,Ω ⊂ Gk,Ω, R˜k,Ω ⊂ G˜k,Ω.
Moreover if A ∈ Rk,Ω then e−
1
4
k A ∈ Gk,Ω and similarly for R˜k,Ω, G˜k,Ω
Theorem 1. Let L be sufficiently large, let M = Lm be sufficiently large (depending on L), and let
e (and hence ek) be sufficiently small (depending on L,M). Given the stoping point K, let the initial
values ε0,m0 be chosen as specified in the previous section. Then the background field A˜ can be chosen
so that ρk(Ak,Ω,Ψk,Ω) on T−kN−k has the form (6) (after modification) with the following properties:
1. Ek(Λ) has the polymer expansion
Ek(Λk) =
∑
X∈Dk,X⊂Λk
Ek(X) (38)
where Ek(X) = Ek(X,Ak,Ω, ψ
#
k,Ω(Ak,Ω)) is independent of the history Π and depends on the
indicated fields only in X. It is the restriction of a function Ek(X,A, ψ
#(A)) to A = Ak,Ω. The
Ek(X,A, ψ
#(A)) are gauge invariant, invariant under lattice symmetries, and analytic in A ∈
R˜k. The triple (εk,mk, Ek) satisfies the flow equation (29) with the stated bounds |εk| ≤ 2e
1
4−7
k
and |mk| ≤ O(1)e
3
4−8
k and
‖Ek(X,A)‖hk ≤ e−
1
4−7
k e
−κdM (X) (39)
The ε0k satisfies the flow equation(34) and the bound (35).
2. The boundary term Bk,Π has the form Bk,Π =
∑k
j=1B
(k)
j,Π and with D(k)j defined to be connected
unions of L−(k−j)M cubes
B
(k)
j,Π =
∑
X⊂D(k)j ,X∩(Λj−1−Λj)6=∅
B
(k)
j,Π(X) (40)
Here B
(k)
j,Π(X) = B
(k)
j,Π(X;Ak,Ω, Zk,Π, ψ
#
k,Ω(Ak,Ω),Wk,Π) depends on the indicated fields only in
X and is the restriction of a B
(k)
j,Π(X;A, Zk,Π, ψ
#
k,Ω(A),Wk,Π) which is is gauge invariant and
analytic in A ∈ R˜k, |Z˜j,Ωj−Λj | ≤ L(k−j)/2 and satisfies there
‖B(k)j,Π(X,A, Zk,Π)‖hkI#k ,LIk ≤ e
− 14−8
k e
−κd
L−(k−j)M (X) (41)
Here the product hkI#k is elementwise and I
#
k = (Ik, I′k) = (Lk−j , L(1+α)(k−j)) on δΩj.
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Remark. For the statement of the theorem to make sense we need to know that the characteristic
functions in (24) restrict the fundamental gauge fields Ak,Ω sufficiently to ensure that the Landau
gauge field Ak,Ω = Hk,ΩAk,Ω is in the domain R˜k,Ω. In [31] we showed that on  ⊂ δΩj the field
Ak,Ω is gauge equivalent in † to a field A′ satisfying
L−
1
2 (k−j)|A′|, L− 32 (k−j)|∂A′|, L−( 32 +α)(k−j)‖∂A′‖(α)
≤ CMpj sup
j′
L−
3
2 (k−j′)p−1j′ ‖dAj′,δΩ′j‖∞
≤ CMpj ≤ e−j
(42)
The last line follows since χk(Λ), Ck,Π enforce |dAj′,δΩj′ | ≤ L
3
2 (k−j′)pj′ and since CMpjej ≤ 1 for ej
sufficiently small. This is much better than the factors e
− 34 +
j , e
− 34 +2
j , e
− 34 +3
j and so A
′ ∈ Rk,Ω and
Ak,Ω ∈ R˜k,Ω.
3 proof of theorem
The proof incorporates elements from [2], [21], [17], [18], [26] and especially Balaban’s work on Yang-
Mills [11], [12], [13]. It extends the global small field version in [30]. We recall our convention that
γ ≤ 1 and C ≥ 1 are constants which may depend on L and may change from line to line
3.1 extraction
We assume it is true for k and generate the representation for k + 1. To begin insert the expression
(6) for ρk into the definition (4) of ρ˜k+1, and bring the sum outside the integral. Then
ρ˜k+1(Ak+1,Ψk+1) =
∑
Π
∫
DΨkDAk δG(Ψk+1 −Q(A˜)Ψk)δ(Ak+1 −QAk)δ(τAk)
Z′k,Ω(0)Z
′
k,Ω
∫
Dmk,Ω(A)Dmk,Π(Z)Dmk,Ω(Ψ)Dmk,Π(W ) Ck,Π χk(Λk)
exp
(
− 1
2
‖dA‖2 −S+k,Ω(Λk,A,Ψk,Ω, ψk,Ω(A)) + Ek(Λk) +Bk,Π
)∣∣∣
A=Ak,Ω
(43)
First we extract the relevant parts from Ek(Λk,A, ψ
#(A)) where ψ#(A) = (ψ(A), δα,Aψ(A)) and
ψ(A) = ψk,Ω(A). As explained in (327)-(332) in [30] this has the form
Ek(Λk,A, ψ
#(A)) =− ε(Ek)Vol(Λk)−m(Ek) < ψ¯(A), ψ(A) >Λk +E′k(Λk,A, ψ#(A)) +BEk,Π(ψ(A))
(44)
The term E′k(Λk) has the relevant parts removed and a local expansion E
′
k(Λk) =
∑
X⊂Λk E
′
k(X).
The kernel of E′k(X) = E
′
k(X,A, ψ
#(A)) is independent of the history, and we have for A ∈ R˜k,Ω and
hk = (e
− 14
k , e
− 14
k )
‖E′k(X,A))‖hk ≤ O(1)e
1
4−7
k e
−κdM (X) (45)
The term BEk,Π is a boundary term and has a local expansion B
E
k,Π =
∑
X∈S,X#Λk B˜
E
k,Π(X) in small
polymers X that intersect both Λk,Λ
c
k, denoted X#Λk. It has the form
B˜Ek,Π(X,ψ(A)) = −α0(E,X) Vol(Λ ∩X)−
∫
X∩Λ
ψ¯(A) α2(E,X) ψ(A) (46)
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for certain α0(E,X), α2(E,X), and has the estimate from (332) in [30]
‖B˜Ek,Π(X)‖hk ≤ O(1)e
1
4−7
k e
−κdM (X) (47)
The effect in (43) is to adjust the vacuum energies and coupling constants by
ε′k = εk + ε(Ek) m
′
k = mk +m(Ek) (48)
and so replace S+k,Ω(Λk,A,Ψk,Ω, ψ(A)) by
S′+k,Ω(Λk,A,Ψk,Ω, ψ(A)) ≡ Sk,Ω(A,Ψk,Ω, ψ(A)) +m′k
〈
ψ¯(A), ψ(A)
〉
Λk
+ (ε′k + ε
0
k)Vol(Λk) (49)
and to replace Ek(Λk) by E
′
k(Λk) and add a term B
E
k,Π.
3.2 new characteristic functions
We insert new characteristic functions. Let  be an LMrk+1 cube and define
χ0k+1(, Ak+1) = χ
(
sup
p∈˜
|dA0k+1,Ω+()(p)| ≤ pk+1L−
3
2
)
(50)
where ˜ is an enlargement by a layer of LMrk+1 cubes. Here Ω+() is the decreasing sequence of
cubes
Ω+() = (1,2, . . . ,k+1) k+1 ⊃ ˜ (51)
with d(ck+1, ˜) = LMrk+1 and d(cj ,j+1) = L−(k−j)Mrk+1, and the field is the minimizer of ‖dA‖2
subject to Qk+1,Ω+()A = Qk+1,Ω+()Qs,Tk+1Ak+1 and either Landau or axial gauge fixing. We write
these respectively as
A0k+1,Ω+() =H0k+1,Ω+()
(
Qk+1,Ω+()Qs,Tk+1Ak+1
)
A
0,x
k+1,Ω+() =H0,xk+1,Ω+()
(
Qk+1,Ω+()Qs,Tk+1Ak+1
) (52)
This scales to the function defined for Mrk+1 cubes  by
χk+1(, Ak+1) = χ
(
sup
p∈˜
|dAk+1,Ω+()(p)| ≤ pk+1
)
(53)
which is (24) for k + 1. Note that dA0k+1,Ω+() only depends on Ak+1 in the three fold enlargement
∼3 by similar cubes.
In general If X is a union of Mrk (or LMrk+1) cubes then X˜ is an enlargement by a layer of Mrk
(or LMrk+1) cubes and and X
\ = ((Xc)∼)c is a shrinkage by a layer of such cubes. Similarly we
define X∼n and Xn\, etc.
We shrink the small field region Λk to Λ
5\
k and break it up into new large and small field regions
defining ζ0k+1() = 1− χ0k+1() and decomposing the identity as
1 =
∏
⊂Λ5\k
ζ0k+1() + χ0k+1()
=
∑
Pk+1⊂Λ5\k
∏
⊂Pk+1
ζ0k+1()
∏
⊂Λ5\k −Pk+1
χ0k+1()
≡
∑
Pk+1⊂Λ5\k
ζ0k+1(Pk+1)χ
0
k+1(Λ
5\
k − Pk+1)
(54)
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Here Pk+1 is a union of LMrk+1 block. We insert this under the integral sign in (43 ).
Furthermore we introduce a bound on fluctuation fields defining for LMrk+1 cubes 
χ′k(, Ak, Ak+1) = χ
(
sup
b∈˜
∣∣∣(Ak(b)−Amink,Ω+()(b)∣∣∣ ≤ p20,k) (55)
where p0,k = log(−ek)p0 for some p0. We assume 2p0 < p so p20,k < pk. Let Ω•() be Ω+() with the
last entry k+1 deleted. Then Amink,Ω+() is defined as in (222) in [31] by
Amink,Ω+() ≡ Qk,Ω•()A0,xk+1,Ω+() (56)
The Amink,Ω+() only depends on Ak+1 in ˜2 and on ˜ it is QkA0,xk+1,Ω+().
Now we have with ζ ′k() = 1− χ′k():
1 =
∏
⊂Λ5\k
ζ ′k() + χ′k()
=
∑
Qk+1⊂Λ5\k
∏
⊂Qk+1
ζ ′k()
∏
⊂Λ5\k −Qk+1
χ′k()
≡
∑
Qk+1⊂Λ5\k
ζ ′k(Qk+1)χ
′
k(Λ
5\
k −Qk+1)
(57)
where Qk+1 is a union of LMrk+1 cubes. We also insert this under the integral sign in (43 ).
The new large field regions Pk+1, Qk+1 generate a new small field region Ωk+1, also a union of
LMrk+1 cubes, defined by
Ωk+1 = Λ
5\
k − (Q5∼k+1 ∪ P 5∼k+1) or Ωck+1 = (Λck)5∼ ∪Q5∼k+1 ∪ P 5∼k+1 (58)
(If Λ\k = ∅ then Ωk+1 = ∅ and all subsequent regions are empty.) We have the required d(Λck,Ωk+1) ≥
d(Λck,Λ
5\
k ) ≥ 5Mrk ≥ 5Mrk+1. Note that we can also write Ωk+1 = Λ5\k ∩ (Qck+1)5\ ∩ (P ck+1)5\ and so
Ω5∼k+1 ⊂ Λk ∩Qck+1 ∩ P ck+1 ⊂ Λk − Pk+1 or Λk −Qk+1 (59)
Thus the bounds of χ0k+1, χ
′
k hold on Ω
5∼
k+1 and in particular |dAk+1| ≤ pk+1L−
3
2 there.
Next combine the sums (54), (57) and classify the terms in the double sum by the Ωk+1 they
generate. We abreviate (58) as Pk+1, Qk+1 → Ωk+1 and then∑
Pk+1,Qk+1
=
∑
Ωk+1
∑
Pk+1,Qk+1→Ωk+1
(60)
We also make the split
χ0k+1(Λ
5\
k − Pk+1) =χ0k+1(Ωk+1)χ0k+1(Λ5\k − (Pk+1 ∪ Ωk+1))
χ′k(Λ
5\
k −Qk+1) =χ′k(Ωk+1)χ′k(Λ5\k − (Qk+1 ∪ Ωk+1))
(61)
The characteristic functions now have the form C?k+1χ0k+1(Ωk+1)χ′k(Ωk+1) where
C?k+1 = C?k+1(Λk,Ωk+1, Pk+1, Qk+1)
= ζ0k+1(Pk+1)ζ
′
k(Qk+1)χ
0
k+1(Λ
5\
k − (Pk+1 ∪ Ωk+1))χ′k(Λ5\k − (Qk+1 ∪ Ωk+1))
(62)
The only dependence on Ak+1 in Ωk+1 is in the terms χ
0
k+1(Ωk+1)χ
′
k(Ωk+1).
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Now (43) has become
ρ˜k+1(Ak+1,Ψk+1)
=
∑
Π,Ωk+1,Pk+1,Qk+1
Z′k,Ω(0)Z
′
k,Ω
∫
Dmk,Ω(A)Dmk,Ω(Ψ) Dmk,Π(Z)Dmk,Π(W )DΨkDAk
δG
(
Ψk+1 −Q(A˜)Ψk
)
δ(Ak+1 −QAk)δ(τAk) Ck,Π C?k+1χk(Λk)χ0k+1(Ωk+1)χ′k(Ωk+1)
exp
(
− 1
2
‖dA‖2 −S′+k,Ω(Λk) + E′k(Λk) +Bk,Π +BEk,Π
)∣∣∣
A=Ak,Ω
(63)
3.3 redundant characteristic functions
The new characteristic functions have rendered some of the old characteristic function χk(Λ) redun-
dant. For an LMrk+1 cube ′ ⊂ Ω∼5k+1 the new characteristic functions enforce on ˜′
|dA0k+1,Ω+(′)| ≤L−
3
2 pk+1
|Ak −Amink,Ω+(′)| ≤p20,k
(64)
Lemma 1. The bounds (64) enforce on Ω∼5k+1
|dAk+1| ≤ L− 32 pk+1 |dAk| ≤ 1
2
pk (65)
Proof. We have Qk+1,Ω+(′)Qs,Tk+1Ak+1 = Qk+1,Ω+(′)A0k+1,Ω+(′) and on ˜′ this says that Ak+1 =
Qk+1A0k+1,Ω+(′) and so dAk+1 = Q(2)k+1dA0k+1,Ω+(′). Thus |dAk+1| ≤ L−
3
2 pk+1 on any such ˜′
and hence the first bound. We also have Amink,Ω+(′) = Qk,Ω•(′)A0,xk+1,Ω+(′) and on ˜′ this says
Amink,Ω+(′) = QkA0,xk+1,Ω+(′) and dAmink,Ω+(′) = Q
(2)
k dA
0,x
k+1,Ω+(′). Since dA
0,x
k+1,Ω+(′) = dA
0
k+1,Ω+(′)
this gives |dAmink,Ω+(′)| ≤ L−
3
2 pk+1. Finally dAk = d(Ak −Amink,Ω+(′)) + dAmink,Ω+(′). Since we are on a
unit lattice the first term is bounded by 4p20,k on int(˜′). Since p20,kp−1k is as small as we like by the
choice of 2p0 < p and since pk+1 < pk we get the bound |dAk| ≤ 4p20,k + L−
3
2 pk+1 ≤ 12pk on int(˜′)
and hence on all of Ω∼5k+1. Thus (65) is established.
Lemma 2. The bounds (64), (65) enforce that for an Mrk cube  in Ω∼5k+1 that |dAk,Ω()| ≤ pk on
˜. Hence we can take χk(Λk) = χk(Λk − Ω∼5k+1).
Proof. We can work in the axial gauge and show |dAxk,Ω()| ≤ pk on ˜. We first claim that for
 ⊂ ′ that dAxk,Ω() = dAxk,Ω•(′). To see this we use Ωj() ⊂ Ω•j (′) = ′j . Then {A : Qk,Ω()A =
Qk,Ω()Qs,TAk} is contained in {A : Qk,Ω•(′)A = Qk,Ω•(′)Qs,TAk} as can be seen by applying the
same extra averaging operators on both sides of the equation. Hence any minimizer of ‖dA‖2 in the
latter set, like Axk,Ω•(′), is also a minimizer in the former set. Then by lemma 13 in [31], A
x
k,Ω() and
Axk,Ω•(′) are on the same restricted orbit and hence the result.
It now suffices to show |dAxk+1,Ω•(′)| ≤ pk on ˜′. We write
dAxk,Ω•(′) =
(
dAxk,Ω•(′) − dA0,xk+1,Ω+(′)
)
+ dA0,xk+1,Ω+(′) (66)
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by (64) the second term is bounded by |dA0,xk+1,Ω+(′)| ≤ L−
3
2 pk+1 ≤ 12pk so it suffices to get the same
bound for the first term. By (221) in [31] the first term is
dAxk,Ω•(′) − dA0,xk+1,Ω+(′) =dHxk,Ω•(′)
(
Qk,Ω•(′)Qs,Tk Ak −Amink,Ω+(′)
)
(67)
Inside of ′k we have Qk,Ω•(′) = Qk and so by (64)
|Qk,Ω•(′)Qs,Tk Ak −Amink,Ω+(′)| = |Ak −Amink,Ω+(′)| ≤ p20,k (68)
In ′1−′k we have Qk,Ω•(′) = Qk+1,Ω+(′) so Qk+1,Ω+(′)(Qs,Tk+1Ak+1−A0,xk+1,Ω+(′)) = 0 also holds
with Qk,Ω•(′). Then
Qk,Ω•(′)Qs,Tk Ak −Amink,Ω+(′) =Qk,Ω•(′)
(
Qs,Tk Ak −A0,xk+1,Ω+(′)
)
=Qk,Ω•(′)
(
Qs,Tk Ak −Qs,Tk+1Ak+1
) (69)
However
Qk+1
(
Qs,Tk Ak −Qs,Tk+1Ak+1
)
= QAk −Ak+1 = 0 (70)
and by (65)
|d
(
Qs,Tk Ak −Qs,Tk+1Ak+1
)
| = |Qe,Tk dAk −Qe,Tk+1dAk+1| ≤ Cpk (71)
These two bounds plus the fact that Qs,Tk Ak and Qs,Tk+1Ak+1 are axial, and lemma 16 in [31] (and the
identity dQkA = Q(2)k dA) imply on ′1
|Qk
(
Qs,Tk Ak −Qs,Tk+1Ak+1
)
| ≤ Cpk (72)
Then (71), (72) and lemma 17 in [31] imply on ′1 for 1 ≤ j ≤ k
|Qj
(
Qs,Tk Ak −Qs,Tk+1Ak+1
)
| ≤ Lk−jCpk (73)
Therefore on (δΩ•j (′))(j) = δ
′(j)
j = 
′(j)
j −
′(j)
j+1
|Qk,Ω•(′)
(
Qs,Tk Ak −Qs,Tk+1Ak+1
)
| ≤ Lk−jCpk (74)
Using the bounds (68) and (74) and the estimate on dHxk,Ω•(′) = dHk,Ω•(′) from (302) in [31],
we estimate (67) on a unit cube ∆x ⊂ ˜′ by∣∣∣dHxk,Ω•(′)(Qk,Ω•(′)Qs,Tk Ak −Amink,Ω+(′))∣∣∣
≤ Cp0,k+1
∑
b∈′(k)k
e−γdΩ•(′)(x,b) + Cpk
k−1∑
j=1
∑
b∈δ′(j)j
e−γdΩ•(′)(x,b)Lk−j
≤ Cp20,k + Cpke−γLMrk+1 ≤
1
2
pk
(75)
Here in the second sum we used dΩ•()(x, b) ≥ dΩ•()((′k)c, ˜′) ≤ (L+ 1)Mrk+1 to extract a factor
e−γMrk+1 from the decay factor e−γdΩ•(′)(x,b). The decay factor also kills the Lk−j which is less than
Ce−O(1)(Mrk+1)
−1dΩ•(′)(x,b) and gives the convergence of the sum as in [31]. The last step follows
since Cp20,kp
−1
k and Ce
−γLMrk+1 can be as small as we like. This completes the proof.
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3.4 gauge field translation
In the exponent in (63) we have 12‖dAk,Ω‖2, a function of Ak,Ω. We expand around the minimizer
in Ak,Ω subject to the constraints QAk = Ak+1 and τAk = 0 on Ωk+1 and fixed at Ak,Ω on the
complement. The minimizer is denoted Amink,Ω+ where again Ω
+ = (Ω,Ωk+1). We make the change of
variables on Ωk+1
Ak,Ω = A
min
k,Ω+ + Zk (76)
where Zk is a function on the unit lattice Ω
(k)
k+1 ⊂ T0N−k. Then Ak,Ω = Ak,Ω(Ak,Ω) = Hk,ΩAk,Ω
becomes
Ak,Ω = Ak,Ω(A
min
k,Ω+) + Zk,Ω (77)
where
Zk,Ω = Hk,ΩZk (78)
The term Ak,Ω(A
min
k,Ω+) is mixed axial and Landau gauge. But we have the equivalence to all axial
gauge Ak,Ω(A
min
k,Ω+) ∼ Axk,Ω(Amink,Ω+) and the identification Axk,Ω(Amink,Ω+) = A0,xk+1,Ω+ . Furthermore
A
0,x
k+1,Ω+ ∼ A0k+1,Ω+ takes us back to Landau gauge. Overall we have for some scalar ω on T−kN−k
Ak,Ω(A
min
k,Ω+) = A
0
k+1,Ω+ − dω (79)
In gauge invariant positions the change of variables is now
Ak,Ω = A
0
k+1,Ω+ + Zk,Ω (80)
In particular we have as in section 3.5 in [31]
1
2
‖dAk,Ω‖2 = 1
2
‖dA0k+1,Ω+‖2 +
1
2
〈
Zk, [∆k,Ω]Ωk+1Zk
〉
(81)
For fermions besides the change in the background field we make the change of variables Ψj →
eiekω
(k−j)
Ψj (and Ψ¯j → e−iekω(k−j)Ψ¯j) where ω(k−j) is the restriction of ω to T−(k−j)N−k . This has
Jacobian one. Then Ψk,Ω → eiekω(Ω)Ψk,Ω where ω(Ω) is the restriction of ω to ∪jδΩ(j)j . The fermi
field ψk,Ω(Ak,Ω,Ψk,Ω) becomes
ψk,Ω
(
A0k+1,Ω+ + Zk,Ω − dω, eiekω(Ω)Ψk,Ω
)
= eiekωψk,Ω
(
A0k+1,Ω+ + Zk,Ω,Ψk,Ω
)
(82)
(We now include ψ1,Ωc1 in Ψk,Ω.) The free fermi action is gauge invariant and so
S′+k,Ω
(
Λk,A
0
k+1,Ω+ + Zk,Ω − dω, eiekω(Ω)Ψk,Ω, eiekωψk,Ω(A0k+1,Ω+ + Zk,Ω)
)
= S′+k,Ω
(
Λk,A
0
k+1,Ω+ + Zk,Ω, Ψk,Ω, ψk,Ω(A0k+1,Ω+ + Zk,Ω)
) (83)
The Gaussian delta function δG
(
Ψk+1 −Q(A˜)Ψk
)
becomes
δG
(
Ψk+1 −Q(A˜)eiekω(0)Ψk
)
= δG
(
Ψk+1 − eiekω(−1)Q(A˜′)Ψk
)
(84)
where A˜′ = A˜ − dω is still arbitrary. We replace Ψk+1 by eiekω(−1)Ψk+1 so the phase factor here
disappears as well. This change means we have made a modification of the original renormalization
group transformation, but subsequent integrals over Ψk+1 are not affected.
Some of the characteristic functions are also affected by the translation, but we postpone the
discussion of this until the next section.
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Let us collect the changes so far. Identify
Dm0k+1,Ω+(A) = δΩck+1(Ak+1 −QAk)δΩck+1(τAk) DAk,Ωck+1Dmk,Ω(A) (85)
and then (63) has become
ρ˜k+1(Ak+1,Ψk+1) =∑
Π,Ωk+1,Pk+1,Qk+1
Z′k,Ω(0)Z
′
k,Ω
∫
Dm0k+1,Ω+(A)Dmk,Π(Z) Dmk,Ω(Ψ)Dmk,Π(W ) DΨk DZk
δG
(
Ψk+1 −Q(A˜′)Ψk
)
δΩk+1(QZk)δΩk+1(τZk) Ck,Π C?k+1χk(Λk − Ω∼5k+1)χ0k+1(Ωk+1)χ′k+1(Ωk+1)
exp
(
− 1
2
‖dA0k+1,Ω+‖2 −
1
2
〈
Zk, [∆k,Ω]Ωk+1Zk
〉
−S′+k,Ω(Λk) + E′k(Λk) +Bk,Π +BEk,Π
)
(86)
with the last four terms in the exponential evaluated at A = A0k+1,Ω+ + Zk,Ω.
3.5 translated characteristic functions
Now we consider the effect of the gauge field translation in Ak on Ωk+1 on the characteristic functions.
There is no effect on Ck,Π (which does not depend on Ak on Λ3\k ⊃ Ωk+1) or on C?. There is also no
effect on χk(Λk − Ω∼5k+1) or χ0k+1(Ωk+1). The only effect is through χ′k+1(Ωk+1). This also the only
characteristic function affected by the change of variables. It has now become
χ′k(Ωk+1) =
∏
⊂Ωk+1
χ′k() χ′k() = χ′k
(
, Zk + (Amink,Ω+ −Amink,Ω+())
)
(87)
Our immediate task is to get bounds on Amink,Ω+ − Amink,Ω+() so that these characteristic functions
generate bounds on Zk. To this end we use the representation A
min
k,Ω+ = Qk,ΩA0,xk+1,Ω+ . As in (42)
the bounds on dAj (including (65)) and our basic regularity results from [31] imply that for  ⊂ δΩj ,
j = 1, . . . , k + 1, the field A0,xk+1,Ω+ ∼ A′ on † satisfies
L−
1
2 (k−j)|A′|, L− 32 (k−j)|∂A′|, L−( 32 +α)(k−j)‖∂A′‖(α) ≤ CMpj (88)
It follows that dA0,xk+1,Ω+ = dA
0
k+1,Ω+ satisfies on δΩj
|dA0,xk+1,Ω+ | ≤ L
3
2 (k−j)CMpj (89)
Lemma 3. Let  be an LMrk+1 cube in Ωk+1. Then on ˜
|Amink,Ω+ −Amink,Ω+()| ≤ Cpk+1 (90)
and hence χ′k+1(Ωk+1) enforces on Ωk+1
|Zk| ≤ CMpk+1 (91)
Proof. We have on ˜ that dAmink,Ω+ = Q(2)k dA0,xk+1,Ω+ . Then the bound (89) gives |dAmink,Ω+ | ≤ CMpk+1.
Similarly dAmink,Ω+() = Q(2)k dA0,xk+1,Ω+() and |dA0,xk+1,Ω+()| ≤ L−
3
2 pk+1 from χ
0
k+1(Ωk+1) imply that
|dAmink,Ω+()| ≤ Cpk+1. Altogether then
|d(Amink,Ω+ −Amink,Ω+())| ≤ |d(A0,xk+1,Ω+() −A0,xk+1,Ω+)| ≤ CMpk+1 (92)
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We also have on ˜
Q(Amink,Ω+ −Amink,Ω+()) = Ak+1 −Ak+1 = 0 (93)
Since Amink,Ω+ −Amink,Ω+() is axial the result (90) follows by (92), (93) and lemma 16 in [31].
The second result follows from the bound on  ⊂ Ωk+1
|Zk| ≤|Zk + (Amink,Ω+ −Amink,Ω+())|+ |Amink,Ω+ −Amink,Ω+()|
≤p20,k + CMpk+1 ≤ CMpk+1
(94)
This completes the proof.
If we shrink Ωk+1 we can do better.
Lemma 4. Let  be an LMrk+1 cube in Ω3\k+1. Then on ˜
|dA0,xk+1,Ω+ − dA0,xk+1,Ω+()| ≤ e−rk+1 (95)
|Amink,Ω+ −Amink,Ω+()| ≤ Ce−rk+1 (96)
Proof. We only need prove the first; the second follows as in the previous lemma. The proof is similar
to the proof in lemma 2. Since we take  ⊂ Ω3\k+1 we have Ωj() ⊂ Ωj for j = 1 . . . k + 1. Then since
A
0,x
k+1,Ω+ is a minimizer of ‖dA‖2 subject to Qk+1,Ω+A = Qk+1,Ω+A0,xk+1,Ω+ it is also a minimizer of
‖dA‖2 subject to Qk+1,Ω+()A = Qk+1,Ω+()A0,xk+1,Ω+ since the latter is more restrictive. Then by
lemma 13 in [31] A0,xk+1,Ω+ is on the same restricted orbit as H0,xk+1,Ω+()(Qk+1,Ω+()A0,xk+1,Ω+) and so
dA0,xk+1,Ω+ = dH0,xk+1,Ω+()(Qk+1,Ω+()A0,xk+1,Ω+). Therefore it suffices to show∣∣∣dH0,xk+1,Ω+()Qk+1,Ω+()(A0,xk+1,Ω+ −Qs,Tk+1Ak+1)∣∣∣ ≤ e−rk+1 (97)
Note that on 1 (actually (k+1)1 )
Qk+1
(
A
0,x
k+1,Ω+ −Qs,Tk+1Ak+1
)
= Ak+1 −Ak+1 = 0 (98)
We also have that on 1 from our bounds on dAk+1 and dA0,xk+1,Ω+
|d
(
A
0,x
k+1,Ω+ −Qs,TAk+1
)
| = |dA0,xk+1,Ω+ −Qe,T dAk+1| ≤ CMpk+1 (99)
Furthermore both A0,xk+1,Ω+ and Qs,TAk+1 are axial, so by (98), (99) and lemma 16 in [31]∣∣∣Qk(A0,xk+1,Ω+ −Qs,Tk+1Ak+1)∣∣∣ ≤ CMpk+1 (100)
Then by (99), (100) and lemma 17 in [31]
|Qj
(
A
0,x
k+1,Ω+ −Qs,TAk+1
)
| ≤ Lk−jCMpk+1 (101)
Hence on δ(j)j
|Qk+1,Ω+()
(
A
0,x
k+1,Ω+ −Qs,Tk+1Ak+1
)
| ≤ Lk−jCMpk+1 (102)
We use this bound in (97). First note that since Qk+1 = Qk+1,Ω+() on k+1 the identity (98)
implies that Qk+1,Ω+()(A0,xk+1,Ω+ −Qs,TAk+1) = 0 on 
(k+1)
k+1 . Thus we can exclude such points from
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our analysis of (97). Then by (102) and the basic bound on dH0,xk+1,Ω+() = dH0k+1,Ω+() from (302)
in [31] to get for p in a unit cube ∆x ⊂ ˜
|dA′(p)−dA0k+1,Ω+()(p)| ≤
k∑
j=1
∑
p∈δ(j)j
e−γd(x,p)Lk−jCMpk+1 ≤ e−γLMrk+1CMpk+1 ≤ e−rk+1 (103)
Here we used d(ck+1, ˜) ≥ LMrk+1 to extract the factor e−γLMrk+1 and estimated the sum as in
(75). This completes the proof of (95) and the lemma.
3.6 another small field expansion
The χ′k(Ωk+1) in (87) depends on Ak+1 in a nonlocal way due to the term A
min
k,Ω+ . This is unsatisfactory
for subsequent steps. Instead we introduce sharper bounds on the fluctuation variable Zk which will
help remove this dependence.
For an LMrk+1 cube  ⊂ Ω3\k+1 define the characteristic function
χ†k() = χ
(
sup
b⊂˜
|Zk(b)| ≤ p
4
3
0,k
)
(104)
and then with ζ†k() = 1− χ†k() write
1 =
∏
⊂Ω3\k+1
(ζ†k() + χ
†
k())
=
∑
Rk+1⊂Ω3\k+1
∏
⊂Rk+1
ζ†k()
∏
⊂(Ω\k+1−Rk+1)
χ†k()
≡
∑
Rk+1⊂Ω3\k+1
ζ†k(Rk+1)χ
†
k(Ω
3\
k+1 −Rk+1)
(105)
where Rk+1 is a union of LMrk+1 cubes.
For  ⊂ Ω3\k+1 −Rk+1 the bound |Zk| ≤ p
4
3
0,k and the bound of lemma 4 yield on ˜
|Zk + (Amink,Ω+ −Amink,Ω+())| ≤ p
4
3
0,k + e
−rkCMpk ≤ p20,k (106)
and therefore
χ′k
(
, Zk + (Amink,Ω+ −Amink,Ω+())
)
= 1 (107)
Since Rk+1 ⊂ Ω3\k+1 we can now shrink the offending function by
χ′k(Ωk+1) = χ
′
k((Ωk+1 − Ω3\k+1) ∪Rk+1)χ′k(Ω3\k+1 −Rk+1) = χ′k(Sk+1) (108)
where
Sk+1 = (Ωk+1 − Ω3\k+1) ∪Rk+1 (109)
Note that Rk+1 and Sk+1 determine each other (Rk+1 = Sk+1 ∩ Ω3\k+1) so the sum over Rk+1 can be
regarded as a sum over Sk+1.
We make a further shrinkage and introduce a tentative new small field region
Tk+1 = Ω
5\
k+1 −R∼5k+1 (110)
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The characteristic functions only depends on Ak+1 in Λ
3\
k+1 through the function χ
′
k+1(Sk+1), but now
it is weakened since Sk+1 is a considerable distance from from Λk+1. It has the form
χ′k(Sk+1) =
∏
⊂Sk+1
χ′k() χ′k
(
, Zk + (Amink,Ω+ −Amink,Ω+())
)
(111)
We want to replace Amink,Ω+ by something better localized, namely a function A
min
k,Ω′ where Ω
′ is is
approximately localized in Λk − Tk+1 and will now be defined.
First for any X a union of Mrk cubes with enlargement X˜ define Ω(X) = (Ω1(X), . . .Ωk(X)) by
specifying that Ωk(X) adds a layer of Mrk cubes to X˜, then Ωk−1(X) adds another layer of L−1Mrk
cubes, then a layer of L−2Mrk cubes, etc. This generalizes the construction of Ω(). Similarly if X
is specified as a union of LMrk+1 cubes with enlargement X˜ define Ω(X) = (Ω1(X), . . .Ωk+1(X))
by adding successively smaller layers as before. Now define Ω′ = Ω(Λk,Ωk+1, Tk+1) by specifying
Ω′ = (Ω′1, . . . ,Ω
′
k+1) where
Ω′j =
{
Ωj(Λk) ∩ Ωj(T ck+1) j = 1, . . . , k
Ωk+1 ∩ Ωk+1(T ck+1) j = k + 1
(112)
Then define the field
A
0,x
k+1,Ω′ =A
0,x
k+1,Ω′(A˜k+1,Ω′)
A˜k+1,Ω′ =
(
[Qk,Ω(Λk)Qs,Tk Ak]δΩk , [Qk+1,Ω(Λck+1)Q
s,T
k+1Ak+1]Ωk+1
) (113)
Note that inside Ω′k+1 we have
[Qk,Ω(Λk)Qs,Tk Ak]δΩk =[QkQs,Tk Ak]δΩk = Ak,δΩk
[Qk+1,Ω(Λck+1)Q
s,T
k+1Ak+1]Ωk+1 =[Qk+1Qs,Tk+1Ak+1]Ωk+1 = Ak+1,Ωk+1
(114)
Thus in this region A˜k+1,Ω′ = Ak+1,Ω+ which is the the argument of A
0,x
k+1,Ω+ . Also note that
inside Ω′1 the field A
0,x
k+1,Ω′ only depends on Ak, Ak+1 on a small neighborhood of Ω
′
1. We define
Amink,Ω′ = Qk,Ω′•A0,xk+1,Ω′ where Ω′• deletes the last entry of Ω′. We want to compare it with Amink,Ω+ =
Qk,ΩA0,xk+1,Ω+ .
Lemma 5. On S˜k+1
|dA0,xk+1,Ω+ − dA0,xk+1,Ω′ | ≤ e−rk+1 (115)
|Amink,Ω+ −Amink,Ω′ | ≤ Ce−rk+1 (116)
Proof. The proof is similar to the proof of lemma 4. First note that Ω′j ⊂ Ωj implies that dA0,xk+1,Ω+ =
dH0,xk+1,Ω′(Qk+1,Ω′A0,xk+1,Ω+). So it suffices to bound dH0,xk+1,Ω′(Qk+1,Ω′A0,xk+1,Ω+ − A˜k+1,Ω′). However
on S˜k+1 (or even Ω
′
k+1) we have Qk+1,Ω′A0,xk+1,Ω+ = Qk+1,Ω+A0,xk+1,Ω+ = Ak+1,Ω+ and A˜k+1,Ω′ =
Ak+1,Ω+ . They agree and so
Qk+1,Ω′A0,xk+1,Ω+ − A˜k+1,Ω′ = 0 on S˜k+1 (117)
Outside of S˜k+1 we can treat the piece in δΩk and the piece in Ωk+1 separately. In δΩk ∩ S˜ck+1
we have Qk+1,Ω′A0,xk+1,Ω+ − A˜k+1,Ω′ = Qk,Ω(Λk)(A0,xk+1,Ω+ −Qs,Tk Ak). But Qk(A0,xk+1,Ω+ −Qs,Tk Ak) =
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Ak−Ak = 0 and |d(A0,xk+1,Ω+−Qs,Tk Ak)| ≤ CMpk+1 as in lemma 4. By lemma 17 in [31] it follows that
|Qj(A0,xk+1,Ω+ −Qs,Tk Ak)| ≤ Lk−jCMpk+1 and hence |Qk,Ω(Λk)(A0,xk+1,Ω+ −Qs,Tk Ak)| ≤ Lk−jCMpk+1
on δΩj(Λk). Similarly we establish the same bound on Ωk+1 ∩ S˜ck+1. altogether then we have the
bound on δΩ′j ∩ S˜ck+1
|Qk+1,Ω′A0,xk+1,Ω+ − A˜k+1,Ω′ | ≤ Lk−jCMpk+1 (118)
Now using (117),(118) and the bound on dH0,xk+1,Ω′ = dH0k+1,Ω′ from (302) in [31] we find on S˜k+1∣∣∣dH0,xk+1,Ω′(Qk+1,Ω′A0,xk+1,Ω+ − A˜k+1,Ω′)∣∣∣ ≤ e−γLMrk+1CMpk+1 ≤ e−rk+1 (119)
Here we used d(S˜c, S) ≥ LMrk+1 to extract a factor e−γLMrk+1 . This gives the bound (115).
For the bound (116) we have QAmink,Ω+ = Ak+1 on Ωk+1 and QAmink,Ω′ = Ak+1 on Ω′k+1. Then since
on S˜k+1 ⊂ Ωk+1 ∩ Ω′k+1 we have
Q(Amink,Ω+ −Amink,Ω′) = Ak+1 −Ak+1 = 0 (120)
Also Amink,Ω+ = Qk,ΩA0,xk+1,Ω+ and Amink,Ω′ = Qk,Ω′•A0,xk+1,Ω′ . But on S˜k+1 we have Qk,Ω = Qk = Qk,Ω′• .
Hence on S˜k+1 by (115)
|d(Amink,Ω+ −Amink,Ω′)| = |Q(2)k (dA0,xk+1,Ω+ − dA0,xk+1,Ω′)| ≤ e−rk+1 (121)
The bound (116) now follows by (120) and (121) and lemma 16 in [31]. This completes the proof.
Now define with Π+ = (Π,Ωk+1, Pk+1, Qk+1, Rk+1)
Hk,Π+ =
[
Amink,Ω′ −Amink,Ω+
]
Sk+1
(122)
We have just seen that |Hk,Π+ | ≤ Ce−rk+1 . We would like to make the change of variables Zk →
Zk + Hk,Π+ in Sk+1 in which case we would have
χ′k(Sk+1) =
∏
⊂Sk+1
χ′k() χ′k
(
, Zk + (Amink,Ω′ −Amink,Ω+())
)
(123)
and then there would be no dependence on Ak+1 or on Zk in the new small field region T
3\
k+1. However
this would have an unpleasant effect on ζ†(Rk+1). This is not a problem in (Ωk+1 − Ω3\k+1) which
has no ζˆ. As in [13] in Rk+1 we only make the translation at points satisfying a large field condition
intermediate between p20,k ( for χ
′) and p
4
3
0,k ( for χ
†, ζ†). Define g on Sk+1 = (Ωk+1 − Ω3\k+1) ∪ Rk+1
by
gb(Z) =
{
1 b ∈ (Ωk+1 − Ω3\k+1) or b ∈ Rk and |Z(b)| ≥ p
5
3
0,k
0 b ∈ Rk and |Z(b)| < p
5
3
0,k
(124)
and make the translation
Zk → Zk + g(Zk) Hk,Π+ in Sk+1 (125)
The fluctuation action 12
〈
Zk, [∆k,Ω]Ωk+1Zk
〉
becomes 12
〈
Zk, [∆k,Ω]Ωk+1Zk
〉
+ R
(1)
k,Π+ where R
(1)
k,Π+ is
tiny, see lemma 11. There is also the following:
Lemma 6. For  ⊂ Sk+1 after the translation (125) the new characteristic functions are
1. χ′k(, Zk + g(Amink,Ω′ −Amink,Ω+) + (Amink,Ω+ −Amink,Ω+())
)
which is independent of Ak+1 in T
3\
k+1.
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2. ζ†k
(
, Zk + g(Amink,Ω′ −Amink,Ω+())
)
= ζ†k(, Zk)
Proof. It suffices to consider  ⊂ Rk+1 We write
χ′k(, Zk + g(Amink,Ω′ −Amink,Ω+) + (Amink,Ω+ −Amink,Ω+())
)
=
∏
b∈˜
χ
(∣∣∣Zk(b) + gb(Zk)(Amink,Ω′(b)−Amink,Ω+(b)) + (Amink,Ω+(b)−Amink,Ω+()(b))∣∣∣ ≤ p20,k) (126)
At points b where |Zk(b)| ≥ p
5
3
0,k we have gb = 1 and the factor is
χ
(∣∣∣Zk(b) + (Amink,Ω′(b)−Amink,Ω+()(b))∣∣∣ ≤ p20,k) (127)
At points where |Zk(b)| < p
5
3
0,k we have gb = 0 and the factor is
χ
(∣∣∣Zk(b) + (Amink,Ω+(b)−Amink,Ω+()(b))∣∣∣ ≤ p20,k) = 1 (128)
Here we use the bound |Amink,Ω+ − Amink,Ω+()| ≤ Ce−rk+1 from lemma 4 and p
5
3
0,k + Ce
−rk+1 ≤ p20,k. In
both cases the factor is independent of Ak+1 in T
3\
k+1.
For the second point suppose |Zk(b)| ≥ p
5
3
0,k for some b ∈ ˜. Then since |Amink,Ω+ −Amink,Ω′ | ≤ Ce−rk+1
by lemma 5 and since p
5
3
0,k − Ce−rk+1 ≥ p
4
3
0,k, both sides are one and hence equal. Otherwise gb = 0
for all b ∈ ˜, and the result follows.
No other characteristic functions are affected, but the translation forces adjustments in the action.
This is tolerable since the dependence is analytic and we can deal with it. The translation means we
replace Zk,Ω = Hk,ΩZk by
Zk,Π+ ≡ Hk,Ω
(
Zk + g Hk,Π+
)
(129)
Remark. We claim that Hk,Π+ can be regarded as a function of dA
0
k+1,Ω+ . Indeed we used lemma 16 in
[31] to express Hk,Π+ as a local function of dH0k+1,Ω′(Qk+1,Ω′A0,xk+1,Ω+−A˜k+1,Ω′). Then we used lemma
17 in [31] to express (Qk+1,Ω′A0,xk+1,Ω+ − A˜k+1,Ω′) as a local function of either d(A0,xk+1,Ω+ −Qs,Tk Ak) =
dA0k+1,Ω+ − Qe,Tk dAk in δΩk or d(A0,xk+1,Ω+ − Qs,Tk+1Ak+1) = dA0k+1,Ω+ − Qe,Tk+1dAk+1 in Ωk+1. Since
dAk+1,Ω+ = Q(2)k+1,Ω+dA0k+1,Ω+ this proves the claim.
The only non-local part of this construction comes with the operator dH0k+1,Ω′ . Thus when we
introduce weakening parameters later on it will suffice to weaken this operator to dH0k+1,Ω′(s).
Summary:. We collect inactive characteristic functions by defining
C??k+1 = C?k+1χk(Λk − Ω∼5k+1)χ′k(Sk+1)ζ†k(Rk+1) (130)
Now (86) has become
ρ˜k+1(Ak+1,Ψk+1, Qk+1) =
∑
Π,Ωk+1,Pk+1,Qk+1,Rk+1
Z′k,Ω(0)Z
′
k,Ω
=
∫
Dm0k+1,Ω+(A)Dmk,Π(Z) Dmk,Ω(Ψ)Dmk,Π(W ) DΨk DZk
δG
(
Ψk+1 −Q(A˜′)Ψk
)
δΩk+1(QZk)δΩk+1(τZk) Ck,Π C??k+1χ0k+1(Ωk+1)χ†k(Ω3\k+1 −Rk+1)
exp
(
− 1
2
‖dA0k+1,Ω+‖2 −
1
2
〈
Zk, [∆k,Ω]Ωk+1Zk
〉
−S′+k,Ω(Λk) + E′k(Λk) +Bk,Π +BEk,Π +R(1)k,Π+
)
(131)
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with the last four terms in the exponential evaluated at A = A0k+1,Ω+ + Zk,Π+ .
3.7 ultralocal fluctuation integral
We parametrize the integral over Zk on Ωk+1 with the constraints τZ = 0,QZ = 0 by Zk = CZ˜k.
Here Z˜k belongs to a vector space V = V (Ωk+1) consisting of pairs Z˜k = (Z˜1, Z˜2) where Z˜1 satisfies
the axial gauge condition τZ = 0 in each L-block and Z˜2 is defined on bonds joining L blocks, except
for the central bond in each face. The map Zk = CZ˜k assigns values to the central bond so that
QZ = 0. See [28] for more details
Then we identify a Gaussian measure with the identities∫
f(Zk)δΩk+1(QZk)δΩk+1(τZk) exp
(
− 1
2
〈
Zk, [∆k,Ω]Ωk+1Zk
〉)
DZk = δZk,Ω+
∫
f(CZ˜k)dµCk,Ω+ (Z˜k)
(132)
Here the covariance is
Ck,Ω+ = Ck,Ω(Ωk+1) = (C
T [∆k,Ω]Ωk+1C)
−1 (133)
We would like to make the change of variables Z˜k → C
1
2
k,Ω+Z˜k to change the last integral to the
ultralocal version
∫
f(CC
1
2
k,Ω+Z˜k)dµI(Z˜k) where now the Gaussian measure has identity covariance.
But the non-locality C
1
2
k,Ω+ causes problems elsewhere, particularly in the characteristic functions. So
before we do this we make a local approximation.
First we study modifications of Ck,Ω+ . It suffices to consider the operator CCk,Ω+C
T which is
defined on functions on all bonds in Ωk+1 and agrees with Ck,Ω+ as quadratic forms on V × V ( see
the discussion in [30] ). This has the representation [8], [28], [31].
CCk,Ω+C
T = (1 + ∂M)[QkG˜k+1,Ω+QTk ]Ωk+1(1 + ∂M)T (134)
where (1 + ∂M) is a local operator and G˜k+1,Ω+ is a certain Green’s function. The Greens function
has a multiscale random walk expansion and corresponding exponential decay estimates, and this
carries over to CCk,Ω+C
T and Ck,Ω+ . If {Υ} is an orthonormal basis for the space V and if we define
Ck,Ω+(Υ,Υ
′) =< Υ, Ck,Ω+Υ′ > then
|Ck,Ω+(Υ,Υ′)| ≤ Ce−γd(Υ,Υ
′) (135)
The random walk expansion enables the introduction of weakening parameters and defines G˜k+1,Ω+(s)
and thereby Ck,Ω+(s) which also satisfies the bound (135).
Again consider an Mrk cube  with ˜ an enlargement by a layer of Mrk cubes. We define a local
approximation to Ck,Ω+ by defining as in [17], [26]
C lock,Ω+ =
∑
⊂Ωk+1
1Ck,Ω+, Ck,Ω+, = Ck,Ω
(
s˜ = 1, s˜c = 0
)
(136)
This is more local since it only connects points in the same ˜ (and in Ωk+1) . The difference is
δCk,Ω+ ≡ Ck,Ω+ − C lock,Ω+ =
∑
⊂Ωk+1
1
(
Ck,Ω+ − Ck,Ω+,
)
(137)
We claim that this is very small and satisfies the bound
δCk,Ω+(Υ,Υ
′) ≤ Ce−rke−γd(Υ,Υ′) (138)
Indeed suppose Υ ∈  so the only term that contributes is Ck,Ω+(Υ,Υ′) − Ck,Ω+,(Υ,Υ′). In the
random walk expansion only paths which start in  and leave ˜ contribute, since otherwise the
20
contribution of the two terms cancels. These walks are based on M cubes rather than the Mrk cube
 considered here. Thus these walks must have O(rk) steps and rk inverse powers of M can generate
the factor e−rk and still give convergence of the walk.
Now consider the square root which can be represented as
C
1
2
k,Ω+ =
1
pi
∫ ∞
0
ds√
x
Ck,Ω+,x Ck,Ω+,x =
(
CT [∆k,Ω]Ωk+1C + x
)−1
(139)
It suffices to establish the expansions and estimates for Ck,Ω+,x or CCk,Ω+,xC
T which has the repre-
sentation [8], [28], [31].
CCk,Ω+,xC
T = (1 + ∂M)[QkG˜k+1,Ω+,xQTk ]Ωk+1(1 + ∂M)T (140)
for a modified Green’s function G˜k+1,Ω+,x. The Greens function has a multiscale random walk expan-
sion and corresponding exponential decay estimates, and this carries over to CCk,Ω+xC
T and Ck,Ω+,x
and C
1
2
k,Ω+ . In particular
|C 12k,Ω+(Υ,Υ′)| ≤ Ce−γd(Υ,Υ
′) (141)
There are also weakened versions such as C
1
2
k,Ω+(s) which satisfy the same bound.
As before we define a local approximation to Ck,Ω+ by defining
C
1
2 ,loc
k,Ω+ =
∑
⊂Ωk+1
1C
1
2
k,Ω+, C
1
2
k,Ω+, = C
1
2
k,Ω
(
s˜ = 1, s˜c = 0
)
δC
1
2
k,Ω+ ≡C
1
2
k,Ω+ − C
1
2 ,loc
k,Ω+ =
∑
⊂Ωk+1
1
(
C
1
2
k,Ω+ − C
1
2
k,Ω+,
) (142)
The latter satisfies
|δC 12k,Ω+(Υ,Υ′)| ≤ Ce−rke−γd(Υ,Υ
′) (143)
Now return to the integral in (132). With ∆˜k,Ω+ = C
T [∆k,Ω]Ωk+1C and Ck,Ω+ = ∆˜
−1
k,Ω+ it is
∫
f(CZ˜k)dµCk,Ω+ (Z˜k) =
∫
f(CZ˜k) exp
(
− 12
〈
Z˜k, ∆˜k,Ω+Z˜k
〉)
DZ˜k∫
exp
(
− 12
〈
Z˜k, ∆˜k,Ω+Z˜k
〉)
DZ˜k
(144)
In the numerator make the change of variables Z˜k → C
1
2 ,loc
k,Ω+Z˜k This changes the quadratic form to
1
2
〈
C
1
2 ,loc
k,Ω+Z˜k, ∆˜k,Ω+C
1
2 ,loc
k,Ω+Z˜k
〉
=
1
2
‖Z˜k‖2 −R(2)k,Ω+ (145)
which defines R
(2)
k,Ω+ . It also introduces a factor det(C
1
2 ,loc
k,Ω+). In the denominator make the change
of variables Z˜k → C
1
2
k,Ω+Z˜k. This changes the quadratic form to − 12‖Z˜k‖2 and introduces a factor
det(C
1
2
k,Ω+). We identify the Gaussian measure with identity covariance dmI,Ωk+1(Z˜k) and define
R
(3)
k,Ω+ by
det(C
1
2 ,loc
k,Ω+) = det(C
1
2
k,Ω+) exp(R
(3)
k,Ω+) (146)
Then we have∫
f(CZ˜k)dµCk,Ω+ (Z˜k) =
∫
f(CC
1
2 ,loc
k,Ω+Z˜k) exp
(
R
(2)
k,Ω+ +R
(3)
k,Ω+
)
dmI,Ωk+1(Z˜k) (147)
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Making these changes in (131) we now have with R(≤3) = R(1) +R(2) +R(3)
ρ˜k+1(Ak+1,Ψk+1) =
∑
Π,Ωk+1,Pk+1,Qk+1,Rk+1
Z′k,Ω(0)Z
′
k,ΩδZk,Ω+∫
Dm0k+1,Ω+(A)Dmk,Π(Z) Dmk,Ω(Ψ)Dmk,Π(W ) DΨk dµI,Ωk+1(Z˜k)
δG
(
Ψk+1 −Q(A˜′)Ψk
)
Ck,Π C??k+1χ0k+1(Ωk+1)χ†k(Ω3\k+1 −Rk+1)
exp
(
− 1
2
‖dA0k+1,Ω+‖2 −S′+k,Ω(Λk) + E′k(Λk) +Bk,Π +BEk,Π +R(≤3)k,Π+
)∣∣∣
A=A0
k+1,Ω+
+Z•
k,Π+
(148)
Here Zk,Π+ has been replaced by
Z•k,Π+ = Hk,Ω
(
CC
1
2 ,loc
k,Ω+Z˜k + g Hk,Π+
)
(149)
3.8 a final small field expansion
The characteristic functions χ′k+1(Sk+1), ζ
†
k(Rk+1) in C??k+1,Ω+ as well as χ†k(Ω3\k+1 − Rk+1) all have
had Z˜k replaced by C
1
2 ,loc
k,Ω+Z˜k. This enlarges the domain of dependence by 3Mrk. So ζ
†
k(Rk+1) which
formerly depended on Z˜k in R˜k+1 now depends on Z˜k in R
∼4
k+1. This is outside the new small field
region Tk+1 and will not affect our subsequent analysis. Similarly χ
′
k+1(Sk+1) which formerly depended
on Z˜k in S˜k+1 now depends on Z˜k in S
∼4
k+1. But Sk+1 ⊂ Ω3\,ck+1 ∪ Rk+1 = Ωc,∼3k+1 ∪ Rk+1 and so
S∼4k+1 ⊂ Ωc,∼7k+1 ∪ R∼4k+1. This is outside T 2\k+1 and also will not affect our subsequent analysis. But for
χ†k(Ω
3\
k+1 −Rk+1, C
1
2 ,loc
k,Ω+Z) the C
1
2 ,loc
k,Ω+ is a obstacle to strict localization. To avoid this we introduce a
new small field expansion.
For an LMrk+1 cube  ⊂ Tk+1 define the strictly local characteristic function
χˆk() = χ
(
sup
Υ∈
|Z˜k(Υ)| ≤ p0,k
)
(150)
Then with ζˆk() = 1− χˆk() we insert inside the integral over Z˜k
1 =
∏
⊂Tk+1
(ζˆk() + χˆk())
=
∑
Uk+1⊂Tk+1
∏
⊂Uk+1
ζˆk()
∏
⊂(Tk+1−Uk+1)
χˆk()
≡
∑
Uk+1⊂Tk+1
ζˆk(Uk+1)χˆk(Tk+1 − Uk+1)
(151)
where Uk+1 is a union of LMrk+1 cubes. Then define
Λk+1 = T
8\
k+1 − U∼8k+1 (152)
We classify the terms in the sums on Rk+1, Uk+1 by the Λk+1 they generate (with intermediary Tk+1)∑
Rk+1,Uk+1
=
∑
Λk+1
∑
Rk+1,Uk+1→Λk+1
(153)
We have Λ∼8k+1 ⊂ Tk+1 − Uk+1 and so on Λ∼8k+1
|Z˜k| ≤ p0,k (154)
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Since Λ∼4k+1 ⊂ Tk+1 ⊂ Ω3\k+1 −Rk+1 the old small field function can be split
χ†k
(
Ω3\k+1 −Rk+1, C
1
2 ,loc
k,Ω+Z˜k
)
= χ†
(
Ω3\k+1 − (Rk+1 ∪ Λ∼4k+1), C
1
2 ,loc
k,Ω+Z˜k
)
χ†
(
Λ∼4k+1, C
1
2 ,loc
k,Ω+Z˜k
)
(155)
Now C
1
2 ,loc
k,Ω+Z˜k only depends on Z˜k,Λk+1 in Λ
∼3
k+1, so χ
†(, C
1
2 ,loc
k,Ω+Z˜k) depends on Z˜k,Λk+1 only for
 ⊂ Λ∼4k+1. Thus the first factor in (155) does not depend on on Z˜k,Λk+1 , and will eventually come
outside our fluctuation integral. Furthermore the bound (154) implies that |C 12 ,lock,Ω+Z˜k| ≤ Cp0,k ≤ p
4
3
0,k
in Λ∼5k+1. Hence χ
†(, C
1
2 ,loc
k,Ω+Z˜k) = 1 for  ⊂ Λ∼4k . Thus χ†(Λ∼4k+1, C
1
2 ,loc
k,Ω+Z˜k) = 1 and we can omit it.
This was our goal.
We make the splits
χˆ(Tk+1 − Uk+1) =χˆ(Tk+1 − (Rk+1 ∪ Λk+1))χˆ(Λk+1)
χ0k+1(Ωk+1) =χ
0
k+1(Ωk+1 − Λk+1)χ0k+1(Λk+1)
(156)
The characteristic functions now have the form C0k+1,Π+χ0k+1(Λk+1)χˆk(Λk+1) where
C0k+1,Π+ = Ck,Π C??k+1χ0k+1(Ωk+1 − Λk+1)χ†k(Ω3\k+1 − (Uk+1 ∪ Λ∼4k+1) ζˆk(Uk+1)χˆ(Tk+1 − (Uk+1 ∪ Λk+1))
(157)
Also dµI,Ωk+1 = dµI,Ωk+1−Λk+1dµI,Λk+1 and we identify Dm
0
k,Ω+(Z) = Dmk,Ω(Z) dµI,Ωk+1−Λk+1(Z˜k).
The representation is now with Π+ = (Π,Ωk+1,Λk+1;Pk+1, Qk+1, Rk+1, Uk+1)
ρ˜k+1(Ak+1,Ψk+1) =
∑
Π+
Z′k,Ω(0)Z
′
k,ΩδZk,Ω+
=
∫
Dm0k+1,Ω+(A)Dm
0
k+1,Π(Z) Dmk,Ω(Ψ)Dmk,Π(W ) DΨk dµI,Λk+1(Z˜k)
C0k+1,Π+χ0k+1(Λk+1)χˆk(Λk+1) δG
(
Ψk+1 −Q(A˜′)Ψk
)
exp
(
− 1
2
‖dA0k+1,Ω+‖2 −S′+k,Ω(Λk) + E′k(Λk) +Bk,Π +BEk,Π +R(≤3)k,Ω
)∣∣∣
A=A0
k+1,Ω+
+Z•
k,Π+
(158)
3.9 first localization
In the effective action we haveS′+k,Ω(Λk,A+Z,Ψk,Ω, ψk,Ω(A+Z)) as well as E′k(Λk,A+Z, ψ#k,Ω(A+Z))
evaluated at A = A0k+1,Ω+ and Z = Z•k,Ω+ . We want to isolate the behavior in Z. Breaking up
S′+k,Ω(Λk) as in (20) we define E
(1), E(2), E(3) by
Sk,Ω
(
A+ Z,Ψk,Ω, ψk,Ω
(
A+ Z)
)
=Sk,Ω
(
A,Ψk,Ω, ψk,Ω(A)
)
− E(1)k,Ω
(
A,Z, ψk,Ω(A),Ψk,Ω
)
E′k
(
Λk,A+ Z, ψ#k,Ω(A+ Z)
)
=E′k
(
Λk,A, ψ
#
k,Ω(A)
)
+ E
(2)
k,Ω
(
Λk,A,Z, ψ#k,Ω(A),Ψk,Ω
)
m′k
〈
ψ¯k,Ω(A+ Z), ψ¯k,Ω(A+ Z)
〉
Λk
=m′k
〈
ψ¯k,Ω(A), ψ¯k,Ω(A)
〉
Λk
+ E
(3)
k,Ω
(
Λk,A,Z, ψ#k,Ω(A),Ψk,Ω
)
(159)
These are analytic in say A ∈ (1 − e 12k )R˜k,,Ω,Z ∈ e
1
2
k R˜k,Ω It will be convenient to consider a smaller
domain, namely A ∈ (1− e 12k )R˜k,Ω and
|Z| ≤ L 12 (k−j)e− 52 k |∂Z| ≤ L
3
2 (k−j)e−
3
2 
k |δα∂Z| ≤ L(
3
2 +α)(k−j)e−
1
2 
k on δΩj (160)
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Note that if Z is in this domain then 12e
− 34 + 92 
k Z ∈ ekRk,Ω. Indeed in δΩj for j ≤ k we have
|1
2
e
− 34 + 92 
k Z| ≤ L
1
2 (k−j)θke
− 34 +2
k ≤ ek[L
1
2 (k−j)θke
− 34 +
k ] (161)
The derivatives are similar.
Also note that due to our characteristic functions A = A0k+1,Ω+ is easily in domain (160) by the
estimates (88). Furthermore Z = Z•k,Π+ = Hk,Ω(CC
1
2 ,loc
k,Ω+Z˜k + g Hk,Π+) is in the domain. Indeed
suppose |Z˜k| ≤ e−
1
4 
k which is better than the characteristic function bound (91). Then by (141)
|CC 12 ,lock,Ω+Z˜k| ≤ CMe
− 14 
k . Then on δΩj by (303) in [31]
|Hk,ΩCC
1
2 ,loc
k,Ω+Z˜k| ≤ L
1
2 (k−j)CMe−
1
4 
k ≤
1
2
L
1
2 (k−j)e−
1
2 
k (162)
The correction Hk,Ω gHk,Π+ is even smaller, hence |Z•k,Π+ | ≤ L
1
2 (k−j)e−
1
2 
k which suffices. Derivatives
are estimated similarly.
The E
(i)
k,Ω have some dependence on the bare fields Ψk,Ω but we will eventually change this to
dependence on ψk,Ω(A) as follows. First define for any Ω define a multiscale operator
Tk,Ω(A) = (b
(k))−1Qk,Ω(A)
(
DA + m¯k + Pk,Ω(A)
)
(163)
This satisfies
Ψk,Ω = [Tk,Ω(A)]Ω1ψk,Ω(A) + (b
(k))−1Qk,Ω(A)1Ω1DAψΩc1 ≡ T ′k,Ω(A)ψk,Ω(A) (164)
The operator T ′k,Ω(A) is a local. We show in appendix B that |Tk,Ω(A)f | ≤ C‖f‖∞. We also have
|(b(k))−1Qk,Ω(A)1Ω1DAf | ≤ C‖f‖∞. Thus for some constant CT
|T ′k,Ω(A)f | ≤ CT ‖f‖∞ (165)
In the expressions (159) for E
(i)
k,Ω we have Z = Z•k,Π+ = Hk,Ω(CC
1
2 ,loc
k,Ω+Z˜k+g Hk,Π+) with Hk,Π+ =
Hk,Π+(dA
0
k+1,Ω+). The next few results localize the dependence of Z•k,Π+ = in Z˜k and dA0k+1,Ω+ and
replace Ψk,Ω by ψk,Ω(A
0
k+1,Ω+) using (164)
Lemma 7.
E
(1)
k,Ω
(
Λk,A
0
k+1,Ω+ ,Z•k,Π+ , ψk,Ω(A0k+1,Ω+),Ψk,Ω)
)
=
∑
X⊂Λk+1
E
(1)
k
(
X,A0k+1,Ω+ , Z˜k, ψk,Ω(A
0
k+1,Ω+)
)
+
∑
X∩(Ωk+1−Λk+1)6=∅
B
(1)
k,Π+
(
X,A0k+1,Ω+ , Z˜k, ψk,Ω(A
0
k+1,Ω+)
) (166)
where the sum is over X ∈ Dk and where with a constant κ = O(1) fixed and large
1. E
(1)
k (X,A
0
k+1,Ω+ , Z˜k, ψk,Ω(A
0
k+1,Ω+)) are the restrictions of E
(1)
k (X,A, Z˜k, ψk,Ω(A)) depending
on the indicated fields only in X, are analytic in A ∈ (1− e 12k )R˜k,Ω, |Z˜k| ≤ e
− 14 
k and satisfying
there with hk = e
− 14
k
‖E(1)k
(
X,A, Z˜k
)
‖hk ≤ O(1)e
1
4−5
k e
−κdM (X) (167)
The kernel is independent of the history Π+.
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2. B
(1)
k,Π+
(
X,A0k+1,Ω+ , Z˜k, ψk,Ω(A
0
k+1,Ω+)
)
are the restrictions of B
(1)
k,Π+
(
X,A, Z˜k, ψk,Ω(A)
)
de-
pending on the indicated fields in X, analytic in A ∈ (1− e 12k )R˜k,Ω, |Z˜k| ≤ e
− 14 
k and satisfying
there
‖B(1)k,Π+
(
X,A, Z˜k
)
‖hkIk ≤ O(1)e
1
4−5
k e
−κdM (X) (168)
Proof. A. We first consider E
(1)
k,Ω(A,Z,Ψk,Ω, ψk,Ω(A)) for A ∈ (1 − e
1
2
k )R˜k,Ω and Z in the domain
(160). It is the change in Sk,Ω(A,Ψk,Ω, ψk,Ω(A)) and we use the representation
Sk,Ω
(
A,Ψk,Ω, ψk,Ω(A)
)
=
〈
Ψ¯k,Ω, Dk,Ω(A)Ψk,Ω
〉
+
〈
Ψ¯k,Ω,b
(k)Qk,Ω(A)Sk,Ω(A)DAψΩc1
〉
+
〈
ψ¯Ωc1 ,DASk,Ω(A)Q
T
k,Ω(−A)b(k)Ψk,Ω
〉
+
〈
ψ¯Ωc1
(
(DA + m¯k)−DASk,Ω(A)DA
)
ψΩc1
〉 (169)
We suppose initially that the leading term
〈
Ψ¯k,Ω, Dk,Ω(A)Ψk,Ω
〉
is the only contribution. We
have Dk,Ω(A) = b
(k) −Mk,Ω(A) where
Mk,Ω(A) = b
(k)Qk,Ω(A)Sk,Ω(A)Q
T
k,Ω(−A)b(k) (170)
Then
E
(1)
k,Ω(A,Z,Ψk,Ω) =
〈
Ψ¯k,Ω,
(
Mk,Ω(A)−Mk,Ω(A+ Z)
)
Ψk,Ω
〉
(171)
In this first part of the proof we study Mk,Ω(A) and its variation. We will need an explicit
expression for Qk,Ω(A). On δΩj it is Qj(A) which is given for f,A on T−kN−k and y ∈ T−(k−j)N−k by
(Qj(A)f)(y) = L
−3j ∑
x∈Bj(y)
exp
(
iekL
−j(τjA)(y, x)
)
f(x) (172)
Here for a sequence x = x0, x1, . . . xj = y with xi ∈ B(xi+1)
(τjA)(y, x) =
j−1∑
i=0
(τA)(xi+1, xi) (173)
If j = k this is established for example in lemma 2 in [29]. For j < k it follows by scaling the result
for Qj(A) on T−jN−j down to T−kN−k. It follows that for h on T−(k−j)N−k and x ∈ T−kN−k
(QTj (−A)h)(x) = exp
(
− iekL−j(τjA)(y, x)
)
h(y) x ∈ Bj(y) (174)
Now consider the kernel Mk,Ω(A; y, y
′) =< δy,Mk,Ω(A)δy′ >. Here for y ∈ δΩ(j)j ⊂ T−(k−j)N−k and
we define δy(z) = L
3(k−j)δy,z. We also have for y ∈ δΩ(j)j and ∆y = Bj(y) the L−(k−j) cube centered
on y
QTk,Ω(−A)b(k)δy =bjLk−jQTj (−A)δy = bjL4(k−j)e−iσj1∆y
σj(x) =ekL
−j(τA)(y, x) x ∈ Bj(y)
(175)
This gives for y ∈ δΩ(j)j , y′ ∈ δΩ(j
′)
j′
Mk,Ω(A; y, y
′) = bjbj′L4(k−j)L4(k−j
′)
〈
eiσj1∆y , Sk,Ω(A)e
−iσj′1∆y′
〉
(176)
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To estimate this we use |L−j(τjA)(y, x)| ≤ 2‖A‖∞ so |σj | ≤ 2ek‖A‖∞. For A = A0 + A1 ∈ R˜k,Ω
only the complex part A1 contributes to Im σj . We have in δΩj that |A1| ≤ L 12 (k−j)e−
3
4 +
j and so
|Im σj | ≤ 2ek‖A1‖∞ ≤ 2ekL 12 (k−j)e−
3
4 +
j = 2e
1
4 +
j (177)
Hence |eiσj | = e−Im σj ≤ 2
Now estimate Sk,Ω(A) by (95) in [31] and obtain
|
〈
eiσj1∆y , Sk,Ω(A)e
−iσj′1∆y′
〉
| ≤‖eiσj1∆y‖1‖1∆ySk,Ω(A)e−iσj′1∆y′‖∞
≤CL−3(k−j)L−(k−j′)e−γdΩ(y,y′)
≤CL−2(k−j)L−2(k−j′)e−γdΩ(y,y′)
(178)
The last step follows from our freedom to switch powers of Lj and Lj
′
in the presence of the e−γdΩ(y,y
′).
Thus we have
|Mk,Ω(A; y, y′)| ≤ CL2(k−j)L2(k−j′)e−γdΩ(y,y′) (179)
We can completely localize in A by making a polymer expansion for Sk,Ω(A) as in lemma 9 in [31].
We have for A ∈ R˜k,Ω
Sk,Ω(A) =
∑
X∈Dk,Ω
Sˆk,Ω(X,A) (180)
Here the sum is over multiscale polymers Dk,Ω as defined in section II.G in [31]. The Sk,Ω(X,A) only
depend on A in X and satisfy the same bounds as Sk,Ω(A) but with an extra factor e
−(κˆ+1)|X|Ω where
|X|Ω is the number of cubes in X and κˆ = O(1) is as large as we like for M sufficiently large. This
generates an expansion Mk,Ω(A) =
∑
X∈Dk,Ω Mˆk,Ω(X,A) again with X ∈ Dk,Ω. The Mˆk,Ω(X,A)
only depend on A in X and have kernels Mˆk,Ω(X,A, y, y
′) as above with support in y, y′ ∈ X which
satisfy
|Mˆk,Ω(X,A; y, y′)| ≤ CL2(k−j)L2(k−j′)e−γdΩ(y,y′)e−(κˆ+1)|X|Ω (181)
Now 〈
Ψ¯k,Ω, Mˆk,Ω(A)Ψk,Ω
〉
=
∑
X
〈
Ψ¯k,Ω, Mˆk,Ω(X,A)Ψk,Ω
〉
(182)
where (with y ∈ δΩ(j)j abbreviated as y ∈ δΩj)〈
Ψ¯k,Ω, Mˆk,Ω(X,A)Ψk,Ω
〉
=
∑
j,y∈δΩj
∑
j′,y′∈δΩj′
Ψ¯k,Ω(y)L
−3(k−j)Mˆk,Ω(X,A; y, y′)L−3(k−j
′)Ψk,Ω(y
′)
(183)
The Ik supplies a factor Lk−j in δΩj for each field and so by (181)
‖
〈
Ψ¯k,Ω, Mˆk,Ω(X,A)Ψk,Ω
〉
‖CThkIk
≤1
2
(CThk)
2
∑
j,y∈δΩj
∑
j′,y′∈δΩj′
L−2(k−j)|Mk,Ω(X,A, y, y′)|L−2(k−j′)
≤C(CThk)2e−(κˆ+1)|X|Ω
∑
j,y∈δΩj∩X
∑
j′,y′∈δΩj′∩X
e−γdΩ(y,y
′)
≤CM3(CThk)2e−κˆ|X|Ω
(184)
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Here the sum over j′, y′ ∈ δΩj′j′ ∩X was bounded by a constant (see [6]) and the number of elements
in the sum over j, y ∈ δΩjj ∩X was identified as M3|X|Ω.
Now we can write
E
(1)
k,Ω =
∑
X∈Dk,Ω
E˜
(1)
k,Ω(X) (185)
where
E˜
(1)
k,Ω(X,A,Z,Ψk,Ω) =
〈
Ψ¯k,Ω,
(
Mˆk,Ω(X,A)− Mˆk,Ω(X,A+ Z)
)
Ψk,Ω
〉
(186)
B. At first we restrict ourselves in (185) to the sum over X ∈ Λk, in which case X ∈ Dk. In this case
we have Ψk,Ω = Ψk and Qk,Ω(A) = Qk(A) and Sk,Ω(X) = Sk(X). Therefore〈
Ψ¯k,Ω,Mk,Ω(X,A)Ψk,Ω
〉
=
〈
Ψ¯k,Mk(X,A),Ψk
〉
≡ b2k
〈
Ψ¯k, Qk(A)Sk(X,A)Q
T
k (−A)Ψk
〉
(187)
Since we assume Z is in the domain (160) we have tZ ∈ ekRk,Ω for complex t with |t| ≤ 12e
− 34 + 92 
k
(use e−1k ≤ e−1j for j ≤ k). Then A + tZ ∈ R˜k,Ω for such t and Mk(X,A + tZ) is analytic in such t.
Hence we can write
E˜
(1)
k,Ω(X,A,Z,Ψk,Ω) =
−1
2pii
∫
|t|= 12 e
− 3
4
+ 9
2

k
dt
t(t− 1)
〈
Ψ¯k,Mk(X,A+ tZ),Ψk
〉
(188)
Since |X|Ω = |X|M ≥ dM (X) the bound (184) gives (here Ik = 1)
‖
〈
Ψ¯k,Mk(X,A+ tZ),Ψk
〉
‖CThkIk ≤ CM3(CThk)2e−κˆdM (X) (189)
With hk = e
− 14
k and CM
3C2T e
1
2 
k ≤ 1 for ek sufficiently small this gives
‖E˜(1)k,Ω(X,A,Z)‖CThkIk ≤ CM3(CThk)2e
3
4− 92 
k e
−κˆdM (X) ≤ e 14−5k e−κˆdM (X) (190)
Now specialize to Z = Z•k,Π+ = Hk,Ω(CC
1
2 ,loc
k,Ω+Z˜k + g Hk,Π+) with Z˜k and Hk,Π+ = Hk,Π+(dA)
supported in Ωk+1. We seek to localize E˜
(1)
k,Ω(X,A,Z•k,Π+ ,Ψk) in Z˜k and dA (still for X ⊂ Ωk+1).
Accordingly we introduce weakening parameters sΩ = {s}∈pi′(Ω) , i.e.  ranges over 2L−(k−j)M
cubes in δΩj , and define
Z•k,Π+(s) = Hk,Ω(s)
(
CC
1
2 ,loc
k,Ω+(s)Z˜k + g Hk,Π+(s)
)
(191)
The definition of Hk,Ω(s) depends on random walk expansions and is discussed in [31]. The definition
of C
1
2 ,loc
k,Ω+(s) is discussed in section 3.7. The definition of Hk,Π+(s) is discussed in section 3.6. We
have Z•k,Π+(1) = Z•k,Π+ . Instead of (188) we consider E˜(1)k,Ω(X,A,Z•k,Π+(s),Ψk) which again satisfies
a bound (190).
Now in each variable  ∈ pi′(Ω) except those in X we interpolate between s = 1 and s = 0 with
the identity
f(s = 1) = f(s = 0) +
∫ 1
0
ds
∂f
∂s
(192)
Then we find ∑
X⊂Λk
E˜
(1)
k,Ω(X) =
∑
X⊂Λk,Y⊃X
E˘
(1)
k,Π+(X,Y ) (193)
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The sum over Y is a sum over unions of cubes  ∈ pi′(Ω) in Xc and
E˘
(1)
k,Π+(X,Y,A, Z˜k,Ψk) =
∫
dsY−X
∂
∂sY−X
[
E˜
(1)
k,Ω(X,A,Z•k,Π+(s),Ψk)
]
sY c=0,sX=1
(194)
With sY c = 0 only walks that stay in Y contribute so Z•k,Π+(s) = 0 on Y c, and if Y has connected
components {Yα} then
[Z•k,Π+(s)]Y =
⊕
[Z•k,Π+(sYα)]Yα (195)
However only the connected component containing X gives a non-zero contribution. So the sum in
(193) is restricted to connected Y satisfying Y ⊃ X, i.e. Y ∈ Dk,Ω. Also Y must intersect Ωk+1
else Y ⊂ Ωck+1 and [Hk,Ω(sY )]Y vanishes on functions with support in Ωk+1 like Z˜k,Hk,Π+(s). Now
E˘
(1)
k,Ω(X,Y,A, Z˜k,Ψk) only depends on the indicated fields in Y .
Note that if Y ⊂ Λk+1, then with sY c = 0 the random walk expansion for Hk,Ω(s) only involves
units in Λk+1 and hence agrees with the global Hk(s). The second term in (191) does not contribute
since Hk,Π+(s) is localized in Sk+1 ⊂ Λck+1. Hence in (194) we can replace Z•k,Π+(s) by Zk(s) =
Hk(s)CZ˜k. Then E˘(1)k,Π+(X,Y ) is independent of Π+.
Now E˜
(1)
k,Ω+(s,X) is analytic in |s| ≤ M
1
2 and satisfies a bound of the form (190) there. By
Cauchy inequalities each derivative introduces a factor M−
1
2 ≤ e−κˆ so we have
‖E˘(1)k,Ω+(X,Y,A, Z˜k)‖CThkIk ≤ e
1
4−5
k e
−κˆ|Y−X|Ωe−κˆdM (X) (196)
We do a partial resummation of (193). Let Y ′ = Y¯ ∈ Dk be the union of all M -cubes intersecting
Y ∈ Dk,Ω. We classify the terms in the sum by the Y ′ they determine∑
X⊂Λk
E˜
(1)
k,Ω(X) =
∑
Y ′∩Ωk+1 6=∅
E
(1),?
k,Π+(Y
′) (197)
where
E
(1),?
k,Π+(Y
′,A, Z˜k,Ψk) =
∑
X⊂Λk,Y⊃X,Y¯=Y ′
E˘
(1)
k,Π+(X,Y,A, Z˜k,Ψk) (198)
We have
‖E(1),?k,Π+(Y ′,A, Z˜k)‖CThkIk ≤ e
1
4−5
k
∑
X⊂Λk,Y⊃X,Y¯=Y ′
e−κˆ|Y−X|Ωe−κˆdM (X) (199)
But |Y −X|Ω ≥ |Y¯ −X|M and then
|Y¯ −X|M + dM (X) ≥ dM (Y ′) (200)
Thus we can extract a factor e−(κˆ−κ0)dM (Y
′). The sum over X can be relaxed to X ⊂ Y ′ and the
condition Y¯ = Y ′ dropped. Then
‖E(1),?k,Π+(Y ′,A, Z˜k)‖CThkIk ≤ e
1
4−5
k e
−(κˆ−κ0)dM (Y ′)
∑
X⊂Y ′
e−κ0dM (X)
∑
Y :Y⊃X
e−κ0|Y−X|Ω (201)
But by (33 )∑
Y :Y⊃X
e−κ0|Y−X|Ω ≤ O(1)|X|Ω = O(1)|X|M ≤ O(1)|Y ′|M ≤ O(1) exp(dM (Y ′) + 1) (202)
and ∑
X:X⊂Y ′
e−κ0dM (X) ≤ O(1)|Y ′|M ≤ O(1)(dM (Y ′) + 1) (203)
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These factors can be absorbed by the exponential and assuming κˆ− κ0 − 1 > κ
‖E(1),?k,Π+(Y ′,A, Z˜k)‖CThkIk ≤ O(1)e
1
4−5
k e
−(κˆ−κ0−1)dM (Y ′) ≤ O(1)e 14−5k e−κdM (Y
′) (204)
The identity Ψk,Ω = T
′
k,Ω(A)ψk,Ω(A) becomes on Λk ⊂ Ωk the identity Ψk = Tk(A)ψk,Ω(A). We
use it to define
E
(1)
k,Π+
(
Y ′,A, Z˜k, ψk,Ω(A)
)
= E
(1),?
k,Π+
(
Y ′,A, Z˜k, Tk(A)ψk,Ω(A)
)
(205)
Then since |T ′k(A)f | ≤ CT ‖f‖∞ we have
‖E(1)k,Π+(Y ′,A, Z˜k)‖hkIk ≤ ‖E
(1),?
k,Π+(Y
′,A, Z˜k)‖CThkIk ≤ O(1)e
1
4−5
k e
−κdM (Y ′) (206)
The sum (197) can now be split into terms with Y ′ ⊂ Λk+1 and terms with Y ′ ∩ Ωk+1 6= ∅ and
Y ′ ∩Λck+1 6= ∅. Since Λk+1 ⊂ Ωk+1 the latter condition is the same as Y ′ ∩ (Ωk+1−Λk+1) 6= ∅ and we
have ∑
Y ′∩Ωk+1 6=∅
E
(1)
k,Π+(Y
′) =
∑
Y ′⊂Λk+1
E
(1)
k,Π+(Y
′) +
∑
Y ′∩(Ωk+1−Λk+1)6=∅
E
(1)
k,Π+(Y
′) (207)
By our earlier remarks the terms in the first sum have kernels independent of Π+. This is the first
sum in the lemma and ‖ · ‖hkIk = ‖ · ‖hk in this case. The terms in the second sum are contributions
to B
(1)
k,Π+(Y
′).
C. Now consider terms in the sum (185) with the sum over X ∩Λck 6= ∅. The previous analysis can be
characterized as anchoring the expansion around X ⊂ Λk. If X is far from Λk this does not work so
well. We still would like to anchor around something in Λk or perhaps Ωk+1 which we accomplish by
”pre-localizing” following Balaban [13]. The following analysis works for any X but we only use it for
X ∩ Λck 6= ∅.
Instead of (188) we now take for X ∈ Dk,Ω
E˜
(1)
k,Ω(X,A,Z,Ψk,Ω) =
∫ 1
0
d
dt
〈
Ψ¯k,Ω,Mk,Ω(X,A+ tZ))Ψk,Ω
〉
dt
=
∫ 1
0
〈 ∂
∂A
[〈
Ψ¯k,Ω,Mk,Ω(X,A+ tZ)Ψk,Ω
〉 ]
,Z
〉
dt
(208)
We specialize to Z = Z•k,Π+ and use this as a basis for further localization. Note that because we are
taking A ∈ R˜k,Ω which involves derivatives of A, we cannot vary A(b) independently at one point and
so cannot use a Cauchy bound to bound the derivatives in A here.
Instead we introduce a sharp partition of unity χ(0) on T0N−k with support in M -cubes. Replace
Z•k,Π+ by a sum over 0 of
Z•k,Π+(0) = Hk,Ω10
(
CC
1
2 ,loc
k,Ω+Z˜k + g Hk,Π+
)
(209)
Then
E˜
(1)
k,Ω(X,A,Z•k,Π+ ,Ψk,Ω) =
∑
0∈Ωk+1
E˜
(1)
k,Ω
(
X,A,Z•k,Π+ ,Z•k,Π+(0),Ψk,Ω
)
(210)
29
where
E˜
(1)
k,Ω
(
X,A,Z•k,Π+ ,Z•k,Π+(0),Ψk,Ω
)
=
∫ 1
0
dt
〈 ∂
∂A
[〈
Ψ¯k,Ω, Mˆk,Ω(X,A+ t Z•k,Π+)Ψk,Ω
〉 ]
,Z•k,Π+(0)
〉
=
∫ 1
0
dt
∂
∂u
[〈
Ψ¯k,Ω, Mˆk,Ω
(
X,A+ t Z•k,Π+ + uZ•k,Π+(0)
)
Ψk,Ω
〉]
u=0
=
∫ 1
0
dt
1
2pii
∫
|u|= 14 e
− 3
4
+5
k
du
u2
〈
Ψ¯k,Ω, Mˆk,Ω
(
X,A+ t Z•k,Π+ + uZ•k,Π+(0)
)
Ψk,Ω
〉
(211)
As before Z•k,Π+(0) is in the domain (160). Hence 14e
− 34 + 92 
k Z•k,Π+(0) ∈ 12ekR˜k,Ω. The Z•k,Π+ is
even smaller. Thus for 0 ≤ t ≤ 1 and |u| ≤ 14e
− 34 + 92 
k we have t Z•k,Π+ + uZ•k,Π+(0) ∈ ekRk,Ω. The
integrand in (211) is analytic in u and the representation holds.
We again seek to localize in Z˜k, dA. Accordingly we introduce weakening parameters sΩ =
{s}∈pi′(Ω) and replace Z•k,Π+ by Z•k,Π+(s) as in (191), and we replace Z•k,Π+(0) by
Z•k,Π+(s,0) = Hk,Ω(s)10
(
CC
1
2 ,loc
k,Ω+(s)Z˜k + g Hk,Π+(s)
)
(212)
This again satisfies the bound (190) :
‖E˜(1)k,Ω
(
X,A,Z•k,Π+(s),Z•k,Π+(s,0),Ψk,Ω
)
‖CThkIk ≤ e
1
4−5
k e
−κˆ|X|Ω (213)
Now we expand around 0 ⊂ Ωk+1. In each variable  ∈ pi′(Ω) except 0 we interpolate between
s = 1 and s = 0 and find
E˜
(1)
k,Ω
(
X;A,Z•k,Π+ ,Z•k,Π+(0),Ψk,Ω
)
=
∑
Y⊃0
E˘
(1)
k,Π+(X,Y,0,A, Z˜k,Ψk,Ω) (214)
where the sum is over multiscale polymers Y ∈ Dk,Ω, and where
E˘
(1)
k,Π+
(
X,Y,0,A, Z˜k,Ψk,Ω
)
=
∫
dsY−0
∂
∂sY−0
[
E˜
(1)
k,Ω
(
X,A,Z•k,Π+(s),Z•k,Π+(s,0),Ψk,Ω
)]
sY c=0,s0=1
(215)
This vanishes unless X ∩ Y 6= ∅. The E˘(1)k,Π+(X,Y,0) only depend on the indicated fields in X ∪ Y .
Furthermore E˜
(1)
k,Ω
(
X,A,Z•k,Π+(s),Z•k,Π+(s,0),Ψk,Ω
)
is analytic in |s| ≤ M 12 and satisfies the
bound (213) there. Again by Cauchy inequalities each derivative introduces a factor M−
1
2 ≤ e−κˆ so
we have
‖E˘(1)k,Π+(X,Y,0;A, Z˜k)‖CThkIk ≤ e
1
4−5
k e
−κˆ|Y−0|Ωe−κˆ|X|Ω (216)
At this point we have for X,Y ∈ Dk,Ω∑
X∩Λck 6=∅
E˜
(1)
k,Ω(X) =
∑
X∩Λck 6=∅
∑
0∈Ωk+1
∑
Y⊃0, Y ∩X 6=∅
E˘
(1)
k,Π+
(
X,Y,0;A, Z˜k,Ψk,Ω
)
(217)
We do a partial resummation here. Let Y + = X ∪ Y ∈ Dk,Ω. Then (217) can be written∑
0⊂Ωk+1
∑
Y +
E
(1),+
k,Π+(Y
+,0) (218)
30
where
E
(1),+
k,Π+(Y
+,0;A, Z˜k,Ψk,Ω) =
∑
X∪Y=Y +,X∩Y 6=∅
1Y⊃0 1X∩Λck 6=∅ E˘
(1)
k,Π+
(
X,Y ;A, Z˜k,Ψk,Ω
)
(219)
vanishes unless Y + ⊃ 0 and Y + ∩ Λck 6= ∅. With |Y −0|Ω = |Y |Ω + 1 we have the estimate
‖E(1),+k,Π+(Y +,0,A, Z˜k)‖CThkIk ≤ O(1)e
1
4−5
k
∑
X,Y :X∪Y=Y +,X∩Y 6=∅
1Y⊃0e
−κˆ|Y |Ωe−κˆ|X|Ω (220)
But |Y |Ω + |X|Ω ≥ |Y +|Ω so we can extract a factor e−(κˆ−κ0)|Y +|Ω . Relaxing the remaining sums we
have
‖E(1),+k,Π+(Y +,0,A, Z˜k)‖CThkIk ≤ O(1)e
1
4−5
k e
−(κˆ−κ0)|Y +|Ω
∑
Y⊃0
e−κ0|Y |Ω
∑
X⊂Y +
e−κ0|X|Ω (221)
The sum over Y is bounded by one (see Appendix in [26]). The sum over X is bounded by |Y +|Ω
which is absorbed by the exponential. Thus
‖E(1),+k,Π+(Y +,0,A, Z˜k)‖CThkIk ≤ O(1)e
1
4−5
k e
−(κˆ−κ0−1)|Y +|Ω (222)
Now we do another partial resummation. Let Y ′ = Y¯ + be the smallest element of Dk containing
Y +. Then we have ∑
X∩Λck 6=∅
E˜
(1)
k,Ω(X) =
∑
Y ′∈Dk
E
(1),?
k,Π+(Y
′) (223)
where
E
(1),?
k,Π+(Y
′,A, Z˜k,Ψk,Ω) =
∑
Y¯ +=Y ′
∑
0⊂(Y ∩Ωk+1)
E
(1),+
k,Π+(Y
+,0;A, Z˜k,Ψk,Ω) (224)
This vanishes unless Y ′ ∩Ωk+1 6= ∅ and Y ′ ∩ Λck 6= ∅. We have |Y +|Ω ≥ |Y¯ +|M = |Y ′|M ≥ dM (Y ′) so
we can extract a factor e−(κ+1)dM (Y
′). Relaxing the remaining sums we have
‖E(1),?k,Π+(Y ′,A, Z˜k)‖CThkIk ≤ O(1)e
1
4−5
k e
−(κ+1)dM (Y ′)
∑
0⊂(Y ′∩Ωk+1)
∑
Y +⊃0
e−(κˆ−κ−κ0−2)|Y
+|Ω (225)
For κˆ large enough the sum over Y + gives one. The sum over 0 gives |Y ′ ∩ Ωk+1|M ≤ |Y ′|M ≤
O(1)(dM (Y ′) + 1) which can be absorbed by the exponential. Thus
‖E(1),?k,Π+(Y ′,A, Z˜k)‖CThkIk ≤ O(1)e
1
4−5
k e
−κdM (Y ′) (226)
Finally express Ψk in terms of ψk,Ω(A) Ψk,Ω(A) = T
′
k,Ω(A)ψk,Ω(A) defining
E
(1)
k,Π+
(
Y ′,A, Z˜k, ψk,Ω(A)
)
= E
(1),?
k,Π+
(
Y ′,A, Z˜k, T ′k,Ω(A)ψk,Ω(A)
)
(227)
Again since ‖T ′k,Ω(A)f‖ ≤ CT ‖f‖∞ we have
‖E(1)k,Π+(Y ′,A, Z˜k)‖hkIk ≤ ‖E
(1),?
k,Π+(Y
′,A, Z˜k)‖CThkIk ≤ O(1)e
1
4−5
k e
−κdM (Y ′) (228)
Now (223) is written
∑
Y ′ E
(1)
k,Π+(Y
′). These are contributions to
∑
Y ′ B
(1)
k,Π+(Y
′). Note also that
Y ′ ∩ Ωk+1 6= ∅ and Y ′ ∩ Λck 6= ∅ imply Y ′ ∩ (Ωk+1 − Λk+1) 6= ∅.
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D. Finally we discuss the omitted terms in (169). Another contribution to (169) is the expression
< Ψ¯k,Ω, Nk,Ω(A)ψΩc1 > where
Nk,Ω(A) = b
(k)Qk,Ω(A)Sk,Ω(A)DA (229)
with kernel Nk,Ω(A; y, y
′) =< δy, Nk,Ω(A)δy′ >. For y ∈ δΩj we have as before QTk,Ω(−A)b(k)δy =
bjL
4(k−j)e−iσj1∆y . For y
′ ∈ Ωc1 we have from the definition of DA with η = L−k
(DAδy′)(x) = L
4kfy′(x) = L
4k

1
2 (1± γµ)eiekηA(y
′,x) x = y′ ∓ ηeµ
1 x = y′
0 otherwise
(230)
which we write as
DAδy′ = L
4k
∑
|x′−y′|≤η
fy′ 1∆x′ (231)
where 1∆x′ selects the single point x
′. So for y ∈ δΩ(j)j and y′ ∈ Ωc1
Nk,Ω(A; y, y
′) = bjL4(k−j)L4k
∑
|x′−y′|≤η
〈
eiσj1∆y , Sk,Ω(A)fy′1∆x′
〉
(232)
The A dependence in fy′ comes from expression exp(iekηA(b)) where b crosses from Ω
c
1 to Ω1. On
such a bond we have |Im A(b)| ≤ Lke− 34 +k and so | exp(iekL−kA(b))| ≤ exp(e
1
4 +
k ) ≤ 2. We then have
|fy′ | ≤ O(1). This gives the estimate as in (178)
|
〈
eiσj1∆y , Sk,Ω(A)fy′1∆x′
〉
| ≤‖eiσj1∆y‖1‖1∆ySk,Ω(A)fy′1∆y′‖∞
≤CL−3(k−j)L−ke−γdΩ(y,y′)
≤CL−2(k−j)L−2ke−γdΩ(y,y′)
(233)
Then we have just as for Mk,Ω(A; y, y
′) with j′ = 0
|Nk,Ω(A; y, y′)| ≤ CL2(k−j)L2ke−γdΩ(y,y′) (234)
The rest of the analysis goes as before. We have a polymer expansion Nk,Ω =
∑
X Nk,Ω(X) where
now X must intersect Ωc1. The Nk,Ω(X) satisfy an estimate like (184). Continuing as in (B.), (C.)
we end with contributions to B
(1)
k,Ω(Y
′) where now Y ′ must intersect Ωk+1 and Ωc1. These terms are
very small (except in the first step).
The other terms in (169) are treated similarly, except < ψ¯Ωc1 , (DA + m¯)ψΩc1 > which anyway does
not contribute when we vary A in Ω1. This completes the proof.
Lemma 8.
E
(2)
k,Ω
(
Λk,A
0
k+1,Ω+ ,Z•k,Π+ , ψ#k,Ω(A0k+1,Ω+),Ψk,Ω
)
=
∑
X⊂Λk+1
E
(2)
k
(
X,A0k+1,Ω+ , Z˜k, ψ
#
k,Ω(A
0
k+1,Ω+)
)
+
∑
X∩(Ωk+1−Λk+1)6=∅
B
(2)
k,Π+
(
X,A0k+1,Ω+ , Z˜k, ψ
#
k,Ω(A
0
k+1,Ω+)
) (235)
where the sums are over X ∈ Dk and
32
1. E
(2)
k (X,A
0
k+1,Ω+ , Z˜k, ψ
#
k,Ω(A
0
k+1,Ω+)) are the restrictions of E
(2)
k (X,A, Z˜k, ψ
#
k,Ω(A)) depending
on the indicated fields only in X, are analytic in A ∈ (1−ek)R˜k,Ω, |Z˜k| ≤ e
− 14 
k and satisfy there
‖E(2)k
(
X,A, Z˜k
)
‖ 1
2 hk
≤ O(1)e 34−7k e−(κ−κ0−1)dM (X) (236)
The kernel is independent of the the history Π+
2. B
(2)
k,Π+
(
X,A0k+1,Ω+ , Z˜k, ψ
#
k,Ω(A
0
k+1,Ω+)
)
are the restrictions of B
(2)
k,Π+
(
X,A, Z˜k, ψ
#
k,Ω(A)
)
de-
pending on the indicated fields in X, analytic in A ∈ (1 − ek)R˜k, |Z˜k| ≤ e
− 14 
k and satisfying
there
‖B(2)k,Π+
(
X,A, Z˜k
)
‖ 1
2 hkI
#
k
≤ O(1)e 34−7k e−(κ−κ0−1)dM (X) (237)
Remark. In the same way we have the splitting of E(3)(Λk) which in an abbreviated notation is
E
(3)
k,Ω(Λk) =
∑
X⊂Λk+1
E
(3)
k (X) +
∑
X∩(Ωk+1−Λk+1)6=∅
B
(3)
k,Π+(X) (238)
and there are similar bounds on E
(3)
k (X) and B
(3)
k,Π+(X).
Proof. We first study the operators ψ#k,Ω(A) = (ψk,Ω(A), δα,Aψk,Ω(A)) and J#k,Ω(A,Z)Ψk,Ω ≡
ψ#k,Ω(A+ Z)− ψ#k,Ω(A) in the domain (160). Since ψk,Ω(A) = Hk,Ω(A)Ψk we have
J#k,Ω(A)Ψk,Ω ≡
(
Jk,Ω(A,Z)Ψk,Ω, J (α)k,Ω(A,Z)Ψk,Ω
)
(239)
where
Jk,Ω(A,Z)Ψk,Ω =
(
Hk,Ω(A+ Z)−Hk,Ω(A)
)
Ψk,Ω
J (α)k,Ω(A,Z)Ψk,Ω =
(
δα,A+ZHk,Ω(A+ Z)− δα,AHk,Ω(A)
)
Ψk,Ω
(240)
As before if we take complex |t| ≤ 12e
− 34 + 92 
k then tZ ∈ ekRk, hence A + tZ is in R˜k and hence well
within the analyticity domain of t→ Hk,Ω(A+ tZ). Thus we can write(
Hk,Ω(A+ Z)−Hk,Ω(A)
)
f =
1
2pii
∫
|t|= 12 e
− 3
4
+ 9
2

k
dt
t(t− 1)Hk,Ω(A+ tZ)f (241)
and similarly for the Holder derivative. Using the bounds (147) from [31] on Hk,Ω(A) we get for
f = {fj,δΩj} on δΩj
L−(k−j)|Jk,Ω(A,Z)f |, L−(1+α)(k−j)|J (α)k,Ω(A,Z)f | ≤ Ce
3
4− 92 
k sup
j′
L−(k−j
′)‖f‖∞,δΩj′ (242)
Define
I#k = (Ik, I
′
k) = (L
k−j , L(1+α)(k−j)) on δΩj (243)
Then replacing f by Ikf = {Lk−jfj,δΩj} (242) can be written
|J#k,Ω(A,Z)Ikf | ≤ C I#k e
3
4− 92 
k ‖f‖∞ (244)
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Now consider first E
(2)
kΩ(Λk,A,Z, ψk,Ω(A),Ψk,Ω) on the domain (160). We write E(2)(Λk) =∑
X⊂Λk E˜
(2)
k,Ω(X) where
E˜
(2)
k,Ω
(
X,A,Z, ψ#k,Ω(A),Ψk,Ω
)
= E′k
(
X,A+ Z, ψ#k,Ω(A+ Z)
)
− E′k
(
X,A, ψ#k,Ω(A)
)
= E′k
(
X,A+ Z, ψ#k,Ω(A) + J#k,Ω(A,Z)Ψk,Ω)
)
− E′k
(
X,A, ψ#k,Ω(A)
)
=
1
2pii
∫
|t|=e−
3
4
+6
k
dt
t(t− 1)E
′
k
(
X,A+ tZ, ψ#k,Ω(A) + tJ#k,Ω(A,Z)Ψk,Ω)
)
(245)
Let E(ψ#k,Ω(A),Ψk,Ω)) = E′k(X,A + tZ, ψ#k,Ω(A) + tJ#k,Ω(A,Z)Ψk,Ω) from the last line. For |t| =
e
− 34 +6
k we have by (244) |t| |J#k,ΩfIk| ≤ I#k Ce
3
2 
k ‖f‖∞ and so (see (A44) in [30] )
‖E‖ 1
2 hkI
#
k ,CThkIk
≤ ‖E′k(X,A+ tZ)‖ 1
2 hkI
#
k +(I
#
k Ce
3
2

k )(CThk)
≤ ‖E′k(X,A+ tZ)‖hkI#k ≤ O(1)e
1
4−7
k e
−κdM (X)
(246)
Here we used
(I#k Ce
3
2 
k )(CThk) ≤
1
2
ek(hk, hk)I
#
k ≤
1
2
hkI#k (247)
and the bound (45) on E′k (here with hkIk = hk). Then the representation (245) gives
‖E˜(2)k,Ω(X,A,Z)‖ 1
2 hkI
#
k ,CThkIk
≤ O(1)e1−13k e−κdM (X) (248)
Now we specialize to Z = Z•k,Π+ and further localize E˜(2)k,Ω(X,A,Z•k,Π+ , ψ#k,Ω(A),Ψk,Ω). Accord-
ingly we again introduce weakening parameters sΩ = {s}∈pi′(Ω) and replace Z•k,Π+ by Z•k,Π+(s)
as in (191). We also introduce weakening parameters Hk,Ω → Hk,Ω(s) in the fermion operators as
explained in [31] and define
J#k,Ω(s,A,Z)Ψk,Ω =
(
Jk,Ω(s,A,Z)Ψk,Ω, J (α)k,Ω(s,A,Z)Ψk,Ω
)
Jk,Ω(s,A,Z) =Hk,Ω(s,A+ Z)−Hk,Ω(s,A)
J (α)k,Ω(s,A,Z) =δα,A+ZHk,Ω(s,A+ Z)− δα,AHk,Ω(s,A)
(249)
Make these replacements in (245) and define
E˜
(2)
k,Π+
(
s,X,A, Z˜k, ψ
#
k,Ω(A),Ψk,Ω
)
=
1
2pii
∫
|t|=e−
3
4
+7
k
dt
t(t− 1)E
′
k
(
X,A+ tZ•k,Π+(s), ψ#k,Ω(A) + tJ#k,Ω(s,A,Z•k,Π+(s))Ψk,Ω
) (250)
which is not yet local in Z˜k. We can repeat the estimates above for complex |s| ≤ M− 12 and get
instead of (248)
‖E˜(2)k,Π+(s,X,A, Z˜k)‖ 12 hkI#k ,CThkIk ≤ O(1)e
1−13
k e
−κdM (X) (251)
Again in each variable s with  ∈ pi′(Ω) except those in X we interpolate between s = 1 and
s = 0 and find E
(2)
k,Ω(Λk) =
∑
X⊂Λk,Y⊃X E˘
(2)
k,Π+(X,Y ) where the sum is over Y ∈ Dk,Ω and
E˘
(2)
k,Π+(X,Y,A, Z˜k, ψ
#
k (A),Ψk,Ω)
=
∫
dsY−X
∂
∂sY−X
[
E˜
(2)
k,Π+(s,X,A, Z˜k, ψ
#
k,Ω(A),Ψk,Ω)
]
sY c=0,sX=1
(252)
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This depends on the indicated fields only in Y . Also Y must intersect Ωk+1 since if not [Zk,Π+(s)]Y = 0
then J#k,Ω(s,A, 0) = 0 and the integral (250) vanishes.
The rest of proof more or less follows the proof in part B of lemma 7. The differences are (i) we
have e
3
4−7
k instead of e
1
4−6
k (ii.) there is the extra explicit field ψ
#
k,Ω(A) (iii.) our decay starts with κ
rather than the larger κˆ. We estimate E˘
(2)
k,Π+(X,Y ) by Cauchy inequalities and find
‖E(2)k,Π+(X,Y )‖ 12 hkI#k ,CThkIk ≤ O(1)e
1−13
k e
−κˆ|Y−X|Ωe−κdM (X) (253)
We resum to Y ′ ∈ Dk and so E(2)k,Ω(Λk) =
∑
Y ′∩Ωk+1 6=∅E
(2),?
k,Π+(Y
′) where
E
(2),?
k,Π+(Y
′,A, Z˜k, ψ
#
k (A),Ψk,Ω) =
∑
X⊂Λk,Y⊃X,Y¯=Y ′
E˘
(2)
k,Π+(X,Y,A, Z˜k, ψ
#
k (A),Ψk,Ω) (254)
As in lemma 7
‖E(2),?k,Π+(Y ′,A, Z˜k)‖| 12 hkI#k ,CThkIk ≤ O(1)e
1−13
k e
−(κ−κ0−1)dM (Y ′) (255)
(The I#k is optional here since the function only depends on ψ
#
k (A) in X ⊂ Λk ⊂ Ωk.) Then we define
E
(2)
k,Π+
(
Y ′,A, Z˜k, ψ
#
k,Ω(A)
)
= E
(2),?
k,Π+
(
Y ′,A, Z˜k, ψ
#
k,Ω(A), Tk,Ω(A)ψk,Ω(A)
)
(256)
and since |T ′k,Ω(A)f | ≤ CT ‖f‖∞
‖E(2)k,Π+(Y ′,A, Z˜k)‖ 12 hkI#k ≤ ‖E
(2),?
k,Π+(Y
′,A, Z˜k)‖ 1
2 hkI
#
k ,CThkIk
≤O(1)e1−13k e−(κ−κ0−1)dM (Y
′) (257)
Finally we split the sum over Y ′ ∩Ωk+1 6= ∅ into Y ′ ⊂ Λk+1 and Y ′ ∩ (Ωk+1−Λk+1) 6= ∅ as before
to generate the leading term E
(2)
k (Y
′) independent of Π+ with the norm ‖ · ‖ 1
2 hkI
#
k
= ‖ · ‖ 1
2 hk
and the
boundary term B
(2)
k,Π+(Y
′). This completes the proof, indeed with a much better power of ek than
claimed.
Now we turn to the localization of the existing boundary terms. First define δBEk,Π by
BEk,Π(ψk,Ω(A+ Z•k,Π+)) = BEk,Π(ψk,Ω(A)) + δBEk,Π(A, Z˜k, ψk,Ω(A)) (258)
Lemma 9.
δBEk,Π
(
X,A0k+1,Ω+ , Z˜k, ψk,Ω(A
0
k+1,Ω+)
)
=
∑
X∈Dk,X#Λk
δBEk,Π+
(
X,A0k+1,Ω+ , Z˜k, ψk,Ω(A
0
k+1,Ω+)
)
(259)
The δBEk,Π+(X) are the restrictions of functions δB
E
k,Π+(X,A, Z˜k, ψk,Ω(A)) depending on the indicated
fields in X, analytic in A ∈ 12R˜k, |Z˜k| ≤ e
− 14 
k and satisfying there
‖δBEk,Π+(X,A, Z˜k)‖ 12hkIk ≤ O(1)e
1
4−5
k e
−(κ−κ0−1)dM (X) (260)
The proof follows the proof of lemma 8. The main difference is that our initial expansion δBEk,Π =∑
X δB˜
E
k,Π(X) is over X#Λk (that is X ∩ Λk 6= ∅, X ∩ Λck 6= ∅) rather than X ⊂ Λk.
Now consider Bk,Π =
∑
j B
(k)
j,Π. and define δB
(k)
j,Π by
B
(k)
j,Π
(
A+ Z, Zk,Π, ψ#k,Ω(A+ Z),Wk,Π
)
=B
(k)
j,Π
(
A, Zk,Π, ψ
#
k,Ω(A),Wk,Π
)
+ δB
(k)
j,Π
(
A,Z, Zk,Π, ψ#k,Ω(A),Ψk,Ω,Wk,Π
) (261)
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Lemma 10. For 1 ≤ j ≤ k
δB
(k)
j,Π
(
A0k+1,Ω+ ,Z•k,Π+ , Zk,Π, ψ#k,Ω(A0k+1,Ω+),Ψk,Ω,Wk,Π
)
=
∑
X∈Dk,X∩Ωk+1 6=∅,X∩Λcj 6=∅
δB
(k)
j,Π+(X,A
0
k+1,Ω+ , Zk,Π, Z˜k, ψ
#
k,Ω(A
0
k+1,Ω+),Wk,Π)
(262)
where the δB
(k)
j,Π+(X) are restrictions of functions δB
(k)
j,Π+(X,A, Zk,Π, Z˜k, ψ
#
k,Ω(A),Wk,Π) which de-
pend on the indicated fields only in X, are analytic in A ∈ (1 − ek)R˜k,Ω, , |Z˜k| ≤ e
− 14 
k and |Z˜j | ≤
L
1
2 (k−j) on Ωj+1 − Λj+1 and satisfy there
‖δB(k)j,Π+(X,A, Zk,Π, Z˜k)‖ 12 hkI#k ,LIk ≤ O(1)e
1
4−5
k e
−(k−j)e−(κ−κ0−2)dM (X) (263)
and so
‖
k∑
j=1
δB
(k)
j,Π(X)‖ 1
2 hkI
#
k ,LIk
≤ O(1)e 14−5k e−(κ−κ0−2)dM (X) (264)
Proof. For the proof drop the superscript k in B
(k)
j,Π. Also we suppress Zk,Π and Wk,Π from the
notation since they are spectators throughout the proof. The proof combines elements of the previous
two lemmas.
Now Bj,Π has a local expansion Bj,Π =
∑
X Bj,Π(X) and this generates the expansion
δBj,Π =
∑
X∈Dj ,X∩(Λj−1−Λj)6=∅
δB˜j,Π(X) (265)
where
δB˜j,Π
(
X,A,Z, ψ#k,Ω(A),Ψk,Ω
)
= Bj,Π
(
X,A+ Z, ψ#k,Ω(A+ Z)
)
−Bj,Π
(
X,A, ψ#k,Ω(A)
)
=
∫ 1
0
dt
d
dt
Bj,Π
(
X,A+ tZ, ψ#k,Ω(A+ tZ)
) (266)
Specialize to Z = Z•k,Π+ Now as in part (C.) of lemma 7 we evaluate the derivative as a derivative in
A gaining an expression with Z•k,Ω+ in a linear position. Replace this Z•k,Π+ by a sum over Z•k,Π+(0)
and identify the result as a derivative in a new parameter u which we express as a contour integral.
The effect is to replace tZ•k,Π+ by
Z(t, u) ≡ tZ•k,Π+ + uZ•k,Π+(0) (267)
and we have δB˜j,Π(X) =
∑
0⊂Ωk+1 δB˜j,Π+(X,0) where
δB˜j,Π+(X,0,A, Z˜k, ψ#k,Ω(A),Ψk,Ω)
=
∫ 1
0
dt
1
2pii
∫
|u|=e−
3
4
+ 9
2

k
du
u2
Bj,Π
(
X,A+ Z(t, u), ψ#k,Ω(A+ Z(t, u))
)
=
∫ 1
0
dt
1
2pii
∫
|u|=e−
3
4
+ 9
2

k
du
u2
Bj,Π
(
X,A+ Z(t, u), ψ#k,Ω(A) + J#k,Ω(A,Z(t, u))Ψk,Ω
) (268)
This is not local in A, Z˜k,Ψk,Ω. Note that for 0 ≤ t ≤ 1, |u| ≤ e−
3
4 +
9
2 
k we have as before that
Z(t, u) ∈ ekRk,Ω so we are within the domain of analyticity. In fact Z(t, u) ∈ 12ekRk,Ω is still true
and we can write
Hk,Ω(A+ Z(t, u))−Hk,Ω(A) = 1
2pii
∫
|z|=2
dz
z(z − 1)Hk,Ω(A+ zZ(t, u)) (269)
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As in (244) this leads to the bound |J#k,Ω(A,Z)Ikf | ≤ C I#k ‖f‖∞. Then from our assumed estimate
(41) on Bj,Π(X) we have as in (246)
‖Bj,Π
(
X,A+ Z(t, u), ψ#k,Ω(A) + J#k,Ω(A,Z(t, u))Ψk,Ω
)
‖ 1
2 hkI
#
k ,CT Ik,LIk
≤ ‖Bj,Π(X,A+ Z(t, u))‖ 1
2 hkI
#
k +CCT I
#
k , LIk
≤ ‖Bj,Π(X,A+ Z(t, u)‖hkI#k ,LIk ≤ O(1)e
1
4−8
k e
−κd
L−(k−j)M (X)
(270)
Here the weighting ( 12hjI
#
k , CT Ik, Ik) refers to ψ
#
k,Ω(A),Ψk,Ω,Wk,Π respectively and we used CCT I
#
k ≤
1
2hjI
#
k . Use this bound in (268) and find
‖δB˜j,Π+
(
X,0,A, Z˜k
)
‖ 1
2 hkI
#
k ,CT Ik,LIk
≤ O(1)e1− 72 k e−κdL−(k−j)M (X) (271)
We need to localize this in A, Z˜k,Ψk. As in lemma 7 we replace the fields Z•k,Π+ ,Z•k,Π+(0) by the
weakened version Z•k,Π+(s),Z•k,Π+(s,0), replace Z(t, u) by a weakened version Z(s, t, u), and replace
Jk,Ω(A,Z(t, u)) by Jk,Ω(s,A,Z(s, t, u)). This yields instead of (268)
δB˜j,Π+(s,X,0,A, Z˜k, ψ#k,Ω(A),Ψk,Ω)
=
∫ 1
0
dt
1
2pii
∫
|u|=e−
3
4
+ 9
2

k
du
u2
Bj,Π
(
X,A+ Z(s, t, u), ψ#k,Ω(A) + J#k,Ω(A,Z(s, t, u))Ψk,Ω
) (272)
This still satisfies a bound of the form (270) even for |s| ≤M− 12 . Now expand around s = 1 outside
the fixed cube 0. Then δB˜j,Π+(X,0) =
∑
Y⊃0 δB˘j,Π+(X,Y,0) with the sum over Y ∈ Dk,Ω and
δB˘j,Π+(X,Y,0) =
∫
dsY−0
∂
∂sY−0
[
δB˜j,Π+(s,X,0)
]
sY c=0,s0=1
(273)
Now δB˘j,Π+(X,Y,0) = δB˘j,Π+
(
X,Y,0,A, Z˜k, ψ#k,Ω(A),Ψk,Ω
)
depends on the indicated fields only
in X ∪ Y . Furthermore we must have X ∩ Y 6= ∅. Each derivative gives a factor M− 12 ≤ e−κˆ and we
have
‖δB˘j,Π+(X,Y,0,A, Z˜k)‖ 1
2 hkI
#
k ,CT Ik,LIk
≤ O(1)e1− 72 k e−κˆ|Y |Ωe−κdL−(k−j)M (X) (274)
At this point we have
δBj,Π =
∑
X∈Dj ,X∩(Λj−1−Λj) 6=∅
∑
0⊂Ωk+1
∑
Y⊃0,X∩Y 6=∅
δB˘j,Π+(X,Y,0) (275)
Next let Y¯ be the smallest element of Dk containing Y . We classify the terms in the last sum by the
Y ′ ≡ Y¯ ∪ X¯ they generate. Then
δBj,Π =
∑
0⊂Ωk+1
∑
Y ′⊃0
δB?j,Π+(Y
′,0) (276)
where
δB?j,Π+(Y
′,0) =
∑
X¯∪Y¯=Y ′,X∩Y 6=∅
1Y⊃0 1X∩(Λj−1−Λj)6=∅ δB˘j,Π+(X,Y,0) (277)
and this vanishes unless Y ′ ∩ Ωk+1 6= ∅ and Y ′ ∩ (Ωj − Λj) 6= ∅. We have the estimate
‖δB?j,Π+(Y ′,0,A, Z˜k)‖ 1
2 hkI
#
k ,CT Ik,LIk
≤ O(1)e1− 72 k
∑
X¯∪Y¯=Y ′,X∩Y 6=∅
1Y⊃01X∩(Λj−1−Λj)6=∅ e
−κˆ|Y |Ωe−κdL−(k−j)M (X) (278)
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Next note that dL−(k−j)M (X) ≥ Lk−jdM (X¯) ≥ dM (X¯) and so
|Y |Ω + dL−(k−j)M (X) ≥ |Y¯ |M + dM (X¯) ≥ dM (Y ′) (279)
Hence we can extract a factor e−(κ−κ0−1)dM (Y
′) leaving decay factors e−(κˆ−κ0−1)|Y |Ω ≤ e−(κ0+2)|Y |Ω
and e−(κ0+1)dL−(k−j)M (X). Also since X ∩ Y 6= ∅ there must be an L−(k−i)M cube  in some δΩi in
both of them (j ≤ i ≤ k). This means we can replace the restriction X ∩ Y 6= ∅ by conditions X ⊃ 
and Y ⊃  if we also sum over i and  ⊂ δΩi. Also drop the condition Y ′ = Y¯ ∪ X¯ and we have
‖δB?j,Π+(Y ′,0,A, Z˜k)‖ 1
2 hkI
#
k ,CT Ik,LIk
≤ O(1)e1− 72 k e−(κ−κ0−1)dM (Y
′)
k∑
i=j
∑
⊂δΩi
∑
Y⊃,Y⊃0
e−(κ0+2)|Y |Ω
∑
X⊃,X∩(Λj−1−Λj)6=∅
e−(κ0+1)dL−(k−j)M (X)
(280)
We estimate the sum over X. If i = j then this is O(1) by a standard estimate. If i > j then
Λcj ⊂ Λci−1. and since X has points in both Λcj and Ωi
diam (X) ≥ d(Λcj ,Ωi) ≥ d(Λci−1,Ωi) ≥ 5L−(k−i)M (281)
On the other hand
L−(k−j)MdL−(k−j)M (X) + 2L
−(k−j)M ≥ diam (X) (282)
These combine to give
dL−(k−j)M (X) + 2 ≥M−1Lk−j diam (X) ≥ 5L(i−j)) (283)
hence we can extract a factor e−5L
(i−j)
from the exponential e−(κ0+1)dL−(k−j)M (X). Now drop the
condition X ∩ (Λj−1 − Λj) 6= ∅ and estimate.∑
X⊃
e−κ0dL−(k−j)M (X) ≤ O(1)||L−jM = O(1)L3(i−j) (284)
Now use L3(i−j)e−5L
(i−j) ≤ e−L(i−j) ≤ e−(i−j) and obtain
‖δB?j,Π+(Y ′,0,A, Z˜k)‖ 1
2 hkI
#
k ,CT Ik,LIk
≤ O(1)e1− 72 k e−(κ−κ0−1)dM (Y
′)
k∑
i=j
e−(i−j)
∑
⊂δΩi
∑
Y⊃,Y⊃0
e−(κ0+2)|Y |Ω
(285)
Note that since Y intersects δΩi and Ωk+1 it must have at least (k− i) cubes and we use e−|Y |Ω ≤
e−(k−i). Then identify e−(k−i)e−(i−j) = e−(k−j) which comes outside the sum over i. Next bring the
sum over i, inside the sum over Y where it becomes a sum over  ⊂ (Y ∩ δΩi) But
k∑
i=j
∑
⊂(Y ∩δΩi)
=
k∑
i=j
|Y ∩ δΩi|L−(k−i)M ≤ |Y |Ω (286)
and this can be absorbed by a factor e−|Y |Ω . The sum over Y is estimated by
∑
Y⊃0 e
−κ0|Y |Ω ≤ O(1)
and we have
‖δB?j,Π+(Y ′,0,A, Z˜k)‖ 1
2 hkI
#
k ,CT Ik,LIk
≤ O(1)e1− 72 k e−(k−j)e−(κ−κ0−1)dM (Y
′) (287)
Now (275) can be written δB?j,Π =
∑
Y ′ δB
?
j,Π+(Y
′) where
δB?j,Π+(Y
′) =
∑
0⊂(Y ′∩Ωk+1)
δB?j,Π+(Y
′,0) (288)
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The sum over 0 is bounded by |Y ′ ∩ Ωk+1|M ≤ |Y ′|M ≤ O(1)(dM (Y ′) + 1) and can be absorbed by
the exponential and we have
‖δB?j,Π+(Y ′,A, Z˜k)‖ 1
2 hkI
#
k ,CT Ik,LIk
≤ O(1)e1− 72 k e−(k−j)e−(κ−κ0−2)dM (Y
′) (289)
Finally we make the change Ψk,Ω → ψk,Ω(A) as before defining
δBj,Π+
(
Y ′,A, Z˜k, ψ
#
k,Ω(A)
)
= δB?k,Π+
(
Y ′,A, Z˜k, ψ
#
k,Ω(A), Tk,Ω(A)ψk,Ω(A)
)
(290)
and then
‖δBj,Π+(Y ′)‖ 1
2 hkI
#
k ,LIk
≤ ‖δB?k,Π+(Y ′)‖ 1
2 hkI
#
k ,CT Ik,LIk
≤ O(1)e1− 72 k e−(k−j)e−(κ−κ0−2)dM (Y
′) (291)
This the desired bound, indeed with a higher power of ek.
Next we study the tiny terms R
(≤3)
k,Π+ = R
(1)
k,Π+ +R
(2)
k,Ω+ +R
(3)
k,Ω+
Lemma 11.
1. R
(1)
k,Π+ =
∑
X∩(Ωk+1−Λk+1)6=∅R
(1)
k,Π+(X) where R
(1)
k,Π+(X,A
0
k+1,Ω+ , Z˜k) is the restriction of a func-
tion R
(1)
k,Π+(X,A, Z˜k) analytic in A ∈ 12R˜k,Ω, |Z˜k| ≤ e
− 12 
k and satisfies
|R(1)k,Π+(X)| ≤ Ce−rke−κdM (X) (292)
2. R
(2)
k,Ω+ =
∑
X∩Ωk+1 6=∅R
(2)
k,Ω+(X) where R
(2)
k,Ω+(X, Z˜k) is analytic in |Z˜k| ≤ e
− 12 
k and satisfies
|R(2)k,Ω+(X)| ≤ Ce−rke−κdM (X) (293)
If X ⊂ Λk+1 then R(2)k,Ω+(X) ≡ R
(2)
k (X) is independent of Ω
+.
3. R
(3)
k,Ω+ =
∑
0⊂Ωk+1 R
(3)
k,Ω+(0) where for M -cubes 0: |R
(3)
k,Ω+(0)| ≤ Ce−rk
Proof. Start with R
(2)
k,Ω+ which by (145) is given by
R
(2)
k,Ω+ =
〈
C
1
2
k,Ω+Z˜k, ∆˜k,Ω+δC
1
2
k,Ω+Z˜k
〉
+
1
2
〈
δC
1
2
k,Ω+Z˜k, ∆˜k,Ω+δC
1
2
k,Ω+Z˜k
〉
(294)
The first term can be written with Zk,Ω+ = Hk,ΩCC
1
2
k,Ω+Z˜k and Z ′k,Ω+ = Hk,ΩCδC
1
2
k,Ω+Z˜k as〈
dZk,Ω+ , dZ ′k,Ω+
〉
=
∑
0⊂Ωk+1
〈
dZk,Ω+(0), dZ ′k,Ω+
〉
(295)
Here we have localized by introducing dZk,Ω+(0) = Hk,Ω10CC
1
2
k,Ω+Z˜k. As in lemma 7 we use
random walk expansions to introduce weakened versions Zk,Ω+(s,0),Z ′k,Ω+(s) and expand around
s = 1 in c0. Following lemma 7 we find (295) can be written∑
0Ωk+1
∑
X⊃0
R′k,Ω+(X,0) =
∑
X∩Ωk+1 6=0
R′k,Ω+(X) (296)
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Then R′k,Ω+(X) only depends on Z˜k in X and satisfies the announced bound with δC
1
2
k,Ω+ supplying
the tiny factor e−rk by (143). Similarly the second term 12‖dZ ′k,Ω+‖2 in (294) has a polymer expansion
with R′′k,Ω+(X). The result follows with R
(2) = R′ +R′′. If X ⊂ Λk+1 then only random walks which
stay inside Λk+1 contribute. These are independent of the history so R
(2)
k,Ω+(X) is independent of Ω
+.
The term R
(1)
k,Π+ defined just below (125) is given by
R
(1)
k,Π+ =
〈
CC
1
2
k,Ω+Z˜k,∆k,Ω+ gHk,Π+
〉
+
1
2
〈
gHk,Π+ , ∆k,Ω+ gHk,Π+
〉
=
〈
dZk,Ω, dHk,Ω gHk,Π+
〉
+
1
2
〈
dHk,Ω gHk,Π+ , dHk,Ω gHk,Π+
〉 (297)
This is treated in the same way as R
(2)
k,Ω+ starting by replacing Hk,Π+ by
∑
0⊂Sk+1 10Hk,Π+ . The
Hk,Π+ supplies the tiny factor e
−rk . We end with a sum over X ∩ Sk+1 6= ∅ which is included in the
restriction X ∩ (Ωk+1 − Λk+1) 6= ∅
Finally consider R
(3)
k,Ω+which by (146) is given by
R
(3)
k,Ω+ = log det
(
C
1
2 ,loc
k,Ω+C
− 12
k,Ω+
)
= log det
(
I − δC 12k,Ω+C
− 12
k,Ω+
)
= −
∞∑
n=1
1
n
tr (δC
1
2
k,Ω+C
− 12
k,Ω+)
n (298)
We can write this as R
(3)
k,Ω+ =
∑
0⊂Ωk+1 R
(3)
k,Ω+(0) where
R
(3)
k,Ω+(0) = −
∞∑
n=1
1
n
tr
(
10(δC
1
2
k,Ω+C
− 12
k,Ω+)
n
)
(299)
Now C
− 12
k,Ω+ = (C
T [∆k,Ω]Ωk+1C)C
1
2
k,Ω+ has exponential decay since both factors have exponential decay.
The same is true for (δC
1
2
k,Ω+C
− 12
k,Ω+)
n and it supplies a factor (e−rk)n. Thus the series converges and
we get the bound |R(3)k,Ω+(0)| ≤ Ce−rk .
Summary: We collect all the changes. For i = 1, 2, 3 write R(i) = R(i)a +R(i)b. The first term is the
sum over X ⊂ Λk+1 and the second term is the rest, so R(1)ak,Π+ = 0. Then define
E
(≤3)
k (Λk+1) =
3∑
α=1
E
(α)
k (Λk+1) +R
(2)a
k (300)
Then E
(≤3)
k (Λk+1) =
∑
X⊂Λk+1 E
(≤3)
k (X) and E
(≤3)
k (X) is analytic in A ∈ 12R˜k, |Z˜k| ≤ e
− 14 
k and
satisfies there
‖E(≤3)k (X,A, Z˜k)‖ 12 hk ≤ O(1)e
1
4−5
k e
−(κ−κ0−1)dM (X) (301)
We collect all the new boundary terms and get an expression which will eventually contribute to
Bk+1,Π+ . These are B
•
k,Π+ = B
•
k,Π+(A, Zk,Π, Z˜k, ψ
#
k,Ω(A),Wk,Π) given by
B•k,Π+ = B
E
k,Π+ + δB
E
k,Π+ +
3∑
α=1
B
(α)
k,Π+ +
k∑
j=1
δB
(k)
j,Π+ +R
(≤3)b
k,Π+ (302)
We then have B•k,Π+ =
∑
X B
•
k,Π+(X) where the sum is over X ∈ Dk such that X ∩ (Ωk+1−Λk+1) 6=
∅. A bound on B•k,Π+(X) follows from the bounds of lemmas 7, 8, 9, 10, and also from lemma
40
11 where we use that Ce−rk is smaller than any power of ek. The B•k,Π+(X) are are analytic in
A ∈ 12R˜k, |Zj,Ωj+1−Λj+1 | ≤ L
1
2 (k−j), |Z˜k| ≤ e−
1
2 
k and satisfy there
‖B•k,Π+(X,A, Zk,Π, Z˜k)‖ 1
2 hkI
#
k ,LIk
≤ O(1)e 14−5k e−(κ−κ0−2)dM (X) (303)
Now (158) becomes
ρ˜k+1(Ak+1,Ψk+1) =
∑
Π+
Z′k,Ω(0))Z
′
k,Ω δZk,Ω+∫
Dm0k+1,Ω+(A)Dm
0
k+1,Π+(Z) Dmk,Ω(Ψ)Dmk,Π(W ) DΨk dµI,Λk+1(Z˜k)
δG
(
Ψk+1 −Q(A)Ψk
)
C0k+1,Π+χ0k+1(Λk+1)χˆk(Λk+1)
exp
(
− 1
2
‖dA‖2 −S′+k,Ω(Λk) + E′k(Λk) + E(≤3)k (Λk+1) +Bk,Π+ +B•k,Π+ +R3ak,Ω+
)
|A=A0
k+1,Ω+
(304)
3.10 fermion translation
In the last expression the Gaussian approximate delta function δG(Ψk+1 − Q(A˜′)Ψk) still has an
arbitrary gauge field A˜′. We now make the choice A˜′ = (0,A0k+1,Ω+) on (Ω
c
k+1,Ωk+1). By allowing
A˜′ to depend on Ωk+1 we have made another modification of the original renormalization group
transformation (namely different averaging operators under the sum over Ωk+1). We allow it because
integrals over Ψk+1 are not affected. With this choice we have the split
δG(Ψk+1 −Q(A˜′)Ψk) = δG,Ωck+1(Ψk+1 −Q(0)Ψk)δG,Ωk+1(Ψk+1 −Q(A0k+1,Ω+)Ψk) (305)
Here by definition
δG,Ωk+1(Ψk+1−Q(A)Ψk) = Nk+1,Ωk+1 exp
(
−bL−1
〈
Ψ¯k+1−Q(−A)Ψ¯k,Ψk+1−Q(A)Ψk
〉
Ωk+1
)
(306)
Temporarily drop the counterterms in S′+k,Ω(Λk+1) leaving just Sk,Ω. With A = A
0
k+1,Ω+ the
δG,Ωk+1(Ψk+1 − Q(A)Ψk) and exp(−Sk(A,Ψk, ψk,Ω(A)) taken together form the exponential of a
quadratic form which is minus
bL−1
〈
Ψ¯k+1 −Q(−A)Ψ¯k,Ψk+1 −Q(A)Ψk
〉
Ωk+1
+Sk,Ω
(
A,Ψk,Ω, ψk,Ω(A)
)
(307)
Now we diagonalize this expression as in section II.D in [31] by the transformation on Ωk+1
Ψk,Ωk+1 = Ψ
crit
k,Ω+(A) +W
′
k (308)
where again Ω+ = (Ω,Ωk+1). This induces the transformation
ψk,Ω(A) = ψ
0
k+1,Ω+(A) +Wk,Ω(A) (309)
where
ψ0k+1,Ω+(A) =ψk,Ω(A,Ψ
crit
k,Ω+(A))
Wk,Ω(A) =Hk,Ω(A)W ′k
(310)
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For the pair ψ#k,Ω(A) = (ψk,Ω(A), δα,Aψk,Ω(A)) we define
ψ0,#k+1,Ω+(A) =(ψ
0
k+1,Ω+(A), δα,Aψ
0
k+1,Ω+(A)
)
W#k,Ω =(Wk,Ω(A), δα,AWk,Ω(A))
(311)
and then ψ#k,Ω(A) = ψ
0,#
k+1,Ω+(A) +W#k,Ω(A). By lemma 4 in [31] the quadratic form (307) becomes
S0k+1,Ω+
(
A,Ψk,Ω+ , ψ
0
k+1,Ω+(A)
)
+
〈
W¯ ′k,
[
Dk,Ω(A) + bL
−1P (A)
]
Ωk+1
W ′k
〉
(312)
The integral over Ψk becomes an integral over Ψk,Ωck+1 and W
′
k. We identify the Gaussian integral∫
[· · · ] exp
(
−
〈
W¯ ′k,
[
Dk,Ω(A) + bL
−1P (A)
]
Ωk+1
W ′k
〉)
DW ′k = δZk,Ω+(A)
∫
[· · · ]dµΓ(W ′k) (313)
where
Γ = Γk,Ω+(A) =
[
Dk,Ω(A) + bL
−1P (A)
]−1
Ωk+1
(314)
and
δZk,Ω+(A) = det
(
Γk,Ω+(A)
)−1
(315)
Furthermore we make the change of variables on Ωk+1
W ′k = Γk,Ω+(A)Wk W¯
′
k = W¯k (316)
which we abbreviate as W ′k = Γ˜k,Ω+(A)Wk. This changes dµΓ(W
′
k) to the ultra-local dµI,Ωk+1(Wk)
and the translations are now
Ψk =Ψ
crit
k,Ω+(A) + Γ˜k,Ω+(A)Wk
ψk,Ω(A) =ψ
0
k+1,Ω+(A) +Wk,Ω(A)
(317)
where we replace Wk,Ω(A) by
Wk,Ω+(A) = Hk,Ω(A)Γ˜k,Ω+(A)Wk (318)
We split dµI,Ωk+1(Wk) = dµI,Ωk+1−Λk+1(Wk)dµI,Λk+1(Wk) and identify
Dm0k+1,Ω+(Ψ) =Dmk,Ω(Ψ)δG,Ωck+1
(
Ψk+1 −Q(0)Ψk
)
DΨk,Ωck+1
Dm0k+1,Π+(W ) =Dmk,Π(W )dµI,Ωk+1−Λk+1(Wk)
(319)
With these changes (304) becomes
ρ˜k+1(Ak+1,Ψk+1) =
∑
Π+
(Nk+1,Ωk+1Z
′
k,Ω(0)δZk,Ω+(A))(Z
′
k,ΩδZk,Ω+)∫
Dm0k+1,Ω+(A)Dm
0
k+1,Π+(Z) Dm
0
k+1,Ω+(Ψ) Dm
0
k+1,Π+(W ) dµI,Λk+1(Wk)dµI,Λk+1(Z˜k)
C0k+1,Π+χ0k+1(Λk+1)χˆk(Λk+1) exp
(
− 1
2
‖dA‖2 −S0k+1,Ω+(A,Ψk+1,Ω+ , ψ0k+1,Ω+(A))
)
exp
(
−m′k < ψ¯, ψ >Λk −ε′kVol(Λk) + E′k(Λk) + E(≤3)k (Λk+1) +Bk,Π+ +B•k,Π +R(3)ak,Ω+
)
(320)
all evaluated at A = A0k+1,Ω+ , with the last exponential evaluated at ψ = ψ
0
k+1,Ω+(A) +Wk,Ω+(A).
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3.11 second localization
We need to study the effects of the fermion translation on the various terms in the action. We define
for A ∈ 12R˜k functions E(4)k , E(5)k analytic in this domain by
E′k
(
Λk,A, ψ
0,#
k+1,Ω+(A) +W#k,Ω+(A)
)
= E′k
(
Λk+1,A, ψ
0,#
k+1,Ω+(A)
)
+ E
(4)
k,Ω+
(
Λk,A, ψ
0,#
k+1,Ω+(A),W#k,Ω+(A)
)
m′k
〈(
ψ¯0k+1,Ω+(A) + W¯k,Ω+(A)
)
,
(
ψ0k+1,Ω+(A) +Wk,Ω+(A)
)〉
Λk
+ (ε′k + ε
0
k)Vol(Λk)
= m′k
〈
ψ¯0k+1,Ω+(A), ψ
0
k+1,Ω+(A)
〉
Λk+1
+ (ε′k + ε
0
k)Vol(Λk+1)− E(5)k,Ω+
(
Λk,A, ψ
0
k+1,Ω+(A),Wk,Ω+(A)
)
(321)
The counterterms here are reunited with S0k+1,Ω+ to give
S0,+k+1,Ω+(Λk+1,A,Ψk+1,Ω+ , ψ
0
k+1,Ω+(A))
≡ S0k+1,Ω+(A,Ψk+1,Ω+ , ψ0k+1,Ω+(A)) +m′k
〈
ψ¯0k+1,Ω+(A), ψ
0
k+1,Ω+(A)
〉
Λk+1
+ (ε′k + ε
0
k)Vol(Λk+1)
(322)
We localize the various polymer functions in the fundamental fermion fluctuation variable Wk.
Lemma 12. For A ∈ (1− ek)R˜k,Ω
E
(4)
k,Ω+
(
Λk,A, ψ
0,#
k+1,Ω+(A),W#k,Ω+(A)
)
=
∑
X⊂Λk+1
E
(4)
k
(
X;A, ψ0,#k+1,Ω+(A),Wk
)
+
∑
X∩(Ωk+1−Λk+1)6=∅
B
(4)
k,Ω+
(
X;A, ψ0,#k+1,Ω+(A),Wk
) (323)
where the sums are over X ∈ Dk and
1. The E
(4)
k,Ω+(X,A, ψ
0,#
k+1,Ω+(A),Wk) depend on the indicated fields only in X and have kernels
independent of the history which satisfy
‖E(4)k (X,A)‖ 12 hk,L ≤ O(1)e
1
2−10
k e
−(κ−κ0−1)dM (X) (324)
2. The B
(4)
k,Ω+(X,A, ψ
#
k,Ω(A),Wk) depend on the indicated fields only in X, and satisfy
‖B(4)k,Ω+(X,A)‖ 12 hkI#k ,L ≤ O(1)e
1
2−10
k e
−(κ−κ0−1)dM (X) (325)
Proof. The proof is similar to the proof of lemma 8. We have E
(4)
k,Ω+(Λk) =
∑
X⊂Λk E˜
(4)
k,Ω+(X) where
E˜
(4)
k,Ω+
(
X,A, ψ0,#k+1,Ω+(A),Wk
)
=
1
2pii
∫
|t|=e−
1
4
+3
k
dt
t(t− 1)E
′
k
(
X,A, ψ0,#k+1,Ω+(A) + tW#k,Ω+(A)
) (326)
This is not yet local in Wk. The function E
′
k(X) under the integral is regarded as a function of
ψ0,#k+1,Ω+(A) and Wk through Wk,Ω+(A) = Hk,Ω(A)Γ˜k,Ω+(A)Wk. From [31] we have the estimates in
Ωk
|Hk,Ω(A)Γ˜k,Ω+(A)f |, ‖δα,AHk,Ω(A)Γ˜k,Ω+(A)f‖ ≤ C‖f‖∞ (327)
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Indeed the estimates on Hk,Ω(A) are given in (146) in [31]. The estimate on Γ˜k,Ω+(A) follows from the
estimate (96) in [31] on Sk,Ω(A) or S0k+1,Ω+(A) and the representation from (A8) in [31] of Γk,Ω+(A)
in terms of S0k+1,Ω+(A). Then we have for |t| ≤ e
− 14 +3
k
‖E′k
(
X,A, ψ0,#k+1,Ω+(A) + tW#k,Ω+(A)
)
‖ 1
2 hk,L
≤ ‖E′k(X,A)‖ 12 hk+|t|C(L,L) ≤ O(1)‖E
′(X,A)‖hk ≤ O(1)e
1
4−7
k e
−κdM (X)
(328)
Here we used (A44) from [30] and
|t|C(L,L) ≤ e− 14 +3k C(L,L) ≤ e
− 14 +2
k (1, 1) ≤
1
2
hk (329)
and the estimate (45) on E′(X,A). Then (326) gives
‖E˜(4)k,Ω+(X,A)‖ 12 hk,L ≤ O(1)e
1
2−10
k e
−κdM (X) (330)
Next we introduce weakened fluctuation fields. As explained in [31] the random walk expansions
for Sk,Ω(A),S0k+1,Ω+(A) give weakened versions Sk,Ω(s,A),S0k+1,Ω+(s,A) and these give weakened
versions Hk,Ω(s,A) and Γ˜k,Ω+(s,A). Hence we can define Wk,Ω+(s,A) = Hk,Ω(s,A)Γ˜k,Ω+(s,A)Wk.
Then define E˜
(4)
k,Ω+(s,X,A, ψ
0,#
k+1,Ω+(A),Wk) by replacing Wk,Ω+(A) by Wk,Ω+(s,A) in (326). These
again satisfy the bound (330). Again interpolate between s = 1 and s = 0 outside of X and find
E
(4)
k (Λk) =
∑
X⊂Λk,Y⊃X E˘
(4)
k,Ω+(X,Y ) where the sum is over Y ∈ Dk,Ω and
E˘
(4)
k,Ω+
(
X,Y,A, ψ0,#k+1,Ω+(A),Wk
)
=
∫
dsY−X
∂
∂sY−X
[
E˜
(4)
k,Ω+(s,X,A, ψ
0,#
k+1,Ω+(A),Wk)
]
sY c=0,sX=1
(331)
The expression is now local in Y in the indicated variables. We resum to Dk polymers Y ′ and have
E
(4)
k (Λk) =
∑
Y ′∩Ωk+1 6=∅
E
(4)
k,Ω+(Y
′) (332)
where
E
(4)
k,Ω+(Y
′A, ψ0,#k+1,Ω+(A),Wk) =
∑
X,Y :X⊂Λk,Y⊃X,Y¯=Y ′
E˘
(4)
k,Ω+(X,Y,A, ψ
0,#
k+1,Ω+(A),Wk) (333)
The derivatives in (331) are estimated by a Cauchy bounds as before and as in lemma 8 this leads to
‖E(4)k,Ω+(Y ′,A)‖ 12 hkI#k ,L ≤ O(1)e
1
2−10
k e
−(κ−κ0−1)dM (X) (334)
where again the I#k is optional. Split the sum (332) into Y ′ ⊂ Λk+1 and Y ′ ∩ (Ωk+1 − Λk+1) 6= ∅ to
generate the two sums on the right side of the lemma. For Y ′ ⊂ Λk+1 the E(4)k,Ω+(Y ′) are independent
of Ω+ since this is true of the random walks that generate it. The estimates follow by relaxing the
parameters in the norms. This completes the proof.
Variations: The same result holds for E
(5)
k (Λk). With the same bounds we have
E
(5)
k (Λk) =
∑
X⊂Λk+1
E
(5)
k (X) +
∑
X∩(Ωk+1−Λk+1)6=∅
B
(5)
k,Ω+(X) (335)
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We can also consider
E˜
(≤3)
k,Ω+
(
Λk+1,A, Z˜k, ψ
0,#
k+1,Ω+(A),Wk
)
≡ E(≤3)k
(
Λk+1,A, Z˜k, ψ
0,#
k+1,Ω+(A) +W#k,Ω+(A)
)
(336)
This has a polymer expansion E˜
(≤3)
k,Ω+(Λk+1) =
∑
X⊂Λk+1 E˜
(≤3)
k,Ω+(X) , which satisfies by (301) and a
variation of (329)
‖E˜(≤3)k,Ω+(X,A, Z˜k)‖ 14 hk,L ≤ ‖E
(≤3)
k (X,A, Z˜k)‖ 12 hk ≤ O(1)e
1
4−5
k e
−(κ−κ0−1)dM (X) (337)
The E˜
(≤3)
k,Ω+(X) is not local in Wk, but we proceed with the localization as for E
(4)
k and obtain
E
(≤3)
k,Ω+(Λk) =
∑
X⊂Λk+1
E
(≤3)
k (X) +
∑
X∩(Ωk+1−Λk+1)6=∅
B
(≤3)
k,Ω+(X) (338)
where E
(≤3)
k (X) and B
(≤3)
k,Π+(X) are functions of (A, Z˜k, ψ
0,#
k+1,Ω+(A),Wk) localized in X and satisfy
the bounds
‖E(≤3)k
(
X,A, Z˜k
)
‖ 1
4 hk,L
≤ O(1)e 14−5k e−(κ−2κ0−2)dM (X)
‖B(≤3)k,Ω+
(
XA, Z˜k
)
‖ 1
4 hkI
#
k ,L
≤ O(1)e 14−5k e−(κ−2κ0−2)dM (X)
(339)
Combine all these terms and define
E
(≤5)
k (X) =E
(≤3)
k (X) + E
(4)
k (X) + E
(5)
k (X)
B
(≤5)
k, Ω+(X) =B
(≤3)
k,Ω+(X) +B
(4)
k,Ω+(X) +B
(5)
k,Ω+(X)
(340)
which again satisfy the bounds (339).
The previous boundary terms Bk,Π =
∑k
j=1B
(k)
j,Π and B
•
k,Π+ are also modified by the fermion
translation. After the fermion translation (with a new definition of δB
(k)
j,Π)
B
(k)
j,Π =B
(k)
j,Π
(
A, Zk,Π, ψ
0,#
k+1,Ω+(A) +W#k+1,Ω+(A),Wk,Π
)
=B
(k)
j,Π
(
A, Zk,Π, ψ
0,#
k+1,Ω+(A),Wk,Π
)
+ δB
(k)
j,Π
(
A, Zk,Π, ψ
0,#
k+1,Ω+(A),W#k+1,Ω+(A),Wk,Π
) (341)
Lemma 13. For 1 ≤ j ≤ k
δB
(k)
j,Π =
∑
X∩Ωk+1 6=∅,X∩Λcj 6=∅
δB
(k)
j,Π+
(
X,A, Zk,Π, ψ
0,#
k+1,Ω+(A),Wk,Π,Wk
)
(342)
where the sum is over X ∈ Dk. The δB(k)j,Π(X) are analytic in A ∈ (1 − ek)R˜k,Ω, |Zj,Ωj+1−Λj+1 | ≤
L
1
2 (k−j) and depend on the indicated variables in X. They satisfy
‖δB(k)j,Π+
(
X;A, Zk,Π
)
‖ 1
2 hK I
#
k ,LIk,1
≤ O(1)e 14−5k e−(k−j)e−(κ−κ0−2)dM (X) (343)
Proof. The proof is similar to the proof of lemma 10. Suppress the superscript k and the A, Zk,Π
which are spectators for this proof.
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At first we have δBj,Π =
∑
X∈Dj δB˜j,Π+(X) where
δB˜j,Π+
(
X,ψ0,#k+1,Ω+(A),Wk,Π,Wk
)
=
∫ 1
0
d
dt
Bj,Π
(
ψ0,#k+1,Ω+(A) + tW#k,Ω+(A),Wk,Π
)
dt
=
∫ 1
0
〈
W#k,Ω+(A),
∂
∂ψ
Bj,Π
(
ψ0,#k+1,Ω+(A) + tW#k,Ω+(A),Wk,Π
)〉
dt
(344)
As in lemma 7, part (C.), we replace the first W#k,Ω+(A) by
W#k,Ω+(0,A) ≡ H#k,Ω(A)Γ˜k,Ω+(A)χ(0)Wk (345)
and sum over M -cubes 0 ∈ Ωk+1. (Here H#k,Ω(A) = (Hk,Ω(A), δαAHk,Ω(A).) Then as in (268) we
have δB˜j,Π+(X) =
∑
0⊂Ωk+1 δB˜j,Π+(X,0) where
δB˜j,Π+
(
X,0, ψ0,#k+1,Ω+(A),Wk,Π,Wk
)
=
∫ 1
0
dt
1
2pii
∫
|u|=e−
1
4
+3
k
du
u2
Bj,Π
(
X,ψ0,#k+1,Ω+(A) + tW#k,Ω+(A) + uW#k,Ω+(0,A),Wk,Π
) (346)
This is not yet local in Wk. The bounds (147) in [31] imply for f on Ωk+1 that |H#k,Ω(A)Γ˜k,Ω+(A)f | ≤
I#k ‖f‖∞. Using this and our fundamental bound (41) on Bj,Π(X)
‖δB˜j,Π+(X)‖ 1
2 hkI
#
k ,LIk,1
≤ O(1)e 14−3k ‖Bj,Π(X)‖ 1
2 hkI
#
k +Ce
− 1
4
+3
k I
#
k , LIk
≤ O(1)e 14−3k ‖Bj,Π(X)‖hkI#k ,LIk
≤ O(1)e 12−11k e−κdL−(k−j)M (X)
(347)
Here we used Ce
− 14 +3
k I
#
k ≤ e
− 14 +2
k I
#
k ≤ 12hkI#k .
Now we localize in Wk. Replace the fields W•k,Ω+ , W•k,Ω+(0) by weakened versions W•k,Ω+(s),
W•k,Ω+(s,0). This yields instead of (346)
δB˜j,Π+
(
s,X,0, ψ0,#k+1,Ω+(A),Wk,Π,Wk
)
=
∫ 1
0
dt
1
2pii
∫
|u|=e−
1
4
+2
k
du
u2
Bj,Π
(
X,ψ0,#k+1,Ω+(A) + tW#k,Ω+(s) + uW#k,Ω+(s,0),Wk,Π
) (348)
This still satisfies a bound of the form (347) even for |s| ≤M− 12 . Now expand around s = 1 outside
the fixed cube 0. Then δB˜j,Π+(X,0) =
∑
Y⊃0 δB˘j,Π+(X,Y,0) with the sum over Y ∈ Dk,Ω and
δB˘j,Π+(X,Y,0) =
∫
dsY−0
∂
∂sY−0
[
δB˜j,Π+(s,X,0)
]
sY c=0,s0=1
(349)
Now δB˘j,Π+(X,Y,0) = δB˘j,Π+
(
X,Y,0, ψ0,#k+1,Ω+(A),Wk,Π,Wk
)
depends on the indicated fields
only in X ∪Y . Furthermore we must have X ∩Y 6= ∅. Each derivative gives a factor M− 12 ≤ e−κˆ and
we have
‖δB˘j,Π+(X,Y,0)‖ 1
2 hkI
#
k ,LIk,1
≤ O(1)e 12−11k e−κˆ|Y |Ωe−κdL−(k−j)M (X) (350)
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Now the proof follows (275) - (289) in the proof of lemma 10 and gives the result with a better power
of ek.
Now define δB•k,Π+ by
B•k,Π+
(
A, Zk,Π, Z˜k, ψ
0,#
k+1,Ω+(A) +Wk,Ω+(A),Wk,Π
)
= B•k,Π+
(
A, Zk,Π, Z˜k, ψ
0,#
k+1,Ω+(A),Wk,Π
)
+ δB•k,Π+
(
A, Zk,Π, Z˜k, ψ
0,#
k+1,Ω+(A),Wk,Π,Wk
) (351)
Lemma 14. δB•k,Π+ =
∑
X δB
•
k,Π+(X) where the sum is over X ∈ Dk with X ∩ (Ωk+1 − Λk+1) 6= ∅.
The δB•k,Π+(X) are analytic in the same domain, depend only on the fields in X, and satisfy
‖δB•k,Π+(X,A, Zk,Π, Z˜k)‖ 1
4 hkI
#
k ,LIk,1
≤ O(1)e 14−5k e−(κ−2κ0−3)dM (X) (352)
Proof. Suppress (A, Zk,Π, Z˜k) from the notation. We have δB
•
k,Π+ =
∑
X δB˜
•
k,Π+(X) where
δB˜•k,Π+
(
X,ψ0,#k+1,Ω+(A),Wk,Π,Wk
)
=
1
2pii
∫
|t|=e−
1
4
+3
k
dt
t(t− 1)B
•
k,Π+
(
X,ψ0,#k+1,Ω+(A) + tW#k,Ω+(A),Wk,Π
) (353)
is not local in Wk. The analyticity in t follows as in (347). Using the bound (303) on B
•
k,Π+(X) we
find as in (271), (347)
‖δB˜•k,Π+(X)‖ 1
4 hkI
#
k ,LIk,1
≤ O(1)e 12−8k ‖B•k,Π+(X)‖ 1
2 hkI
#
k ,LIk
≤ O(1)e 12−8k e−(κ−κ0−2)dM (X) (354)
As in the previous lemma introduce weakening parameters replacing W#k,Ω+(A) by W#k,Ω+(s,A).
Expand around s = 1 outside X and get a sum of expressions local in Wk. After some rearrangement
we gain the announced result. Details are much the same as in previous lemmas and complete the
proof with a stronger bound.
Summary: In the last exponent in (320) we now have E′k(Λk)+E
(≤5)
k (Λk+1)+Bk,Π +B
?
k,Π+ +R
(3)a
k,Ω+ .
Here the new boundary terms are collected into B?k,Π+ = B
?
k,Π+
(
A, Zk,Π, Z˜k, ψ
0,#
k+1,Ω+(A),Wk,Π,Wk
)
defined by
B?k,Π+ = B
(≤5)
k,Π+ +
k∑
j=1
δB
(k)
j,Π+ +B
•
k,Π+ + δB
•
k,Π+ (355)
Then B?k,Π+ =
∑
X B
?
k,Π+(X) where the sum is over X ∈ Dk such that X ∩ (Ωk+1 − Λk+1) 6= ∅. The
B?k,Π+(X) are analytic in A ∈ (1 − ek)R˜k,Ω, |Zj,Ωj+1−Λj+1 | ≤ L
1
2 (k−j), |Z˜k| ≤ e−
1
4 
k , are local in the
indicated fields and satisfy there
‖B?k,Π+(X,A, Zk,Π, Z˜k)‖ 1
4 hkI
#
k ,LIk,1
≤ O(1)e 14−5k e−(κ−2κ0−3)dM (X) (356)
We split the sum over X into terms intersecting Λk+1 and terms contained in Λ
c
k+1 and correspondingly
write
B?k,Π+ = B
?a
k,Π+ +B
?b
k,Π+ (357)
Now the terms E′k(Λk) +Bk,Π +B
?b
k,Π+ +R
(3)a
k,Ω+ come outside the integral over Z˜,Wk on Λk+1. Left
inside is
Vk,Π+(Λk+1) ≡ E(≤5)k (Λk+1) +B?ak,Π+ (358)
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The fluctuation integral is now∫
dµI,Λk+1(Wk)dµI,Λk+1(Z˜k)χˆk(Λ, Z˜k) exp
(
Vk,Π+(Λk+1)
)
= Ξk,Π+
∫
χˆk(Λk+1, Z˜k) dµI,Λk+1(Z˜k)
(359)
Here we defined a probability measure
dµˆΛ(Z˜k) =
χˆk(Λ, Z˜k) dµI,Λ(Z˜k)∫
χˆk(Λ, Z˜k) dµI,Λ(Z˜k)
(360)
and
Ξk,Π+ =
∫
exp
(
Vk,Π+(Λk+1)
)
dµI,Λk+1(Wk)dµˆI,Λk+1(Z˜k) (361)
We combine the normalization factor with exp(R
(3)a
k+1,Ω+) = exp
(∑
0⊂Λk+1 R
(3)a
k,Ω+(0)
)
from
lemma 11 to get exp(δε0k|Λk+1|) defining
δε0k|Λk+1| =
∑
0⊂Λk+1
R
(3)a
k,Ω+(0) + log
∫
χˆk(Λ, Z˜k) dµI,Λ(Z˜k) (362)
Then δε0k = O(e−rk) + O(e−p
2
0,k) is tiny (see [26] for the latter). Add the δε0k|Λk+1| onto S0,+k+1,Ω+
defined in (322). This changes the (ε′k + ε
0
k)|Λk+1| to (ε′k + (ε0k)′)|Λk+1| where (ε0k)′ = ε0k + δε0k. We
make these changes but keep the notation S0,+k+1,Ω+ .
Now (320) becomes
ρ˜k+1(Ak+1,Ψk+1) =
∑
Π+
(Nk+1,Ωk+1Z
′
k,Ω(0)δZk,Ω+(A))(Z
′
k,ΩδZk,Ω+)∫
Dm0k+1,Ω+(A)Dm
0
k+1,Π+(Z) Dm
0
k+1,Ω+(Ψ) Dm
0
k+1,Π+(W )C0k+1,Π+χ0k+1(Λk+1)
exp
(
− 1
2
‖dA‖2 −S0,+k+1,Ω+
(
Λk+1,A,Ψk,Ω+ , ψ
)
+ E′k(Λk) +Bk,Π +B
?b
k,Π+
)
Ξk,Π+
(363)
with the last line evaluated at A = A0k+1,Ω+ and ψ = ψ
0
k+1,Ω+(A).
3.12 cluster expansions
We analyze the fluctuation integral (361).
Lemma 15. (cluster expansion)
Ξk,Π+ = exp
(
V #k,Π+
)
= exp
(
E#k (Λk+1) +B
#
k,Π+
)
(364)
where
E#k (Λk+1) =
∑
X⊂Λk+1
E#k (X) B
#
k,Π+ =
∑
X∩Λk+1 6=∅
B#k,Π+(X) (365)
with the following properties
1. E#k (X) = E
#
k
(
X,A, ψ0,#k+1,Ω+(A)
)
is analytic in A ∈ (1− ek)R˜k,Ω and has a kernel independent
of the history. It satisfies
‖E#k (X,A)‖ 14 hk ≤ O(1)e
1
4−5
k e
−(κ−6κ0−6)dM (X) (366)
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2. B#k,Π+(X) = B
#
k,Π+
(
X;A, Zk+1,Π+ ;ψ
0,#
k+1,Ω+(A),Wk+1,Π+
)
is analytic in A ∈ (1−ek)R˜k,Ω, and
|Z˜j,Ωj+1−Λj+1 | ≤ L
1
2 (k−j) for 1 ≤ j ≤ k − 1 and |Z˜k,Ωk+1−Λk+1 | ≤ 12e−/2k . It satisfies
‖B#k,Π+(X;A, Zk+1,Π+)‖ 14 hk,LIk ≤ O(1)e
1
4−5
k e
−(κ−6κ0−6)dM (X) (367)
Remark. The following proof follows along the lines of [17], [18], [26] where the cluster expansion
starts with an ultralocal measure, rather than [12], [30] where establishing the ultralocal measure is
part of the cluster expansion. The latter strategy did not seem to work so well in the multiscale
setting.
Proof. We add a parameters 0 ≤ t ≤ 1 and define
Vt = E
(≤5)
k (Λk+1) + tB
?a
k,Π+ (368)
so that V1 = Vk,Π+(Λk+1). Then Vt =
∑
X Vt(X) where the sum is over X ∈ Dk and X ∩ Λk+1 6= ∅
and where
Vt(X) = Vt
(
X,A, Zk+1,Π+ , Z˜k,Λk+1 , ψ
0,#
k+1,Ω+(A),Wk+1,Π+ ,Wk,Λk+1
)
(369)
Here we have regrouped variables by
(Zk,Π, Z˜k) =(Zk,Π, Z˜k,Ωk+1−Λk+1 , Z˜k,Λk+1) = (Zk+1,Π+ , Z˜k,Λk+1)
(Wk,Π,Wk) =(Wk,Π,Wk,Ωk+1−Λk+1 ,Wk,Λk+1) = (Wk+1,Π+ ,Wk.Λk+1)
(370)
The weight for Wk+1,Π+ is now (LIk, 1) = Ik+1. From the bounds (339) on E
(≤5)
k (Λk+1), and the
bound (356) on B?ak,Π+(X) we have in the stated region
‖Vt(X,A, Zk+1,Π+ , Z˜k,Λk+1)‖ 1
4 hkI
#
k ,Ik+1,1
≤ O(1)e 14−5k e−(κ−3κ0−3)dM (X) (371)
Here the weighting Ik is still one in Ωk+1. We define
Ξt =
∫
eVtdµI,Λk+1(Wk)dµˆI,Λk+1(Z˜k) (372)
Then Ξk,Π+ = Ξ1 is the object we want to study.
We now make a standard cluster expansion, see for example the appendix in [25]. Start with a
Mayer expansion
exp
( ∑
X∩Λk+1 6=∅
Vt(X)
)
=
∑
X∩Λk+1 6=∅
Kt(X) (373)
where with distinct Xi ∩ Λk+1 6= ∅
Kt(X) =
∑
{Xi}:∪Xi=X
∏
i
(
eVt(Xi) − 1
)
(374)
Then Kt(X) factors over its connected components i.e if X =
⋃
αXα then Kt(X) =
∏
αKt(Xα). If
X is connected Kt(X) again satisfies a bound of the form (371) but now with a weaker decay factor
exp(−(κ− 4κ0 − 5)dM (X)). Now Ξt =
∑
X Ht(X) with
Ht(X) =
∫
Kt(X) dµI,Λk+1(Wk)dµˆI,Λk+1(Z˜k) (375)
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and Ht(X) = Ht(X,A, Zk+1,Π+ , ψ
0,#
k+1,Ω+(A),Wk+1,Π+). Thanks to the ultralocal measures this also
factors over its connected components and if X is connected satisfies
‖Ht(X)‖ 1
4 hkI
#
k ,Ik+1
≤ O(1)e 14−5k e−(κ−5κ0−5)dM (Y ) (376)
If {Xα} are the connected components of X with Xα ∩ Λk+1 6= ∅ then
Ξt =
∑
{Xα}
∏
α
Ht(Xα) (377)
We can now take the logarithm in the standard fashion and find
Ξt = exp
( ∑
X∩Λk+1 6=∅
V #t (X)
)
(378)
where
V #t (X) =
∞∑
n=1
1
n!
∑
(X1,...,Xn):∪iXi=X
ρT (X1, . . . , Xn)
∏
α
Ht(Xα) (379)
Here ρT (X1, . . . , Xn) is a standard function enforcing that X is connected. Then V
#
t satisfies
‖V #t (X)‖ 1
4 hkI
#
k ,Ik+1
≤ O(1)e 14−5k e−(κ−6κ0−6)dM (X) (380)
Next we remove the boundary terms from Ξ1 writing
Ξ1 = exp
( ∑
X∩Λk+1 6=∅
B#(X)
)
Ξ0 (381)
where
B#k,Π+(X) = V
#
1 (X)− V #0 (X) (382)
again satisfies (380). These really are boundary terms. That is B#k,Π+(X) is zero if X ⊂ Λk+1 and so
the sum is over X#Λk+1. This follows since if X ⊂ Λk+1 then only terms Vt(X ′) with X ′ ⊂ Λk+1 can
contribute to V #t (X) and this excludes any term tBk,Π+(X). Thus in this case V
#
t (X) is independent
of t and B#k,Π+(X) vanishes.
We are left with
Ξ0 =
∫
exp
( ∑
X⊂Λk+1
Ek,≤5(X)
)
dµI,Λk+1(Wk)dµˆI,Λk+1(Z˜k) = exp
( ∑
X⊂Λk+1
E#k (X)
)
(383)
where E#k (X) = V
#
0 (X) again satisfies (380) and is independent of the history. Combining this with
(381) completes the proof.
3.13 normalization factor
The A dependence in the normalization factor is handled as follows. We continue with the the notation
Ω+ = (Ω,Ωk+1).
Lemma 16. For A ∈ R˜k,Ω
δZk,Ω+(A) =δZk,Ω+(0) exp
(
Edetk (Λk+1,A) +B
det
k,Π+(Λk+1,A)
)
(384)
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where Edetk (Λk+1) =
∑
X E
det
k (X) with the sum over X ∈ Dk, X ⊂ Λk+1. The Edetk (X) are independent
of history and satisfy
|Edetk (X,A)| ≤ e
1
4−
k e
−κdM (X) (385)
Furthermore Bdetk,Π+ =
∑
X B
det
k,Π+(X) with the sum over X ∈ Dk, X ∩ (Ωk+1 − Λk+1) 6= ∅ and
|Bdetk,Π+(X,A)| ≤ e
1
4−
k e
−κdM (X) (386)
Proof. By lemma 10 in [31] for A in G˜k,Ω
δZk,Ω+(A) = δZk,Ω+(0) exp
( ∑
X∩Ωk+1 6=∅
Edetk,Ω+(X,A)
)
(387)
where Edetk,Ω+(X,A) = E
d
k,Ω+(X,A)− Edk,Ω+(X, 0). From a representation of Edk,Ω+(X,A) in terms of
certain Greens functions and the random walk expansions of the same, one finds that it is analytic
in A ∈ G˜k,Ω+ and satisfies |Edk,Ω+(X,A)| ≤ CM3e−κdM (X). If A ∈ R˜k,Ω+ then e
− 14
k A ∈ G˜k,Ω+ as
mentioned in section 2.3. Hence we can write
Edetk,Ω+(X,A) =
1
2pii
∫
|t|=e−
1
4
k
dt
t(t− 1)E
d
k,Ω+(X, tA) (388)
which leads to the estimate
|Edetk,Ω+(X,A)| ≤ CM3e
1
4
k e
−κdM (X) ≤ e 14−k e−κdM (X) (389)
Now split the sum over X ∩ Ωk+1 6= ∅ into X ⊂ Λk+1 and X ∩ (Ωk+1 − Λk+1) 6= ∅. If X ⊂ Λk+1
then Edetk,Ω+(X,A) = E
det
k (X,A) is independent of the history since this is true of the random walk
expansions that generate it. On the other hand if X ∩ (Ωk+1 − Λk+1) 6= ∅ we define Bdetk,Ω+(X,A) =
Edetk,Ω+(X,A). This completes the proof.
3.14 reblocking
We recall the reblocking operation. Consider an expression
∑
X⊂ΛE(X) with X ∈ Dk, a connected
union of M blocks, and Λ a union of LM blocks. We rewrite it as
∑
Y⊂Λ(BE)(Y ) where the sum is
now over connected unions of LM blocks Y and
(BE)(Y ) =
∑
X:X¯=Y
E(X) (390)
where X¯ is the union of all LM blocks intersecting X. Then one can show [25] that if in some norm
‖E(X)‖ ≤ Ce−κdM (X) then
‖(BE)(Y )‖ ≤ O(1)L3Ce−L(κ−κ0−1)dLM (Y ) (391)
If L is large enough, one can improve the decay constant back to κ or even better.
Now after the cluster expansion and the analysis of the normalization factor we have the leading
terms E′k+E
#
k +E
det
k which we reblock to B(E′k+E#k +Edetk ). We estimate these quantities using hk+1 =
L−
1
8hk to replace hk or
1
4hk by the smaller hk+1. The bound ‖E′k(X)‖hk+1 ≤ O(1)e
1
4−7
k e
−κdM (X)
then becomes
‖(BE′k)(Y )‖hk+1 ≤ O(1)L3e
1
4−7
k e
−κdLM (Y ) (392)
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The bound ‖E#k (X)‖hk+1 ≤ e
1
4−5
k e
−(κ−6κ0−6)dM (X) becomes (using L(κ− 7κ0 − 7) ≥ κ)
‖(BE#k )(Y )‖hk+1 ≤ O(1)L3e
1
4−5
k e
−κdLM (Y ) ≤ e 14−6k e−κdLM (Y ) (393)
The bound |Edetk (X)| ≤ e
1
4−
k e
−κdM (X) becomes
|(BEdetk )(Y )| ≤ O(1)L3e
1
4−
k e
−κdLM (Y ) ≤ e 14−2k e−κdLM (Y ) (394)
For the boundary terms we have Bk,Π =
∑k
j=1B
(k)
j,Π+ to which we add new terms B
?b
k,Π+ +B
#
k,Π+ +
Bdetk,Π+ , as well as B
′
k,Π+ ≡ E′k(Λk)−E′k(Λk+1). After reblocking this new term has the form B(k)k+1,Π+ =∑
Y B
(k)
k+1,Π+(Y ) summed on Y ∩ (Λk − Λk+1) 6= ∅ with B
(k)
k+1,Π+(Y ) is given by
B
(k)
k+1,Π+ = B
(
B′k,Π+ +B
?b
k,Π+ +B
#
k,Π+ +B
det
k,Π+
)
(395)
(If k = 0 there is no B′0,Π+ and the sum can be taken over Y ∩ (Ω1 − Λ1) 6= ∅.) From (45), (356),
(367), (386), the reblocking estimate (391), and replacing hk or
1
4hk by hk+1 we have
‖B(k)k+1,Π+(Y )‖hk+1I0,#k+1,Ik+1 ≤ O(1)L
3e
1
4−7
k e
−κdLM (Y ) ≤ e 14−8k e−κdLM (Y ) (396)
Here we also replaced I# = (Ik, I′k) which have 1 in Ωk+1 by I
0,#
k+1 = (I0k+1, I′0k+1) which are the same
but with (L−1, L−(1+α)) in Ωk+1.
All boundary terms are now B0k+1,Π+ ≡
∑k+1
j=1 B
(k)
j,Π+ and we have
ρ˜k+1(Ak+1,Ψk+1) =
∑
Π+
(Z′k,Ω(0)Nk+1,Ωk+1δZk,Ω+(0)) (Z
′
k,Ω δZk,Ω+)∫
Dm0k+1,Ω+(A)Dm
0
k+1,Π+(Z) Dm
0
k+1,Ω+(Ψ) Dm
0
k+1,Π+(W )C0k+1,Π+χ0k+1(Λk+1)
exp
(
− 1
2
‖dA‖2 −S0,+k+1
(
Λk+1,A,Ψk+1,Ω+ , ψ
0
k+1,Ω+(A)
)
exp
((
B(E′k + E#k + Edetk )
)
(Λk+1) +B
0
k+1,Π+)
)∣∣∣
A=A0
k+1,Ω+
(397)
3.15 scaling
We scale according to (5) replacing Ak+1,Ψk+1 on T1N−k by Ak+1,L,Ψk+1,L now with Ak+1,Ψk+1 on
T0N−k−1 and Ak+1,L(x) = L−
1
2Ak+1(x/L) and Ψk+1,L(x) = L
−1Ψk+1(x/l). This makes the following
changes, many of which we have already noted.
• The sum over regions Ω+ = (Ω1, . . . ,Ωk+1) with Ωj a union of L−(k−j)M blocks in T−kN−k is
relabeled as LΩ+ = (LΩ1, . . . , LΩk+1) where now Ω
+ = (Ω1, . . . ,Ωk+1) with Ωj a union of
L−(k+1−j)M blocks in T−k−1N−k−1. Similarly Π+ is relabeled as LΠ+.
• The fields Ak+1,Ω+ = (A1,δΩ1 , . . . , Ak+1,δΩk+1) defined on subsets of T−kN−k have become with
the relabeling Ak+1,LΩ+ = (A1,LδΩ1 , . . . , Ak+1,LδΩk+1). Now replace Aj,LδΩj by [Aj,L]LδΩj =
[Aj,δΩj ]L. Then Ak+1,LΩ+ becomes Ak+1,Ω+,L = (A1,δΩ1,L, . . . , Ak+1,δΩk+1,L).
• The relabeled Dm0k+1,LΩ+(A) scales to Dmk+1,Ω+(A) by definition, and similarly we generate
Dmk+1,Π+(Z) Dmk+1,Ω+(Ψ) Dmk+1,Π+(W ).
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• The gauge field A0k+1,Ω+ becomes Ak+1,Ω+,L and ‖dA0k+1,Ω+‖2 remains ‖dAk+1,Ω+‖2.
The characteristic function χ0k+1(Ωk+1) becomes χk+1(Ωk+1). Also C0k+1,Π+ becomes Ck+1,Π+
by definition. Thus
Ck+1,Π+(Ak+1, . . . ) = (C0k+1,LΠ+)(Ak+1,L, . . . ) (398)
Note that (65) which scales to |dAk+1| ≤ pk+1 gives (28) on Ωk+1.
• The fermi field ψ0k+1,Ω+(A0k+1,Ω+) becomes [ψk+1,Ω+(Ak+1,Ω+)]L. The fermion action formerly
S0,+k+1(Λk+1,A
0
k+1,Ω+ ,Ψk+1,Ω+ , ψ
0
k+1,Ω+(A
0
k+1,Ω+)) now scales to
S+k+1(Λk+1,Ak+1,Ω+ ,Ψk+1,Ω+ , ψk+1,Ω+(Ak+1,Ω+)) (399)
Here we have identified ek+1 = L
1
2 ek and
mk+1 = Lm
′
k = L(mk +m(Ek)) εk+1 = L
3ε′k = L
3(εk + ε(Ek)) (400)
These are the first three flow equations in (29). Similarly the equation (34) for ε0k is established
together with the bound (35).
• The (BE′)(Λk+1,A, ψ0,#k+1,Ω+(A)) with A = A0k+1,Ω+ becomes (BE′)(LΛk+1,AL, [ψ#k+1,Ω+(A)]L)
with A = Ak+1,Ω+ . The latter is a sum over polymers X ⊂ LΛk+1 with X ∈ Dk+1. We write
this instead as a sum over LX where X ⊂ Λk+1 and X ∈ Dk. Then the expression becomes∑
X⊂Λk+1
(LE′k)
(
X,A, ψ#k+1,Ω+(A)
)
(401)
where
(LE′k)
(
X,A, ψ#k+1,Ω+(A)
)
≡(BE′k)L−1
(
X,A, ψ#k+1,Ω+(A)
)
≡(BE′k)
(
LX,AL, [ψ
#
k+1,Ω+(A)]L
) (402)
Similarly for E#k , E
det
k . Thus we identify Ek+1(Λk+1) =
∑
X⊂Λk+1Ek+1(X) with polymer func-
tions Ek+1(X) given by
Ek+1 = L
(
E′k + E
#
k + E
det
k
)
(403)
This is the last flow equation in (29). So by the renormalization analysis of [30], as discussed in
section 2.2, Ek+1 satisfies the bound
‖Ek+1‖hk+1 ≤ e
1
4−7
k+1 e
−κdM (X) (404)
An important point here is the estimate on LE′k. Because it recycles the previous step the factor
L3 in (392) might lead to exponential growth. This does not occur because E′k has the relevant
parts of Ek removed. (E
#
k also recycles previous terms, but here a higher power of the coupling
constant cancels the L3.)
Note that Ek+1 is analytic in A ∈ R˜k+1,Ω+ since then AL ∈ (1 − ek)R˜k,Ω. Indeed on δΩj ,
with j ≤ k, the bound |A| ≤ L 12 (k+1−j)θk+1e−
3
4 +
j and θk+1 = (1 − k)θk imply |AL| ≤ (1 −
ek)
[
L
1
2 (k−j)θke
− 34 +
j
]
. In Ωk+1 the bound |A| ≤ θk+1e−
3
4 +
k+1 and e
−1
k+1 ≤ e−1k imply |AL| ≤
(1− ek)
[
θke
− 34 +
k
]
. Derivatives are similar.
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• Consider the boundary term B(k)j,Π+ =
∑
X B
(k)
j,Π+(X) summed on X ∈ D
(k)
j and X∩(Λj−1−Λj) 6=
∅. After relabeling and scaling this becomes Bj,Π+ =
∑
X B
(k+1)
j,Π+ (X) summed on X ∈ D
(k+1)
j
and X ∩ (Λj−1 − Λj) 6= ∅ where
B
(k+1)
j,Π+ (X,A, Zk+1,Π+ , ψk+1,Ω+(A),Wk,Π)
≡ B(k)j,LΠ+(LX,AL, Zk+1,Π+,L, [ψk+1,Ω+(A)]L,Wk,Π,L)
(405)
This is analytic in A ∈ R˜k+1,Ω+ and |Z˜j | ≤ L 12 (k+1−j) on Ωj − Λj . In general if BL−1(ψ#) =
B(ψ#L ) then ‖BL−1‖h,h′ = ‖B‖L−1h,L−(1+α)h′ . We apply this to (405) and use L−1Ik+1 = I0k+1
and L−(1+α)I′k+1 = I′0k+1 and dLM (LX) = dM (X) and have by (396)
‖B(k+1)j,Π+ (X,A, Zk+1,Π+)‖hk+1I#k+1,LIk+1 ≤ ‖B
(k)
j,Π+(LX,AL, Zk+1,Π+,L)‖hk+1I0,#k+1,Ik+1
≤ O(1)e− 14−8k e−κdL−(k−j)M (LX)
≤ e− 14−8k+1 e−κdL−(k+1−j)M (X)
(406)
which is the required bound. Overall B0k+1,Π+ has scaled to Bk+1,Π+ .
• After including the scaling factors from (5) we identify
Z′k+1,Ω+(0)) =L
−8(sN−sN−k−1)Nk+1,LΩk+1Z
′
k,LΩ(0)δZk,LΩ+(0)
Z′k+1,Ω+ =L
1
2 (bN−bN−k−1)− 12 (sN−sN−k−1)Z′k,LΩ δZk,LΩ+
(407)
Combining all the above we have the required
ρk+1(Ak+1,Ψk+1) =
∑
Π+
Z′k+1,Ω+(0)Z
′
k+1,Ω+∫
Dmk+1,Ω+(A)Dmk+1,Ω+(Ψ) Dmk+1,Π+(Z)Dmk+1,Π+(W )Ck+1,Π+χk+1(Λk+1)
exp
(
− 1
2
‖dA‖2 −S+k+1,Ω+
(
Λk+1,A,Ψk+1,Ω+ , ψk+1,Ω+(A)
)
+ Ek+1(Λk+1) +Bk+1,Π+)
)∣∣∣
A=Ak+1,Ω+
(408)
This completes the proof of theorem 1.
4 Convergence
4.1 the last step
The main theorem has generated a sequence of densities ρ0, ρ1, . . . , ρk. We stop the iteration when we
our Mrk cubes no longer give a partition of the torus T0N−k. They do give a partition if Mrk ≤ LN−k
(or with M = Lm if rk ≤ LN−k−m). In fact there are indices k = K such that MrK = LN−K exactly,
and we take the first such. The existence of K is demonstrated in lemma 17 to follow, and it is shown
that N −K is bounded in N .
Stopping at k = K are on the torus T−KN−K with dimension MrK . The density ρK = ρK(AK ,ΨK)
is a function of fundamental fields AK ,ΨK on T0N−K and has the form (6). We now want to integrate
it to get the partition function. But this last step requires special treatment.
In the integral over AK we still impose axial gauge fixing by inserting δ(τ
∗AK) where τ∗ is a tree
in T0N−K rather than an L-cube. This gauge fixing is not enough to give convergent integrals. At this
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point we allow ourselves to suppress the contribution from torons (Wilson lines ), which come from
integrals around the torus. They are an artifact of the topology of the torus and not fundamental to
the model. Thus we could impose that AK(Γx,µ) = 0 where Γx,µ is the global circle thru x in the
direction eµ. In fact we impose the weaker condition that L
−3∑
x∈T0N−k AK(Γx,µ) = 0. But this is
just the condition that the single vector Q∗AK satisfies Q∗AK = 0. Here Q∗ is the single averaging
operator Q but with L replaced by MrK . Contours in the averaging operation join the the origin back
to itself instead of joining neighboring centers. See [28] for further discussion of this operator.
This modification of the gauge field could be avoided if we took circle valued gauge fields as in
[21]. It could also be avoided if we worked in a rectangular box rather than a torus. Then the axial
gauge fixing alone would be sufficient to enable convergence of the last integral. In the latter case the
overall translation invariance of the model would be spoiled , but it could be retained for polymers
separated from the boundary. This should be sufficient to carry out the analysis. A similar problem
is addressed in [24].
In any case the representation of the partition function is now.
Z(N, e) =
∫
δ(Q∗AK)δ(τ∗AK)ρK(AK ,ΨK)DΨKDAK (409)
Insert the expression for ρK from (6). Taking account also that MK = 0, εK = 0 so that S
+
K =
SK + ε
0
KVol(ΛK) we find
Z(N, e) =
∑
Π
Z′K,Ω(0)Z
′
K,Ω∫
δ(Q∗AK)δ(τ∗AK)DAKDΨKDmK,Ω(A)DmK,Π(Z)DmK,Ω(Ψ)DmK,Π(W ) CK,Π χK(ΛK)
exp
(
− 1
2
‖dAK,Ω‖2 −SK
(
AK,Ω,ΨK,Ω, ψK,Ω(AK,Ω)
)
+ EK(ΛK) +BK,Π + ε
0
KVol(ΛK)
) (410)
The final torus T−KN−K is a single MrK cube. For the last region ΛK the only possibilities are
ΛK = T−KN−K or ΛK = ∅. (The latter case includes the possibility that Λk = ∅ at some earlier stage
in which case all subsequent small field regions are defined to be empty.) We separate the two cases
writing
Z(N, e) = ZL(N, e) + ZS(N, e) (411)
Here ZL(N, e) is the sum of terms with ΛK = ∅. In this case the χK(ΛK), Ek(Λk) and ε0KVol(ΛK)
are all absent. We have
ZL(N, e) =
∑
Π:ΛK=∅
Z′K,Ω(0)Z
′
K,Ω∫
δ(Q∗AK)δ(τ∗AK)DAKDΨKDmK,Ω(A)DmK,Π(Z)DmK,Ω(Ψ)DmK,Π(W )
CK,Π exp
(
− 1
2
‖dAK,Ω‖2 −SK,Ω
(
AK,Ω,ΨK,Ω, ψK,Ω(AK,Ω)
)
+BK,Π
) (412)
The term ZS(N, e) is the sum of terms with ΛK = T0N−K . There is only one such term. It is the case
where every small field region is maximal: Ωj ,Λj = T−kN−K . The large field integrals DmK,Ω(A), . . .
are absent, as are CK,Π, BK,Π. The normalization factors Z′K,Ω(0)Z′K,Π become the global Z′K(0)Z′K .
Thus it is
ZS(N, e) = Z′K(0)Z
′
K
∫
δ(Q∗AK)δ(τ∗AK)DAKDΨK χK
exp
(
− 1
2
‖dAK‖2 −SK
(
AK ,ΨK , ψK(AK)
)
+ EK(ΛK ,AK , ψ
#
K(AK)) + ε
0
KVol(ΛK)
) (413)
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with fields AK = HKAk and ψK(A) = HK(A)ΨK and ψ#K(A) = (ψK(A), δα,AψK(A)).
We are going to compare Z(N, e) to the free partition function Z(N, 0) which is a product of the
free fermion partition function and the free boson partition function. We have
Z(N, 0) = Zf (N, 0)Zb(N, 0) (414)
Here the free fermion partition function is
Zf (N, 0) ≡
∫
exp
(
−
〈
Ψ¯0(D0 + m¯0)Ψ0
〉)
DΨ0
=
[ ∫
exp
(
−
〈
Ψ¯K , DK(0)ΨK
〉)
DΨK
]
Z′K(0)
= det(DK(0))
K−1∏
j=0
L−8(sN−sN−j−1)NjδZj(0)
(415)
The second line is the result of repeated global block averaging, see (25)-(27) in [31] where DK(0) is
defined.
The free boson partition function is a gauge fixed version of
∫
ρ0(A0)DA0 with density ρ0(A0) =
exp(− 12‖dA0‖2). As in (4),(5) one generates a a sequence ρ0, ρ1, . . . , ρK by
ρ˜k+1(Ak+1) =
∫
δ(Ak+1 −QAk)δ(τAk)ρk(Ak) DAk
ρk+1(Ak+1) = L
−8(sN−sN−k−1) ρ˜k+1(Ak+1,L)
(416)
Then the free partition function is Zb(N, 0) =
∫
δ(Q∗AK)δ(τ∗AK)ρK(AK)dAK This has a nice global
expression [30]. Here we give an alternate expression adapted to our proof. Fix Ω = (Ω1, . . . ,ΩK)
and repeat theorem 1 with no fermions, with Λk = Ωk for all k, and with no characteristic functions.
There are also no EK , Bk,Π, ε
0
K . This yields
Zb(N, 0) = Z′K,Ω
∫
δ(Q∗AK)δ(τ∗AK) DAKDmK,Ω(A) exp
(
− 1
2
‖dAK,Ω‖2
)
(417)
Lemma 17. Let rk be the smallest power of L greater than or equal to r
0
k = (− log ek)r.
1. rk+1 = L
−1rk or rk.
2. There is a K < N so MrK = L
N−K so |T0N−K | = (MrK)3
3. N −K is bounded by a constant independent of N , as are |T0N−K | and rK .
Proof.
1. r0k is decreasing in k so rk is non-increasing. Hence rk+1 = L
−nrk for some integer n ≥ 0. On
the other hand since ek+1 = L
1
2 ek we have r
0
k+1 = (− log ek− 12 logL)r. Hence for ek sufficiently
small 12r
0
k ≤ r0k+1 ≤ r0k. Also r0k ≤ rk ≤ Lr0k and so
1
2L
rk ≤ 1
2
r0k ≤ r0k+1 ≤ rk+1 (418)
This inequality excludes rk+1 = L
−nrk for n ≥ 2.
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2. Define integer-valued dk by
dk = (N − k)− logLMrk = (N − k)− logL rk −m (419)
This starts out positive for N sufficiently large (since logL rk grows logarithmically in N) but
eventually goes negative at k = N . Since logL rk only decreases by 0, 1 there must be a points
k = K where dK = 0
3. We have N −K = logL rK +m and rK ≤ Lr0K and hence N −K ≤ logL r0K +m+ 1. But
logL r
0
K = r logL(− log eK) = r logL
(
− log e+ 1
2
(N −K) logL
)
(420)
Thus x = N −K satisfies an inequality of the form x ≤ r logL(a+ bx)+ c with positive constants
a, b, c independent of N . Equivalently Lx ≤ Lc(a+ bx)r. But (Lc(a+ bx)r)L−x/2 is bounded by
a constant independent of N , hence the same is true for Lx/2 and x. This completes the proof.
4.2 estimates
Our goal is to get good estimates on ZL(N, e) and ZS(N, e) and in particular to show that the sum in
(412) converges. This requires good estimates on the integrals for each Π.
4.2.1 fermion integral - large fields region
For each fixed Π we first consider the fermion integral in the Π term in ZL(N, e) which is
JK,Π ≡
∫
FK(ΨK,Ω,WK,Π) DΨK DmK,Ω(Ψ) DmK,Π(W )
FK(ΨK,Ω,WK,Π) = exp
(
−SK(Ak,Ω,ΨK , ψK,Ω(AK,Ω)) +BK,Π
) (421)
To estimate this we write it as a sequence of integrals at different levels. First we scale up replac-
ing Ψj(x) on T−(K−j)N−K by Ψj,L−1(x) = LΨj(Lx) now with Ψj on T
−(K−j)+1
N−K+1 . Then Ψj,δΩj becomes
(Ψj,L−1)δΩj = (Ψj,LδΩj )L−1 . The ΨK on T0N−K is replaced by ΨK,L−1 with ΨK on T1N−K+1 and DΨk
is replaced by L−|T
0
N−K |DΨK . Similarly Wj on T−(K−j)N−K is replaced by Wj on T
−(K−j)+1
N−K+1 . The integral
DmK,Ω scales to (DmK,Ω)L = Dm
0
K,LΩ, etc. Thus we obtain
JK,Π = L−|T0N−K |
∫
FK((ΨK,LΩ)L−1 , (WK,LΠ)L−1) DΨKDm0K,LΩ(Ψ)Dm0K,LΠ(W ) (422)
Now by (16), (18) with ΛK = ∅
Dm0K,LΩ(Ψ) =δG,LΩcK
(
ΨK −Q(0)ΨK−1
)
DΨK−1,LΩcKDmK−1,LΩ(Ψ)
Dm0K,LΠ(W ) =DµI,LΩK (WK−1)DmK−1,LΠ(W )
(423)
Split the integral by DΨK = DΨK,LΩcKDΨK,LΩK Nothing depends on ΨK,LΩcK and we can use the
normalization
∫
δG,LΩcK
(
ΨK −Q(0)ΨK−1
)
DΨK,LΩcK = 1. Then define
FK−1(ΨK−1,LΩ,WK−1,LΠ) =
∫
FK((ΨK,LΩ)L−1 , (WK,LΠ)L−1)DΨK,LΩKdµI,LΩK (WK−1) (424)
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where ΨK−1,LΩ = (Ψ1,LδΩ1 , . . . ,ΨK−1,LδΩK−1), etc. This gives the representation
JK,Π = L−|T0N−K |
∫
FK−1(ΨK−1,LΩ,WK−1,LΠ)DΨK−1,LΩcKDmK−1,LΩ(Ψ) DmK−1,LΠ(W ) (425)
Now repeat this procedure to eliminate more fields. To state the result define Ωj(k) = L
K−kΩj and
Λj(k) = L
K−kΛj . These are what the regions were level k, i.e. on T−kN−k, before they were relabeled
K − k times to their present life in T−KN−K . Also define Ω(k) = (δΩ1(k), . . . , δΩk(k)) and similarly
Π(k). And we define for fields Ψj ,Wj on T−(k−j)N−k , 1 ≤ j ≤ k,
Ψk,Ω(k) =
(
Ψ0,Ωc1(k),Ψ1,δΩ1(k), · · · ,Ψk−1,δΩk−1(k),Ψk,Ωk(k)
)
Wk,Π(k) =
(
W0,Ω1(k)−Λ1(k), . . . ,Wk−1,Ωk(k)−Λk(k)
) (426)
which is what they were at level k.
Lemma 18. Define a sequence FK ,FK . . . ,F1,F0 by
Fk(Ψk,Ω(k),Wk,Π(k))
=
∫
Fk+1,L
(
Ψk+1,Ω(k),Wk+1,Π(k)
)
DΨk+1,δΩk+1(k)dµI,Ωk+1(k)−Λk+1(k)(Wk)
(427)
where Fk+1,L
(
Ψk+1,Ω(k),Wk+1,Π(k)
)
= Fk+1
(
(Ψk+1,Ω(k))L−1 , (Wk+1,Π(k))L−1
)
. Then for any k
JK,Π = Jk
∫
Fk
(
Ψk,Ω(k),Wk,Π(k)
)
DΨk,Ωck+1(k) Dmk,Ω(k)(Ψ)Dmk,Π(k)(W ) (428)
where
Jk =
K∏
j=k+1
L−|Ω
(j),c
j+1 | (429)
Proof. We have seen it is true for k = K − 1 (since ΛK ,ΩK+1 = ∅) . We assume it is true for k + 1
and prove it for k. We have
JK,Π = Jk+1∫
Fk+1
(
Ψk+1,Ω(k+1),Wk+1,Π(k+1)
)
DΨk+1,Ωck+2(k+1) Dmk+1,Ω(k+1)(Ψ)Dmk+1,Π(k+1)(W )
(430)
We scale up replacing Ψj,δΩj(k+1) by (Ψj,L−1)δΩj(k+1) = (Ψj,δΩj(k))L−1 (since LΩj(k + 1) = Ωj(k)).
Then Ψk+1,Ω(k+1) is replaced by (Ψk+1,Ω(k))L−1 and the integral DΨk+1,Ωck+2(k+1) is replaced by
L−|Ω
(k+1),c
k+2 |DΨk+1,Ωck+2(k+1). We identify L
−|Ω(k+1),ck+2 |Jk+1 = Jk. The integral Dmk+1,Ω(k+1) scales to
(Dmk+1,Ω(k+1))L = Dm
0
k+1,Ω(k)(Ψ), etc. Thus we have
JK,Π = Jk
∫
Fk+1
(
(Ψk+1,Ω(k))L−1 , (Wk+1,Π(k))L−1
)
DΨk+1,Ωck+2(k) Dm
0
k+1,Ω(k)(Ψ)Dm
0
k+1,Π(k)(W )
(431)
However
Dm0k+1,Ω(k)(Ψ) =Dmk,Ω(k)(Ψ) δG,Ωck+1(k)(Ψk+1 −Q(0)Ψk)DΨk,Ωck+1(k)
Dm0k+1,Π(k)(W ) =Dmk,Π(k)(W ) dµI,Ωk+1(k)−Λk+1(k)(Wk)
(432)
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Split the integral DΨk+1,Ωck+2(k) = DΨk+1,Ωck+1(k)DΨk+1,δΩk+1(k). and integrate out∫
δG,Ωck+1(k)(Ψk+1 −Q(0)Ψk)DΨk+1,Ωck+1(k) = 1 (433)
So now we have
JK,Π = Jk
∫
DΨk,Ωck+1(k)Dmk,Ω(k)(Ψ)Dmk,Π(k)(W )[ ∫
Fk+1
(
(Ψk+1,Ω(k))L−1 , (Wk+1,Π(k))L−1
)
DΨk+1,δΩk+1(k) dµI,Ωk+1(k)−Λk+1(k)(Wk)
] (434)
The expression in brackets is identified as Fk(Ψk,Ω(k),Wk,Π(k)) to complete the proof.
Now we estimate the final density FK for a fixed history Π.
Lemma 19. With ΛK = ∅, Λ0 ≡ Ω1 and δΛj−1 = Λj−1 − Λj
‖FK‖IK ,LIK ≤ exp
(
C
K∑
j=1
|δΩ(j)j |+
K∑
j=1
|δΛ(j)j−1|
)
(435)
Proof. From (421) FK = exp(−SK,Ω +BK,Π). For each of SK,Ω and BK,Π we express the object in
the fundamental fields Ψk,Ω,WK,Ω and then estimate the norm of the kernel.
A. For SK,Ω we have from (169)
SK,Ω
(
A,ΨK,Ω, ψK,Ω(A)
)
=
〈
Ψ¯K,Ω, DK,Ω(A)ΨK,Ω
〉
+ . . . (436)
where
DK,Ω(A) = b
(K) − b(K) QK,Ω(A)SK,Ω(A)QTK,Ω(−A) b(K) (437)
First consider the term〈
Ψ¯K,Ω,b
(K) ΨK,Ω
〉
=
∑
j
∑
y∈δΩ(j)j
L−3(K−j)b(K)j Ψ¯j(y)Ψj(y) (438)
Since IK is LK−j in δΩ(j)j and since b
(K)
j = bjL
K−j with bj bounded we have
‖
〈
Ψ¯K,Ω,b ΨK,Ω
〉
‖IK ≤
K∑
j=1
∑
y∈δΩ(j)j
L−3(K−j)b(K)j L
2(K−j) =
∑
j
bj |δΩ(j)j | ≤ C
∑
j
|δΩ(j)j | (439)
The second term in (437) is called MK,Ω(A) as in (170) and we have〈
Ψ¯K,Ω,MK,Ω(A)ΨK,Ω
〉
=
∑
j,j′
∑
y∈δΩ(j)j ,y′∈δΩ(j
′)
j′
Ψ¯j(y)L
−3(k−j)MK,Ω(A; y, y′)L−3(k−j
′)Ψj′(y
′) (440)
Using the estimate (179) on MK,Ω(A, y, y
′) we have
‖
〈
Ψ¯K,Ω,MK,Ω(A)ΨK,Ω
〉
‖IK ≤
∑
j,j′
∑
y∈δΩ(j)j ,y′∈δΩ(j
′)
j′
Ψj(y)L
−2(k−j)|MK,Ω(A; y, y′)|L−2(k−j′)
≤C
∑
j,j′
∑
y∈δΩ(j)j ,y′∈δΩ(j
′)
j′
e−γdΩ(y,y
′) ≤ C
∑
j
∑
y∈δΩ(j)j
≤ C
K∑
j=1
|δΩ(j)j |
(441)
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The other terms in (436) are estimated similarly, and so ‖Sk,Ω(A)‖IK ,LIK ≤ C
∑
j |δΩ(j)j |
B. For the boundary terms let BˆK,Π(A, ZK,Ω,ΨK,Ω,WK,Ω) be Bk,Π(A, ZK,Ω, ψ
#
K,Ω(A),WK,Ω) with
the evaluation from (54) in [31]
ψ#K,Ω(A) = Hˆ#K,Ω(A)ΨK,Ω ≡ H#K,Ω(A)1Ω1ΨK,Ω − S#K,Ω(A)DAΨ0,Ωc1 (442)
where H#k,Ω(A) = (Hk,Ω(A), δα,AHk,Ω(A)), etc. We suppress the gauge fields A, ZK,Ω from the
notation and write
‖BˆK,Π(ΨK,Ω,WK,Ω)‖IK ,LIK =‖BˆK,Π(IKΨK,Ω,WK,Ω)‖1,LIK
=‖BK,Π(Hˆ#K,ΩIKΨK,Ω,WK,Ω)‖1,LIK
=‖BK,Π((I#K)−1Hˆ#K,ΩIKΨK,Ω,WK,Ω)‖I#K ,LIK
(443)
But from the estimate (147) in [31] we have
|I#K−1H#K,ΩIKf | ≤ C‖f‖∞ (444)
and the same holds for Hˆ#K,Ω. Then from the appendix in [30]
‖BˆK,Π‖IK ,LIK ≤ ‖BK,Π‖CI#K ,LIK ≤ ‖BK,Π‖hK I#K ,LIK (445)
We need a bound on the latter quantity. We have our basic bound (41)
‖B(K)j,Π (X)‖hK I#K ,LIK ≤ e
1
4−8
j exp
(
− κdL−(K−j)M (X)
)
(446)
We need to sum this over connected unions of L−(K−j)M cubes X with X ∩ δΛj−1 6= ∅. Instead we
let X = LK−jY and sum over M cubes. This gives
‖B(K)j,Π ‖hK I#K ,LIK ≤ e
1
4−8
j
∑
Y ∩LK−jδΛj−1 6=∅
exp
(
− κdM (Y )
)
≤ O(1)e 14−8j |LK−jδΛj−1|M (447)
Now LK−jδΛj−1 is a subset of T−jN−j , The number of unit cubes in this set is the number of centers
of Lj cubes, which in our notation is |(LK−jδΛj−1)(j)|. This is the same as |δΛ(j)j−1| by the scale
invariance of the latter. Hence the number of M cubes is |LK−jδΛj−1|M = M−3|δΛ(j)j−1|. Now sum
over j and get
‖BK,Π‖hK I#K ,LIK ≤ O(1)
K∑
j=1
e
1
4−8
j M
−3|δΛ(j)j−1| ≤ O(1)e
1
4−8
K M
−3
K∑
j=1
|δΛ(j)j−1| (448)
We throw away the small factor O(1)e 14−8K M−3 ≤ 1. The resulting bound combined with (445)
completes the proof.
Lemma 20. ∣∣∣JK,Π∣∣∣ ≤ exp(C K∑
j=0
|δΩ(j)j |+
K∑
j=1
|δΛ(j)j−1|
)
(449)
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Proof. Start with (424)
FK−1(ΨK−1,LΩ,WK−1,LΠ) =
∫
FK((ΨK,LΩ)L−1 , (WK,LΠ)L−1)DΨK,LΩKdµI,LΩK (WK−1) (450)
In this formula Ψj is on T−(K−1−j)N−(K−1) so Ψj,L−1 is on T
−(K−j)
N−K . In particular ΨK is on T1N−K+1 and
ΨK−1 is on T0N−K+1 and so forth. Furthermore WK−1 is on T0N−K so that WK−1,L−1 is on T
−1
N−K−1
In the ΨK integral we change to ΨK = Ψ
′
K,L with Ψ
′
K back on T0N−K . Then DΨK,LΩK =
L|Ω
(K)
K |DΨ′K,ΩK . To facilitate estimates we artificially introduce a Gaussian integral by DΨ
′
K,ΩK
=
e<Ψ¯
′
K ,Ψ
′
K>ΩK dµI(Ψ
′
K). Then we have
FK−1(ΨK−1,LΩ,WK−1,LΠ)
= L|Ω
(K)
K |
∫
FK
(
(ΨK−1,LΩ)L−1 ,Ψ′K,ΩK , (WK−2,LΠ)L−1 , (WK−1,LΩK )L−1
)
e<Ψ¯
′
K ,Ψ
′
K>ΩK dµI,ΩK (Ψ
′
K)dµI,LΩK (WK−1)
= L|Ω
(K)
K |
∫
F ′K,L
(
ΨK−1,LΩ,Ψ′K,ΩK ,WK−2,LΠ,WK−1,LΩK
)
e<Ψ¯
′
K ,Ψ
′
K>ΩK dµI,ΩK (Ψ
′
K)dµI,LΩK (WK−1)
(451)
where the prime means the scaling in F ′K,L is in all fields except Ψ′K,ΩK which is already scaled.
In general on a unit lattice | ∫ f(Ψ)dµI(Ψ)| ≤ ‖f‖1, see the appendix in [30]. So with IK =
(LK , . . . , 1) we have (LIK−1, 1) = IK and hence
‖FK−1‖IK−1,LIK−1 ≤ L|ΩK |‖F ′K,Le<Ψ¯
′
K ,Ψ
′
K>ΩK ‖IK−1,1,LIK−1,1
≤ L|Ω(K)K |‖F ′K,L‖IK−1,1,IK exp
(
‖ < Ψ¯′K ,Ψ′K >ΩK ‖1
)
≤ L|Ω(K)K |‖FK‖LIK−1,1,LIK exp
(
|Ω(K)K |
)
= exp
(
C|Ω(K)K |
)
‖FK‖IK ,LIK
(452)
Now repeat this estimate. For the general step start with equation (427) expressing Fk in terms of
Fk+1. Here there is an integral over Ψk+1,δΩk+1(k) a field on T1N−k+1. We scale down to Ψk+1 = Ψ′k+1,L
now with Ψ′k+1 on T0N−k. Then (Ψk+1,δΩk+1(k))L−1 = Ψ′k+1,δΩk+1(k+1). Thus we have
Fk(Ψk,Ω(k),Wk,Π(k))
= L|δΩ
(k+1)
k+1 |
∫
Fk+1
(
(Ψk,Ω(k))L−1 ,Ψ
′
k+1,δΩk+1(k+1)
, (Wk,Π(k))L−1 , (Wk,Ωk+1(k)−Λk+1(k))L−1
)
DΨ′k+1,δΩk+1(k)dµI,Ωk+1(k)−Λk+1(k)(Wk)
(453)
Replace DΨ′k+1,δΩk+1(k) by a Gaussian integral. Then
Fk(Ψk,Ω(k),Wk,Π(k))
= L|δΩ
(k+1)
k+1 |
∫
F ′k+1,L
(
Ψk,Ω(k),Ψ
′
k+1,δΩk+1(k+1)
,Wk,Π(k),Wk,Ωk+1(k)−Λk+1(k))
)
exp
(
−
〈
Ψ¯′k+1,Ψ
′
k+1
〉
δΩk+1
)
dµI,δΩk+1(k+1)(Ψ
′
k+1)dµI,Ωk+1(k)−Λk+1(k)(Wk)
(454)
where again the prime excludes Ψ′k+1 from scaling.
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Now we estimate as before with (LIk, 1) = Ik+1
‖Fk‖Il,LIk ≤ L|δΩ
(k+1)
k+1 |‖F ′k+1,L exp
(
< Ψ¯′k+1,Ψ
′
k+1 >δΩk+1
)
‖Ik,1,LIk,1
≤ L|δΩ(k+1)k+1 |‖F ′k+1,L‖Ik,1,Ik+1 exp
(
‖ < Ψ¯′k+1,Ψ′k+1 >δΩk+1 ‖1
)
≤ L|δΩ(k+1)k+1 |‖Fk+1‖LIk,1,LIk+1 exp
(
||δΩ(k+1)k+1 |
)
≤ ‖Fk+1‖Ik+1,LIk+1 exp
(
C|δΩ(k+1)k+1 |
)
(455)
Iterating this inequality and inserting the bound (435) on ‖FK,Π‖IK ,LIK we have
‖F0‖IK ≤ exp
(
C
K−1∑
j=1
|δΩ(j)j |
)
‖FK‖IK ,LIK ≤ exp
(
C
K∑
j=1
|δΩ(j)j |+
K∑
j=1
|δΛ(j)j−1|
)
(456)
The representation of JK,Π in terms of F0,Π is
JK,Π =
∫
F0(Ψ0, LKΩc1)DΨ0,LKΩc1 (457)
This is also estimated as a Gaussian integral which gives an additional factor e|L
KΩc1| = e|Ω
c
1| ≡ e|δΩ(0)0 |.
This completes the proof.
We also need a bound on Z′k,Ω(0).
Lemma 21.
Z′k,Ω(0)
Zf (N, 0)
≤ e(MrK)4
K−1∏
j=0
exp
(
O(1)|Ω(j+1),cj+1 |
)
(458)
Proof. We have from (12)
Z′K,Ω(0) =
K−1∏
j=0
L−8(sN−sN−j−1)Nj+1,LK−jΩj+1δZj,LK−jΩ(0) (459)
where we recall that δZj,Ω(0) = δZj,Ω1,...,Ωj+1(0). Again we define Ω(j) = L
K−jΩ which is a sequence
in T−jN−j . Then taking the expression (415) for Zf (N, 0) we have
Z′k,Ω(0)
Zf (N, 0)
= det(DK(0))
−1
K−1∏
j=0
Nj+1,Ωj+1(j)
Nj+1
δZj,Ω(j)(0)
δZj(0)
(460)
By lemma 10 in [31] and the scale invariance of |Ω(j)j+1|
δZj,Ω(j)(0) = exp
((
(1− L−3) log bj + L−3 log(bj + bL−1)
)
|Ω(j)j+1|+
∑
X∩Ωj+1(j) 6=∅
Edj,Ω(j)(X, 0)
)
(461)
where |Edj,Ω(j)(X, 0)| ≤ CM3e−κdM (X). We want to compare this with the global
δZj(0) = exp
((
(1− L−3) log bj + L−3 log(bj + bL−1)
)
|T0N−j |+
∑
X
Edj (X, 0)
)
(462)
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But Edj,Ω(X, 0) is defined with a random walk expansion in X [31], and if X ⊂ Ωj+1 this is independent
of Ω. So Edj,Ω(j)(X, 0) = E
d
j (X, 0) for X ⊂ Ωj+1(j) and we have for the ratio
δZj,Ω(j)(0)
δZj(0)
= exp
((
(1− L−3) log bj + L−3 log(bj + bL−1)
)
|Ω(j),cj+1 |
+
∑
X#Ωcj+1(j)
Edj,Ω(j)(X, 0)−
∑
X∩Ωcj+1(j)6=∅
Edj (X, 0)
) (463)
But the first sum in the exponential is bounded by
CM3
∑
X∩Ωcj+1(j)6=∅
e−κdM (X) ≤ CM3|Ωcj+1(j)|M = CVol(Ωcj+1(j)) = C|Ω(j),cj+1 | (464)
The second sum has the same bound and so
δZj,Ω(j)(0)
δZj(0)
≤ exp
(
C|Ω(j),cj+1 |
)
(465)
We also have the logNj+1,Ωj+1(j) is a constant times |(Ωj+1(j))(j+1)| = |Ω(j+1)j+1 | and so
Nj+1,Ωj+1(j)
Nj+1
= exp
(
C|Ω(j+1),cj+1 |
)
(466)
The lemma follows from (465), (466) and the following result.
Lemma 22. For CK(0) = DK(0)
−1 satisfies
|detCK(0)| ≤ exp((MrK)4) (467)
Proof. DK(0) = bK − b2KQk(0)SK(0)QTK(0) is an operator on T0N−K with LN−K = MrK sites in
each direction. The inverse CK(0) = DK(0)
−1 is given by
CK(0) = b
−1
K +QK(0)(D0 + m¯K)
−1QTK(0) (468)
This can be verified directly, or it is identity in Appendix B in [30] in the special case b = 0, y = 0.
The propagator (D0 + m¯K)
−1 has no projection operator as did SK(0) = (D0 + m¯K + bKPK(0))−1.
But now we do not need it since we have m¯K = L
−2(N−K)m¯ which is positive and bounded below
independent of N by lemma 17. We note that since D0 = γ · ∇− 12η∆, and since γ · ∇ is skew adjoint
we have with η = L−(N−K) and L2 norms
|(f, (D0 + m¯K)f)| ≥ |Re (f, (D0 + m¯K)f)| = 1
2
η(f, (−∆ + m¯K)f) ≥ 1
2
ηm¯K‖f‖2 (469)
Hence ‖(D0 + m¯K)f‖ ≥ 12ηm¯K‖f‖ and so
‖(D0 + m¯K)−1f‖ ≤ 2η−1m¯−1K ‖f‖ = 2L3(N−K)m¯−1‖f‖ (470)
This is the one place where we are assuming the bare mass m¯ 6= 0. We are not keeping track of how
our estimates depend on m¯ and include the factor m¯−1 in our generic constant C. Since b−1K and
QK(0) are bounded we have ‖CK(0)‖ ≤ CL3(N−K) = C(MrK)3. Hence every matrix element satisfies
|CK(0, x, y)| ≤ C(MrK)3.
We take a crude bound on detCK(0) expanding it as a sum of permutations. There are ((MrK)
3)! ≤
exp( 12 (MrK)
4) permutations with the contribution of each permutation bounded by [C(MrK)
3](MrK)
3
which is less than exp( 12 (MrK)
4). Altogether we get the stated bound exp((MrK)
4).
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4.2.2 boson integral - large field region
The treatment of the boson integral is necessarily quite different from the fermion case since our
renormalization group transformations were not just averaging but contained gauge fixing as well. In
addition this is where we extract the small factors enabling the convergence of the whole expansion
We start with estimates on the large field characteristic functions. The following result refers to the
characterstic functions as they were when created after k streps, and before relabling and scaling in
the next K − k step.
Lemma 23. On T−kN−k with axial Ak on T0N−k and Ak+1 = QAk
ζ0k+1(Pk+1) ≤ exp
(
− pk+1(Mrk+1)−3|P (k+1)k+1 |+ CM2p−1k+1‖dAk‖2(Λk−Ωk+1)2\
)
ζ ′k(Qk+1) ≤ exp
(
− p20,k(Mrk+1)−3|Q(k+1)k+1 |+ CM2p−20,k‖dAk‖2(Λk−Ωk+1)2\
)
ζ†k(Rk+1) ≤ exp
(
− p 430,k(Mrk+1)−3|R(k+1)k+1 |+ Cp
− 43
0,k ‖Zk‖2(Ωk+1−Λk+1)\
)
ζˆk(Uk+1) ≤ exp
(
− p0,k(Mrk+1)−3|U (k+1)k+1 |+ Cp−10,k‖Zk‖2Ωk+1−Λk+1
)
(471)
Proof. We start with the bound on ζ0k+1(Pk+1) as defined in (50),(54). For  ⊂ Pk+1 the characteristic
function ζ0k+1() enforces there is at least one bond in ˜ where |A0k+1,Ω+()| ≥ L−
3
2 pk+1. We need
control over dA0k+1,Ω+() and we start with the closely related Ak,Ω(). The field as defined in (27) is
given by
Ak,Ω() = Hk,Ω()Aˆk,Ω where Aˆk,Ω = Qk,Ω()Qs,Tk Ak (472)
By our basic regularity bound, Theorem 1 in [31], with weight factors pj = L
1
2 (k−j) we have in δΩj′()
|dAk,Ω()| ≤ CML2(k−j
′) sup
j
L−2(k−j)‖dAˆk,Ω‖∞,δΩ(j)j () (473)
We are only interested in a bound on ˜ ⊂ Ωk() where the factor L2(k−j′) = 1. Now dAˆk,Ω =
Q(2)k,Ω()dQs,Tk Ak = Q(2)k,Ω()Qe,Tk dAk for edge averaging Qek. For an edge plaquette p′ ∈ T−kN−k the
(Qe,Tk dAk)(p′) = L2kdAk(p) where p in T0N−k is the unique plaquette containing p′. Then for p ∈
δΩ
j)
j () ⊂ T−jN−k
(dAˆk,Ω)(p) = (Q(2)j Qe,Tk dAk)(p) = L−5j
∑
x∈Bj(y)
∑
p′∈px
(Qe,Tk dAk)(p′) (474)
where px is p translated so a fixed corner is x. There is only one term in the sum p
′ ⊂ px and it is
L2kdAk(p) independent of x. We use the bound |(Qe,Tk dAk)(p)| ≤ L2k‖dAk‖∞,Ω1() and the fact that
there are L3j terms in the sum over x to give on δΩ
j)
j ()
|dAˆk,Ω()| ≤ L2(k−j)‖dAk‖∞,Ω1() (475)
Using this in (473) yields on ˜
|dAk,Ω()| ≤ CM‖dAk‖∞,Ω1() (476)
Now take this bound for k + 1 on T−k−1N−k−1 and scale up to the bound for LMrk+1 cubes  in T−kN−k
|dA0k+1,Ω+()| ≤ CM‖dAk+1‖∞,Ω+1 () (477)
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But dAk+1 = Q(2)dAk and Ω+1 () ⊂ ∼3 so ‖dAk+1‖∞,Ω+1 ()‖ ≤ ‖dAk‖∞,∼3 . Thus we have on ˜
|dA0k+1,Ω+()| ≤ CM‖dAk‖∞,∼3 (478)
Having established this preliminary bound we now argue as follows. The ζ0k+1() enforces that
there must be a bond in ∼3 where |dAk| ≥ (CM)−1L− 32 pk since otherwise (478) says |dA0k+1,Ω+()| ≤
L−
3
2 pk+1 everywhere in ˜ which contradicts the definition of ζ0k+1(). Absorb the L−
3
2 in the C−1 so
ζ0k+1() enforces there is at least one bond in ∼3 so that |dAk| ≥ (CM)−1pk+1. Now we claim that
for the unit lattice field Ak
ζ0k+1() ≤ exp
(
− pk+1 + (CM)2p−1k+1‖dAk‖2∼3
)
(479)
Indeed if ζ0k+1() = 0 the inequality is trivial, while if ζ0k+1() = 1 then ‖dAk‖2∼3 ≥ ((CM)−1pk+1)2
and the inequality holds.
Now take the product over ⊂ Pk+1 to get a bound on ζ0k+1(Pk+1) . The volume of Pk+1 is |P (k)k+1| =
L3|P (k+1)k+1 |. Each cube has volume (LMrk+1)3 so the number of cubes in Pk+1 is (Mrk+1)−3|P (k+1)k+1 |.
We also use∑
⊂Pk+1
‖dAk‖2∼3 =
∑
⊂Pk+1
∑
′⊂∼3
‖dAk‖2′ = O(1)
∑
′⊂P∼3k+1
‖dAk‖2′ = O(1)‖dAk‖2P∼3k+1 (480)
But Pk+1 ⊂ Λ5\k implies P∼3k+1 ⊂ Λ2\k (since [O\]∼ ⊂ O) and P∼5k+1 ⊂ Ωck+1 implies P∼3k+1 ⊂ [P∼5k+1]2\ ⊂
[Ωck+1]
2\ (since O ⊂ [O˜]\). Thus P∼3k+1 ⊂ Λ2\k ∩ [Ωck+1]2\ = [Λk − Ωk+1]2\ (by (O1 ∩ O2)\ = O\1 ∩ O\2 ),
which we use in (480). Altogether the announced bound on ζ0k+1(Pk+1) results.
Now consider the ζ ′k(Qk+1) bound. For  ⊂ Qk+1 the characteristic function ζ ′k() enforces that
there is at least one bond in ˜ where |Ak − Amink,Ω()| ≥ p20,k. We need control of this field. Now
Amink,Ω+() − Ak is axial and Q(Ak − Amink,Ω+()) = Ak+1 − Ak+1 = 0. It follows from lemma 16 in [31]
that on ˜
|Ak −Amink,Ω+()| ≤ C‖d(Ak −Amink,Ω+())‖∞,˜+ ≤ C‖dAk‖∞,˜+ + C‖dAmink,Ω+()‖∞,˜+ (481)
where ˜+ is a slight enlargement of ˜+. Now Amink,Ω+() = QkA0,xk+1,Ω+(). On ˜+ we change to
Landau gauge and use the fundamental regularity estimate (478) to get
|dAmink,Ω+()| = |Q(2)k dA0k+1,Ω+()| ≤ CM‖dAk‖∞,∼3 (482)
Therefore on ˜
|Ak −Amink,Ω+()| ≤ CM‖dAk‖∞,∼3 (483)
Now ζ ′k() enforces that there must be a bond in ∼3 such that |dAk| ≥ (CM)−1p20,k since otherwise
(483) says that |Ak − Amink,Ω+()| ≤ p20,k everywhere in ˜ which contradicts the definition of ζ ′k().
Therefore
|ζ ′k()| ≤ exp
(
− p20,k + (CM)2p−20,k‖dAk‖2∼3
)
(484)
Take the product over  ⊂ Qk+1 to get the result as before.
Now consider the ζ†(Rk+1) bound. For  ⊂ Rk+1 the characteristic function ζ†() enforces there
is at least one point in ˜ where |C 12 ,lock,Ω+Z˜k| ≥ p
4/3
0,k . However |C
1
2 ,loc
k,Ω+(Υ,Υ
′)| ≤ e−γd(Υ,Υ′) and the
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operator only connects points in the same ˜. Therefore on ˜ we have |C 12 ,lock,Ω+Z˜k| ≤ C‖Z˜k‖∞,˜. This
implies that there must be a point in ˜ where |Z˜k| ≥ C−1p4/30,k . Thus
ζ†() ≤ exp
(
− p 430,k + C2p
− 43
0,k ‖Z˜k‖2˜
)
(485)
Take the product over  ⊂ Rk+1. We have R˜k+1 ⊂ Ω\k+1 and R˜k+1 ⊂ [Λck+1]\ and therefore R˜k+1 ⊂
[Ωk+1 − Λk+1]\ which gives the result.
Now consider the ζˆ(Uk+1) bound. For  ⊂ Uk+1 the characteristic function ζˆ() enforces there is
at least one point in  where |Z˜k| ≥ p0,k. and so
ζˆ() ≤ exp
(
− p0,k + p−10,k‖Zk‖2
)
(486)
Again take the product over  ⊂ Uk+1. Since Uk ⊂ Ωk+1 −Λk+1 we have. the result. This completes
the proof.
————————
Now back to the main story. For all large field regions we have from (412)
ZL(N, e) =
∑
Π:ΛK=∅
Z′k,Ω(0)Z
′
k,Ω∫
δ(Q∗AK)δ(τ∗AK)DAK DmK,Ω(A)DmK,Π(Z)
[
JK,Π CK,Π
]
exp
(
− 1
2
‖dAK,Ω‖2
) (487)
We bound the fermion integral JK,Π by lemma 20. For 0 ≤ j ≤ K − 1 we use |δΩ(j)j | ≤ |Ω(j),cj+1 | =
L3|Ω(j+1),cj+1 | ≤ |Λ(j+1),cj+1 |. For j = K we use |δΩ(K)K | = |Ω(K)K | ≤ |T0N−K | = |Λ(K),cK | Hence we have
|JK,Π| ≤ exp(C
∑K
j=1 |Λ(j),cj |). Similarly Z′k,Ω(0) ≤ e(MrK)
4
Zf (N, 0)
∏K−1
j=0 exp(C
∑K
j=1 |Λ(j),cj |) from
lemma 21. Thus
ZL(N, e) ≤e(MrK)4 Zf (N, 0)
∑
Π:ΛK=∅
Z′k,Ω exp
(
C
K∑
j=1
|Λ(j),cj |
)
∫
δ(Q∗AK)δ(τ∗AK) DAKDmK,Ω(A)DmK,Π(Z) CK,Π exp
(
− 1
2
‖dAK,Ω‖2
) (488)
In CK,Π we estimate a small field characteristic functions by one. Taking account the relabeling and
rescaling we have that CK,Π is bounded by (with O(j) = LK−jO)
K−1∏
j=0
[
ζ0j+1(Pj+1(j))
]
L−(K−j)
[
ζ ′j(Qj+1(j))
]
L−(K−j)
[
ζ†j (Rj+1(j))
]
L−(K−j)
[
ζˆj(Uj+1(j))
]
L−(K−j)
(489)
Now use the bounds of lemma 23. In the bounds on ζ0j+1(Pj+1) and ζ
′
j+1(Qj+1) we use[
‖dAj‖2(Λj−Ωj+1)2\(j)
]
L−(K−j)
= ‖dAj,L(K−j)‖2(Λj−Ωj+1)2\(j) = ‖dAj‖2(Λj−Ωj+1)2\ (490)
Here Aj is on T−(K−j)N−K . In the decay factors take the minimum coefficient which is p0,j ≥ 2p0,j+1 and
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shift j → j − 1. Then
ZL(N, e) ≤e(MrK)4 Zf (N, 0)
∑
Π0:ΛK=∅
Z′k,Ω exp
(
−
K∑
j=1
2p0,j(Mrj)
−3(|P (j)j |+ |Q(j)j |+ |R(j)j |+ |U j)j |)
)
exp
(
C
K∑
j=1
|Λ(j),cj |
)∫
DAKδ(Q∗AK) δ(τ∗AK) IK,Π(AK)
(491)
where
IK,Π(AK) =
∫
DmK,Ω(A) DmK,Π(Z) exp
(
− 1
2
‖dAK,Ω‖2
)
exp
(K−1∑
j=0
CM2p−20,j‖dAj‖2(Λj−Ωj+1)2\ + Cp−10,j
[
‖Z˜j‖2(Ωj+1−Λj+1)\(j)
]
L−(K−j)
) (492)
Lemma 24.
IK,Π(AK) ≤ exp
( K∑
j=1
C|Λ(j),cj |
)∫
exp
(
− 1
2
‖dAK,Ω‖2
)
DmK,Ω(A) (493)
Proof. This factors into an integral over A fields and Z fields. For the Z integral we have∫
DmK,Π(Z) exp
(K−1∑
j=0
Cp−10,j
[
‖Z˜j‖2(Ωj+1−Λj+1)\(j)
]
L−(K−j)
)
=
K−1∏
j=0
∫ [
dµI,(Ωj+1−Λj+1)(j)(Z˜j)
]
L−(K−j)
exp
(K−1∑
j=0
Cp−10,j
[
‖Z˜j‖2(Ωj+1−Λj+1)\(j)
]
L−(K−j)
)
=
K−1∏
j=0
∫
dµI,(Ωj+1−Λj+1)(j)(Z˜j) exp
(K−1∑
j=0
Cp−10,j‖Z˜j‖2(Ωj+1−Λj+1)\(j)
)
≤
K−1∏
j=0
exp
(
Cp−10,j |Ω(j)j+1 − Λ(j)j+1|
)
≤ exp
( K∑
j=1
|Λ(j),cj |
)
(494)
Here Z˜j is on T0N−j and (Ωj+1 −Λj+1)(j) is a subset of T−jN−j . There are |(Ωj+1 −Λj+1)(j)| variables
in the integral.
For the A integral we show in appendix C that
K−1∑
j=0
‖dAj‖2(Λk−Ωk+1)\ ≤ O(1)‖dAK,Ω‖2 (495)
by taking p0 sufficiently large so that we can make CM
2p−20,j as small as we like and the integral is
estimated by ∫
exp
(
− 1
2
‖AK,Ω‖2
)
exp
( K∑
j=1
CM2p−20,j‖dAj‖2(Λj−Ωj+1)\
)
DmK,Ω(A)
≤
∫
exp
(
− 1
4
‖AK,Ω‖2
)
DmK,Ω(A)
(496)
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Now ‖dAk,Ω‖2) =< AK,Ω,∆K,ΩAK,Ω > so we can change the coefficient 14 in (496) to 12 by a change
of variables AK,Ω →
√
2AK,Ω which means Aj,δΩj →
√
2Aj,δΩj for j = 0 ≤ j ≤ K − 1. If the measure
DmK,Ω(A) had no delta functions the change of variables would generate a factor of
√
2 raised to the
power
∑K−1
j=0 |δΩ(j)j |. The delta functions reduce the power but the expression is still a good upper
bound, as is exp(
∑K
j=1 C|Λ(j),cj |). So the A integral is bounded by
exp
( K∑
j=1
O(1)|Λ(j),cj |
)∫
exp
(
− 1
2
‖AK,Ω‖2
)
DmK,Ω(A) (497)
which gives the result.
Lemma 25. For e sufficiently small
ZL(N, e) ≤ Z(N, 0)eK (498)
Proof. Insert the bound on IK,Π in (491) and get
ZL(N, e) ≤ e(MrK)4 Zf (N, 0)
∑
Π:ΛK=∅
exp
(
−
K∑
j=1
2p0,j(Mrj)
−3(|P (j)j |+ |Q(j)j |+ |R(j)j |+ |U j)j |)
)
exp
(
C
K∑
j=1
|Λ(j),cj |
)[
Z′k,Ω
∫
δ(Q∗AK)δ(τ∗AK)DAKDmK,Π(A) exp
(
− 1
2
‖AK,Ω‖2
) ]
(499)
But by (417) the bracketed expression is identified as the free boson partition function Zb(N, 0). Also
we identify Z(N, 0) = Zb(N, 0)Zf (N, 0) and have
ZL(N, e) ≤ e(MrK)4 Z(N, 0)∑
Π:ΛK=∅
exp
(
−
K∑
j=1
2p0,j(Mrj)
−3(|P (j)j |+ |Q(j)j |+ |R(j)j |+ |U j)j |) + C
K∑
j=1
|(Λ(j),cj |
) (500)
Without the condition ΛK 6= ∅ this is a model independent sum over {Pj , Qj , Rj , Uj}Kj=1 first
estimated in [3] where it is bounded by a constant; see also [27]. The key point as before is that if
p0 is sufficiently large then the constant p0,j(Mrj)
−3 can be as large power of (− log eK) as we like
to drive the convergence. Since the case with all the Pj , Qj , Rj , Uj = ∅ is excluded we can extract
a tiny factor exp(−2p0,j(Mrj)−3) ≤ exp(−2p0,K(MrK)−3) from somewhere. Again assuming p0,K is
sufficiently large, this is enough to dominate the factor exp((MrK)
4) and any constants and still leave
a factor smaller than eK . Then we have the announced Z
L(N, e) ≤ Z(N, 0)eK .
4.2.3 fermion integral - small field region
We look at the fermion contribution to ZS(N, e) defined in (413). With ΛK = T−KN−K and replacing
SK(AK ,ΨK , ψK(AK)) by < Ψ¯K , DK(AK)ΨK > it is
ΞK(AK) ≡ Z ′K(0)
∫
DΨK exp
(
−
〈
Ψ¯K , DK(AK)ΨK
〉
+ EK(ΛK ,AK , ψ
#
K(Ak))
)
(501)
We want to compare this with the free fermion partition function from (415) which is
Zf (N, 0) = Z′K(0)
∫
DΨK exp
(
−
〈
Ψ¯K , DK(0)ΨK
〉)
(502)
We study this for |dAK | ≤ pK which (by definition) is enforced by χK .
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Lemma 26. For |dAK | ≤ pK and uniformly in N
ΞK(AK)
Zf (N, 0)
= 1 +O(e 14−8K ) (503)
Proof. |dAK | ≤ pK implies |dAk| ≤ pK and hence AK ∈ e
3
4−4
K R˜k as in (42). So it suffices to study
ΞK(A)/Z
f (N, 0) for A ∈ e 34−4K R˜K . We define
E′K(ΛK ,A,ΨK) =
〈
Ψ¯K , DK(A)ΨK
〉
−
〈
Ψ¯K , DK(0)ΨK
〉
E′′K(ΛK ,A,ΨK) =EK(ΛK ,A,H#K(A)ΨK)
(504)
and E∗K(ΛK) = −E′K(ΛK) + E′′K(ΛK). Then we have
ΞK(A) = Z
′
K(0)
∫
DΨK exp
(
−
〈
Ψ¯K , DK(0)ΨK
〉
+ E?K(ΛK)
)
(505)
Comparing this with (502) we identify a Gaussian integral with covariance CK(0) = DK(0)
−1 intro-
duced in lemma 22. Then we have
ΞK(A)
Zf (N, 0)
=
∫
eE
?
K(ΛK)dµCK(0)(ΨK) (506)
We need estimates on E′k(ΛK), E
′′
K(ΛK) and so E
∗
K(ΛK). For the first we use the representation
DK(A) = bK − b2KQK(A)SK(A)QTK(−A). Using the decay bounds for SK(A) we find for A ∈ R˜K
‖
〈
Ψ¯K , DK(A)ΨK
〉
‖hK ≤ Ch2K |Λ(K)K | = Ch2K |T0N−K | (507)
Indeed this is (439), (441), but with weight hK , specialized to δΩK = ΩK = ΛK = T−KN−K and δΩj = ∅
for j < K. Or see a similar bound in lemma 20 in [30]. Now we write
E′K(ΛK ,A,ΨK) =
1
2pii
∫
|t|=e−
3
4
+4
K
dt
t(t− 1)
〈
Ψ¯K , DK(tA)ΨK
〉
(508)
Then (507) yields the bound
‖E′K(ΛK)‖hK ≤ Ce
3
4−4
K h
2
K |T0N−K | = Ce
1
4−4
K |T0N−K | (509)
For the second (327) says that there is a constant C0 such that |H#K(A)f | ≤ C0‖f‖∞. Hence by our
basic estimate (38),(39)
‖E′′K(ΛK)‖C−10 hK ≤ ‖EK(ΛK)‖hK ≤ O(1)e
1
4−7
K |T0N−K | (510)
This bound is satisfied by E′K(ΛK) and hence E
∗
K(ΛK) as well.
Now we write
ΞK(A)
Zf (N, 0)
=1 +
∫ (
exp
(
eE
?
K(ΛK) − 1
)
dµCK(0)(ΨK)
=1 +
∫ 1
0
dt
∫
E?K(ΛK)e
tE?K(ΛK) dµCK(0)(ΨK)
=1 +
∫ 1
0
dt
∫
E??K (ΛK)e
tE??K (ΛK) dµI(ΨK)
(511)
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Here in the last step we changed to an identity covariance defining
E??K (ΛK),A, Ψ¯K ,ΨK) = E
?
K(ΛK ,A, Ψ¯K , CK(0)ΨK) (512)
As noted in lemma 22 CK(0) has a bounded kernel |CK(0, x, y)| ≤ C(MrK)3 and then |CK(0)f | ≤
C(MRK)
6‖f‖∞.. It follows that
‖E??K (ΛK)‖1 ≤ ‖E?K(ΛK)‖C(MrK)6 ≤ ‖E?K(ΛK)‖C−10 hK ≤ O(1)e
1
4−7
K |T0N−K | (513)
This is small since |T0N−K | = (MrK)3 is only logarithmic in eK . Then
sup
0≤t≤1
‖E??K (ΛK) exp
(
tE??K (ΛK)
)
‖1 ≤ ‖E??K (ΛK)‖1 exp
(
‖E??K (ΛK)‖1
)
≤ O(1)e 14−7K |T0N−K | (514)
This implies |ΞK(A)/Zf (N, 0)− 1| is bounded by O(1)e
1
4−7
K |T0N−K | ≤ e
1
4−8
K and hence the result.
4.2.4 boson integral - small field region
On ΛK = T−KN−K let
DmK = exp
(
− 1
2
‖dAK‖2
)
δ(Q∗AK)δ(τ∗AK) DAK (515)
Then we have from (413)
ZS(N, e) = Z′K exp
(
ε0K |T0N−K |
) ∫
ΞK χK DmK (516)
We want to compare this with
Z(N, 0) = Zf (N, 0)Zb(N, 0) = Zf (N, 0)Z′K
∫
DmK (517)
Lemma 27. Uniformly in N
ZS(N, e)
Z(N, 0)
= 1 +O(e 14−8K ) (518)
Proof. The ratio is
ZS(N, e)
Z(N, 0)
= exp
(
ε0K |T0N−K |
)∫
(
ΞK/Z
f (N, 0)
)
χKDmK∫
χKDmK
[∫ χKDmK∫
DmK
]
(519)
It suffices to show that each factor is sufficiently close to one. The first factor is say 1 + O(e6K) by
(35) and |T0N−K | = (MrK)3. The second factor is 1 +O(e
1
4−8
K ) by lemma 26. For the third factor we
define ζK = 1− χK and write it as
1−
∫
ζKDmK∫
DmK
(520)
To analyze this we follow lemma 24. The characteristic function χK imposes that |dAK | ≤ pK , and
so ζK imposes that there is a bond in ΛK such that |dAK | ≥ pK . However |dAK | ≤ CM‖dAK‖∞, a
special case of (476), so there must be a bond where |dAK | ≥ (CM)−1pK . Therefore
ζK ≤ exp
(
− pK + (CM)2p−1K ‖dAK‖2
)
(521)
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Furthermore ‖dAK‖2 ≤ O(1)‖dAK‖2, a special case of (547), and so for pK sufficiently large∫
ζK DmK ≤ e−pK
∫
e
1
4‖dAk‖2DmK (522)
In the last integral we have 14‖dAk‖2 − 12‖dAk‖2 = − 14‖dAk‖2. We restore the coefficient − 14 to − 12
by the change of variables AK →
√
2AK . This introduces a factor of
√
2 raised to a power bounded
by |Λ(K)K | = |T0N−K | = (MrK)3. Thus for pK sufficiently large∫
ζK DmK ≤ e−pK+(MrK)3
∫
DmK ≤ eK
∫
DmK (523)
Thus (520) is 1 +O(eK) and the result follows.
4.3 the stability bound
Now we can state the main result. Combining lemma 25 and lemma 27 we have uniformly in N
Z(N, e)
Z(N, 0)
=
ZL(N, e)
Z(N, 0)
+
ZS(N, e)
Z(N, 0)
= 1 +O(e 14−8K ) (524)
This gives the stability bound and shows that Z(N, e)/Z(N, 0) → 0 as e → 0. We state it more
modestly as:
Theorem 2. (stability bound) Let the coupling constant e be sufficiently small. Then for all N
1
2
. ≤
∣∣∣Z(N, e)
Z(N, 0)
∣∣∣ ≤ 3
2
(525)
Remarks.
1. The results refer to the unit cube T−N0 with lattice spacing L−N . But they could easily be
extended to a lattice T−NN ′ with a volume L3N
′
. But controlling the infinite volume limit N ′ →∞
is a difficult problem for this massless model.
2. The restriction to tiny coupling constant e is probably not essential. For any e we will still have
that e0 = L
− 12Ne is tiny for N sufficiently large. We can still carry out our analysis as long as
ek = L
1
2ke0 is small. We would just have to stop the iteration sooner.
3. It should be possible to include source terms in the partition function and thereby generate
results for correlation functions. See for example [21]. In particular one could expect to show
the existence of the continuum limit N →∞.
Acknowledgement: I thank John Imbrie and David Brydges for helpful comments
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A Norms
The effective actions in our renormalization group analysis will be expressed in terms of polymer
functions which are elements of a Grassmann algebra. We define some norms on such elements. These
can also be combined for mixed versions.
A.1 single scale
Consider the unit lattice, say T0N−k. Fermi fields Ψ(x) are the generators of a Grassmann algebra
indexed by x = (x, β, ω) with x ∈ T0N−k, 1 ≤ β ≤ 4, and ω = 0, 1 and have the form Ψ(x, β, 0) = Ψβ(x)
and Ψ(x, β, 1) = Ψ¯k,β(x). We consider elements of the Grassmann algebra of the form
E(Ψ) =
∞∑
n=0
1
n!
∑
x1,...,xn
En(x1, . . . , xn)Ψ(x1) · · ·Ψ(xn) (526)
This is actually a finite sum since T0N−k is finite. A norm with a parameter h > 0 is defined by
‖E‖h =
∞∑
n=0
hn
n!
∑
x1,...,xn
|En(x1, . . . , xn)| (527)
A.2 dressed fields
Now consider a fine lattice, say T−kN−k. Fermi fields ψk(ξ) are elements of certain Grassmann algebras.
indexed by ξ = (x, β, ω) with x ∈ T−kN−k, 1 ≤ β ≤ 4, and ω = 0, 1 and have the form ψ(x, β, 0) = ψβ(x)
and ψ(x, β, 1) = ψ¯β(x). We have in mind smeared functions of the fundamental fields like ψ = ψk,Ω(A).
We consider elements of the Grassman algebra of the form
E(ψ) =
∞∑
n=0
1
n!
∫
En(ξ1, . . . , ξn)ψ(ξ1) · · ·ψ(ξn)dξ1 · · · dξn (528)
Here with η = L−k we define
∫
dξ =
∑
x,β,ω η
3. A norm on the kernel is defined by
‖En‖h =
∞∑
n=0
hn
n!
∫
|En(ξ1, . . . , ξn)|dξ1 · · · dξn (529)
A further variation allows treatment the Holder derivative δαψ(x, y), defined for |x− y| < 1, as a
separate field. For ζ = (x, y, β, ω) we define δαψ(ζ) by δαψ(x, y, β, 0) = δαψβ(x, y) and δαψ(x, y, β, 1) =
δαψ¯β(x, y). An integral over ζ is
∫
dζ =
∑
|x−y|<1,β,ω η
6. We consider functions of the form
E(ψk, δαψk) =
∞∑
n,m=0
1
n!m!
∫
Enm(ξ1, . . . , ξn, ζ1, . . . , ζm)
ψ(ξ1) · · ·ψ(ξn) δαψ(ζ1) · · · δαψ(ζm) dξ1 · · · dξndζ1 · · · dζm
(530)
Norms for the kernels are defined for a pair of parameters h = (h1, h2) by
‖E‖h =
∞∑
n,m=0
hn1h
m
2
n!m!
∫
|Enm(ξ1, . . . , ξn, ζ1, . . . , ζm)|dξ1 · · · dξndζ1 · · · dζm (531)
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A.3 multiscale
Now we consider a multiscale version . As in the text suppose we are given a decreasing sequence of
small field regions Ω = (Ω1,Ω2, . . . ,Ωk) and fermi fields Ψk,Ω = (Ψ1,δΩ1 , . . . ,Ψk−1,δΩk−1 ,Ψk,δΩk) with
δΩk = Ωk. The fields are the generators of a Grassmann algebra indexed by x = (x, β, ω) as in section
A.1 except that now Ψj,δΩj (x) has x ∈ δΩ(j)j ⊂ T−(k−j)N−k . We consider elements of the form
E(Ψk,Ω) =
∞∑
n1,··· ,nk
1
n1! · · ·nk!
∫
E(x1, . . . , xk)Ψ1,δΩ1(x1) · · ·Ψk,δΩk(xn) dx1 · · · , dxn (532)
where for xj = (xj,1 · · · xj,nj )
Ψj,δΩj (xj) = Ψj(xj,1) · · ·Ψj(xj,nj ) (533)
and where
∫
dxi =
∑
xi
L−3(k−i). The norms on the kernels with a multiweight h = (h1, . . . , hk) are
‖E‖h =
∞∑
n1,··· ,nk
hn11 · · ·hnkk
n1! · · ·nk!
∫
|E(x1, . . . , xk)| dx1 · · · , dxn (534)
B bound on Tk,Ω(A)
We study the operator Tk,Ω(A) which is an approximate left inverse of the minimizer Hk,Ω and is
defined on functions on Ω1 ⊂ T−kN−k by
Tk,Ω(A)f = (b
(k))−1Qk,Ω(A)
(
DA +mk + Pk,Ω(A)
)
f (535)
Lemma 28. For A ∈ R˜k,Ω there is a constant C such that
|Tk,Ω(A)f | ≤ C‖f‖∞ (536)
Proof. We have
Tk,Ω(A) = (b
(k))−1Qk,Ω(A)DA + (b(k))−1mk +Qk,Ω(A) (537)
The last two terms satisfy the bound so it suffices to consider (b(k))−1Qk,Ω(A)DA. On Ωk this is
b−1k Qk(A)DA and in [29], [30] we show that
|Qk(A)DAf | ≤ O(1)
(
1 + ek‖dA‖∞,Ωk
)
‖f‖∞ ≤ O(1)
(
1 + e
1
4 +2
k
)
‖f‖∞ (538)
where last step follows since |dA| ≤ e− 34 +2k on Ωk.
On δΩj the operator (b
(k))−1Qk,Ω(A)DA is b−1j L
−(k−j)Qj(A)DA We treat this by scaling it to
the previous result. We have
b−1j L
−(k−j)Qj(A)DAf =
[
b−1j Qj(ALk−j )DALk−j fLk−j
]
L−(k−j)
(539)
where we used (DAf)Lk−j = L
k−jDA
Lk−j fLk−j . The bracketed expression is now the same as the
previous case but on T−jN−j rather than T
−k
N−k. We have therefore∣∣∣[Qj(ALk−j )DALk−j fLk−j]L−(k−j) ∣∣∣ ≤O(1)(1 + ej‖dALk−j‖∞,Lk−jδΩj)‖f‖∞
≤O(1)
(
1 + ejL
− 32 (k−j)‖dA‖∞,δΩj
)
‖f‖∞
≤O(1)(1 + e 14 +2j )‖f‖∞
(540)
where the last step follows since |dA| ≤ L 32 (k−j)e− 34 +2j on δΩj .
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C more bounds
We give a bound relating Ak,Ω and the fundamental fields Aj . First a preliminary estimate.
Lemma 29. Let X be a union of unit blocks in T−kN−k with X˜ an enlargement by a layer of unit cubes.
For a function F on plaquettes in T−kN−k the L2 norms satisfy
‖Q(2)k F‖X ≤ O(1)‖F‖X˜ (541)
Proof. For x ∈ T−kN−k let Px = [x, x+ eµ, x+ eµ + eν , x+ eν ]. Then for y ∈ T0N−k we have
(Q(2)k F )(Py) =
∫
|x−y|≤ 12
L−2k
∑
p∈Px
F (p) =
∫
|x−y|≤ 12
∫
p∈Px
F (p) (542)
By the Schwarz inequality in the p integral∣∣∣ ∫
p∈Px
F (p)
∣∣∣2 ≤ ∫
p∈Px
|F (p)|2 (543)
and then by the Schwarz inequality in the x integral
|(Q(2)k F )(Py)|2 ≤
∫
|x−y|≤ 12
∫
p∈Px
|F (p)|2 (544)
Then
‖Q(2)k F‖2X ≡
∑
y:Py∩X 6=∅
|(Q(2)k F )(Py)|2 ≤
∫
x∈X˜
∫
p∈Px
|F (p)|2
=
∫
p∈X˜
∫
x∈X˜:Px3p
|F (p)|2 ≤ O(1)‖F‖2
X˜
(545)
This completes the proof.
Now consider Ak,Ω which satisfies Qk,ΩAk,Ω = Ak,Ω. Then
dAk,Ω = dQk,ΩAk,Ω = Q(2)k,ΩdAk,Ω (546)
In Ωk this says dAk = Q(2)k dAk,Ω. It follows by lemma 29 that
‖dAk‖2X ≤ O(1)‖dAk,Ω‖2X˜ X˜ ⊂ Ωk (547)
We want to drop the restriction to Ωk here.
Lemma 30. Let X = ∪Xj where Xj ⊂ δΩj is a union of L−(k−j) cubes whose enlargements at that
scale also satisfy X˜j ⊂ δΩj. Then
k∑
j=0
‖dAj‖2Xj ≤ O(1)‖dAk,Ω‖2 (548)
Proof. Aj is a function on δΩ
(j)
j ⊂ T−(k−j)N−k . Therefore Aj,Lk−j is a function on a subset of the unit
lattice T0N−j and on LkδΩj we have Q(2)j dAk,Ω,Lk−j = dAj,Lk−j . Then by a bound like (547)
‖dAj‖2Xj = ‖dAj,Lk−j‖2Lk−jXj ≤ O(1)‖dAk,Ω,Lk−j‖2(Lk−jXj)∼ = O(1)‖dAk,Ω‖2X˜j (549)
Summing over j gives the result.
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