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ZIPPING TATE RESOLUTIONS AND EXTERIOR COALGEBRAS
GUNNAR FLØYSTAD
Abstract. We conjecture what the cone of hypercohomology tables of bounded
complexes of coherent sheaves on projective spaces are, when we have specified
regularity conditions on the cohomology sheaves of this complex and its dual.
There is an injection from this cone into the cone of homological data sets of
squarefree modules over a polynomial ring k[x1, . . . , xn], and we conjecture that
this is an isomorphism: The Tate resolutions of a complex of coherent sheaves on
projective space P(W ), and the exterior coalgebra on 〈x1, . . . , xn〉 may be amalga-
mated together to form a complex of free Sym(⊕ixi ⊗W ∗)-modules, a procedure
introduced by Cox and Materov. Via a reduction ⊕ixi ⊗W ∗ → ⊕ixi ⊗ k we get
a complex of free modules over k[x1, . . . , xn]
The extremal rays in the cone of squarefree complexes are conjecturally given
by triplets of pure free squarefree complexes introduced in [15]. We describe the
corresponding classes of hypercohomology tables, a class which generalizes vector
bundles with supernatural cohomology.
We also show how various pure resolutions in the literature, like resolutions
of modules supported on determinantal varieties, and tensor complexes, may be
obtained by the first part of the procedure.
Introduction
What are the possible cohomology tables of coherent sheaves on projective spaces,
or more generally hypercohomology tables of bounded complexes of coherent sheaves?
And what are the possible values of the homological invariants of complexes of graded
modules over the polynomial rings: Graded Betti numbers and Hilbert functions of
their homology and cohomology modules? These questions have made considerable
advances initiated by the conjectures of M.Boij and J.So¨derberg [2], and their sub-
sequent settling by D.Eisenbud and F.-O.Schreyer in [10]. In particular the latter
achieved the complete classification of all cohomology tables of vector bundles on
projective spaces, up to scalar multiple. Further advances of notice occurred in [11]
where they gave a decomposition of cohomology tables of coherent sheaves, but in
a non-algorithmic way since it involved an infinite number of steps. In [3] Boij and
So¨derberg classified all Betti diagrams of graded modules, and in [7] D.Eisenbud
and D.Erman classify Betti diagrams with conditions on the codimension of the
homology of the complexes. For an introduction and survey of this area see [14].
Cone of hypercohomology tables of coherent sheaves. A Betti diagram of
a graded module is specified by a finite table. A cohomology table of a coherent
sheaf or a bounded complex of coherent sheaves F• on a projective space P(W )
is however an infinite table. To specify the cohomology table, whose values are
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dimk H
i(P(W ),F•(j)), one notes that its numerical linear strands are eventually
given by the Hilbert polynomials of the cohomology sheaves of the complex when
j ≫ 0 and of its derived dual when j ≪ 0. Thus one would specify l ≤ r such that
for twists l < j < r one gives the finite set of cohomological dimensions, while for
j ≥ r the cohomology table is given by the Hilbert polynomial of the cohomology
sheaf H i(F•) in degrees ≥ r, and for j ≤ l it is given by the Hilbert polynomial of
the cohomology sheaf H−i((F•)∨) in degrees ≥ −l.
By twisting the complex we may as well assume that r = 1 and now write l =
−n− 1. We give a precise conjecture as to what the cone of such hypercohomology
tables are, with the purely numerical conditions on the cohomology sheaves H i(F•)
and H−i((F•)∨) replaced by the natural algebraic conditions that these sheaves
are respectively 1-regular and n + 1-regular. (These regularity conditions implies
that the hypercohomology tables of F• are given by the Hilbert polynomials of the
cohomology sheaves in these ranges.)
Over the polynomial ring k[x1, . . . , xn] there is the category of N
n-graded square-
free modules, introduced in [23]. A complex of such modules comes with three
homological data, its graded Betti numbers B, the Hilbert functions H of its ho-
mology sheaves, and the Hilbert functions C of the homology sheaves of the dual
complex. We show that there is an injection from the cone of hypercohomology
tables to the cone of homological data sets (B,H,C), and conjecture that this is an
isomorphism, Conjecture 7.8. This conjecture is a consequence of two conjectures on
what are the extremal rays in these cones, thereby providing the precise description
of the cones. In Conjecture 7.9 we conjecture that the extremal rays of homolog-
ical data sets are generated by the data sets that come from triplets of pure free
squarefree complexes. In Conjecture 5.7 we propose a corresponding description of
the extremal rays on the hypercohomology table side.
Triplets of pure free squarefree modules, In a recent paper [15] we introduced
the notion of triplets of pure free squarefree complexes. A complex F• of free modules
in the squarefree module category is said to be pure if its terms Fi = S(−di)
βi are
generated in a single degree di when considered as Z-graded modules. The sequence
(d0, d1, . . . , dr) is its degree sequence. On the category of free squarefree modules
there are two duality functors, standard duality D and Alexander duality A. The
composition functor A ◦D has order three up to translation of complexes. (It is the
Auslander-Reiten translate on the derived category of squarefree modules.) If all
three complexes
F•, A ◦ D(F•), (A ◦ D)
2(F•)
are pure, we say it is a triplet of pure free squarefree complexes. The degree sequences
of these three complexes is called a degree triplet.
In [15] we conjectured the existence of such triplets of complexes for every degree
triplet fulfilling certain natural necessary conditions. We showed the existence of
such triplets of complexes provided two of the degree sequences were intervals. This
was done using the tensor complexes introduced by C.Berkesch et. al. in [25].
These are complexes over a polynomial ring Sym(V ⊗W ∗) where V = 〈x1, . . . , xn〉.
By taking a suitable quotient V ⊗W ∗ → V equivariant for the diagonal matrices
in GL(V ), we obtain a free squarefree complex over Sym(V ) giving rise to such a
triplet.
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This suggests that there may be wider classes of complexes of Sym(V ⊗ W ∗)-
modules which by the same procedure will give more, possibly all of the triplets of
pure free squarefree complexes whose existence were conjectured in [15]. Here we
introduce such a class, but only as a secondary class associated, via a procedure
we call zipping, to a primary class of complexes of coherent sheaves on a projective
space P(W ).
The procedure of zipping. This was introduced by D.Cox and E.Materov in a
recent paper [5]. By [8] a coherent sheaf F on P(W ), or more generally a complex of
coherent sheaves F•, [13],[4] corresponds to a Tate resolution T(F•) over the exterior
algebra E(W ∗) = ⊕ ∧i W ∗. Following [5] such a Tate resolution and the exterior
coalgebra on a vector space V may be amalgamated together to form a complex of
free Sym(V ⊗W ∗)-modules, the zip complex. They show in the case that F• = F a
coherent sheaf, char(k) = 0, and dimk V ≤ dimkW −1 that this corresponds exactly
to the complex obtained by the method of Lascoux for constructing resolutions of
sheaves supported on determinantal varieties. This method starts with a coherent
sheaf F on P(W ) usually a vector bundle, and via a pullback and pushdown proce-
dure gives a complex of free Sym(V ⊗W ∗)-modules. Here we get rid of the above
restrictions in [5] and show that the result holds in arbitrary characteristic, for com-
plexes of coherent sheaves, and most importantly, without the bound on dimk V .
As a consequence we can show how various old and recent resolutions in the lit-
erature, the Eagon-Northcott complex, Buchsbaum-Rim and Buchsbaum-Eisenbud
complexes [6, A2.6], pure resolutions of modules supported on determinantal vari-
eties [9], and tensor complexes [25], may be obtained by the simple procedure of
zipping the Tate resolutions of various vector bundles with supernatural cohomol-
ogy on P(W ), or more generally locally Cohen-Macaulay sheaves, with an exterior
coalgebra on V .
Complexes of coherent sheaves associated to homology triplets. Our main
objective in this paper is however to introduce the said primary class of complexes
of coherent sheaves on projective spaces. To each degree triplet T , or an equivalent
but slight variation thereof T ′, called a homology triplet, we conjecture the existence
of a complex of coherent sheaves with specified properties determined by T ′. The
coefficients of the Hilbert polynomial of this complex fulfills a number of equations
which is one less than the number of unknown coefficients. Hence we expect the
Hilbert polynomial to be unique up to scalar multiple. Our conditions on these
complexes are so strong that we show that each entry of the hypercohomology table
of the complex of coherent sheaves is uniquely determined by this Hilbert polynomial.
But also additional cohomological properties of the individual cohomology sheaves
of the complex are determined.
When such a complex exists for a given homology triplet T ′, we show that by
zipping its Tate resolution with the exterior coalgebra on a vector space V =
〈x1, . . . , xn〉 to get a complex of free Sym(V ⊗ W
∗)-modules, and thereafter tak-
ing a suitable quotient map V ⊗W ∗ → V to get a complex of free Sym(V )-modules,
we get a complex of free squarefree modules giving rise to a triplet of pure free
squarefree complexes whose degree sequence is T . This shows, Theorem 6.8, that
the conjecture in this paper implies the conjecture in [15].
The organization of the paper is as follows.
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Section 1 recalls the method of Lascoux [20] as presented in Weyman [22], associating
to a coherent sheaf F on P(W ) a complex of free Sym(V ⊗ W ∗)-modules. We
investigate in more detail the properties of the homology modules of this complex,
in particular their dimension and regularity.
Section 2 gives the zipping functor, introduced in [5], associating to a complex of
free E(W ∗)-modules and a vector space V , a complex of free Sym(V ⊗W ∗)-modules.
We give some elementary properties of this functor.
Section 3 extends the main theorem of Cox and Materov [5] which says that the
method of Lascoux by pullback and projection, and the zipping functor give the
same complex of free Sym(V ⊗W ∗)-modules. We show how various old and recent
resolutions in the literature may be obtained by the zipping procedure.
Section 4 gives first a brief recollection of squarefree modules. Then a specific ex-
ample of a triplet of pure free squarefree modules over k[x1, x2, x3] is considered.
We show in two detailed examples how two of the complexes in the triplet may be
obtained from two complexes of coherent sheaves on projective spaces P(W ), in this
case P2 resp. P3, taking their Tate resolutions, zip them with the exterior coalgebra
on V = 〈x1, x2, x3〉 to get Sym(V ⊗W
∗)-complexes and then take reductions via a
map V ⊗W ∗ → V to get complexes of free squarefree k[x1, x2, x3]-modules.
Section 5 first introduces the notion of three degree sequences forming a homology
triplet. Then we give our main conjecture on the existence of complexes of coherent
sheaves associated to such homology triplets. We give the equations for the coef-
ficients of the Hilbert polynomial P of this complex and show that all the Hilbert
polynomials of the cohomology sheaves of this complex and its dual are uniquely
determined by the polynomial P . We also show that the hypercohomology table of
the complex is determined by P . The section also contains a detailed example of
such complexes.
Section 6: We prove that the main conjecture of Section 5 implies Conjecture 2.11
in [15] on the existence of triplets of pure free squarefree complexes.
Section 7: We show that there is an injection from the cone of hypercohomology
tables of bounded complexes of coherent sheaves on projective spaces with speci-
fied regularity conditions, to the cone of homological data sets of complexes of free
squarefree modules. We conjecture that this is an isomorphism of cones.
Section 8: We prove that the complexes obtained by the method of Lascoux and the
zipping procedure are the same, in our extended version.
Note. We have developed a Macaulay2 package “Triplets”, [17], which computes
the Betti diagrams of pure free squarefree complexes associated to degree triplets,
and the hypercohomology tables of the complexes of coherent sheaves associated to
homology triplets.
1. Regularity and dimension
We recall the basic setup of Lascoux [20], as presented by Weyman in [22, Section
5], for computing syzygies of modules supported on determinantal varieties. We
develop some results on regularities and Krull dimensions of the modules occurring
in this construction.
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1.1. The basic setup. Let W be a finite-dimensional vector space over a field k
of arbitrary characteristic and P(W ) the projective space Proj(Sym(W )). On this
space there is a tautological sequence of locally free sheaves:
0→ ΩP(W )(1)→ OP(W ) ⊗W → OP(W )(1)→ 0.
Let V be another finite-dimensional vector space. Dualizing the sequence above and
tensoring with V we get a sequence:
(1) 0← V ⊗k Q ← (V ⊗k W
∗)⊗OP(W ) ← V ⊗k OP(W )(−1)
where Q is the dual of ΩP(W )(1). Let X be the affine space VSpeck(V ⊗W
∗), so
X × P(W ) = VP(W )(V ⊗W
∗ ⊗OP(W )) = V
is the trivial (geometric) vector bundle on P(W ). The quotient bundle V ⊗ Q of
V ⊗W ∗ ⊗OP(W ) gives a geometric subbundle Z = V(V ⊗Q) of X × P(W ). So we
have a diagram:
Z ⊆ X × P(W )
p
−−−→ P(W )yq′ yq
Y ⊆ X.
where Y is the image of Z. When the dimension of V is greater than or equal to
P(W ), the varieties Z and Y are birational by [22, Prop.6.1.1].
Since Y is an affine variety, the coherent sheaf q∗OZ is simply the sheafification
of the Sym(V ⊗W ∗)-module H0(Z,OZ) = H
0(P(W ), p∗OZ). Since Z is the bundle
VP(W )(V ⊗Q), the pushdown p∗OZ = Sym(V ⊗Q) and so q∗OZ is the sheafification
of:
(2) Γ(P(W ), Sym(V ⊗Q)) = ⊕d≥0Γ(P(W ), Sym(V ⊗Q)d).
There is a natural action of k∗ = k\{0} on V by scalar multiplication. Hence a
natural action on the sequence (1) with trivial action on W . So we get an action
of k∗ on Z,V, Y and X , and this action on q∗OZ gives the natural grading on (2)
above. By the left quotient map of (1) this is a graded Sym(V ⊗W ∗)-module.
For F a coherent sheaf on P(W ) we get the pullback sheaf OZ ⊗OV p
∗F on V =
X × P(W ), and then the pushdown q∗(OZ ⊗OV p
∗F). Again since Y is affine, this
sheaf is the sheafification of its global sections. By the projection formula these are:
Γ(V,OZ ⊗OV p
∗F) = Γ(P(W ), (p∗OZ)⊗OP(W ) F)
= Γ(P(W ), Sym(V ⊗Q)⊗OP(W ) F)
= ⊕d≥0Γ(P(W ), Sym(V ⊗Q)d ⊗OP(W ) F)
This is a graded Γ(P(W ), Sym(V ⊗ Q))-module and so a graded Sym(V ⊗ W ∗)-
module.
Since we will use it a lot, for a coherent sheaf F , or complex thereof, it is convenient
to introduce the following short notation
S(F) = Sym(V ⊗Q)⊗OP(W ) F .
So
S(F) = ⊕d≥0Sd(F) = ⊕d≥0Symd(V ⊗Q)⊗OP(W ) F .
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Also let the global sections of this sheaf be:
S(F) = Γ(P(W ),S(F)) = ⊕d≥0Γ(P(W ),Sd(F)),
a graded Sym(V ⊗W ∗)-module.
Take an injective resolution I• of OZ ⊗OV p
∗F , consisting quasi-coherent OV-
modules. The derived complex
(3) Rq∗(OZ ⊗OV p
∗F) = q∗(I
•)
becomes a complex of q∗OZ-modules. We may replace F by a complex of coherent
sheaves, and exactly the same as above holds. The injective resolutions I• may
be taken to be equivariant for k∗-action and so we also get the structure of graded
Sym(V ⊗W ∗)-module on the global sections of (3).
Lemma 1.1. Let F• be a complex of coherent sheaves on P(W ). The hypercoho-
mology module Hi(X,Rq∗(OZ ⊗ p
∗F•)) is the hypercohomology module
Hi(P(W ),S(F•)) = ⊕d∈ZH
i(P(W ),Sd(F
•)).
It is a graded Sym(V ⊗W ∗)-module for this grading.
Proof. Since X is affine the first hypercohomology modules are the hypercohomology
modules
Hi(V,OZ ⊗ p
∗F•)
which are Γ(V,OZ)-modules. Since p is an affine map, by the spectral sequence of
the composition V
p
−→ P(W )→ Spec k this is
Hi(P(W ), p∗(OZ ⊗ p
∗F•).
By the projection formula this is
Hi(P(W ), Sym(V ⊗Q)⊗F•)
and so this is a Γ(P(W ), Sym(V ⊗Q))-module. The facts about the grading follow
by the k∗-action. 
1.2. Regularity. Let the vector space V have dimension n. The sequence (1) gives
an exact sequence (the sheafified Koszul complex):
0← Sym(V ⊗Q)← Sym(V ⊗W ∗)⊗OP(W ) ← · · ·
· · · ← Sym(V ⊗W ∗)(−i)⊗ ∧i(V ⊗OP(W )(−1))← · · ·(4)
· · · ← Sym(V ⊗W ∗)(−n)⊗ ∧n(V ⊗OP(W )(−1))← 0
Lemma 1.2. Suppose F is a 0-regular coherent sheaf.
a. S(F) is also a 0-regular coherent sheaf.
b. S(F) is generated in degree 0 by Γ(P(W ),F) as a Sym(V ⊗W ∗)-module.
Suppose F is a 1-regular coherent sheaf on P(W ).
c. The minimal degree of a generator of the graded Sym(V ⊗W ∗)-module S(F)
is the smallest integer e such that He(P(W ),F(−e)) is nonzero.
Proof. Tensoring (4) with F(r) we get a hypercohomology spectral sequence:
Epq2 = H
pHq(P(W ),Symd+p(V ⊗W
∗)⊗ F(r)⊗ ∧−p(V ⊗OP(W )(−1)))
⇒ Hp+q(P(W ),Sd(F)(r)).(5)
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In order to show that Sd(F) is 0-regular, we need to show that the term on the right
in the spectral sequence above is zero when p+ q > 0 and p+ q+ r = 0. So choosing
any negative r, this will follow provided we show that Epq2 = 0 for all (p, q) on the
line p+ q = −r.
But by our regularity assumptions, the terms on the first line of (5) may be
nonzero only when i. p ≤ 0, and ii. q = 0 or p+ q + r < 0. Since we are assuming r
negative we have also when q = 0 that p+ q + r < 0. Since −r− 1 ≥ 0 the possible
nonzero range is then:
p
q
−r − 1b
Hence we obtain that Sd(F) is a 0-regular sheaf.
When r = 0 the possible nonzero terms are
p
q
b −1
including the half line where p ≤ 0 and q = 0. We then see that Sd(F) is a quotient
of H0(P(W ), Symd(V ⊗W
∗)⊗F), proving b.
As for c. let r = 0 in (5). Consider terms on the first line when p + q ≥ 1. If
p > 0 these terms are zero. When p ≤ 0 then q ≥ 1 and so the terms on the firs
line are again zero. When p+ q ≤ 0, the terms on the first line may be nonzero only
when p ≥ −d. Also when p+ q = 0 the terms on the left may be nonzero only when
p ≤ −e. Hence the possible nonzero range of the terms on the left side is:
p
q
−d −e
b b b
−1
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Therefore when d < e we see that the global sections H0(P(W ),S(F)d) vanish.
When d = e we see that this space of global sections is isomorphic toHe(P(W ),∧eV⊗
F(−e)). 
Lemma 1.3. Let F• be a complex of coherent sheaves on P(W ). Fix an integer r
and suppose the cohomology sheaves Hr−j(F•) are j-regular for j ≥ 1. Then the
hypercohomology:
a. Hr(P(W ),F•) = H0(P(W ), Hr(F•)),
b. Hr(P(W ),S(F•)) = H0(P(W ),S(Hr(F•))).
Proof. There is a spectral sequence:
(6) Ep,q2 = H
p(P(W ), Hq(F•))⇒ Hp+q(P(W ),F•).
By hypothesis the left side may be nonzero only in the range:
b
b
p
q
r
r − 1
We therefore see that the right side of (6), when p+ q = r, becomes:
Hr(P(W ),F•) = H0(P(W ), Hr(F•)),
proving part a.
Part b. follows from a. by: i) S(Hq(F•)) = Hq(S(F•)) because the Symd(V ⊗Q)
are locally free sheaves. ii) When a coherent sheaf G is t-regular then G(t) is 0-regular.
By Lemma 1.2 a. S(G(t)) = S(G)(t) is 0-regular and so S(G) is t-regular. 
1.3. Krull dimensions. Let n denote the dimension of the vector space V , and w
the dimension of W . We let m = w − 1 be the dimension of the projective space
P(W ). This subsection is devoted to prove the following.
Proposition 1.4. Let F be a coherent sheaf on P(W ) whose support has dimension
δ, and V a vector space of dimension ≥ that of the support of F . Then S(F) is a
finitely generated Sym(V ⊗W ∗)-module of Krull dimension nm+ δ.
We prove this at the end of this subsection. First we develop some lemmata.
Lemma 1.5. The Sym(V ⊗W ∗)-module S(OP(W )) has Krull dimension (n + 1)m
when dimk V ≥ dimP(W ).
Proof. This module is the global sections of q∗(OZ) on the affine variety X . Being
affine this is the dimension of the sheaf q∗OZ . Since Z and its image Y in X are
birational by [22, 6.1.1], q∗(OZ) has the same dimension as OZ . Since the dimension
of Z is (n+ 1)m we are done. 
Lemma 1.6. Let L be a linear subspace of P(W ) of codimension c. The module
S(OL) has Krull dimension (n+ 1)m− c when dimk V ≥ dimk L.
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Proof. On the linear subspace L we have the dual tautological sequence:
0→ OL(−1)→ H
0OL(1)⊗OL → QL → 0.
Recall the bundle Q of (1) and note that Q|L = QL ⊕O
c
L. Hence
Symd(V ⊗Q)⊗OL = Symd((V ⊗QL)⊕ (V ⊗O
c
L))(7)
=⊕i Symd−i(V ⊗QL)⊗k Symi(V ⊗k k
c).
The subspace L ⊆ P(W ) may be considered as a projective space L = P(W ′) for
some quotient W → W ′. We then get the functors SL and SL on coherent sheaves
on this space. Taking sections of the above equation we get:∑
d≥0
dimk Sd(OL)t
d = (
∑
d≥0
dimk SL,d(OL)t
d)(
∑
d≥0
dimk Symd(V ⊗k k
c)td),
and so
dimS(OL) = dimSL(OL) + nc.
By Lemma 1.5 the dimension of SL(OL) is
(n+ 1)(w′ − 1) = (n+ 1)(w − c− 1) = (n + 1)(w − 1)− cn− c.
We then get the result. 
Proof of Proposition 1.4. Let Ld be a subspace of P(W ) of dimension d for d =
0, . . . , m. The Grothendieck group of coherent sheaves on P(W ) has a basis consist-
ing of classes [OLd] for d = 0, . . . , m. So let [F ] =
∑δ
i=0 ai[OLi ] where aδ 6= 0. Since
Sym(V ⊗Q) is locally free we get by tensoring the above that
[Sd(F)] =
δ∑
i=0
ai[Sd(OLi)].
The Hilbert-Poincare´ polynomial χ of coherent sheaves on P(W ) is an additive func-
tion on exact sequences and so descends to a function on the Grothendieck group.
Hence
χSd(F) =
δ∑
i=0
aiχSd(OLi).
Assume that F is 0-regular. By Lemma 1.2b. S(F) is finitely generated and by
by Lemma 1.2a. the Euler-Poincare´ characteristics above are simply given by the
dimension of the space of global sections. Hence we obtain an equality of Hilbert
functions: ∑
d
dimk Sd(F)t
d =
δ∑
i=0
ai
∑
d
dimk Sd(OLi)t
d.
Whence S(F) has dimension nm+ δ by Lemma 1.6.
In general if F is not assumed to be 0-regular, we may argue by induction on the
dimension of the support of F as follows: If dim SuppF = 0, then F is 0-regular
and so we are done. If dimSuppF ≥ 1 let F be r-regular where r > 0. Let Q
be a general form of degree r defining a hypersurface not containing any associated
subscheme of F (embedded or not). This gives a short exact sequence
0→ F
·Q
−→ F(r)→ G → 0
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where G is the cokernel, and dim SuppG < dimSuppF . We then get an exact
sequence
0→ S(F)→ S(F(r))→ S(G).
By induction S(G) is finitely generated of dimension ≤ nm+ δ − 1. Since S(F(r))
is finitely generated of dimension nm+ δ the same holds for S(F). 
2. Free complexes over the exterior algebra
In this section we give elementary properties of free complexes over the exterior
algebra E(W ∗) where W is a finite dimensional vector space. If V is another finite
dimensional vector space we define a functor associating to a complex of free E(W ∗)-
modules a complex of free Sym(V ⊗W ∗)-modules. This functor was introduced by
Cox and Materov in [5] and is here of central importance.
2.1. Starting with the vector space W . Let W be a finite dimensional vector
space of dimension w and E = E(W ∗) = ⊕wi=0 ∧
i W ∗ the exterior algebra on the
dual space W ∗. We consider W to have degree 1, so ∧iW ∗ has degree −i. Let Ê =
Homk(E, k) be the dualizing module for E. This is both a free (hence projective)
and injective module over E.
In this section E• shall denote a complex of graded free left modules over the
exterior algebra. In the setting we consider it will be natural to write the terms as
(8) Ep = ⊕j∈ZÊ(j − p)⊗k N
p
p−j
where Npp−j is a vector space. Note that there may be a nonzero map Ê(j)→ Ê(j
′)
iff j ≥ j′ ≥ j − w. Such a complex is linear if there is some k such that
Ep = Ê(k − p)⊗k N
p
p−k
for all p. Let M = ⊕i∈ZMi be a graded Sym(W )-module. Then we may associate a
linear complex of free E-modules
(9) R(M) : · · · → Ê(−i)⊗k Mi
d
−→ Ê(−i− 1)⊗k Mi+1 → · · · .
Letting y1, . . . , yw be a basis for W and the y
∗
i a dual basis for W
∗, the differential
d is defined by
u⊗m 7→
w∑
i=1
uy∗i ⊗ yim.
Any linear complex is a shift of R(M) for a graded Sym(W )-module M . We define
the dimension of the linear complex to be the Krull dimension of M .
If E• is a minimal complex over E, meaning that all maps Ê(i)⊗Np−i → Ê(i)⊗
Np+1−i between terms with the same twist i, are zero, then there is a filtration E
•
≤k of
E• given by
E
p
≤k = ⊕j≤kÊ(j − p)⊗k N
p
p−j.
The quotient E•≤k/E
•
≤k−1 is a linear complex. It is the k’th linear strand of E
•.
The complex E• is a Tate resolution if it is acyclic, i.e. all homology groups
Hp(E•) vanish, and its terms are finitely generated modules. Such a complex will be
unbounded to the left and right, if it is not nullhomotopic. These are central objects
of the next sections. Let us note that such are easily constructed from any finitely
generated E-module N by taking a free resolution of N , and an injective resolution
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of N by modules of the form ⊕j∈ZÊ(j)⊗k N−j , and then splicing these resolutions
together.
Let W ′ ⊆W be a subspace, giving a quotient exterior algebra
E = E(W ∗)→ E(W ′
∗
) = E ′.
Note that the dualizing module Ê ′ = Homk(E
′, k) = HomE(E
′, Ê). Given a complex
E• over the exterior algebra E we obtain a restricted complex HomE(E
′,E•) over
the exterior algebra E ′. If the term Ep is given as in (8) then this complex has terms
HomE(E
′,Ep) = ⊕j∈ZÊ ′(j − p)⊗k N
p
p−j.
2.2. Introducing the vector space V . Let V be a finite dimensional vector space
and S = Sym(V ⊗W ∗) the symmetric algebra. Cox and Materov [5] define a k-linear
functor WVW from finitely generated graded free E-modules with homomorphisms of
degree zero, to finitely generated free S-modules with homomorphisms of degree
zero, as follows. A map
(10) Ê(j)
β
−→ Ê(j′)
is given on the generator of the first module as
∧wW → ∧w+j
′−jW
or equivalently a map
k
β
−→ ∧j−j
′
W ∗.
By the Cauchy formula [22, 2.3.2, 3.2.3] there is a natural inclusion of ∧dV ⊗∧dW ∗
into Symd(V ⊗W
∗). This holds in any characteristic. Consider ⊕i∧
iV as a coalgebra
and denote the comultiplication map by δ. We define the map
∧jV ⊗ S(−j)
WVW (β)−→ ∧j
′
V ⊗ S(−j′)
to be given by
∧jV ⊗ k
δ⊗β
−→ ∧j
′
V ⊗ ∧j−j
′
V ⊗ ∧j−j
′
W ∗
→ ∧j
′
V ⊗ Sym(V ⊗W ∗)j−j′.
Given a complex E• of free graded E-modules with terms as in (8), we then obtain
a complex WVW (E
•) of free graded S-modules with terms
WVW (E
p) = ⊕j∈Z ∧
j−p V ⊗ S(p− j)⊗k N
p
p−j.
Lemma 2.1. (Duality.) Let β be the map of (10) and n = dimk V . Then
(11) HomS(W
V
W (β), S(−n)⊗ ∧
nV ) = WVW (Homk(β,∧
m+1W )(n)).
Hence we have a commutative diagram of functors starting from complexes of free
graded E-modules
E•
WV
W−−−→ •
Homk(−,∧
m+1W )(n)
y yHomS(−,S(−n)⊗∧nV )
•
WV
W−−−→ •
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Proof. The left side of (11) is
∧n−jV ⊗ S(−n + j)← ∧n−j
′
V ⊗ S(−n + j′).
On the other hand Homk(β,∧
m+1W )(n) is
Ê(n− j)← Ê(n− j′).
And so we get the equality. 
For the subspace W ′ of W let S ′ = Sym(V ⊗ (W ′)∗). The following now relates
the functor WV and restriction.
Lemma 2.2. (Restriction.) Let β be the map of (10). Then
WVW (β)⊗S S
′ = WVW ′(HomE(E
′, β)).
As a consequence we have a commutative diagram of functors starting from com-
plexes of free graded E-modules
E•
WV
W−−−→ •
HomE(E
′,−)
y y−⊗SS′
•
WV
W ′−−−→ •
Proof. The map Ê(j)→ Ê(j′) is given by a map
k
β
−→ ∧j−j
′
W ∗.
The map HomE(E
′, β) is given by composing this with the natural projection ∧j−j
′
W ∗ →
∧j−j
′
W ′∗. The map WVW (β) is given on generators by
∧jV
δ⊗β
−→ ∧j
′
⊗ ∧j−j
′
V ⊗ ∧j−j
′
W ∗
and so WVW (β)⊗S S
′ is given by the composition of this with ∧j−j
′
W ∗ → ∧j−j
′
W ′∗.
It is clear that this map equals WVW ′(HomE(E
′, β)). 
3. Zipping
In this section we recall the notion of Tate resolution, and then we extend the
main result of Cox and Materov [5] on how Tate resolutions may be zipped with the
exterior coalgebra on a vector space. This is applied to show how various old and
recent resolutions from the Eagon-Northcott complex, 1962, to tensor complexes,
2011, may be obtained by zipping a Tate resolution with an exterior coalgebra.
3.1. Tate resolutions of coherent sheaves. The dualizing complex, [18, V §0],
on the category of complexes of coherent sheaves on the projective space P(W ) of
dimension m is ωP(W )[m], where ωP(W ) = OP(W )(−m−1). For a complex of coherent
sheaves F• on P(W ) the dual complex is
(F•)∨ = RHomOP(W )(F
•, ωP(W )[m]).
If we have a complex of vector bundles E• together with a quasi-isomorphism E• →
F• this may be computed as
HomOP(W )(E
•, ωP(W )[m]).
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Serre duality [18, Thm.III.5.1] gives dualities between the hypercohomology mod-
ules:
Hp(P(W ),F•) = H−p(P(W ), (F•)∨)∗.
We use the following notation for the graded Sym(W )-modules
Hp∗(P(W ),F
•) = ⊕i∈ZH
p(P(W ),F•(i)).
Since we will work much in the context of a vector space V having dimension n, it
will be convenient to define
(F•)∗ = (F•)∨(n)[−n].
If F is a coherent sheaf on P(W ) there is associated a Tate resolution T(F), see
[8, Section 4], whose terms are given by
(12) Tp(F) = ⊕j∈ZÊ(j − p)⊗k H
j(P(W ),F(p− j)).
In particular note that when p≫ 0 this term is simply Ê(−p)⊗k H
0(P(W ),F(p)),
so we say it is eventually linear.
Furthermore the i’th linear strand of this complex is the linear complex
R(H i∗(P(W ),F))[−i], associated to the i’th cohomology module. Sending a sheaf to
its Tate resolution is a functor from the category of coherent sheaves to the homotopy
category of complexes of free E-modules
T : cohP(W )→ K(E − free).
More generally if F• is a complex of coherent sheaves there is similarly associated
a Tate resolution T(F•), see [13, Thm.3.2.1], [4, Thm.10], and whose terms are
given as in (12) but now with the cohomology modules of F(p− j) replaced by the
hypercohomology modules of F•(p−j). It gives a functor from the bounded derived
category of coherent sheaves on P(W )
T : Db(cohP(W ))→ K(E − free).
The image is in the subcategory of K(E−free) consisting of Tate resolutions. In fact
T gives an equivalence of categories between the bounded derived category above
and the category of Tate resolutions up to homotopy, loc.cits.
Lemma 3.1. Let F• be a complex of coherent sheaves on P(W ).
a. T(F•[k]) = T(F•)[k].
b. T(F•(n)) = T(F•)(n)[n].
c. T((F•)∨) = Homk(T(F
•),∧m+1W ).
d. HomS(W
V
W (T(F
•)), S(−n)⊗ ∧nV ) = WVW (T((F
•)∗)).
Proof. Parts a. and b. are trivial. For part c. note that T is a functor of triangulated
categories, [13, Thm.3.2.1]. Let F•
φ
−→ G• be a morphism of complexes. It gives a
distinguished triangle
F• → G• → cone φ→ F•[1].
Then we get a distinguished triangle
T(F•)→ T(G•)→ T(cone φ)→ T(F•)[1].
Dualizing we get a distinguished triangle
Homk(T(cone φ)[−1],∧
m+1W )← Homk(T(F
•),∧m+1W )← Homk(T(G
•),∧m+1W ).
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Also there is a distinguished triangle
T(cone φ∨)← T((F•)∨)← T((G•)∨).
Note that cone (φ∨) = (cone φ)∨[1]. If part c. holds for F• and G•, we get a
morphism between these two distinguished triangles where two of the maps are
isomorphisms. Hence the third is also an isomorphism and so part c. holds for
cone φ. Now part c. clearly holds for vector bundles. Any complex of vector
bundles may be built up as cones from complexes of smaller length. This proves
part c. Part d. follows by Lemma 2.1 since
Hom(T(F•),∧m+1W )(n) ∼= T((F•)∨)(n) = T((F•)∗)
using parts a., b. and c. above. 
3.2. Zipping and the method of Lascoux.
Definition 3.2. Let F• be a complex of coherent sheaves on P(W ) and V a finite
dimensional vector space over k. The complex WVW (T(F
•)) is the zip complex or the
Weyman complex (in [5]) of the Tate resolution of F• w.r.t. the exterior coalgebra
on V . We say that this complex is obtained by zipping the Tate resolution T(F•)
and the exterior coalgebra of the vector space V , or simply with the vector space V .
Since the Tate resolution is unique up to isomorphism, so is the zip complex. It is
also a minimal complex since T(F•) is minimal.
Our main general observation is the following theorem which is an extension of
the main Theorem 1.4 of Cox and Materov [5]. It is also close to the Basic Theorem
5.1.2 in Weyman’s book [22]. Its proof is given in Section 8. After the statement we
explain how it extends and relates to these. Recall the setup of Subsection 1.1.
Theorem 3.3. Let F• be a complex of coherent sheaves on the projective space
P(W ). The graded complexes Γ(X,Rq∗(OZ ⊗ p
∗F•)) and F• = W
V
W (T(F
•)) are
isomorphic in the derived category of graded Sym(V ⊗W ∗)-modules.
In particular the terms of F• are given by
Fp =
⊕
j
∧p+jV ⊗ S(−p− j)⊗Hj(P(W ),F•(−p− j))
and the homology of F• is the hypercohomology
(13) Hp(F•) = H
−p(P(W ),S(F•)).
In the notation of Weyman’s book [22, Section 5.1] we work in the special case
that his projective variety V is P(W ), and the sequence 0 → S → E → T → 0 is
the sequence (1). The new thing Cox and Materov noted, compared to the Basic
Theorem 5.1.2 in [22] in this setting, is that the complex F• may be obtained by first
taking the Tate resolution of the coherent sheaf F and then zipping it with V , i.e.
applying the functor WVW . We thus have a factorization of a functor. Apart from
this, the above is an extension of 5.1.2 in this setting in the sense that we phrase it
for complexes of coherent sheaves, while Weyman does this only for vector bundles.
This is however an extension that would not require much modification in Weyman’s
arguments.
The main new feature above compared to Theorem 1.4 of Cox and Materov is that
they prove it under the assumption that dimk V ≤ dimP(W ). This is outside the
range of our most significant applications where in general V has dimension larger
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than P(W ). The reason for their restriction is that their proof relies heavily on it,
but they say that the statement probably holds also when dimk V > P(W ). Also
Cox and Materov work only in char(k) = 0, while the above is stated characteristic
free. Their proof, using representation theory, depends heavily on characteristic
zero. Cox and Materov also only consider coherent sheaves and not complexes and
hypercohomology, which will be quite essential in our applications.
In [5, Prop. 1.3] they show that when dimk V is greater than the dimension of a
coherent sheaf F then F is determined by WVW (T(F)). We state the following more
general:
Conjecture 3.4. If dimk V is greater than the dimensions of the cohomology sheaves
of F•, then F• is determined (up to isomorphism in the derived category) byWVW (T(F
•)).
3.3. When the zip complex becomes a resolution. Let E be a locally Cohen-
Macaulay sheaf of pure dimension d. This is equivalent to H i∗(P(W ), E) being of
finite length for 0 < i < d. Note that if d = dimP(W ) = m this is equivalent to E
being a vector bundle.
Lemma 3.5. Let E be locally Cohen-Macaulay sheaf on P(W ) of dimension d. Then
E∗ (forget the cohomological position) is k-regular iff Hd−i(P(W ), E(i− n− k)) = 0
for i > 0. In this case we say that E is (d− n− k)-coregular.
Proof. Forgetting the cohomological position,H i(P(W ), E∗(k−i)) equalsH i(P(W ), E∨(n+
k − i)). If E has dimension d, then E∨ is in cohomological position m − d. Hence
the latter cohomology group is
Hi+m−d(P(W ), E∨(n + k − i)) = Hd−i(P(W ), E(i− k − n))∗
by Serre duality. 
Proposition 3.6. Let F be a coherent sheaf on P(W ) and V a vector space of
dimension n.
a. The zip complex WVW (T(F)) is a free resolution iff F is a 1-regular coherent
sheaf. In this case it is a free resolution of the S-module S(F).
b. This zip complex is a minimal free resolution of a Cohen-Macaulay module
iff F is a locally Cohen-Macaulay sheaf of pure dimension which is:
i. 1-regular and,
ii. (d− n− 1)-coregular, where d is the dimension of F .
Proof. a. IfF is a 1-regular coherent sheaf, then all cohomology groupsH i(P(W ),S(F))
vanish for i 6= 0 by Lemma 1.2. Hence by Theorem 3.3 F• is a resolution. If F is
not 1-regular. Then Hj(P(W ),F(1− j)) is nonzero for some j ≥ 1. But then F−1 is
nonzero. Since F• is a minimal complex, it has nonzero homology Hp(F
•) for some
negative p. But also H0(F
•) = S(F) is nonzero. Hence F• is not a resolution.
b. By part a. and Lemma 3.1 d. the dual complex Hom(F •, S(−n) ⊗ ∧nV ) is
a resolution iff F∗ is 1-regular. But by Lemma 3.5 this is equivalent to F being
(d− n− 1)-coregular. 
Following [10] a vector bundle E on P(W ) is said to have supernatural cohomology
if there is a sequence
−∞ = rm+1 < rm < · · · < r1 < r0 = +∞
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such that the i-th cohomology H i(P(W ), E(r)) is nonzero only if r is in the interval
〈ri+1, ri〉. In particular note that the Hilbert polynomial P of E must be
P (n) = c/m!(n− r1)(n− r2) · · · (n− rm)
for some constant c (which is the rank of E), and that the regularity of E is r1 + 1
and the coregularity is m+ rm − 1.
More generally a locally Cohen-Macaulay sheaf E of dimension d on P(W ) is said
to have supernatural cohomology if the above holds with the index m replaced by
d. Note that E has supernatural cohomology iff its Tate resolution is pure , i.e. each
cohomological term Tp(E) = Ê(j − p)⊗Npp−j has only one twist j − p occurring.
Corollary 3.7. Let E be a locally Cohen-Macaulay sheaf of d on P(W ) with su-
pernatural cohomology and root sequence as above. The zip complex WVW (T(E))
is a resolution iff r1 ≤ 0. It is a resolution of a Cohen-Macaulay module iff
−n ≤ rd < r1 ≤ 0. In any case the complex is pure with degree sequence given
by the complement [0, n]\{−r1, . . . ,−rd}.
Proof. That the complex is pure is clear. The other parts follow from Proposition
3.6 and the observations above on the regularity and coregularity of E : The sheaf E
is 1-regular iff r1+1 ≤ 1, and it is d− n− 1-coregular iff d− n− 1 ≤ d+ rd− 1. 
3.4. Complexes from the literature. Here is how some notable old and recent
resolutions in the literature are obtained by zipping an appropriate Tate resolution
and a vector space V of dimension n.
Example 3.8. Eagon-Northcott, 1962. Denote by Di(W
∗) the i’th divided powers
of W ∗. (In characteristic zero this is isomorphic to Symi(W
∗).) Let D˜i(W
∗) =
∧m+1W ∗ ⊗Di(W
∗). The structure sheaf OP(W ) has Tate resolution:
· · · →Ê(n)⊗ D˜n−m−1(W
∗)→ Ê(n− 1)⊗ D˜n−m−2(W
∗)→ · · ·
→Ê(m+ 2)⊗ D˜1(W
∗)→ Ê(m+ 1)⊗ D˜0(W
∗)
β
−→ Ê → Ê(−1)⊗ Sym1(W )→ · · ·
Let S = Sym(V ⊗W ∗) and assume dimk V ≥ dimkW or equivalently n ≥ m + 1.
We zip with the exterior powers of V and obtain the Eagon-Northcott complex:
∧nV⊗S⊗D˜n−m−1(W
∗)→ · · · → ∧m+2V⊗S⊗D˜1(W
∗)→ ∧m+1V⊗S⊗D˜0(W
∗)
α
−→ S.
From the explicit form of β and the explicit way zipping is done, the image of α is
seen to be the ideal of maximal minors of the generic map
S ⊗ V → S ⊗W.
Also since the structure sheafOP(W ) has supernatural cohomology with root sequence
−1,−2, . . . ,−m this complex is a free resolution of a Cohen-Macaulay ring.
Example 3.9. Buchsbaum-Rim, 1964, and Buchsbaum-Eisenbud, 1973. The twisted
sheaf OP(W )(r) when r ≥ 1 has Tate resolution:
· · · →Ê(r +m+ 1)⊗ D˜0(W
∗)→ Ê(r)⊗ Sym0(W )→ Ê(r − 1)⊗ Sym1(W )→ · · ·
→Ê ⊗ Symr(W )→ · · · → Ê(−i)⊗ Symr+i(W )→ · · ·
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Zipping this with V , we obtain when r = 1 the Buchsbaum-Rim complex and when
r ≥ 2 the Buchsbaum-Eisenbud complexes:
· · · → ∧r+m+1 V ⊗ S ⊗ D˜0(W
∗)→ ∧rV ⊗ S ⊗ Sym0(W )→ ∧
r−1V ⊗ S ⊗ Sym1(W )→ · · ·
→ ∧0 V ⊗ S ⊗ Symr(W ).
The root sequence of OP(W )(r) is −r − 1,−r − 2, . . . ,−r − m. Hence these com-
plexes are resolutions (assuming r ≥ 1) and they are resolutions of Cohen-Macaulay
modules exactly when n ≥ r +m.
Example 3.10. Pure resolutions of modules supported on determinantal varieties,
2007. Let λ be a partition into m parts and Q the dual of the tautological rank m
subbundle on P(W ). When char(k) = 0 the Schur bundle Sλ(Q) has supernatural
cohomology with root sequences given by
−λ1 −m,−λ2 −m+ 1, . . . ,−λm − 1,
see [12, Thm.5.6] Thus any root sequence may be obtained for a suitable partition
λ. It is a 1-regular coherent sheaf when λm ≥ −1. By zipping its Tate resolution
with the vector space V of dimension λ1+m+1, we obtain the second construction
in [9] of pure resolutions of Cohen-Macaulay modules supported on determinantal
varieties.
Example 3.11. Tensor complexes, 2011. Let W1, . . . ,Wr be vector spaces of positive
dimensions w1, . . . , wr. On the Segre embedding
P(W1)× P(W2)× · · · × P(Wr) ⊆ P(W1 ⊗ · · · ⊗Wr)
consider the line bundle
OP(W1)(u1)⊠OP(W2)(u2)⊠ · · ·⊠OP(Wr)(ur).
When ui + wi − 1 ≤ ui+1, this is a locally Cohen-Macaulay sheaf on P(W1 ⊗ · · · ⊗
Wr) with supernatural cohomology. Its root sequence is the union of the intervals
∪ri=1[−ui − wi + 1,−ui − 1]. Zipping its Tate resolution with a vector space V
we get a pure complex. When u1 ≥ −1 it becomes a pure resolution, and when
n ≥ ur +wr − 1 it is a pure resolution of a Cohen-Macaulay module. This gives the
tensor complexes of [25], with pinching weights (0; u1, . . . , ur).
4. Examples
In this section we first briefly recall the notion of squarefree modules and the
two dualities, standard duality and Alexander duality, we have on complexes of free
squarefree modules.
We then consider the triplet of pure free squarefree complexes of Example 2.2 in
[15] and show in two detailed examples how two of them may be obtained by i)
starting with a complex of coherent sheaves on P(W ), ii) zipping its Tate resolution
with a vector space V to get av complex of free Sym(V ⊗W ∗)-modules, and iii)
taking a suitable general quotient map V ⊗W ∗ → V to get a complex of pure free
squarefree Sym(V )-modules.
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4.1. Squarefree modules and dualities. We briefly recall basic notions. For more
detail see Section 1 of [15]. Let N = {0, 1, 2, . . . , }, and ei the i-th coordinate vector
in Nn. An Nn-graded module M over k[x1, . . . , xn] is squarefree if the multiplication
map
Md
·xi−→Md+ei
is an isomorphism whenever the i’th coordinate di > 0.
Let 1 = (1, 1, . . . , 1). The Alexander dual A(M) is the squarefree module such
that when 0 ≤ d ≤ 1:
• A(M)d = Homk(M1−d, k).
• If di = 0 then
A(M)d
·xi−→ A(M)d+ei
is the dual of
M1−d−ei
·xi−→M1−d.
Given a squarefree module M there is associated a linear complex L(M) of free
squarefree modules with terms
Li(M) = ⊕|d|=i(Md)
◦ ⊗k S
where we sum over all 0, 1-vectors d of total degree i, and (Md)
◦ isMd but considered
to have multidegree 1− d. The differential is given by
m◦ ⊗ s 7→
∑
j;dj=0
(−1)α(j,d)(xjm)
◦ ⊗ xjs
where α(j,d) is the number of i < j with di = 1.
On the homotopy category of complexes of free squarefree modules there is the
standard dual of the complex F• of free modules
D(F•) = HomS(F•, ωS).
The Alexander dual A(F•) is defined as a complex of free squarefree modules for
which there is a quasi-isomorphic map to A(F•). Yanagawa [24] shows that the
third iterate (A ◦D)3 is isomorphic to the n’th iterate [n] of the translation functor.
The complex F• is said to belong to a triplet of pure free squarefree complexes if all
three of
F•, (A ◦ D)(F•), (A ◦ D)
2(F•)
are pure when considered as singly-graded modules. Since (A◦D)(D(F•)) is the dual
D((A ◦ D)2)(F•) (up to translation of complexes), we see that a pure complex F•
belongs to such a triplet iff (A ◦ D) applied to both F• and D(F•) are both pure.
The functor A ◦D rotates the homological invariants of F•. Whether (A ◦D)(F
•)
is pure can then be checked on the homology modules of F• using the following,
which is [24, Theorem 3.8].
Lemma 4.1. The i’th linear strand of (A ◦ D)(F•) is L(H
i(F•))[n− i].
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Let S = k[x1, x2, x3]. In [15], Example 2.2 we showed that there is a triplet of
pure free squarefree complexes
G• : S
[x0x1,x0x2,x1x2]
←−−−−−−−−− S(−2)3,
(A ◦ D)(G•) : S
2 ← S(−2)3 ← S(−3),(14)
(A ◦D)2(G•) : S(−1)
3 ← S(−2)6 ← S(−3)2.
In the next example we show how to obtain (A ◦ D)(G•) by i) starting from a
complex of coherent sheaves on P(W ) = P2, ii) zipping its Tate resolution with
V = 〈x1, x2, x3〉, and iii) tensoring the zip complex with − ⊗Sym(V⊗W ∗) Sym(V ),
where Sym(V ) becomes a module via a general map V ⊗W ∗ → V , equivariant for
the diagonal matrices in GL(V ). In the example following thereafter we show how
to obtain (A ◦D)2(G•) in a similar way.
In the following we let S = Sym(V ⊗W ∗) and for a complex F• of free S-modules
we let (recall n is the dimension of V )
(15) F∨• = HomS(F•, S(−n)⊗ ∧
nV ).
4.2. First example. Consider the ideal sheaf IP of a point P in P
2 = P(W ). The
resolution of the twisted sheaf IP (1) is
F• : OP2(−1)→ O
2
P2.
Its cohomology table is:
· · · 10 6 3 1 · · · · · · · · 2
· · · 1 1 1 1 1 · · · · · · · 1
· · · · · · · · 2 5 9 14 · · · 0
· · · -5 -4 -3 -2 -1 0 1 2 3 · · · d\i
.
Letting E be the exterior algebra ⊕3i=0 ∧
iW ∗, the complex F• has Tate resolution:
(16) →
Ê(6)6
⊕Ê(5)
→
Ê(5)3
⊕Ê(4)
→
Ê(4)
⊕Ê(3)
β
−→ Ê(2)
α
−→ Ê2 → Ê(−1)5 →
Writing W = 〈y0, y1, y2〉 in terms of a basis, we get a dual basis W
∗ = 〈y∗0, y
∗
1, y
∗
2〉.
If P is the point y1 = y2 = 0, the two maps in the Tate resolution above may be
written
(17) α =
[
y∗0 ∧ y
∗
1
y∗0 ∧ y
∗
2
]
, β =
[
y∗1 ∧ y
∗
2, y
∗
0
]
.
Let V = 〈x0, x1, x2〉 be a vector space of dimension 3. We then zip the Tate resolution
(16) with the exterior coalgebra on V and get a complex of S = Sym(V ⊗ W ∗)-
modules:
F• : ∧
3V ⊗ S(−3)
ψ
−→ ∧2V ⊗ S(−2)
φ
−→ S2
or simply
F• : S(−3)
ψ
−→ S(−2)3
φ
−→ S2.
The first map ψ is determined by β and is given by
x0 ∧ x1 ∧ x2 7→ (x0 ⊗ y
∗
0)⊗ x1 ∧ x2 − (x1 ⊗ y
∗
0)⊗ x0 ∧ x2 + (x2 ⊗ y
∗
0)⊗ x0 ∧ x1
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so
ψ =
 x0 ⊗ y∗0−x1 ⊗ y∗0
x2 ⊗ y
∗
0
 .
Also the map φ sends
xi ∧ xj 7→
[
(xi ∧ xj)⊗ (y
∗
0 ∧ y
∗
1)
(xi ∧ xj)⊗ (y
∗
0 ∧ y
∗
2)
]
.
Via the embedding of ∧2V ⊗ ∧2W ∗ into Sym(V ⊗W ∗)2 this matrix becomes[
(xiy
∗
0) · (xjy
∗
1)− (xiy
∗
1) · (xjy
∗
0)
(xiy
∗
0) · (xjy
∗
2)− (xiy
∗
2) · (xjy
∗
0)
]
.
By Theorem 3.3 we find that F• has only one nonvanishing homology module:
• H0(F•) = H
0(P(W ),S(IP (1))).
This has dimension 4 · 2 = 8 by Proposition 1.4, and its smallest degree
generator is in degree 0 by Lemma 1.2c.
We now consider the dual complex:
(F•)∗[2] : O2P2 → OP2(1)
where the last term is in cohomological degree 0. Its hypercohomology table is:
· · · 14 9 5 2 · · · · · · · · 1
· · · · · · · 1 1 1 1 1 · · · 0
· · · · · · · · 1 3 6 10 · · · -1
· · · -5 -4 -3 -2 -1 0 1 2 3 · · · d\i
so its Tate resolution is:
→ Ê(4)5 → Ê(3)2 → Ê(1)→
Ê
⊕Ê(−1)
→
Ê(−1)
⊕Ê(−2)3
→
Ê(−2)
⊕Ê(−3)6
→ .
Zipping this with the exterior coalgebra on V we get a complex (recall the notation
(15))
F∨• : ∧
3V ⊗ S(−3)2 → ∧1V ⊗ S(−1)→ ∧0V ⊗ S
or simply
F∨• : S(−3)
2 → S(−1)3 → S.
Again using Theorem 3.3 and Lemma 1.3 its homology is:
• H0(F
∨
• ) =H
0(P(W ),S(O2P2 → OP2(1)))
=H0(P(W ),S(OP (1)) = S(OP (1)).
This has dimension 4 · 2 − 2 = 6 by Proposition 1.4 and its smallest degree
generator is in degree 0 by Lemma 1.2c.
• H1(F
∨
• ) =H
−1(P(W ),S(O2P2 → OP2(1)))
=H0(P(W ),S(OP2(−1))).
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This has dimension 8 and its smallest degree generator is of degree 2, coming
from the fact that
H0(P(W ),OP2(−1)) = 0 = H
1(P(W ),OP2(−2))
while H2(P(W ),OP2(−3)) is nonzero.
We now take a general map V ⊗ W ∗ → V , equivariant for the action of the
diagonal matrices in GL(V ), sending
xi ⊗ y
∗
j 7→ αijxi,
where the αij ∈ k are general. Letting S = Sym(V ), we get from F• a complex:
F • : S(−3)
ψ
−→ S(−2)3
φ
−→ S
2
where
ψ =
 α00x0−α10x1
α20x2

and the map φ given by[
x1x2(α10α21 − α11α20), x0x2(α00α21 − α01α20), x0x1(α00α11 − α01α10)
x1x2(α10α22 − α12α20), x0x2(α00α22 − α02α20), x0x1(α00α12 − α02α10)
]
.
We show in Section 6 that the kernel of the map V ⊗W ∗ → V , has a basis giving a
regular sequence for the homology modules of these complexes. Hence F • has only
one nonvanishing homology module:
• H0(F •) of dimension 2 with generator of degree 0.
Also F
∨
• = F
∨
• ⊗S S (which is D(F •)) has nonvanishing homology modules:
• H0(F
∨
• ) of dimension 0 and with generator of degree 0,
• H1(F
∨
• ) of dimension 2 and with generator of degree 2.
We now apply the functor A◦D to these free squarefree complexes. The homology
of F • is transferred to the linear strands of (A ◦ D)(F •). By Lemma 4.1, we easily
compute:
(A ◦ D)(F •) : S(−3)
2 → S(−2)6 → S(−1)3.
The complex (A ◦ D)2(F •) is the dual of (A ◦ D)(F
∨
• ) up to translation. Since the
homology of F
∨
• is transferred to the linear strands of (A ◦ D)(F
∨
• ) we again easily
compute
(A ◦ D)(F
∨
• ) : S(−3)→ S(−1)
3
(A ◦ D)2(F •) : S(−2)
3 → S.
Thus F •, (A ◦D)(F •) and (A ◦D)
2(F •) is a triplet of pure free squarefree complexes
of the type in (14). Looking ahead to the next Section 5, Definition 5.4 and Remark
5.5, our starting complex F• corresponds to the homology triplet
B = {0, 2, 3}, H = {0, 1, 2}, C = {0, 2}.
Our triplet of free squarefree complexes above then corresponds to the degree triplet
B = {0, 2, 3}, H = {1, 2, 3}, C = {0, 2}.
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4.3. From complexes on P(W ) to squarefree complexes. Analyzing why (A ◦
D)(F
∨
• ) becomes a pure complex, the reason is that the dimension of H0(F
∨
• ) which
is 0, is two less than the minimal degree of a generator of the previous homology
module H1(F
∨
• ), which is 2. In general the following holds.
Lemma 4.2. Let the nonzero homology modules of a squarefree complex G• be
Hir(G•), . . . , Hi0(G•)
where ir > ir−1 > · · · > i1 > i0. Let Hij(G•) have dimension dj and minimal degree
generator of degree ej. Then (A ◦ D)(G•) is pure iff ej+1 = dj + (ij+1 − ij + 1) for
j = 0, . . . , r − 1.
Proof. This follows from Lemma 4.1. 
The following summarizes the procedure used in Subsection 4.2 to obtain a com-
plex G• of Sym(V )-modules from a complex G
• of coherent sheaves on P(W ).
Procedure 4.2.
1. Start with a complex G• of coherent sheaves on P(W ).
2. Zip its Tate resolution with the exterior coalgebra on a vector space V to get G•,
a complex of free S = Sym(V ⊗W ∗)-modules.
3. Let V have basis x1, . . . , xn and take a general map V ⊗W
∗ → V , equivariant
for the diagonal matrices in GL(V ). Let S = Sym(V ) and G• = G• ⊗S S.
In order for the passing from G• to G• to behave well on homology modules, it
is necessary that we divide out by a regular sequence on these homology modules.
We develop conditions ensuring this in Section 6. In Section 5 we develop in detail
the properties of G• such that the procedure above gives a complex G• with G•, (A◦
D)(G•) and (A ◦D)
2(G•) a triplet of pure free squarefree complexes, for any degree
triplet as conjectured in [15, Conjecture 2.11].
4.4. Second example. We shall now find a complex E• which via Procedure 4.2
gives the third complex (A ◦D)2(G•) of (14).
Let l0 and l1 be linear forms in k[y0, y1, y2, y3] and q a quadratic form in this ring.
We get the Koszul complex on P3 = P(W ).
OP3
[l0,l1,q]
←− OP3(−1)
2 ⊕OP3(−2)← OP3(−2)⊕OP3(−3)
2 ← OP3(−4).
Twist this complex with 1 and consider the quotient complex (look at the end)
E• : OP3(−1)← OP3(−1)⊕OP3(−2)
2 ← OP3(−3)
where we let the left term have cohomological degree 0. The cohomology is H0(E•) =
OL(−1) where L is the line in P
3 defined by l0 and l1, and H
−1(E•) = OP3(−1). Both
of these are 1-regular sheaves.
Dualizing this complex we obtain
(E•)∗[2] : OP3(2)← OP3(1)
2 ⊕OP3 ← OP3
where the left term is in cohomological degree 0. The cohomology is H0((E•)∗[2]) =
OX(2) where X is the two point subscheme in P
3 which is the intersection of the
forms l0, l1 and q, and H
−1((E•)∗[2]) is the ideal sheaf IL. Both of these are 1-regular
sheaves. From this we compute the hypercohomology table of E•.
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· · · 30 16 7 2 · · · · · · · · 2
· · · 2 2 2 2 2 1 · · · · · · 1
· · · · · · · · · 1 2 3 · · · 0
· · · · · · · · 1 4 10 20 · · · -1
· · · -5 -4 -3 -2 -1 0 1 2 3 · · · d\i
.
The Tate resolution of E• is then
→
Ê(5)7
⊕Ê(4)2
→
Ê(4)2
⊕Ê(3)2
→ Ê(2)2 →
Ê(1)
⊕Ê(−1)
→
Ê(−1)
⊕Ê(−2)4
→
Ê(−2)2
⊕Ê(−3)10
→ .
Zipping this with the exterior coalgebra on a three dimensional vector space V ,
we get the complex of free S = Sym(V ⊗W ∗)-modules
E• : S(−3)
2 → S(−2)6 → S(−1)3.
Using Proposition 1.4 and Lemma 1.2c. the homology is given as follows.
• H0(E•) = H
0(P(W ),S(OL(−1))) is 10-dimensional with minimal degree gen-
erator of degree 1.
• H1(E•) = H
0(P(W ),S(OP3(−1))) is 12-dimensional with minimal degree
generators of degree 3.
Zipping the Tate resolutions of (E•)∗[2] with the exterior coalgebra on V we get the
dual of E•:
E∨• : S(−2)
3 → S(−1)6 → S2.
The following is its homology.
• H0(E
∨
• ) = H
0(P(W ),S(OX(2))) is 9-dimensional with minimal degree gen-
erators of degree 0.
• H1(E
∨
• ) = H
0(P(W ),S(IL)) is 12-dimensional with minimal degree genera-
tors of degree 2.
Take a general map V ⊗W ∗ → V , equivariant for the diagonal matrices in GL(V )
and reduce to squarefree S-modules
E• : S(−3)
2 → S(−2)6 → S(−1)3
where
• H0(E•) is 1-dimensional with minimal degree generator of degree 1.
• H1(E•) is 3-dimensional with minimal degree generator of degree 3. (Note
that this degree is 2 more than the dimension of H0(E•).)
Also
E
∨
• : S(−2)
3 → S(−1)6 → S
2
where
• H0(E
∨
• ) is 0-dimensional with minimal degree generator of degree 0.
• H1(E
∨
• ) is 3-dimensional with minimal degree generator of degree 2. (This
is again 2 more than the dimension of H0(E•).)
It then follows that
(A ◦ D)(E•) : S(−2)
3 → S
and
(A ◦ D)(E
∨
• ) : S(−3)
2 → S(−1)3 → S,
giving that the dual complex
(A ◦ D)2(E•) : S(−3)→ S(−2)
3 → S
2
.
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Hence E•, (A◦D)(E•) and (A◦D)
2(E•) is a triplet of pure free squarefree complexes
of the same type as in (14). Looking ahead to Section 5, Definition 5.4 and Remark
5.5, the complex E• corresponds to the homology triplet
B = {1, 2, 3}, H = {1, 3}, C = {0, 2, 3}.
This gives the degree triplet
B = {1, 2, 3}, H = {0, 2}, C = {0, 2, 3}.
5. Homology triplets and complexes of coherent sheaves
First we introduce the elementary notion of three sets of natural numbers forming
a homology triplet. This is (almost) the same as the notion of degree triplet in [15].
We then give our main conjecture concerning the existence of certain complexes of
coherent sheaves associated to such homology triplets. The class of such complexes
may be considered an extension of the class of vector bundles with supernatural co-
homology. We also give an example and translate the conjecture to its corresponding
statement for Tate resolutions.
5.1. Sets of integers and their strands. Fix an interval [m,M ]. Let X be a
subset of this interval. For d ∈ [m,M + 1] with d − 1 6∈ X let i be the number of
elements in the interval [m, d − 1] which are not in X . The i’th strand of X is the
interval [d, e− 2] where e is the maximal number with [d, e− 2] contained in X .
Example 5.1. Let [m,M ] = [2, 12] and X = {2, 3, 5, 9, 10, 11}.
• The 0’th strand is [2, 3].
• The 1’th strand is [5, 5].
• The 2’nd and 3’rd strands are ∅.
• The 4’th strand is [9, 10, 11].
• The 5’th strand is ∅.
We may note the following.
1. e > d and e = d + 1 iff d 6∈ X . In this case the i’th strand is the empty
interval.
2. The number of integers in [m,M ] not in X , denoted s(X) is called the strand
span. It is one less than the number of of strands of X in [m,M ].
3. There are integers, called the strand starts (except the last one)
m = x0 < x1 < · · · < xs < xs+1 = M + 2
where s = s(X), such that the i’th linear strand ofX is the interval [xi, xi+1−
2].
Example 5.2. In the example above there are 6 linear strands. The strand starts are
x0 = 2, x1 = 5, x2 = 7, x3 = 8, x4 = 9, x5 = 13.
An element of X will be called a degree of X , and an element not in X a nondegree
of X .
Let Y be another subset of [m,M ]. We say that (X, Y ) is a balanced pair with
respect to [m,M ] if for each m ≤ u ≤ M the following equivalent conditions hold:
(1) The number of degrees ofX in [m, u] is greater than the number of nondegrees
of Y in [m, u
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(2) The number of degrees of X in [m, u] plus the number of degrees of Y in
[m, u] is greater than the cardinality of [m, u], which is u−m+ 1.
(3) The number of degrees of Y in [m, u] is greater than the number of nondegrees
of X in [m, u].
(4) The number of degrees of X ∩ [m, u] is greater or equal to the number of
strands of Y ∩ [m, u] as a subset of [m, u].
Note that (4) is because the number of strands of Y ∩ [m, u] in [m, u] is one more
than the number of its nondegrees in [m, u]. Also note that both X and Y must
contain m.
Lemma 5.3. Let the degrees of X be m = d0 < d1 < · · · and let the strand starts
of Y be m = y0 < y1 < · · · . Then X and Y are balanced iff yi > di for i ≥ 1.
Proof. Let i ≥ 1. The number of nondegrees of Y in [m, yi− 1] is i. Then note that
the number of degrees of X in [m, yi−1] is greater than i if an only if di ≤ yi−1. 
Definition 5.4. Let n be a natural number. For 0 ≤ u ≤ n let u = n − u. A
triplet (B,H,C) of non-empty subsets of N0 is a homology triplet of type n if there
are integers 0 ≤ b, h, c ≤ n such that:
(1)
B ⊆ [h, c], H ⊆ [h, b], C ⊆ [c, b]
and both endpoints of each interval are in the subset. (Note the slight asym-
metry, but see the remark below.)
(2) Let i(B) be the number elements of [h, c]\B, i.e. the number of internal non-
degrees of B. Recall that the number of elements of [h, b]\H (resp. [c, b]\C)
is s(H) (resp. s(C)). Then n = b+ h+ c+ i(B) + s(H) + s(C).
(3) Each of the pairs (B,H), (B,C), and (H,C) are balanced with respect to
[h, n], [c, n] and [b, n] respectively.
We usually say only that (B,H,C) is a homology triplet since the last element of
B and the first of C sum to n, and so determine n.
Remark 5.5. If (B,H,C) is a homology triplet, then (B,C,H) is also a homology
triplet, the dual homology triplet. Also (B,H,C) is a degree triplet in the sense of
[15, Definition 2.9].
Denote by e = i(B)+ s(H)+ s(C) the nondegree number of the homology triplet.
Observation. The cardinality of the interval [h, c] is b+ e+ 1. This follows by the
equation in (2). Similarly the cardinality of [h, b] is c + e + 1 and that of [c, b] is
h+ e+ 1.
For X ⊆ [0, n], if u is the maximum of X we define the codimension of X to be
u = n− u. Note that the common codimension of H and C is b.
Lemma 5.6. For any homology triplet (B,H,C) the following equality holds for the
strand spans and codimension:
s(H) + s(C) + b = |B| − 1.
In particular the number of (Betti) degrees in B minus one, is greater than or equal
to the number of strands of C plus the codimension b of C. This latter inequality is
an equality iff H has only one strand or equivalently H is the interval [h, b].
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Proof. The equality is because i(B) is the cardinality of [h, c]\B and so |B| = n −
c− h + 1− i(B). Then use (2) of Definition 5.4 to get:
|B| − 1 = (n− c− h)− i(B)
= (b+ i(B) + s(H) + s(C))− i(B)
= b+ s(H) + s(C).
The last statement is immediate from the the equality and the definition of linear
strand. 
5.2. The main conjecture. We are now ready to state our conjecture.
Conjecture 5.7. Let (B,H,C) be a homology triplet of type n, where the degrees
of B are:
h = d0 < d1 < d2 < · · · < dt = c,
and the strand starts of H and C are, respectively:
h = h0 < h1 < · · · , c = c0 < c1 < · · ·
There is a complex E• of coherent sheaves on some projective space P(W ) such that
the following holds:
1. Betti degrees. For each integer t with 0 ≤ t ≤ n the hypercohomology
Hj(P(W ), E•(−t)) is nonzero iff (j, t) = (dp − p, dp) for some dp ∈ B.
2. Homology strands. The homology module H−p(E•) of the complex is
nonzero iff the p’th strand [hp, hp+1 − 2] of H is nonempty. In this case:
a. The homology is 1-regular.
b. Its dimension is hp+1 − 2.
c. The smallest i with H i(P(W ), H−p(E•)(−i)) nonzero is i = hp.
3. Cohomology strands. The cohomology module H−p(E∗[|B|−1]) is nonzero
iff the p’th strand [cp, cp+1 − 2] of C is nonempty. In this case:
a. The cohomology is 1-regular.
b. Its dimension is cp+1 − 2.
c. The smallest i with H i(P(W ), H−p(E∗[|B| − 1])(−i)) nonzero is i = cp.
Remark 5.8. The above definition generalizes the notion of a vector bundle with
supernatural cohomology in the following sense: When H and C are intervals, the
conjecture is realized by vector bundles with supernatural cohomology and root
sequence the negatives of [0, n]\B.
5.3. Hilbert polynomials. In this subsection we calculate the Hilbert polynomial
of the complex E• of Conjecture 5.7. We will show that its coefficients fulfill a
number of equations which is one less than the number of coefficients. Hence we
expect it to be uniquely determined up to scalar multiple. We also show that the
Hilbert polynomials of the homology sheaves H−p(E•) are uniquely determined from
that of E•.
We seek a convenient basis for the polynomials of degree ≤ n. For i = 0, . . . , n let
Pn,i(d) = (−1)
i
(
−d
i
)(
d+ n
n− i
)
=
(
d+ i− 1
i
)(
d+ n
n− i
)
.
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These form a basis for the vector space of such polynomials since
Pn,i(d) =
{
0 d ∈ [−n, 0]\{−i}
(−1)i d = −i
.
If P is a polynomial of degree ≤ n we may then write
(18) P (d) =
n∑
i=0
αiPn,i(d).
Lemma 5.9. P (d) is a polynomial of degree ≤ n− b iff the coefficients αi fulfill the
equations
n−j∑
i=0
αi
(
n− j
i
)
= 0, j = 0, . . . , b− 1.
Alternatively iff they fulfill
n∑
i=j
αi
(
n− j
i− j
)
= 0, j = 0, . . . , b− 1.
Proof. We use induction on b. Let b = 1. We have
Pn,i(d) =
1
n!
(
n
i
)
dn + lower terms in d.
Thus P is of degree ≤ n− 1 iff
∑
αi
(
n
i
)
= 0.
Suppose b > 0. We verify easily that for i = 0, . . . , n− 1
Pn−1,i = Pn,i −
(
n
i
)
Pn,n.
Let P (d) =
∑n−1
i=0 βiPn−1,i(d). Then
P =
n−1∑
i=0
βiPn,i − (
n−1∑
i=0
βi
(
n
i
)
Pn,n),
so αi = βi for i = 0, . . . , n− 1. By induction P is of degree ≤ n− 1− (b− 1) iff
n−1−j∑
i=0
βi
(
n− 1− j
i
)
, j = 0, . . . , b− 2.
This translates to the conditions in the lemma. 
For a coherent sheaf E on P(W ), its Hilbert polynomial is
P (E , d) =
∑
i≥0
(−1)i dimkH
i(P(W ), E(d))
and this is dimkH
0(P(W ), E(d)) when d ≫ 0. Its degree equals the dimension of
the support of E . For a bounded complex of coherent sheaves E• we define
P (E•, d) =
∑
p∈Z
(−1)pP (Ep, d).
This is the same as the alternating sum of the hypercohomology groups∑
i∈Z
(−1)i dimkH
i(P(W ), E(d)).
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Note that the degree of P (E•, d) is the maximum of the dimensions of the homology
sheaves, provided there is only one such attaining this maximum.
By Serre duality P ((E•)∨, d) = P (E ,−d). Since (E•)∗ = (E•)∨(n)[n] we have
P ((E•)∗[|B| − 1], d) = (−1)|B|−1−nP (E•,−n− d).
Note that Pn,i(−n − d) = (−1)
nPn,n−i(d). Hence if P (E
•, d) is given by (18) then
P ((E•)∗[|B| − 1], d) is given by
(19) (−1)|B|−1
n∑
i=0
αn−iPn,i(d).
Let χp(d) be the Hilbert polynomial ofH
−p(E•). Then P (E•, d) =
∑s(H)
p=0 (−1)
pχp(d).
Proposition 5.10. Let E• be a complex corresponding to the homology triplet (B,H,C).
a. The Hilbert polynomial P (E•, d) has degree n− b. We may write it as
(20)
n∑
i=0
αiPn,i(d) =
∑
i∈B
αiPn,i(d),
where αi = 0 for i 6∈ B. Its coefficients fulfill the following equations:
(21) α0
(
r
0
)
+ α1
(
r
1
)
+ · · ·+ αr
(
r
r
)
= 0
for each r in [h, n] not contained in H, and
(22) αn−r
(
r
r
)
+ · · ·+ αn−1
(
r
1
)
+ αn
(
r
0
)
= 0
for each r in [c, n] not contained in C. In the range r ∈ 〈b, n] (the interval of integers
excluding b = n− b) the set of equations (21) and (22) are equivalent by Lemma 5.9.
After this reduction we have s(H) + s(C) + b = |B| − 1 equations in the unknowns
αi, i ∈ B.
b. The polynomials χp(d) are determined by P . More precisely
p∑
i=1
(−1)iχi−1(d) =
∑
i∈B∩[0,hp−2]
αiPhp−2,i(d)
for p = 1, . . . , s(H) + 1.
We expect the linear equations in a. to be independent. Hence there is a unique
Hilbert polynomial up to constant, and so unique χp(d) up to common constant.
Conjecture 5.11. Let E• be a complex of coherent sheaves corresponding to the
homology triplet (B,H,C) as in Conjecture 5.7. Then its Hilbert polynomial is
uniquely determined up to constant.
In Proposition 6.9 we show that Conjecture 5.7 implies the above conjecture.
Proof of Proposition 5.10. By Property 1. of Conjecture 5.7, P (d) = 0 for −d ∈
[0, n]\B. This shows (20).
The last nonempty strand in H is the s(H)’st. The homology sheaf H−s(H)(E•) is
then the one with largest dimension, hs(H)+1 − 2 = b = n− b. So this is the degree
of P (d) = P (E•, d).
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Consider the sheaf H−p(E•). By Properties 2.a. and 2.c. of Conjecture 5.7,
no term of the Tate resolution of this sheaf can involve the modules Ê(i) when
0 ≤ i < hp. Therefore χp(k) = 0 when k = 0,−1, . . . ,−(hp−1). In fact, since the hp
are increasing this implies χi(k) = 0 for all i > p when k is in this range. Therefore
for k = 0,−1, . . . ,−(hp − 1) we have P (k) =
∑p
i=1(−1)
i−1χi−1(k). For p = 0 this
condition is already taken care of by equation (20), so we may assume p ≥ 1. But
Q =
∑p
i=1(−1)
i−1χi−1(d) is a polynomial of degree ≤ hp − 2 (with equality if the
p−1’th strand is nonempty). For such a polynomial the (hp−1)’st difference is zero
and so
Q(0)−
(
hp − 1
1
)
Q(−1)+
(
hp − 1
2
)
Q(−2)+· · ·+(−1)p−1
(
hp − 1
hp − 1
)
Q(−(hp−1)) = 0.
This gives the same relation if we in the above equation replace Q with P . Since
P (−i) = (−1)iαi we get
α0
(
hp − 1
0
)
+ α1
(
hp − 1
1
)
+ · · · = 0, p = 1, . . . , s(H) + 1.
Since the hp − 1 for p = 1, . . . , s(H) are exactly the nondegrees of H in [h, b], we
get (21) for r ∈ [h, b]. Note that hs(H)+1 − 1 = b + 1. For r ∈ 〈b, n] we get (21) by
Lemma 5.9.
Similarly P ∗(d) = P (E∗[|B| − 1], d) which is (−1)|B|−1−nP (−n− d) will fulfill the
relations
P ∗(0)−
(
cp − 1
1
)
P ∗(−1)+
(
cp − 1
2
)
P ∗(−2)+ · · ·+(−1)cp−1
(
cp − 1
cp − 1
)
P ∗(−(cp−1))
for p = 1, . . . , s(C). The cp − 1 in this range are precisely the nondegrees of C in
[c, b]. Since P ∗(−i) = (−1)|B|−1+n−iαn−i we get the equations (22) for r ∈ [c, b].
For r ∈ 〈b, n] we get (22) by Lemma 5.9. The equivalence of (21) and (22) when
r ∈ 〈b, n] also follows by Lemma 5.9.
b. Since
∑p
i=1(−1)
i−1χi−1(d) is a polynomial of degree ≤ hp− 2, we may write is as∑hp−2
i=0 βiPhp−2,i(d). We have P (k) =
∑p
i=1(−1)
i−1χi−1(k) for k = 0,−1, . . . ,−(hp −
1). Since the value of the right side of this equation is βk and the value of the left
side is αk when k ∈ B, and zero otherwise, we get part b. 
Remark 5.12. In a similar way all the Hilbert polynomials of the homology sheaves
H−p((E•)∗[|B| − 1]) are determined by the Hilbert polynomial of E•.
Corollary 5.13. Let E• be a complex of coherent sheaves corresponding to the ho-
mology triplet (B,H,C) as in Conjecture 5.7. The hypercohomology table of E• is
determined by its Hilbert polynomial.
Proof. Let P be the Hilbert polynomial of E•. When t is in [−n, 0] the dimension of
Hp(P(W ), E•(t)) is given by (−1)pP (t) by part 1. of Conjecture 5.7. When t ≥ 1
Hp(P(W ), E•(t)) = H0(P(W ), Hp(E•)(t))
by the same argument as in Lemma 1.3. But this dimension is determined by the
Hilbert polynomial of Hp(E•) which is determined by P .
The dimensions ofHp(P(W ), E•(t)) when t ≤ −n−1 are similarly, by Serre duality,
determined by the Hilbert polynomials of the homology modules of (E•)∗. 
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Remark 5.14. In the Macaulay2 package Triplets there are routines for computing
the hypercohomology table associated to a homology triplet.
5.4. A third example. We shall construct a complex fulfilling the conjecture for
the homology triplet of type n = 4 with
(23) B = {0, 1, 2}, H = {0, 2, 4}, C = {2, 3, 4}.
1. Let X be three general points in P2, so the twisted ideal sheaf IX(2) ⊆ OP2(2)
has resolution:
E• : OP2(−1)
2 → O3P2 .
The cohomology diagram of E• is:
· · · 6 3 1 · · · · · · · · 2
· · · 3 3 3 3 2 · · · · · · 1
· · · · · · · · 3 7 12 · · · 0
· · · -5 -4 -3 -2 -1 0 1 2 · · · d\i
.
The dual complex is
(E•)∗[2] : OP2(1)
3 → OP2(2)
2
with cohomology ωX(2) ∼= OX(2) in cohomological degree 0 and OP2(−1) in coho-
mological degree −1. These are 1-regular coherent sheaves. Its hypercohomology
table is:
· · · 12 7 3 · · · · · · · · · 1
· · · · · · 2 3 3 3 3 3 · · · 0
· · · · · · · · 1 3 6 10 · · · -1
· · · -5 -4 -3 -2 -1 0 1 2 3 · · · d\i
.
2. Now we embed P2 into P4 = P(W ). Consider IX(2) as a sheaf on P
4 via this
embedding. Its resolution (obtained essentially be tensoring E• with the Koszul
complex O(−2)→ O(−1)2 → O) is:
G• : OP4(−3)
2 → OP4(−2)
7 → OP4(−1)
8 → O3P4 .
The dual complex (also obtained essentially by tensoring (E•)∗[2] with the Koszul
complex O(−2)→ O(−1)2 → O) is:
(G•)∗[2] : OP4(−1)
3 → O8P4 → OP4(1)
7 → OP4(2)
2
and has cohomology
H0((G•)∗[2]) = ωX(2) = OX(2), H
−1((G•)∗[2]) = OP2(−1).
Its hypercohomology table is then
· · · 12 7 3 · · · · · · · · · 1
· · · · · · 2 3 3 3 3 3 · · · 0
· · · · · · · · 1 3 6 10 · · · -1
· · · -5 -4 -3 -2 -1 0 1 2 3 · · · d\i
.
3. We now drop the last term O3
P4
of G•, and shift by 1 to get a complex
F• : OP4(−3)
2 → OP4(−2)
7 → OP4(−1)
8
(with the last term in cohomological position 0) which is a resolution of the kernel
K of O3
P4
→ IX(2), a 1-regular sheaf. We dualize this to get:
(F•)∗[2] : O8P4 → OP4(1)
7 → OP4(2)
2
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whose cohomology is
H0((F•)∗[2]) = OX(2), H
−1((F•)∗[2]) = OP2(−1), H
−2((F•)∗[2]) = OP4(−1)
3,
all of which are 1-regular. We see that (F•)∗[2] is a complex on P4 fulfilling the
conditions of Conjecture 5.7 for the homology triplet (23).
The hypercohomology table of (F•)∗[2] is:
· · · 87 33 8 · · · · · · · · · 2
· · · · · · · · · · · · · · · 1
· · · · · · 2 3 3 3 3 3 · · · 0
· · · · · · · · 1 3 6 10 · · · -1
· · · · · · · 3 15 45 105 210 · · · -2
· · · -5 -4 -3 -2 -1 0 1 2 3 · · · d\i
.
and so the Tate resolution of (F•)∗[2] is:
(24)
→ Ê(7)87 → Ê(6)33 → Ê(5)8 → Ê(2)2 →
Ê(1)3
⊕Ê(−1)3
→
Ê3
⊕Ê(−1)
⊕Ê(−2)15
→
Ê(−1)3
⊕Ê(−2)3
⊕Ê(−3)45
→
We zip this complex with the exterior coalgebra on a four-dimensional vector space
V and get
∧2V ⊗ S(−2)2 → V ⊗ S(−1)3 → S3.
Then we reduce to a squarefree complex of S = Sym(V )-modules
F • : S(−2)12 → S(−1)12 → S
3
.
This sits in a triplet of pure free squarefree complexes where
(A ◦ D)(F •) : S(−4)3 → S(−2)6 → S
3
(A ◦ D)2(F •) : S(−4)3 → S(−3)12 → S(−2)12.
5.5. The conjecture in terms of Tate resolutions. Conjecture 5.7 may also
be stated in terms of Tate resolutions of the complex E•, which may be convenient
when trying to construct such complexes.
Given a Tate resolution T. Let T(e,−) be the subcomplex consisting of the terms
Ê(i) where i ≤ e, and let T(−, d) be the quotient complex consisting of the terms
Ê(i) where i ≥ d. Also let T(e, d) be the subquotient complex consisting of the Ê(i)
where e ≥ i ≥ d.
Example 5.15. Consider the Tate resolution T in (24). Then
T(−1,−) : Ê(−1)3 →
⊕Ê(−1)
⊕Ê(−2)15
→
Ê(−1)3
⊕Ê(−2)3
⊕Ê(−3)45
→ · · ·
and
T(4, 0) : Ê(2)2 → Ê(1)3 → Ê3.
Now given a homology triplet (B,H,C) of type n, where the degrees of B are:
h = d0 < d1 < d2 < · · · < dt = c,
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and the strand starts of H and C are, respectively:
h = h0 < h1 < · · · , c = c0 < c1 < · · ·
Let E• be a complex of coherent sheaves on P(W ) and T = T(E•) its Tate resolution.
Proposition 5.16. (Betti invariants) Property 1. of Conjecture 5.7 is equivalent to
T(n, 0) being a pure complex
Ê(dt)
βt → · · · → Ê(d0)
β0 .
Proof. This is clear. 
Remark 5.17. This is equivalent to the Beilinson monad of the complex E•, [1] or
see [8, Sec.6], having pure term (Ωdj (dj))
βj in homological degree j.
Proposition 5.18. (Homology invariants.) Property 2. of Conjecture 5.7 is equiv-
alent to: The p’th linear strand of T(−1,−) is nonzero iff the p’th homology strand
[hp, hp+1 − 2] of H is nonempty. In this case the linear strand is
Ê(−1)α
−p+1
−1
d−p+1
−→ Ê(−2)α
−p+2
−2 → · · ·
where the first term is in cohomological position −p+ 1. Furthermore
a’. This linear strand is a resolution of ker d−p+1.
b’. The dimension of the linear strand is hp+1 − 2.
c’. The smallest t with a nonzero map Ê(t)→ ker d−p+1 is for t = hp. Alterna-
tively the smallest degree generator of ker d−p+1 has degree n− hp.
Example 5.19. In the example of Subsection 5.4 we see that the 0’th, 1’st, and 2’nd
homology strands H in (23) are respectively [0, 0], [2, 2], and [4, 4]. Considering
T(−1,−) its strands are:
T(−1,−)〈0〉 : Ê(−1)
3 d
1
−→ Ê(−2)3 → · · · .
which is of dimension 0 with a nonzero map Ê → ker d1.
T(−1,−)〈1〉 : Ê(−1)
d0
−→ Ê(−2)3 → Ê(−3)6 →
is of dimension 2 with a nonzero map Ê(2)→ ker d0.
T(−1,−)〈2〉 : Ê(−1)
3 d
−1
−→ Ê(−2)15 → Ê(−3)45 →
is of dimension 4 with a nonzero map Ê(4)→ ker d−1.
Proof of Proposition 5.18. First note the following.
Fact 1. For t≫ 0 we have.
H−p(P(W ), E•(t)) = H0(P(W ), H−p(E•)(t)).
Thus the linear strand T(−1,−)〈p〉 has t’th term
(25) Ê(−t)⊗k H
0(P(W ), H−p(E•)(t))
when t is large.
Fact 2. By the form of the Tate resolution (12) of a coherent sheaf F , its regularity r
is precisely the smallest cohomological index r such that T≥r(F) is a linear complex.
Assume now that Property 2. of Conjecture 5.7 holds. By its part a. and Fact
2. immediately above, the t’th term of the linear strand is (25) for t ≥ 1. Thus the
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p’th linear strand and H−p(E•) are nonzero at the same time, and by assumption in
Conjecture 5.7 this holds iff [hp, hp+1 − 2] is nonempty.
If Property 2a. holds then a’. above holds by Fact 2. about the regularity. If 2b.
holds then clearly b’. holds. That 2c. implies c’. follows by the form of the Tate
resolution for H−p(E•)[p] when looking at it in cohomological degree −p.
Assume now the statements within Proposition 5.18 above hold. Nonzero injective
resolutions over the exterior algebra are infinite. Therefore a’. together with (25)
for t≫ 0, imply that the p’th linear strand is nonzero iff H−p(E•) is nonzero. And
so this latter holds iff [hp, hp+1 − 2] is nonempty.
That 2b. follows from b’. is clear. Also 2c. implies c’. by the form of the Tate
resolution for H−p(E•)[p] when looking at it in cohomological degree −p. 
Let
T′ = T((E•)∗[|B| − 1]) = T((E•)∗)[|B| − 1]
= T((E•)∨)(n)[|B| − 1] = Homk(T,∧
m+1W )(n)[|B| − 1].
In the same way as we proved the above Proposition 5.18, the following holds.
Proposition 5.20. (Cohomology invariants.) Property 3. of Conjecture 5.7 is
equivalent to: The p’th linear strand of T′(−1,−) is nonzero iff the p’th cohomology
strand [cp, cp+1 − 2] of C is nonempty. Letting this linear strand start as
Ê(−1)γ
−p+1
−1
(d′)−p+1
−→ Ê(−2)γ
−p+2
−2 → · · ·
where the first term must be in cohomological degree −p + 1, it has the following
properties.
a’. The linear strand is a resolution of ker(d′)−p+1.
b’. The dimension of the linear strand is cp+1 − 2.
c’. The smallest t with a nonzero map Ê(t) → ker(d′)−p+1 is for t = cp. Alter-
natively the smallest degree generator of ker(d′)−p+1 has degree n− cp.
Example 5.21. In the example of Subsection 5.4 there is one cohomology strand
[2, 4]. We see that
T′(−1,−)〈0〉 : Ê(−1)
8 d
′
1−→ Ê(−2)33 → Ê(−3)87 → · · · .
It is of dimension 4 and 2 is the smallest t with a nonzero map Ê(t)→ ker d′1.
Remark 5.22. We see that Conjecture 5.7 is not simply equivalent to a statement
on the form of the hypecohomology table of the Tate resolution. There is also the
conditions that the linear strands are the resolutions of the specified differential, as
well as on the degree of the minimal degree generator of its kernel.
6. The conjecture on triplets of pure free squarefree complexes
In this section we show that Conjecture 5.7 implies the Conjecture 2.11 in [15]
on the existence of triplets of pure free squarefree complexes with balanced degree
triplets.
The procedure for this is demonstrated in the examples of Section 4, in particular
we use Procedure 4.2. The crucial thing is to prove that when passing from S(V ⊗
W ∗) to the quotient S(V ), we divide out by a sequence which is regular for the
homology modules of the zip complex.
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Note. For the results in this section we assume that k is an infinite field. This is in
order to ensure the expected codimension of some degeneracy loci of maps of vector
bundles.
6.1. Degeneracy loci of vector bundles.
Proposition 6.1. Let X be scheme of finite type over a field k (assumed infinite),
and E a vector bundle of rank e on X generated by a subspace E of its global sec-
tions Γ(X, E). Let Ei for i = 1, . . . , t be general vector subspaces of E, all of these
subspaces of dimension e, the rank of E . This gives maps between vector bundles of
the same rank Ei ⊗ OX
αi−→ E . Then the locus in X where αi has corank ≥ qi for
each value i = 1, . . . , t, has codimension ≥
∑
q2i .
Proof. We will use induction on t. When t = 1, the codimension of X is q21, by [16,
Example 14.3.2(d)].
Suppose the statement holds for t − 1. Let X ′ be the locus where αi has corank
≥ qi for each value i = 1, . . . , t − 1. It has codimension
∑t−1
1 q
2
i . Consider the
restriction Et ⊗ OX′
αt−→ E|X′. Now the latter restricted vector bundle is generated
by the image of E in its global sections Γ(X ′, E|X′). Since Et is a general subspace
of E, of dimension e, the map αt will degenerate to corank ≥ qt in codimension q
2
t
in X ′. Hence the locus in X where the αi degenerate as prescribed, has codimension
≥
∑
i q
2
i . 
Let E be a vector bundle, i.e. a locally free sheaf of finite rank e, on a k-scheme
X . Let T be a subspace of the sections Γ(X, E). The map T ⊗k OX → E defines a
map and an exact sequence
(26) T ⊗k Sym(E)→ Sym(E)→R→ 0.
where the cokernel R is a quasi-coherent sheaf of OX-algebras. The space T gives
global sections of the affine bundle V = VX(E) and they generate a sheaf of ideals
of OV defining a subscheme X = SpecOXR.
Now we may stratify X according to the rank of the map T ⊗k OX → E . Let Uc
be the open subset where the rank is ≥ dimk T − c = t− c. Then if x ∈ Uc\Uc−1 we
get an exact sequence
T ⊗k Sym(Ek(x))→ Sym(Ek(x))→ Rk(x) → 0
where Rk(x) is the quotient symmetric algebra generated by a vector space of dimen-
sion e − t + c. Hence the fiber Xk(x) has dimension e − t + c. We observe that the
dimension of X is less than or equal to the maximum of
(27) max{dim(X\Uc−1) + e− t + c}.
Now let X = P(W ), let V be a vector space with basis x1, . . . , xn, and E = V ⊗Q
where Q is the dual of the tautological subbundle of rank m on P(W ). For each xi
chose a general subspace Ei ⊆ W
∗ of codimension one, so its dimension equals the
rank of Q. Define the subspace
(28) T = ⊕ni=1xi ⊗ Ei ⊆ ⊕
n
i=1xi ⊗W
∗ = V ⊗W ∗.
Corollary 6.2. a. The locus where the composition
α : T ⊗k OP(W ) →֒ V ⊗k W
∗ ⊗k OP(W ) → V ⊗k Q
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degenerates to rank dimk T − c, has codimension ≥ c.
b. The dimension of X = SpecOP(W )R, the subscheme of VP(W )(V ⊗Q) defined by
the vanishing of T , has dimension less than or equal to the dimension of P(W ).
Proof. Part a. follows by Proposition 6.1 by letting the αi be the maps xi ⊗ Ei ⊗
OP(W ) → xi ⊗Q. If each αi degenerates to corank qi, then α degenerates to corank∑
i qi. If
∑
i qi ≥ c, then the degeneracy locus in P(W ) has codimension ≥
∑
i q
2
i ≥ c.
Part b. follows by part a. and the expression for the dimension given by (27). 
6.2. Regular sequences. If u1, . . . , un in a k-algebra R form a regular sequence for
the module M , then any basis for the vector space they generate, 〈u1, . . . , un〉 ⊆ R,
forms a regular sequence, as is easily seen by Koszul homology, [6, Theorem 17.4,
17.6]. We then call this a regular subspace for the module M .
Proposition 6.3. Let dimk V ≥ dimP(W ) and suppose S(E) is a Cohen-Macaulay
Sym(V ⊗W ∗)-module. Then for general Ei ⊆ W
∗ of codimension one, the subspace
T = ⊕ixi ⊗ Ei ⊆ V ⊗W
∗ is a regular subspace for this module.
Proof. The subscheme V(V ) of V(V ⊗W ∗) is defined by the vanishing of the subspace
T of V ⊗W ∗. Let Z ′ be the pullback in the diagram
Z ′ 

//
 _

V(V )× P(W )
 _

Z 

// V(V ⊗W ∗)× P(W ).
Since Z = VP(W )(V ⊗k Q) we see that Z
′ is the subscheme of Z defined by the
vanishing of the sections T of V ⊗Q given by the composition α in Corollary 6.2.a.
By part b. of this, the dimension of Z ′ is less than or equal to dimP(W ). Since
dimk T equals the rank of V ⊗Q, the dimension of Z is dimP(W ) + dimk T and so
dimZ ′ ≤ dimZ − dimk T .
Let Y ′ be the pullback in the diagram
Y ′ 

//
 _

V(V )
 _

Y 

// V(V ⊗W ∗).
Since the image of Z is Y , the image of Z ′ is Y ′. Since dimY = dimZ by [22,
Prop.6.1.1] this gives
dimY ′ ≤ dimZ ′ ≤ dimZ − dimk T = dimY − dimk T.
The sheaf OZ ⊗ p
∗(E) has support Z and so the support of S(E) is Y . Denote by
S(E)′ the module S(E) ⊗Sym(V⊗W ∗) Sym(V ) where Sym(V ) = Sym(V ⊗W
∗)/(T ).
Then S(E)′ is supported on Y ′ and so
dimS(E)′ ≤ dim Y ′ ≤ dimY − dimk T = dimS(E)− dimk T.
Since S(E) is a Cohen-Macaulay module and S(E)′ = S(E)/(T ·S(E)), the subspace
T must be a regular subspace for the module S(E). 
Lemma 6.4. The module S(OP(W )(−1)) is a Cohen-Macaulay Sym(V⊗W
∗)-module.
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Proof. This module has dimension (n+1)m by Proposition 1.4. Since OP(W )(−1) is
1-regular, by Proposition 3.6 the module has resolution given by WVW (OP(W )(−1)).
The terms of the Tate resolution of OP(W )(−1) are
· · · → Ê(m+ 2)(
m+2
2 ) → Ê(m+ 1)m+1 → Ê(m)→ Ê(−1)→ · · ·
and so the associated zip complex is
∧nV ⊗ S(−n)(
n
n−m) → · · · → ∧m+1V ⊗ S(−m− 1)m+1 → ∧mV ⊗ S(−m).
This complex has length n −m. Since it resolves a module of dimension (n + 1)m
and
(n+ 1)m+ (n−m) = n(m+ 1) = dim Sym(V ⊗W ∗)
this module is Cohen-Macaulay. 
Let W ′ ⊆ W and consider the projection P(W )
pi
99K P(W ′) with center the sub-
space P(W/W ′) ⊆ P(W ). Let G be a coherent sheaf on P(W ) whose support is
disjoint from P(W/W ′). Pushing forward, we get a coherent sheaf π∗G on P(W
′). It
is well known that the cohomology Hp(P(W ),G(i)) = Hp(P(W ′), (π∗G)(i)). In fact
we have:
Proposition 6.5. Let G be a coherent sheaf on P(W ) whose support is disjoint from
P(W/W ′). Let E ′ = ⊕ ∧i (W ′)∗. The Tate resolution T(π∗G) = HomE(E
′,T(G)).
Proof. This is [13, Thm.7.1.2]. 
Corollary 6.6. Suppose G is 1-regular. Then V ⊗ (W/W ′)∗ is a regular subspace of
Sym(V ⊗W ∗) for the module S(G). Furthermore
S(π∗G) = S(G)⊗Sym(V⊗W ∗) Sym(V ⊗W
′∗).
Proof. The complex WVW (T(G)) is a resolution of S(G) by Proposition 3.6. Let
S ′ = Sym(V ⊗W ′∗). Then by Lemma 2.2
(29) WVW (G)⊗S S
′ = WVW ′(HomE(E
′,T(G))).
By Proposition 6.5, the latter is WVW ′(T(π∗G)). But since π∗(G) is also a 1-regular
coherent sheaf on P(W ′), (29) is a resolution of S(π∗G), and so
TorSi (S(G), S
′) = 0, i > 0.
But then by Koszul homology, [6, Thm.17.4, 17.6] the space V ⊗(W/W ′)∗ is a regular
subspace of Sym(V ⊗W ∗) for the module S(π∗G). 
Theorem 6.7. Let F be a 1-regular coherent sheaf on P(W ), and V = 〈x1, . . . , xn〉
a vector space of dimension ≥ that of the support of F . Let Ei ⊆ W
∗ be general
subspaces of codimension 1 for i = 1, . . . , n. The subspace T = ⊕ni=1xi⊗Ei ⊆ V ⊗W
∗
is a regular subspace of Sym(V ⊗W ∗) for the module S(F).
Proof. We will use induction on the dimension of P(W ). If dimP(W ) = 0 there is
nothing to prove, since then dimkW = 1 and T = 0.
Suppose dimP(W ) > 0. If the support of F is not all of P(W ) we project down
to a projective space P(W ′) such that dimP(W ′) = dimSuppF , with a center of
projection disjoint from the support of F . Then by the previous corollary T ′ =
⊕ni=1xi ⊗ (W/W
′∗) ⊆ V ⊗W ∗ is a regular subspace for S(F) and
S(F)⊗Sym(V⊗W ∗) Sym(V ⊗W
′∗) = S(F)/(T ′ · S(F)) ∼= S(π∗F).
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By induction hypothesis there is a regular subspace ⊕ixi ⊗E
′
i of V ⊗ (W
′)∗ for the
module S(π∗F), where E
′
i ⊆ (W
′)∗ has codimension 1. Letting Ei be the inverse
image of E ′i for W
∗ → W ′∗ we see that ⊕ixi ⊗Ei is a regular subspace.
Now suppose the support of F is P(W ). Since F is 1-regular, F(1) is generated
by its global sections, and so if F has rank r, there is a map and an exact sequence
0→ OP(W )(−1)
r → F → G → 0
where the cokernel G is supported in a proper closed subscheme of P(W ). By Lemma
1.2.a, H1(P(W ),S(OP(W )(−1))) vanishes and so we have an exact sequence
0→ S(OP(W )(−1))
r → S(F)→ S(G)→ 0.
By Proposition 6.3 and Lemma 6.4, a general subspace T will be a regular subspace
for S(OP(W )(−1))
r and by the first part of the argument, and induction, such a T
is a regular subspace for S(G). But then it must also be a regular subspace for
S(F). 
6.3. Triplets of pure free squarefree complexes. A subspace T = ⊕ni=1xi ⊗Ei
of V ⊗W ∗ as in (28) defines a quotient map
V ⊗W ∗ = ⊕ni=1(xi ⊗W
∗)→ ⊕ni=1(xi ⊗ (W
∗/Ei)) ∼= V
equivariant for the subgroup of diagonal matrices in GL(V ). We get the quotient
map of algebras Sym(V ⊗W ∗)→ Sym(V ).
The following shows that Conjecture 5.7 implies Conjecture 2.11 in [15] concerning
the existence of triplets of pure free squarefree complexes.
Theorem 6.8. Let E• be a complex of coherent sheaves in Conjecture 5.7 associated
to the homology triplet (B,H,C). Let Sym(V ⊗W ∗)→ Sym(V ) be the quotient map
defined above where T is sufficiently general and let
(30) E• = W
V
W (T(E
•))⊗Sym(V ⊗W ∗) Sym(V )
This is a complex of free squarefree Sym(V )-modules such that
E•, (A ◦ D)(E
•), (A ◦D)2(E•)
is a triplet of pure free squarefree complexes of Sym(V )-modules with degree triplet
(B,H,C).
Proof. The quotient map of algebras is equivariant for the action of the diagonal
matrices in GL(V ). The terms of E• have the form ⊕ ∧
j V ⊗ Sym(V ) ⊗ Np−j with
the diagonal matrices of GL(V ) acting naturally on ∧jV and Sym(V ) and trivially
on Npj . Hence the terms of E• are pure free squarefree S(V )-modules.
The p’th homology of WVW (T(E
•)) is S(H−p(E•)) by Theorem 3.3 and Lemma 1.3.
By Theorem 6.7 the subspace T of V ⊗W ∗ is a regular space for these modules. Thus
E• of (30) will be a complex of free S(V )-modules whose p’th homology module is
(31) S(H−p(E•))⊗Sym(V ⊗W ∗) Sym(V ).
The dimension of H−p(E•) is hp+1 − 2 and so by Proposition 1.4 the dimension of
S(H−p(E•)) is nm+hp+1−2. Since the kernel of V ⊗W
∗ → V has dimension nm, the
module (31) above also has dimension hp+1 − 2. Also the minimal degree generator
of (31) has the same degree as the minimal degree generator of S(H−p(E•)), which is
hp by Lemma 1.2. This gives that (A◦D)(E•) will be a pure free squarefree complex
with degree sequence H.
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Applying the same procedure to E∗[|B| − 1], we get a complex E∨• which is the
dual of the complex E•. Furthermore (A ◦ D)((E
•)∨) will be a pure free squarefree
complex with degree sequence C. But this complex is the dual of (A ◦D)2(E•) and
so this is a pure free squarefree complex with degree sequence C. 
Corollary 6.9. If Conjecture 5.7 holds for all homology triplets, then Conjecture
5.11 holds.
Proof. Let P be the Hilbert polynomial of E•. The complex E• has terms
S(−d0)
β0 ← S(−d1)
β1 ← · · · ← S(−dt)
βt
where
βi = (dimk ∧
diV ) · (−1)di−iP (−di).
By Theorem 3.9 in [15] the existence of triplets of pure free squarefree complexes
for all degree triplets (B,H,C) implies that the βi are uniquely determined up
to constant. Hence the values of P (−di) are also so. Since P (−d) = 0 for −d in
[−n, 0]\{−d0, . . . ,−dt}, the polynomial P is uniquely determined up to constant. 
7. Cones of cohomology tables of coherent sheaves, and of
homology triplets of squarefree modules
The previous sections shows a close relationship between cohomology tables of
coherent sheaves where the cohomology sheaves have certain regularity properties,
and the triplets of homological data (B,H,C) for complexes of squarefree modules.
In this section we give a conjecture, Conjecture 7.8, on this relationship: There is
an isomorphism between the positive rational cone generated by such cohomology
tables and the positive rational cone generated by such numerical homological triples.
7.1. Hypercohomology tables of complexes of coherent sheaves. Given a
bounded complex of coherent sheaves F• on Pm, recall the dual complex (F•)∨ from
Subsection 3.1.
Definition 7.1. Fix a natural number n ≥ m− 1. We consider complexes F• such
that H i(F•) is 1-regular for all i, and H i((F•)∨) is n+ 1-regular for all i. Let γ be
the cohomology table dimkH
i(P(W ),F•(j)) which we may consider as an element
of QZ×Z. Denote by C(coh, n) the positive rational cone generated by such tables,
i.e. the cone of all expressions
∑
i ciγ
i where ci ∈ Q
+ and γi is the cohomology table
of such a complex F•.
Remark 7.2. The sheaves OPm(j) for j = −1, . . . , n−m fulfill the definition above.
More generally for i ≤ m, the sheaves OPi(j) for j = −1, . . . , n− i fulfill this.
Lemma 7.3. Let F• fulfill the conditions in the definition above. For t ≥ 1 the
hypercohomology
Hi(P(W ),F•(t)) = H0(P(W ), H i(F•)(t)),
and for t ≤ −n− 1 the hypercohomology
H−i(P(W ),F•(t)) ∼= H0(P(W ), H−i((F•)∨)(−t))∗.
Thus for twists outside the range [0, n], the hypercohomology of F• is completely
determined by the Hilbert functions of the cohomology sheaves of F• and of (F•)∨(n),
in positive degrees.
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Proof. The first part is by Lemma 1.3. By Serre duality
Hi(P(W ),F•(−t)) ∼= H−i(P(W ), (F•)∨(t))∗
and so we get the second part also by Lemma 1.3. 
Now let V be vector space of dimension n. We get the Tate resolutions T(F•)
with
T−p(F•) = ⊕j∈ZEˆ(p+ j)⊗H
j(P(W ),F•(−p− j)),
and the zip complex F• = W(F
•), where S = Sym(V ⊗W ∗) and
Fi =
n∑
j+i=0
S(−i− j)⊗Hj(P(W ),F(−i− j))⊗ ∧i+jV,
so the Betti spaces encode all the cohomology of twists of F•, when the twist is in
the range [−n, 0].
The homology of F• is
(32) Hi(F•) = H
−i(P(W ),S(F•)) ∼= S(H−i(F•)).
The last isomorphism is because the homology sheaves of S(F•) are 1-regular and
then we apply Lemma 1.3. Let
(F•)
∨ = HomS(F•, S(−n)⊗ ∧
nV ).
Similarly to the above its homology is, confer Lemma 3.1 d.
(33) Hi((F•)
∨) ∼= S(H−i((F•)∗)).
Proposition 7.4. In the Grothendieck group of coherent sheaves write
[F ] =
m∑
i=0
ai[OPi(−1)].
a) If F is 1-regular, then all ai are non-negative.
Now assume this.
b) For non-negative degrees
F and ⊕i OPi(−1)
ai
have the same Hilbert functions.
c) The S(V ⊗W ∗)-modules
S(F) and ⊕i S(OPi(−1))
ai
have the same Hilbert functions, in all degrees.
In particular the Hilbert functions of the two latter modules are completely deter-
mined by the Hilbert polynomial of F .
Proof. If the support of F is all of P(W ), there is a short exact sequence
0→ OP(W )(−1)
am → F → G → 0.
So
(34) [F ] = am[OP(W )(−1)] + [G]
where G has support on a proper subspace of P(W ) and is also 1-regular. Since
H1(P(W ),OP(W )(d− 1)) = 0 for d ≥ 0,
(35) F and G ⊕ OP(W )(−1)
am
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have the same Hilbert function in non-negative degrees.
Now take a general projection π : P(W ) 99K P(W ′) with center of projection
P(W/W ′) disjoint from the support of G. The sheaves G and π∗G have the same
Hilbert polynomial, in fact exactly the same cohomology of all twists. Hence the
classes [G] = [π∗G]. Let this class be
∑m′
i=0 ai[OPi(−1)] where m
′ < m.
a. By induction on the dimension all ai ≥ 0 for 0 ≤ i ≤ m
′. By equation (34) this
shows part a.
b. By induction π∗G and
∑m′
i=0OPi(−1)
ai have the same Hilbert function in non-
negative degrees. Since the sheaves in (35) have the same Hilbert function in non-
negative degrees, this shows part b.
c. Since Sd(V ⊗Q) is a vector bundle, we get that the classes
[Sd(F)] =
m∑
i=0
ai[Sd(OPi(−1))].
Since the Hilbert polynomial is an additive function on the Grothendieck group we
get
χ(Sd(F)) =
m∑
i=0
aiχ(Sd(OPi(−1))).
But since F is 1-regular, F(1) is 0-regular, and so by Proposition 1.2 a., Sd(F)(1)
is 0-regular. Then H i(P(W ),Sd(F)) = 0 for i > 0, and so
H0(P(W ),Sd(F)) =
m∑
i=0
aiχSd(OPi(−1))
for d ≥ 0, showing part c.

7.2. The map of cones. Now let
∑
i xiEi ⊆ V ⊗W
∗ be a general subspace of codi-
mension n = dimk V , as in Theorem 6.7. We may assume this is a regular subspace
for all S(H i(F•)) and for all S(H i((F•)∨)(n)). The complex W(F•)⊗S(V ⊗W ∗) S(V )
then has the following properties:
• It is a complex of free squarefree S(V ) = k[x1, . . . , xn]-modules.
• Its Betti diagram is the same as that of W(F•) and hence is equivalent to
give the hypercohomology modules
Hi(P(W ),F•(−t)), for t ∈ [0, n].
• The Hilbert functions of its homology modules are equivalent to give the
Hilbert functions of the homology modules of W(F•). By (32), Proposition
7.4 and Lemma 7.3 this is equivalent to give the hypercohomology
Hi(P(W ),F•(t)), for t ≥ 1.
• The Hilbert functions of its cohomology modules are equivalent to give the
Hilbert functions of the cohomology modules ofW(F•). By (33), Proposition
7.4 and Lemma 7.3 this is equivalent to give the hypercohomology
Hi(P(W ),F•(t)), for t ≤ −n− 1.
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We thus get a numerical data triplet (B,H,C) for a free squarefree complex which
only depends on the hypercohomology table of F•.
For a squarefree module M , denote by hsqM (i) be the sum of the dimensions of all
squarefree degrees d of M of total degree i
hsqM(i) =
∑
|d|=i
dimkMd.
Note that this is equivalent to give the ordinary Hilbert function of M due to the
following.
Lemma 7.5. Let M be a squarefree module over S = k[x1, . . . , xn] and HM(t) its
Hilbert series. Then
HM(t) =
∑
i
hsqM(i)t
i/(1− t)i.
Thus either determine the other.
Definition 7.6. Given a complex of free squarefree modules F • over k[x1, . . . , xn].
Let β = (βij(F•)) in Q
Z×[0,n] be its Betti table, H = (hsq
Hi(F•)
(j)) in QZ×[0,n] be the
Hilbert function table of homology modules, and C = (hsq
Hi((F•)∨)
(j)) in QZ×[0,n] be
the Hilbert function table of cohomology modules. We call (B,H,C) the homological
data triplet of F •.
Definition 7.7. Let C(SqFree, n) be the positive rational cone generated by all ho-
mological data triplets of free squarefree complexes over k[x1, . . . , xn], i.e. consisting
of all linear combinations
∑
ck(B
k, Hk, Ck) where ck ∈ Q
+, and (Bk, Hk, Ck) are
homological data triplets.
From the bullet points in the beginning of this subsection, we see that we get an
injective map
(36) C(coh, n)
ι
→֒ C(SqFree, n).
Conjecture 7.8. The map ι is an isomorphism of cones.
This conjecture would follow by Conjecture 5.7 and the following.
Conjecture 7.9. The extremal rays in C(SqFree, n) are precisely generated by the
homology triplets of the shifts F•[s], s ∈ Z of pure free squarefree complexes F•
belonging to a triplet of pure free squarefree complexes.
The classical results in Boij-So¨derberg theory concerns graded Cohen-Macaulay
modules and vector bundles on projective spaces. The following shows that the map
ι restricts to an isomorphism in this case.
Definition 7.10. Let C(vb, c, n) be the positive rational subcone of C(coh, n) gen-
erated by vector bundles E on projective space of dimension c (we considered E to
be in cohomological degree 0), and such that E is 1-regular and HomOP(W )(E , ωP(W ))
is n+ 1-regular.
Let C(CM, c, n) be the positive rational subcone of C(SqFree, n) generated by
homology triplets of Cohen-Macaulay squarefree modules (in homological degree 0)
of dimension c. Note that for such triplets, the homology H and the cohomology C
are determined by B, so this identifies as the cone generated by Betti tables of such
modules.
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Theorem 7.11. The map ι induces an isomorphism of cones
C(vb, c, n) ∼= C(CM, c, n).
Proof. That the map in ι restricts to this map follows by Proposition 3.6. The
extremal rays in C(vb, n, c) are by [10, Thm. 0.5] generated by the cohomology
tables of vector bundles with supernatural cohomology and root sequences
0 ≥ r1 ≥ · · · ≥ rc ≥ −n.
The extremal rays in C(CM, c, n) are by [10, Thm.0.2] and the construction of
these in the squarefree case given by zipping Tate resolutions of vector bundles with
supernatural cohomology, with the exterior co-algebra on V , generated by Betti
tables of Cohen-Macaulay modules of dimension c with pure resolution and degree
sequences
0 ≤ d0 ≤ · · · ≤ dn−c ≤ n.
These two sequences are related by the negatives of the former being the comple-
ment in [0, n] of the latter. Hence the extremal rays correspond, and we get an
isomorphism of cones. 
Remark 7.12. The work of Eisenbud and Schreyer in [10], and Eisenbud and Erman
in [7] suggests that the relationship between the cones of cohomology tables and Betti
diagrams should be a duality. Here the correspondence is direct, an isomorphism.
The cones of Betti tables are however not the same in our case and in the classical
case. Another subtlety is that the correspondence here between the extremal rays
are given by complementary root and degree sequences.
Why there is from one viewpoint a duality and from the viewpoint here a direct
relationship is still something that might await a deeper understanding.
Remark 7.13. As Theorem 7.11 indicates, Conjecture 7.8 is quite amenable to do-
ing special cases. For instance consider the subcone of C(coh, n) generated by the
cohomology tables of coherent sheaves F of dimension c (situated in cohomological
position 0) such that F is 1-regular and its derived dual has cohomology sheaves
which are n+1-regular. Also consider the subcone C(SqFree, n) generated by mod-
ules of dimension c (in homological degree 0). Then the map ι restricts to a map
between these subcones. The extremal rays should corresponds to homology triplets
where H has one strand ending in c.
Similarly one can consider 1-regular reflexive sheaves F on P3 such that its dual
sheaf F∨ is n + 1-regular, and the subcone generated by their cohomology tables.
On the other side consider the subcone generated by homological data triplets of
modules M of dimension 3 such that Extn−i(M,S) vanishes for i ≤ 1 and is zero-
dimensional for i = 2. Then ι restricts to a map between these subcones. The
extremal rays should correspond to homology triplets such that H has one strand
ending in 3 and C = {0, 2, 3}.
Remark 7.14. In [11] Eisenbud and Schreyer give a decomposition of the cohomology
table of a coherent sheaf into the cohomology tables of vector bundles. However
this decomposition involves an infinite number of terms, i.e. an infinite number of
cohomology tables of vector bundles. It is not even known if the coefficients in this
decomposition are rational. It may be that this type of decomposition arises as the
limit of decompositions obtained above, by letting n→∞.
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8. Proof of Theorem 3.3
Our proof is fairly close to the proof of the Basic Theorem 5.1.2 in Weyman’s
book [22], with some modifications to demonstrate how the functor Rq∗(OZ⊗p
∗(−))
factors into first taking the Tate resolution and then zipping with a vector space V .
Recall the basic setup of Subsection 1.1. The variety Z is the affine bundle
V(V ⊗Q). Set OV(i) = p
∗(OP(W )(i)). By the exact sequence (1) we get a resolution
of OZ :
K• : OV
t
←− V ⊗OV(−1)←∧
2 V ⊗OV(−2)← · · ·
← ∧i V ⊗OV(−i)← · · · .
By the projection formula the global sections
Γ(V,OV(1)) = Sym(V ⊗W
∗)⊗W,
and the map t(1) sends
V ⊗ 1 7→ V ⊗W ∗ ⊗W ⊆ Sym1(V ⊗W
∗)⊗W.
Lemma 8.1. a. OZ⊗p
∗(−) is an exact functor on quasi-coherent sheaves on P(W ).
b. Let F be a quasi-coherent sheaf on P(W ). Then
OZ ⊗ p
∗F ← K• ⊗ p
∗F
is an exact sequence.
Proof. Let p′ be the composition
(37) Z →֒ V(V ⊗W ∗ ⊗OP(W ))→ P(W ).
Then OZ ⊗ p
∗F identifies as p′∗F . Since Z
p′
−→ P(W ) is an affine bundle, the
pullback p′∗ is exact.
For part b. note that locally on U = SpecA ⊆ P(W ), the resolution OZ ← K• on
V is just a Koszul resolution of a polynomial ring as a quotient of a larger polynomial
ring:
A[x1, . . . , xr]← A[x1, . . . , xn]← 〈xr+1, . . . , xn〉 ⊗A[x1, . . . , xn]← · · · .
Since F|U = M˜ for an A-module M , the complex in b. is locally just tensoring
the above with − ⊗A M . This is exact since the above is an exact sequence of free
A-modules. 
By the projection formula the global section of p∗F(−i) is
Γ(V, p∗F(−i)) = Γ(P(W ), p∗p
∗F(−i)) = S ⊗ Γ(P(W ),F(−i)).
Write Γ(F(−i)) for short for the latter global sections. The complex of global
sections Γ(V,K• ⊗ p
∗F) is
S ⊗ Γ(F)← V ⊗ S(−1)⊗ Γ(F(−1))←∧2 V ⊗ S(−2)⊗ Γ(F(−2))← · · ·(38)
d
←−∧i V ⊗ S(−i)⊗ Γ(F(−i))← · · · .
The module multiplication W ⊗ Γ(F(−i))→ Γ(F(−i+ 1)) gives a comultiplication
Γ(F(−i))
∆
−→ W ∗ ⊗ Γ(F(−i+ 1)) and the differential d is given by
∧iV ⊗ k⊗ Γ(F(−i))
δ⊗1⊗∆
−→ ∧i−1 V ⊗ V ⊗ k⊗W ∗ ⊗ Γ(F(−i+ 1))
= ∧i−1 V ⊗ S1 ⊗ Γ(F(−i+ 1)).
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Recall the graded global section module Γ∗(P(W ),F). Applying the functor R of
(9) of Section 2 we get the linear complex R ◦ Γ∗(F) :
· · · ← Ê(−1)⊗ Γ(F(1))← Ê ⊗ Γ(F)← Ê(1)⊗ Γ(F(−1)← · · ·
← Ê(i)⊗ Γ(F(−i))← · · · .
Zipping this complex with the vector space V we get
S ⊗ Γ(F)← V ⊗ S(−1)⊗ Γ(F(−1))← · · · ←− ∧iV ⊗ S(−i)⊗ Γ(F(−i))← · · ·
and the differentials are identified as in (38). So we obtain the following.
Lemma 8.2. The functors Γ(V,K• ⊗ p
∗(−)) and WVW ◦R ◦ Γ∗ from quasi-coherent
sheaves on P(W ) to linear S-complexes, are the same.
Let C(q-coh/P(W )) be the category of complexes of quasicoherent sheaves on
P(W ). The functors in the lemma above take an object here to a double complex
of free S-modules. Taking the total complex, Tot, of this we get a complex in
C(S − free), the category of complexes of free S-modules.
Corollary 8.3. The functors Tot ◦ Γ(V,K• ⊗ p
∗(−)) and Tot ◦WVW ◦R ◦ Γ∗ from
C(q-coh/P(W ))→ C(S − free)
are equal.
Recall that the category of quasi-coherent sheaves on a noetherian scheme has
enough injectives, [19, Ex.III.3.6].
Lemma 8.4. Let I be an injective quasi-coherent sheaf on P(W ).
a. I(n) is injective.
b. OZ ⊗ p
∗I is a q∗-acyclic sheaf.
Proof. Part a. is clear. Since Y is affine, the quasi-coherent sheaf Riq∗(OZ ⊗ p
∗I)
is the sheafification of H i(V,OZ ⊗ p
∗I). By [19, Lemma 2.10] we can compute
this as the cohomology H i(Z, p′∗I) on Z, where p′ is the restriction of p, see (37).
Since p′ is an affine map, by the spectral sequence associated to the composition
Z
p′
−→ P(W )→ Spec k we have
H i(Z, p′∗I) = H i(P(W ), p′∗p
′∗I).
By the projection formula
p′∗p
′∗I = I ⊗ Sym(V ⊗Q) = S(I).
Since I(r) is 0-regular for all r, by Lemma 1.2.a. all the higher cohomology of S(I)
will vanish. 
Now we have the following.
Fact 8.5. Let I• be an injective resolution of F•. The Tate resolution T(F•) may
be defined as the minimal complex homotopy equivalent to Tot ◦R ◦Γ∗(I
•). This is
Corollary 3.2.3 of the unpublished article [13]. See also Proposition 1.6.1. therein.
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Proof of Theorem 3.3. Let F• be a bounded complex of coherent sheaves and F•
φ
−→
I• an injective resolution of quasi-coherent sheaves. We get a morphism of double
complexes (the first one with only one column)
OZ ⊗ p
∗F• ← K• ⊗ p
∗F•,
and then morphisms
OZ ⊗ p
∗F• ←−−− Tot(K• ⊗ p
∗F•)y
Tot(K• ⊗ p
∗I•).
The horizontal map is a quasi-isomorphism by Lemma 8.1 and the Acyclic Assembly
Lemma 2.7.3 part 3. of [21]. The vertical map is a quasi-isomorphism by applying
the same lemma part 4. to the cone K• ⊗ cone(φ). (Note that direct sums and
products are the same here since a finite number of sheaves are involved.) Since
the lower total complex consist of q∗-acyclic objects, it can be used to calculate the
derived complex Rq∗ of the upper left complex. Hence
Rq∗(OZ ⊗ p
∗F) = Tot ◦ q∗(K• ⊗ p
∗I•)
and so
Γ(X,Rq∗(OZ ⊗ p
∗F)) = Tot ◦ Γ(V,K• ⊗ p
∗I•).
By Corollary 8.3
Tot ◦ Γ(V,K• ⊗ p
∗I•) = Tot (WVW (R ◦ Γ∗(I
•))
= WVW (Tot ◦R ◦ Γ∗(I
•)).
Now WVW is a functor between additive categories that takes cones to cones. It
is a general fact that such functors take homotopy equivalences to homotopy equiv-
alences. Then by the Fact 8.5 above the latter complex is homotopy equivalent
to WVW (T(F
•)) and this together with Lemma 1.1 concludes the proof of Theorem
3.3. 
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