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1. Introduction
Various classes ofmatrices that are deﬁnedbased on their principalminors have been considered in
the literature onmatrix analysis and the linear complementarity problem.A is called anN(N0)-matrix if
all its principal minors are negative (nonpositive).N andN0-matrices have been considered in the the-
ory of global univalence of functions [10] and inmultivariate analysis [14]. The linear complementarity
problem is deﬁned as follows.
Givena squarematrixAof ordernwith real entries andanndimensional vectorq,ﬁndndimensional
vectors w and z satisfying
w − Az = q, w 0, z  0, (1.1)
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wtz = 0. (1.2)
This problem is denoted as LCP(q, A). If a pair of vectors (w, z) satisﬁes (1.1), then the problemLCP(q, A)
is said to have a feasible solution. A pair (w, z) of vectors satisfying (1.1) and (1.2) is called a solution
to the LCP(q, A). We denote the feasible set by F(q, A) = {z : Az + q 0, z  0}and the solution set
by S(q, A) = {z : zt(Az + q) = 0, z ∈ F(q, A)}. The linear complementarity problem is a fundamental
problemthatarises inoptimization, gametheory, economics, andengineering. Foradetaileddiscussion
on this problem and applications, we refer the reader the books by Cottle et al. [3] and Murty [8]. It
is useful to review some matrix classes and their properties which will form the basis for further
discussions.
AmatrixA ∈ Rn×n is said to be aQ-matrix or belong to classQ or satisﬁes theQ-property if for every
q ∈ Rn, LCP(q, A)hasa solution. Theproblemof characterizationofQ-property is an importantproblem
in linear complementarity theory and much of the research is devoted to ﬁnding out a constructive
characterization of matrices satisfying Q-property. For an example, the class of matrices due to Saigal
[16] is a large class satisfying Q-property for which LCP(0, A) has a unique solution and LCP(q, A) has
an odd number of solutions for some q nondegenerate with respect to A.
A matrix A ∈ Rn×n is said to be a R0-matrix if LCP(0, A) has only the trivial solution w = 0, z = 0.
Aganagic and Cottle [1] observed that among the class of P0-matrices which have all the principal
minors nonnegative, Q-matrices are precisely R0-matrices. Similar type of characterization has been
attempted forN0-matrices. EagambaramandMohan [5], and Pye [15] showed that the characterization
of Aganagic andCottle [1] holds for nonsingularN0-matrixwith a positive entry. However, the question
of characterizing the class of N0 ∩ Q completely remains open for many years. Mohan et al. [12]
introduced a class called N-matrices, a subclass of N0-matrices which are deﬁned as limit points of
N-matrices and obtained a necessary and sufﬁcient condition regarding Q-property. In this paper,
we study singular N0-matrices with Q-property. This result will be useful in identifying a subclass of
Q-matrices.
The outline of the paper is as follows. In Section 2, we present the deﬁnitions and results which
are needed for subsequent discussions. In Section 3, main results are presented. Section 4, presents
conclusions that summarize the main results obtained in this paper.
2. Preliminaries
The followingnotationanddeﬁnitionsareneeded tocontinue thediscussions.Weconsidermatrices
and vectors with real entries. Let Rn+ denote the nonnegative orthant in Rn and Rn×n denote the set
of all n × n real matrices. For any matrix A ∈ Rm×n, aij denotes its ith row and jth column entry.
For any set α ⊆ {1, 2, . . . , n}, α¯ denotes its complement in {1, 2, . . . , n}. If A is a matrix of order n,
α ⊆ {1, 2, . . . , n}andβ ⊆ {1, 2, . . . , n}, thenAαβ denotes the submatrixofA consistingofonly the rows
and columns of Awhose indices are in α and β , respectively. For any set α, |α| denotes its cardinality.
For any LCP(q, A), |S(q, A)| denotes its number of solutions. For any set α ⊆ {1, 2, . . . , m}, α¯ denotes
its complement in {1, 2, . . . , m}. Any vector x ∈ Rn is a column vector unless otherwise speciﬁed and
xt denotes the row transpose of x. For any matrix A ∈ Rn×n, At denotes its transpose.
Deﬁnition 2.1. Anysolution (w, z)of LCP(q, A) is said tobenondegenerate ifw + z > 0.Avectorq ∈ Rn
is said to be nondegenerate with respect to A if every solution to LCP(q, A) is nondegenerate.
Deﬁnition 2.2. We say that A is an almost P0 (P)-matrix if det Aαα  0 (>0) ∀α ⊂ {1, 2, . . . , n} and
det A < 0.
The concept of principal pivot transforms (PPTs) was introduced by Tucker [17]. PPTs play an
important role in the study of linear complementarity theory.
Deﬁnition 2.3. The principal pivot transform (PPT) of A with respect to α ⊆ {1, 2, . . . , n} is deﬁned as
the matrix given by
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M =
[
Mαα Mαα¯
Mα¯α Mα¯α¯
]
,
whereMαα = (Aαα)−1, Mαα¯ = −(Aαα)−1Aαα¯ , Mα¯α = Aα¯α(Aαα)−1, Mα¯α¯ = Aα¯α¯ − Aα¯α(Aαα)−1Aαα¯.
The PPT of LCP(q, A) with respect to α (obtained by pivoting on Aαα) is given by LCP(q
′, M) where
q′α = −A−1ααqα and q′¯α = qα¯ − Aα¯αA−1ααqα.
Note that PPT is only deﬁned with respect to those α for which det Aαα /= 0. When α = ∅, by
convention det Aαα = 1 andM = A.
For further details see [2,3] in this connection.
2.1. Matrix classes in linear complementarity problem and matrix games
The linear complementarity problem, relatedmatrix classes and thematrix gamehave some impor-
tant connections. Many of the results pertaining tomatrix classes can be stated in terms of the value of
a matrix game. In this connection, Kaplansky’s result [7] onmatrix games is useful for deriving certain
results. See also [18]. A matrix game may be stated as follows:
There are two players, player I and player II, and each player has a ﬁnite number of actions (called
pure strategies). Let player I have m pure strategies and player II, n pure strategies. Suppose player I
chooses to play a pure strategy i(i = 1, 2, . . . , m) andplayer II chooses a pure strategy j(j = 1, 2, . . . , n)
simultaneously. Then player I pays player II an amount aij (which may be positive, negative or zero).
Since player II’s gain is player I’s loss, the game is said to be zero-sum. Amixed strategy for player I is a
probability vector x ∈ Rm whose ith component xi represents the probability of choosing pure strategy
iwhere xi  0 for i = 1, . . . , m and∑mi=1 xi = 1. Similarly, amixed strategy for player II is a probability
vector y ∈ Rn.
From von Neumann’s fundamental minimax theorem, we know that there exist mixed strategies
x∗, y∗ and a real number v such that
m∑
i=1
x∗i aij  v, ∀j = 1, 2, . . . , n,
n∑
j=1
y∗j aij  v, ∀i = 1, 2, . . . , m.
The mixed strategies (x∗, y∗) with x∗ ∈ Rm and y∗ ∈ Rn are said to be optimal strategies for player
I and player II, respectively, and v is called minimax value of game. We write v(A) to denote the value
of the game corresponding to A. In the game described above player I is the minimizer and player
II is the maximizer. A mixed strategy is completely mixed if x > 0. The value of the game v(A) is
positive (nonnegative) if there exists a 0 /= x 0 such that Ax > 0 (Ax 0). Similarly, v(A) is negative
(nonpositive) if there exists a 0 /= y 0 such that Aty < 0 (Aty 0). If A belongs to the class Q, then
the minimax value of the game v(A) > 0.
Suppose A is a squarematrix of order n( 3),with principal minor of order 1,2 and 3 negative. Then
there exists a nonempty subset α of {1, 2, . . . , n} so that A can be written in the partitioned form
A =
[
Aαα Aαα¯
Aα¯α Aα¯α¯
]
,
where Aαα < 0, Aα¯α¯ < 0, Aα¯α > 0 and Aαα¯ > 0. For proof, see [13,11].
Let A ∈ Rn×n (n 3) be an N0-matrix. If A is nonsingular, then there exists a nonempty subset
α of {1, 2, . . . , n} so that A can be written in the partitioned form (if necessary, after a principal
rearrangement of its rows and columns)
A =
[
Aαα Aαα¯
Aα¯α Aα¯α¯
]
(2.1)
for ∅ /= α ⊆ {1, 2, . . . , n} where Aαα  0, Aα¯α¯  0, Aα¯α  0 and Aαα¯  0. See [15, p. 442] for details.
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However, the partitioned form (2.1) may not exist for any N0-matrices. We provide an example of a
singular N0-matrix for which there may not exist any nonempty subset α of {1, 2, . . . , n} so that A can
be written in the partitioned form (2.1).
Example 2.1. Suppose A =
⎡
⎣0 1 10 −1 2
0 1 −1
⎤
⎦ . Clearly, A is a singularN0-matrix. However, there exists
no α ⊆ {1, 2, . . . , n} so that A can be written in the partitioned form (2.1).
In Theorem 3.1, we consider singular N0-matrix with partitioned form (2.1). We make use of the
following result on the class R0 due to Saigal [16] and Murty [9].
Theorem 2.1 [16, p. 45]. A sufﬁcient condition for LCP(q, A) to have an even number of solutions for all q
for which each solution is nondegenerate is that there exists a vector z > 0 such that ztA < 0.
Theorem 2.2. If A ∈ R0 and for some q ∈ Rn, LCP(q, A) has an odd number of nondegenerate solutions,
then A ∈ Q .
Lemma2.1 [5, p. 343]. Let A ∈ N0 and let there exists a∅ /= α ⊆ {1, 2 . . . , n} be such that det(Aαα) < 0.
Let M be PPT of A with respect to α. Then det(Mγ γ ) 0 for all γ /= α and det(Mαα) < 0.
Theorem 2.3 [15, Theorem 5, p. 441]. Suppose M ∈ almost P0 and LCP(0, M) has a non-trivial solution([
0
wˆβ¯
]
,
[
zˆβ
0
] )
. Then LCP(q, M) does not have a solution for any q ∈ Rn satisfying qβ < 0 and qβ¯ > 0.
3. Singular N0-matrices
Pye [15] studies nonsingular N0-matrices and raises a natural question about the relationship to
class Q . It can be easily seen that singular N0-matrices of order 1 and 2 are not Q-matrices. Pye [15]
gives examples of singular N0 ∩ Q-matrices and observes that if A is a singular N0-matrix with all of
principal minors of order 2 or greater are zero, then A /∈ Q . Pye presents two examples of two singular
N0-matrices A1 and A2 where
A1 =
⎡
⎢⎣−1 2 12 −1 − 1
2
1 0 0
⎤
⎥⎦ , A2 =
⎡
⎣−1 1 11 0 0
1 0 0
⎤
⎦ .
In this example A1 ∈ Q but A2 /∈ Q .
Nowwepresentourmain result ona subclassof singularN0-matrix.Weconsider singularN0-matrix
with partitioned form (2.1) in the next theorem.
Theorem 3.1. Let A be a singular N0-matrix (n 3) with v(A) > 0. Assume that A has the partitioned
form (2.1) and the values of the games determined by the proper principal submatrices of A of order 2 or
more which contains at least one positive entry are positive. If A ∈ R0, then A ∈ Q .
Proof. By assumption A has the partitioned form (2.1). Therefore, there exists ∅ /= α ⊆ {1, 2, . . . , n},
A =
[
Aαα Aαα¯
Aα¯α Aα¯α¯
]
,
where Aαα  0, Aα¯α¯  0, Aα¯α  0 and Aαα¯  0.
Now consider Aαα. Suppose Aαα contains a nonnegative column vector. Then LCP(0, A) has a non-
trivial solution which contradicts our hypothesis that A ∈ R0.Hence every column of Aαα should have
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at least one negative entry. Therefore, ∃ an x ∈ R|α|, x > 0, such that xtAαα < 0. It now follows from
Theorem 2.1 that for any qα > 0, where qα is nondegenerate with respect to Aαα , LCP(qα , Aαα) has
r solutions (r  2 and even). Similarly, LCP(qα¯ , Aα¯α¯) has s solutions (s 2 and even) for any qα¯ > 0,
where qα¯ is nondegenerate with respect to Aα¯α¯ . Now suppose (w
i
α , z
i
α) is a solution for LCP(qα , Aαα).
Note thatw =
[
wiα
qα¯
]
and z =
[
ziα
0
]
solves LCP(q, A). Similarly, associated with every solution (wiα¯ , z
i
α¯)
we can construct a solution for LCP(q, A). Thus LCP(q, A) has (r + s − 1) solutions accounting for only
once the solutionw = q, z = 0. Thus there is an odd number (r + s − 1) of solutions to LCP(q, A)with
all solutions nondegenerate. Now we show that there is no other solution. Suppose there is another
solution (w¯, z¯) distinct from the solution listed above. Let η = {i : z¯i > 0}. Since (w¯, z¯) is different
from all the (r + s − 1) solutions listed above, it follows that
η ∩ α /= ∅ and η ∩ α¯ /= ∅.
Note that Aηη contains at least one positive entry. So by assumption v(Aηη) > 0. Now w¯ − Az¯ = q
leads to Aηη z¯ < 0,which contradicts the assumption. Therefore, |S(q, A)| = (r + s − 1). Since A ∈ R0
and LCP(q, A) has an odd number of solutions, it follows from Theorem 2.2 that A ∈ Q . 
In the following example, we can conclude that the givenmatrix A belongs to Q using Theorem 3.1.
Example 3.1. Suppose A =
⎡
⎢⎢⎣
−4 2 4 5
1 0 0 0
2.1 −1 −1 −1
2 −1 −1 −1
⎤
⎥⎥⎦ .
Clearly, A is a singular N0-matrix with v(A) > 0 and partitioned form (2.1). Note that A ∈ R0. Also the
values of proper principal submatrices of order ( 2) which contains at least one positive entry are
positive. Using Theorem 3.1 we can conclude that A ∈ Q .
Theorem 3.2. Let A ∈ Rn×n (n 3). If A ∈ N0 ∩ Q, then A ∈ R0.
Proof. Let A ∈ N0 ∩ Q . If each and every principalminor of A is zero, then A is a permutation similar to
a strictly upper triangular matrix and possess a column of zero entries. Therefore, one row of A is zero
and such a matrix cannot be a Q-matrix. See [15, p. 443] and [6, Proposition 4, p. 222] for details. Thus
there exists a ∅ /= α ⊆ {1, 2, . . . , n} such that det(Aαα) < 0. Suppose Aαα is the largest nonsingular
principal submatrix in A. LetM be the PPT of Awith respect to α ⊆ {1, 2, . . . , n}. Then by Lemma 2.1,
it follows that det(Mαα) < 0 and det(Mγ γ ) 0 for γ /= α.
Suppose A /∈ R0. Then M /∈ R0. Therefore, there exist a nonzero solution (wˆ, zˆ) for LCP(0, M). We
assume without loss of generality that there exists an index set ∅ /= β ⊆ {1, 2, . . . , n} such that the
following equation holds:[
0
wˆβ¯
]
−
[
Mββ Mββ¯
Mβ¯β Mβ¯β¯
] [
zˆβ
0
]
=
[
0
0
]
, wˆβ¯  0, zˆβ > 0. (3.1)
Let q ∈ Rn be a vector with qβ < 0 and qβ¯ > 0. Now we claim that LCP(q, M) does not have a
solution for the q deﬁned above.
Suppose that it has a solution. Let (w¯, z¯) be a solution to LCP(q, M). We then have[
w¯β
w¯β¯
]
−
[
Mββ Mββ¯
Mβ¯β Mβ¯β¯
] [
z¯β
z¯β¯
]
=
[−qβ
qβ¯
]
, w¯β , w¯β¯  0, z¯β , z¯β¯  0. (3.2)
Now, choose a λ > 0. From (3.1) and (3.2) we get[ −λw¯β
wˆβ¯ − λw¯β¯
]
−
[
Mββ Mββ¯
Mβ¯β Mβ¯β¯
] [
zˆβ − λz¯β−λz¯β¯
]
=
[
λqβ−λqβ¯
]
. (3.3)
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This implies[
Mββ Mββ¯
Mβ¯β Mβ¯β¯
] [
zˆβ − λz¯β−λz¯β¯
]
=
[ −λw¯β − λqβ
wˆβ¯ − λw¯β¯ + λqβ¯
]
. (3.4)
Let y = zˆ − λz¯. It is easy to see from (3.4) that yi(My)i  0 for some λ > 0 where
yβ > 0 and yβ¯  0. (3.5)
Let θ = {i | yi /= 0} and Mθ be the principal submatrix with respect to index set θ. By the choice
of λ,we have β ⊆ θ.
We need to consider the following cases. For Case-1, we follow similar argument given in [12].
Case-1: α ⊆ θ . Suppose λ > 0 is chosen so that zˆβ − λz¯β < 0. Let us denote the sets θ \ α and
θ \ β by α˜ and β˜ , respectively. Now for q ∈ R|θ | with (qβ < 0, qβ˜ > 0)LCP(qθ , Mθ ) has a solution
(wθ , yθ ). Note that
yθi (M
θyθ )i < 0 ∀i ∈ θ (3.6)
and Mθαα is the principal submatrix of M
θ for which detMθαα < 0. Let Sβ denotes a signature matrix
which is a diagonal matrix with diagonal entries
sii =
{
1 if i ∈ β ,
−1 if i ∈ β˜.
For the signature matrix Sβ , v(SβM
θ Sβ) < 0. Rewriting (3.6) we get
(Sβy
θ )i(SβM
θ SβSβy
θ )i < 0 ∀i ∈ θ. (3.7)
Note that yθβ > 0 and y
θ
β˜
< 0. Therefore, it follows that
either (Sβy
θ )α > 0 or (Sβy
θ )αˆ < 0
or (Sβy
θ )α < 0 or (Sβy
θ )αˆ > 0.
(3.8)
Without loss of generality assume that (Sβy
θ )α > 0 and (Sβy
θ )αˆ < 0.
Then (3.8) implies that
yθ =
(
yθβ∩α > 0, yθβ∩α˜ < 0, y
θ
β˜∩α < 0, y
θ
β˜∩α˜ > 0
)
=
(
yθ
(β∩α)∪(β˜∩α˜) > 0, y
θ
(β˜∩α)∪(β∩α˜) < 0
)
.
However, we have yθβ > 0 and y
θ
β˜
< 0.
Therefore,
β = (β ∩ α) ∪ (β˜ ∩ α˜),
β˜ = (β˜ ∩ α) ∪ (β ∩ α˜).
It follows that β ⊆ αand β˜ ⊆ α.
Note that β ∪ β˜ = θ. Therefore, θ ⊆ α and by assumption α ⊆ θ . Therefore, α = θ. This implies
Mθ is an almost P0-matrix and LCP(0, M
θ ) has a nonzero solution. However, the fact that LCP(qθ , Mθ )
has a solution for a q ∈ R|θ | (with qβ < 0, qβ˜ > 0) contradicts Theorem2.3 [15, Theorem5]. Therefore,
M ∈ R0.
Case-2: α ⊃ θ . In this case we choose λ = mini∈β
[
(zˆβ)i
(z¯β)i
, if (z¯β)i > 0
]
so that zˆβ − λz¯β  0.Now,
for this choice of λ one of the component of zˆβ − λz¯β , say (zˆβ − λz¯β)i0 = 0. Also, note that for this
choice of λ, Mθ is a P0-matrix and
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yi(M
θy)i < 0 for yi /= 0, i = 1, 2, . . . , n.
It iswell-known that ifMθ is a P0-matrix, then given any y /= 0, ∃ an i, 1 i n such that yi /= 0 and
yi(M
θy)i  0. See (17) lemma in [4, p. 622]. However, our observation about y yields a contradiction.
Therefore,M ∈ R0. 
4. Conclusion
In this paper, we investigate the relationship of the class Q to the class of singular N0-matrices. For
many years, much of research in linear complementarity theory focuses on the characterizations of
subclasses of Q . We show that a singular N0 ∩ R0-matrix with value of the game determined by the
matrix positive is a Q-matrix under appropriate assumptions. We also observe that an N0 ∩ Q-matrix
is a R0-matrix.
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