We propose a shift-invariant multiresolution representation of signals or images using dilations and translations of the auto-correlation functions of compactly supported wavelets. Although these functions do not form an orthonormal basis, their properties make them useful for signal and image analysis. Unlike wavelet-based orthonormal representations, our representation has (1) symmetric analyzing functions, (2) shift-invariance, (3) associated iterative interpolation schemes, and (4) a simple algorithm for nding the locations of the multiscale edges as zero-crossings.
length N without subsampling is not only shift-invariant but also contains all the wavelet coe cients to represent N circularly-shifted versions of the original signal 22], 2], 21].
The asymmetric shape of the orthonormal compactly supported wavelets presents another di culty for the analysis of signals. The symmetric basis functions are preferred since, for example, their use simplies nding zero-crossings (or extrema) corresponding to the locations of edges in images at later stages of processing. There are several approaches for dealing with this problem. The rst approach consists in constructing approximately symmetric orthonormal wavelets and gives rise to approximate quadrature mirror lters 14] . The second consists in using biorthogonal bases 4], 23] , so that the basis functions may be chosen to be exactly symmetric.
Alternatively, a redundant (shift-invariant) representation using dilations and translations of the autocorrelation functions of compactly supported wavelets (the auto-correlation shell), may be used for signal analysis instead of the wavelets per se. The exact lters for the decomposition are the auto-correlations of the quadrature mirror lter coe cients of the compactly supported wavelets and, therefore, are exactly symmetric. The recursive de nition of the auto-correlation functions of compactly supported wavelets leads to fast iterative algorithms to generate the shift-invariant multiresolution representations.
One of the interesting features of this representation is its convertibility to the redundant expansion (without subsampling) by the corresponding orthonormal wavelets on each scale, independently of other scales. An algorithm for this conversion is discussed in detail in 21] .
As an application of the proposed representation, we will also consider the reconstruction of signals from zero-crossings (and slopes at zero-crossings), i.e., the conversion of the auto-correlation shell representation into the zero-crossing-based representation. Such a representation is useful for nonlinear manipulation of signals, for example, edge-preserving smoothing and interpolation. (See Mallat There is also a simple relation between the auto-correlation shell representation and the continuous wavelet transform 13] which will be reported elsewhere.
II WAVELETS AND THEIR AUTO-CORRELATION FUNCTIONS
The auto-correlation functions of compactly supported scaling functions were rst studied (as the so-called fundamental functions) in the context of the Lagrange iterative interpolation scheme by Dubuc 10] and Deslauriers and Dubuc 9] before compactly supported wavelets were developed in 7] . Later, applications of the auto-correlation functions of compactly supported scaling functions and wavelets for signal representation and analysis were developed by Ansari et al. 1] and Shensa 22] , and, independently, in 21].
Let (x) be the auto-correlation function, The function (x) is exactly the \fundamental function" of the symmetric iterative interpolation scheme introduced in 10], 9]. Thus, there is a simple one-to-one correspondence between iterative interpolation schemes and compactly supported wavelets 1], 22], 21]. In particular, the scaling function corresponding to Daubechies's wavelet with two vanishing moments yields the scheme in 10]. In general, the scaling function corresponding to Daubechies's wavelet with M vanishing moments leads to an iterative interpolation scheme which uses the Lagrange polynomial of degree 2M ? 1 9] . Additional variants of iterative interpolation schemes may be obtained using the compactly supported scaling functions (e.g., \coi ets") described in 8].
Let us outline the derivation of the two-scale di erence equation for the function (x). Let m 0 ( ) and m 1 ( ) be the 2 -periodic functions, where^ ( ) is the Fourier transform of (x). Thus,^ ( ) may be viewed as the symbol of a pseudo-di erential operator which behaves like an approximation of the derivative operator (d=dx) L . Therefore, the operator of convolution with (x) behaves essentially like a di erential operator in detecting changes of spatial intensity.
We display functions (x), '(x), (x), (x), and the magnitudes of their Fourier transforms in Figures 1 and 2. Let us brie y review the relation of the auto-correlation functions in (2.1) and (2.8) to the iterative interpolation scheme. Let B n be the set of dyadic rationals m=2 n ; m 2 Z and n = 0; 1; 2; : : :. (2.16) where h = 1=2 n+1 . We illustrate a few steps of this iterative process applied to the unit impulse in Figure 3 .
This interpolation scheme is generalized further in 9], f(x) = X k2Z F(k=2)f(x + kh) for x 2 B n+1 n B n ; (2.17) where h = 1=2 n+1 , and the coe cients F(k=2) are computed by generating the function satisfying
Using the Lagrange polynomials with L = 2M nodes, we have We have
where F(x) is the fundamental function de ned in (2.18) and (x) is the auto-correlation function of the scaling function '(x). Using the two-scale di erence equation (2.7), we obtain (k=2) = (k) + 1 2 X l2N a 2l?1 ( (k ? 2l + 1) + (k + 2l ? 1)) ; (2.23) and, therefore, (k=2) = a k =2:
In other words, the two-scale di erence equation for the function in (2.7) may be rewritten as
For any polynomial P of degree smaller than L, the Lagrange iterative interpolation of the sequence f(n) = P(n), n 2 Z, via (2.19) is precisely the function f(x) = P(x) for any x 2 R. In what follows, we will need to compute the derivatives of the auto-correlation functions in (2. We will use the iterative interpolation scheme and the procedure for computing the derivative in Section IV to nd zero-crossings of signals and the slopes at the zero-crossings. We obtain the following relation between the original discrete signal and the auto-correlation shell coe cients: 2.19) ), it is natural to adjust the lter coe cients for the edges by simply generating them by evaluating these polynomials at the desired points. Remark 2. Representations using the auto-correlation functions of compactly supported wavelets can also be viewed as a way to obtain a \continuous" multiresolution analysis. Another approach to make the connection between continuous and discrete multiresolution analyses is developed in 11], where the starting point is a continuous version of the multiresolution analysis. 
IV ON RECONSTRUCTING SIGNALS FROM ZERO-CROSSINGS
Since the auto-correlation functions of compactly supported wavelets may be viewed as pseudo-di erential operators of even order, and essentially behave like the derivative operators of the same order, the zerocrossings in this representation correspond to the locations of edges at di erent scales in the signal. Dubuc's iterative interpolation is naturally associated with such a representation and allows us to de ne zero-crossings for multiresolution representations of discrete signals. By using the iterative interpolation, we locate the zero-crossings and compute slopes at these points within the prescribed numerical accuracy. To reconstruct the signal, we set up a system of linear algebraic equations, where the entries of the matrix are computed from the values of the auto-correlation function and its derivative at the integer translates of zero-crossings. The original signal is then reconstructed within the prescribed accuracy by solving this linear system.
Reconstructing a signal from its zero-crossings by solving a linear system of equations has been proposed by S. Curtis and A. Oppenheim 6] . Their method requires a solution of a linear system where the unknowns are the Fourier coe cients and, therefore, the linear system is dense. It also requires multiple thresholdcrossings rather than zero-crossings, and moreover, the quality of the reconstruction strongly depends on the choice of the thresholds. We would like to note that in our approach we take advantage of the multiresolution properties of the auto-correlation shell which allows us to set the linear system directly for the unknown signal rather than the coe cients of its expansion.
Remark 4. We note that our approach may be modi ed to produce the maxima-based representation of Let us now describe our procedure for the zero-crossing computation. Using the symmetric iterative interpolation scheme mentioned above, we compute the zero-crossing locations of the set of functions f P N?1 k=0 D j k (x ? k)g 1 j n 0 within the prescribed numerical accuracy, e.g., = 10 ?14 . To compute the location of a zero-crossing, we recursively subdivide the unit interval bracketing the zero-crossing until the length of the subdivided interval bracketing that zero-crossing becomes less than the accuracy . The iterative interpolation scheme allows us to zoom in as much as we want around the zero-crossing. This process requires at most O(?L log 2 ) operations per zero-crossing. Once the zero-crossing is found, the computation of the slope is merely the convolution of the 2(L ? 2) points around the zero-crossing with the lter coe cients fr l g ?L+2 l L?2 in (2.30).
We now address the following problem: Given the coarsest subsampled coe cients fS n 0 2 n 0 k g 0 k 2 n?n 0 ?1 , and the zero-crossings and the slopes at these zero-crossings fx j m ; v j m g 1 j n 0 ; 0 m N The number of zero-crossings usually decreases as the scale j increases. As a result, the number of the non-zero entries of the matrix A is essentially O(N). The sparsity of this matrix enables one to solve the system (4.49) e ciently.
Whether we can solve the linear system (4.49) depends on the condition number of the matrix (4.51), which is a ected by the distribution of locations of zero-crossings. If there are very few zero-crossings (which means that the signal is zero over a signi cant part of its support) as, for example, in the expansion of the unit impulse fs 0 k = k 0 ;k g with only 2L zero-crossings at each scale, then we need to use additional constraints for solving the linear system (4.49). There might be several approaches to introduce these additional constraints. One approach (which might be su cient in some applications) would be to consider the generalized inverse of (4.51). Another possible approach (that we have experimented with) is to introduce a heuristic constraint that the distance between the adjacent zero-crossings at the j-th scale does not exceed 2 j+1 (L ? Let us show two examples of the reconstruction using our method. The accuracy threshold has been set to 10 ?14 in both cases. As a rst example, we have used the signal shown in Figure 4 in Section III.
The relative L 2 error of the reconstructed signal compared with the original signal is 5:7 10 ?13 . In this case, there was no need to use the constraints.
Next we have applied our algorithm to the unit impulse f 32;k g 0 k 63 . Now the constraints described above play an important role: the relative L 2 error with the constraints is 7:4 10 ?15 whereas the error of the solution using the generalized inverse without the constraints is 3:2 10 ?4 .
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