Abstract. Let M + g be the one-sided maximal function. In this note we obtain some necessary and sufficient conditions in order that the weighted weak type inequality holds for M + g . Meanwhile, some necessary or sufficient conditions for the weighted inequality for M + g are given.
Introduction
Given a positive and locally integrable function g on the real line R, the one-sided maximal function M g have been extensively studied (see [9] , [6] , [5] , [4] ). In this note we will characterize the pairs of weights (w, v) 
) is of weak type (1, q) with 1 ≤ q. Secondly, we will give a necessary condition on the pairs (w, v) in order that the weak type (p, q) inequality with 0 < p ≤ q < ∞ holds for M + g (or M − g ) with respect to the measures wdx and vdx. This result shows that most weight functions do not verify the weighted weak type (p, q) inequality when 1 < p < q < ∞. In the case of 1 ≤ p and 0 < q < p we will introduce a B + g (p, q) (or B − g (p, q)) condition and prove that this condition is sufficient for the weak type (p, q) inequality and necessary for the strong type (p, q) inequality for the operator M ). Finally, we will prove analogies of Sawyer's theorem in [10] and Verbitsky's theorem in [11] . They characterize the weak type (p, q) inequality when 1 ≤ p < ∞ and 0 < q < p.
Throughout this paper, w and v always are weight functions by which we mean nonnegative measurable functions taking values in [0, ∞]. For a given weight w and measurable set E, w(E) = E w(x) dx and χ E (x) denotes the characteristic function of E. Particularly, |E| is the Lebesgue measure of E and w ((a, b) ) is written by w(a, b). For p ≥ 1, let p = p p−1 be its conjugate index, and we adopt the usual 
holds for all λ > 0 and measurable f , if and only if (w, v 
Moreover, for the best constants A and C, we have A ≤ C ≤ 4A.
Remark 1. The good weights for the weak type (p, p) inequalities (p ≥ 1) were established in [6] , [9] and [5] . However, in those articles the condition A
Later on, in [4] , we established the weak type inequalities for M + g in Orlicz classes. In the particular case of 1 < p ≤ q < ∞ we obtained the A 
holds for all λ > 0 and measurable f . Then we have :
(ii) There exists a constant B such that
p for the best constants B and C in (1.6) and (1.5) respectively. Remark 2. Theorem 2 indicates that if v is finite a.e. (e.g. locally integrable) and p < q, then the weight w must be zero a.e. But, the A
always contain nontrivial pairs of weight functions, i.e. neither w(x) ≡ 0 nor v(x) ≡ ∞. Here we shall give an example.
Example 1.
Since g is locally integrable, there exists M > 0 such that
Choose an interval (a 1 , a 2 ) satisfying |(a 1 , a 2 ) ∩ E| > 0, and fix a 3 < a 4 
Indeed, we only need to verify the A
v(x) ≤ M (p = 1). Then the conclusion follows easily. Definition 1. Suppose 1 ≤ p < ∞ and 0 < q < p. We say that a pair of weight
We shall keep these notations throughout this paper. 
On the other hand, if the strong type (p, q) inequality
We will give some examples of B + g (p, q) functions, which shows that the B + g (p, q) condition is not sufficient for the strong type inequality. For q > 1, an example follows from the corresponding example given by Muckenhoupt in the case p = q = 2 (see [7] , p. 218). 
violates the strong type (3, 2) inequality. 
Moreover, for the best constants B and C we have
In spite of Theorem 4, Theorem 3 is still worthwhile, because the B + g (p, q) condition is more convenient in applications. For instance, it is not easy to test Examples 3 and 4 by condition (ii) or (iii).
Remark 4. The equivalence between (i) and (ii) holds even for arbitrary 0 < q < ∞, and this is a Sawyer's type characterization for the one-sided maximal function (cf.
[10]). The condition (iii) is a Verbitsky's type condition (cf. [11] ). However, the case of p = 1 is new and the proof is new.
Proofs of the theorems
Proof of Theorem 1. Necessity. The argument is based on the following elementary fact about the weak type (p, q) inequality (1.5).
For every a < b < c and measurable set S ⊂ (b, c), it follows from the weak type inequality (1.5) easily that
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Given −∞ < a < b < c < ∞, without loss of generality, we may assume 0 < ess sup x∈(b,c) (
It follows from the inequality (2.1) that
Letting λ → α, we get
Sufficiency. We may assume that f ≥ 0 is bounded and has compact support. Let λ > 0 and Ω λ = {x:
It is well known that (see [6] ) Ω λ = j (a j , b j ) where the intervals (a j , b j ) are bounded pairwise disjoint and
Following the idea used in [5] , we set x
Then we have
This completes the proof of Theorem 1. Proof of Proposition 2. In order to produce a contradiction to (i) we assume that there exists a constant M > 0 such that
Proposition 2. Under the same conditions as those in Theorem 2, suppose v(x) > 0 a.e. and w(x) is locally integrable on an interval (a, b). Then we have
, then v E is locally integrable. Choose x 0 ∈ E being a Lebesgue point of g(x), w(x), v E (x) and a point of density of E.
Since x 0 is a point of density of E, for every positive integer n, there exists a h n > 0 such that
and h n → 0 as n → ∞. For these h n we have
By use of (2.5) we have
Inequality (2.5) shows that the sequence {E ∩ (x 0 , x 0 + h n )} shrinks to x 0 nicely (see [8] , p. 140). On taking n → ∞, it follows from the Lebesgue differential theorem, more precisely its slightly generalized version (see [8] , p. 141), that
This contradicts the fact that w(x 0 ) > 1 M . Now we prove (ii). For contradiction we suppose
. Choose x 0 ∈ S in the same way as that in the proof of (i). Then the same argument as above shows
This contradicts the fact that (2C)
Remark 6. It follows from Proposition 1 that we may assume that w(x) is locally integrable on R and v(x) > 0 a.e. x ∈ R in advance, when we study the weak type or strong type inequality for the one-sided maximal operator.
Proof of Theorem 3. In order to prove the first part, without loss of generality we may assume that f ≥ 0 is bounded and has compact support. For λ > 0, let
) be the same as those in the proof of the sufficiency of Theorem 1. Then we can write
Suppose p > 1. We shall only estimate term I in (2.6), and the rest is similar.
(by Hölder's inequality)
(by Hölder's inequality again)
Thus we get
With a few obvious changes (cf. the proof of the sufficiency of Theorem 1) the foregoing procedure is still available for the case of p = 1. The first part of Theorem 3 is proved. Now we prove the rest of Theorem 3. Let p > 1. Given {(a j , c j )} pairwise disjoint and b j ∈ (a j , c j ), we may assume 0
Therefore the strong type (p, q) inequality holds only if w(x) = 0 a.e. x ∈ (−∞, b j ), and we have w(a j , b j ) = 0. Let
and f N (x) = N j=1 f j (x) for given natural number N . Observe that Then we obtain (w, v) ∈ B + g (1, q) with B ≤ C. This completes the proof of Theorem 3.
