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Instituto de Ciências Exatas
Departamento de Matemática
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À professora Rúbia Nascimento, por ter sido a primeira professora que me
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À professora Luciana Ávila, por me acompanhar durante toda a minha tra-
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que de alguma forma contribúıram para a minha formação, dentre os quais des-
taco os professores: Alex, Alexei, Aline, Cátia, Cristina Acciarri, Daniela Amato,
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em Braśılia muito mais feliz com as suas amizades e tornaram-se a minha famı́lia
daqui!! Gratidão a todos!
Aos meus queridos amigos que sempre me acompanham: Ana Ĺıdia, Arlena,
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À CAPES e ao CNPq pelo apoio financeiro ao longo de todo o meu doutorado.
Enfim, obrigada a todos que acreditaram em mim e que de certa forma con-
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Resumo
Seja G um grupo finito admitindo um automorfismo φ. Denote por Gφ o
centralizador de φ em G e por G−φ o conjunto {x−1xφ | x ∈ G}. O subgrupo
gerado por G−φ será denotado por [G, φ]. Existem vários estudos que mostram a
relação entre a estrutura do grupo G e propriedades dos Gφ e G−φ.
Neste trabalho, apresentamos resultados limitando o expoente de G e [G, φ].
Eles estão concentrados em grupos finitos que admitem um automorfismo coprimo,
com atenção especial para grupos de ordem ı́mpar que admitem um automorfismo
involutório.
Assim, se G é um grupo finito de ordem ı́mpar admitindo um automorfismo
involutório φ, os seguintes resultados foram obtidos: suponha que Gφ é nilpotente
de classe c. Se xe = 1 para cada x ∈ G−φ e o subgrupo 〈x, y〉 tem comprimento
derivado no máximo d para todos x, y ∈ G−φ, então o expoente de [G, φ] é limitado
em termos de c, d e e. Além disso, se Gφ tem posto r (ver Definição 1.1.27) e x
e = 1
para cada x ∈ G−φ, então o expoente de [G, φ] é limitado em termos de e e r.
Agora, supondo que G é um grupo finito admitindo um automorfismo coprimo
φ de ordem n. Provamos que se todo elemento de Gφ ∪ G−φ pertence a um sub-
grupo φ-invariante de expoente dividindo e, então o expoente de G é limitado em
termos de e e n. Para a demonstração deste resultado foram utilizadas ferramen-
tas Lie-teóricas desenvolvidas por Zelmanov. Além disso, estendemos o primeiro
resultado: suponha que Gφ é nilpotente de classe c. Se x
e = 1 para cada x ∈ G−φ
e quaisquer dois elementos de G−φ pertencem a um subgrupo solúvel φ-invariante
de comprimento derivado d, então o expoente de [G, φ] é limitado em termos de
c, d, e e n.
Palavras-chave: Grupos finitos, Automorfismos, Posto, Expoente, Álgebras de
Lie.
Abstract
Let G be a finite group admitting an automorphism φ. Denote by Gφ the
centralizer of φ in G and by G−φ the set {x−1xφ | x ∈ G}. The subgroup generated
by G−φ will be denoted by [G, φ]. There are many results relating the structure of
the group G and the properties of Gφ and G−φ.
In this work, we present results bounding the exponent of G and [G, φ]. They
are concentrated in finite groups that admit a coprime automorphism, with special
attention to odd order groups that admit an involutory automorphism.
Thus, if G is a finite group of odd order admitting an involutory automorphism
φ, the following results were obtained: suppose that Gφ is nilpotent of class c. If
xe = 1 for each x ∈ G−φ and the subgroup 〈x, y〉 has derived length at most d for
every x, y ∈ G−φ, then the exponent of [G, φ] is bounded in terms of c, d and e.
On the other hand, if Gφ has rank r (see Definition 1.1.27) and x
e = 1 for each
x ∈ G−φ, then the exponent of [G, φ] is bounded in terms of e and r.
Further, assume that G is a finite group admitting a coprime automorphism φ
of order n. We prove that if every element from Gφ∪G−φ belongs to a φ-invariant
subgroup of exponent dividing e, then the exponent of G is bounded in terms
of e and n. To demonstrate this result, Lie-theoretic tools created by Zelmanov
were used. In addition, we extend the first result as follows: suppose that Gφ is
nilpotent of class c. If xe = 1 for each x ∈ G−φ and any two elements of G−φ
belong to a φ-invariant soluble subgroup of derived length d, then the exponent of
[G, φ] is bounded in terms of c, d, e and n.
Keywords: Finite groups, Automorphisms, Rank, Exponent, Lie algebras.
Lista de Śımbolos
Śımbolo Significado
(a, b) máximo divisor comum de a e b
[x, y] comutador dos elementos x, y ∈ G definido por x−1y−1xy
〈X〉 subgrupo gerado pelo conjunto X
〈X〉〈φ〉 subgrupo minimal φ-invariante de G contendo X
Gφ, CG(φ) centralizador de φ em G
G−φ conjunto de G definido por {x−1xφ | x ∈ G}
[G, φ] subgrupo gerado por G−φ
[H,K] subgrupo comutador de H e K
G′ subgrupo derivado do grupo G
Z(G) centro do grupo G
CG(X) centralizador de X em G〈
XG
〉
fecho normal de X em G
NG(X) normalizador de X em G
H ⊆ G H é subconjunto de G
H ≤ G H é subgrupo de G
H G,H G H é subgrupo normal de G
|G| ordem de G
F (G) subgrupo de Fitting de G
Φ(G) subgrupo de Frattini de G
[G : H] ı́ndice do subgrupo H em G
h(G) altura de Fitting de G
r(G) posto de G
ix
x
γi(G) i-ésimo termo da série central inferior de G
Zi(G) i-ésimo termo da série central superior de G
G(i) i-ésimo termo da série derivada de G
Fi(G) i-ésimo termo da série de Fitting de G
Di i-ésimo termo da série central p-dimensional de G
Gi subgrupo gerado pelas i-ésimas potências dos elementos de G
AutG grupo dos automorfismos de G
π(G) conjunto de primos que dividem |G|
p número primo
p′ número primo diferente de p
Fp corpo com p elementos
P conjunto dos números primos
Op′(G) p
′-subgrupo normal maximal de G
ω raiz n-ésima primitiva da unidade
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3.3. Automorfismos de Álgebras de Lie 34
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Seja G um grupo finito admitindo um automorfismo φ. Denote por Gφ o sub-
grupo dos pontos fixos de φ em G, ou centralizador de φ em G, que é definido como
{x ∈ G | xφ = x} e por G−φ o conjunto {x−1xφ | x ∈ G}. O subgrupo gerado
por G−φ será denotado por [G, φ]. Sabemos que [G, φ] é um subgrupo normal
φ-invariante de G e que φ induz o automorfismo trivial em G/[G, φ].
Existe uma importante linha de pesquisa em teoria de grupos que estuda a
relação entre a estrutura do grupo G e propriedades dos Gφ e G−φ. Por exemplo, na
literatura existem vários resultados que mostram como propriedades do subgrupo
dos pontos fixos de φ em G exercem influência sobre a estrutura do grupo G. Um
resultado elementar que evidencia este fato afirma que se G é um grupo finito
admitindo um automorfismo φ de ordem 2 tal que Gφ = 1, então G é um grupo
abeliano de ordem ı́mpar. Além disso, combinando dois famosos resultados devido
a G. Higmam, em [9], e a J. G. Thompson, em [31], obtém-se que se G é um grupo
finito admitindo um automorfismo φ de ordem prima p tal que Gφ = 1, então G é
nilpotente de classe de nilpotência limitada por uma função que depende apenas
de p. Um outro resultado, mais geral, que utiliza na sua prova a classifição de
grupos finitos simples diz que se G é um grupo finito admitindo um automorfismo
φ de ordem n tal que Gφ = 1, então G é solúvel. No entanto, não é conhecido se
o comprimento derivado de G depende apenas de n.
Assim, o objetivo central desta tese é estudar a relação entre a estrutura do
grupo G e propriedades não somente de Gφ mas também do conjunto G−φ e con-
tribuir nessa direção com resultados novos. Mais especificamente, vamos obter
resultados limitando o expoente de G e de [G, φ].
1
INTRODUÇÃO 2
O expoente de um grupo G é o menor inteiro positivo e tal que xe = 1 para
todo x ∈ G. Se existir tal inteiro, dizemos que G possui expoente finito, caso
contrário, dizemos que o expoente de G é infinito.
Um automorfismo involutório significa um automorfismo de ordem 2 e um
automorfismo φ de um grupo finitoG é chamado de coprimo se temos (|G|, |φ|) = 1.
Assim sendo, os nossos resultados estão concentrados em grupos finitos que
admitem um automorfismo coprimo, com atenção especial para grupos de ordem
ı́mpar que admitem um automorfismo involutório.
Ao longo deste trabalho, vamos usar a expressão “(a, b, c, d)-limitado” ou “limi-
tado em termos de a, b, c e d” para dizer que uma quantia é limitada superiormente
por uma função que depende apenas dos parâmetros a, b, c e d.
Em 2013, E. Bettio, G. Busetto e E. Jabara estudaram a classe de p-grupos
finitos que admitem um automorfismo involutório, onde p é um número primo
ı́mpar. Mais precisamente, em [2, Teorema 3.9], eles provaram que se G é um
p-grupo finito admitindo um automorfismo involutório φ tal que Gφ é nilpotente
de classe c, xp = 1 para cada x ∈ G−φ e o comprimento derivado de G é no máximo
d, então a classe de nilpotência de [G, φ] é (c, d, p)-limitada.
Assim, como [G, φ] tem classe de nilpotência (c, d, p)-limitada e é gerado por
elementos de ordem dividindo p, conclúımos que o expoente de [G, φ] é limitado
em termos de c, d e p. Desta maneira, obtém-se de forma imediata o próximo
corolário.
Corolário. Sejam p um primo ı́mpar e G um p-grupo finito admitindo um au-
tomorfismo involutório φ tal que Gφ é nilpotente de classe c e x
p = 1 para cada
x ∈ G−φ. Suponha que o comprimento derivado de G é no máximo d. Então, o
expoente de [G, φ] é (c, d, p)-limitado.
A partir deste resultado investigamos a seguinte pergunta:
Pergunta. Se relaxarmos as hipóteses do Corolário é posśıvel concluir que o ex-
poente de [G, φ] é limitado em termos de parâmetros relevantes?
A resposta é afirmativa e obtemos, a seguir, o nosso primeiro resultado nesta
direção. Denotemos por 〈X〉 o subgrupo gerado pelo conjunto X.
Teorema A. Sejam c, d, e inteiros não negativos e G um grupo finito de ordem
ı́mpar admitindo um automorfismo involutório φ tal que Gφ é nilpotente de classe
c e xe = 1 para cada x ∈ G−φ. Suponha que o subgrupo 〈x, y〉 tem comprimento
derivado no máximo d para todos x, y ∈ G−φ. Então, o expoente de [G, φ] é
(c, d, e)-limitado.
INTRODUÇÃO 3
Uma importante ferramenta usada na prova do Teorema A, é o teorema devido
a P. Shumyatsky provado em [29], que afirma se e é um inteiro positivo e G é
um grupo finito de ordem ı́mpar admitindo um automorfismo involutório φ tal que
todos os elementos em Gφ∪G−φ possuem ordem dividindo e, então o expoente de G
é e-limitado. Para demonstração do mesmo, usa-se técnicas criadas por Zelmanov
em sua solução para o Problema Restrito de Burnside.
Não sabemos se todas as hipóteses do Teorema A são necessárias. É conceb́ıvel
que o expoente de [G, φ] possa ser limitado somente em termos de c e e ou em
termos de d e e. No entanto, isto parece ser um problema dif́ıcil.
Um grupo finito G é dito ser de posto r, se r é o menor número tal que qualquer
subgrupo de G é r-gerado. O nosso segundo teorema estabelece uma limitação do
expoente de [G, φ] em apenas dois parâmetros, a saber, de e e do posto de Gφ. Ele
é um resultado melhor, pois nem sequer precisamos assumir que Gφ é nilpotente.
Mais precisamente, mostramos o seguinte resultado.
Teorema B. Sejam e, r inteiros não negativos e G um grupo finito de ordem ı́mpar
admitindo um automorfismo involutório φ tal que Gφ tem posto r e x
e = 1 para
cada x ∈ G−φ. Então, o expoente de [G, φ] é (e, r)-limitado.
Na prova do Teorema B, utilizamos um resultado de P. Shumyatsky que se
encontra em [28] que afirma se G é um grupo finito de ordem ı́mpar admitindo
um automorfismo involutório φ tal que o posto de Gφ é r, então o posto de [G, φ]
′
é r-limitado. Para demonstrá-lo, usa-se teoria de p-grupos powerful, onde p é um
número primo, desenvolvida por A. Lubotzky e A. Mann, em [20].
A partir dos Teoremas A e B investigamos se eles poderiam de alguma forma
serem generalizados para o caso onde φ não é necessariamente de ordem dois.
Respondemos afirmativamente a esta questão, quando consideramos o Teorema A.
É bem conhecido que se G é um grupo de ordem ı́mpar e φ é um automorfismo
involutório de G, então G = G−φGφ. Para estendermos o Teorema A, examinamos
a seguinte questão de interesse próprio.
Questão. A igualdade G = G−φGφ vale para qualquer automorfismo coprimo φ?
Em geral, esta igualdade pode falhar. No Caṕıtulo 2, veremos com um pouco
mais de detalhes, o exemplo que mostra isto. Para verificar que a igualdade não
vale em geral foi preciso provar o resultado a seguir.
Lema 2.1.3. Seja φ um automorfismo coprimo de um grupo finito G. Então,
G = G−φGφ se, e somente se, nenhum elemento não trivial de G−φ possui conju-
gados em Gφ.
INTRODUÇÃO 4
O seguinte exemplo foi comunicado a P. Shumyatsky por G. Glauberman. Se-
jam K o corpo com 53 elementos e φ o automorfismo de ordem 3 de K que leva
cada x ∈ K em x5. Denotemos por A o grupo aditivo de K e por B o grupo
multiplicativo de K. Seja G = AB o produto semi-direto natural de A por B. Te-
mos que B age transitivamente em A\{0} e claramente φ induz um automorfismo
coprimo em G. É posśıvel observar que Aφ é um subgrupo próprio de A e A−φ
é não trivial. Assim, como B age transitivamente em A \ {0} segue que todos os
elementos não triviais de A−φ são conjugados em G com alguns elementos em Aφ.
Portanto, aplicando o Lema 2.1.3, obtemos que G 6= G−φGφ.
Contudo, conseguimos provar, ainda no Caṕıtulo 2, que a igualdade
G = G−φGφ vale para grupos nilpotentes. Mais especificamente, obtemos o
próximo resultado.
Lema 2.1.5. Seja φ um automorfismo coprimo de um grupo nilpotente finito G.
Então, qualquer elemento x ∈ G pode ser escrito unicamente na forma x = gh,
onde g ∈ G−φ e h ∈ Gφ.
Por outro lado, assumindo que um grupo finito G admite um automorfismo
coprimo φ de ordem n tal que cada elemento em Gφ ∪ G−φ tem ordem dividindo
e, não se sabe, se o expoente de G pode ser limitado somente em termos de e. No
entanto, obtemos o seguinte teorema que nos fornece uma limitação do expoente
de G em dois parâmetros e é um dos principais resultados desta tese.
Teorema C. Sejam e, n inteiros positivos e G um grupo finito admitindo um
automorfismo coprimo φ de ordem n tal que cada elemento de Gφ ∪G−φ pertence
a um subgrupo φ-invariante de expoente dividindo e. Então, o expoente de G é
(e, n)-limitado.
O Problema Restrito de Burnside foi proposto nos anos 30 do século XX e tem
a seguinte pergunta:
Pergunta. É verdade que todo grupo finito m-gerado e de expoente n tem sua
ordem limitada por uma função que depende apenas de m e n?
Diversos matemáticos tentaram resolver este problema. Em 1956, P. Hall e
G. Higman em seu artigo, que se encontra em [6], reduziram o problema res-
trito para o caso de grupos que possuem expoente uma potência de primo. Eles
utilizaram para a redução o teorema de classificação de grupos finitos simples.
Em 1959, A. I. Kostrikin, em [17], resolveu o problema para grupos de expoente
INTRODUÇÃO 5
primo. Sua prova consiste de um estudo aprofundado em álgebras de Lie de cara-
cteŕıstica prima com condição de Engel. Anteriormente, em estudos independen-
tes, W. Magnus, em [21] e I. N. Sanov, em [27], reduziram o famoso problema para
álgebras de Lie. Finalmente, no ano de 1989, E. Zelmanov respondeu completa-
mente a este problema em seu trabalho que lhe rendeu Medalha Fields e pode ser
encontrado em [37] e [38]. A partir desta resposta, vários avanços na teoria de
grupos foram realizados. As ferramentas desenvolvidas por Zelmanov basearam-se
nos métodos de Lie que foram criados por W. Magnus e H. Zassenhaus nos anos
30 do século XX, e se mostraram tão eficazes que muitos problemas de teoria de
grupos foram resolvidos utilizando tais técnicas. Até hoje, elas são usadas por
matemáticos em suas pesquisas. A demonstração do Teorema C é técnica e de-
pende dessas ferramentas, por isso, elas serão brevemente tratadas no Caṕıtulo
3. É posśıvel notar que o teorema de P. Shumyatsky, mencionado anteriormente e
provado em [29], pode ser visto como um corolário do nosso Teorema C.
Utilizando o Teorema C, mostramos o resultado a seguir que é uma extensão
do Teorema A.
Teorema D. Seja G um grupo finito admitindo um automorfismo coprimo φ de
ordem n tal que Gφ é nilpotente de classe c e x
e = 1 para cada x ∈ G−φ. Suponha
que quaisquer dois elementos de G−φ pertencem a um subgrupo solúvel φ-invariante
de comprimento derivado d. Então, o expoente de [G, φ] é limitado em termos de
c, d, e e n.
Para demonstrar o Teorema D, usamos o resultado obtido por M. Y. Wang e
M. Z. Chen, em [34], que diz se um grupo finito G admite um automorfismo co-
primo φ tal que Gφ é nilpotente, então G é solúvel. Sua prova utiliza a classificação
de grupos finitos simples.
Vale recordar que a altura de Fitting de um grupo solúvel finito G é o menor
inteiro positivo h tal que G possui uma série normal de comprimento h, cujos
quocientes são nilpotentes. A demonstração do Teorema D é feita por indução na
altura de Fitting do grupo G.
Outro resultado que utilizamos para provar o Teorema D é um célebre teorema,
devido a Thompson, mostrado em [32] que afirma se um grupo solúvel finito G
admite um automorfismo coprimo φ, então a altura de Fitting de G é limitada em
termos da altura de Fitting de Gφ e o número de primos divisores da ordem de φ,
contando multiplicidades.
Note, no Teorema D, que no caso onde n = 2, sempre temos xφ = x−1 para
todo x ∈ G−φ. Logo, qualquer subgrupo gerado por um subconjunto de G−φ
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é φ-invariante. Desta forma, conclúımos que o Teorema D é uma extensão do
Teorema A.
Terminamos observando que esta tese está dividida em cinco caṕıtulos. No
Caṕıtulo 1, recordamos definições e conceitos da teoria de grupos que serão es-
senciais ao longo deste trabalho. Definiremos, por exemplo, grupos nilpotentes,
solúveis, subgrupo de Fitting e p-grupos powerful. Alguns resultados serão omi-
tidos, por serem bem conhecidos, muitos desses serão dados a referência e outros
apresentaremos uma prova.
No Caṕıtulo 2, falaremos de automorfismos de grupos de forma geral, poste-
riormente nos concentraremos em automorfismos coprimos e involutórios. Mos-
traremos também alguns resultados necessários que obtivemos a partir de nossas
investigações.
No Caṕıtulo 3, vamos definir o conceito de álgebra de Lie, veremos alguns resul-
tados sobre automorfismos dessa álgebra. Além de apresentar algumas ferramentas
Lie-teóricas desenvolvidas por Zelmanov, veremos como associar uma álgebra de
Lie a um grupo qualquer. De modo particular, descreveremos propriedades da série
de Zassenhaus que é uma Np-série de grande importância para o nosso estudo. Este
caṕıtulo tem caráter preliminar referente ao Caṕıtulo 5.
O Caṕıtulo 4 está dedicado a apresentar as demonstrações dos Teoremas A e B,
relacionados a grupos de ordem ı́mpar que admitem um automorfismo involutório.
Por fim, no Caṕıtulo 5, provaremos os Teoremas C e D, referentes a grupos
finitos que admitem um automorfismo coprimo.
Vale destacar que os resultados obtidos nesta tese foram publicados em [25]
e [26]. Mais especificamente, os Teoremas A e B estão publicados em [25], os
Teoremas C e D e os Lemas 2.1.3 e 2.1.5 encontram-se em [26].
1
Preliminares
Este caṕıtulo tem por objetivo recordar definições e propriedades da teoria de
grupos que serão utilizadas ao longo desta tese. Na primeira seção, definiremos
conceitos como os de grupos nilpotentes, solúveis, subgrupo de Fitting, expoente
de um grupo, posto de um grupo finito e destacaremos alguns resultados relacio-
nadas a estes conceitos. Já na segunda seção, falaremos de forma sucinta sobre os
p-grupos finitos powerful, onde p é um primo qualquer.
1.1. Conceitos Elementares da Teoria de Grupos
Seja G um grupo. Dados x e y em G, o comutador de x e y é o elemento de
G definido por [x, y] = x−1y−1xy. Definimos de maneira recursiva comutadores da
seguinte forma: por convenção [x1] = x1 e [x1, . . . , xn] = [[x1, . . . , xn−1], xn], para
todos x1, . . . , xn ∈ G e n > 2. Dados x e y elementos de G, o conjugado de x por
y é o elemento xy = y−1xy. Assim, podemos escrever [x, y] = x−1xy.
A proposição a seguir reúne algumas propriedades elementares de comutadores.
Proposição 1.1.1. Sejam G um grupo e x, y e z elementos de G. As seguintes
identidades de comutadores valem:
(i) xy = x[x, y];
(ii) [x, y] = [y, x]−1;
(iii) [xy, z] = [x, z]y[y, z];
(iv) [x, yz] = [x, z][x, y]z;
(v) [x, y−1, z]y[y, z−1, x]z[z, x−1, y]x = 1 (Identidade de Hall-Witt).
Sejam H e K dois subgrupos de um grupo G. O subgrupo comutador de H e
K é definido como o subgrupo gerado por todos os comutadores [h, k], onde h ∈ H
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e k ∈ K. Denotamos este subgrupo por [H,K]. Assim, temos
[H,K] = 〈[h, k] | h ∈ H, k ∈ K〉.
Um caso particular de subgrupo comutador é quando consideramos
H = K = G, isto é,
G′ = [G,G] = 〈[x, y] | x, y ∈ G〉,
este subgrupo é chamado de subgrupo derivado de G.
O centro de um grupo G é o subgrupo definido por
Z(G) = {x ∈ G | [x, g] = 1, para todo g ∈ G}.
Seja X um subconjunto não vazio de um grupo G. O centralizador de X em
G é o subgrupo dado por
CG(X) = {g ∈ G | gx = xg, para todo x ∈ X}.
Seja g um elemento de G, o conjugado de X por g é o conjunto definido
por Xg = {xg | x ∈ X}. O fecho normal de X em G é a interseção de todos
os subgrupos normais de G que contém X. Vamos denotar este subgrupo por
〈XG〉. Claramente, 〈XG〉 é um subgrupo normal de G e pode-se mostrar que
〈XG〉 = 〈Xg | g ∈ G〉. O normalizador de X em G é o subgrupo definido por
NG(X) = {g ∈ G | Xg = X}.
Utilizando as definições de centralizador e de subgrupo comutador o próximo
lema pode ser facilmente obtido.
Lema 1.1.2. Sejam H,K e L subgrupos de um grupo G. As seguintes afirmações
valem.
(i) K ≤ CG(H) se, e somente se, [K,H] = 1;
(ii) Se H,K e L são subgrupos normais de G, então [HK,L] = [H,L][K,L].
Seja H ≤ G. Dizemos que H é um subgrupo caracteŕıstico em G se Hφ = H
para todo φ automorfismo de G.
Uma observação que será usada posteriormente é a seguinte.
Observação 1.1.3. Sejam G um grupo abeliano aditivo finito e k ≥ 1 um inteiro
tal que (k, |G|) = 1. Para cada k, definimos a seguinte aplicação
φk : G −→ G
g 7−→ kg.
Claramente temos que φk é um automorfismo e isto implica que kG = G, onde
kG = {kg | g ∈ G}.
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O lema a seguir conhecido como a Lei Modular de Dedekind será usado no
último caṕıtulo.
Lema 1.1.4 (Lei Modular de Dedekind). Sejam G um grupo e H,K e L
subgrupos de G. Se K ⊆ L, então (HK) ∩ L = (H ∩ L)K.
Demonstração. Claramente (H ∩ L)K ⊆ HK e (H ∩ L)K ⊆ LK = L.
Assim, obtemos que (H ∩ L)K ⊆ (HK) ∩ L. Por outro lado, vejamos que
(HK) ∩ L ⊆ (H ∩ L)K. De fato, seja g ∈ (HK) ∩ L, então g = hk com
h ∈ H e k ∈ K. Isto implica que h = gk−1 ∈ LK = L. Desta forma, segue
que h ∈ H ∩ L. Logo, tem-se que g ∈ (H ∩ L)K. Portanto, conclúımos que
(HK) ∩ L = (H ∩ L)K. 
Vamos agora definir uma classe de grupos importante para o nosso estudo que
são os grupos nilpotentes. Antes disso, vejamos a definição de série normal e série
central.
Uma série normal de um grupo G é uma sequência de subgrupos
1 = N0 ≤ N1 ≤ · · · ≤ Nr = G,
com Ni G para todo 0 ≤ i ≤ r.
Uma série central de G é uma série normal tal que
Ni/Ni−1 ≤ Z(G/Ni−1),
para todo 1 ≤ i ≤ r.
Definição 1.1.5. Dizemos que um grupo G é nilpotente se G possui uma série
central.
Vejamos a seguir uma série central, que será útil para verificar se um dado
grupo G é nilpotente.
Seja G um grupo. Definimos os subgrupos Zi(G) recursivamente da seguinte
forma: Z0(G) = 1 e para cada i > 1 temos que Zi(G) é o único subgrupo normal
em G tal que
Zi(G)/Zi−1(G) = Z(G/Zi−1(G)).
Assim, obtém-se a seguinte sequência ascendente de subgrupos
1 = Z0(G) ≤ Z1(G) = Z(G) ≤ · · ·
Esta sequência é chamada série central superior de G. Observe que pela de-
finição dos Zi(G), os mesmos são caracteŕısticos em G.
1.1. CONCEITOS ELEMENTARES DA TEORIA DE GRUPOS 10
Note que sempre temos a série central superior de um dado grupo G, mas
não necessariamente esta série alcança G. Pode-se mostrar que quando existir um
inteiro r > 1 tal que Zr(G) = G, o grupo G será nilpotente. Assim, G é nilpotente
se, e somente se, existe um inteiro r > 1 tal que Zr(G) = G.
A próxima proposição nos fornece uma caracterização dos elementos de Zi(G),
e explica melhor como estes elementos se comportam com respeito ao fazer co-
mutadores com outros elementos em G. O resultado pode ser mostrado com um
argumento indutivo sobre n.
Proposição 1.1.6. Seja G um grupo. Para todo n > 1, temos que o n-ésimo
termo da série central superior de G é dado por
Zn(G) = {x ∈ G | [x, g1, . . . , gn] = 1, para todos g1, . . . , gn ∈ G}.
É posśıvel mostrar que quando G é um grupo nilpotente, a série central superior
é a série de comprimento menor posśıvel entre todas as séries centrais de G. Desta
maneira, podemos definir o conceito de classe de nilpotência de um grupo.
Seja G um grupo nilpotente. O menor natural r tal que Zr(G) = G é chamado
de classe de nilpotência de G.
Agora, vamos definir mais uma série central relevante no estudo de grupos
nilpotentes.
Dado um grupo G, definimos os subgrupos γi(G) recursivamente da seguinte
forma: γ1(G) = G e γi+1(G) = [γi(G), G] para i > 1.
Assim, temos a seguinte sequência descendente de subgrupos
G = γ1(G) > γ2(G) > · · ·
Esta sequência é chamada série central inferior de G. Note que os subgrupos
γi(G) são caracteŕısticos em G.
Pode-se mostrar que um grupo G é nilpotente se, e somente se, existe um inteiro
c tal que γc+1(G) = 1 e que a série superior e inferior de um grupo nilpotente
possuem o mesmo comprimento. Assim, o menor inteiro c tal que γc+1(G) = 1,
coincide com a classe de nilpotência de G.
É posśıvel verificar que subgrupo de um grupo nilpotente é nilpotente e quo-
ciente de grupo nilpotente é também nilpotente.
A seguinte proposição é uma propriedade elementar de grupos nilpotentes que
pode ser facilmente provada.
Proposição 1.1.7. Seja G um grupo nilpotente de classe c e H  G. Se H 6= 1,
então [H,G] < H.
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Usando a definição de grupos nilpotentes podemos mostrar a proposição a
seguir.
Proposição 1.1.8. Sejam G um grupo e HG. Se G/H é nilpotente e H ≤ Z(G),
então G é nilpotente.
O próximo lema nos mostra uma caracterização de γn(G) em termos dos gera-
dores do grupo G.
Lema 1.1.9. Sejam G um grupo e M um subconjunto de G. Se G = 〈M〉, então
o n-ésimo termo da série central inferior de G é dado por
γn(G) = 〈[m1, . . . ,mn]g | m1, . . . ,mn ∈M, g ∈ G〉 .
Sabemos que em grupos abelianos o produto de n-ésimas potências é uma
n-ésima potência. A seguinte Fórmula de Hall e Petresco fornece uma substituição
para este conhecido fato. Para sua prova veja [3, Appendix A].
Teorema 1.1.10 (Fórmula de Hall e Petresco). Sejam x e y elementos de um
grupo G e n ≥ 1 um inteiro, então
xnyn = (xy)ng
(n2)
2 . . . g
(ni)
i . . . g
n
n−1gn,
onde gi ∈ γi(〈x, y〉), para cada i ≥ 2.
Seja p um primo. Um grupo G é dito ser um p-grupo se para todo g em G a
ordem de g é uma potência de p. Se G é um grupo finito, então G é um p-grupo
se, e somente se, |G| = pn para algum n ∈ N.
O teorema a seguir fornece uma das classes mais importantes de grupos nilpo-
tentes. Sua prova pode ser encontrada em [14, Theorem 4.1].
Teorema 1.1.11. Todo p-grupo finito é nilpotente.
O próximo lema relaciona um subgrupo de um p-grupo com um determinado
termo da série central superior.
Lema 1.1.12. Seja G um p-grupo finito. Se H  G tal que |H| = pn para algum
n ≥ 1, então H ≤ Zn(G).
Demonstração. Faremos a prova por indução em n. Se n = 1, então |H| = p
e como G é nilpotente, temos pela Proposição 1.1.7, que [H,G] < H. Agora, pelo
Teorema de Lagrange, deduzimos que [H,G] = 1. Logo, H ≤ Z(G). Então,
suponhamos que n ≥ 2. Como [H,G] < H temos que |[H,G]| ∈ {1, p, . . . , pn−1}.
Desta forma, por hipótese de indução, obtém-se [H,G] ≤ Zn−1(G). E isto implica
que H ≤ Zn(G), como queŕıamos. 
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Seja G um grupo e H um subgrupo de G. Lembramos que H é dito um subgrupo
minimal de G se H é próprio e sempre que existir K ≤ G tal que 1 ≤ K ≤ H,
então K = 1 ou K = H. Analogamente, define-se subgrupo maximal de G.
Se considerarmos a interseção de todos os subgrupos maximais em G, obtemos
um importante subgrupo caracteŕıstico.
Sejam G um grupo e M o conjunto de todos os subgrupos maximais de G. O





M se M 6= ∅
G se M = ∅.
Recordemos que o subgrupo de um grupo G gerado pelas n-ésimas potências,
denotado por Gn, é definido como sendo Gn = 〈xn | x ∈ G〉. Pode-se mostrar que
Gn é um subgrupo caracteŕıstico de G.
O próximo resultado descreve em detalhe o subgrupo de Frattini de um
p-grupo finito G e, como consequência, fornece uma propriedade interessante so-
bre a cardinalidade dos conjuntos de geradores de G. Sua demonstração pode ser
encontrada em [24, Theorem 5.3.2].
Teorema 1.1.13 (Burnside). Seja G um p-grupo finito. Então, valem as seguin-
tes afirmações.
(i) Φ(G) = G′Gp;
(ii) Se [G : Φ(G)] = pd, então dado X um subconjunto de geradores de G existe Y
subconjunto de X tal que G = 〈Y 〉 e Y tem d elementos.
A partir do teorema anterior a seguinte observação pode ser facilmente dedu-
zida.
Observação 1.1.14. Sejam p um primo e G um p-grupo. Suponha que um sub-
grupo de G gerado por um subconjunto X ⊆ G pode ser gerado por m elementos.
Então, 〈X〉 pode ser gerado por m elementos do conjunto X.
O teorema a seguir é uma propriedade útil de grupos nilpotentes. Podemos
encontrar sua prova em [24, Theorem 5.2.3].
Teorema 1.1.15. Se A é um subgrupo normal abeliano maximal de um grupo
nilpotente G, então A = CG(A).
O próximo resultado nos dá várias caracterizações para grupos finitos nilpo-
tentes. A demonstração pode ser vista em [12, Theorem 1.26].
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Teorema 1.1.16. Seja G um grupo finito. São equivalentes as seguintes afirmações.
(i) G é nilpotente;
(ii) H < NG(H), para todo subgrupo próprio H < G;
(iii) Todo subgrupo maximal de G é normal;
(iv) Todo p-subgrupo de Sylow de G é normal;
(v) G é o produto direto de seus p-subgrupos de Sylow.
O teorema a seguir nos diz que o produto de dois subgrupos normais nilpotentes
é um subgrupo nilpotente e nos fornece informações sobre a classe de nilpotência
do produto em termos das classes de nilpotência dos dois fatores. A demonstração
pode ser encontrada em [24, 5.2.8].
Teorema 1.1.17 (Fitting). Sejam G um grupo, H e K subgrupos normais de G.
Se H e K são nilpotentes de classes de nilpotência c e d respectivamente, então
HK é nilpotente de classe de nilpotência no máximo c+ d.
O resultado anterior nos permite definir um subgrupo muito relevante na teoria
de grupos.
Definição 1.1.18. Seja G um grupo. O subgrupo de Fitting de G, denotado por
F (G), é definido como
F (G) = 〈N | N G e N nilpotente〉.
Note que se G é finito, então F (G) é nilpotente e é o único maior subgrupo
normal nilpotente de G. Claramente, F (G) é um subgrupo caracteŕıstico de G.
Agora, lembraremos a definição de outra classe importante de grupos para
esta tese que são os grupos solúveis. Antes disso, vejamos a definição de série
subnormal.
Uma série subnormal de um grupo G é uma sequência de subgrupos
1 = N0 ≤ N1 ≤ · · · ≤ Nr = G,
com Ni Ni+1 para todo 0 ≤ i ≤ r.
Definição 1.1.19. Um grupo G é dito solúvel se possui uma série subnormal
1 = G0 ≤ G1 ≤ · · · ≤ Gr = G,
tal que cada quociente Gi/Gi−1 é abeliano para cada 1 ≤ i ≤ r.
Assim como fizemos em grupos nilpotentes, vamos também aqui definir algumas
séries que nos ajudam a ver se um dado grupo G é solúvel.
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Dado um grupo G, definimos os subgrupos G(i) recursivamente da seguinte
forma: G(0) = G e G(i+1) = [G(i), G(i)] para i > 0.
Assim, temos a seguinte sequência descendente de subgrupos
G = G(0) > G(1) > · · ·
Esta sequência é chamada série derivada de G. Note que os subgrupos G(i)
são caracteŕısticos em G.
Pode-se mostrar que um grupo G é solúvel se, e somente se, existe um inteiro
d > 1 tal que G(d) = 1. Além disso, subgrupos, quocientes e extensões de um
grupo solúvel por um grupo solúvel são solúveis.
Seja G um grupo solúvel. Sendo a série derivada de G a de comprimento menor
entre as séries normais descendentes de G com fatores abelianos que alcança 1,
podemos definir o comprimento derivado de G como o menor inteiro positivo d
tal que G(d) = 1.
Ao longo deste trabalho, usaremos o conhecido Teorema de Feit e Thompson,
sem explicitar referências. Para sua prova veja [4].
Teorema 1.1.20. Todo grupo finito de ordem ı́mpar é solúvel.
O seguinte lema nos fornece uma relação entre o comprimento derivado de um
grupo solúvel finito não trivial e sua ordem.
Lema 1.1.21. Seja G um grupo solúvel não trivial de ordem m e comprimento
derivado d. Então, d < m.
Demonstração. Faremos a prova por indução em d. Se d = 1, então cla-
ramente o resultado vale. Assim, suponhamos que d ≥ 2. Considerando o grupo
quociente G/G(d−1) temos, por hipótese de indução, que d−1 < [G : G(d−1)]. Logo,
d < [G : G(d−1)] + 1. Como G(d−1) é um subgrupo próprio, segue que d < m. 
O próximo lema mostra como relacionam-se os subgrupos γi(G), Zi(G), G
(i) de
um grupo G. Para a prova do mesmo veja [24, 5.1.11, 5.1.12].
Lema 1.1.22. Sejam i, j inteiros positivos e G um grupo. Então, temos
(i) [γi(G), Zj(G)] ≤ Zj−i(G) se j ≥ i;
(ii) G(i) ≤ γ2i(G).
Falaremos a seguir de mais uma série relevante no estudo de grupos solúveis.
Seja G um grupo finito. Definimos os subgrupos Fi(G) recursivamente da
seguinte forma: F0(G) = 1 e para cada i > 1, temos que Fi(G) é o único subgrupo
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normal em G tal que
Fi(G)/Fi−1(G) = F (G/Fi−1(G)).
Assim, temos a seguinte sequência ascendente de subgrupos
1 = F0(G) ≤ F1(G) = F (G) ≤ F2(G) ≤ · · ·
Esta sequência é chamada série de Fitting de G. Note que para qualquer
grupo solúvel finito G, existe a série de Fitting e a série alcança G. De fato,
pode-se mostrar que G é solúvel se, e somente se, existe um inteiro n > 1 tal que
Fn(G) = G.
Dado G um grupo solúvel finito, definimos o conceito de altura de Fitting de
G como sendo o menor inteiro positivo n tal que Fn(G) = G e o denotamos por
h(G).
Vejamos um lema sobre a altura de Fitting que será usado posteriormente.
Lema 1.1.23. Seja G um grupo solúvel finito não trivial. Então,
h(G) = h(G/F (G)) + 1.
Demonstração. Seja G = G/F (G) e suponhamos que h(G) = n. Então,
temos que a série de Fitting para G é dada por
1 = F0(G) ≤ F1(G) ≤ · · · ≤ Fn(G) = G.
Para cada 0 ≤ i ≤ n, seja Fi(G) a imagem inversa de Fi(G) em G. Assim,
obtemos a seguinte série para G







segue, pelo terceiro Teorema do Isomorfismo, que
Fi+1(G)/Fi(G) = F (G/Fi(G)) ,
para todo 0 ≤ i ≤ n − 1. E como F (G) é nilpotente, temos que a série (1.1.1)
torna-se
1 ≤ F (G) ≤ F1(G) ≤ · · · ≤ Fn(G) = G,
que é uma série de Fitting para G de comprimento n+ 1. Claramente, temos que
h(G) = n + 1, pois caso contrário, podeŕıamos ter uma série de Fitting para G
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de altura menor do que n, que é um absurdo. Portanto, h(G) = n + 1 e assim o
resultado segue. 
Vamos agora definir um conceito que será bastante utilizado ao longo desta
tese.
Definição 1.1.24. Seja G um grupo. O expoente de G é o menor inteiro positivo
e tal que ge = 1 para todo g ∈ G.
Se existir tal inteiro dizemos que G possui expoente finito, caso contrário, di-
zemos que o expoente de G é infinito.
Assim, para cada grupo finito G, temos pelo Teorema de Lagrange, que o
expoente de G, se existir, divide |G|, também para cada grupo G que possui
expoente finito tem-se que a ordem de cada elemento divide o expoente de G.
Note ainda que o expoente de qualquer subgrupo ou grupo quociente de G
divide o expoente de G. Além disso, dois grupos isomorfos possuem o mesmo
expoente.
Pode-se mostrar que Gn é o menor subgrupo normal em G tal que o grupo
quociente G/Gn possui expoente n.
O lema a seguir é bem conhecido, sua prova segue da definição de expoente.
Lema 1.1.25. Sejam e um inteiro positivo, G um grupo e N1 e N2 subgrupos
normais de G. Se G/N1 e G/N2 possuem expoente dividindo e, então G/(N1∩N2)
também possui expoente dividindo e.
O seguinte lema será muito utilizado ao longo deste trabalho. A demonstração
do mesmo pode ser encontrada em [13, Corollary 2.5.4].
Lema 1.1.26. Se G é um grupo nilpotente de classe c gerado por elementos de
ordem dividindo m, então o expoente de G divide mc.
Sejam G um grupo e r um inteiro positivo. Dizemos que G é r-gerado se existe
um subconjunto X de G com r elementos tal que G = 〈X〉.
Outro conceito relevante nesta tese é o de posto de um grupo finito. Vejamos
a sua definição.
Definição 1.1.27. Um grupo finito G é dito ser de posto r se r é o menor número
tal que qualquer subgrupo de G é r-gerado. Vamos denotar por r(G) o posto de G.
Um fato conhecido relativo à altura de Fitting de um grupo solúvel é o seguinte
lema. Para sua prova veja [16, Lemma 2.4].
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Lema 1.1.28. Um grupo solúvel finito G de posto r tem altura de Fitting limitada
em termos de r.
Outro resultado que vamos precisar é o lema a seguir.
Lema 1.1.29. A ordem de um grupo finito G de expoente e com posto r é (e, r)-
limitada.
Demonstração. Com efeito, se G é um p-grupo o resultado segue de [14,
Corollary 11.21]. Suponhamos que G não seja um p-grupo, então a sua ordem é o
produto das ordens de seus subgrupos de Sylow. Agora, como os primos divisores
da ordem de G são divisores de e, o resultado está provado. 
Finalizamos esta seção relembrando o conceito de π-subgrupo de Hall.
Sejam π um conjunto não vazio de primos e π′ o seu complementar, isto é,
π′ = P\π, onde P é o conjunto de todos os primos. Dizemos que um inteiro m
é um π-número se todo primo divisor de m pertence a π e um π′-número é um
número inteiro sem divisores primos em π.
Seja G um grupo finito. Um subgrupo H de G é dito um π-subgrupo de Hall
de G se |H| é um π-número e [G : H] é um π′-número.
É claro que se π = {p}, então a definição de π-subgrupo de Hall coincide com
a definição de p-subgrupo de Sylow.
O próximo lema, conhecido como Argumento de Frattini é uma consequência
simples da teoria de Sylow. Para demonstração deste fato veja [5, 1.3.7].
Lema 1.1.30 (Argumento de Frattini). Seja H um subgrupo normal finito de
um grupo G. Se P é um p-subgrupo de Sylow de H, então G = HNG(P ).
Seja G um grupo finito. Sabemos por teoria de Sylow que, em G, sempre existe
p-subgrupo de Sylow para todo primo p que divide |G| e quaisquer dois deles são
conjugados em G. No entanto, se π consiste de dois ou mais primos, então pode
ou não existir π-subgrupo de Hall em G e, caso exista, pode ou não acontecer que
quaisquer dois π-subgrupos de Hall são conjugados em G. Porém, é conhecido, por
exemplo, que em grupos solúveis, existem π-subgrupos de Hall e quaisquer dois
deles são conjugados.
O Teorema de Schur e Zassenhaus a seguir nos fornece uma importante condição
para a existência e conjugação de π′-subgrupos de Hall em G. Sua prova pode ser
encontrada em [5, 6.2.1].
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Teorema 1.1.31 (Schur e Zassenhaus). Seja H um π-subgrupo de Hall normal
de um grupo finito G. As seguintes afirmações valem.
(i) G possui um π′-subgrupo de Hall K tal que G = HK e H ∩K = 1;
(ii) Se H ou G/H é solúvel, então quaisquer dois π′-subgrupos de Hall de G são
conjugados.
1.2. p-Grupos Finitos Powerful
Finalizamos este caṕıtulo tratando brevemente da teoria de p-grupos finitos
powerful. Esta teoria foi basicamente criada por A. Lubotzky e A. Mann, em [20],
no ano de 1987. Os p-grupos powerful possuem muitas propriedades boas e várias
aplicações em, por exemplo, p-grupos finitos. Essa classe de grupos compartilha
de algumas propriedades que os grupos abelianos possuem. Nesta seção, vamos
definir e enunciar alguns resultados acerca desses grupos e a prova dos mesmos
podem ser encontradas, por exemplo, em [3].
Para não confundir o leitor, optamos por não traduzir o termo powerful para
o português, pois é conhecido que existe outra definição de “potent group” e ela
não será usada neste trabalho.
Vamos agora definir o objeto de estudo desta seção.
Definição 1.2.1. Um p-grupo finito G é chamado de powerful se G′ ≤ Gp para
p 6= 2, ou se G′ ≤ G4 para p = 2.
Precisa-se fazer diferença, na definição anterior, entre p = 2 e p 6= 2, pois
sabemos que se G é um 2-grupo, então sempre temos que G′ ≤ G2.
Obviamente, todo p-grupo finito abeliano é powerful. No entanto, se p for ı́mpar
e G um p-grupo finito não abeliano de expoente p, então G não é powerful, pois
1 6= G′ 6≤ Gp = 1. Um exemplo concreto de um grupo que não é powerful é o diedral
de ordem 8, isto é, D4, que é definido por D4 = 〈x, y | x4 = y2 = 1, xy = x−1〉.
Uma vez que (D4)
′ = 〈x2〉 6≤ 1 = (D4)4.
Um fato curioso sobre esses grupos é que nem todo subgrupo de um p-grupo
powerful é powerful. Com efeito, seja o grupo G = D4×C8, onde D4 é o diedral de
ordem 8 que tem apresentação conforme vista anteriormente e C8 = 〈c〉 é o grupo










Evidentemente, N é normal em G. Assim, consideremos o grupo quociente
G = G/N . Note que G é um 2-grupo powerful, pois
G
′
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Agora, fazendo H = 〈xN, yN〉, temos que H é um subgrupo próprio de G e
isomorfo a D4. E como D4 não é powerful, segue que H também não é power-
ful. Portanto, G é powerful, mas contém um subgrupo próprio que não é, como
queŕıamos.
Por outro lado, é conhecido que se G é um p-grupo finito powerful, então os
subgrupos γi(G), G
pi e G(i) são powerful, para todo inteiro positivo i.
Esses grupos possuem boas propriedades e destacamos a seguir uma que será
usada posteriormente e de fácil demonstração.
Lema 1.2.2. Se G é um p-grupo finito powerful gerado por elementos de ordem
dividindo m, então o expoente de G divide m.
Um outro resultado que usaremos envolvendo esses grupos será mencionado
no Caṕıtulo 3. Finalizamos esta seção, com uma proposição que exemplifica que
p-grupos powerful possuem propriedades semelhantes a de grupos abelianos. Para
sua prova veja [3, Proposition 2.6, Theorem 2.7, Corollary 2.8].
Proposição 1.2.3. Seja G um p-grupo finito powerful.
(i) Então Gp
i
= {xpi | x ∈ G} para todo inteiro positivo i;
(ii) Se G = 〈x1, . . . , xd〉, então G = 〈x1〉 · · · 〈xd〉;




1 , . . . , x
pi
d 〉 para todo inteiro positivo i.
2
Automorfismos de Grupos
Neste caṕıtulo, definiremos conceitos que serão amplamente utilizados ao longo
desta tese e ressaltaremos alguns fatos bem conhecidos a respeito de automorfis-
mos. Também provaremos resultados que surgiram ao longo das nossas inves-
tigações e que serão usados nos caṕıtulos seguintes. Primeiramente, daremos uma
noção geral de automorfismos em um grupo qualquer, depois nos concentraremos
em grupos finitos que admitem um automorfismo coprimo, conforme mostra a pri-
meira seção, e por fim, em grupos de ordem ı́mpar que admitem um automorfismo
involutório.
Sejam G um grupo e φ um automorfismo de G. Definimos o subgrupo dos
pontos fixos de φ em G, denotado por Gφ, como
Gφ = {x ∈ G | xφ = x}.
O subgrupo Gφ também é chamado de centralizador de φ em G e algumas
vezes será usada a notação CG(φ) para denotar este subgrupo.
Denotemos por G−φ o conjunto {x−1xφ | x ∈ G}. O subgrupo gerado por G−φ
será denotado por [G, φ].
Dados G um grupo e φ um automorfismo de G, dizemos que um subgrupo H
de G é φ-invariante se [H,φ] ≤ H. Sabemos que [G, φ] é um subgrupo normal
φ-invariante de G.
Sejam G um grupo, φ um automorfismo de G e N um subgrupo normal
φ-invariante de G. Consideremos a aplicação φ do grupo quociente G/N , induzida
por φ, definida por (xN)φ = xφN . Note que φ está bem definida, pois N é φ-
invariante e obviamente φ é um automorfismo de G/N chamado de automorfismo
induzido de G/N . Faremos um abuso de notação indicando φ por apenas φ. Note
que φ induz o automorfismo trivial de G/[G, φ], pois se g ∈ G, então podemos
20
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escrever gφ = g(g−1gφ), dáı aplicando o automorfismo induzido de G/[G, φ], temos
(g[G, φ])φ = gφ[G, φ] = g[G, φ].
Seja φ um automorfismo de um grupo G. Dizemos que φ é um automorfismo
involutório se a ordem de φ for dois. Um automorfismo φ de um grupo finito G é
chamado de coprimo se (|G|, |φ|) = 1.
2.1. Automorfismos Coprimos
O lema a seguir reúne alguns fatos bem conhecidos sobre automorfismos copri-
mos que serão amplamente utilizados ao longo deste trabalho.
Lema 2.1.1. Seja φ um automorfismo coprimo de um grupo finito G. As seguintes
afirmações valem.
(i) Se N é um subgrupo normal φ-invariante de G, então (G/N)φ = GφN/N ;
(ii) G = Gφ[G, φ];
(iii) [G, φ] = [G, φ, φ];
(iv) Seja π(G) o conjunto de todos os primos divisores de |G|. Para cada primo
p ∈ π(G), φ deixa invariante algum p-subgrupo de Sylow de G.
Demonstração. (i) Claramente, temos que GφN/N ≤ (G/N)φ. Agora, veja-
mos que (G/N)φ ≤ GφN/N . Para isto, mostraremos que toda classe φ-invariante
gN de N contém um elemento de Gφ. A prova será feita por indução em |φ|.
Primeiramente, suponhamos que |φ| = p, onde p é um número primo. Seja gN
uma classe φ-invariante de N . Consideremos a ação de 〈φ〉 em gN . Temos que
o tamanho de qualquer 〈φ〉-órbita em gN divide p. Logo, cada tamanho é 1 ou
p. Sabemos que a classe gN é a união disjunta dessas órbitas. Assim, se todas as
órbitas são de tamanho p, então p dividiria |gN | = |N |, o que é uma contradição,
pois φ é um automorfismo coprimo de G. Desta forma, conclúımos que existe pelo
menos uma órbita de tamanho 1 e isto implica que gN contém um elemento de
Gφ.
Agora, suponhamos que |φ| = mn é um número composto, com m,n > 1. Por
hipótese de indução e pelo Teorema do Isomorfismo, temos
CG/N(φ
n) = CG(φ
n)N/N ∼= CG(φn)/(CG(φn) ∩N). (2.1.1)
Observe que gN ∈ CG/N(φn), pois gN é φn-invariante. Assim, por (2.1.1), existe
g0 ∈ CG(φn) tal que g0N = gN . Isto implica que gφ0 ∈ g0N . Por outro lado,
sabendo que CG(φ
n) é φ-invariante, obtemos gφ0 ∈ CG(φn). Desta maneira, tem-
se g−10 g
φ
0 ∈ CG(φn) ∩ N . Logo, a classe g0(CG(φn) ∩ N) é também φ-invariante.
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Além disso, como φ age como um automorfismo de ordem n em CG(φ
n) segue,
por hipótese de indução, que a classe g0(CG(φ
n) ∩N) contém um elemento g1 de
CG(φ). Este elemento é o desejado, uma vez que
g1 ∈ g0(CG(φn) ∩N) ⊆ g0N = gN.
Logo, obtemos (G/N)φ ≤ GφN/N . Portanto, conclúımos que (G/N)φ = GφN/N .
(ii) Sabemos que φ induz o automorfismo trivial em G/[G, φ]. Então, tem-se
(G/[G, φ])φ = G/[G, φ]. Agora, usando o item (i), deste lema obtemos
G/[G, φ] = Gφ[G, φ]/[G, φ].
Isto implica que G = Gφ[G, φ], como queŕıamos.
(iii) Com efeito, utilizando o item (ii), deste lema tem-se
[G, φ] = [Gφ[G, φ], φ]
=
〈








b−1bφ | b ∈ [G, φ]
〉
= [[G, φ], φ].
Como desejado.
(iv) Façamos A = 〈φ〉 e π = π(G). Seja G∗ = GA o produto semi-direto de G por
A. Como (|A|, |G|) = 1, temos que G é um π-subgrupo de Hall normal de G∗ e A
é um π′-subgrupo de Hall de G∗. Além disso, segue que A ou G é solúvel. Assim,
como A é isomorfo a G∗/G, obtém-se que G ou G∗/G é solúvel. Agora, o Teorema
de Schur e Zassenhaus 1.1.31, item (ii), aplicado em G∗, afirma que qualquer outro
π′-subgrupo de Hall de G∗ é conjugado a A. Uma vez que G∗ = GA, podemos
assumir que o elemento conjugador pertence a G, pois seja H um π′-subgrupo de
Hall de G∗, então pelo Teorema de Schur e Zassenhaus 1.1.31, existe x = ga ∈ G∗
com g ∈ G e a ∈ A tal que A = Hx. Dáı, tem-se A = Hg.
Agora, sejam P um p-subgrupo de Sylow de G e N = NG∗(P ). Pelo Argumento
de Frattini 1.1.30, temos que G∗ = GN . Isto implica que N/G∩N é isomorfo a A.
Observe que G∩N é um π-subgrupo de Hall normal de N . Então, pelo Teorema de
Schur e Zassenhaus 1.1.31, item (i), segue que N possui um π′-subgrupo de Hall B.
Claramente, B é também um π′-subgrupo de Hall de G∗. Então, tem-se A = Bx
para algum x ∈ G. Agora, como B ≤ N , resulta que B deixa P invariante. Disto
segue que A deixa invariante P x, o p-subgrupo de Sylow de G. Pois, seja a ∈ A,
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como A = Bx, temos que existe b ∈ B tal que a = x−1bx. Isto implica que
(P x)a = x−1b−1x(x−1Px)x−1bx = P x.
Portanto, conclúımos que A deixa invariante algum p-subgrupo de Sylow de G.
Como o primo p foi tomado arbitrariamente, o resultado vale para todo p ∈ π. 
Vamos precisar também do resultado a seguir. Além disso, usaremos a seguinte
notação y−φ = (y−1)φ.
Lema 2.1.2. Seja φ um automorfismo coprimo de um grupo finito G. Se N é um
subgrupo normal φ-invariante de G contido em Gφ, então [G, φ] centraliza N.
Demonstração. Sejam x ∈ N e y ∈ G. Note que os elementos x e xy
pertencem a Gφ, logo temos x
y = (xy)φ = xy
φ
. Isto implica que x = xyy
−φ
. Assim,
como os elementos da forma yy−φ geram [G, φ], o lema está provado. 
É conhecido e trataremos na próxima seção, que se G é um grupo finito de
ordem ı́mpar e φ é um automorfismo involutório de G, então G = G−φGφ. Uma
pergunta de interesse próprio que surgiu ao longo do nosso estudo foi a seguinte:
a igualdade G = G−φGφ vale para qualquer automorfismo coprimo φ? Veremos
que em geral esta igualdade pode falhar. No entanto, percebemos que a igualdade
G = G−φGφ vale quando o grupo em questão é nilpotente. Este fato foi muito
relevante nas nossas investigações e será usado para provar os Teoremas C e D.
Portanto, vamos agora nos concentrar em demonstrar este fato, além de exibirmos
um contra-exemplo de quando a igualdade não se verifica.
O próximo lema nos fornece uma caracterização muito útil de quando a igual-
dade G = G−φGφ vale.
Lema 2.1.3. Seja φ um automorfismo coprimo de um grupo finito G. Então,
G = G−φGφ se, e somente se, nenhum elemento não trivial de G−φ possui conju-
gados em Gφ.
Demonstração. Assumamos que G = G−φGφ. Como |G| = |G−φ||Gφ|, segue
que cada elemento x ∈ G pode ser escrito unicamente na forma x = gh, com
g ∈ G−φ e h ∈ Gφ. Agora, suponhamos que existem elementos 1 6= a ∈ Gφ e













Note que existem pelo menos duas maneiras de escrever o elemento x = cφ
−1
b−1bφc−1
na forma x = gh com g ∈ G−φ e h ∈ Gφ. De fato, por um lado, em (2.1.2), faça
g = cφ
−1
c−1 e h = a. Observe que g ∈ G−φ, pois fazendo y = (c−1)φ
−1 ∈ G tem-se
yφ = c−1. Dáı, g = y−1yφ ∈ G−φ e claramente h = a ∈ Gφ. Por outro lado,
em (2.1.2), faça g1 = c
φ−1b−1bφc−1 e h1 = 1. Note que g1 ∈ G−φ, pois fazendo
y = b(c−1)φ
−1 ∈ G tem-se yφ = bφc−1. Dáı, g1 = y−1yφ ∈ G−φ e h1 = 1 ∈ Gφ.
Assim, obtemos que existem duas maneiras de escrever o elemento x, o que é uma
contradição. Portanto, conclúımos que nenhum elemento não trivial de G−φ tem
conjugados em Gφ.
Agora, assumamos que nenhum elemento não trivial de G−φ possui conjugados
em Gφ. Queremos provar que G = G−φGφ. Suponhamos que isto seja falso.
Como |G| = |G−φ||Gφ|, temos gh = g1h1 para algum par distinto de elementos
g, g1 ∈ G−φ e h, h1 ∈ Gφ. Em particular, segue que existem elementos x, y ∈ G e




Além disso, note que yx−1xφy−φ ∈ G−φ é não trivial e possui um conjugado em
Gφ. Isto é uma contradição com a hipótese. Portanto, conclúımos que G = G−φGφ
e o lema segue. 
O próximo exemplo mostra que em geralG 6= G−φGφ. O mesmo foi comunicado
a P. Shumyatsky por G. Glauberman.
Exemplo 2.1.4. Sejam K o corpo com 53 elementos e φ o automorfismo de ordem
3 de K que leva cada x ∈ K em x5. Denotemos por A = (K,+) o grupo aditivo
de K e por B = (K \ {0}, ·) o grupo multiplicativo de K. Seja G = AB o produto
semi-direto natural de A por B. Temos que B age transitivamente em A \ {0} e
claramente φ induz um automorfismo coprimo em G. Observe que
Aφ = {a ∈ A | a4 = 1} ∪ {0}
é um subgrupo próprio de A e A−φ = {−a+ a5 | a ∈ A} 6= 0. Assim, como B age
transitivamente em A \ {0} segue que todos os elementos não triviais de A−φ são
conjugados em G com alguns elementos em Aφ. Desta forma, aplicando o Lema
2.1.3, obtemos que G 6= G−φGφ.
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Observe que o grupo G no exemplo anterior não é nilpotente. Assim, o seguinte
lema mostra que nenhum exemplo deste tipo pode ser encontrado entre grupos
nilpotentes.
Lema 2.1.5. Seja φ um automorfismo coprimo de um grupo nilpotente finito G.
Então, qualquer elemento x ∈ G pode ser escrito unicamente na forma x = gh,
onde g ∈ G−φ e h ∈ Gφ.
Demonstração. Suponhamos que G seja um contra-exemplo de ordem mı́ni-
ma posśıvel de que o lema não vale. Então, pelo Lema 2.1.3, podemos escolher
elementos x, g ∈ G e 1 6= h ∈ Gφ tal que
(x−1xφ)g = h. (2.1.3)
Note que, por hipótese de indução, G/Z(G) não é um contra-exemplo do lema,
uma vez que 1 6= |G/Z(G)| < |G|. Então, o resultado vale para G/Z(G). Agora,
considerando o epimorfismo canônico de G em G/Z(G), tem-se
(x−1xφZ(G))gZ(G) = hZ(G).
Isto implica que h ∈ Z(G). De fato, se h 6∈ Z(G) teŕıamos
(x−1xφZ(G))gZ(G) = hZ(G) 6= Z(G).
o que não ocorre, pois em G/Z(G), o Lema 2.1.3 vale, logo h ∈ Z(G). Assim, segue




(φ−1)x = hφ−1. (2.1.4)
Observe que a ordem do elemento (φ−1)x é n, onde n é a ordem de φ. E como
h ∈ Gφ, temos que a ordem do elemento hφ−1 é |h|n 6= n. O que é uma contradição
com (2.1.4). Portanto, o resultado vale para G. 
Utilizando o lema anterior, obtemos o seguinte resultado que será usado pos-
teriormente.
Lema 2.1.6. Seja G um grupo finito nilpotente admitindo um automorfismo co-
primo φ. Se K é um subgrupo φ-invariante de G gerado por um subconjunto S de
G−φ, então K = [K,φ].
Demonstração. Claramente, temos [K,φ] ≤ K. Assim, precisamos provar
que K ≤ [K,φ]. Para isto, note que como K = 〈S〉 com S ⊆ G−φ, é suficiente
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mostrar que s ∈ [K,φ] para todo s ∈ S. De fato, seja s ∈ S. Uma vez que K é
φ-invariante, segue pelo Lema 2.1.5, que s = xy com x ∈ Kφ e y ∈ K−φ. Agora,
pela unicidade de s, obtemos que s = y ∈ K−φ. Logo, s ∈ [K,φ]. Portanto,
K = [K,φ]. 
O próximo teorema é devido a A. Mann. Sua demonstração pode ser encontrada
em [22].
Teorema 2.1.7 (A. Mann). Seja G um grupo tal que G/Z(G) é localmente finito
e tem expoente e. Então, G′ é localmente finito e possui expoente finito que é
e-limitado.
A proposição a seguir será bastante utilizada nos caṕıtulos subsequentes.
Proposição 2.1.8. Seja G um grupo finito admitindo um automorfismo coprimo
φ e assuma que G é solúvel com comprimento derivado d. Suponha que G = [G, φ]
e xe = 1 para cada x ∈ G−φ. Então, G possui expoente (d, e)-limitado.
Demonstração. A prova será feita por indução em d. Se d = 1, o resultado
é óbvio, então assumamos que d ≥ 2. Seja M = G(d−1) o último termo não tri-
vial da série derivada de G. Como o comprimento derivado de G/M é menor do
que d, segue por hipótese de indução, que o expoente de G/M é (d, e)-limitado.
Agora, pelo Lema 2.1.5, tem-se M = M−φMφ. Além disso, como M é abeliano
e (M−φ)
e = 1, deduzimos que M e ≤ Mφ. Aplicando o Lema 2.1.2, resulta em
M e ≤ Z(G). Consequentemente, o expoente de G/Z(G) é (d, e)-limitado. O
Teorema de Mann 2.1.7 garante que G′ possui expoente (d, e)-limitado. Isto im-
plica que M também possui expoente (d, e)-limitado. Portanto, conclúımos que o
expoente de G é (d, e)-limitado, como queŕıamos. 
2.2. Automorfismos Involutórios
O próximo lema é uma coleção de fatos conhecidos sobre automorfismos invo-
lutórios.
Lema 2.2.1. Seja G um grupo finito de ordem ı́mpar admitindo um automorfismo
involutório φ. As seguintes afirmações valem.
(i) G = GφG−φ = G−φGφ e cada elemento x ∈ G pode ser escrito unicamente na
forma x = gh, onde g ∈ G−φ e h ∈ Gφ;
(ii) Se N é um subgrupo normal φ-invariante de G, então
(G/N)−φ = {xN | x ∈ G−φ};
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(iii) Se N é um subgrupo normal φ-invariante de G tal que N = N−φ ou N = Nφ,
então [G, φ] centraliza N ;
(iv) O fecho normal de Gφ contém G
′;
(v) Gφ normaliza o conjunto G−φ.
Demonstração. (i) Primeiramente, note que se y = x−1xφ ∈ G−φ, então
yφ = (x−1xφ)φ = (xφ)−1x = y−1, (2.2.1)
pois φ tem ordem dois. Agora, consideremos {xi | 1 ≤ i ≤ n} um conjunto
completo de representantes de classes laterais à direita de Gφ em G e o conjunto
I = {yi = x−1i x
φ
i | 1 ≤ i ≤ n}. Claramente, temos que yi ∈ G−φ para todo
i ∈ {1, . . . , n}. Desejamos provar que I é também um conjunto completo de
representantes de classes laterais à direita de Gφ em G. De fato, suponhamos por
absurdo que isto não ocorre, então temos yj = zyi para algum z ∈ Gφ e i 6= j.
Aplicando φ na última igualdade e usando (2.2.1), resulta em y−1j = zy
−1
i . Isto
implica que yj = yiz
−1. Assim, zyi = yiz
−1. Dáı, tem-se zyi = z−1. Com isto,
deduzimos que zy
2
i = z. Logo, y2i centraliza z. Agora, uma vez que |G| é ı́mpar
segue que yi centraliza z. Então, temos z
yi = z = z−1, e consequentemente,
z = z−1. Além disso, como a ordem de z é ı́mpar, resulta em z = 1. Assim,















Dáı, conclúımos que xix
−1
j ∈ Gφ. Então xi e xj determinam a mesma classe lateral
à direita de Gφ em G, o qual é um absurdo, pois i 6= j. Portanto, I é um conjunto
completo de representantes de classes laterais à direita de Gφ em G, como desejado.
Agora, vejamos que I = G−φ. Com efeito, já sabemos que I ⊆ G−φ, resta
mostrarmos que G−φ ⊆ I. Para isto, suponhamos que u = zyi ∈ G−φ para algum
z ∈ Gφ e algum i ∈ {1, . . . , n}. Então, por (2.2.1), tem-se
u−1 = uφ = (zyi)
φ = zy−1i ,
de onde obtemos que zyi = z−1. Assim, procedendo da mesma maneira que fizemos
no parágrafo anterior, vamos concluir que z = 1. Logo, u = yi ∈ I. Portanto,
I = G−φ que implica em G = GφG−φ. Por outro lado, utilizando as classes laterais
à esquerda de Gφ em G, obtemos de maneira similar que G = G−φGφ. Desta forma,
temos que G = GφG−φ = G−φGφ.
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Por fim, notemos que Gφ ∩G−φ = 1. De fato, seja x ∈ Gφ ∩G−φ, então
x = xφ = x−1,
e isto implica que x = 1. Logo, Gφ∩G−φ = 1. Portanto, segue deste fato, que todo
elemento x ∈ G se escreve de modo único como x = gh com g ∈ G−φ e h ∈ Gφ e
o item (i) está provado.
(ii) Claramente tem-se {xN | x ∈ G−φ} ⊆ (G/N)−φ. Agora, vejamos que
(G/N)−φ ⊆ {xN | x ∈ G−φ}. Seja xN ∈ (G/N)−φ, então (xN)φ = x−1N .
Nosso objetivo é mostrar que pelo menos um dos elementos de xN está em G−φ.
Com efeito, suponhamos que |N | = t + 1, onde t = 2k para algum k ∈ N. Assim,
xN = {xn0, xn1, . . . , xnt}, onde n0 = 1 e ni ∈ N para todo i ∈ {0, . . . , t}. Então,
temos que x−1N = {(xn0)−1, (xn1)−1, . . . , (xnt)−1}. Agora, como (xN)φ = x−1N ,
podemos pensar, em xN , que φ se comporta como uma permutação dos ı́ndices
dos elementos de N , ou seja, φ(xni) = (xnj)
−1. Desta maneira, por simplicidade,
vamos identificar esta última igualdade por
φ(i) = j,
onde i, j ∈ S = {s ∈ N | 0 ≤ s ≤ t}. Logo, mostrar que xN ∈ {xN | x ∈ G−φ}
equivale a mostrar que φ(i) = i para algum i ∈ S. Com efeito, suponhamos por
absurdo, que φ(i) 6= i para todo i ∈ S. Além disso, observe que a permutação φ
tem a seguinte propriedade: se φ(i) = j, então φ(j) = i, pois como φ possui ordem
dois, tem-se
i = φ2(i) = φ(φ(i)) = φ(j).
Logo, φ(j) = i. Agora, combinando esta propriedade de φ com o fato que o
conjunto S possui tamanho ı́mpar, obtemos uma contradição com a suposição
inicial. Portanto, conclúımos que φ(i) = i para algum i ∈ S, como queŕıamos e o
resultado do item (ii) segue.
(iii) Se N = Nφ, então N ≤ Gφ e o resultado segue do Lema 2.1.2. Agora,
suponhamos que N = N−φ. Sejam x ∈ N e g ∈ G, temos que xg ∈ N−φ, logo
(xg)φ = (xg)−1. Por outro lado, como x ∈ N−φ, tem-se (xg)φ = (x−1)g
φ
. Dáı,
obtemos (x−1)g = (x−1)g
φ
. E isto implica que x−1 = (x−1)gg
−φ
. Assim, como os
elementos da forma gg−φ geram [G, φ] e a igualdade anterior vale para todo x ∈ N ,
conclúımos que N ≤ Z([G, φ]).




o fecho normal de Gφ em G. Vamos mostrar que G/N é
abeliano. De fato, pelo item (i), deste lema, tem-se
G/N = (G/N)φ(G/N)−φ
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e
G = G−φGφ = [G, φ]N.
Agora, pelo Lema 2.1.1, item (i), obtemos
(G/N)φ = GφN/N = N/N.
E isto implica que G/N = (G/N)−φ. Assim, usando o item (iii), deste lema,
resulta que
G/N ≤ Z([G, φ]N/N) = Z(G/N).
Portanto, conclúımos que G/N é abeliano.
(v) Mostraremos que xg ∈ G−φ para todo g ∈ Gφ e todo x ∈ G−φ. Com efeito,
sejam x = y−1yφ ∈ G−φ e g ∈ Gφ, então
xg = g−1y−1yφgφ = (yg)−1(yg)φ.
Assim, xg ∈ G−φ. Portanto, temos que Gφ normaliza G−φ. 
3
Ferramentas Lie-teóricas
O problema restrito de Burnside foi proposto nos anos 30 do século XX e tem
a seguinte pergunta:
É verdade que todo grupo finito m-gerado e de expoente n tem sua ordem limi-
tada por uma função que depende apenas de m e n?
A partir de 1956, vários matemáticos como P. Hall, G. Higman, A. I. Kostrikin,
W. Magnus e I. N. Sanov deram soluções parciais para o problema. Mas, foi so-
mente, em 1989, que E. Zelmanov obteve uma solução completa para o conhecido
problema. Seu trabalho foi tão reconhecido pela comunidade cient́ıfica da época
que em 1994 foi premiado com Medalha Fields. Para mais detalhes sobre o assunto
veja [37] e [38].
Em [39], Zelmanov provou a solução positiva para o problema restrito de
Burnside a partir do seguinte teorema.
Teorema 3.0.1. Seja L uma álgebra de Lie gerada por a1, . . . , am. Suponha que L
satisfaz uma identidade polinomial e cada comutador em a1, . . . , am é ad-nilpotente.
Então, L é nilpotente.
Uma prova detalhada do teorema acima foi publicada recentemente em [40].
A partir deste teorema e de ferramentas Lie-teóricas desenvolvidas por Zelmanov
para resolver o famoso problema, foram obtidos vários resultados relevantes em
teoria de grupos. Atualmente, muitos matemáticos utilizam estas ferramentas em
suas investigações.
A prova do nosso Teorema C depende fortemente dessas técnicas. Portanto,
este caṕıtulo tem por objetivo descrever algumas dessas ferramentas Lie-teóricas
que foram necessárias para demonstração do mesmo. As principais referências
utilizadas neste caṕıtulo foram [11], [13] e [30].
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3.1. Álgebras de Lie
Nesta seção, veremos a definição de álgebra de Lie, objeto central deste caṕıtulo
e daremos alguns exemplos da mesma. Além disso, definiremos algumas estruturas
e conceitos que valem nessa álgebra, como por exemplo, o conceito de nilpotência
que é semelhante ao que se conhece em teoria de grupos.
Sejam R um anel comutativo com unidade e L um R-módulo (à esquerda).
Consideremos que L esteja munido da seguinte operação binária
L× L −→ L
(x, y) 7−→ [x, y]
chamamos esta operação de comutador de Lie ou produto de Lie.
Definição 3.1.1. Dizemos que L é uma R-álgebra de Lie ou uma álgebra de Lie
sobre R se as seguintes propriedades são satisfeitas para quaisquer x, y, z ∈ L e
r, s ∈ R:
(i) [x, x] = 0 (anticomutatividade);
(ii) [rx+ sy, z] = r[x, z] + s[y, z];
(iii) [x, ry + sz] = r[x, y] + s[x, z];
(iv) [[x, y], z] + [[y, z], x] + [[z, x], y] = 0 (Identidade de Jacobi).
Seja L uma álgebra de Lie sobre R. Note que L não é associativa, pois vale a
Identidade de Jacobi. E não possui unidade, uma vez que temos a anticomutati-
vidade.
Se R = Z, então uma Z-álgebra de Lie é dita um anel de Lie.
Se considerarmos R3 munido com a adição usual e o produto de Lie como sendo
o produto vetorial é fácil mostrar que R3 é uma álgebra de Lie sobre R.
Uma R-álgebra associativa A sempre pode ser vista como uma R-álgebra de
Lie. Com efeito, basta definir o produto de Lie por [x, y] = xy − yx para todos
x, y ∈ A.
Ao longo deste caṕıtulo, a menos que se diga o contrário, R será um corpo e L
uma R-álgebra de Lie.
Sejam k e n inteiros positivos e x, y, x1, x2, . . . , xk elementos de L. Definimos
indutivamente
[x1] = x1; [x1, x2, . . . , xk] = [[x1, x2, . . . , xk−1], xk]
e
[x, 0y] = x; [x, ny] = [[x, n−1y], y].
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Um elemento a ∈ L é dito ser ad-nilpotente se existe um inteiro positivo n tal
que [x, na] = 0 para todo x ∈ L. Se n é o menor inteiro com esta propriedade,
então dizemos que a é ad-nilpotente de ı́ndice n.
SejaX ⊆ L. Definimos um comutador em elementos deX como sendo qualquer
elemento de L que pode ser obtido como um produto de Lie nos elementos de
X com algum sistema de colchetes de Lie. Um R-submódulo gerado por X é o
conjunto de todas as R-combinações lineares de elementos de X e o denotaremos
por + 〈X〉.
Sejam U e V subconjuntos de L, definimos o comutador de Lie de U e V ,
denotado por [U, V ], da seguinte forma
[U, V ] = + 〈[u, v] | u ∈ U, v ∈ V 〉 .
De um modo geral, se U1, U2, . . . , Un são subconjuntos de L definimos o comu-
tador de Lie de U1, U2, . . . , Un, denotado por [U1, U2, . . . , Un], como
[U1, U2, . . . , Un] = [[U1, U2, . . . , Un−1], Un] = + 〈[u1, u2, . . . , un] | ui ∈ Ui〉 .
Dizemos que M ⊆ L é uma R-subálgebra de Lie se M é um R-submódulo tal
que [M,M ] ≤M . Um ideal I de L é um R-submódulo tal que [I, L] ≤ I.
Não é dif́ıcil ver que se U e V são ideias, então [U, V ] é também um ideal.
Uma R-subálgebra de Lie gerada por um conjunto X ⊆ L é definida como sendo
todas as R-combinações lineares de todos os comutadores de Lie nos elementos de
X. Vamos denotá-la por 〈X〉.
Dadas duas R-álgebras de Lie L1 e L2, um homomorfismo de R-álgebras de Lie
ou um R-homomorfismo é uma aplicação φ : L1 −→ L2 tal que φ é um homomor-
fismo de R-módulos e [x, y]φ = [xφ, yφ] para todos x, y ∈ L1. Um automorfismo de
L é uma aplicação φ : L −→ L que é um R-homomorfismo e bijetora.
Assim como em teoria de grupos, define-se de modo análogo, em teoria de Lie,
algumas séries importantes para o estudo de álgebras nilpotentes.
Em L, definimos indutivamente, os seguintes ideais: γ1(L) = L e para n ≥ 2
tem-se γn(L) = [γn−1(L), L].
Desta maneira, temos a seguinte série central inferior de L
L = γ1(L) ≥ γ2(L) ≥ · · · ≥ γi(L) ≥ · · ·
Dizemos que L é nilpotente se existe um inteiro positivo c tal que γc+1(L) = 0.
O menor inteiro c com esta propriedade é chamado de classe de nilpotência de L.
De modo semelhante à teoria de grupos, podemos também definir álgebras de Lie
solúveis.
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3.2. Identidades Polinomiais em Álgebras de Lie
Nesta seção, veremos o que significa uma álgebra ser PI e vamos enunciar vários
resultados clássicos envolvendo identidades polinomiais em álgebras de Lie que
serão usados posteriormente. As demonstrações desses resultados serão omitidas,
pois fogem do objetivo deste trabalho.
Denotemos por F a álgebra de Lie livre sobre R nos geradores x1, x2, . . .. Seja
f = f(x1, x2, . . . , xn) um elemento não nulo de F . A álgebra L satisfaz a identidade
f ≡ 0 se f(a1, a2, . . . , an) = 0 para quaisquer a1, a2, . . . , an ∈ L. Neste caso,
dizemos que L é PI.
Usando o Teorema 3.0.1 e alguns argumentos universais, o próximo teorema
pode ser deduzido. Para mais detalhes veja [15].
Teorema 3.2.1. Seja L uma álgebra de Lie sobre um corpo R gerada por a1, a2, . . . ,
am. Suponha que L satisfaz uma identidade f ≡ 0 e que cada comutador nos gera-
dores a1, a2, . . . , am é ad-nilpotente de ı́ndice no máximo n. Então, L é nilpotente
de classe (f,m, n,R)-limitada.
Antes de apresentarmos o próximo teorema, precisamos introduzir a seguinte
definição.
Seja L uma álgebra de Lie sobre um corpo R. Suponha que um grupo finito
A age em L por automorfismos. Definimos a subálgebra formada pelos elementos
fixos, denotada por CL(A), como
CL(A) = {l ∈ L | la = l para todo a ∈ A \ {1}}.
O resultado a seguir nos fornece um importante critério para uma álgebra de
Lie ser PI.
Teorema 3.2.2. Seja L uma álgebra de Lie sobre um corpo R. Suponha que
um grupo finito A age em L por automorfismos de tal maneira que CL(A) é PI.
Assuma, além disso, que a caracteŕıstica de R é 0 ou prima com a ordem de A.
Então, L é PI.
Em [1], Bahturin e Zaicev provaram este teorema para grupos solúveis A. Em
[19], Linchenko estendeu para o caso geral. O seguinte resultado foi deduzido em
[29].
Corolário 3.2.3. Seja F a álgebra de Lie livre de posto enumerável sobre R.
Denote por F ∗ o conjunto dos elementos não nulos de F . Para qualquer grupo
finito A existe uma aplicação
θ : F ∗ −→ F ∗
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tal que se L e A são como no Teorema 3.2.2, e se CL(A) satisfaz uma identidade
f ≡ 0, então L satisfaz a identidade θ(f) ≡ 0.
Para poder usar o Teorema 3.2.1 precisamos de uma ferramenta que nos per-
mita deduzir que certos elementos de L são ad-nilpotentes. Neste contexto, o
seguinte lema provado em [15] é bastante útil.
Lema 3.2.4. Suponha que L é uma álgebra de Lie, K uma subálgebra de L gerada
por r elementos h1, . . . , hr tal que todos os comutadores nos hi são ad-nilpotentes
em L de ı́ndice t. Se K é nilpotente de classe c, então para algum número (c, r, t)-
limitado u temos [L,K, . . . ,K︸ ︷︷ ︸
u
] = 0.
3.3. Automorfismos de Álgebras de Lie
Nesta seção, veremos que a partir de uma álgebra de Lie é posśıvel obter uma
outra álgebra de Lie sobre um corpo que é a extensão do corpo base e, além
disso, mostraremos algumas propriedades que essas álgebras possuem. Este tipo
de construção será utilizada dentro da demonstração do Teorema C.
Sejam R um corpo, L um R-álgebra de Lie, ω uma raiz n-ésima primitiva
da unidade e R[ω] a menor extensão de R que contém ω. Como L e R[ω] são
R-módulos, podemos definir o produto tensorial L = L⊗R R[ω]. Para simplificar
a notação, vamos denotá-lo apenas por L ⊗ R[ω]. Definindo em L ⊗ R[ω] as
seguintes operações
α(l ⊗ β) = l ⊗ αβ
e
[l1 ⊗ α, l2 ⊗ β] = [l1, l2]⊗ αβ,
para todos α, β ∈ R[ω] e l, l1, l2 ∈ L e estendendo de forma linear para todo L,
temos que L admite uma estrutura de R[ω]-álgebra de Lie. Note que L pode ser
imersa em L, basta considerarmos a aplicação definida por l 7−→ l⊗1. Não é dif́ıcil
ver que L e L possuem estruturas semelhantes, por exemplo, se L é nilpotente,
então L é nilpotente com mesma classe de nilpotência.
Seja φ um automorfismo de L de ordem n. A partir de φ podemos definir um
automorfismo φ de L por φ = φ⊗ 1, isto é,
(l ⊗ α)φ = lφ ⊗ α,
para todo l ⊗ α ∈ L. Faremos um abuso de notação e denotaremos φ apenas por
φ.
3.3. AUTOMORFISMOS DE ÁLGEBRAS DE LIE 35
Considere φ um automorfismo de L de ordem n. Para cada i ∈ {0, . . . , n− 1},
definimos o subconjunto
iL = {l ∈ L | lφ = ωil}.
Dizemos que iL é o autoespaço associado ao autovalor ωi. Claramente, iL é
um submódulo de L para cada i. Note que 0L é exatamente CL(φ).
Para cada k ∈ Z, denotamos por kL o submódulo de L dado por {kl | l ∈ L}.
Dizemos que uma álgebra de Lie L não tem k-torção se para qualquer l ∈ L a
igualdade kl = 0 implica que l = 0.
A importância dos submódulos iL será expressada nos próximos lemas.
Lema 3.3.1. Consideremos L e iL como antes e suponha que n é a ordem do
automorfismo φ. Então,
(i) a seguinte inclusão vale
nL ⊆ 0L+ 1L+ · · ·+ n−1L;
(ii) se l0+l1+· · ·+ln−1 = 0, onde li ∈ iL, então nli = 0 para todo i = 0, 1, . . . , n−1;
(iii) se L não tem n-torção, então a soma 0L+ 1L+ · · ·+ n−1L é direta.
Demonstração. (i) Seja φ um automorfismo de L, para cada l ∈ L e cada































onde r = s+ 1. Logo, il ∈ iL. Assim, obtém-se
n−1∑
i=0
il ∈ 0L+ 1L+ · · ·+ n−1L. (3.3.1)






















pois, para s = 0, temos
n−1∑
i=0
ω0 = n e, para s 6≡ 0 mod n, tem-se
n−1∑
i=0
ωis = 0, uma
vez que



















Como ωs 6= 1, resulta que
n−1∑
i=0
ωis = 0. Então, segue por (3.3.1) e (3.3.2) que
nl ∈ 0L + 1L + · · · + n−1L. Portanto, conclúımos que nL ⊆ 0L + 1L + · · · + n−1L.
(ii) Aplicando o automorfismo φk, com k = 0, 1, . . . , n − 1, em
n−1∑
i=0
li = 0, onde
li ∈ iL, obtemos as seguintes n equações
l0 + l1 + · · · + ln−1 = 0
l0 + ωl1 + · · · + ωn−1ln−1 = 0
l0 + ω
2l1 + · · · + ω2(n−1)ln−1 = 0
: : · · · :
l0 + ω
n−1l1 + · · · + ω(n−1)(n−1)ln−1 = 0
A fim de mostrarmos que nli = 0, para algum i, multiplicamos cada uma dessas
equações por uma potência apropriada de ω com o objetivo de tornar o coeficiente
de li igual a 1 e então, somamos todas as n equações. Note que ao somarmos estas











ω(j−i)k, o qual sabemos, pela demonstração do item anterior, ser igual
a 0. Com isto, deduzimos que nli = 0 e o resultado segue.
(iii) Suponhamos que
l0 + l1 + · · ·+ ln−1 = l′0 + l′1 + · · ·+ l′n−1,
onde li, l
′
i ∈ iL. Isto implica que
(l0 − l′0) + (l1 − l′1) + · · ·+ (ln−1 − l′n−1) = 0,
com li−l′i ∈ iL. Agora, utilizando o item (ii) deste lema, obtemos que n(li−l′i) = 0
para todo i = 0, 1, . . . , n−1. Como L não tem n-torção, segue que li = l′i para todo
i. Assim, qualquer elemento l de 0L + 1L + · · · + n−1L se escreve de modo único.
Portanto, temos que a soma 0L+ 1L+ · · ·+ n−1L é direta, como queŕıamos. 
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O próximo lema nos diz em que condição podemos decompor L em termos dos
autoespaços iL.
Lema 3.3.2. Suponha que L é uma álgebra de Lie finita e n ≥ 1 um número





Demonstração. Primeiramente, vejamos que L não tem n-torção. De fato,
suponhamos o contrário, então existe l ∈ L com l 6= 0 tal que nl = 0. Isto implica
que a ordem de l divide n e como (n, |L|) = 1, deduzimos que l = 0, o que é uma
contradição com a nossa suposição. Portanto, L não tem n-torção. Agora, usando
o Lema 3.3.1, item (iii), e a Observação 1.1.3, segue que
L = nL ⊆ 0L⊕ 1L⊕ · · · ⊕ n−1L.






O lema a seguir nos diz que se x, y ∈ L são autovetores para φ, então [x, y]
também é um autovetor para φ.
Lema 3.3.3. Para quaisquer i e j, temos
[iL, jL] ≤ i+jL,
onde i + j é calculado módulo n. Em particular, 0L + 1L + · · · + n−1L é uma
subálgebra φ-invariante de L.
Demonstração. De fato, sejam a ∈ iL e b ∈ jL, então
[a, b]φ = [aφ, bφ] = [ωia, ωjb] = ωi+j[a, b].
Então, [a, b] ∈ i+jL. Logo, [iL, jL] ≤ i+jL. Façamos H = 0L + 1L + · · · + n−1L.




















Portanto, segue que H é uma subálgebra φ-invariante de L. 
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Um fato geral que usaremos dentro da prova do Teorema C é a seguinte ob-
servação.
Observação 3.3.4. Se f ≡ 0 é uma identidade multilinear em L, então f é
também uma identidade em L.
3.4. Álgebra de Lie Associada a um Grupo
Nesta seção, vamos descrever a construção que associa uma álgebra de Lie
L∗(G) a qualquer grupo G a partir de uma Np-série e também veremos alguns
resultados que mostram a relação entre G e L∗(G). Ao longo desta e da próxima
seção, p denotará um número primo.
Primeiramente, precisamos definir uma série importante para o nosso estudo,
a chamada Np-série.
Uma N -série de um grupo G é uma série de subgrupos
G = G1 ≥ G2 ≥ · · · (∗)
tal que [Gi, Gj] ≤ Gi+j para todos i, j.
Claramente, qualquer N -série é central. Uma N -série é chamada Np-série se
Gpi ≤ Gpi para todo i.
Lazard generalizou construções descobertas por Magnus em [21] e Zassenhaus
em [36], e observou em [18] que o anel de Lie L∗(G) pode ser associado a qualquer
N -série (∗) de um grupoG. Ele também descobriu algumas propriedades relevantes
de L∗(G) quando (∗) é uma Np-série. Neste caso, L∗(G) é uma álgebra de Lie sobre
Fp, o corpo com p elementos. Vamos, a partir de agora, nos concentrar neste caso.
Dada uma Np-série, vamos visualizar os quocientes L
∗
i = Gi/Gi+1 como espaços
lineares sobre Fp e seja L∗(G) a soma direta desses espaços. A operação em G
induz uma operação soma em L∗(G), denotada por +, que é definida componente
a componente, isto é, dados xGi+1, yGi+1 ∈ Gi/Gi+1 definimos
xGi+1 + yGi+1 = xyGi+1.
E a comutação em G induz uma operação binária em L∗(G), denotada por [, ], da
seguinte forma: para elementos homogêneos xGi+1 ∈ L∗i e yGj+1 ∈ L∗j definimos
[xGi+1, yGj+1] = [x, y]Gi+j+1 ∈ L∗i+j,
e estendemos a operação para elementos arbitrários de L∗(G) por linearidade.
Não é dif́ıcil mostrar que estas operações estão bem definidas e que a proposição
a seguir vale.
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Proposição 3.4.1. L∗(G) com as operações + e [, ] torna-se uma álgebra de Lie
sobre Fp.
Agora, vamos nos concentrar na relação entre G e L∗(G). Para qualquer ele-
mento x ∈ Gi \Gi+1 denotamos por x∗ o elemento xGi+1 de L∗(G).
Seja L uma álgebra de Lie. Dizemos que uma aplicação linear δ : L −→ L é
uma derivação de L se temos δ([x, y]) = [x, δ(y)] + [δ(x), y] para todos x, y ∈ L.
Um exemplo de derivação é a seguinte aplicação: fixe um elemento x ∈ L e defina
adx : L −→ L por adx(y) = [x, y]. Pode-se mostrar utilizando a anticomutativi-
dade e a Identidade de Jacobi que adx é uma derivação para qualquer x ∈ L. O
próximo resultado é devido a Lazard e sua prova pode ser encontrada em [18].
Proposição 3.4.2 (Lazard). Para qualquer x ∈ G temos (adx∗)p = ad(xp)∗.
Consequentemente, se x é de ordem finita t, então x∗ é ad-nilpotente de ı́ndice no
máximo t.
Denotemos por Fr o grupo livre nos geradores livres x1, x2, . . . , e escolha um
elemento não trivial µ = µ(x1, x2, . . . , xs) ∈ Fr. Dizemos que um grupo G satisfaz
a identidade µ ≡ 1 se µ(g1, g2, . . . , gs) = 1 para quaisquer g1, g2, . . . , gs ∈ G.
A seguinte proposição é imediata da prova do Teorema 1 do artigo de Wilson e
Zelmanov que se encontra em [35].
Proposição 3.4.3. Seja G um grupo satisfazendo uma identidade de grupo µ ≡ 1.
Então, existe um polinômio de Lie multilinear não nulo f sobre Fp dependendo
somente de p e µ tal que para qualquer Np-série (∗) de G, a álgebra L∗(G) satisfaz
a identidade f ≡ 0.
Em [35], Wilson e Zelmanov descreveram um algoritmo efetivo que permite
escrever f explicitamente para quaisquer p e µ. Mas, para o nosso resultado, não
vamos precisar do mesmo.
A fim de exemplificar, enunciaremos a seguir um caso importante da proposição
anterior. Sua prova pode ser encontrada em [10].
Proposição 3.4.4 (Higman). Sejam n uma potência de um primo p e G um
grupo tal que xn = 1 para todo x ∈ G. Então, para qualquer Np-série (∗), a
álgebra L∗(G) satisfaz a identidade∑
π∈Sn−1
[x0, xπ(1), xπ(2), . . . , xπ(n−1)] = 0.
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3.5. A Série de Zassenhaus
De um modo geral um grupo G possui muitas Np-séries. Assim, existem várias
maneiras de associar a G uma álgebra de Lie L∗(G). Nesta seção, descreveremos
uma Np-série que é de suma importância para aplicações de resultados Lie-teóricos
para a teoria de grupos.
Definição 3.5.1. Seja G um grupo, para todo i ≥ 1, definimos





Os subgrupos Di formam a seguinte série em G
G = D1 ≥ D2 ≥ D3 ≥ · · ·
Se G é um grupo abeliano, então Di = G
pk onde k é o menor inteiro tal que
pk ≥ i. Se G é um p-grupo finito, então D2 = Φ(G). Se G é um grupo de expoente
p, então Di = γi(G) para todo i ≥ 1.
O nosso objetivo agora será mostrar que a série {Di} é uma Np-série. Para
isso, precisamos dos seguintes lemas conhecidos.
Lema 3.5.2. Sejam G um grupo qualquer, x, y ∈ G e p um primo fixado.
(i) Para todo n ≥ 1, temos
(xy)p






(ii) Se H ≤ G tal que x, [x, y] ∈ H, então para todo n ≥ 1, temos
[xp
n
























2 . . . g
pn
pn−1gpn ,
com gi ∈ γi(G) e i = 1, . . . , pn.











n ≤ N . Agora, se i = prj, onde r ≥ 1 e (j, p) = 1, então pn−r divide
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pn





n ≡ (xy)pnmod N.
(ii) Usando o item (i) deste lema, para os elementos x, [x, y] ∈ H, tem-se
(x[x, y])p





































Lema 3.5.3. Seja G um grupo. Se n ≥ 0 e i, j ≥ 1, então
[γi(G)











Observe que qualquer gerador de [γi(G)












onde x, y ∈ γi(G) e z ∈ γj(G). Como N é normal, é suficiente mostrar que
[xp
n
, y] ∈ N para quaisquer x ∈ γi(G) e y ∈ γj(G). Com efeito, sejam x ∈ γi(G) e
y ∈ γj(G) e consideremos H = 〈x, [x, y]〉. Pelo Lema 3.5.2, item (ii), temos
[xp
n
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Utilizando o Lema 1.1.9, deduzimos que γ2(H) ≤ γ2i+j(G). Além disso, como
H ≤ γi(G), podemos mostrar por indução sobre m, que γm(H) ≤ γmi+j(G), para
todo m ≥ 2. Em particular, obtemos γpr(H)p
n−r ≤ γpri+j(G)p
n−r






Além disso, quando r = 0, temos γ2(H)
pn ≤ γi+j(G)p
n ≤ N . Consequentemente,
[x, y]p
n ∈ γi+j(G)p







segue de (3.5.1) que [xp
n
, y]−1[x, y]p
n ∈ N . Isto implica que [xpn , y] ∈ N . Portanto,
conclúımos que [γi(G)
pn , γj(G)] ≤ N , como queŕıamos. 












Demonstração. A prova será feita por indução sobre n. Se n = 2, deduzimos
que γ2(〈x,N〉) = [N, 〈x,N〉]. Uma vez que 〈x,N〉 ≤ γi(G), tem-se
γ2(〈x,N〉) = [N, 〈x,N〉] ≤ [N, γi(G)].
Assim, obtemos o resultado para n = 2. Para n ≥ 2, é fácil ver que
γn(〈x,N〉) ≤ [γn−1(〈x,N〉), γi(G)]. (3.5.2)
Por outro lado, utilizando, para n = 2, a definição de N e para n > 2, a hipótese
de indução e (3.5.2), obtemos
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e o resultado segue. 
Por fim, precisaremos do seguinte lema.
Lema 3.5.5. Seja G um grupo. Se i, j ≥ 1 e h, k ≥ 0, então
[γi(G)
pk , γj(G)
ph ] ≤ Dipk+jph(G).
Demonstração. Sejam x ∈ γi(G), y ∈ γj(G), z = [x, yp
h
] e H = 〈x, z〉. Pelo























Pelo Lema 3.5.3, z ∈ H1. Assim, H ≤ 〈x,H1〉. Além disso, usando o Lema 3.5.4,










Façamos D = Dipk+jph(G). Se m + h − r ≥ k, então pela definição de Di, temos
que γipm+jpr(G)
















ph ] ≤ D, como gostaŕıamos. 
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Agora, estamos prontos para mostrar a próxima proposição.
Proposição 3.5.6. Seja G um grupo qualquer. Então, as seguintes afirmações
valem para todos m,n ≥ 1.
(i) [Dm, Dn] ≤ Dm+n;
(ii) Dpn ≤ Dpn.















ph ] ≤ Dipk+jph ≤ Dm+n,
pois ipk + jph ≥ m+ n. Portanto, [Dm, Dn] ≤ Dm+n.
(ii) Pelo item (i), temos que γp(Dn) ≤ Dpn. Isto implica que Dn/Dpn possui
classe de nilpotência no máximo p − 1. Agora, notemos que qualquer gerador de
Dn/Dpn possui ordem p. De fato, se jp
s ≥ n e x ∈ γj(G), então deduzimos que
(xp
s
)p ∈ Djps+1 ≤ Dpn. Assim, obtemos (Dn/Dpn)p = 1. Portanto, segue que
Dpn ≤ Dpn, como desejado. 
Portanto, da Proposição 3.5.6, conclúımos que a série {Di} é uma Np-série e
é chamada a série central p-dimensional de G. Ela é também conhecida como a
série de Zassenhaus ou a série de Jennings-Lazard-Zassenhaus.
Sabemos que podemos associar a G uma álgebra de Lie DL(G) = ⊕Li sobre
Fp correspondendo a série central p-dimensional de G, onde Li = Di/Di+1. Seja
Lp(G) = 〈L1〉 a subálgebra de DL(G) gerada por L1. O seguinte resultado foi
obtido em [23].
Lema 3.5.7. Suponha que G é um p-grupo finito tal que a álgebra de Lie Lp(G) é
nilpotente de classe c. Então, Dc+1 é powerful.






Lp(G,H) = Lp(G) ∩ L(G,H).
Observação 3.5.8. L(G,H) é uma subálgebra de DL(G). Além disso, L(G,H)
é isomorfa a álgebra de Lie associada a Np-série {Hj} de H.
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Seja φ um automorfismo do grupo G. Então, φ age naturalmente em cada
quociente da série de Zassenhaus de G. Logo, esta ação induz um automorfismo
da álgebra de Lie DL(G). Assim, quando conveniente consideraremos φ como um
automorfismo de DL(G) ou de Lp(G).
Utilizando o Lema 2.1.1, item (i), obtemos o resultado a seguir.
Lema 3.5.9. Se G é um grupo finito e φ é um automorfismo de G tal que
(|G|, |φ|) = 1, então
Lp(G,Gφ) = CLp(G)(φ).
Finalizamos esta seção, com um lema que será muito útil.
Lema 3.5.10. Sejam G um p-grupo finito, H um subgrupo de G e K = L(G,H).
Então, existe um número u dependendo somente da ordem de H tal que
[DL(G), K, . . . ,K︸ ︷︷ ︸
u
] = 0.
Demonstração. Se x ∈ H, então a ordem de x é no máximo |H|. Por outro
lado, a Proposição de Lazard 3.4.2, mostra que o elemento correspondente x∗ é
ad-nilpotente em DL(G) de ı́ndice no máximo |H|. Além disso, observe que a
classe de nilpotência de K é no máximo a de H. Deste modo, aplicando o Lema
3.2.4, obtemos o resultado desejado. 
4
Grupos de Ordem Ímpar Admitindo um
Automorfismo Involutório
O objetivo deste caṕıtulo é demonstrar os resultados principais relacionados a
grupos de ordem ı́mpar que admitem um automorfismo involutório. Para comodi-
dade do leitor, vamos repetir o enunciado de cada teorema.
4.1. Prova do Teorema A
Para demonstrarmos o Teorema A, precisamos do lema a seguir.
Lema 4.1.1. Seja G um grupo finito de ordem ı́mpar admitindo um automorfismo
involutório φ tal que G = [G, φ]. Se S é o conjunto dos elementos h ∈ Gφ para os
quais existem x, y ∈ G−φ tais que h ∈ 〈x, y〉, então Gφ = 〈S〉.
Demonstração. Note que S 6= ∅, pois 1 ∈ S. Agora, façamos H = 〈S〉.
Claramente, H ≤ Gφ. Assim, precisamos provar que Gφ ≤ H. Seja h ∈ Gφ. Como
G = [G, φ], podemos escrever
h = g1 · · · gm,
com gi ∈ G−φ. Desejamos provar que h ∈ H. Faremos isto por indução em m.
Se m ≤ 2, obviamente h ∈ H. Assim, assuma que m ≥ 3. Seja K = 〈gm−1, gm〉.
Como K é φ-invariante, temos pelo Lema 2.2.1, item (i), que gm−1gm = g0h0 onde
g0 ∈ K−φ e h0 ∈ Kφ. Evidentemente, Kφ ≤ H e então h0 ∈ H. Desta forma,
h = g1 · · · gm−2g0h0.
Isto implica que
hh−10 = g1 · · · gm−2g0.
Então, por hipótese de indução, segue que hh−10 ∈ H, consequentemente h ∈ H.
Portanto, conclúımos que H = Gφ, como queŕıamos. 
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O teorema a seguir foi demonstrado em [29] (veja também em [30]). Sua prova
está baseada em um resultado Lie-teórico de Zelmanov que se encontra em [40].
Teorema 4.1.2. Sejam e um inteiro positivo e G um grupo finito de ordem ı́mpar
admitindo um automorfismo involutório φ tal que todos os elementos em Gφ∪G−φ
possuem ordem dividindo e. Então, o expoente de G é e-limitado.
Agora, vejamos a prova do Teorema A.
Teorema A. Sejam c, d, e inteiros não negativos e G um grupo finito de ordem
ı́mpar admitindo um automorfismo involutório φ tal que Gφ é nilpotente de classe
c e xe = 1 para cada x ∈ G−φ. Suponha que o subgrupo 〈x, y〉 tem comprimento
derivado no máximo d para todos x, y ∈ G−φ. Então, o expoente de [G, φ] é
(c, d, e)-limitado.
Demonstração. Podemos supor sem perda de generalidade que G = [G, φ].
Em vista do Teorema 4.1.2, é suficiente mostrar que Gφ possui expoente (c, d, e)-
limitado. Para isto, consideremos S o conjunto dos elementos h ∈ Gφ para os
quais existem x, y ∈ G−φ tal que h ∈ 〈x, y〉. Pelo Lema 4.1.1, temos que Gφ = 〈S〉.
Afirmamos que os elementos de S possuem ordem (d, e)-limitada. Com efeito,
seja h ∈ S, então existe K = 〈x, y〉 com x, y ∈ G−φ tal que h ∈ K. Como K
é φ-invariante, temos K = [K,φ]. Agora, uma vez que K possui comprimento
derivado no máximo d e K−φ possui expoente dividindo e, segue da Proposição
2.1.8, que o expoente de K é (d, e)-limitado. Isto implica que a ordem de h é
também (d, e)-limitada. Como h foi tomado arbitrariamente em S, conclúımos
que todo elemento de S possui ordem (d, e)-limitada. Assim, Gφ é um subgrupo
nilpotente de classe c gerado por elementos de ordem (d, e)-limitada. Portanto,
pelo Lema 1.1.26, obtemos que o expoente de Gφ é (c, d, e)-limitado e o resultado
segue. 
4.2. Prova do Teorema B
Iniciemos esta seção com um teorema devido a P. Shumyatsky. Sua prova utiliza
a teoria de p-grupos powerful, onde p é um primo e pode ser encontrada em [28].
O mesmo será usado dentro da demonstração do Teorema B.
Teorema 4.2.1. Seja G um grupo finito de ordem ı́mpar admitindo um automor-
fismo involutório φ tal que r(Gφ) = r. Então, r([G, φ]
′) é r-limitado.
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Lembremos que um grupo G é dito periódico (ou de torsão) se todos os seus
elementos possuem ordem finita. O próximo teorema nos fornece algumas in-
formações a respeito de um subgrupo de um grupo periódico que admite uma
involução. Para os detalhes da prova veja [7].
Teorema 4.2.2. Existe uma função f(m) tal que se G é um grupo periódico con-
tendo uma involução φ com |Gφ| = m, então G contém um subgrupo nilpotente de
classe no máximo dois e ı́ndice menor ou igual a f(m).
A partir dos resultados anteriores, estamos em condições de demonstrar o
Teorema B.
Teorema B. Sejam e, r inteiros não negativos e G um grupo finito de ordem ı́mpar
admitindo um automorfismo involutório φ tal que Gφ tem posto r e x
e = 1 para
cada x ∈ G−φ. Então, o expoente de [G, φ] é (e, r)-limitado.
Demonstração. Sem perda de generalidade, podemos supor que G = [G, φ].
Seja r′ = r(G′). Pelo Teorema 4.2.1, temos que r′ é r-limitado. Segue do Lema
1.1.28, que a altura de Fitting de G′ é também r-limitada. Argumentando por
indução em h(G′) podemos assumir que o expoente de G/F (G′) é (e, r)-limitado.
De fato, se h(G′) = 1, então F (G′) = G′. Assim, segue que o expoente de G/G′
é e. Então, suponhamos que h(G′) ≥ 2. Agora, consideremos o grupo G′/F (G′),
o Lema 1.1.23 afirma que h(G′/F (G′)) < h(G′). Logo, por hipótese de indução,
temos que o expoente de G′/F (G′) é (e, r)-limitado. Além disso, como o expoente
do grupo quociente de G/F (G′) por G′/F (G′) é e, obtemos que G/F (G′) também
possui expoente (e, r)-limitado. Assim, existe um inteiro positivo (e, r)-limitado
f tal que o expoente de G/F (G′) é f e isto implica que Gf ≤ F (G′). Façamos
M = Gf . Sabendo que G/M tem expoente f e que o posto de Gφ é r resulta
que o posto de (G/M)φ é r também e o expoente de (G/M)φ é (e, r)-limitado.
Então, pelo Lema 1.1.29, obtemos que a ordem de (G/M)φ é (e, r)-limitada. O
Teorema 4.2.2 diz que G/M possui um subgrupo H/M de ı́ndice (e, r)-limitado
que é nilpotente de classe no máximo dois. Sem perda de generalidade, podemos
supor que H/M G/M , então o grupo quociente de G/M por H/M é solúvel de
ordem (e, r)-limitada. O Lema 1.1.21 afirma que o comprimento derivado do grupo
quociente de G/M por H/M é também (e, r)-limitado. Por outro lado, como a
classe de nilpotência de H/M é dois, deduzimos que seu comprimento derivado é
no máximo dois. Desta maneira, conclúımos que o comprimento derivado de G/M
é (e, r)-limitado.
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Lembrando que r′ = r(G′) e M ≤ F (G′) segue que M é nilpotente. Assim,
assumamos primeiramente que M é um p-grupo para algum primo p. Seja A
um subgrupo normal abeliano maximal de M . Pelo Teorema 1.1.15, segue que
A = CM(A). Denotemos por B o subgrupo caracteŕıstico minimal de M contendo
A, isto é, B = 〈Aα | α ∈ AutG〉 e como Aα  B para todo α ∈ AutG, obtemos
que B é um produto de no máximo r′ subgrupos da forma Aα. Além disso, por
Aα ser um subgrupo normal abeliano de B para todo α, segue pelo Teorema de
Fitting 1.1.17, que a classe de nilpotência de B é no máximo r′. Seja D o subgrupo
normal minimal de G contendo B−φ, isto é, D = 〈(B−φ)x | x ∈ G〉. Temos que D
é um subgrupo de classe de nilpotência no máximo r′, pois D B e é gerado por
elementos de ordem dividindo e. Então, pelo Lema 1.1.26, o expoente de D é
(e, r)-limitado. Além disso, como o posto de D é no máximo r′, resulta pelo Lema
1.1.29, que a ordem de D é também (e, r)-limitada. Assim, usando o Lema 1.1.12,
segue que existe um número inteiro (e, r)-limitado j tal que D ≤ Zj(M). Note
que φ age trivialmente em B/D, logo B/D = (B/D)φ. Agora, aplicando, o Lema
2.2.1, item (iii), tem-se B/D ≤ Z(G/D). Isto implica que [B,G] ≤ D. Portanto,
B ≤ Zj+1(M). Pois, seja b ∈ B, desejamos provar que b ∈ Zj+1(M). Com efeito,
consideremos o seguinte comutador
[b,m1, . . . ,mj+1] = [[b,m1],m2, . . . ,mj+1],
com mi ∈M arbitrários. Temos que [b,m1] ∈ [B,G] e como [B,G] ≤ D ≤ Zj(M)
obtemos que [b,m1] ∈ Zj(M). Aplicando a Proposição 1.1.6, tem-se
[b,m1,m2, . . . ,mj+1] = 1,
para todo mi ∈M . Logo, b ∈ Zj+1(M). Isto implica que B ≤ CG(γj+1(M)), pois
como B ≤ Zj+1(M), segue do Lema 1.1.22, item (i), que
[B, γj+1(M)] ≤ [Zj+1(M), γj+1(M)] ≤ Zj+1−(j+1)(M) = Z0(M) = 1.
Dáı, [B, γj+1(M)] = 1. Assim, pelo Lema 1.1.2, item (i), tem-se B ≤ CG(γj+1(M)).
Claramente, CM(B) ≤ B, pois A = CM(A) ≤ B e disto segue que γj+1(M) ≤ B.
Agora, vejamos que o comprimento derivado de M é (e, r)-limitado. Com efeito,
sabendo que γj+1(M) ≤ CG(γj+1(M)) resulta que γj+1(M) é abeliano e usando o
Lema 1.1.22, item (ii), obtemos
M (j+1) = [M (j),M (j)] ≤ [γj+1(M), γj+1(M)] = 1.
Assim, M (j+1) = 1. Logo, segue que o comprimento derivado de M é (e, r)-
limitado. Uma vez que o comprimento derivado de G/M é também (e, r)-limitado,
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deduzimos que o comprimento derivado de G é (e, r)-limitado. Portanto, pela
Proposição 2.1.8, conclúımos que o expoente de G é (e, r)-limitado. Então, existe
um inteiro positivo e0 = e0(e, r) tal que o expoente de G divide e0.
Assim, o teorema está provado no caso particular onde M é um p-grupo. Note
que, neste caso, o limitante e0 do expoente de G não depende do primo p. Em
geral, M é o produto direto de seus p-subgrupos de Sylow. Para cada divisor primo
p da ordem de M , considere Op′(M) o p
′-subgrupo normal maximal de M . Temos
que o expoente de G/Op′(M) divide e0 para cada divisor primo p da ordem de
M . Pois, consideremos p um primo que divide a ordem de M . Então, M/Op′(M)
é um p-grupo. Assim, repetindo o mesmo argumento que fizemos no parágrafo
anterior, só que em quocientes, vamos concluir que o comprimento derivado de
M/Op′(M) é (e, r)-limitado. Além disso, como o comprimento derivado do grupo
quociente de G/Op′(M) por M/Op′(M) é (e, r)-limitado, resulta que G/Op′(M)
possui comprimento derivado (e, r)-limitado. Agora, usando a Proposição 2.1.8,
segue que o expoente de G/Op′(M) divide e0 para cada divisor primo p da ordem





p∈π(M)Op′(M) = 1, conclúımos que o expoente de G divide e0 e
o resultado segue como queŕıamos. 
5
Grupos Finitos Admitindo um Automorfismo
Coprimo
Neste caṕıtulo, vamos demonstrar os resultados principais que obtivemos re-
lacionados a grupos finitos que admitem um automorfismo coprimo. Na primeira
seção, veremos os detalhes da prova do Teorema C e para isto utilizamos as ferra-
mentas Lie-teóricas apresentadas no Caṕıtulo 3. Na segunda seção, apresentamos
alguns resultados técnicos que serão utilizados na prova do Teorema D e a demons-
tração do mesmo. Novamente, para comodidade do leitor, repetiremos o enunciado
de cada teorema.
5.1. Prova do Teorema C
Teorema C. Sejam e, n inteiros positivos e G um grupo finito admitindo um
automorfismo coprimo φ de ordem n tal que cada elemento de Gφ ∪G−φ pertence
a um subgrupo φ-invariante de expoente dividindo e. Então, o expoente de G é
(e, n)-limitado.
Demonstração. Pelo Lema 2.1.1, item (iv), temos que φ deixa invariante
algum p-subgrupo de Sylow de G para qualquer divisor primo p da ordem de G.
Assim, é suficiente provar o teorema adicionando a hipótese de que G é um p-grupo.
De fato, suponhamos que o resultado vale para p-grupos finitos. Consideremos
{P1, . . . , Ps} os pi-subgrupos de Sylow φ-invariantes de G. Então, obtemos que o
expoente de Pi é (e, n)-limitado para todo i ∈ {1, . . . , s}. Agora, como o expoente
de G divide o produto dos expoentes de Pi, segue que o expoente de G é também
(e, n)-limitado.
Assim, a partir de agora, G é um p-grupo e e é uma potência de p. Note que
qualquer elemento de G pertence a um subgrupo φ-invariante n-gerado, pois basta
51
5.1. PROVA DO TEOREMA C 52
considerar g ∈ G e 〈g〉〈φ〉 o subgrupo minimal φ-invariante n-gerado de G contendo
g. Então, podemos assumir que G é gerado por no máximo n elementos. Sejam
L = Lp(G) e Li = (Di/Di+1)∩L. Gostaŕıamos de decompor os espaços lineares Li
como somas diretas de autoespaços para φ, mas em geral, isso não é posśıvel, pois
o corpo Fp pode não conter uma raiz n-ésima primitiva da unidade. Para superar
essa dificuldade, estendemos o corpo base Fp. Sejam ω uma raiz n-ésima primitiva
da unidade e o produto tensorial L = L ⊗ Fp[ω]. Sabemos que L é uma álgebra
de Lie sobre Fp[ω] e L é um subconjunto de L. Para qualquer Fp-subespaço S de
L escrevemos S para S ⊗ Fp[ω]. Agora, vejamos que o Fp[ω]-espaço L1 tem uma






onde iL1 = {l ∈ L1 | lφ = ωil} é o autoespaço associado ao autovalor ωi. Assim, a
dimensão de L1 é a soma das dimensões de
iL1. Portanto, existe uma base de L1
consistindo de autovetores para φ. Por outro lado, como G é n-gerado, segue que
a dimensão de L1 é no máximo n. Isto implica que a dimensão de L1 é também
no máximo n, uma vez que as dimensões de L1 e L1 coincidem.









com a′ ∈ Li é o Fp-subespaço minimal φ-invariante de Li com a propriedade que
a ∈ K. Então, como K é φ-invariante e a ∈ K é autovetor, temos que a ∈ Kφ
ou a ∈ [K,φ], logo K = Kφ ou K = [K,φ]. Isto implica que K = Kφ ou
K = [K,φ]. Afirmamos que K é um Fp 〈φ〉-módulo gerado por um único elemento







s | βs ∈ Fp, φs ∈ 〈φ〉
}
e fazendo K = + 〈(a′)〉 o Fp-subespaço de Li, podemos definir a seguinte ação de
Fp 〈φ〉 sobre K da seguinte maneira













Logo, conclúımos que K é um Fp 〈φ〉-módulo gerado por a′. Resta ver que
a′ ∈ Li é um elemento que corresponde a um elemento x de G, onde x ∈ Gφ ou
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x ∈ G−φ. Com efeito, temos que a ∈ CLi(φ) ou a ∈ [Li, φ], pois a ∈ Li é autove-
tor. Por outro lado, sabendo que CLi(φ) = CLi(φ) e [Li, φ] = [Li, φ] obtemos que
a ∈ CLi(φ) = CLi(φ) ⊗ Fp[ω] ou a ∈ [Li, φ] = [Li, φ] ⊗ Fp[ω]. Isto implica que
a′ ∈ CLi(φ) ou a′ ∈ [Li, φ]. Se a′ ∈ CLi(φ), então




Assim, existem x ∈ CDi(φ) e d ∈ Di+1 tal que
a′ = xdDi+1 = xDi+1.
Logo, a′ = xDi+1 com x ∈ Gφ. Se a′ ∈ [Li, φ], então podemos facilmente concluir
que a′ = xDi+1 com x ∈ G−φ. Desta maneira, a afirmação está verificada. Agora,
seja X o subgrupo minimal φ-invariante de G contendo x. Segue que o expoente
de X é um divisor de e. Portanto, pela solução do Problema Restrito de Burnside,
a ordem de X é (e, n)-limitada. Em contrapartida, fazendo K ′ = L(G,X) tem-se
K ≤ K ′ e aplicando o Lema 3.5.10, segue que existe um número (e, n)-limitado u
tal que
[L,K, . . . ,K︸ ︷︷ ︸
u
] ≤ [DL(G), K ′, . . . , K ′︸ ︷︷ ︸
u
] = 0.
Logo, [L,K, . . . ,K︸ ︷︷ ︸
u
] = 0. Claramente, isto implica que [L,K, . . . ,K︸ ︷︷ ︸
u
] = 0. Em
particular, como a ∈ K, obtemos [L, ua] = 0.
Assim, mostramos que um autovetor arbitrário contido em Li é ad-nilpotente
com ı́ndice (e, n)-limitado no máximo u. Logo, se a e b são autovetores contidos em
Li e Lj respectivamente, então pelo Lema 3.3.3, o comutador [a, b] é um autovetor
para φ contido em Li+j. Desta maneira, temos que L é gerado por no máximo
n autovetores para φ, e pela observação anterior, segue que qualquer comutador
nos geradores é ad-nilpotente de ı́ndice no máximo u. Agora, vejamos que CL(φ)
satisfaz certa identidade polinomial multilinear (e, n)-limitada. De fato, tem-se
que Gφ tem expoente dividindo e. Assim, x
e = 1 para todo x ∈ Gφ. Então,
usando a Proposição 3.4.3, aplicada a Gφ e a identidade x
e ≡ 1, tem-se que
existe um polinômio de Lie multilinear não nulo f sobre Fp, dependendo apenas
de p e xe, tal que para qualquer Np-série de Gφ, a álgebra L
∗(Gφ) satisfaz a
identidade f ≡ 0. Assim, como L(G,Gφ) ∼= L∗(Gφ), obtém-se que L(G,Gφ)
também satisfaz uma identidade polinomial. Usando o Lema 3.5.9, resulta que
CL(φ) = Lp(G,Gφ) ≤ L(G,Gφ). Desta forma, conclúımos que CL(φ) satisfaz uma
certa identidade polinomial multilinear (e, n)-limitada. Por outro lado, sabendo
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que CL(φ) = CL(φ) temos, pela Observação 3.3.4, que CL(φ) também satisfaz
uma certa identidade polinomial multilinear (e, n)-limitada. Portanto, o Corolário
3.2.3, implica que L satisfaz uma identidade polinomial (e, n)-limitada. Agora,
segue do Teorema 3.2.1, que L é nilpotente de classe (e, n)-limitada, digamos c.
Isto implica que L é também nilpotente de classe c. O Lema 3.5.7, nos diz que
H = Dc+1 é powerful. Pelo Lema 2.1.5, H = HφH−φ. Em particular, H é gerado
por elementos de ordem dividindo e. Como H é powerful, obtemos pelo Lema 1.2.2,
que o expoente de H divide e. Por fim, vejamos que o expoente de G/H divide
pc. Com efeito, sabemos que H contém Gp
k
onde pk ≥ c + 1. Particularmente,
Gp
c ≤ H. Logo, o expoente do grupo quociente de G/Gpc por H/Gpc divide o
expoente de G/Gp
c
. Isto implica que o expoente de G/H divide pc. Portanto,
conclúımos que o expoente de G é (e, n)-limitado e o resultado está provado. 
Observe que o Teorema 4.1.2 também pode ser visto como um corolário do
Teorema C.
5.2. Prova do Teorema D
A prova do Teorema D exigirá o seguinte resultado que se encontra em [34]
cuja prova usa a classificação de grupos finitos simples.
Teorema 5.2.1. Se um grupo finito G admite um automorfismo coprimo φ tal que
Gφ é nilpotente, então G é solúvel.
O próximo resultado é um célebre teorema, devido a Thompson. Para sua
prova veja [32][veja também [33] para uma pesquisa sobre resultados de natureza
semelhante].
Teorema 5.2.2. Se um grupo solúvel finito G admite um automorfismo coprimo
φ, então h(G) é limitado em termos de h(Gφ) e o número de primos divisores da
ordem de φ, contando multiplicidades.
Para um subconjunto X de um grupo admitindo um automorfismo φ, escreve-
remos 〈X〉〈φ〉 para denotar o subgrupo minimal φ-invariante contendo X.
O lema a seguir será muito útil na prova do Teorema D.
Lema 5.2.3. Seja G um grupo nilpotente finito admitindo um automorfismo co-
primo φ tal que G = [G, φ]. Se S é o conjunto dos elementos h ∈ Gφ para os quais
existem x1, x2 ∈ G−φ tais que h ∈ 〈x1, x2〉〈φ〉, então Gφ = 〈S〉.
Demonstração. Note que S 6= ∅, pois 1 ∈ S. Agora, façamos H = 〈S〉.
Claramente, temos H ≤ Gφ. Assim, precisamos provar que Gφ ≤ H. Seja h ∈ Gφ.
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Como G = [G, φ], podemos escrever h = g1 · · · gm com gi ∈ G−φ. Desejamos provar
que h ∈ H. Isto será mostrado por indução em m. Com efeito, se m ≤ 2, então
obviamente h ∈ H. Assim, assuma que m ≥ 3. Seja K = 〈gm−1, gm〉〈φ〉. Como
K é φ-invariante, temos pelo Lema 2.1.5, que gm−1gm = g0h0, onde g0 ∈ K−φ e
h0 ∈ Kφ. Evidentemente, Kφ ≤ H e então h0 ∈ H. Assim,
h = g1 · · · gm−2g0h0.
Isto implica que
hh−10 = g1 · · · gm−2g0.
Então, por hipótese de indução, segue que hh−10 ∈ H e consequentemente h ∈ H.
Portanto, conclúımos que H = Gφ. 
O próximo lema segue direto de um resultado de Hartley que se encontra em
[8, Lemma 2.6].
Lema 5.2.4. Seja φ um automorfismo coprimo de um grupo finito G. Sejam






Demonstração. Suponhamos que I seja um conjunto com t elementos. Fa-
remos a prova por indução em t. Se t = 1, então o resultado é óbvio. Sejam
t ≥ 2,M = N1N2 · · ·Nt−1 e L = Nt. Aplicando, a hipótese de indução em M ,
obtemos




Agora, considerando o epimorfismo canônico de G em G/M e usando o Lema 2.1.1,
item (i), tem-se
(Nφ ∩ML)M/M ≤ (ML/M)φ = LφM/M.
Logo, Nφ ∩ML ≤ M(Nφ ∩ L). Usando a Lei Modular de Dedekind, Lema 1.1.4,
resulta que
Nφ ∩ML = (Nφ ∩M)(Nφ ∩ L).
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como queŕıamos. 
Estamos agora prontos para provar o Teorema D.
Teorema D. Seja G um grupo finito admitindo um automorfismo coprimo φ de
ordem n tal que Gφ é nilpotente de classe c e x
e = 1 para cada x ∈ G−φ. Suponha
que quaisquer dois elementos de G−φ pertencem a um subgrupo solúvel φ-invariante
de comprimento derivado d. Então, o expoente de [G, φ] é limitado em termos de
c, d, e e n.
Demonstração. Sem perda de generalidade podemos assumir queG = [G, φ].
Pelo Teorema 5.2.1, segue que G é um grupo solúvel. Agora, o Teorema 5.2.2 nos
diz que a altura de Fitting de G é limitada por uma constante dependendo somente
de n. Assim, o teorema será provado por indução em h(G).
Se h(G) = 1, então G é nilpotente. Para arbitrários x1, x2 ∈ G−φ considere
K = 〈x1, x2〉〈φ〉 o subgrupo minimal φ-invariante de G contendo x1 e x2. Temos,
pelo Lema 2.1.6, que K = [K,φ]. Agora, utilizando as hipóteses do teorema e
a Proposição 2.1.8 obtemos que o expoente de K é (d, e)-limitado. Assim, mos-
tramos que qualquer elemento de G−φ está contido em um subgrupo φ-invariante
de expoente (d, e)-limitado. Para usarmos o Teorema C, resta limitar o expoen-
te de Gφ. De fato, pelo Lema 5.2.3, o subgrupo Gφ é gerado pelas interseções
Gφ∩〈x1, x2〉〈φ〉, onde x1 e x2 variam em G−φ. Desejamos mostrar que Gφ é gerado
por elementos de ordem limitada. Com efeito, note que o expoente do subgrupo
ćıclico gerado por h é (d, e)-limitado para todo h ∈ Gφ∩K, uma vez que K possui
expoente (d, e)-limitado. Desta forma, Gφ é gerado por elementos de ordem (d, e)-
limitada e por ser nilpotente de classe c obtemos pelo Lema 1.1.26, que o expoente
de Gφ é (c, d, e)-limitado. Assim, pelo Lema 2.1.5, G = G−φGφ, então conclúımos
que qualquer elemento de Gφ ∪G−φ está contido em um subgrupo φ-invariante de
expoente (c, d, e)-limitado. Portanto, o Teorema C afirma que o expoente de G é
(c, d, e, n)-limitado, como queŕıamos.





o fecho normal de [F, φ] em G. Afirmamos que h(G/N) ≤ h(G)−1.
De fato, seja h = h(G), então existe uma série normal
F0(G) = 1 ≤ F1(G) = F ≤ F2(G) ≤ · · · ≤ Fh(G) = G,
tal que Fi+1(G)/Fi(G) é nilpotente para todo 0 ≤ i ≤ h− 1. Observe que F/N ≤
Z(G/N), pois φ age trivialmente em F/N e consequentemente F/N ≤ (G/N)φ.
Então, aplicando o Lema 2.1.2, em G/N , conclúımos que F/N ≤ Z(G/N). Isto
implica que F/N ≤ Z(F2(G)/N). Assim, aplicando a Proposição 1.1.8, resulta
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que F2(G)/N é nilpotente. Com isto, obtemos uma série normal em G/N de
comprimento no máximo h− 1 cujos quocientes são nilpotentes. Logo, conclúımos
que h(G/N) ≤ h − 1. Portanto, por hipótese de indução, segue que o expoen-
te de G/N é (c, d, e, n)-limitado. Consequentemente, é suficiente mostrar que o
expoente de N é (c, d, e, n)-limitado. Para isto, note que N = Nφ[F, φ], pois como
[F, φ] = [F, φ, φ] ≤ [N, φ], obtemos [F, φ] = [N, φ]. E sabendo que o teorema
vale para grupos nilpotentes, temos que o expoente de [F, φ] é (c, d, e, n)-limitado.
Desta maneira, pelo Teorema C, precisamos provar que o expoente de Nφ é também
limitado.
Com efeito, sejam x ∈ G e Nx o subgrupo minimal φ-invariante de G contendo
[F, φ]x. Sabendo que o expoente de [F, φ] é (c, d, e, n)-limitado e que Nx é um
produto de no máximo n subgrupos da forma ([F, φ]x)φ
i
, onde cada subgrupo
([F, φ]x)φ
i
normaliza o outro e possui expoente limitado, conclúımos que o expoente
de Nx é também (c, d, e, n)-limitado. Em particular, o expoente de Nx ∩ Gφ é
(c, d, e, n)-limitado. Assim, pelo Lema 5.2.4, aplicado em Nx, obtemos que Nφ é
o produto de subgrupos Nx ∩ Gφ, com x ∈ G. Logo, Nφ é um grupo nilpotente
de classe no máximo c gerado por elementos de ordem (c, d, e, n)-limitada. Então,
pelo Lema 1.1.26, segue que o expoente de Nφ é (c, d, e, n)-limitado. Portanto, o
expoente de N é limitado em termos de c, d, e e n e a prova está completa. 
Note que no caso onde n = 2, sempre temos xφ = x−1 para todo x ∈ G−φ.
Consequentemente, obtém-se que qualquer subgrupo gerado por um subconjunto
de G−φ é φ-invariante. Portanto, conclúımos que o Teorema D é uma extensão do
Teorema A e assim finalizamos os resultados desta tese.
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