Mixtures of coherent states are commonly regarded as classical. Here we show that there is a quantum advantage in discriminating between coherent states in a mixture, implying the presence of quantum properties in the mixture, which are however not captured by commonly used non-classicality measures. We identify a set of desired properties for any non-classicality measure that aims to capture these quantum features, and define the discord potential C D , which we show to satisfy all those properties. We compare the discord potential with recently proposed coherence monotones, and prove that the coherence monotones diverge for classically distinguishable states, thus indicating their failure to quantify non-classicality in this limit. On the technical side, we provide a simple method of calculating the discord as well as other information-theoretic quantities for the (non-Gaussian) output of any input state with positive P-function.
Introduction
It is often not obvious whether a given state of a physical system requires a quantummechanical description, or whether a classical description suffices. Moreover, on closer inspection one realises that a physical system can show distinct quantum features [1] , such as non-positive "probabilities", and correlations that violate Bell's inequality. Hence different measures of "quantumness" have been introduced that each quantifies how much a quantum state exhibits a particular feature [2, 3, 4, 5] . Popular nonclassicality measures include ill-definiteness or negativity of the Glauber-Sudarshan Pfunction [6, 7] , the entanglement potential [8] , and the recently proposed coherence monotones [9, 10] .
An interesting case study are proper mixtures of coherent states, j p j |α j α j |, where p j are positive probabilities, and |α j are coherent states [11] . Because coherent states are commonly thought to be classical, and mixing is also a classical operation, one expects mixtures of coherent states to be classical, too. And indeed their P-function is well defined and positive, and they have zero entanglement potential. However, since any two coherent states are never completely orthogonal there is always an ambiguity in discriminating them from each other. It is well-known that quantum measurements are able to discriminate coherent states in a mixture better than any
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classical measurement [12, 13] , suggesting that mixtures of coherent states do have a "quantumness" that is not quantified by neither the P-function nor the entanglement potential [14, 15] .
In this paper we propose a new measure of non-classicality, the discord potential C D , that captures this feature. In Section 2 we discuss the quantum advantage in state discrimination. In Section 3 we identify the properties that we look for in a non-classicality measure and define the discord potential, which satisfies all the desired properties. In Section 4 we discuss the properties of the discord potential for mixtures of two coherent states. We also show that while two recently proposed coherence monotones diverge even when the quantum advantage in state discrimination disappears, the discord potential correctly goes to zero. A formal proof of the divergence of two coherence monotones is presented in the Appendix (Section 8). We provide a method to calculate entropies and discord potential for any proper mixture of coherent states (including non-Gaussian states) in Section 5, and summarise our results in Section 6.
Quantum advantage in state discrimination
State discrimination is the problem of identifying which of a set of expected states has been received. If the states are orthogonal this is a trivial task, however, if the possible states are non-orthogonal the discrimination will always have an associated error. This error will depend on what measurements are performed on the system, and proving optimal state discrimination is an area of active research [16, 17, 18, 19] . Let us consider the simple example of distinguishing two coherent states |α 0 and |β 0 that occur with probabilities 0 < a < 1 and 1−a, respectively, i.e. the corresponding mixed state is
When the separation d 0 , which is related to the states' overlap d
2 , decreases to zero the two coherent states become identical and the system is not a mixture anymore. For large separations, the two coherent states have less and less overlap and thus become classically distinguishable. But for intermediate separations there will be a non-trivial probability P (a, d 0 ) of identifying a state incorrectly, which will have a maximum for a = 1/2. Interestingly, when discriminating between |α 0 and |β 0 , quantum measurements have an advantage over classical (homodyne) ones. I.e. the optimum measurement produces an error given by the Helstrom bound [12] ,
, which is less than the corresponding error for homodyne measurements [16] ,
, as shown in Fig. 1 . The difference, ∆P , between P Hom and P Hel characterizes the "advantage" of a quantum measurement over the classical one. This advantage is zero for d 0 → 0 and d 0 → ∞, and has a maximum at an intermediate separation. Figure 1 . Probability P of incorrectly discriminating between |α 0 and |β 0 as a function of their separation d 0 = |α 0 − β 0 | and for a = 1/2. Error probability for a homodyne measurement, P Hom (black solid line), optimal error probability given by the Helstrom bound, P Hel (black dashed line), and their difference ∆P = P Hom − P Hel (red solid line).
Discord potential
The advantage ∆P indicates a non-trivial quantum property in the state ρ which we want to capture with a suitable measure of non-classicality. We note that the entanglement potential was constructed as a measure of quantumness that explicitly identifies proper mixtures of coherent states as classical [8] ; i.e. it does not capture this advantage. Here we are looking for a measure C that characterises the non-classicality of any state, with the following properties:
• it is positive-defined,
• it is non-zero for all states that have a non-zero entanglement potential, We define the discord potential C D as a measure of non-classicality of any state ρ as
where D(ρ AB ) is the discord of a two-mode state ρ AB obtained by impinging ρ on a balanced beam splitter (BS), as shown in Fig. 2 . Formally, this output state can be written as
where U BS is the balanced BS unitary and |0 0| is the vacuum state.
The discord D A (σ AB ) of any two-mode state σ AB is a non-symmetrical correlation measure that quantifies the correlation between A and B when a von Neumann measurement {Π A j }, with orthogonal projectors Π A j , is performed on the mode A. It is defined as [20, 21] : where S(σ AB ) is the von Neumann entropy of the global state and S(σ A ) is the entropy of the reduced state σ A of mode A. The last term involves the conditional entropy of the mode B depending on the outcome of the measurement {Π
is the probability for the outcome Π A j to occur. Note, that the discord is defined as the minimum over all possible von Neumann measurements, i.e. sets of projectors on A.
As the BS output states ρ AB are symmetrical by construction,
. C D is also positive-definite by construction since D is positive-definite. Furthermore, since the discord of any entangled state σ AB is non-zero [20, 21] , C D is non-zero for all states with non-zero entanglement potential [8] .
Properties of the discord potential for mixtures of two coherent states.
We are now interested in the discord potential of mixtures of two coherent states ρ 0 for which we need to characterise the two-mode output state. One way to obtain ρ AB is to use well-known relations between the quasi-probability distributions of the input and output of a lossless balanced beam splitter [22] . Specifically, for a one-mode state ρ the P-function is a distribution over a complex amplitude ξ,
where the integration is performed over all coherent states |γ with complex amplitude γ. Then the P-function of the two-mode output state is related to the P-function of the two-mode input state as [11, 7] :
For the input state ρ 0 ⊗ |0 0| the P-function is:
Substituting (7) into (6) gives the output P-function, from which we obtain the output state:
where
The reduced state ρ A of the mode A is then:
with ρ B taking exactly the same form. We are now ready to calculate the discord D(ρ AB ). While calculations in the infinite dimensional Hilbert space can be challenging and are usually limited to Gaussian states [23, 24, 25] , for the particular set of states considered here a straightforward method is discussed in Section 5. The discord of the two-mode output state, D(ρ AB ), and thus the discord potential C D (ρ 0 ) of the input state, shown in Fig. 3 , vanishes for d 0 → 0, d 0 → ∞, a → 0 and a → 1, as we required for our non-classicality measure. Fig. 4a shows the output state discord D(ρ AB ), its entropy S(ρ AB ), its mutual information
, and the "classical" contribution to the mutual information,
, as a function of d = |α − β|, with d directly related to the separation in the input state,
As can be seen from the figure, the discord reaches a maximum for d = /2. This is the distance at which the peaks of the input state Wigner-function is equal to half of the value of the coherent state quadrature uncertainty, which is equivalent to the Rayleigh criterion for peak resolution [26] . Interestingly, for d /8 the quantum discord contribution to I becomes larger than the classical contribution.
Alternative candidates that may satisfy our requirements for a measure of nonclassicality are the coherence monotones [9, 10] , which quantify the coherence of a quantum state with respect to a chosen basis. In quantum information theory quantum coherences have been shown to be a resource for creating non-classical correlations [27, 28] , for enhancing quantum measurement precision [29] and for performing certain quantum computational tasks [30] . Coherences can be quantified by the l 1 norm of coherence
where ρ n,k are the coefficients of the state in a basis {|n }, and the relative entropy of coherence
where ρ diag is the state obtained by removing the non-diagonal elements of ρ in the chosen basis. Choosing the energy basis (i.e. the Fock basis), these measures are plotted in Fig. 4b for the mixture of two coherent states ρ 0 with a = 1/2 and β 0 = −α 0 as a function of separation d 0 . One can see that both, the l 1 norm of coherence and the relative entropy of coherence, increase monotonously with d 0 . Notably they diverge for d 0 → ∞, which contrasts with the properties we require for our non-classicality measure. Indeed, the l 1 norm of coherence has already been shown to diverge for a certain class of states in the infinite-dimensional case [31] . We here prove in the Appendix (Section 8) that actually both measures diverge for the coherent state mixtures. Moreover, both coherence monotones depend not only on the separation between the coherent states in the mixture d 0 , but they also depend on the absolute amplitude of each coherent state |α 0 | and |β 0 |. In contrast, C D (ρ) depends only on d 0 , tends to zero at both small and large values of d 0 , and quantifies the state's non-classicality at intermediate separations, as can be seen in Fig. 4b . Thus the discord potential satisfies all our requirements. In addition, C D does not require to choose a basis, in contrast to the coherence monotones.
Calculating entropies of (non-Gaussian) coherent state mixtures
Coherent states, such as (1), are elements of the infinite dimensional Hilbert space spanned by the Fock basis. At first this makes the direct calculation of the entropies in (4) tricky, as one would need to find the eigenvalues of an infinite matrix. However, these quantities can be obtained by moving to the Hilbert space spanned by the nontrivial pure state elements of the considered mixture and establishing an orthonormal basis in this smaller sub-space. For a general proper mixture of coherent states
with p j > 0, this subspace can be spanned by the |α j for j = 1, . . . , N , the orthonormal basis |u j can be built using the Gram-Schmidt procedure:
In such a basis the only non-zero elements of ρ will be:
This is a finite dimensional matrix of size N × N , where N is the number of pure state elements in Eq. (12) . This finite-dimensional matrix is straightforwardly diagonalized allowing the calculation of the eigenvalues and entropy of the state ρ.
For example, for the reduced state ρ A in Eq. (9) an orthonormal basis in the subspace spanned by |α and |β is:
where k = α|β . In this basis ρ A can be written as:
The eigenvalues and the entropy, S(ρ A ), are now readily calculated. To calculate the entropy of the two-mode state S(ρ AB ) in Eq. (8) one has to introduce an analogous pair of basis vectors for the second mode and then diagonalise a four-dimensional matrix to obtain the entropy. The last term in the expression for the discord (4) is the entropy of a single reduced mode, but requires the optimization over all possible measurement operators for the other mode. In the subspace spanned by |α and |β the general set of measurement operators is:
Using these operators it is then possible to calculate the conditional entropy, S(σ B|{Π A j } ) and minimize this entropy over all θ and φ.
For the more general case that the input state is a mixture of more than two pure state elements, i.e. N > 2, the Gram-Schmidt diagonalization can still be used to calculate the entropies for N ⊗ N reduced states. But the optimization procedure for obtaining the conditional entropies becomes complicated and has so far been shown to be possible using the linear entropy approximation for 2 ⊗ N systems [32] .
Conclusions
Despite the existence of a huge variety of non-classicality criteria, it still can be hard to determine if a given system requires a full quantum-mechanical description or not, especially if it is infinite-dimensional. In particular, mixtures of coherent states are often considered classical, but there is a quantum advantage when discriminating between overlapping coherent states in the mixture, suggesting that a quantum-mechanical description is necessary to fully capture the system properties. We proposed a new criterion for non-classicality of a state ρ based on the quantum discord of the output ρ AB of a balanced beam splitter, when the two inputs are the state of interest ρ and the vacuum state |0 0|. This measure, the discord potential C D , identifies as non-classical all states with non-zero entanglement potential, but it is also positive for mixtures of coherent states when the quantum advantage in discrimination is positive, whilst vanishing otherwise. We also showed that the discord potential has several advantages over another set of commonly used non-classicality measures: the coherence monotones. Namely, the discord potential does not require a basis choice and it does not diverge for mixtures between classically separated coherent states, in contrast to two coherence monotones. Furthermore, we detailed a simple method to calculate the entropy of any state with positive P-function, and showed how to calculate the quantum potential of mixtures of two coherent states requiring optimization over all possible measurements. We conclude that the discord potential can be a more sensitive indicator of nonclassicality than the entanglement potential or the positivity of the P-function, capturing a wider class of states that show quantum advantages. We first evaluate the large α asymptotes of the coherence monotone C l 1 for a coherent state |α in the Fock basis {|n } with n = 0, 1, 2, ...., and then conclude with stating the asymptotic behaviour of a mixture of two coherent states. Using Eq. (10) the l 1 norm of coherence for a coherent state in the Fock basis is:
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The resulting summation contains a square root of a factorial, and does not have a closed form. However, its asymptotic behaviour at large A := |α| can be estimated using the following procedure:
We introduce
so that
Using that the ratio of two power series in x with coefficients p k and q k for large x is asymptotically determined by the ratio of the coefficients of the largest power,
the asymptote of g(A)/A 2 for large A is:
and thus g(A) = A 2 + o(A 2 ). The next order of the approximation is given by
= lim
and thus g(A) = A 2 + 1 2
+ o(1). This leads to the following differential equation for f (A):
which in the asymptotic limit of large A has the solution
with c a constant which can be evaluated numerically, resulting in c ≈ 5. Further terms of the approximation will lead to multipliers of the form exp[
, which quickly converge to 1 for large A. This allows one to conclude that the l 1 norm of coherence of a coherent state in the Fock basis for large α asymptotically becomes
i.e. that C l 1 diverges for |α| → ∞.
We now return to a proper mixture of two coherent states, ρ = a|α α|+(1−a)|β β| with 0 < a < 1. This state's coefficients in the Fock basis are
One can see that these coefficients imply that the l 1 norm of coherence, Eq. (10), will depend on the absolute values of α and β, not just their relative displacement, in contrast to the discord potential which only depends on the relative displacement.
To illustrate the behaviour of the l 1 norm of coherence on the separation of the elements of the mixture we here choose β = −α and also a = 1/2. The mixed state coefficients then simplify to
Thus, the coefficients of the mixture of coherent states are identical to those for the coherent state |α , but only when k + n is an even number. As a consequence the coherence monotone C l 1 (ρ) has almost identical asymptotic behaviour for large |α| as the monotone for the coherent state C l 1 (|α ), with C l 1 (ρ) = 1 2
|α|. The diverging asymptotic behaviour of C l 1 (ρ) for large α is indicated in Fig. 4. 
Asymptotic behaviour of C RE for coherent states in the Fock basis.
We first evaluate the large α asymptotes of the relative entropy of coherence C RE for a coherent state |α in the Fock basis {|n } with n = 0, 1, 2, ...., and then conclude with stating the asymptotic behaviour of a mixture of two coherent states.
The second term in Eq. (11) is 0 since the coherent state is pure, which leaves us with
For large A := |α| the high powers are important and we use the Stirling approximation
ln(2πk) + . . ., to transform the above expression to:
Now we need to establish the asymptotic behaviour for large A of the functions 
where x = e −t and the integral kernel is I(A, x) = e A 2 (x−1) ln ln 1 x . The kernel I(A, x) diverges at the points x = 0 and x = 1, i.e. I(A, 0) → ∞ and I(A, 1) → −∞, and these points will give maximal contribution to the integral. Also at x = 1/e the kernel vanishes, i.e. I(A, 1/e) = 0. Splitting the integral into two parts, 
we bound the asymptotic behaviour of the first integral using the Cauchy-Schwarz inequality 0 ≤ 1/e 0 I(A, x) dx ≤ const.
where const. is a number arising from integrating (ln(− ln x)) 2 and taking the square root. This shows that the first integral decays exponentially with A → ∞. In order to find the asymptotic behaviour of the second integral we change variables x − 1 = −p, 1 − p) ) dp.
Now we can expand the function ln(− ln(1 − p)) around the point p = 0, . . dp (42) = 1−1/e 0 e −pA 2 ln p dp + j=1 λ j 1−1/e 0 e −pA 2 p j dp .
where λ j are the expansion coefficient of the logarithm for powers of p. The leading contribution to the first of these integrals is 1−1/e 0 e −pA 2 ln p dp
