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A Cross-Entropy Approach to the Estimation of
Generalised Linear Multilevel Models
Marco Bee , Giuseppe Espa†,
Diego Giuliani‡, Flavio Santi§,
Abstract
In this paper we use the cross-entropy method for noisy optimisation for
fitting generalised linear multilevel models through maximum likelihood.
We propose specifications of the instrumental distributions for positive and
bounded parameters that improve the computational performance. We
also introduce a new stopping criterion, which has the advantage of being
problem-independent. In a second step we find, by means of extensive
Monte Carlo experiments, the most suitable values of the input parameters
of the algorithm. Finally, we compare the method to benchmark estimation
technique based on numerical integration. The cross-entropy approach
turns out to be preferable from both the statistical and the computational
point of view. In the last part of the paper, the method is used to model
death probability of firms in the healthcare industry in Italy.
1 Introduction
Multilevel models, also known as mixed, hierarchical, or random coe -
cient models, have been developed to deal with hierarchically structured data.
In general, a hierarchy can be defined as a set of units grouped at di erent
levels (Goldstein 2011, p. 1).
Consider, for example, a population of students from di erent schools. Stu-
dents are said to be grouped (or nested, or clustered) with respect to schools,
and from a modelling point of view, it may be important to take into account
the school they belong to. This is a 2-level structure, and the population of
students grouped with respect to schools is a hierarchy where students are level 1
units and schools are level 2 units.
If the location of schools is considered important as well, we may introduce a
further level that takes into account the county each school belongs to: schools
are then grouped with respect to counties, that would be level 3 units. This
would be a 3-level structure.
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2 1 INTRODUCTION
The hierarchical structure of data may be neglected, and it would be possible
to fit a model based only on the first level, but this would result in a loss
of information. An early famous example in this regard is given by Aitkin,
Anderson and Hinde (1981): a previous study of the teaching styles used with
elementary school children (Bennett 1976) concluded that children exposed to
so-called “formal” styles of teaching exhibited more progress than those who were
not. The analysis was carried out with standard multiple regression techniques
based only on the individual children as the units of analysis. Their groupings
within teachers and into classes were ignored, and the results showed statistically
significant di erences. Later on, Aitkin, Anderson and Hinde (1981) performed
a similar analysis accounting for the grouping of children into classes: the
significant di erences disappeared and the “formally” taught children turned out
to be not di erent from the others. In other words, the statistical significance
observed by Bennett (1976) was just the result of a misspecified model.
In the last three decades, multilevel models have become more and more
important, with plenty of applications mostly in the social, biological and medical
literature; a comprehensive overview can be found, for example, in Goldstein
(2011). The basic instance is the linear multilevel model, of which the Aitkin,
Anderson and Hinde (1981) analysis cited above is one of the first applications.
In linear multilevel models, estimation is not overly di cult: even though OLS
cannot be applied because lead, in general, to incorrect inference, maximum
likelihood estimators (MLEs) can be obtained via iterative generalised least
squares (see Goldstein 2011, ch. 2). This approach is relatively simple and
robust, as the estimators are consistent even when the normality assumption is
violated.
The extension to generalised linear multilevel models (GLMMs) is straight-
forward: as in the classical single-level case, one models a discrete (often, but
not necessarily, binary) response variable. However, estimation procedures be-
come more complicated. The likelihood function of GLMMs is derived from
the probability density function of the model marginalized with respect to the
unobserved random e ects. Hence, the point values of the likelihood function
result from an integration which, in general, cannot be handled analytically.
This problem has been addressed in several ways. The basic solution employs
numerical integration techniques for computing the likelihood and standard
optimization routines for maximizing it. However, numerical integration methods
become imprecise or even computationally prohibitive when the dimensionality
of the problem gets larger, so that the performance of the estimation process
quickly deteriorates as the dimension increases. Another possibility consists
in evaluating the likelihood by means of simulation. In particular, simulated
MLE for GLMMs can be carried out by combining Monte Carlo techniques for
evaluating the likelihood and numerical grid search methods for maximizing it
(Goldstein 2011, Sec. 4.2.1). Although the estimates can be made arbitrarily
precise (paying a price in terms of computational resources), they are always
non-degenerate random variables. This implies that the objective function is
known up to a noise component which may hinder the proper functioning of the
optimisation procedures.
The cross-entropy method is a simulation-based technique for combinatorial
and continuous optimization. It has first been proposed by Rubinstein (1997) in
a rare-event simulation setup; Rubinstein (1999) introduces a simple extension
that permits to use it for optimization purposes. Rubinstein and Kroese (2004)
3give a comprehensive description of both theory and applications. The method
can be considered a special case of importance sampling, where the instrumental
distribution is chosen so as to minimise the cross-entropy (also known as Kullback-
Leibler divergence) with respect to the theoretically optimal distribution. The
instrumental distribution is repeatedly updated such that it gets closer to the
optimal sampling distribution, which usually depends on the parameters to be
estimated.
In this paper we develop a cross-entropy approach for MLE of GLMMs and
investigate how the parameters of the algorithm a ect the statistical properties of
the estimators as well as the computational e ciency of the procedure. The goal
consists in overcoming the main drawback of the approach based on numerical
integration, that is the poor performance in presence of large-dimensional random
e ects. The performance does not su er from the “curse of dimensionality” and
allows one to obtain both a good approximation and a computationally e cient
procedure for maximizing the likelihood. Although the method can be successfully
applied to fit any GLMM via MLE, here we focus on the logistic multilevel
model, as it is one of the most relevant GLMMs in econometrics.
The cross-entropy approach has a crucial advantage with respect to Monte
Carlo simulation: it simultaneously evaluates and optimises the objective function
in case of both deterministic and noisy objective functions. The implication of
this property is twofold. First, there is no need of a two-step (evaluation and
optimisation) procedure. In principle, this should guarantee a computationally
more e cient estimation process. Second, the maximisation of the likelihood
does not rely on numerical algorithms for deterministic optimisation. This
feature bypasses the problems originating from an approximate evaluation of the
objective function. In fact, both numerical and Monte Carlo integration provide
an estimation of the likelihood: if the approximation error is not small enough,
the numerical optimisation procedures may not work properly.
With respect to the implementation of the cross-entropy method for noisy
optimization, in this paper we introduce two major novelties. First, we suggest
to use lognormal instrumental distributions for positive parameters (variances)
and logit-normal distributions for bounded parameters (correlations) in order to
improve the computational performance of the algorithm. Second, we develop
a new, problem independent, stopping criterion based on the Geweke’s test
(Geweke 1992).
The evidence of the simulation-based analysis supports these remarks, as the
cross-entropy method outperforms the approaches based on both numerical and
Monte Carlo integration from the computational as well as the statistical point
of view.
The rest of the paper is organized as follows. Section 2 gives a formal
definition of logistic multilevel models and derives the associated likelihood
function. Section 3 describes and analyses in depth the cross-entropy approach
to MLE of logistic multilevel models. In Section 4 the cross-entropy method
is compared via Monte Carlo simulation to the estimation approach based on
numerical integration. In Section 5 an application to real data is provided.
Finally, Section 6 concludes.
4 2 THE MODEL AND THE LIKELIHOOD
2 The model and the likelihood
In this paper we focus on the logit multilevel model with random intercept
and slopes. Formally, the 2-level model is defined as follows:Y][
Yij ≥ B(1,ﬁij) ,
ﬁij =
5
1 + e≠
!qk1
s=1
—sx
(s)
ij +
qk2
s=1
u(s)j x
(s)
ij
"6≠1
,
(1)
where x(s)ij is the i-th observation (i = 1, . . . , nj) of the s-th fixed-level explanatory
variable in the j-th level 2 group (j = 1, . . . , G), G is the number of level 2
groups, k1 is the number of fixed-level explanatory variables and k2 Æ k1 is the
number of random e ects.
Analogously, the 3-level model is given by:Y][
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where now k2 and k3 are respectively the number of level 2 and level 3 random
e ects.
An important feature of the 2-level model (1) is that the random e ects u(s)j
(j = 1, . . . G, s = 0, . . . , k2) are unobserved, so that they do not provide any
information on the parameters of the model. This means that they should not
appear in the likelihood: the marginalisation of the joint density f(Y,U) over the
random e ects u(s)j permits to derive a likelihood function which is consistent
with model (1) and depends only on the observed variables. Hence, the likelihood
function of (1) is:
L(—, ) =
⁄
RGk2
f(Y,U)(y, u;—, )du , (3)
where   œ RGk2◊Gk2 is the covariance matrix of the random e ects U œ RG◊k2 ,
i.e. vec(U) ≥ NGk2(0, ).
The likelihood function (3) can be rewritten as follows:
L(—, ) =
⁄
RGk2
f(Y,U)(y, u;—, )du =
⁄
RGk2
fY |U (y|u;—, ) fU (u;—, )du =
=
⁄
RGk2
fY |U (y|u;—) fU (u; )du =
= E
!
fY |U (y|U ;—)
"
, (4)
where:
fY |U (y|U ;—) =
GŸ
j=1
njŸ
i=1
ﬁ
yij
ij (1≠ ﬁij)1≠yij , (5)
and fU is the probability density function of the matrix of random e ects
U œ RG◊k2 .
Note that the expectation (4) is computed with respect to the matrix of
random e ects, so that it depends on   through the probability density function
5fU used to compute the expectation. The maximisation of (4) cannot be handled
analytically, and even the expected value cannot be derived in closed form, except
for trivial models. It follows that MLE of model (1) requires a (typically not
straightforward) estimation of the likelihood and its maximisation.
3 The Cross-Entropy Method
3.1 The Cross-Entropy Method for Noisy Optimisation
The original version of the cross-entropy method for estimating the tail-
probabilities iteratively samples from an instrumental distribution whose para-
meters are adjusted at each step, so as to make the sampling distribution closer
to the optimal importance distribution. The name of the method derives from
the fact that the “distance” between the two distributions is measured by the
Kullback-Leibler divergence (also known as cross-entropy).
The noisy version of the cross-entropy method for optimisation is suitable
for tackling the problem of maximising the likelihood (4). As illustrated in
Rubinstein and Kroese (2004, pp. 204-205), the cross-entropy method for noisy
optimisation aims at solving problems that can be stated as:
max
xœD
E(S(x, U)) , (6)
where S is a real function, x is the vector with respect to which the function S
has to be maximised, D is the domain of S and U is the random vector which
generates the noise on S.
We slightly generalise the definition of the noise component U given in
Rubinstein and Kroese (2004), and assume that U is distributed according to
the distribution function G which, in general, may depend on the point where S
is evaluated. Hence, U can be defined as a spatial process {Ux} over D, where
Ux0 ≥ G(x0), for any x0 œ D. For notational simplicity, in the rest of the paper
we will just write U instead of Ux. Finally, F (· ; v) and f(· ; v) are respectively
the distribution function and the density of the instrumental random variable
that generates the points where S should be evaluated.
Following Rubinstein and Kroese (2004, p. 205), a pseudo-code of the cross-
entropy method for noisy optimisation is as follows.1
Algorithm 1 (Cross-Entropy Method for Noisy Optimisation).
1. Choose a starting value v0 for the parameter vector v, N for the sample size,
the rarity parameter ﬂ for the quantile estimation, and set t := 1;
2. Independently draw N vectors Xj (j = 1, . . . , N) from F (vt≠1) and N vectors
Uj (j = 1, . . . , N) from G(Xj);
1Hereinafter, given a sample {X1, . . . , Xn}, we indicate with X(k) the n-th order statistics,
that is, the observation in the sample such that X(1) Æ X(2) Æ · · · Æ X(k) Æ · · · Æ X(n).
Moreover, we use the floor function Â·Ê, the ceiling function Á·Ë, and the indicator function
1{·}, which are respectively defined as:
ÂxÊ © sup {n œ N : n Æ x} , ÁxË © inf {n œ N : n Ø x} , 1{A} ©
;
1 if A is true
0 if A is false
.
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3. Compute the sample Sˆj © S(Xj , Uj), for j = 1, . . . , N ;
4. Compute the sample quantile “ˆt © Sˆ(Á(1≠ﬂ)NË);
5. Solve the following problem:
max
v
1
N
Nÿ
j=1
1{SˆjØ“ˆt} log f(Xj , v) , (7)
and determine the new vector vt;
6. If the stopping criterion is satisfied, stop; otherwise, set t := t + 1 and go
back to step 2.
The idea at the basis of Algorithm 1 is rather intuitive:
Step 1 initialises the parameters of the procedure;
Steps 2 and 3 draw from F (vt≠1) the points Xj (j = 1, . . . , N) where the
objective function S should be evaluated, and the noise Uj (j = 1, . . . , N)
associated to each location Xj . Then the values E(S(Xj , U)|Xj) are
estimated by Sˆj = S(Xj , Uj);
Steps 4 and 5 uses the best performers points Xj , that is, the ÂﬂNÊ points
associated with the ÂﬂNÊ highest Sˆj , for updating the parameters v of
the distribution F . The solution of (7) is the parameter vector v that
minimises the Kullback-Leibler divergence (i.e. the cross-entropy) between
the distribution function F (v) and the optimal importance distribution.
By so doing, at the next iteration, the algorithm will look for maximising
points in the area of the domain where the highest values of Sˆj were
recorded;
Step 6 checks whether the algorithm has converged or not, according to some
stopping criterion.
In the deterministic version of Algorithm 1 (see Rubinstein and Kroese 2004,
pp. 134-135) each marginal of F converges to the Dirac delta distribution as
the number of iterations grows, whilst the point where the density mass is
concentrated represents the solution of the optimisation problem. It can be
proved that, under certain conditions, the cross-entropy algorithm almost surely
converges to the maximum (Rubinstein and Kroese 2004, pp. 181-185). However,
in the case of noisy optimisation, the convergence is not guaranteed. We discuss
this point in the next section.
Before detailing Algorithm 1 for MLE of logistic multilevel models, note that
the solution of (7) is the MLE of the parameters v based on a sample formed by
the points Xj such that Sˆj Ø “ˆt. As stressed in Rubinstein and Kroese (2004,
p. 38), when F belongs to the natural exponential family (Morris 1982), it is
always possible to solve (7) in closed form. Hence, since the family of F can be
chosen by the researcher, it may be convenient to pick it out from the natural
exponential family.
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3.2 MLE through the Cross-Entropy Method
For the sake of simplicity, in the rest of the paper the condition   = ‡2I is
taken as the reference case. Possible extensions to the estimation of models with
  ”= ‡2I are discussed where necessary.
To apply the cross-entropy method for maximising the likelihood (4) when
  = ‡2I, note that the function S in (6) corresponds to the conditional density
function (5), whilst the expected value is computed with respect to U and
maximised with respect to ◊ © [—T ‡2]T over the parameter space   ™ Rk1 ◊R+.
Hence, if we define the function Lc as Lc(—, U) © fY |U (y|U ;—), (6) becomes:
max
◊œ 
E(Lc(—, U)) . (8)
Note, however, that Lc is not a likelihood function.
An important element in the implementation of Algorithm 1 for MLE is the
choice of the family of distribution functions F = {F (v), v œ  F} to which the
sampling distribution F belongs. As mentioned above, F can be any family of
distributions, provided that the support of F œ F is consistent with  . This
means that any point of   can virtually be visited by the algorithm, and no
points can be generated outside  . These conditions, for   ™ Rm, can be
formally stated as follows.
Definition 1 (Compatibility). Let F = {F (v), v œ  F} be a family of distri-
bution functions for the measurable random vector ◊ : ( , B) ‘æ (Rm, B(Rm))
defined on the probability space ( , B, Pv), where m œ N, and B(Rm) are the
Borel sets in Rm.
The family of distribution functions F is compatible with problem (8) if
the probability measure induced by ◊ and the restriction on   of the Lebesgue
measure on Rm are equivalent for any v œ  F (that is, they are mutually
absolutely continuous for any v œ  F ).
The restrictions of Definition 1 are not particularly binding, and the choice
amongst the plenty of compatible families F is just a matter of convenience.
Theorem 1 provides a su cient condition for compatibility of a family of distri-
butions.
Theorem 1 (Su cient condition for compatibility). Given the notation of
Definition 1, the family of distribution functions F = {F (v), v œ  F} is com-
patible with the optimisation problem (8) if the probability measure induced by
◊ is absolutely continuous with respect to the Lebesgue measure on Rm, and its
minimal closed support in Rm coincides with   for any v œ  F .
Proof. In order to prove the equivalence between the probability measure Qv
induced by the measurable random vector ◊ : ( , B) ‘æ (Rm, B(Rm)) and the
restriction ⁄˜ on   of the Lebesgue measure on Rm, we separately prove that
Qv is absolutely continuous with respect to ⁄˜ (that is, Qv << ⁄˜) and vice versa
(⁄˜ << Qv).
Assume that ⁄˜(A) = 0 for a given set A ™ Rm. Then, by definition of ⁄˜, we
have that ⁄˜(A) = ⁄(Aﬂ ), where ⁄ is the Lebesgue measure on Rm. Note that:
0 Æ Qv(A) = Qv(A ﬂ ) +Qv(A ﬂ c) Æ
Æ Qv(A ﬂ ) +Qv( c) = Qv(A ﬂ ) = 0 ,
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where  c is the complement set of   in Rm, and the last equality follows from
the assumption that Qv << ⁄. Hence, we conclude that Qv(A) = 0, and thus
Qv << ⁄˜.
We prove that ⁄˜ << Qv through a reductio ad absurdum argument.
Assume that there exists a non-empty set A ™ Rm such that Qv(A) = 0
and ⁄˜(A) > 0. Since ⁄˜ is the restriction of ⁄ on  , we can assume that A ™  
without loss of generality, as for any A ™  c we always have ⁄˜(A) = 0.
We note that both Qv and ⁄˜ are bounded over Rm, and thus the Radon-
Nikodym theorem implies that there exists an almost unique density function f
of Qv with respect to ⁄˜, that is:
Qv(A) =
⁄
A
f(x)d⁄˜(x) =
⁄
A
dQv
d⁄˜
d⁄˜(x) , (9)
for any A œ B, being dQv/d⁄˜ the Radon-Nikodym derivative of Qv with respect
to ⁄˜.
Since for every neighbour U ™ Rm of any point ◊ belonging to the minimum
closed support of Qv we have that Qv(U) > 0, we conclude that integral (9) is
zero only if ⁄˜(A) = 0.
As noted by Rubinstein and Kroese (2004, p. 187), the easiest way to generate
the vectors ◊1, . . . ◊N (X1, . . . XN in Algorithm 1) is to draw their components
independently from 2-parameter distributions. This implies that the family F
should be parametrized by a vector v œ  F ™ R2m.
In the rest of this section we discuss how the marginal instrumental distri-
butions can be chosen, and how their parameters should be updated. All the
distributions we propose comply with the requirements of Theorem 1 as their
support is independent of their parameters, and the closure of their supports
correspond to the domain of each parameter ◊j .
3.2.1 The instrumental distribution for real parameters
The Gaussian distribution is the most natural choice when a component ◊j
of ◊ has a real unbounded domain. Their parameters can be easily updated
according to (7) as the MLEs are available in closed form.
It is worth noting that the convergence of a Gaussian distribution N (µt,‡2t )
to the Dirac delta distribution ”(x≠ ◊j) is achieved when µt æ ◊j and ‡2t æ 0
as tæŒ. It follows that the point estimate of ◊j according to the cross-entropy
method should be ◊ˆj = µt.
3.2.2 The instrumental distribution for positive parameters
When a real parameter ◊j is constrained to be positive, we suggest to
choose the log-normal distribution, as it shares the advantages of the Gaussian
distribution. For an iid sample X1, . . . Xn drawn from logN (µ, ‡2), the closed-
form MLEs are:
µˆn =
1
n
nÿ
j=1
logXj , ‡ˆ2n =
1
n
nÿ
j=1
(logXj ≠ µˆn)2 ,
and the convergence to the Dirac delta distribution ”(x ≠ ◊j) is reached for
µˆt æ log ◊j and ‡ˆ2t æ 0 as t æ Œ. As for the Gaussian distribution, the
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cross-entropy point estimator corresponds to the estimated expected value, thus
for the log-normal distribution we have ◊ˆj = eµˆt≠‡ˆ
2
t /2.
3.2.3 The instrumental distribution for bounded parameters
When   = ‡2I is a too restrictive condition, it is necessary to adopt a more
general (and flexible) parametrisation of the covariance matrix  . We may
distinguish two possible cases.
First, the elements of U are independent, but heteroskedastic, that is   =
diag(‡2h1 , . . . ,‡
2
hs
) œ RGk2◊Gk2 with 1 Æ s Æ Gk2 (when s = 1 we have   = ‡2I).
In this case, the only di erence with respect to the method illustrated in the
previous subsection is that there are more parameters to be estimated and s of
them (instead of only one) should be positive.
Second,   is not diagonal. In this case it is necessary to estimate both
variances and covariances, and the estimates should be consistent with the
requirement of positive definiteness of  . In this setting is more convenient
to reparametrise   such that we estimate its diagonal elements (that is, the
variances) and the correlation coe cients. In this way we have two homogeneous
sets of parameters: the positive ones (variances) and the ones taking values in
[≠1, 1] (the correlations).
Most of the families of probability distributions with bounded support are
defined on [0, 1]. Nevertheless, by means of the a ne transformation f(x) =
2x≠ 1, their support changes to [≠1, 1]. Hence, the instrumental distribution for
the correlation parameters in ◊ can be one of the numerous distributions defined
on [0, 1]. The beta distribution is often used in similar cases (see Rubinstein
and Kroese 2004). However, the MLEs of its parameters cannot be obtained in
closed form, so that numerical procedures are necessary in order to solve the
problem (7) and update the parameters.
A feasible alternative to the beta is represented by the logit-normal distribu-
tion (Frederic and Lad 2008), whose support is [0, 1]. A random variable W is
logit-normal distributed, that is W ≥ logitN (µ,‡2), if:
log W1≠W ≥ N (µ,‡
2) ,
and it can be verified that its probability density function is:
f(w) = 1Ô
2ﬁ ‡w(1≠ w) e
≠ 12‡2 (log w1≠w≠µ)
2
, w œ [0, 1],
where µ œ R and ‡ œ R+.
Although the expected value and the variance of the logit-normal distribution
cannot be derived analytically, the MLEs are available in closed form. Given an
iid sample W1, . . . ,Wn from logitN (µ,‡2), the MLEs are:
µˆn =
1
n
nÿ
j=1
log Wj1≠Wj , ‡ˆ
2
n =
1
n
nÿ
j=1
3
log Wj1≠Wj ≠ µˆn
42
.
The density of X © 2W ≠ 1 is:
f(x) =

2/ﬁ
‡ (1≠ x2) e
≠ 12‡2 (log 1+x1≠x≠µ)
2
, x œ [≠1, 1], (10)
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and the MLEs of µ and ‡2 for an iid sample X1, . . . ,Xn from (10) are:
µˆn =
1
n
nÿ
j=1
log 1 +Xj1≠Xj , ‡ˆ
2
n =
1
n
nÿ
j=1
3
log 1 +Xj1≠Xj ≠ µˆn
42
.
The random variable X with probability density function (10) converges
to the Dirac delta distribution ”(x ≠ ◊j) when µˆt æ log 1+◊j1≠◊j and ‡ˆ2t æ 0 as
tæŒ. Unlike the normal and the log-normal distribution, we cannot express
the cross-entropy point estimator in closed form, since the expected value of
the logit-normal distribution cannot be derived analytically. Still, it can be
estimated numerically, once the algorithm has converged.
The advantage in using the logit-normal instead of the beta distribution is
computational, as the latter requires to update numerically the parameters at
each iteration of Algorithm 1, whilst in the former the numerical estimation of
the expected value is performed only once, when the algorithm has converged.
Moreover, sampling the instrumental distribution for the correlation coe cients
is straightforward, since the random variable X is distributed according to (10)
when its stochastic representation is given by:
X © 2 !1 + e≠µ≠‡Z"≠1 ≠ 1 ,
and Z ≥ N (0, 1).
The estimation procedure just described for non-diagonal matrices   guar-
antees that the variances are positive and that the covariances are singularly
consistent with the Cauchy-Schwarz inequality. Nevertheless, there is the pos-
sibility of obtaining estimated matrices  ˆ that are not positive definite because
of estimation errors. A possible solution consists in finding the closest positive-
definite matrix with respect to some matrix norm, according to the method
suggested by Higham (2002) and implemented in the function nearPD of the
Matrix (Bates and Maechler 2015) package of the statistical software R (R Core
Team 2015).
3.2.4 Updating the parameters of the instrumental distributions
The last issue analysed in this section is the update rule of the vector vt. Point
5 of Algorithm 1 does not prescribe that the solution of (7) be automatically
taken as the new value vt for the parameter vector of F , because in some
circumstances it is advisable to smooth out the sequence {vt}.
Rubinstein and Kroese (2004, p. 189) note that, if the convergence of the
sampling distribution F is too quick, the algorithm may converge to a local
maximum, especially if the likelihood function is particularly noisy or irregular.
In order to avoid this problem, it may be useful to smooth out the sequence
{vt}, in particular the components that a ect the dispersion of the sampling
distribution. According to Rubinstein and Kroese (2004), the smoothing rules
for the location and scale parameters in vt are:
vt,h = – vˆt,h + (1≠ –) vt≠1,h, (11)
vt,h = —t vˆt,h + (1≠ —t) vt≠1,h, (12)
—t = —
3
1≠ 1
t
4q
, (13)
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where h œ {1, . . . 2m} is the index of the component of vt, vˆt is the vector of
MLEs obtained by solving (7), and –, — and q are some constants such that
– œ (0.7, 1], — œ [0.8, 0.99], and q œ {5, 6, . . . , 10}.
The values of –, — and q a ect the performances of the algorithm and the
properties of the estimators. In general, as – gets closer to 1 the components
of vt are less smooth and the algorithm is free to explore the whole parameter
space  ; as – lowers, the smoothness is higher and the convergence is expected
to be faster. When — decreases and/or q increases the sequence of dispersion
parameters in vt get smoother, and this typically results in a slower reduction of
the region of   explored by the algorithm. On the contrary, high values of —
and small values of q increase the speed of convergence of the algorithm.
3.3 The Stopping Criterion
Unlike deterministic optimisation problems, when the objective function is
noisy the convergence of the optimisation procedures cannot be assessed with
respect to a fixed value of either the objective function or the solution. In
particular, the stopping rule of the algorithm must verify whether the process of
either the estimated solutions {xˆút } or of the estimated maximum {Sˆ(xˆút )} has
become stationary.
Since stationarity is more easily assessed for a univariate than a multivariate
process, Rubinstein and Kroese (2004, p. 206) suggest to test the convergence of
the sample quantile process {“ˆt}. From the statistical point of view, this stopping
criterion is equivalent to testing the stationarity of the estimated maximum
of the likelihood Eˆ(Lc(—ˆt, U)). However, working with the series {“ˆt} is more
convenient, as it is a by-product of Point 4 of Algorithm 1.
In this paper we formally test the convergence of the cross-entropy algorithm
by means of the Geweke’s test (Geweke 1992) often used for testing the con-
vergence of Markov chains in Monte Carlo Markov Chain (MCMC) methods.
According to this approach, the stationarity of a Markov chain is tested by
comparing the spectra of the first and the last portion of the chain: when they
are not statistically di erent, the null hypothesis of stationarity is not rejected.
The outcome of the test considers the e ect of the size of each portion of the
chain as well as their distance.
In the MCMC literature, where the chains usually consist of several thousands
of observations, the Geweke’s test is applied to the whole chain, and compares
the first 10% and the last 50% of the observations. In the cross-entropy method,
we typically rely on a much smaller sample, so that some modifications are
needed.
We compute the test on a sliding window of {“ˆt} defined as follows:
{“ˆ1+Â(1≠vb)(t≠nb)Ê, . . . , “ˆt≠1, “ˆt} , for t > nb, (14)
where nb determines the minimum sample size (i.e. the test is performed only
after nb iterations of the algorithm), and vb œ (0, 1] measures how rapidly the
sample size grows. This may be clarified by noting that the number of elements
in (14) is approximately vb t≠ nb(1≠ vb). In our setup, the comparison of the
test is carried out on the first 30% and the last 40% of the window (14), and the
algorithm stops when the p-value is smaller than a specified threshold.
The sliding window allows to discard the first observations, which are far from
the solution, whilst its growing size guarantees that the test is asymptotically
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valid. The percentages are modified so as to use more observations of the sample
(70% instead of 60%) and consider the updating e ect of the sliding window (the
first portion is 30% rather than 10%).
3.4 Setting the Parameters of the Algorithm
The implementation of Algorithm 1 requires to set several parameters and
distributions, some of which may be problem specific. Algorithm 2 details
Algorithm 1 for MLE of 2-level logistic models. We assume that the covariance
matrix   is parametrised by s variance parameters ‡2j (j = 1, . . . , s) and r
correlation parameters ﬂj (j = 1, . . . , r), that is:
  =  (‡21 , . . . ,‡2s , ﬂ1, . . . , ﬂr) .
In general, we may have that s Æ Gk2 and r Æ Gk2(Gk2≠1)/2, as some elements
in   may be restricted to be equal, or some correlations may be restricted to be
zero.
Algorithm 2 (Cross-Entropy Estimation of 2-level Logistic Models).
1. Choose starting values v0 for the parameter vector v, set the sample size
N , the rarity ﬂ for the quantile estimation and the threshold pvalue of the
Geweke’s test;
2. Draw N iid vectors ◊1, . . . , ◊N as follows:
◊j,h ≥ N (vt≠1,2h≠1, vt≠1,2h) for h = 1, . . . , k1 ,
◊j,h ≥ logN (vt≠1,2h≠1, vt≠1,2h) for h = k1 + 1, . . . , k1 + s ,
◊j,h ≥ logitN (vt≠1,2h≠1, vt≠1,2h) for h = k1 + s+ 1, . . . , k1 + s+ r ,
(where ◊j,h is the h-th element of ◊j and j = 1, . . . , N), then draw N iid
matrices Uj œ RG◊k2 such that:
vec(Uj) ≥ NGk2
1
0,  (◊j,k1+1, . . . , ◊j,k1+s, ◊j,k1+s+1, . . . , ◊j,k1+s+r)
2
, j = 1, . . . , N.
3. Compute the sample Lˆj © Lc(◊j , Uj), for j = 1, . . . , N ;
4. Compute the sample quantile “ˆt © Lˆ(Á(1≠ﬂ)NË);
5. Compute:
vˆt,2h≠1 =
1
ÂﬂNÊ
Nÿ
j=1
1{LˆjØ“ˆt}◊j,h ,
vˆt,2h =
1
ÂﬂNÊ
Nÿ
j=1
1{LˆjØ“ˆt}(◊j,h ≠ vˆt,2h≠1)2 ,
for h = 1, . . . , k1, then:
vˆt,2h≠1 =
1
ÂﬂNÊ
Nÿ
j=1
1{LˆjØ“ˆt} log ◊j,h ,
vˆt,2h =
1
ÂﬂNÊ
Nÿ
j=1
1{LˆjØ“ˆt}(log ◊j,h ≠ vˆt,2h≠1)2 ,
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for h = k1 + 1, . . . , k1 + s, and finally:
vˆt,2h≠1 =
1
ÂﬂNÊ
Nÿ
j=1
1{LˆjØ“ˆt} log
1 + ◊j,h
1≠ ◊j,h ,
vˆt,2h =
1
ÂﬂNÊ
Nÿ
j=1
1{LˆjØ“ˆt}
3
log 1 + ◊j,h1≠ ◊j,h ≠ vˆt,2h≠1
42
,
for h = k1 + s+ 1, . . . , k1 + s+ r.
Determine the new vector vt according to (11) (for h = 1, . . . , k1, k1 + s+
1, . . . , k1 + s+ r) and (12) (for h = k1 + 1, . . . , k1 + s);
6. If t > nb, perform the Geweke’s test on the sample (14). If the p-value is
higher than pvalue, stop; otherwise, set t := t+ 1 and go back to step 2.
The generalisation of Algorithm 2 to k-level models is straightforward, as
the integrand Lc in (8) would depend on k ≠ 1 matrices of random e ects (one
for each level but the lower), and problem (8) would be:
max
◊œ 
E
1
Lc
!
—, U (2), . . . , U (k)
"2
.
It follows that Point 2 of Algorithm 2 would require one to to simulate k ≠ 1
matrices of random e ects for each of the N multilevel models, and it would
be necessary to parametrise k ≠ 1 covariance matrices  (i) for each vec(U (i)),
i = 1, . . . , k.
The parameters of Algorithm 2 a ect its performance and the precision of
the estimators. In the remaining part of this section we illustrate the e ect of
each parameter and suggest how they should be set.
3.4.1 Number of points N and rarity parameter ﬂ
N is the number of points of   where the function Lc is evaluated at each
iteration. The larger is the value of N , the better is the exploration of   and
the smaller id the probability that the algorithm converges to a local maximum.
On the other hand, a large N implies a heavier computational burden.
The rarity parameter ﬂ determines the fraction of the N evaluations of
the likelihood function E(Lc(—, U)) used for updating the parameters of the
instrumental distribution. In particular, ÂﬂNÊ is the number of best-performers
points on   used at Point 5 of Algorithm 2.
Typical values of ﬂ are between 0.01 (for large sample sizes) and log(N)/N
for N < 100 (Rubinstein and Kroese 2004, p. 45). In general, as the rarity
parameter gets closer to zero, the probability that the algorithm converges to a
local maximum increases. However, the e ect of ﬂ on the statistical properties
of the estimators and the computational performance of the algorithm is strictly
related to the value of N and the characteristics of the optimisation problem.
When N is relatively large, a value of ﬂ close to zero can speed up the convergence
of the algorithm, as it reduces more rapidly the region of   where the solution is
sought. On the other hand, as ﬂ gets larger, the probability that the algorithm
converges to a local maximum is smaller. This is especially important if the
objective function is very noisy.
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N
ﬂ
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
100 61.10 64.24 61.17 65.30 59.31 65.87 74.03 81.67 76.82 80.04
180 61.03 58.65 57.15 61.58 63.02 62.43 62.82 70.54 69.36 72.35
320 55.08 57.49 56.58 58.84 58.65 61.42 62.77 62.20 65.66 69.50
560 57.84 55.91 58.05 58.82 58.93 59.95 59.19 61.12 64.70 68.50
1000 57.75 57.45 57.11 58.54 57.01 58.62 61.10 61.87 63.81 66.69
1800 58.69 58.19 57.81 58.10 57.33 59.46 59.52 62.76 64.29 66.16
3200 56.77 57.59 57.95 57.78 58.02 58.45 60.10 61.54 62.14 65.27
5600 59.51 57.72 57.67 57.38 58.05 58.75 59.73 61.16 62.68 64.41
10 000 58.81 57.96 57.62 58.02 58.01 58.62 59.29 60.71 62.34 63.97
18 000 58.39 57.92 57.66 57.97 58.05 58.70 59.35 60.72 61.62 64.06
32 000 58.69 57.99 57.39 57.83 58.09 58.51 59.16 60.38 61.53 63.49
56 000 58.63 57.60 57.70 57.55 58.00 58.53 59.22 60.34 61.36 63.43
Table 1: Sample Root Mean Squared Error (RMSE) for —ˆ1 of model (1) obtained by
means of Monte Carlo simulations for various values of the number of points (N) and
the rarity parameter (ﬂ). For each pair (N, ﬂ), the number of replications is equal to
50. All values of the RMSE are multiplied by 100.
Accordingly, the relevance of the numerical value of ﬂ is particularly marked
when N is not large (say, about less than 1000), because, as already noticed, a
small value of N implies a poor exploration of the parameter space  . Although
a higher value of ﬂ may reduce the probability of convergence to a local maximum,
for ﬂ close to or greater than 0.1 this probability gets larger again. This happens
because a small value of N along with a high value of ﬂ results in a slow
convergence of the algorithm and a high variance of {“ˆt}. Intuitively, in this
case, the stopping criterion may consider this high variance as the stationary
variance of the process {“ˆt} and stop the algorithm too early.
To investigate the impact of N and ﬂ we have performed a Monte Carlo
experiment. The 2-level simulated models are of type (1), with n =
qG
j=1 nj =
250 observations randomly clustered in G = 3 groups. The number of regressors
k1 is four (including a constant), thus X œ Rn◊4, the vector of coe cients is
— = [1, 2, 3, 4]T, and there is a random e ect on each component of —, that is,
k2 = k1 = 4. Both X and the grouping of the observations are the same for
all the simulated models. The matrix U is distributed as vec(U) ≥ N 12(0,‡2I),
where ‡ = 0.1, whilst the elements of X are iid standard Gaussian. The rarity
parameter ﬂ takes values in {0.01, 0.02, . . . , 0.10}, whilst N has been chosen in
{100, 180, 320, 560, 1000, 1800, . . . , 56000}.2 For each pair (N, ﬂ), the number of
replications is equal to 50. The cross-entropy algorithm uses – = 1, — = 0.975,
q = 10, pvalue = 0.1, nb = 20 and vnb = 0.5.
All the simulations are implemented and performed in R 3.2.1 (R Core Team
2015) on a dedicated machine with an Intel® Core™ i3-2130 CPU (3.4GHz,
dual-core, 4 threads, 64 b), RAM 8GB, operating system Debian 7.9 (Wheezy,
old-stable). The hardware and software features of the machine guarantee that
the actual computational capacity is stable over time (e.g. it is not a ected by
energy-saving devices implemented on all personal computers), and this makes
it possible to obtain reliable measures of computing times.
Complete results are reported in Tables 1-6, and basically confirm the remarks
above about the relationship of N and ﬂ with the performance of the algorithm.
2The values Nj of N are such that logNj are roughly evenly spaced over R. In fact, each
value Nj is approximately 78% larger than its predecessor Nj≠1.
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N
ﬂ
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
100 62.73 65.48 54.04 64.67 61.75 73.44 92.67 104.26 97.89 101.98
180 55.71 43.58 49.68 56.35 65.24 62.43 58.22 67.24 73.59 81.40
320 43.31 42.92 43.97 46.32 52.24 50.94 53.29 58.76 64.66 72.21
560 41.08 44.95 46.08 47.55 45.43 49.44 51.51 57.11 59.08 70.55
1000 44.44 43.94 42.85 44.21 45.50 48.93 51.62 55.45 61.22 62.71
1800 44.17 43.54 44.21 44.23 44.82 47.89 49.53 56.80 58.82 61.98
3200 44.51 43.45 44.10 43.24 44.66 46.60 50.62 53.79 56.95 63.35
5600 44.81 44.13 44.51 43.96 44.70 46.79 48.79 52.92 58.15 61.73
10 000 45.25 44.26 43.85 44.31 45.02 46.45 48.96 51.91 56.50 60.80
18 000 45.47 44.38 44.29 44.15 45.07 46.40 48.45 51.94 55.34 60.59
32 000 45.08 44.14 44.00 44.41 45.13 46.24 48.48 51.56 55.47 59.77
56 000 45.22 44.20 43.97 44.07 44.82 46.19 48.40 51.59 55.12 59.04
Table 2: Sample Root Mean Squared Error (RMSE) for —ˆ2 of model (1) obtained by
means of Monte Carlo simulations for various values of the number of points (N) and
the rarity parameter (ﬂ). For each pair (N, ﬂ), the number of replications is equal to
50. All values of the RMSE are multiplied by 100.
N
ﬂ
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
100 81.07 90.45 73.01 87.85 80.94 110.84 138.34 142.39 127.09 142.54
180 81.53 61.40 66.70 79.21 78.28 85.60 82.35 91.12 99.29 109.41
320 63.00 58.00 59.87 62.39 76.15 71.01 72.44 83.31 87.97 99.15
560 57.75 59.14 62.36 65.33 61.98 67.13 73.39 79.71 81.12 96.60
1000 59.55 60.20 59.02 61.25 62.79 66.11 70.84 76.27 86.24 86.15
1800 61.36 59.49 59.43 61.03 60.84 66.03 68.74 76.59 81.14 85.17
3200 60.56 59.27 61.44 60.13 61.88 63.30 69.32 73.10 77.83 86.96
5600 61.96 60.43 60.35 60.10 61.05 63.79 66.44 72.27 79.17 84.73
10 000 61.44 60.48 60.33 60.43 61.57 63.39 66.89 71.38 77.55 83.42
18 000 62.10 60.66 60.59 60.44 61.42 63.34 66.76 71.38 76.60 83.50
32 000 61.23 60.38 59.83 60.50 61.60 63.28 66.47 70.72 76.05 82.06
56 000 61.72 60.42 60.06 60.32 61.36 63.04 66.27 70.82 75.87 81.35
Table 3: Sample Root Mean Squared Error (RMSE) for —ˆ3 of model (1) obtained by
means of Monte Carlo simulations for various values of the number of points (N) and
the rarity parameter (ﬂ). For each pair (N, ﬂ), the number of replications is equal to
50. All values of the RMSE are multiplied by 100.
N
ﬂ
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
100 98.95 111.21 91.02 108.21 102.04 136.47 170.47 195.84 165.59 173.41
180 104.04 75.47 82.66 102.07 115.48 102.91 96.25 119.02 124.42 137.89
320 72.95 69.17 72.09 77.09 88.70 84.71 90.42 99.31 107.60 123.14
560 65.54 68.53 72.41 79.67 74.30 80.85 86.75 98.47 102.06 119.29
1000 71.27 72.50 68.87 73.42 75.42 80.90 84.89 95.91 105.37 108.29
1800 74.49 71.49 70.92 71.59 72.32 79.88 82.39 97.45 100.40 104.31
3200 71.84 69.66 72.60 70.50 73.39 76.57 85.15 89.62 96.04 109.73
5600 74.56 71.86 71.61 71.28 72.45 76.29 80.35 87.45 97.55 104.63
10 000 74.12 71.42 71.28 71.20 73.24 76.18 80.42 86.81 94.95 102.26
18 000 74.85 72.28 71.96 71.88 72.91 76.00 80.12 86.18 92.76 102.93
32 000 73.73 71.74 70.63 71.74 73.39 75.76 79.64 85.35 92.71 100.88
56 000 73.96 71.75 71.29 71.26 72.82 75.42 79.84 85.84 92.13 99.79
Table 4: Sample Root Mean Squared Error (RMSE) for —ˆ4 of model (1) obtained by
means of Monte Carlo simulations for various values of the number of points (N) and
the rarity parameter (ﬂ). For each pair (N, ﬂ), the number of replications is equal to
50. All values of the RMSE are multiplied by 100.
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N
ﬂ
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
100 8.478 7.092 6.368 6.046 6.592 6.294 6.198 5.743 5.815 5.584
180 7.933 6.196 5.427 5.254 5.523 5.418 5.334 5.297 5.239 5.407
320 6.009 5.081 5.194 5.132 4.901 5.148 5.080 5.006 5.040 5.037
560 5.700 5.263 4.940 4.984 4.979 5.060 5.080 5.081 5.035 5.134
1000 5.090 4.945 5.027 4.875 5.005 5.002 4.923 4.951 5.043 5.061
1800 5.068 4.867 5.046 4.893 4.913 4.983 4.973 4.958 5.044 5.116
3200 5.122 5.028 4.919 4.949 4.977 4.941 5.008 4.955 4.963 5.049
5600 4.948 4.983 4.927 4.909 4.918 4.930 4.954 4.954 5.019 5.059
10 000 5.012 4.903 4.876 4.945 4.875 4.952 4.949 5.007 5.037 5.051
18 000 4.926 4.904 4.923 4.916 4.940 4.911 4.962 4.978 4.999 5.038
32 000 4.899 4.950 4.874 4.897 4.920 4.921 4.936 4.967 5.004 5.058
56 000 4.965 4.925 4.915 4.904 4.900 4.937 4.946 4.984 5.014 5.044
Table 5: Sample Root Mean Squared Error (RMSE) for ‡ˆ of model (1) obtained by
means of Monte Carlo simulations for various values of the number of points (N) and
the rarity parameter (ﬂ). For each pair (N, ﬂ), the number of replications is equal to
50. All values of the RMSE are multiplied by 100.
N
ﬂ
0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
100 1.782 1.687 1.659 1.806 1.774 1.882 2.007 2.164 2.097 2.360
180 2.264 2.245 2.188 2.264 2.434 2.413 2.571 2.595 3.028 2.983
320 3.097 2.970 2.943 3.080 3.295 3.276 3.292 3.545 4.187 4.815
560 4.099 3.830 4.032 4.118 4.031 4.357 4.577 4.917 5.302 6.619
1000 5.622 5.272 5.311 5.842 5.671 5.886 6.485 6.368 8.378 8.982
1800 7.464 7.252 7.846 7.966 7.988 8.289 9.063 11.024 12.406 15.185
3200 9.424 10.404 10.710 11.214 12.072 11.902 13.175 15.090 19.799 22.685
5600 13.890 13.915 14.719 16.644 16.668 16.446 19.638 19.910 29.097 34.265
10 000 19.796 18.824 21.823 22.828 24.206 24.188 27.346 31.252 41.532 48.834
18 000 25.261 28.058 30.942 33.619 36.234 37.191 43.562 45.824 61.407 68.986
32 000 35.456 39.697 49.057 49.960 50.314 57.030 65.289 69.352 82.515 95.616
56 000 44.658 58.159 71.282 75.060 78.037 83.804 96.739 105.353 117.305 131.274
Table 6: Computing times of model (1) obtained by means of Monte Carlo simulations
for various values of the number of points (N) and the rarity parameter (ﬂ). For each
pair (N, ﬂ), the number of replications is equal to 50. The table reports the average
computing times for one model, expressed in seconds.
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Figure 1: Sample RMSE of —ˆ1 as a func-
tion of N for ﬂ = 0.01 (solid line), ﬂ = 0.04
(dashed line), ﬂ = 0.07 (dot-dashed line),
and ﬂ = 0.10 (dotted line). The abscissa
axis is scaled logarithmically.
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Figure 2: Sample RMSE of —ˆ1 as a func-
tion of the rarity parameter ﬂ for N = 560
(solid line), N = 5600 (dashed line), and
N = 56 000 (dotted line). The abscissa
axis is reverse.
Figure 1 summarises some of the results reported in Table 1. It can be noticed
that the RMSE of —ˆ1 decreases as the number of evaluations of the objective
function increases, but the reduction is small for N Ø 1000, especially when
ﬂ Æ 0.7.
Figure 2 displays the relation between ﬂ and the RMSE of —ˆ1 for some values
of N . As expected, the RMSE tends to get larger when ﬂ is close either to
zero or to 0.1: in the former case the algorithm converges (too rapidly) to a
sub-optimal point, whereas in the latter the convergence is not complete, as the
stopping criterion is triggered too early. This remark explains the shape of the
curves in Figure 2, yet it is interesting to notice that the estimates worsen more
markedly as ﬂ approaches 0.1 than when ﬂ is close to zero.
The shapes of the curves in Figures 1 and 2 describe the qualitative behaviour
of the estimators of all the parameters singularly considered (including ‡). Similar
results were obtained through some pilot simulations performed with di erent
values of —.
The results of Tables 1-6 suggest to choose a value of N equal to 1000 or
1800, and the rarity parameter ﬂ œ (0.05, 0.025). This conclusion is substantiated
also by the analysis of the minimum, maximum, median and standard deviation
of the RMSE of the parameters and the computing times. All of them are
characterised by the behaviour depicted in Figures 1 and 2.
Table 6 reports the computing times of the estimation procedure. Unsurpris-
ingly, they are heavily a ected by N and grow as it diverges. However, they
increase faster as ﬂ gets larger: the slope of the curve between N and the average
computing times for ﬂ = 0.1 is about six times larger than the slope for ﬂ = 0.01.
On the other hand, as N gets smaller, the e ect of ﬂ is weaker. This pattern
results from a positive asymmetry in the distribution of the computing times
which gets stronger as N and ﬂ increase.
In conclusion, setting N = 1000 and ﬂ œ (0.05, 0.025) seems to represent a
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q
—
0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
5 46.29 45.93 45.18 46.33 46.03 46.05 46.77 47.16 46.96 47.53
6 44.36 44.63 44.96 45.45 45.45 45.31 45.70 45.70 45.86 46.19
7 44.47 44.33 45.15 44.03 44.74 45.09 44.58 45.57 44.96 45.59
8 44.37 43.67 44.50 44.84 44.50 44.93 44.42 44.42 44.77 45.29
9 44.59 44.07 44.26 43.69 43.96 43.93 44.14 44.80 44.40 44.32
10 44.09 43.97 44.11 44.46 43.55 43.90 44.09 44.22 43.74 44.06
Table 7: Sample Root Mean Squared Error (RMSE) for —ˆ1 of model (1) obtained by
means of Monte Carlo simulations for various values of the smoothing parameters q
and — of Equation (13). For each pair (q, —), the number of replications is equal to
250. All values of the RMSE are multiplied by 100.
reasonably e cient choice also from a computational point of view.
3.4.2 Smoothness parameter –
According to (11), – regulates the smoothness of the location and correlation
parameters in vt. Some pilot simulations, whose outcomes are not shown here,
suggest that the estimation of logistic multilevel models is rather insensitive to
this parameter, which can therefore be set to 1 (no smoothing). In general, as –
gets closer to 1 the components of vt are less smooth and the algorithm is free
to explore the whole parameter space  . On the other hand, as – lowers, the
smoothness is higher and the convergence should be faster.
3.4.3 Smoothness parameters — and q
The parameters — and q regulate the smoothness of the sequence of the scale
parameters in vt. As — decreases and/or q increases, the sequence gets smoother,
and this tipically results in a slower reduction of the region of   explored by the
algorithm. On the contrary, high values of — and small q increase the speed of
convergence of the algorithm.
Both parameters have a remarkable e ect on the convergence of the algorithm,
and therefore on the statistical properties of the estimators. This is the reason
why we have run some ad hoc simulations aimed at analysing the e ects of
— and q on the estimates as well as the computing times. The experiment is
structured in the same way as in Section 3.4.1. The only di erence is that here
N and ﬂ are fixed, — œ {0.90, 0.91, 0.92, . . . , 0.99} and q take several values, and
the number of replications is 250 (instead of 50). As in Rubinstein and Kroese
(2004), we set N = 1000 and ﬂ = 0.04, whilst — œ {0.90, 0.91, 0.92, . . . , 0.99} and
q œ {5, 6, . . . , 10}.
The RMSE of the parameters and the computing times are reported in
Tables 7-12. According to the outcomes, the computing times linearly grow as q
increases and/or — decreases. On the other hand, the RMSEs of the parameters
improve as q increases and — gets smaller. Nevertheless, the e ect of — on the
RMSEs weakens as q increases, and becomes negligible when q = 10. It follows
that it is possible to set q = 10 in order to minimise the RMSE, and choose an
high value of — so as to reduce the computational burden. An accurate analysis
of the results suggests that, given q = 10, — = 0.975 is a suitable value for
minimising the computing times.
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q
—
0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
5 61.21 59.27 60.70 60.90 61.52 61.21 60.79 63.79 63.97 64.86
6 55.92 57.29 55.81 58.16 57.61 61.52 60.73 58.51 60.42 60.98
7 55.69 55.49 55.43 56.34 56.82 56.55 57.46 57.85 56.67 59.91
8 54.23 56.65 56.34 57.10 56.40 55.28 55.47 56.65 56.38 57.03
9 53.81 53.19 53.67 54.24 55.06 54.67 56.38 56.81 55.16 56.22
10 53.11 53.85 55.46 52.46 53.93 53.19 55.99 53.98 54.29 54.55
Table 8: Sample Root Mean Squared Error (RMSE) for —ˆ2 of model (1) obtained by
means of Monte Carlo simulations for various values of the smoothing parameters q
and — of Equation (13). For each pair (q, —), the number of replications is equal to
250. All values of the RMSE are multiplied by 100.
q
—
0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
5 74.62 71.66 73.82 74.16 74.16 73.48 74.39 77.54 77.82 79.40
6 66.55 68.67 67.14 69.29 69.55 75.32 72.98 70.92 73.73 73.72
7 66.99 66.36 66.80 66.94 68.73 67.76 69.80 70.14 67.82 72.09
8 65.17 67.96 68.01 68.31 68.15 66.36 66.91 68.27 67.93 68.66
9 64.34 63.52 64.47 65.14 66.44 66.02 67.28 68.40 66.18 67.59
10 63.65 65.26 66.47 62.63 64.51 63.82 68.09 64.77 64.97 65.49
Table 9: Sample Root Mean Squared Error (RMSE) for —ˆ3 of model (1) obtained by
means of Monte Carlo simulations for various values of the smoothing parameters q
and — of Equation (13). For each pair (q, —), the number of replications is equal to
250. All values of the RMSE are multiplied by 100.
q
—
0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
5 101.57 97.98 100.08 101.46 101.30 99.79 100.55 105.02 106.12 107.12
6 91.01 93.92 91.74 95.26 95.25 102.61 99.22 96.29 99.81 100.18
7 90.97 91.27 91.31 91.93 93.92 92.78 94.76 96.30 92.52 98.60
8 88.85 92.87 92.10 92.87 91.94 90.97 90.85 92.52 92.20 92.52
9 87.84 87.04 88.13 88.51 90.37 90.23 91.52 93.16 90.35 92.32
10 86.99 88.99 90.71 85.38 88.24 87.48 91.73 88.09 89.14 88.92
Table 10: Sample Root Mean Squared Error (RMSE) for —ˆ4 of model (1) obtained
by means of Monte Carlo simulations for various values of the smoothing parameters q
and — of Equation (13). For each pair (q, —), the number of replications is equal to
250. All values of the RMSE are multiplied by 100.
q
—
0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
5 4.500 4.500 4.473 4.524 4.428 4.486 4.423 4.457 4.570 4.525
6 4.443 4.487 4.514 4.544 4.475 4.450 4.581 4.505 4.404 4.440
7 4.454 4.479 4.410 4.446 4.527 4.457 4.508 4.517 4.400 4.405
8 4.469 4.412 4.456 4.425 4.444 4.499 4.392 4.496 4.533 4.403
9 4.460 4.462 4.485 4.449 4.470 4.466 4.435 4.493 4.449 4.457
10 4.460 4.446 4.436 4.433 4.472 4.472 4.426 4.580 4.424 4.443
Table 11: Sample Root Mean Squared Error (RMSE) for ‡ˆ of model (1) obtained by
means of Monte Carlo simulations for various values of the smoothing parameters q
and — of Equation (13). For each pair (q, —), the number of replications is equal to
250. All values of the RMSE are multiplied by 100.
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q
—
0.90 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
5 5.367 5.276 5.236 5.251 5.123 5.136 4.959 5.033 4.885 4.922
6 5.478 5.215 5.222 5.184 5.274 5.167 5.182 5.074 5.019 4.999
7 5.432 5.301 5.330 5.328 5.231 5.199 5.259 5.274 5.210 5.074
8 5.595 5.554 5.504 5.596 5.474 5.366 5.270 5.318 5.180 5.203
9 5.589 5.729 5.580 5.582 5.507 5.537 5.405 5.299 5.151 5.334
10 5.840 5.628 5.732 5.587 5.614 5.491 5.490 5.560 5.398 5.470
Table 12: Computing times of model (1) obtained by means of Monte Carlo simulations
for various values of the smoothing parameters q and — of Equation (13). For each
pair (q, —), the number of replications is equal to 250. The table reports the average
computing times for one model, expressed in seconds.
It should be stressed that (—, q) = (0.975, 10) is not optimal for both comput-
ing times and bias, as there is a trade-o  between the accuracy of the estimators
and the computational e ciency.
3.4.4 Parameters of the stopping criterion (v0, pvalue, nb, vb)
The stopping criterion depends on a parameter that directly triggers the
stopping rule (pvalue), and two parameters that select the sample (14) used to
compute the Geweke’s test (nb, vb).
The higher the threshold pvalue, the stricter the stopping criterion and
the longer the computing times. The simulations illustrated in this paper use
pvalue = 0.1, in order to study the performance of the cross-entropy algorithm
under stringent conditions. Nevertheless, we have verified that if we had stopped
the algorithm when pvalue = 0.05, the statistical properties of the estimators
would not have worsen significantly, and in some cases they would have been even
better. On the other hand, the computing times would have been dramatically
shorter, as the number of iterations would have been substantially reduced (up
to 90% for the highest values of ﬂ and N).
As the parameter nb increases, the outcome of the Geweke’s test becomes
more reliable. On the other hand, nb determines the minimum number of
iterations of the algorithm, and this may tend to increase the computing times.
In the simulations we set nb = 20, but the algorithm always requires at leas 30
iterations to converge. It follows that nb is not binding.
The parameter vb determines the speed of growth of the sample (14). Values of
vb close to 1 tend to increase the number of iterations, nevertheless the Geweke’s
test can be computed on larger samples, and this improves its reliability. On
the other hand, if vb = 0 the sample (14) has a fixed number of observations
(nb) but includes only “recent” observations of process {“ˆt}. In the Monte Carlo
simulations we set vb = 0.5.
4 A Comparison to Other Estimation Methods
In this section the cross-entropy approach to MLE of logit multilevel models
is compared to the estimation approach based on numerical quadrature.3
3Note that the evaluation of the likelihood function E(Lc(—, U)) requires to integrate Lc
with respect to U œ RG◊k2 . This means that it is necessary to perform a Gk2-dimensional
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The numerical integration of Lc is based on the Gauss-Hermite quadrat-
ure (Davis and Rabinowitz 1984). Since this method belongs to the family of
Gauss methods, the estimated integral IˆGH has the form:
IˆGH =
mÿ
j=1
wj h(xj) ,
where m is the number of nodes and wj (j = 1, . . . ,m) are the weights associated
to each node xj (j = 1, . . . ,m).
The d-variate version requires the computation of the weights wj for a d-
dimensional grid of nodes xj œ Rd. Typically, one sets a number of nodes
per dimension m such that the overall number of nodes equals md. For a
given dimension d, as the number of nodes gets larger, the accuracy of the
approximation improves, but the computational resources needed to perform the
calculations increase.
The maximisation is performed by means of the Nelder-Mead algorithm (Nelder
and Mead 1965). This algorithm belongs to the family of simplex methods and
does not rely on the evaluation (or the estimation) of the gradient of the objective
function. This makes it suitable for optimising non-di erentiable functions such
as noisy functions.
As in the previous cases, all the simulations have been performed in R
(R Core Team 2015). The grid of nodes and the weights for Gauss-Hermite
quadrature have been obtained by means of the multiquad function of the
NominalLogisticBiplot package (Hernández Sánchez and Vicente-Villardón
2014). The optimisation of the likelihood has been carried out via the maxLik
function of the maxLik package (Henningsen and Toomet 2011).
We simulate and fit 10 di erent multilevel logistic models resulting from
the combination of various values of ‡2 and G. In particular, ‡ takes values
in {0.01, 0.1, 0.2, 0.5, 1} whilst G is equal to either 2 or 3. As in the previous
Monte Carlo experiments, the 2-level logistic simulated models are of type (1),
with n =
qG
j=1 nj = 250 observations randomly clustered into G groups. The
number of regressors k1 is four (including a constant), thus X œ Rn◊4, the vector
of coe cients is — = [1, 2, 3, 4]T, and there is a random e ect on each component
of —, that is, k2 = k1 = 4. Both X and the grouping of the observations are the
same in all models with the same value of G. The matrix of random e ects U is
distributed as vec(U) ≥ N 4G(0,‡2I), whilst the elements of X are iid standard
Gaussian. Finally, the number of replications is equal to 100.
The estimation based on Gauss-Hermite quadrature uses m = 2 nodes per
dimension. As a consequence, when G = 2 the expected value E(Lc(—, U)) is
a 8-dimensional integral, and the number of nodes is 28 = 256. According
to the same scheme, when G = 3 the number of nodes is 212 = 4096 for
approximating a 12-dimensional integral. The cross-entropy algorithm is based
on N œ {1000, 2000, 5000}, ﬂ = 0.04, – = 1, — = 0.975, q = 10, pvalue = 0.05,
nb = 20 and vb = 0.5.
Tables 13 and 14 report the results for G = 2 and G = 3 respectively.
According to the outcomes, the cross-entropy method is superior n terms of both
computational and statistical properties. Rather surprisingly, both the RMSEs
integration.
22 4 A COMPARISON TO OTHER ESTIMATION METHODS
‡
RMSE of —ˆ0 0.01 0.10 0.20 0.50 1.00
Gauss-Hermite (m = 2) 52.76 49.54 48.76 50.72 47.21
Cross-entropy (N = 1000) 33.56 28.27 31.62 35.87 33.33
Cross-entropy (N = 2000) 33.37 28.18 31.51 36.04 33.39
Cross-entropy (N = 5000) 33.52 28.08 31.52 36.33 33.07
RMSE of —ˆ1
Gauss-Hermite (m = 2) 166.61 160.83 159.33 152.45 150.24
Cross-entropy (N = 1000) 49.77 44.92 45.45 42.50 59.61
Cross-entropy (N = 2000) 48.87 44.90 45.16 43.03 61.33
Cross-entropy (N = 5000) 49.07 45.01 45.16 43.09 60.05
RMSE of —ˆ2
Gauss-Hermite (m = 2) 181.76 171.75 176.01 166.16 168.85
Cross-entropy (N = 1000) 62.13 57.72 55.80 58.55 74.30
Cross-entropy (N = 2000) 61.27 57.80 55.53 59.37 75.80
Cross-entropy (N = 5000) 61.42 57.87 55.78 59.48 73.79
RMSE of —ˆ3
Gauss-Hermite (m = 2) 259.86 247.74 249.06 237.45 237.91
Cross-entropy (N = 1000) 85.58 77.26 81.52 80.48 119.67
Cross-entropy (N = 2000) 84.63 77.27 80.89 81.40 122.91
Cross-entropy (N = 5000) 84.67 77.34 80.96 81.91 119.44
RMSE of ‡ˆ
Gauss-Hermite (m = 2) 10.48 10.35 10.02 10.97 10.35
Cross-entropy (N = 1000) 7.04 6.77 6.82 6.86 6.69
Cross-entropy (N = 2000) 7.03 6.74 6.79 6.82 6.71
Cross-entropy (N = 5000) 7.03 6.77 6.79 6.82 6.67
Computing time
Gauss-Hermite (m = 2) 128.23 131.01 129.35 136.96 137.62
Cross-entropy (N = 1000) 20.93 21.30 21.11 21.26 20.52
Cross-entropy (N = 2000) 42.90 42.35 41.99 42.07 39.95
Cross-entropy (N = 5000) 105.95 105.34 104.21 102.03 100.01
Table 13: Sample Root Mean Squared Error (RMSE) for all the parameters of
model (1) and computing times obtained by means of Monte Carlo simulations for
various estimation techniques and various values of ‡ and for G = 2. For each value of
‡, the number of replications is equal to 100. All values of the RMSE are multiplied
by 100; computing times are expressed in seconds.
of the parameters and the computing times are approximately independent from
‡.
As Tables 13 and 14 show, the three cross-entropy specifications produce
estimators with basically the same value of the RMSEs: the improvement in
RMSE is negligible as N gets larger. On the other hand, from a computational
point of view, a larger N results in a proportional increase of the computing
times. It follows that the most convenient setting for the cross-entropy algorithm
is again N = 1000.
The estimates obtained through the Gauss-Hermite quadrature are particu-
larly good if we consider that they are based on just two nodes per dimension.
However, their RMSEs are larger with respect to the cross-entropy method. A
better approximation of the likelihood function can be obtained by increasing
the number of nodes per dimension, but in this case the computational cost
grows dramatically. Consider, for example, that if the nodes per dimension
are increased from 2 to 3, the overall number of nodes grows from 28 = 256 to
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‡
RMSE of —ˆ0 0.01 0.10 0.20 0.50 1.00
Gauss-Hermite (m = 2) 50.82 48.90 49.33 51.45 53.29
Cross-entropy (N = 1000) 28.25 34.94 29.22 29.94 29.74
Cross-entropy (N = 2000) 28.41 34.23 29.40 29.95 28.78
Cross-entropy (N = 5000) 28.27 34.20 29.45 29.58 28.87
RMSE of —ˆ1
Gauss-Hermite (m = 2) 156.36 158.22 165.13 160.09 164.52
Cross-entropy (N = 1000) 51.25 57.06 39.62 47.37 40.96
Cross-entropy (N = 2000) 50.94 55.97 39.53 47.14 41.32
Cross-entropy (N = 5000) 50.62 56.25 39.11 47.18 40.75
RMSE of —ˆ2
Gauss-Hermite (m = 2) 174.30 177.45 177.23 176.78 173.02
Cross-entropy (N = 1000) 69.52 67.04 50.74 66.78 59.24
Cross-entropy (N = 2000) 68.83 65.69 50.77 66.45 59.83
Cross-entropy (N = 5000) 68.19 65.59 50.58 66.45 58.92
RMSE of —ˆ3
Gauss-Hermite (m = 2) 248.86 250.80 250.37 248.54 252.70
Cross-entropy (N = 1000) 90.03 98.29 70.74 84.83 76.27
Cross-entropy (N = 2000) 89.36 94.18 71.63 84.52 76.90
Cross-entropy (N = 5000) 88.32 95.20 70.65 84.22 75.92
RMSE of ‡ˆ
Gauss-Hermite (m = 2) 10.98 9.78 10.30 10.50 10.13
Cross-entropy (N = 1000) 5.91 5.33 5.32 6.01 5.26
Cross-entropy (N = 2000) 5.88 5.26 5.31 5.96 5.25
Cross-entropy (N = 5000) 5.87 5.28 5.29 5.95 5.21
Computing time
Gauss-Hermite (m = 2) 3044.28 2810.74 2764.12 2997.65 2821.03
Cross-entropy (N = 1000) 20.58 21.30 20.11 19.65 20.45
Cross-entropy (N = 2000) 40.84 42.34 39.85 39.09 40.14
Cross-entropy (N = 5000) 100.54 105.66 98.55 97.08 97.44
Table 14: Sample Root Mean Squared Error (RMSE) for all the parameters of
model (1) and computing times obtained by means of Monte Carlo simulations for
various estimation techniques and various values of ‡ and for G = 3. For each value of
‡, the number of replications is equal to 100. All values of the RMSE are multiplied
by 100; computing times are expressed in seconds.
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38 = 6561 (about 25 times) when G = 2, and from 212 = 4096 to 312 = 531441
(about 130 times) when G = 3. These larger numbers of nodes correspond to
more evaluations of the objective function, and this results, ceteris paribus, in a
proportional increase of the computing times.
The Gauss-Hermite method has poor computational performances, especially
when the dimension of the integral goes from 8 (G = 2) to 12 (G = 3). The com-
puting time of the estimation procedure based on the Gauss-Hermite algorithm
is respectively more than 6 times and 140 times longer than the computing time
of the best performer estimation method (i.e. the cross-entropy method with
N = 1000). These results confirm the well-known fact that the performances
of numerical integration methods rapidly deteriorate as the dimension of the
integration space increases. On the other hand, the computing times of the other
estimation methods are not a ected by the dimension of the integration space
(i.e. by G).
5 Application
In this section a 2-level logistic model is used to analyse a sample of 1909
startup companies founded between 2004 and 2007 in the healthcare industry
in Italy. The dependent variable is the status of the firms one year after the
foundation: 0 if the company is still operating, 1 if it is out of business. Thus,
we model the one-year death probability.
The highest level of local governments in Italy is represented by 20 regions (Re-
gioni). We take them as the 2nd-level units. As regressors, we consider the
average number of employees of each firm (avemp), the real regional GDP growth
rate (gdp) and the percentage of graduates in the region where the firms are
located (degree). All data are provided by the Italian National Institute of
Statistics (ISTAT).
The variable avemp is a proxy for the size of the company. If the death
probability is related to the firm size, this should result in a significant coe cient
for avemp.
The variable gdp is related to the economic activity of the context where
the firms operate. This variable is expected to have a negative and significant
coe cient, since, as the economy of the region grows, the firms in that region
should benefit from it, and this is expected to reduce their default risk.
The variable degree has been selected as it is positively correlated with the
birth rate of startups, but not directly related to the probability of bankruptcy.
If follows that degree may be an indirect measure of the dynamism of the social
and economic environment where the firms operate. Hence, it is expected to
have a positive and significant sign.
We estimate both the logit and the 2-level logit models. The latter is
specified with a random e ect for each variable, and it is estimated through the
cross-entropy method for N = 1000 and N = 10000. The other parameters of
the cross-entropy algorithm are set according to the results of the simulations
(ﬂ = 0.04, – = 1, — = 0.975, q = 10, pvalue = 0.05, nb = 20 and vnb = 0.5).
The evaluation of the likelihood function of the 2-level logit model requires a
80-dimensional integration, as there are 20 regions and 4 random e ects. The
computing time for N = 1000 is 32.18 s, whilst the estimation procedure takes
286.85 s for N = 10000.
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Logit 2-level logit (N = 1000) 2-level logit (N = 10000)
coe . coe . r.e. coe . r.e.
Intercept -2.03192 -2.05599 0.05514 -2.04482 0.05951[0.37674] [0.01820] [0.01303] [0.02323] [0.01919]
*** *** *** *** **
avemp 0.01131 0.01367 1.97372 0.00960 1.03418[0.03827] [0.03094] [0.01011] [0.03951] [0.01248]
*** ***
degree 0.03860 0.03990 0.61499 0.03893 0.56328[0.03012] [0.01854] [0.01025] [0.02231] [0.01024]
* *** . ***
gdp -0.06226 -0.06890 0.46923 -0.06693 0.20485[0.06442] [0.03063] [0.01043] [0.03259] [0.01083]
* *** * ***
Table 15: Results of the logit and the 2-level logit regressions. The 2-level logit
regression has been estimated by means of the cross-entropy method with N = 1000
and N = 10000. The table reports the point estimates of the parameters of the models,
their standard errors (in brackets), and the level of significance (“ . ” for p-values
between 0.1 and 0.05, “ * ” for p-values between 0.05 and 0.01, “ ** ” for p-values
between 0.01 and 0.001, “ *** ” for p-values smaller than 0.001, and nothing when the
p-values are higher than 0.1).
As Table 15 shows, the random e ects are all significant at the 0.1% level.
This reflects the heterogeneity of the functional relation between the dependent
and the independent variables. In spite of this, the signs and the significance of
the coe cients of degree and gdp agree with their expected e ect on the death
probability, whilst the variable avemp seems to be irrelevant.
6 Conclusion
In this paper we have studied the application of the cross-entropy algorithm
to MLE of GLMM and to the logistic model in particular. The outcomes of the
Monte Carlo simulations provide convincing evidence of the superiority of the
cross-entropy method with respect to estimation techniques based on numerical
and Monte Carlo integration, from both the statistical and the computational
point of view.
The computational e ciency of the cross-entropy method developed in this
paper also results from one of the main novelties of this work, i.e. the sampling
distributions employed for positive and bounded parameters, which allow to
update the parameters of the instrumental distribution in closed form.
The use of a formal test of stationarity as a stopping criterion simplifies
the application of the cross-entropy method to data generated by processes
based on di erent values of the parameters and various probability distributions
of the random e ects. Moreover, since the algorithm is stopped according
to the p-value of the Geweke’s test of stationarity, the stopping criterion is
problem-independent.
A further feature of the cross-entropy method highlighted by the simulations is
the independence of the computing times from the dimensionality of the integral
E(Lc(—, U)). This property makes the cross-entropy method well-suited for
fitting complicated multilevel models where the hierarchy of data is particularly
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complex (in terms of number of levels and/or groups) or the number of random
e ects is large.
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