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Abstract
This thesis proposes several solutions to the problem of estimating the position of an un-
derwater vehicle. The commercial system adopted for collecting data consists of four buoys
that compute the times of arrival (TOA) of the acoustic signals emitted periodically by a
pinger installed on-board the target (so called G.I.B. system).
The solutions discussed are grouped in two family of algorithms: instantaneous posi-
tioning (static) algorithms and filtering (dynamic) algorithms. For the static group, the
Trilateration problem is discussed in depth, yielding closed form and iterative solutions. A
detailed discussion of the estimation accuracy of the algorithms is presented.
For the dynamic group, an EKF based on a simple kinematic model of the target was
introduced. In order to test the algorithms proposed with real data from sea trials an
initialization procedure was implemented. The procedure provides a initial fix that lies
inside a certain confidence region. The filtering algorithms can be dramatically affected by
outliers. Thus, an on-line measurement validation was also introduced.
A Matlab-based graphical user interface was designed in order to test the algorithms
described with real data obtained during sea experiments.
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Sommario
Questa tesi propone alcune soluzioni al problema della stima di posizione di un veicolo
sottomarino. Il sistema commerciale adottato per acquisire dati e` composto da quattro boe
che calcolano i tempi di arrivo (TOA) di un segnale acustico emesso periodicamente da un
pinger installato a bordo del target (per questo chiamto sistema G.I.B.).
Le soluzioni discusse possono essere suddivise in due famiglie di algoritmi: algoritmi di
positionamento istantanei (statici) e filtri (dinamici). Per la famiglia degli algoritmi statici,
e` stato discussa approfonditamente la trilaterazione, ottenendo sia soluzioni in forma chisua
che in modo iterativo. Inoltre e` fornita una discussione dettagliata delle performace degli
algoritmi presentati
Per il gruppo degli algoritmi dinamici, e` stato sviluppato un filtro di Kalman esteso
basato su un semplice modello cinematico del target. Per testare gli algortimi proposti con
dati reali e` stato progettato un algoritmo di inizializzazione. L’algoritmo proposto sceglie il
punto iniziale se risiede all’interno di una certa regione di confidenza. I filtri possono essere
drammaticamente interessati dal fenomeno degli outliers quindi, per porre rimedio a tale
problema e` stata introdotta una procedura di validazione delle misure.
E` stata progettata un interfaccia grafica in Matlab per consentire il testing degli algoritmi
con i dati acquisti durante gli esperimenti in mare.
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Chapter 1
Introduction
1.1 Background
Autonomous underwater vehicles (AUV) are receiving increasing interest from marine scien-
tists, who use them to perform missions involving underwater object inspection, geophysical
field measurements, and environmental assessment and monitoring. The research trends in
underwater robotics have emphasized minimizing the need of human interaction by increas-
ing the autonomy of such vehicles. Central to the operation of these vehicles is the availability
of accurate navigation and positioning systems. It is important that the navigation system
be robust against sensor measurement errors and outliers.
A common approach to estimate the position of an AUV underwater is based on the use
of Inertial Navigation System (INS). Inertial Navigation relies on the integration over time of
velocity or/and acceleration data provided by a Inertial Measurement Unit (IMU). INSs have
limitations imposed by drift phenomena. In practical applications, sensor measurements are
corrupted by noise. These errors are amplified by integration, introducing a position error
that increases with time.
In aerial navigation, a solution to deal with drift phenomena is afforded by GPS/INS
integration that updates the vehicle’s position using two different kinds of measurements.
However the use of aerial and terrestrial positioning techniques in underwater applications
is difficult. This is due to the fact that GPS signals do not penetrate below the sea surface.
This problem can be alleviated if the AUV can emerge periodically to establish a GPS
interrogation and compensate the position error by taking GPS fixes. This method is valid
for applications without any constraints on the diving time.
A solution to the diving time constraints is given by Doppler-based navigation. This un-
derwater positioning system merges information provided by a Doppler Velocity Log (DVL)
sensor with that of a INS (attitude data). The Doppler sensor measures the vehicle’s ve-
locity by with respect to the water or the seabottom. There are two operative modes for a
Doppler Sensor: in the first, known as Bottom-lock, the signals are reflected off the seafloor
and the maximum operative altitude respect to the seafloor is fixed by the frequency of the
transmission; in the second, called Water-lock, the signals are reflected by the particles in
the water (plankton, etc...). Unfortunately this approach is affected by biases in the velocity
1
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measurements due to the presence of water currents. The DVL/INS does not compensate for
the effects of the currents (when measuring velocity with respect to the water), but avoids
some of the problems caused by accelerometer biases because it relies on the integration of
velocity, rather than acceleration.
A further underwater positioning system is based on the emission and reception of acous-
tic pulses and is known as Acoustic Positioning. This method uses only the sound propa-
gation to determine the ranges between an AUV and a set of beacons on the sea bed or at
the surface. The AUV position is estimated as the intersection of multiple direction lines in
3D space. The acoustic positioning systems are not affected by drift phenomena. However,
numerous sources of noise may affect this navigation approach, the most common of which
are multipath effects. Multipath typically originates from acoustic signals being reflected on
the sea bed or at the sea surface and may produce huge errors if not properly detected. Con-
sidering a multipath as a ”plausible” range introduces a significant error in fix estimations
because the propagation time of multipath is longer than the direct one (see figure 1.1). Two
strategies are usually used to solve the multipath issue: the simplest one considers multipath
effects as outliers. This has the advantage of a low complexity, and the drawback of poor
navigation precision; the second approach considers a model of multipath propagation and
takes it into account them in the estimation procedure.
The algorithms for acoustic positioning systems can be classified in two groups: instan-
taneous positioning (static) algorithms and filtering (dynamic) algorithms. The static algo-
rithms group contains the most common procedure, known as Trilateration. Trilateration
provides the AUV position as the intersection of multiple direction lines in 3D space, and
the estimate is evaluated only with the current measurements. Typical implementations of
the trilateration procedure are based on the Least Square Estimator, Maximum Likelihood
Estimator, and Set-Membership approach. The dynamic algorithms group bases the estima-
tion process not only on current measurement information but also on dynamic/kinematic
property of the AUV. Due to the non linear nature of the estimation problem the underwater
positioning algorithms are based on Extended Kalman Filter or more sophisticated methods
as Unscented Kalman Filter (UKF) and Sequential Monte Carlo (SMC).
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Figure 1.1: Multipaths propagation.
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1.2 System Overview
The subject of this thesis is present and analyze algorithms to process data from a commercial
G.I.B. (GPS Intelligent Buoys) underwater positioning system. This system is composed
of surface buoys equipped with GPS receivers and submerged hydrophones. This system
provides the position of surface beacon (buoys) form GPS receivers deployed on the buoys.
The buoys provide their relative distance to the underwater target equipped with an acoustic
transmiter as time of propagation of a certain signal. Each buoy transmits a data packet to
a central station, where the AUV trajectory is computed.
Figure 1.2: The G.I.B. system.
Before estimating the AUV trajectory the GPS buoys positions have to be transformed
into a coordinate system and the AUV relative position have to be converted into distance.
GPS receivers provide buoy positions in terms of Latitude, Longitude and Altitude. In
the case of the buoys, the measurements are codified as time of arrivals (TOAs). The
emission time is known and the buoys count the time employed from the signal to reach each
buoy. The measurements must be transformed into relative distances. The buoy positions
are transformed into a North East Down reference frame, then the assumed displacement
between the hydrophones and the GPS receivers are added.
There are two main approaches on position estimation, static algorithms and dynamic
algorithms. In this thesis a dynamic approach is proposed in order to introduce some kine-
matic constraints to estimate the AUV velocity components. The TOAs are used to drive
an Extended Kalman Filter, including a simple kinematic model of the underwater vehicle.
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1.3 Thesis Outline
This thesis is divided into eight chapters:
• Chapter 2 gives a brief overview on common underwater acoustic positioning system.
Introducing, also, the main difficulties real application. A detailed description of the
ACSA G.I.B system is given;
• Chapter 3 describes the estimation process with static algorithms. A closed form
solutions for Least Square Estimator and iterative solution for Maximum Likelihood
Estimator are presented. A limit on algorithm performance is given by Cramer-Rao
Lower Bound;
• Chapter 4 introduces a futher class of algorithm based on Kalman Filter theory. The
linear and non linear case are discussed. For the linear 2D case the uncertainty ellip-
soid are introduced. An Extended Kalman Filter algorithm for the G.I.B. system is
designed.
• Chapter 5 describes in depth the initialization and outlier rejection algorithms;
• Chapter 6 introduces the logical structure of Graphical User Interface for G.I.B. system;
• Chapter 7 presents the experimental results of the acoustic positioning algorithms
proposed, using data collected by the G.I.B. system in sea tests;
• Chapter 8 presents conclusion and future works.
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Acoustic Positioning Systems
2.1 Principles of Sound Propagation
In underwater positioning problem, the medium (communication channel) is represented by
sea water, thus the conventional aerial techniques of communications are not available. For
instance light and magnetic signatures have limited communication range (< 100m) and
radio frequencies do not propagate well in the water. Which kind of energy source should
be used in an underwater positioning problem? An answer to this question can be found in
Nature: sound energy. Sound under water is very important for animals: it allows them to
navigate, to hear approaching predators and prey, and is a way of communicating with other
members of the same species. The sound energy in the water, has a speed of propagation
around five times greater than in the air. In a positioning problem, this characteristic is
useful to cover long distance in a short period of time between the vehicle emitter and the
receiver. The sound velocity is dependent upon various factors including water temperature,
pressure and salinity. The influence of each variable is shown in figure 2.1.
Sea water is not an homogeneous body, it could be depicted as a stratified one where each
layer summarizes the state of the three main variables (temperature, salinity and pressure).
The sound path can be described as a ray by the Snell’s Law. The sound, when crossing a
layer, deflects his path passing through the slowest propagation zone. The Speed Velocity
Profile (SVP) is usually measured by a expendable bathythermograph probe, a typical SVP
is shown in figure 2.2.
The SVP reveals some common structure to the ocean. The water can be divided into
three vertical regions.The Surface layer is at the top and is the most variable part. As the
name suggests, the profile will changes depending on the time of day and the season. The
Main thermocline connects the surface layer with the uniformly cold water found deep in
the ocean. Below about 500 m, all of the world’s oceans are at about 34◦F . The positive
gradient in the deep isothermal region is solely due to the pressure effect.
In accord with temperature and sound velocity characteristic, three sea water conditions
can be defined as follow:
• Isovelcity where sound propagation can be depicted as a long straight line, temperature
decreases with depth and sound speed is constant (figure 2.3);
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Figure 2.2: Typical sound velocity profile
• Positive gradient where sound is bended in surface direction, thus the sound can not
reach the seafloor. This effect is called Surface Duct. Postive gradient is characterized
by warm water over cool water (figure 2.4);
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• Negative gradient where sound is bended in seafloor direction introducing shadow
zones, in this condition, temperature and sound speed decrease with depth (figure
2.5).
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Figure 2.3: Sound propagation in isovelocity water
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Figure 2.4: Sound propagation in positive gradient water
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Figure 2.5: Sound propagation in negative gradient water
In practical applications, the most common sea configuration is depicted by a first layer
with positive gradient over a second layer with negative gradient. In this condition occurs
the Layer Depth phenomenon defined as the depth where the sound velocity is maximum.
Layer depth introduce a critical ray (sound propagation path) split, which creates a shadow
zone as shown in figure 2.6, more sea water configuration are described on [29].
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Figure 2.6: Layer Depth Phenomenon
2.2 Conventional Systems
Several commercial underwater acoustic positioning system are available. They are usually
classified according to the concept of Baseline, which is defined as the distance between the
active sensing elements. There are three common types, as define in [31]:
• Ultra Short or Super Short Baseline (USBL or SSBL)
• Short Baseline (SBL)
• Long Baseline (LBL)
This dissertation is focused on AUV positioning problem, however the presented architectures
can be also used for ROV, diver, and twofish tracking applications ([27],[31],[32]).
2.2.1 Ultra Short or Super Short Baseline
A complete USBL system consists of a transceiver rigidly mounted on the vessel bottom,
and an emitter (Transponder or Responder) deployed on the underwater vehicle. Usually,
the transceiver is composed by three or more transducers separated by a baseline of 10cm or
less. A typical interrogation can be described as an acoustic pulse transmitted by the vessel
transceiver, which is detected by the underwater vehicle sensing device, which replies with
an acoustic pulse. The vessel transceiver catches the signal and it computes the range in
accord with the elapsed time. A USBL system provides both the orientation and position
between vessel transceiver and underwater vehicle emitter. Orientation is determined by
a method called phase-differencing, which makes a phase comparison on arriving ping on
vessel transceiver elements. Orientation and position determined by USBL are referred to
the vessel reference frame thus the system needs a good accuracy level on vessel position.
Low system complexity makes USBL systems very convenient to use. Moreover, there is
no need to deploy transponders on the seafloor. In order to obtain a good level of accuracy
with an USBL systems based on Time of Flight (TOF) interrogation, the USBL sensing
device need an precise instalaltion on the vessel, and a good absolute vessel position accuracy
is needed, also.
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Figure 2.7: Ultra Short Baseline
2.2.2 Short Baseline
A complete SBL system consists in a set of transceivers (≥ 3) rigidly mounted on the vessel
bottom, and an emitter (Transponder or Responder) deployed on underwater vehicle. The
transponders are separated by a baseline between 20 to 50 meters. The position determined
with the SBL system is referred to the transceivers mounted on the ship hull.
Figure 2.8: Short Baseline
Low system complexity makes SBL system an easy tool to use moreover there is no need
deploy transponders on seafloor, spatial redundancy and a good range accuracy with ToF
system. In order to obtain that accuracy, SBL system needs large baselines in deep water
(> 40m), detailed offshore calibration and a number of pole bigger than 3. As shown for
USBL, AUV fixes are perform respect to vessel frame thus SBL require a very good vessel
9
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positioning system.
2.2.3 Positioning Modes for USLB/SBL
In order to find a solution of AUV positioning problem USBL/SBL architectures offer two
possible implementation:
• Transponder
• Free running pinger
Transponder
Transponder mode relies on a bidirectional acoustic communication, the surface transceiver
interrogates the vehicle device on a Interrogation Frequency (IF) and it waits for a response
on a Replay Frequency (RF) from the vehicle emitter.
Free Running Pinger
A free running pinger (a beacon that constantly transmits at a known frequency with known
repetition rate) is installed on the vehicle to be tracked, the depth information is given by a
depth sensor. This approach is the least accurate mode for USBL/SBL architectures due to
the inaccuracy of the estimate of depth, the clock drift, and sycronization errors. However
this method provides the fastest update rate, which can have significant advantages when
the positioning system is interfaced into a position control system, because the introduced
delayes are smaller then the other positioning systems.
2.2.4 Long Baseline
Long Baseline systems are composed by three o more seafloor stations equipped with sensing
device (Transponder or Responder), whose catch signals emitted by a transceiver mounted
on the underwater vehicle. The position is determined using three o more time of flight
ranges generated in the vehicle/stations communications. The fix generated is referred with
respect to relative or absolute seafloor coordinates, thus a LBL system does not require a
vessel positioning system. The seafloor stations are typically separated by a baseline between
100 to 6000 meters.
LBL system is capable of determing a position with a good of accuracy, independent
of water depth and relative good accuracy for large areas. However the system complex-
ity requires expert operators to deploy and recover the seafloor stations. Moreover, the
deployment requires a comprehensive calibration and expensive equipments.
2.2.5 Positioning Modes for LBL
Conventional positioning modes for LBL architecture are:
• Direct Ranging
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• Intelligent Acoustic Remote
• Relay
• Pseudo Ranging
Figure 2.9: Long Baseline and Direct Ranging
Direct Ranging
In direct ranging mode the vehicle transceiver interrogates the seafloor stations, it waits for
the array replays and the on board processing derives a vehicle position. The interrogation
process can be sequential or simultaneous. Sequential approach is based on a Individual
Interrogation Frequency (IIF) and a Common Replay Frequency (CRF), insted simultaneous
approach is based on a Common Interrogation Frequency (CIF) and a Individual Replay
Frequency (IRF).
Intelligent Acoustic Remote
Intelligent acoustic remote mode is similar to direct ranging with simultaneous interrogation,
but in this configuration, the initial time of interrogation is given by an acoustic command
emitted from a surface control station. Also, the position is performed on surface control
station, thus it is necessary a further communication between underwater vehicle and surface
station. This solution is not reliable because the acoustic communication cycle plays a fun-
damental role in the position update rate, which is slower then the direct ranging. About the
fix accuracy, Direct Ranging and Intelligent Acoustic Remote have the same performances.
Relay
Relay mode is a variant of previous one, in this solution the surface station interrogates
the AUV transceiver on a Relay Interrogation Frequency, the vehicle device interrogates the
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seafloor array by a CIF. The array replays and CIF are detected bye surface station, which
knows his position respect to seafloor beacons thus it can perform the underwater vehicle
position. Relay approach is more reliable than Intelligent Acoustic Remote, otherwise the
fixes accuracy is aﬄicted by the inaccuracy of vertical range detection.
Pseudo Ranging
Pseudo Ranging is based on a synchronous communication between AUV transceiver and
seafloor beacon. This solution needs a very low drift clock AUV pinger, which interrogates on
CIF the array. The seafloor beacons replay on IRF’s, whose are kept by the surface control
station which determines the underwater vehicle position. Fixes are estimated on time of
transmission between the pinger interrogation and surface range detection. The drawback of
this solution is the clock drift that introduces inaccuracy on fixes determinations, moreover
vertical range detections introduce a further source of error. This implementation is rarely
used.
2.3 Latest Architecture Developments
Starting from the architectures shown into previous sections, two are the main developments
trends in acoustic positioning systems ([31]):
• System Integration
• Inverting
2.3.1 System Integration
In system integration approach the conventional LBL/SBL/USBL are coupled with external
sensors in order to improve fixes estimation accuracy. This solution is usually based in a
Kalman Filter integration in fashion with aerial aided navigation. The advantage of this
method concerns redundancy, more measurements are available in the system period, more
sensor in the same operative area. Performance improvement are strictly relate with growing
system complexity. Example of USBL/INS integration are described in [16].
2.3.2 Inverted architecture
The inverting approach is based on inversion of the conventional acoustic system, most
common inverted system are derived from USBL an LBL. In Inverted USBL approach the
main advantage concerns signal noise ratio (SNR) in deep water, because in this configuration
beacons are deployed on the seafloor close to the AUV operative area. Drawback of this
configuration concern interelements coupling, for instance transducer and attitude sensor
drift related to pressure, moreover power consumption when the system has to communicate
with surface station. A brief introduction of this approach is given on [26].
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Figure 2.10: USBL/INS integration scheme, from [16]
Figure 2.11: Inverted USBL, from [32]
In Inverted LBL, seafloor stations are replaced by a surface beacons (usually buoys)
equipped with a GPS system able to dertemine beacon positions. A free synchronized pinger
(or a transponder) is installed on AUV, this device emit a pulse, which is kept from surface
stations and it is transmit, by aerial communication, to main station to calculate AUV
position. The estimate fixes are not transmit back to AUV, thus inverted LBL is limited
to vehicle tracking. The commercial inverted LBL used in this thesis is ACSA/ORCA GPS
Intelligent Buoy known as G.I.B., in next paragraph a detailed description is given.
2.4 G.I.B. System
The G.I.B. (GPS Intelligent Buoy) system is composed by a set of 4 to 12 buoys equipped
with GPS receivers and submerged hydrophones, an acoustic pinger with a frequency range
from 8 to 50 kHz, and a control and display unit. The buoy network measures the Times of
Flight (TOA) of acoustic signal emitted from the pinger to the buoys, at a known rate. The
pinger is synchronized, prior to system deployment, with the GPS time.
During an estimation cycle, the pinger emits two consecutive pulses: the first is synchro-
nized with GPS time and the second is delayed by an amount of time that is proportional
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Figure 2.12: Inverted LBL, from [32]
Figure 2.13: GIB system
to the depth measured by a built-in pressure sensor. Each surface buoy transmits to the
central unit the two measurements concerning the pulses emitted by pinger and their GPS
positions.
The central unit converts the TOA in distances multiplying times by sound speed prop-
agation in the water, which is assumed known (and constant). The acoustic source position
can be then determined, resorting to trilateration or other estimation approaches. The main
advantages of GIB system are relatively simple operation costs, no need to deploy or calibrate
beacons on the sea bed, and independence of vehicle type.
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Figure 2.14: GIB pinger (up), GIB buoy (left) and GIB central unit (right)
Figure 2.15: Buoy deployment
15
Chapter 3
Instantaneous Positioning Algorithms
Instantaneous positioning algorithms compute a position fix given a set of ranges correspond-
ing to a single instant of time. This is what is commonly referred to as Trilateration.
3.1 Trilateration
Trilateration is a method of determining the relative position by using the measured ranges
between the target and a set of reference points with known locations. This approach needs
at least three (no collinear) reference points to determine a unique relative fix in a 2D
environment (see for instance [23]). A common algorithm to solve the problem is based on
Least Square Estimator (LSE) (see for instance [1], [23]) or Maximum Likelihood Estimator
(MLE) (see for instance [2], [4], [3]) where the first approach relied on squaring the ranges
and make a linearization to estimate fixes, whereas the MLE exploits the maximization
of a certain density probability function. A further approach is based on Set-Membership
approach, as discussed on [8] which proposes an algorithm able to determine position fixes,
under the assumption of unknown-but-bounded measurement noise.
3.1.1 3D Trilateration
In this section a brief introduction on LSE implementation of trilateration method is done.
Assuming that the target is synchronized with the positioning system and the sound velocity
(vs) is constant and known, the measured times of arrival (TOA) τi can be converted to
distance’s through ri = vsτi = di + wi where wi is assumed to be Gaussian, zero mean,
disturbance and di is a vector containing the actual ranges. The elements of di are defined
as follows:
di = ‖p− pBi‖ =
√
(px − pBxi)
2 + (py − pByi)
2 + (pz − pBzi)
2 (3.1)
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where p = [x y z]T ∈ R3 denotes the position of the target with respect to some inertial
reference frame. Let pBi = [pBxi pByi pBzi ]
T ; i = 1, . . . , m (where m is the number of available
measurements). Using the vector notation the equations can be written in compact form
r = d+ w, E{wwT} = R ∈ Rm×m (3.2)
Note that by taking the square of ris, a nonlinear equation in the unknown vector p is
obtained.
r2i = d
2
i + w
2
i + 2widi
= (p− pBi)
2 + w2i + 2widi
= ‖p‖2 + ‖pBi‖
2 − 2pTBip+ εi, (3.3)
where the new disturbance is defined as
εi = ω
2
i + 2ωidi, (3.4)
under the assumption di ≫ ωi, εi is Gaussian zero mean:
εi ≈ 2ωidi, (3.5)
and the vector ε = [ε1..εm] has covariance:
E{(p− pˆ)(p− pˆ)T} ≈ E{WεεTW T}
=WE{εεT}W T
= 4WDRDW T (3.6)
Rewriting the m squared ranges observations in matricial form:
2p
T
B1
...
2pTBm


︸ ︷︷ ︸
A
p =

 ‖pB1‖
2 − r21
...
‖pBm‖
2 − r2m


︸ ︷︷ ︸
b
+

ε1...
εm


︸ ︷︷ ︸
ε
+‖p‖21m. (3.7)
Define matrix
M = Im −
1
m
1m1
T
m, (3.8)
where
1m = [1 . . . 1]
T ∈ Rm, (3.9)
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and note that M has 1m in its null space, i.e., M1m = 0. Now premultiplying both sides of
3.7 by M we get rid of the term in ‖p‖2 and obtain the linear system:
MAp =Mb +Mε. (3.10)
A LS estimate can be obtained, if the matrix (MA)T (MA) is invertible, through:
pˆ =Wb, (3.11)
where
W = ((MA)T (MA))−1(MA)TM. (3.12)
The resulting covariance of the estimate, in accord with assumption on ε, is
E{εεT} ≈ E{4DωωTD}
= 4DE{ωωT}D
= 4DRD (3.13)
where
D =

d1 0. . .
0 dm

 . (3.14)
3.1.2 2D Trilateration
In some operative conditions, a good approximation is to consider that all the buoy hy-
drophones have the same pz coordinate. This assumption introduces a symmetry in the
plane where the buoys are deployed. Assume that pzi = Z, i ∈ {1, . . . , m} where m is the
number of available buoy measurements. Note that in the square range equation:
d2i = (px − pBxi)
2 + (py − pByi)
2 + (pz − Z)
2 (3.15)
the third term is constant
K = (pz − Z). (3.16)
Define
p′Bi =
[
pBxi
pByi
]
, p′
[
px
py
]
(3.17)
Now it is possible to rewrite (3.15) as follows
d2i = ‖p
′
Bi‖
2 + ‖p′‖2 − 2p′
T
Bip
′ +K2 (3.18)
18
Chapter 3. Instantaneous Positioning Algorithms
Stacking all the m squared range observations we obtain
2p
′T
B1
...
2p′TBm


︸ ︷︷ ︸
A
p′ =

 ‖p
′
B1‖
2 − r21
...
‖p′Bm‖
2 − r2m


︸ ︷︷ ︸
b
+K2

1...
1


︸︷︷︸
1m
+

ε1...
εm


︸ ︷︷ ︸
ε
+‖p′‖2

1...
1


︸︷︷︸
1m
(3.19)
The resulting system solution can be determined in fashion with the solution of paragraph
3.1.1, in this case the solution is a 2D fix calculated utilizing 3D measurements. The GIB
system typically uses 4 buoys with hydrophones approximately at the same depth. In this
case there is not enough information to uniquely determine a 3D position due to the plane
symmetry. The planar approach needs only 3 buoys to determine an unique fix, introducing
redundancy. Moreover the depth information is not lost because GIB system gives a depth
information codified as explained in paragraph 2.4.
Weighted Trilateration
One of the common assumptions underlying most process modeling methods, LSE, is that
each data point provides equally precise information about the process variation. In other
words, the standard deviation of the error term is constant over all values of the variables.
This assumption clearly does not hold, because in real application each variable has its
informative content. A solution to this problem can be given by Weighted Least Square
Estimator (WLSE). This approach minimizes residuals, like in LSE, considers also a different
weight for each point. The main disadvantage of WLSE is probably the fact that the weights
have to be known exactly. This is not the case in real applications, where estimated weights
must be used instead. However, experience indicates that small variations in the the weights
due to estimation do not often affect an estimation analysis.
Premultiplying both sides of 3.19 by M matrix introduced in 3.8,the following linear system
is obtained:
MAp =Mb +Mε.
This method provides a solution that minimize the follwing cost functional
argmin
p
‖ε‖2 = argmin
p
‖MAp−Mb‖2 (3.20)
In the weighted case the linear system is multiply on the left by a symmetric positive definite
matrix which take in account the covariance of the error.
Lets define
R¯ , E{MεεTMT}
=ME{εεT}MT
= 4MDRDMT , (3.21)
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where R is defined in 3.2.
W , R¯−
1
2
then the resulting linear is
WMAp =WMb+WMε,
where the optimal solution in sense of Least Square is
pˆ = (WMA)†WMb. (3.22)
Define (·)† as Pseoudoinversion operator
(WMA)† = ((WMA)TWMA)−1(WMA)T
= (ATMT R¯−1MA)−1ATMT R¯
1
2 , (3.23)
define
K =MA, (3.24)
the solution can be express as
pˆ = (KT R¯−1K)−1KT R¯−1b. (3.25)
The resulting covariance of the noise is
E{WMε(WMε)T} = E{WMεεTMTW T}
=WME{εεT}MTW
= R¯
1
2 R¯R¯
1
2
= Im. (3.26)
Define the estimation error as
p˜ = p− pˆ, (3.27)
the estimate error covariance is
E{p˜p˜T} = E{(KT R¯−1K)−1KT R¯−1MεεTMT R¯−1K(KT R¯−1K)−T}
= (KT R¯−1K)−1KT R¯−1ME{εεT}MT R¯−1K(KT R¯−1K)−T
= (KT R¯−1K)−1KT R¯−1R¯R¯−1K(KT R¯−1K)−T
= (KT R¯−1K)−T . (3.28)
In this approach the functional expression is
argmin
p
‖WMε‖2 = argmin
p
εTMR−1Mε. (3.29)
LSE and WLSE have the same solution when R = σ2Im where Im is the identity matrix
with dimensions in accord with vector ε.
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3.2 Maximum Likelihood Estimation
A further solution to the Trilateration problem is based on Maximum Likelihood (ML). This
is based on the maximization of the Likelihood function, which is a conditional probability.
Remembering that r represent the measured ranges, and p the AUV position, the likelihood
function l(r|p) can be considered as a function of its second argument p, in other words,
likelihood function works backward from probability, given a set of collect data r and a
distribution of probability, it finds the optimal set of estimation parameters. Thus, the
values of p that maximize l(r|p) is known as the Maximum Likelihood Estimator (MLE).
A detailed description of Maximum Likelihood Estimation theory is given on [28]. The
Likelihood function, in accord with the Gaussianity assumption on the disturbance (3.2), is
given as
l(r|p) =
1
(2π)
m
2 |R|
1
2
exp{−
1
2
(r − d)TR−1(r − d)} (3.30)
where p represent the AUV position, r the measured range, and d the actual range.
A common practice in MLE is to work with the log-likelihood function
ln{l(r|p)} = ln
{
1
(2π)
m
2 |R|
1
2
}
−
1
2
(r − d)TR−1(r − d) (3.31)
Neglecting constant terms, the ML estimate can be found by solving
argmin
p
F (p) = argmin
p
1
2
(r − d)TR−1(r − d) (3.32)
Note that the cost function F is not differentiable when some of the ranges di vanish, that
is, when the position of the vehicle coincides with the position of a landmark. It is realistic
to assume that this situation never occurs in practice.
The MLE procedure is an analytic maximization for which a closed form solution does
not exist. Often, and in practical application the maximization problem is solved with an
iterative approach. Most common iterative algorithms are Gradient and Newton, which are
based on the likelihood gradient (∇F (p)) and hessian (∇2F (p)), respectively. A detailed
description of those iterative algorithms is given in [15].
An iterative optimization scheme, at each execution requires a direction of minimization,
and a step size determination. The direction of minimization, in the Gradient, is given by
δk = ∇F (pk),
where pˆk represents the estimate determined at previous iteration, instead in the case of
Descent Newton, the direction of minimization is given by
δk = −∇
2F (pˆk)
−1∇F (pˆk).
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The new estimate is calculated by moving along δk of an amount equal to the step size,
which can be constant or variable. The step size problem is discussed in section 3.2.3.
An iterative scheme could require an infinite number of execution to determine the solu-
tion to the MLE, avoiding this problem the scheme is arrested when a certain stop criterion
is verified. The criterion adopted for the proposed iterative schemes, relies on:
• Maximum number of iteration (MAXIT );
• Norm of the Gradient (|∇F (pˆk)| < ε1);
• Cost function decreasing step (|pˆk − pˆk−1| < ε2).
ε1, ε2 are determined with respect to the error tolerances required.
The Section 3.2.1 considers the case where likelihood function is based on squared ranges
and gives the expression for gradient and hessian, the section 3.2.2 considers the case of pure
ranges, gradient and hessian expression are given also.
3.2.1 MLE: Squared ranges
In fashion with LSE in this section are considered squared ranges insted pure range.
Let define
di = ‖p− pBi‖
2 ∈ R, i ∈ {1, ..., m}, (3.33)
ri = di + εi, (3.34)
be the squared ranges of actual distance between the AUV and buoys, and pB and p are
defined in section 3.1.1.
The MLE cost function F has the following form
F (p) =
1
2
(r − d)TR−1(r − d) (3.35)
where
d , [d1, d2, . . . , dm]
T ∈ Rm,
r , [r1, r2, . . . , rm]
T ∈ Rm,
w , [w1, w2, . . . , wm]
T ∈ Rm,
where R is the error covariance matrix define as
R , E{wwT} ∈ Rm×m.
As mentioned in previous section the cost function in (3.35) has no closed form solution. In
order to determine the ML estimate it is then necessary to resort to some kind of iterative
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optimization scheme. The gradient and Hessian of the cost function are derived in order to
implement a Gradient descent and Newton optimization algorithms.
The gradient for the (3.35) is
∇F (p) = −2((r − d)TR−1C)T , (3.36)
and hessian is
∇2F (p) = 4CR−1CT − 2αT1mIn
= 4(p1m − pB)
TR−1(p1m − pB)− 2(r − d)R
−11mIn, (3.37)
where
C =

 (p− pB1)
T
...
(p− pBm)
T

 , (3.38)
and
α = R−1(r − d) = [α1, α2, . . . , αm]
T . (3.39)
The reader can find the mathematical derivation of 3.36 and 3.37 on appendix A
3.2.2 MLE: Pure ranges
An alternative implementation of MLE can be developed considering pure range instead of
squared ranges. According to (A.1), and defining
di = ‖p− pBi‖ ∈ R, i ∈ {1, ..., m}, (3.40)
ri = di + wi. (3.41)
The MLE cost function have the expression seen in (3.32)
F (p) =
1
2
(r − d)TR−1(r − d), (3.42)
where
d , [d1, d2, . . . , dm]
T ∈ Rm,
r , [r1, r2, . . . , rm]
T ∈ Rm,
w , [w1, w2, . . . , wm]
T ∈ Rm,
and R is the error covariance matrix defined as
R , E{wwT} ∈ Rm×m (3.43)
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The gradient of the log likelihood function is given by
∇F (p) = −((r − d)TR−1D−1C)T , (3.44)
and its Hessian by
∇2F (p) = {[CTD−1R−1D−1C]−
m∑
i=1
αiHi}, (3.45)
where the matrix C is already defined in 3.38, and
D−1 =


1
d1
. . . 0
...
. . .
...
0 . . . 1
dm

 (3.46)
α = R−1(r − d) = [α1, α2, . . . , αm]
T (3.47)
Hi =
1
di
In −
1
d3i
(p− pBi)(p− pBi)
T (3.48)
3.2.3 Stepsize: Armijo rule
An implementation of MLE with an iterative scheme, determines at each execution an opti-
mal step size. This operation, in practice, is very expensive computationally if good precision
in the computation is required. The issue of optimal step size is usually referred to line search.
There are several methods of solving this problem but it is sufficient consider two classes,
exact line search methods and inexact linear methods. The Armijo rule belongs to the second
class. This approach guarantees a sufficient degree of accuracy to ensure the convergence of
iterative method. The Armijo rule consists in finding the first integer mi that satisfies
F (pk)− F (pk + βmisδk) ≥ −γβmis∇F (pk)T δk, (3.49)
where δk and pk represent respectively the search direction and the solution on kth iteration.
Let s > 1 be the initial stepsize, γ ∈ (0, 1) the tolerance factor, and β ∈ (0, 1) the stepsize
reduction factor and mi ∈ {1, 2, . . .}. The stepsize is calculated as
αk = βmks, (3.50)
where mk is the first integer that satisfies the inequality (3.49). A discussion and a proof on
Armijo rule are given into [7].
3.2.4 Simulation Results
This paragraph describes the results of simulations to validate the proposed algorithms. In
the simulations, four buoys were placed at the corners of a square with a 500m side. The
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accepted regions
α
γα∇F (pk)T δk
α∇F (pk)T δk
F (pk)
Figure 3.1: Step size determination by Armijo Rule.
measurement noise covariance matrix was set to R = σ2Im with σ = 9m, where Im is a
identity matrix with dimensions in accord with the number of available buoys. The initial
position estimate was set pˆ0 = [20 120]
T , and the depth is constant and known. In table
3.2.4 the stop criterion and the Armijo’s rule parameters are shown. Figure 3.2 shows the
evolution of the cost function (F (pk)) together with the norm of the gradient(|∇F (pk)|),
and the estimate components for the Gradient and with pure ranges. Figure 3.3 shows the
evolution of the cost function together with the norm of the gradient, and the estimate
components for the Newton and with pure ranges. The vertical axis for the cost function
and the norm gradient plots use the logarithmic scale. Figure 3.4 and Figure 3.5 show the
Gradient and Newton methods with squared ranges. As in the case of pure ranges solution
the figures shows the evolution of the cost function together with the norm of the gradient,
and the estimate components. Note the quadratic convergence of the Newton methods when
close to the minimum.
Note that the cost functions have local minimum that depend highly on the number and
position of the buoys, as well as the intensity of the measurement noise. Figure 3.6 shows this
fact for the case of pure ranges MLE and Figure 3.7 shows the case of squared ranges MLE.
This is an important issue, as well as on many optimization problems, that prevents the
methods from being global. The the values on the contour lines represent the cost function
value inside the region
The solutions based on squared ranges likelihood function requires an accurate setup
of the step size procedure and a stop criterion, because the cost function decreases faster
than in the case of the pure ranges likelihood function. Both implementations show that
the Newton method converges to the optimal solution with less number of iterations when
compared with the Gradient method. Hence, the MLE implementation based on pure ranges
likelihood function and the Newton method is suitable for real-time implementation.
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Table 3.1: MLE: Simulation parameters
ε1 1e− 9
ε2 1e− 9
α0 = β0s 2
β 5e− 1
γ 1e− 1
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Figure 3.2: Gradient and pure ranges.
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Figure 3.3: Newton and pure ranges.
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Figure 3.4: Gradient and squared ranges.
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Figure 3.5: Newton and squared ranges.
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Figure 3.6: Local and global minimums for pure ranges log-likelihood function.
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Figure 3.7: Local and global minimums for squared ranges log-likelihood function.
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3.3 Cramer-Rao Lower Bound
The Cramer-Rao Lower Bound represent the minimum variance achievable from any unbiased
estimator that uses observations with a given probability density function. A complete
dissertation on Cramer-Rao Lower Bound can be found on [14], and [28]. Assuming that the
beacon positions are exactly known, and (3.2) is still valid, the likelihood function becomes
a multivariable normal distribution
l(r|p) =
1
(2π)
m
2 |R|
1
2
exp{−
1
2
(r − d)TR−1(r − d)} (3.51)
where d = d(p). The Cramer-Rao theorem states that
tr(Σ) , tr(E{p˜p˜T})
= tr(E{(pˆ(r)− p)(pˆ(r)− p)T}) ≥ tr(J−1) (3.52)
where tr(·) is the matrix trace operator, pˆ(r) is the MLE, p˜ = p − pˆ, and J is the Fisher
Information Matrix given by
J , E
{(
∂
∂p
ln l(r|p)
)(
∂
∂p
ln l(r|p)
)T}
= −E
{
∂2
∂p2
ln l(r|p)
}
(3.53)
The log-likelihood function can be written as (3.31) and taking derivatives respect to p we
get
∂
∂p
ln l(r|p) =
(
∂d
∂p
)T
R−1(r − d)
= CTR−1(r − d), (3.54)
where
C ,
∂
∂p
=


∂d1
∂px
∂d1
∂py
∂d1
∂pz
...
...
...
∂dm
∂px
∂dm
∂py
∂dm
∂pz

 =


px−pBx1
d1
py−pBy1
d1
pz−pBz1
d1
...
...
...
px−pBxm
dm
py−pBym
dm
pz−pBzm
dm

 . (3.55)
The Fisher Information Matrix can be computed as
J = E
{
[CTR−1(r − d)][CTR−1(r − d)]T
}
= E
{
CTR−1(r − d)(r − d)TR−1C
}
= CTR−1E
{
(r − d)(r − d)T
}
R−1C
= CTR−1RR−1C
= CTR−1C (3.56)
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which finally yields
tr(Σ) ≥ tr([CTR−1C]−1) (3.57)
The reader can find an extensive discussion on CRLB into [9], and [28], where a proof of
3.57 is also given.
3.3.1 Buoy Geometry
The CRLB is a useful tool to analyze the buoy geometry influence on minimum variance
achievable. As seen on 3.55, CRLB is directly related with buoy positions by using the
CRLB is possible asses to which buoy configuration is optimal for a certain application. In
the following figures (3.8,3.9,3.10) the lower bound on variance for several buoy geometry is
shown. The CRLB is codified as a contour graph using a cold color scale, and the values on
the contour lines represent the minimum variance achievable inside the region. In order to
have a clear planar representation, the following assumptions were done:
• AUV depth exactly known;
• Pinger perfectly synchronized with buoys.
Under those assumption the C matrix define on 3.55 can be rewritten as
C =


px−pBx1
d1
py−pBy1
d1
...
...
px−pBxm
dm
py−pBym
dm

 (3.58)
3.3.2 Algorithm Comparison
The CRLB sets the minimum variance of estimated fixes given a covariance measurement
matrix and a configuration of beacons. This limit could also be used to compare the per-
formance of different solution. Figure 3.11 depicts the minimum variance achievable with
six different algorithms: 2D LSE, 2D WLSE, MLE based on Gradient method and pure
ranges, MLE based on Newton method and pure ranges, MLE based on Gradient method
and squared ranges, and MLE based on Newton method with squared ranges. In the x-axis
are plotted the noise standard deviation value σ and in the y-axis are plotted the values of
the variance. In this simulation four buoys are considered and σ ∈ [0.1, 19.1], where σ is
expressed in meters, and the noise covariance matrix is defined as R = σ2Im. On the eval-
uation of the algorithm variances, for each values of σ, 2000 Montecarlo simulations were
done. For some values of σ the limit of CRLB is violated, this is due to the approximation
of the algorithm variances done:
σ2 ≈
1
N
N∑
i=1
(pˆi − µ)
2,
32
Chapter 3. Instantaneous Positioning Algorithms
10.5
10.5
10.5
10.5
10.5
10.5
10.5
10
.5
10
.5
10
10
10
10
10
10
10
10
10
10
9.5
9.5
9.5
9.5
9.5
9.59.
5
9.5
9.5
9.5
9.
5
11
11
11
11
11
11
11
11
11.5
11.5
11
.5
11.
5
11
.5
11.
5
11.5
11.5
12
12
12
12
12
12
12
12
12.5
12.5
12
.5
12.5
12
.5
12.5
12.5
12.5
13
13
13
13
13
13
13
13
13.5
13
.5
13
.5
13.5
14
14 14
14
14
14 14
14
14.5
14.5
14
.5
14.5
15
15
15
15
15.5
15.5
15.5
15.5
16
16
16
16
16.5
16.5
16
.5
16.5
17
17
17 17
9.5
9.5
9.5
9.5
17.5
17
.5
17
.5
17.5
18
18
18
18
18.5 18.5
18.5 18.5
19
19
19
19
19.5
19.
5
19.5
19.5
20
20
20
20
20.5
20
.5
20.
5
20.5
10
10
21
21
21
21
21.5
21
.5
21
.5
21.5
22
22
22
22
10.5
10.5 10.5
10.5
23 23
23
23
11 11
1111
 
 
−100 −50 0 50 100 150 200 250 300
−100
−50
0
50
100
150
200
250
300
tr{[CTR−1C]−1}
Buoys
Figure 3.8: Configuration of 4 buoys in square shape.
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Figure 3.9: Configuration of 4 buoys in rhombus shape.
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Figure 3.10: Configuration of 3 buoys in triangle shape.
this approximation becomes equality when N →∞.
The Figure 3.11 shows that the LSE provide estimates with less estimation error when
compared with MLE. The precision of an LSE can be improved by taking into account the
measurement noise variance providing a WLSE. The MLE is found to be efficient because it
reaches the minimum achievable variance given by the Cramer-Rao Lower Bound (CRLB).
However, the computational effort is higher then the LSE case. The solution based on
squared ranges likelihood function requires an accurate setup of the stepsize procedure and
a stop criterion, because the cost function decreases faster than in the case of the pure ranges
likelihood function. Both mechanizations show that the Newton method converges to the
optimal solution with less number of iterations when compared with the Gradient method.
Hence, the MLE mechanization based on pure ranges likelihood function and the Newton
method are suitable for real-time implementation.
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Chapter 4
Filtering Methods
This chapter address the estimation of state vector for linear and nonlinear dynamic systems.
This family of algorithms bases the estimation process not only on measurement information
but also on dynamic/kinematic property of the system subject of estimation. The state
estimator of a linear dynamic system is introduced on paragraph 4.1.1, the extension to
nonlinear dynamic system is addressed into paragraph 4.2.1.
4.1 Linear Estimation Problem
Consider a discrete system governed by a stochastic linear difference state equations as
xk = Ak−1 + νk−1, (4.1)
and measurement equations
zk = Cxk + ωk. (4.2)
The random variables νk and ωk represent the process and measurement noises (respectively),
that are assumed to be independent (of each other), white, and with normal probability
distributions
ν ∼ N(0, Q), (4.3)
ω ∼ N(0, R). (4.4)
where
R , E{ωωT} (4.5)
Q , E{ννT} (4.6)
are process noise covariance and measurement noise covariance matrices respectively. The
matrices A,C,Q, and R are assumed known, typically are time-varying but in practical
application are considered constant. The initial state x0 is unknown and described as a
random Gaussian variable with known mean (typically is the real initial state) and covariance
(choose in accord with sensor and plant estimated noises).
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4.1.1 The Discrete Kalman Filter
The discrete Kalman Filter (KF) is a recursive algorithm that compute the estimate for
the current state only with the estimated state from the previous time step and the current
measurements. The equations for the Kalman filter are grouped into two classes: time update
equations and measurement update equations. The time update equations predict current
state and error covariance matrix using the previous time step state. The measurement
update equations correct the current state and error covariance matrix with the current
measurements.
The specific equations for the time and measurement updates are presented below
xˆk(−) = Axˆk−1 (4.7)
Pk(−) = APk−1A
T +Q (4.8)
A is from (4.1), while Q is from (4.3).
Kk = Pk(−)C
T (CPk(−)C
T +R)−1 (4.9)
xˆk = xˆk(−) +Kk(zk − Cxˆk(−)) (4.10)
Pk = (I −KkC)Pk(−) (4.11)
The first task during the measurement update is to compute the Kalman gain, Kk . The
next step is to measure the process to obtain zk , and then to generate an a posteriori state
estimate by incorporating the measurement as in (4.10). The final step is to obtain an a
posterior error covariance estimate via (4.11). The recursive nature is one useful features of
the Kalman filter, it makes practical implementations really feasible.
In (4.1) and (4.2), the noise process ωk and νk can be assumed to be Gaussian. Since
the state xk is a linear function of νk−1, it is also Gaussian. The same conclusion can be
reached about the estimate xˆk since it is a linear combination of xk and ωk; so the error in
the estimate must be a Gaussian variable with zero mean and covariance Pk. A complete
justification and theory of Kalman filters can be found in [5], [6], [11], [24], [35].
4.1.2 Uncertainty Ellipsoid
The uncertainty ellipsoid characterize the concentration of the estimate about the true value
of the state. Considering the probability density or a set of K Gaussian variables
l(p) =
1
(|2π|K/2|P |1/2)
exp(−
1
2
(p− pˆ)TP−1(p− pˆ) (4.12)
Let K = 2 it is possible shown the probability density in a 3D graph as in Figure 4.1.
Observing from (4.12) that the equal-probability contours are defined by the relation
(p− pˆ)TP−1(p− pˆ) = c2 (4.13)
which is the equation for an ellipse when K = 2.
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Figure 4.1: Gaussian probability density for K = 2.
Property. For K = 2, the probability that the error vector lies inside an ellipse whose
equation is
(p− pˆ)TP−1(p− pˆ) = c2 (4.14)
is
l = 1− exp(−
c2
2
) (4.15)
The proof of this property and the general case for K > 2 are discussed in [28]. Con-
cluding it is possible assert that the eigenvalue of P are scale factor for the ellipsoid axes.
An application of uncertainty ellipsoid theory for position estimation is presented on [18].
4.1.3 Alternative formulation
In this paragraph an alternative formulation for the KF is introduced as described on [24].
The equations that describe the gain matrix Kk and the error covariance matrix Pk can be
written in a different form. First, lets prove an interinteresting inversion lemma.
Matrix Inversion Lemma. Suppose (n × n) matrices B and R are positive-definite. Let
H be any, possibly rectangular, matrix. Let A be an n × n matrix related to B, R, and H
according to
A = B − BHT [HBHT +R]−1HB (4.16)
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Then, A−1 is given by
A−1 = B−1 +HTR−1H (4.17)
Proof. The proof follows by direct multiplication.
AA−1 = [B − BHT (HBHT +R)−1HB][B−1 +HTR−1H ]
= I −BHT [(HBHT +R)−1 −R−1 + (HBHT +R)−1HBHTR−1]H
= I −BHT [(HBHT +R)−1 − (I +HBHTR−1)− R−1]H
= I
q.e.d
This result can be applied immediately to (4.11). Introduce the following correspondence to
relate quantities in (4.11) and (4.16). Let
A ∼ Pk, B ∼ Pk(−), H ∼ Ck, R ∼ Rk
Assume that Rk and Pk(−) are positive-definite and apply (4.17), we obtain the new set
equations for the EKF measurement update
Pk = Pk(−)− Pk(−)C
T
k [CkPk(−)C
T
k +Rk]
−1CkPk(−) (4.18)
Kk = PkC
T
k R
−1
k (4.19)
xˆk = xˆk(−) +Kk(zk − Ckxˆk(−)). (4.20)
4.1.4 Example
In this paragraph a basical example is presented, a two states linear system model is con-
sidered in order to illustrate the relation between P covariance matrix and the uncertainty
ellipsoids.
Linear system
The system subject of this example is described by the following linear equations
xk+1 =
[
1 0
0 1
]
xk + νk (4.21)
with a measurement z ∈ Rm that it
zk =
[
1 0
0 1
]
xk + ωk. (4.22)
The filter paramter are shown in table4.1.4.
39
Chapter 4. Filtering Methods
Table 4.1: Kalman Filter Matrices
P0 diag{[(20)
2 (20)2]}
Q diag{[90 160]}
R diag{[100 25]}
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Figure 4.2: Kalman Filter simulation results.
4.2 Nonlinear Estimation Problem
Considering the discrete-time process governed by the non linear stochastic equation
xk = f(xk−1, νk−1), (4.23)
with a measurement z ∈ Rm that it
zk = h(xk, ωk), (4.24)
where the random variables νk and ωk represent the process and measurement noise. In
this case the non-linear function f(·) in the difference equation (4.23) relates the state at the
previous time step k−1 to the state at the current time step k. It includes as parameters the
zero-mean process noise νk. The non-linear function h in the measurement equation (4.24)
relates the state xk to the measurement zk. It is important underlining that the distributions
of the random variables are no longer normal after undergoing their respective nonlinear
transformations, consequently, it is not necessary that ω and ν be Gaussian. However, the
initial value x0 may be assumed to be Gaussian random variate with known mean known
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Figure 4.3: Uncertainty ellipsoid graph.
n×n covariance matrix P0. The objective is to estimate xk to satisfy a specified performance
criterion
E{[x− xˆ]T [x− xˆ]}. (4.25)
4.2.1 Extended Kalman Filter
The Extended Kalman Filter (EKF) is the natural extension of the linear Kalman Filter
to nonlinear state estimation problems. In this case the model equations are nonlinear
differential equations, the non-linear state function (4.23) is used to compute the predicted
state from the previous estimate and the non-linear measurement function (4.24) is used
to compute the predicted measurement from the predicted state. In order to use system
equations with the estimate error covariance, it is necessary to calculate the Jacobians of
the matrices. At each time step the Jacobians are evaluated on current estimated state.
Therefore to estimate a process with non-linear difference and measurement relationships, it
is necessary linearize the system equation on (4.26) and (4.27),
xk ≈ x˜k + A(xk−1 − xˆk−1) +Wνk−1, (4.26)
zk ≈ z˜k + C(xk − x˜k) + V ωk, (4.27)
where
• xk and zk are the actual state and measurement vectors;
• x˜k and z˜k are the approximate state and measurement vectors from (4.26) and (4.27);
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• xˆk is an a posteriori estimate of the state at step k;
• the random variables νk and ωk represent the process and measurement noise, respec-
tively;
• A is the Jacobian matrix of partial derivatives of f with respect to x, that is
Ak =
∂f
∂x
∣∣∣
x=xˆ(k−1),ω(k−1)=0
; (4.28)
• W is the Jacobian matrix of partial derivatives of f with respect to ν, that is
Wk =
∂f
∂ω
∣∣∣
x=xˆ(k−1),ω(k−1)=0
; (4.29)
• C is the Jacobian matrix of partial derivatives of h with respect to x, that is
Vk =
∂h
∂x
∣∣∣
x=x˜k,νk=0
; (4.30)
• V is the Jacobian matrix of partial derivatives of h with respect to ω, that is
Vk =
∂h
∂ν
∣∣∣
x=x˜k,νk=0
. (4.31)
Note that for simplicity in the notation the matrix indexes was neglected, it useful remember
that each element represent partial derivative of the ith nonlinear function with respect the
jth element of vector variable.
The complete set of EKF equations is shown below, note that xˆk(−) for x˜k is substituted to
indicate the a priori state estimate.
xˆk(−) = f(xˆk−1, 0) (4.32)
Pk(−) = AkPk−1A
T
k +WkQk−1W
T
k (4.33)
The previous equations represent the EKF time update, the ones below represent the EKF
measurement update
Kk = Pk(−)C
T
k (CkPk(−)C
T
k + VkRkV
T
k )
−1 (4.34)
xˆk = xˆk(−) +Kk(zk − h(xˆk(−), 0)) (4.35)
Pk = (I −KkCk)Pk(−) (4.36)
The reader can find a extensive matematichal derivation of EKF equations on [5], [6], [11],
[12], [24], [35]. The stability of EKF is sitll an open issue, some papers give a proof of
stability under certain assumption as [19], [20], [21].
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4.2.2 EKF Design
As the reader knows from previous paragraphs, the GIB system, subject of this thesis , is
composed by four buoys equipped with GPS receivers, a free pinger deployed on underwater
vehicle and a main surface control station. The features of the G.I.B. system are synchronized
communications between buoys and the pinger, depth information codified as a delay between
two consecutive pluses, and ranges are represent by times of arrival (TOA). Using the GIB
features and assuming that the AUV depth is available, the estimator can be based on a
four states nonlinear system where two states describe the planar position and two states
describe the velocity components along the x-axis and y-axis. It is important to stress that
the measured ranges are express with respect a 3D frameset, thus in order to simplify the
conversion from 3D to 2D data, squared distances are considered. Next sections describe the
nonlinear system and the Jacobians.
Me
asu
red 
rang
e
Planar range
D
epth
Buoy hydrophone
AUV
Figure 4.4: Ranges components.
Nonlinear System
This section describe the AUV state equations and the buoy measurements equations. The
nonlinear system equations are

pxk+1 = pxk + p˙xk + ν1k
pyk+1 = pyk + p˙yk + ν2k
p˙xk+1 = p˙xk + ν3k
p˙yk+1 = p˙yk + ν4k
(4.37)
and the nonlinear measurement equations are


r1k = (pxk − pBx1)
2 + (pyk − pBy1)
2 + ω1k
r2k = (pxk − pBx2)
2 + (pyk − pBy2)
2 + ω2k
r3k = (pxk − pBx3)
2 + (pyk − pBy3)
2 + ω3k
r4k = (pxk − pBx4)
2 + (pyk − pBy4)
2 + ω4k
(4.38)
where
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• pxk , pyk , p˙xk , p˙yk represent x and y coordinates and x-axis and y-axis velocity compo-
nents;
• νnk, {n = 1, 2, 3, 4} represent the plant noise;
• (pBxi , pByi), {i = 1, 2, 3, 4} buoy planar coordinates;
• ωmk, {m = 1, 2, 3, 4} represent the measurement noise.
The AUV orientation can be determine solving the following algebraic relation
tan θ =
p˙yk
p˙xk
(4.39)
Jacobians
The “state” Jacobian matrices of the system are evaluate for each timestamp on x =
xˆk−1, ν = 0, the parametric Jabocians are shown below
Ak[i, j] =
∂f [i]
∂x[j]
=


1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1

 (4.40)
Wk[i, j] =
∂f [i]
∂ν[j]
=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 (4.41)
The “measurement” Jacobian matrices of the system are evaluate for each timestamp on
x = xˆk(−), ω = 0, the parametric Jabocians are shown below
Ck[i, j] =
∂h[i]
∂x[j]
=


2(pxk − pBx1) 2(pyk − pBy1) 0 0
2(pxk − pBx2) 2(pyk − pBy2) 0 0
2(pxk − pBx3) 2(pyk − pBy3) 0 0
2(pxk − pBx4) 2(pyk − pBy4) 0 0

 (4.42)
Vk[i, j] =
∂h[i]
∂ω[j]
=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 (4.43)
Simulation Results
This paragraph describes the results of simulations aimed at assessing the efficacy of the
algorithms derived. In the simulations, four buoys were placed at the corners of a square
with a 500m side. The depth of the hydrophones was set to 10m for all the buoys. The target
was assumed to move at 4 m/s speed along segments of straight lines and circumferences
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Table 4.2: EKF: Simulation parameters
x0 [180 320 − 1 − 1.73]
T
xˆ0 [160 300 − 0.5 − 2.23]
T
P0 diag{[(25)
2 (25)2 (0.5)2 (0.5)2]}
Q diag{[(4e− 3)2 (4e− 3)2 (1e− 2)2 (1e− 2)2]}
R diag{[25 25 25 25]}
with a 76m of diameter; see Figure 4.5. The range measurements were generated every
T = 1s and corrupted by a Gaussian measurement noise with a 0.1 m standard deviation,
also the EKF was run at the same sampling period. The filter parameters are shown in
Table 4.2.2. Figure 4.5 shows a simulation of actual and estimated target trajectories. In
the figure, EKF stands for the data obtained with the filtering algorithm, Buoy stands for
the positions of the buoys given by GPS receivers installed on the buoys, and AUV stands
for the actual target trajectory. Figure 4.6 shows the error state evolutions, the actual
and estimated state evolutions. In the figure, EKF stands for the data obtained with the
filtering algorithm, error stands for the estimation state error, and AUV stands for the actual
target state evolutions. At this point, it is also important to recall that all estimates of the
target motion are computed using acoustic range measurements only. In spite of this, the
performance of the filter is quite good.
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Figure 4.5: EKF simulation results.
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Figure 4.6: State error evolutions.
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Initialization and Outlier rejection
algorithms
In this section two factor that aﬄict the EKF algorithm are discussed. The first concerns the
choice of the initial point, the second concerns an on-line measurement validation. EKF is
not a optimal estimator, thus with an inaccurate choice of initial point the filter may quickly
diverge. On-line validation is also a critical aspect, because the estimation process of the
filter depends on the past measurements, thus an outlier (completely wrong measurement)
introduces significant errors in the estimation of current and future fixes. In order to run the
EKF algorithm in real-world applications, the design precess has to consider also these two
aspects. A spatial-domain technique is used to solve the initial position issue, instead for
measurement validation a time-domain technique is presented. This approach is discussed
on [2] and [30].
5.1 Initialization algorithm
Determaine a initial fix is not a trivial issue, because the presence of outliers could generate
completely wrong estimates. For this reason, the initialization process cannot base the
estimate only on current time; In practice, it is possible to wait for several GIB cycles before
able to determine the initial fix. Moreover, the window of time considered on fix estimation
has to be enough informative, thus at least three or more measurements are needed. GIB
architecture gives three measurements from each buoys for timestamp. On this discussion
the data received from each buoys may represent a possible combination of the following
three cases: 

τi = di + ωi
τi = di + k∆z + ωi
τi = ωi
Obviously, if the range and depth information are available from one buoy in an emission
cycle, the range TOA is received before the depth TOA. Assuming that at each timestamp,
all the time of arrivals (GIB measurements) are less than 1000ms and at least three buoys are
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working correctly, an algorithm based on least square estimation residual can be introduced.
The algorithm works on windows of time, where the size is a parameter select from the
user before system deployment. First, the algorithm store measurement, until the window
size is reached, than start to test all possible combination of three measurements for each
timestamp in the window. In a timestamp one or four estimate could be available, if three
or four buoys are working respectively, other combination are wrong. Each instance of
trilateration produce a fix, the quality of estimates is determine by a test on residuals.
Lets define
l(r) =
1
(2π)
m
2 R
1
2
exp{−
1
2
(r − dˆ)TR−1(r − dˆ)} (5.1)
where r measured ranges, dˆ estimated ranges, and
R = E{ωωT}. (5.2)
For each timestamp is selected the fix with highest probability that satisfy the following
inequality
(r − dˆ)TR−1(r − dˆ) < α1 (5.3)
where α1 is a value chose in accord with χ
2 distribution (see appendix B).
After this step are available N or less candidate fixes, where N is the size of the window. The
selected candidate could not represent only combination of real ranges but also combination
of real ranges and outliers, in order to reject wrong fixes a χ2 test is done again. In this case
is considered the trilateration error covariance and a term that consider the AUV motion
capabilities is added.
Lets define
l(pˆi) =
1
(2π)
1
2 |R|
exp{−
1
2
(pˆi − pˆj)
TΣ−1(pˆi − pˆj)} (5.4)
where pˆi and pˆj represent the estimated fixed on timestamp i and j, h represent the sample
time, and
Σ = (ATMTS−1MA)−T +
V 2MAXh
2(i− j)2
9
I2 (5.5)
where the first term comes from (3.28) and S = 4MDRDMT . The second term is derived
from the assumption that the AUV probability of moving with a speed less than VMAX is
equal to 3σ.
3σ = VMAX (5.6)
σ =
VMAX
3
(5.7)
σ2 =
V 2MAX
9
(5.8)
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The factor h2(i− j)2 in the second term of (5.5) takes in account the elapsed time between
the two timestamps considered. Two estimated fixes are consistent if the following χ2 test
is verified
(pˆi − pˆj)
TΣ−1(pˆi − pˆj) < α2 (5.9)
The value of α2, as α1, is chosen in accord with the tabled values on appendix B. The goal
of this procedure is estimate the direction of motion of AUV and determine a reliable initial
point for the tracking algorithm. The solution presented is a dedicated procedure for GIB
system. Other dedicated solution for different architecture are discussed on [17] and [33].
5.2 Outlier Rejection
In the previous section the initialization issue is addressed, but another aspect have to be
consider when the EKF algorithm runs. The EKF estimate depends on previous timestamps,
thus if a fix estimation is aﬄicted by an outlier (completely wrong measurement), an error
on current estimate and future estimates occurs. In order to solve this problem an on-line
validation procedure is introduced. In view of the variety of variables that can be measured,
a generic validation procedure for discrete-valued measurements can be introduced from the
EKF theory, which is based on the measurement prediction covariance matrix.
Lets define the measurement prediction covariance matrix ([5])
Sk+1 , E{r˜k+1r˜
T
k+1}
= Ck+1Pk+1(−)C
T
k+1 + 4DRD
T (5.10)
where R is the measurement noise covariance matrix defined in (5.2), Pk+1(−) is the a priori
estimate error covariance matrix defined in (4.33), Ck+1 is the Jacobian defined in (4.42),
and
r˜k+1 = rk+1 − rˆk+1 (5.11)
is the innovation.
Assuming that the true measurement at time k + 1 is normally distributed, one may define
a region in the measurement space where the measurement will be found with some high
probability
V˜k+1(α3) , {r˜
T
k+1S
−1
k+1r˜k+1 6 α3} (5.12)
where α3 is the threshold chose in accord with the χ
2 distribution (see appendix B). The
region defined by (5.12) is called the validation region. It is the ellipse of probability con-
centration, measurements that lie inside the region are considered valid, those outside are
discarded.
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Figure 5.1: Integration of EKF, initialization and outlier rejection procedures.
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Graphical User Interface
This chapter introduces a logical description of a Matlab graphics user interface (GUI)
studied to setup and control the tracking process. This GUI is capable of proceding and
converting binary data packets, which represent the GIB packets, in a GIBdata structure.
The binary packets contain the TOA collected at each of the hydrophones and the buoy
positions given by the respective GPS receivers, and other information that describes the
system status. A typical G.I.B. cycle has a rate of one second and this characteristic justifies
the use of a Matlab-based software with a conventional PC.
In Figure 6.1 a logical description of the graphical user interface is given. The software
can operate with G.I.B. log file or directly connected on a serial port. First operative mode
is known as Replay Mode, and the second one is called Real-Time Mode. The main blocks
are Read Binary Data, and Tracking Algorithm. The tracking block is already described in
Figure 5.1, the read block is described in Figure 6.2.
First block, in Figure 6.2, depicts a synchronization on packet header, when a packet
header is detected the reading procedure starts. The Read Bytes block is a conventional
binary reading procedure. The main block is represented by the conversion block from
longitude/latitude/altitude (LLA) coordinates to North East Down (NED) coordinates, a
detailed description of the coordinate transformation procedure adopted in this thesis is
given in paragraph C.
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Figure 6.1: GUI logical scheme.
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Chapter 7
Experimental Results
This chapter describes the analysis and results for the tracking algorithm using real-world
data form a sea test.
7.1 Experimental scenario
Experimental data were acquired in Sines, Portugal, during a campaign of the MEDIRES
project at the Sines West breakwater. The system used to collect data is the commercial
ACSA/GIB described in paragraph 2.4. The four buoys are deployed in a square config-
uration with approximately 500m on the side, each buoy has a submerged hydrophone at
nominal depth of 10m. Since no information about hydrophones and GPS-receivers error
characteristics were available, manual tuning on Q, R and P0 matrices was made. The
G.I.B interrogation cycle was set to 1s as the sampling time for the extended Kalman filter
introduced in chapter 4.2.2. The N.E.D. reference system is considered.
Table 7.1 shows the filter parameters that were used in the mechanization of the posi-
tioning algorithm described in chapter 4.2.2.
7.2 Results analysis
The estimated experimental trajectory of the underwater pinger is depicted in Figure 7.1.
In the figure, EKF stands for the data obtained with the filtering algorithm, Buoy stands
for the positions of the buoys given by GPS receivers installed on the buoys, WLSE stands
for the data obtained with the weighted trilateration method, and MLE stands for the data
obtained with the MLE mechanization based on pure ranges likelihood function and the
Table 7.1: Experimental filter parameters
P0 diag{[(25)
2 (25)2 (1)2 (1)2]}
Q diag{[(2.5e− 10)2 (2.5e− 10)2 (0.4)2 (0.4)2]}
R diag{[(9)2 (9)2 (9)2 (9)2]}
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Newton method. The pinger trajectory was completed at a nominal depth of 2 meters with
respect to the seasurface level.
The Extended Kalman filter designed yields far better performance than the trilateration
solutions proposed. The figure does not give total justice to this fact, because it does not
reflect the fact that the trilateration fixes are often not available due to bad quality of the
data. In fact, only good trilateration data were considered.
In Figure 7.2 are shown the collected and validated measurement that are obtained
during the experiment at sea. The zero value of the TOA indicates that no data were
collected. The buoys started transmitting data approximately after second 200, with the
exception of buoy 2 that did not transmit data until the end of the experiment. This kind of
events are frequent in real applications, thus if the positioning system is not enough robust
dramatic failures can happen.
In Figure 7.2 the vertical scale is in milliseconds to emphasize that the buoys provide
their distance to the pinger codified as the time-delay between the emission time and the
reception time of the first pulse. In the figure, the measurements are concentrated on two
parallel curves that represent the reception of the two consecutive pulses. However, the
figure shows other detections that cannot be attributed to the acoustic positioning system.
A possible explanation of these detections is the reflection of the signal (multipath) or noises
due to presence of other kind of underwater communications.
The result of the on-line measurement validation is represented in Figure 7.2 as cyan
circles around the validated detects. The black circles represent the result of the initialization
algorithm (see paragraph 5.1).
In Figure 7.3 a detailed view of the TOA for all the buoys suggests that multipath are
detected, i.e. for buoy 4, approximately on second 750, two curves are available. Moreover,
buoy 1 presents several outliers that show a high level of noise compared with the other
buoys. An accurate analysis shows that also in buoy 1 and buoy 3, multipath are detected.
In Figures 7.5, 7.7, 7.8 are depicted the experimental results obtained with a further set of
data. The experimental environment is the same descripted for the previous set of data. The
estimated experimental trajectory is represented in Figure 7.5, and it consists in a straight
line. Notice that the estimate trajectory is not continue line because on the segment of time
between the second 300 and 340 no detects were available. In this situation the algorithm
continues to estimate the vehicle position (pure prediction) for certain period of time, over
this period the algorithm stops to run and starts again the initialization procedure.
In Figure 7.6 a zoomed view of the period of time between the second 300 and 340 is
given. In the figure it is possible notice that the initialization procedure recovers the data
flow and provides a new starting point for the positioning algorithm. Notice that the vehicle
velocity components, in the initial point, are assumed equivalent and equal to 2m/s.
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Chapter 8
Conclusions and future work
This thesis proposes several solutions to the problem of estimating the position of an un-
derwater vehicle. The commercial system adopted for collecting data consists of four buoys
that compute the times of arriaval (TOA) of the acoustic signals emitted periodically by a
pinger installed on-board the target (so colled G.I.B. system).
8.1 Conclusions
Concerning the Trilateration problem, the accuracy analysis shows that the LSE provide
estimates with less estimation error when compared with MLE (Figure 3.11). The precision
of an LSE can be improved by taking into account the measurement noise variance providing
a WLSE. The MLE is found to be efficient because it reaches the minimum achievable vari-
ance given by the Cramer-Rao Lower Bound (CRLB). However, the computational effort is
higher then the LSE case. The solutions based on squared ranges likelihood function requires
an accurate setup of the step size procedure and a stop criterion, because the cost function
decreases faster than in the case of the pure ranges likelihood function. Both mechaniza-
tions show that the Newton method converges to the optimal solution with less number
of iterations when compared with the Gradient method. Hence, the MLE mechanization
based on pure ranges likelihood function and the Newton method are suitable for real-time
implementation.
The buoy geometry analysis obtained with the CRLB shows that in a square configuration
a good level of accuracy is yield. In the case of triangle shape in proximity of the buoys the
accuracy decreases quickly.
Concerning filtering algorithms, the experimental results show that the proposed Ex-
tended Kalman Filter yields good results in presence of outliers or reduced number of vali-
dated measurements. The main advantage of this mechanization is that it works with less
than three valid measurements are available, thus provides a estimate when the Trilatera-
tion methods can not operate. About the on-line validation measurements procedure, it is
important notice that detects some multipath as ranges, this is due to lack of a multipath
propagation model that allow to differentiate among direct ranges and multipath.
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8.2 Future work
Future work could address the inclusion of a multipath propagation model in the estimation
procedure improving the accuracy of the positioning system. Another interesting topic of
research is how to close the feedback to the AUV, providing the estimated fix by an acoustic
communication channel.
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Appendix A
MLE: Gradient and Hessian
derivation
In accord with [34], if F : Rm → R and its first differential can be written as
δF (x) = gTdx (A.1)
where g ∈ Rm, then
∇F (x) = g (A.2)
and its second differential is
δ2F (x) = (δx)TAδx (A.3)
where
∇2F (x) = A (A.4)
A.1 MLE: Squared ranges
Let define
di = ‖p− pBi‖
2 ∈ R, i ∈ {1, ..., m} (A.5)
ri = di + wi (A.6)
be the squared ranges of actual distance between the AUV and buoys, and pB and p are
defined in section 3.1.1. The MLE cost function F has the following form
F (p) =
1
2
(r − d)TR−1(r − d) (A.7)
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where
d ,[d1, d2, . . . , dm]
T ∈ Rm
r ,[r1, r2, . . . , rm]
T ∈ Rm
w ,[w1, w2, . . . , wm]
T ∈ Rm
where R is the error covariance matrix define as
R ,E{wwT} ∈ Rm×m
The first differential can be obtained as follows
δF = −
1
2
δdTR−1(r − d)−
1
2
(r − d)TR−1δd (A.8)
= −(r − d)TR−1δd (A.9)
where
δd = [δd1, δd2, . . . , δdm]
T ∈ Rm (A.10)
The first differential of d can be written
δdi = δ‖p− pBi‖
2 (A.11)
= δ((p− pBi)
T (p− pBi)) (A.12)
= 2(p− pBi)
T δp (A.13)
rewriting (A.13) in matricial form
δd =

 δd1...
δdm

 =

2(p− pB1)
T
...
2(p− pBm)
T


︸ ︷︷ ︸
C
δp (A.14)
concluding the gradient is given by
∇F (p) = −((r − d)TR−1C)T (A.15)
Lets introduce
α ,R−1(r − d) = [α1, α2, . . . , αm]
T ∈ Rm
then the second differential can be calculate as follows
δF = −(r − d)TR−1δd = −αT δd
= −
m∑
i=1
αTi δdi (A.16)
δ2F = −
m∑
i=1
δαiδdi −
m∑
i=1
αiδ
2di
= −δαT δd−
m∑
i=1
αiδ
2di (A.17)
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remembering that
δdi = 2(p− pBi)
T δp ∈ R1×n
δ2d can be written as follows
δ2di = 2δp
Tδp (A.18)
Introducing (A.18) in (A.17) the finalexpression of second differential is obtained
δ2F = δdTR−1δd− 2αT1mδp
T δp
= δpT4CCTδp− 2αT1mδp
T δp (A.19)
concluding the hessian is given by
∇2F (p) = 4CR−1CT − 2αT1mIn
= 4(p1m − pB)
TR−1(p1m − pB)− 2(r − d)R
−11mIn (A.20)
A.2 MLE: Pure ranges
Lets define
di = ‖p− pBi‖ ∈ R, i ∈ {1, ..., m} (A.21)
ri = di + wi (A.22)
the MLE cost function have the expression seen in (3.32)
F (p) =
1
2
(r − d)TR−1(r − d) (A.23)
where
d ,[d1, d2, . . . , dm]
T ∈ Rm
r ,[r1, r2, . . . , rm]
T ∈ Rm
w ,[w1, w2, . . . , wm]
T ∈ Rm
where R is the error covariance matrix define as
R ,E{wwT} ∈ Rm×m
The first differential of d can be written
δdi = δ‖p− pBi‖ (A.24)
=
1
2di
((p− pBi)
T (p− pBi))δp (A.25)
=
1
di
(p− pBi)
T δp (A.26)
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rewriting (A.26) in matricial form
δd =

 δd1...
δdm

 =


1
d1
. . . 0
...
. . .
...
0 . . . 1
dm


︸ ︷︷ ︸
D−1
×

 (p− pB1)
T
...
(p− pBm)
T


︸ ︷︷ ︸
C
δp (A.27)
concluding the gradient is given by
∇F (p) = −((r − d)TR−1D−1C)T (A.28)
In order to determine the second differential of F (x) lets define the follwing quantity
α ,R−1(r − d) = [α1, α2, . . . , αm]
T ∈ Rm
δF = −αT δd (A.29)
= −
m∑
i=1
αiδdi
δ2F = −
m∑
i=1
δαiδdi −
m∑
i=1
αiδ
2di
= (δd)TR−1δd−
m∑
i=1
αiδ
2di (A.30)
Lets define
β , [β1, β2, . . . , βm]
T ∈ Rm
where
βi = (p− pBi)
T δp
then it is possible rewrite (A.26) as
δdi =
1
di
βi (A.31)
consequently
δ2di =
1
di
δβi −
1
d2i
βiδdi
=
1
di
δβi −
1
d3i
β2i (A.32)
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determining δβi and β
2
i
δβi = δ(p− pBi)
T δp
= (δp)T δp (A.33)
β2i = ((p− pBi)
T δp)2
= (δp)T (p− pBi)(p− pBi)
T δp (A.34)
then (A.32) can be rewritten
δ2di =
1
di
(δp)Tδp−
1
d3i
(δp)T (p− pBi)(p− pBi)
T δp
= (δp)T [
1
di
In −
1
d3i
(p− pBi)(p− pBi)
T ]δp
= (δp)THiδp (A.35)
where
Hi =
1
di
In −
1
d3i
(p− pBi)(p− pBi)
T (A.36)
now the second differential can be summarize as follows
δ2F = (δd)TR−1δd−
m∑
i=1
αδ2d
= (δp)T{[CTD−1R−1D−1C]−
m∑
i=1
αiHi}δp (A.37)
then in accord (A.3) the hessian resulting is
∇2F (p) = {[CTD−1R−1D−1C]−
m∑
i=1
αiHi} (A.38)
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Chi-Square distribution
In this appendix the χ2 distribution is introduced, for more details see [6]. Table B presents
the points x on the chi-square distribution for a given upper tail probability
Q = P{y > x} (B.1)
where
y ∽ χ2 (B.2)
and n is the number of degrees of freedom (df). This tabulated function is also known as
the complementary distribution. An alternative way of writing (B.1) is
x(1−Q) , χ2(1−Q) (B.3)
which indicates that to the left of the point x the probability mass is 1−Q.
Figure B.1: χ2 distribution.
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n \Q 0.99 0.975 0.95 0.90 0.75 0.5 0.25 0.1 0.05 0.025 0.01
1 2e-4 .001 .003 .016 .102 .455 1.32 2.71 3.84 5.02 6.63
2 .020 .051 .103 .211 .575 1.39 2.77 4.61 5.99 7.38 9.21
3 .115 .216 .352 .584 1.21 2.37 4.11 6.25 7.81 9.35 11.3
4 .297 .484 .711 1.06 1.92 3.36 5.39 7.78 9.49 11.1 13.3
5 .554 .831 1.15 1.61 2.67 4.35 6.63 9.24 11.1 12.8 15.1
6 .872 1.24 1.64 2.20 3.35 5.35 7.84 10.6 12.6 14.4 16.8
7 1.24 1.69 2.17 2.83 4.25 6.35 9.04 12.0 14.1 16.1 18.5
8 1.65 2.18 2.73 3.49 5.07 7.34 10.2 13.4 15.5 17.5 20.1
9 2.09 2.70 3.33 4.17 5.90 8.34 11.4 14.7 17.0 19.0 21.7
10 2.56 3.25 3.94 4.87 6.74 9.34 12.5 16.0 18.3 20.5 23.2
11 3.05 3.82 4.57 5.58 7.58 10.3 13.7 17.3 19.7 22.0 24.7
12 3.57 4.40 5.23 6.30 8.44 11.3 14.8 18.5 21.0 23.3 26.2
13 4.11 5.01 5.90 7.04 9.30 12.3 16.0 19.8 22.4 24.7 27.7
14 4.66 5.63 6.57 7.79 10.2 13.3 17.1 21.1 23.7 26.1 29.1
15 5.23 6.26 7.26 8.55 11.0 14.3 18.2 22.3 25.0 27.5 30.6
16 5.81 6.91 7.96 9.31 11.9 15.3 19.4 23.5 26.3 28.8 32.0
17 6.41 7.56 8.67 10.1 12.8 16.3 20.5 24.8 27.6 30.2 33.4
18 7.01 8.23 9.40 10.9 13.7 17.3 21.6 26.0 28.9 31.5 34.8
19 7.63 8.91 10.1 11.7 14.6 18.3 22.7 27.2 30.1 32.9 36.2
20 8.26 9.60 10.9 12.4 15.5 19.3 23.8 28.4 31.4 34.2 37.6
Table B.1: Table of critical values of χ2 distribution.
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Coordinate Transformations
This section describes the process to derive a NED fix starting from a LLA fix. The procedure
consists in a first conversion from LLA to Earth Centered Earth Fixed (ECEF) and successive
conversion from ECEF to NED. The conversion are based on the World Geodetic System
(WGS-84). The reader can find a exhaustive discussion about coordinate transformation on
[10],[13] ,[22], and [25].
C.1 Earth Model
With reference to [22], there are many models for the Earth’s geometry, however most widely
used current Earth model is the WSG-84. Earth shape model parameters are illustrated in
Figure C.1, which shows the elliptical cross section for the ellipsoid. The z axis is along the
rotation axis, and β is a radial distance in the x− y plane of the equator.
Figure C.1: Earth shape model.
Several geometrical parameters used in definitions for Earth shape models are illustrated
76
Appendix C. Coordinate Transformations
Defining parameters
Equatorial radius re 6378137 m
Angular velocity, ωi/e 7.292115
−5 rad/s
Earth’s gravitational constant, µ 3.986005+14 m3/s2
Second gravitational constant, J2 1.08263
−3
Derived constants
Flattering, f 298.2572235637
Polar radius, rp 6356752.3142 m
First eccentricity, ǫ 0.0818191908426
Gravity at equator, gWGS0 9.7803267714 m/s
2
Gravity formula constant, gWGS1 0.00193185138639
Mean value (normal) gravity, g 9.7976446561 m/s2
Table C.1: WGS-84 ellipsoid constants.
in Figure C.1. The following relationship for eccentricity ǫ, ellipticity e, and flattering f
define the ellipsoid’s shape and other variables:
ǫ =
(
1−
r2p
r2e
) 1
2
(C.1)
e = 1−
rp
re
(C.2)
f =
1
e
(C.3)
The WGS-84 earth model is defined by table C.1
C.2 ECEF coordinates from Longitude and Latitude
With reference to [10], the transformation from Ψ = [λ, φ]T for a given heights h to pECEF =
[xe, ye, ze]
T is given by 
xeye
ze

 =

(N + h) cosφ cosλ(N + h) cosφ sinλ
(
r2p
r2e
N + h) sinφ

 (C.4)
where
N =
re
(1− ǫ2 sin2 φ)
1
2
(C.5)
For a ship h is the vertical distance from the sea level to the body frame coordinate origin.
The body frame is usually chosen to coincide with the center of gravity.
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C.3 NED coordinates from ECEF coordinates
Figure C.2: ECEF coordinate frame with z-axis along Earth’s rotation axis.
Referring to Figure C.2, the transformation matrix from ECEF to NED proceeds with the
following sequence of three rotations:
Roatation 1: λ about ze
R1 =

 cλ sλ 0−sλ cλ 0
0 0 1

 (C.6)
Rotation 2: −φ about y′e
R2 =

 cφ 0 sφ0 1 0
−sφ 0 cφ

 (C.7)
Rotation 3: align axes from up-east-north to north-east-down
R3 =

 0 0 10 1 0
−1 0 0

 (C.8)
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or
Rne (z) =

−sφcλ −sφsλ cφ−sλ cλ o
−cφcλ −cφsλ −sφ

 (C.9)
Coordinate systems are established such that information can be exchanged between
interfacing systems in a consistent manner. These reference frames are orthogonal and
right-handed.
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