Abstract
Multizentrische Evaluierung der Genauigkeit und Präzision bei der

Introduction
Nuclear medicine imaging has the potential to provide quantitative information about the distribution of an injected radiopharmaceutical in the body. Successive scans on the same patient at different times can provide data on the radiopharmaceutical biokinetics, i.e., the change in the distribution of the radiopharmaceutical in the body over time [1] . There are several nuclear medicine applications that require images that are quantitatively accurate in an absolute sense [2] [3] [4] [5] . For example, absolute quantification is needed in the therapeutic use of radiopharmaceuticals, where the purpose is to evaluate the dose-effect relationship [6] [7] [8] [9] .
Accurate quantitation of the uptake of injected activity in various organs over time provides the basis for internal dosimetry. This is especially important to rigorously optimize the therapeutic use of radiopharmaceuticals, where patient specific dosimetry is often a legal obligation due to the high absorbed doses [10] . As a consequence, there is a need for harmonized protocols or guidelines for acquiring quantitative information from nuclear medicine imaging procedures.
Over the past two decades, there has been much research and progress in developing methods for accurately quantifying nuclear medicine images obtained from scintillation cameras [11, 12] . However, adoption of these methods by clinics has been slow. Generating images from scintillation cameras suitable for quantitative tasks requires additional attention to data acquisition and processing compared to those used solely for qualitative (i.e., visual) interpretation. Moreover, absolute quantitation is more challenging than relative quantitation as it imposes greater demands on the accuracy of corrections for scatter, attenuation, partial volume, and other effects. In addition, there is the need for calibration of the imaging system and activity measurement instruments [13] .
Achieving absolute quantitation requires appropriate equipment, software, and human resources. The level of these requirements depends on the imaging task. For example, quantifying activity in a tumour in the lungs requires more sophisticated resources than quantifying whole body activity. However, the levels of resources needed for each type of imaging procedure have not been systematically investigated and are therefore not widely available.
Guidance documents and training are needed to take full advantage of the capabilities of nuclear medicine instruments and to understand their limitations, which can ultimately lead to better quantitative practice worldwide. The Medical Internal Radiation Dosimetry Committee of the Society of Nuclear Medicine and Molecular Imaging has recently published a document providing guidance for Single Photon Emission Computed Tomography (SPECT) quantification and more detailed recommendations for 131 I [14, 15] . To further address this need, the International Atomic Energy Agency (IAEA) initiated the Coordinated Research Project E2.10.07, entitled "Development of Quantitative Nuclear Medicine Imaging for Patient Specific Dosimetry". A report on nuclear medicine imaging quantification [16] was the first output of this project, while the present study comprised the majority of work undertaken by the participants.
The purposes of the study described herein were to: (i) investigate the capabilities for quantitative single photon imaging at different sites worldwide, including sites where resources are limited; (ii) develop and test quantitative imaging methods in nuclear medicine practice; (iii) assess the need for standardization and harmonization of quantitative nuclear medicine on an international scale; and (iv) assess the achievable accuracy of absolute activity quantitation for different nuclear medicine methodologies in a range of sites with various levels of available resources. This paper describes the results of an image quantification comparison study performed between 9 groups of medical physicists working in institutions in different countries. The participants at the various sites each imaged a phantom containing a different set of 133 Ba source inserts calibrated by the U.S. National Institute of Standards and Technology (NIST). Images were obtained and activities in the sources were quantified using three different modalities: planar, SPECT and SPECT with X-ray computed tomography (CT).
Methods
Sources
The primary goal of the study was to assess the accuracy and variability of absolute activity estimates obtained via scintillation camera imaging at multiple international sites. Thus, multiple sets of accurately calibrated sources were needed. Iodine-131 is widely used for radiopharmaceutical therapy, and it was decided to base the comparison on this radionuclide. However, because of the relatively short halflife (T 1/2 = 8.0233(19) d) [17] of 131 I and the large distances between the participating laboratories, it was deemed impractical to prepare, calibrate, and ship phantoms using 131 I. Moreover, solid epoxy sources were required for the comparison to avoid logistical problems associated with shipping liquid radioactive sources internationally.
Barium-133 was chosen as the surrogate because of its long half-life of 10.540(6) years [17] and similarities between the 133 Ba and 131 I decay schemes. The most abundant ␥-ray in the decay of 133 Ba at 356 keV is similar in energy and emission probability to the most abundant ␥-ray in the decay of 131 I at 364 keV. The primary differences in the decay schemes are the presence of 637 keV and 722 keV ␥-rays in 131 I decay that are not found in 133 Ba, as well as the possible production of bremsstrahlung from the ␤ − electrons emitted in the decay of 131 I. These high-energy photons can contribute to the main photopeak energy window from Compton scatter events (in the patient or in the collimator), as well as events undergoing both collimator septal penetration and Compton scattering [18] . Also, 133 Ba has photons with energy 303 keV that need to be taken into account when selecting energy windows for scatter compensation.
The phantom sources that were distributed to the participants were the same as those described in [19] . Briefly, each distributed set consisted of four 133 Ba epoxy-filled poly(methyl methacrylate) (PMMA) cylinders, each having an active epoxy length of 3.8 cm and inside diameters of 0.794 cm, 1.27 cm, 1.43 cm, and 2.86 cm to give nominal volumes of 2 mL, 4 mL, 6 mL, 23 mL, respectively. These were given the series designations A, B, C, and D, respectively. The dimensions of the sources were chosen to evaluate quantification in the context of different levels of partial volume effect. The diameter of the largest source was chosen to be sufficiently large so as to be essentially free of such effects for most modern SPECT cameras.
For the A, B, and C series, the calibrated activity concentration was (0.199 ± 0.003) MBq g −1 at the established reference time. For safety and transport reasons, the activity concentration of the D series sources was chosen to be a factor of four lower, and thus the calibrated activity concentration at the same reference time was (0.050 ± 0.001) MBq g −1 . The relative standard uncertainties on the activities for the A, B and C series were 1.43%, while those for the D series were somewhat higher at 1.74%. For each individual source, the total contained activity was calculated by multiplying the appropriate activity concentration by the respective measured epoxy mass, which was determined with an uncertainty of about 0.2%.
A set of four sources (one from each series) was dispatched to each participant between May 2011 and February 2013. Measurements were made at the convenience of the participants, however, it was expected that results would be submitted no more than 2 months after receipt of the sources. 
Participants and equipment
The different institutions contributing to the measured data were from Bangladesh, Brazil, Croatia, Cuba, Germany, South Africa, Thailand, United States of America, and Uruguay. All participants responsible for the measurement were trained medical physicists with experience in quantitative imaging in their local departments. The choice of institutes was based on evaluations by the IAEA of applications received to participate in the larger Coordinated Research Project (discussed above), with the exception of participants from the United States and Germany, which were recruited based on their extensive expertise in this area. Because this comparison study formed a relatively small part of the overall project, no specific effort was made to achieve diversity in terms of scanner manufacturer, model or type.
Participation in this study required access to a scintillation camera system with planar and SPECT imaging capabilities and methods for attenuation and scatter correction. Since 133 Ba was used as a substitute for 131 I, a high-energy collimator was a prerequisite for the study. The oldest camera was installed in 2006 and five systems were equipped with CT acquisition capabilities and CT-based attenuation correction. The scintillation cameras were manufactured by three vendors (Siemens, General Electric, and Mediso) and were all equipped with 9.5 mm crystals, except one, which had a 15.9 mm thick detector. All the systems were subject to quality assurance programmes according to local requirements. The project also required the ability to acquire images in multiple energy windows to apply the Triple Energy Window [20] method for scatter correction. Details on the scanners used in the study are reported in Table 1 . The sensitivity factors (i.e., calibration coefficients), were measured by the participants using their respective B-series source for both planar and SPECT. For each participant, the measured sensitivities for the two different techniques were generally consistent.
Activities were calculated from the observed count rates and the sensitivity factors using well-established methods [16] .
Acquisition and image analysis protocols
For this study two trials were initiated. For the first trial, participants were expected to develop their own protocol to quantify the activities in the four supplied 133 Ba sources placed in the phantom by planar and SPECT methods. No acquisition or processing parameters were specified. The only specific training provided was a draft of the IAEA guidance document described above [16] . The activities of the sources were not provided to the participants. For calibration, participants were instructed to use their B-series sources to calibrate their systems using the activity value measured using their local activity calibrator. The choice of source was a compromise between partial volume effects and the introduction of additional uncertainty due to attenuation and scattering. Reconstructed SPECT counts were used to determine the sensitivity factor. The time between calibration and measurements was variable and was left to the discretion of each participating institute.
The 133 Ba sources were designed to be used in conjunction with a standard 22 cm diameter cylindrical phantom, one of which was available in each participating institution. The arrangement of the sources within the phantom was prescribed as shown in Fig. 1 for the second trial, although not every institution decided to adopt this geometry in the first trial. With the more stringent protocol adopted for Trial 2, this arrangement was mandatory in order to eliminate the influence of apparent overlap of the activity of the sources.
The four sources were mounted in the phantom, which was then filled with water. The phantom was placed in the head position on the patient scanning couch and three sets of planar data and three sets of SPECT acquisitions (with CT, if available) were acquired and saved for processing. After making the measurements, participants were asked to report the details of their equipment, acquisition parameters, processing methods, and results.
For the second trial, a more prescriptive protocol was written, mostly dealing with harmonizing the acquisition parameters and the calibration methodology. Additional training was provided in the form of informal lectures given by the more experienced participants in the project. The Bseries source in air was again used for calibration, but the actual activity of only that source, as measured by NIST, was given to each participant -all other source activities remained unknown. For calibration, the acquisition and reconstruction parameters were the same as the data acquisitions for Trial 2 (see Table 2 ), but using the minimum practical radius. For the actual measurements, the participants were asked to perform three sets of SPECT acquisitions (with CT, if available). Further details on the acquisition and processing parameters are given in Table 2 . The 5% lower scatter energy window was chosen so as to avoid interference with the 303 keV energy peak. In order to correct for spill-out the participants were asked either to draw the ROIs/VOIs such that they either included the majority of counts (planar, SPECT with Chang attenuation correction (Chang-AC) [21] ) or they include the CT image of source dilated by 10 mm in all directions without overlap. The sites were also asked to repeat the respective measurement three times. In all cases, the results to be reported were the details of their equipment, acquisition parameters, processing methods, the total counts of the acquisition in the peak window, and the estimated activity in each source for each acquisition.
Some sites lacked the ability to acquire transmission images needed for conjugate-view planar activity quantification method [22] [23] [24] [25] and therefore estimated the object thickness using other methods. SPECT quantification without CT-based attenuation correction (CTAC) used the zero-order Chang correction method [21] , where an estimate of the boundary of the phantom is required.
In order to exclude site-specific effects caused by operatordependent data processing an additional centralized data analysis (CDA) was performed. For this purpose, the raw data from each site were collected by a central site (the participating institute from Croatia) and processed following the prescriptive protocol established for the second trial (i.e. using the same reconstruction settings, corrections, and region drawing techniques for all data sets).
Analysis methodology
To facilitate consistent comparison of the results between the centres for each of the three exercises, all activity values reported by the participants are presented as ratios, R, of the mean of the participants' reported activities for each source at the prescribed reference time to the NIST calibrated activity for that source at the same reference time. Unless otherwise stated, the quoted uncertainties are standard (k = 1) uncertainties calculated from the quadratic addition of the relative combined standard uncertainty on the NIST activity for the specific source and the relative standard deviation of the three activity determinations for that source as reported by the participant.
Data were analysed for each of the three exercises separately by grouping the R-values by source size, thereby giving four subsets of data in each exercise. Within each subgroup, possible outliers were detected using Grubbs' test at a significance level of 5%. Each set was tested for normality after removal of outliers using a normal probability plot correlation coefficient test [26] at the 5% significance level. In each case, the data were indicated to be normally distributed.
For the calculation of a final central value for R within each exercise (see Table 3 ), mean values were first calculated, along with their standard deviations. It was apparent from the large variances that although suspected outliers (maximum of 2 in each set) were removed from the data sets, the means were still highly influenced by the presence of extreme values. For this reason, medians are also reported, since they tend to be more robust when one is confronted with an inconsistent data set. The standard uncertainties on the medians were calculated as median absolute deviations (MAD) [27] .
One important aspect of the analysis of responses in the first exercise was that some of the participants reported the activity in terms of activity of 131 I instead of 133 Ba as instructed. In those cases, the participants' values were converted to equivalent 133 Ba activity by dividing by their measured relative response of their activity calibrator for the two radionuclides. For the analysis of data from Trial 1, an adjustment was made to account for differences between the participants' activity calibrator results and the NIST-calibrated activity. No such adjustment was necessary in Trial 2, as the true activity for the 4 mL source was provided to the participants.
Because it was not a goal of the exercise to evaluate individual institution performance, the results are presented in this paper in aggregate form, that is, the participant identifier does not necessarily correspond to the same institution in every plot.
Results
A summary of the average R values obtained for all the cylinders in each trial using each of the three methods is given in Table 3 , along with their respective standard uncertainties. The results of each trial are presented in more detail below. Chang-AC is not widely used for quantitative SPECT; detailed results for this part of the trial are presented only in summary form. Hereafter, we focus solely on the results of planar imaging and of SPECT-CT.
Trial 1
The R values for the 4 cylindrical sources obtained from planar imaging, along with their associated standard uncertainties, are presented for each of the participants in Fig. 2a . A Grubb's test on the entire set of 32 values indicated that the two responses at R = 3.19 and R = 1.54 were indeed outliers and were not included in further calculations. The most striking result from this particular exercise is the fact that the majority of the measurements underestimate the activity by about 15%, independent of source size or institution. The responses ranged from R min = 0.53 to R max = 1.04.
In 5 of the data sets, an apparent trend towards greater underestimation in the 133 Ba activity is seen as the size of the source increases, which could be taken to be an attenuation effect. An analysis of variance (ANOVA) indicates, however, that there is no statistical difference (p = 0.62) between the results for the different source groups. The data do indicate that statistically significant differences in performance between the group of participants (p = 0.031) exist, but this is not unexpected, given the different levels of experience in each institution.
For the SPECT-CT measurements, shown in Fig. 2b , the data set was free of outliers, but had a relatively large range in responses (R min = 0.85 to R max = 1.27). No trends with regard to source size were detected and no statistically significant differences (p = 0.18) between laboratories were identified by ANOVA. Both the mean and median indicate an overestimation of the activity by about 10% for all the sources.
Trial 2
In addition to the data received from the laboratories participating in Trial 1, the data from Trial 2 included responses for both CTAC and planar from one participant that did not provide data in Trial 1. This gives a total of 9 institutes reporting results for planar and 5 institutes giving values for CTAC. It should also be noted that, as seen in Table 1 , one of the participants used a scanner for this trial that was different from the one used in Trial 1. It is therefore possible that there are additional components of uncertainty when comparing the results for that participant that are not present in the others.
In the case of planar imaging, two results were identified by Grubb's tests to be outliers, with one value being too low (R = 0.35) and the other being too high (R = 1.38). It should be noted that in both cases, the results were for the smallest source, although there does not appear to be an influence of the source diameter on the measurement results across the entire data set. Fig. 3a shows the planar imaging responses from each participant, including outliers, in Trial 2 plotted against their corresponding result in Trial 1. A clear difference in the performance between trials is not immediately evident from the data in Table 3 , and, in fact, the ANOVA indicates only a marginal probability (p = 0.04) for there being a statistical difference between the two trials. Despite the fact that the means and medians did not shift significantly between the trials, it can be seen that the ranges shifted somewhat, from (R min = 0.53, R max = 1.04) in Trial 1 to (R min = 0.68, R max = 1.19), not including the outliers.
The participants' responses for Trial 2 using CTAC are plotted against the corresponding results in Trial 1 in Fig. 3b . What is immediately obvious in the plot is the fact that in both trials, this technique results in a general overestimation of the activity for all sources. No statistically significant difference between the trials is indicated (p = 0.63), other than it appears that the variability (standard deviation or MAD), was slightly lower in Trial 2.
Centralized data analysis (CDA)
The CDA was performed using a workflow provided by one of the authors (M. Lassmann) and implemented on a Siemens Syngo workstation.
The results of the CDA for the planar data are plotted against the participants' original responses for Trial 2 in Fig. 4a . It The uncertainty bars correspond to standard uncertainties and were calculated from the quadratic combination of the relative standard uncertainty on the NIST calibration for the respective source and the relative standard deviation on 3 repeated activity determinations of each source. The unity line is provided for guidance and would indicate those data for which the values in both exercises were equal. (b) Plot of ratios, R, of participants' reported activities using CTAC to the NIST-calibrated activity for the 4 sets (A through D) of 133 Ba sources for Trials 1 and 2. The uncertainty bars correspond to standard uncertainties and were calculated from the quadratic combination of the relative standard uncertainty on the NIST calibration for the respective source and the relative standard deviation on 3 repeated activity determinations of each source. The unity line is provided for guidance and would indicate those data for which the values in both exercises were equal. The uncertainty bars correspond to standard uncertainties and were calculated from the quadratic combination of the relative standard uncertainty on the NIST calibration for the respective source and the relative standard deviation on 3 repeated activity determinations of each source. The unity line is provided for guidance and would indicate those data for which the values in both exercises were equal. (b) Plot of ratios, R, of participants' reported activities using SPECT-CT imaging to the NIST-calibrated activity for the 4 sets (A through D) of 133 Ba sources for Trial 2 and the CDA. The uncertainty bars correspond to standard uncertainties and were calculated from the quadratic combination of the relative standard uncertainty on the NIST calibration for the respective source and the relative standard deviation on 3 repeated activity determinations of each source. The unity line is provided for guidance and would indicate those data for which the values in both exercises were equal. is immediately apparent that an overall improvement in the quantitative accuracy was achieved when the same procedure is applied to all the data by a single analyst. This is also reflected in the improvement of the means and medians between Trial 2 and the CDA (i.e., closer to R = 1), as seen in Table 3 . The CDA was also successful in correcting the outliers that were originally identified in the previous trials and reduced the overall range in R values to a minimum of 0.86 and maximum of 1.25. The ANOVA also indicate a difference between the two sets of data (p = 2 × 10 −5 ). Fig. 4b presents a plot of the results of the CDA for the participants' CTAC data plotted against the original responses for Trial 2. From the data, it is possible to identify a slight downward shift in the R values after the CDA. This is also seen in the slight lowering of the mean and median CTAC values in Table 3 , which is indicated from the ANOVA as being statistically significant (p = 0.017).
The R values from the CDA, which are taken as the final responses from the participants for each imaging technique, are given in Fig. 5a for planar and Fig. 5b for SPECT-CT. Included in Fig. 5a are the results of a separate analysis that investigated the effect of transmission scan-based attenuation correction [28] .
The ANOVA indicates a statistically significant (p = 9.8 × 10 −4 ) difference between the R values when calculated with the two techniques when the entire group of all sources is considered. From each of the individual laboratories, however, only the data from participants 3 and 8 showed statistically significant differences. Because of the small number of degrees of freedom in the analyses (n = 4 for each participant and each method), however, caution should be used in drawing conclusions about the relative effectiveness of the two techniques.
For SPECT-CT, a trend of increasing R value with increasing size of the source can be seen that was not apparent in the original Trial 1 data. This trend is, in fact, statistically significant (p = 0.024) and is most likely attributable to uncorrected partial volume effects. Comparing the response between all the participants, it appears that the average R values for the 4 sources reported by Participant 3 are consistently lower than those of the other 4 laboratories. The magnitude of this difference is large enough for the ANOVA to detect the effect of the differences in response, since the entire data considered together indicates a between-participant difference (p = 0.022), but the probability is lowered to p = 0.35 when the data for Participant 3 are removed. While a definite cause for this effect is extremely difficult to identify without additional data, the fact that this particular institute had somewhat less experience with SPECT-CT than the others makes this a factor to consider.
Discussion
This study is the first international comparison with the purpose of comparing image quantification processes for molecular radiotherapy. The parameters of running an IAEA project strongly influenced the number and distribution of participants in this exercise. In particular, it is recognised that it would have been desirable to have more participants with a wider range of makes and models of scanners. However, the logistics of carrying out such a study for the first time showed this to be an acceptable, manageable size. Despite the limited number of institutions, this study produced a significant amount of useful data.
A set of very accurately calibrated and traceable sealed sources containing 133 Ba as a surrogate for 131 I were used for this study. The motivation for this was to avoid errors associated with the filling of the phantoms and with making the activity measurements in each laboratory. An earlier study by the IAEA on dose calibrator measurements showed that a variation in the measurement of activity, especially when using activity calibrators, is to be expected [13] . The use of a solid pre-calibrated source did present the disadvantage that it excluded measurements with background activity, which might have been more relevant for comparison with the clinical situation.
Although the main photon emission of 133 Ba has almost the same energy as 131 I (356 keV vs 364 keV), it does not have problems associated with the contribution from the 637 keV and 723 keV photons. Although the abundances are relatively low (7.3% and 1.8% respectively), these photons are highly penetrating and contribute to the events in the 364 keV window with a fraction up to 20% [18] . In the case of imaging with radionuclides where septum penetration is significant, such as 131 I, the definition of the sensitivity is even more important. Determining whether or not the high-energy photons have a strong influence on the quantification when comparing results between studies with 133 Ba and 131 I will require a more systematic investigation that must take into account all of the components of uncertainty in the imaging process.
The activities in the four sources were such that the deadtime for the imaging system was not an issue. For patient imaging, and especially when imaging after therapeutic doses, high count rates can be expected due to high administered activities. The effects in the imaging from count rate and pileup effect are camera specific, but generally result in a decreased measured count rate [29, 30] . Therefore, activity is generally underestimated if a sensitivity factor measured at a low count rate is used. Very high count-rates can also introduce artefacts in the image due to the way events are positioned (i.e. from the centroid of the scintillation light) [31] .
The sensitivity factor relates the count rate to the activity. Experience from this project showed that the sensitivity calculated from the CDA was site-dependent. The deviations were, however, small with a tendency to higher sensitivities for the SPECT-CT studies. It is of importance for future studies that the method for the sensitivity calculation be well defined and documented [32] , as the sensitivities reported were sometimes inconsistent. For one site using a camera with a crystal thickness of 15.9 mm, the sensitivity was about 60% higher as compared to the sensitivity of cameras of the same vendor using the standard crystal thickness of 9.5 mm which, as a consequence, results in improved count statistics for this particular camera.
If a whole field-of-view sensitivity is used to convert counts per second to MBq in a narrow ROI, as was done for this comparison, then the activity might be underestimated due to spill-out of the counts caused by the limited spatial resolution of the scintillation cameras. Therefore, we decided in Trial 2 that the ROIs/VOIs should not be drawn close to the boundaries of the object (e.g. as defined by CT) but larger in order to include spill-out (see Table 2 ). More sophisticated methods to correct for partial volume effects have been developed but are generally not clinically available [33] .
In this project, with a phantom having a fairly simple source geometry, quantification using planar imaging worked reasonably well. No major changes in terms of overall accuracy were observed between Trial 1 and Trial 2, although the protocol settings were much more uniform for Trial 2. Obviously, the planar image quantification methods are still operatordependent even if there is a uniform protocol for all sites. The lowest deviation was observed after the CDA of Trial 2. This is most likely caused by the fact (i) that the sensitivity factors were recalculated using a standardised procedure, (ii) the data were evaluated by a single observer applying the same attenuation and scatter method and ROI drawing to all data sets.
For SPECT studies, the Chang-AC method also performed reasonably well, with R values and uncertainties similar to those obtained with planar imaging. The setup for the correction involves several steps for the user that may not be straightforward. The outline of the object being quantified is normally manually defined by fitting a circular boundary. Due to the lack of background activity in the configuration used for these studies, the phantom boundary was not easily seen, and thus the outline was difficult to define. Some sites added 133 Ba external point sources to the surface of the phantom in order to be able to define the boundary with a protocol provided by the vendor.
The smallest deviation from the actual activity of the source was with SPECT-CT. Only slight improvement was achieved by the CDA of the data of Trial 2. In our study, we could consistently quantify the activity within 10% of the NIST-calibrated activity with an appropriate quantification procedure. There might be, however, a vendor-specific bias of this study as most SPECT-CT scanners used for this trial were from a single manufacturer. In addition, we observed for the SPECT-CT studies only a consistent source-volume dependent increase of the activity ratios that might be caused by partial volume effects, particularly for the 2 mL and 4 mL sources. It should be stressed that although the simplified geometry and acquisition conditions enabled the errors on the quantification for the smallest sources to be typically around 10% (with a best case of 2%), this level of accuracy is probably not easily achievable clinically with the current state of practice.
As specified in the protocol, the participants were asked to repeat the same study three times, thereby allowing inherent site-specific variability to be assessed. The standard deviations within one study and one site were, for each trial, much smaller than the variation of results between the sites. This indicates that modern scintillation cameras provide stable data for repeated studies [34, 35] .
A few sites were able to perform attenuation correction using transmission measurements. Although there were not enough data to be able to draw meaningful conclusions about the quantitative accuracy of this technique, it did become apparent during the data analysis phase that the choice of attenuation coefficient is critical for accurate and consistent results.
After evaluating the results of the study it is our assertion that, for quantitative imaging, if SPECT-CT is available, this modality is to be recommended because of the smaller number of manual procedures (and thus less chance for errors induced by the operator) and also the fact that it supports both uniform and non-uniform attenuation corrections.
It should be pointed out that the phantom and source distribution used in this study does not allow for a fair comparison between quantitative imaging using SPECT-CT and planar imaging. There are well-known problems associated with planar imaging including the unwanted contribution of events from over-and underlying activities, self-attenuation in distributed source volumes and the problems of measuring attenuation factors for planar quantitation. These factors are likely to decrease the accuracy and increase the variability of planar quantitation while having a smaller effect on SPECT-CT quantitation. Thus, SPECT-CT-based quantitation is likely to demonstrate even greater superiority in such cases. However, this paper does not provide direct evidence of this, and such a comparison was beyond the scope of this work.
The project demonstrated the need for training and standardized protocols to achieve good levels of quantitative accuracy and repeatability in a multicentre setting. In general, the need for standardization of education and training of medical physicists is well recognized by the IAEA; a number of publications have been produced to fill this gap [16, [36] [37] [38] .
Since the time that this project was started, other national and regional efforts, such as the recently completed Metrology for Molecular Radiotherapy (MetroMRT) project [39] have been initiated with many of the same goals, but with slightly different methods for evaluating image quantification performance. It is hoped that with the publication of such data, improvements in the state of quantitative imaging can be proposed and moved into clinical practice.
Conclusions
This work underlines several facts concerning quantitative imaging for molecular radiotherapy:
• Solid barium-133 sources can be used for testing image quantification procedures in multicentre trials thus avoiding inherent problems with on-site activity measurement and phantom preparation.
• A detailed protocol for calibration measurements is needed.
• Large uncertainties were found for planar methods and the studies that applied Chang's attenuation correction. This was most likely caused by the difficulties encountered in attenuation correction and ROI drawing.
• SPECT-CT showed the best accuracy and lowest variability due to the built-in inherent and theoretically rigorous correction methods. In addition, SPECT-CT requires less interaction by the operator when compared to other methods.
• There were much smaller variations at the same site than across the different sites.
• For multicentre studies there is a need for a consistent and specific description of each step in the acquisition and processing chain in order to achieve accurate and reliable image quantification.
• Although the simplistic phantom design and lack of background provided excellent data on the potential accuracy limits for SPECT and planar image quantification, such results are probably not yet achievable clinically with current methodologies.
Overall this study showed, for the first time, that international multicentre trials for image quantification in molecular radiotherapy can be carried out and may be the first step towards improved traceability of dosimetry studies in patients.
Disclaimer
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