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ON THE OPTIMAL CONSTANTS IN THE TWO-SIDED
STECHKIN INEQUALITIES
THOMAS JAHN AND TINO ULLRICH
Abstract. We address the optimal constants in the strong and the weak
Stechkin inequalities which appear in the characterization of approximation
spaces which arise from sparse approximation. An elementary proof of a con-
stant given by Bennett is provided, and we improve the constants given by
Stechkin and Copson. By means of convex optimization, we compute two
decimal places of the optimal constant in the classical version. Finally, the
minimal constants in the weak Stechkin inequality are presented.
1. Introduction
In the present paper, we address the minimal constants c1(q), C1(q), c1,∞(q), and
C1,∞(q) > 0 in the inequalities
(1.1)
1
c1(q)
∞∑
n=1
(
1
n
∞∑
k=n
aqk
) 1
q
≤
∞∑
n=1
an ≤ C1(q)
∞∑
n=1
(
1
n
∞∑
k=n
aqk
) 1
q
and
(1.2)
1
c1,∞(q)
sup
n∈N
n
(
1
n
∞∑
k=n
aqk
) 1
q
≤ sup
n∈N
nan ≤ C1,∞(q) sup
n∈N
n
(
1
n
∞∑
k=n
aqk
) 1
q
for sequences (an)n∈N with a1 ≥ a2 ≥ . . . ≥ 0 and 1 < q ≤ ∞. The right-hand
side inequalities also allow for q = 1. Note that in case q = ∞, the expression(
1
n
∑∞
k=n a
q
k
) 1
q is replaced by sup {ak | k ≥ n} = an. The inequalities (1.1) and
(1.2) play a role in the characterization of the approximation spaces Aαr (H), i.e.,
the set of elements f of the infinite-dimensional separable Hilbert space H for which
the quasi-norm
‖f‖Aαr (H) :=
{(∑∞
n=1(n
αEn(f)H)r 1n
) 1
r , 0 < r <∞,
supn∈N n
αEn(f)H, r =∞
is finite. Here, α > 0 and En(f) denote the infimal distance of f to elements
of the form
∑
k∈Λ λkek, where Λ ⊂ N is a set of cardinality n − 1 and (ek)∞k=1
is an orthonormal basis of H. Copson [3, Theorem 2.3] proves that C1(q) = q
1
q ,
cf. also Hardy, Littlewood, and Pólya [11, Theorem 345]. Stechkin investigates
(1.1) only for q = 2 in [14, Лемма 3] and [15, Лемма 1] where it is proved that
C1(2) ≤ 2√3 . Also, Stechkin [15, Лемма 1] is first to address the constant c1(2);
he asserts c1(2) ≤ 2 and conjectures an improvement to c1(2) ≤ pi2 but proves
2010 Mathematics Subject Classification. 41A25, 46E30.
Key words and phrases. approximation space, sparse approximation, Stechkin inequality.
1
2 THOMAS JAHN AND TINO ULLRICH
neither claim; see also [6, Section 7.4] for a historical discussion. The existence of
constants validating the inequalities (1.1) and (1.2) is due to Pietsch [12, Example 1
on p. 123], see also [4, Theorem 4]. Bennett [1, Theorem 3] shows that
c1(q) =
pi
q sin(piq )
in (1.1), thus confirming Stechkin’s conjecture for q = 2, see 1 for an illustration.
Contributions in the direction of the weak Stechkin inequality are the inequalities
n1−1/q
( ∞∑
k=n
aqk
)1/q
≤
∞∑
n=1
an
and
n1−1/q
( ∞∑
k=n+1
aqk
)1/q
≤ (q − 1)−1/q sup
n∈N
nan
proved in [16, Лемма IV.2.1] and [8, Proposition 2.11], respectively.
The contribution of the present paper is threefold. First, we give an alternative
proof for the optimality of c1(2) =
pi
2 in (1.1) which uses an elementary insight
from convex optimization. Second, we give upper bounds for C1(q) by proving (see
Proposition 3.1 and Theorem 3.3) that this inequality holds true with
C1(q) ≤


(
e ln(2)√
2
)1− 1q
, 1 ≤ q ≤ 2+ln(2)2−ln(2) ,
2
(
2 qq−1 − 1
)− q−1q
, 2+ln(2)2−ln(2) < q ≤ q2,
q
1
q q2 < q ≤ ∞
where q2 ≈ 4.4124 is a solution of the equation 2(2q′ − 1)−
q−1
q = q
1
q , see 4 for an
illustration. This bound is non-optimal for q = 2 but already improving C1(2) ≤ 2√3
from [14, Лемма 3]. A near-optimal upper bound is given in Corollary 2.5, and
Theorem 2.7 provides a lower bound computed by means of convex optimization.
Third, we determine the optimal constants in (1.2) as
c1,∞(q) = ζ(q)
1
q and C1,∞(q) =
(
1
q
)− 1q(
1− 1
q
)−(1− 1q )
where ζ(·) denotes the Riemann zeta-function, see Theorems 4.2 and 4.3 and Fig-
ures 5 and 6. The consequences for the optimal constants in the inequalities stated
by DeVore in [4, Theorem 4] on sparse approximation in infinite-dimensional sepa-
rable real Hilbert spaces are outlined in Section 5.
A recurring technique in this paper is that we prove the inequalities under con-
sideration for finite sequences first, which then yields the general claim through a
limiting process. These finite-dimensional versions will be used to gain some geo-
metric insight to (1.1) when q = 2. Numerical approximations will support our
analytical treatment in the appropriate places.
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2. The strong Stechkin inequality
In this section, we are concerned with the inequality
(2.1)
1
c1(2)
∞∑
n=1
(
1
n
∞∑
k=n
a2k
) 1
2
≤
∞∑
n=1
an ≤ C1(2)
∞∑
n=1
(
1
n
∞∑
k=n
a2k
) 1
2
for sequences (an)n∈N with a1 ≥ a2 ≥ . . . ≥ 0.
2.1. On the optimal lower constant. We give an rather elementary proof of the
optimality of c1(2) =
pi
2 in (2.1), which is due to Bennett [1, Theorem 3]. Our prove
uses an elementary insight from convex optimization.
Theorem 2.1. The minimal constant c1(2) > 0 for which
∞∑
n=1
(
1
n
∞∑
k=n
a2k
) 1
2
≤ c1(2)
∞∑
n=1
an
holds for all sequences (an)n∈N with a1 ≥ a2 ≥ . . . ≥ 0 is c1(2) = pi2 .
Proof. Step 1. We prove the claim for finite sequences. Consider
sup


∑∞
n=1
(
1
n
∑∞
k=n a
2
k
) 1
2∑∞
n=1 an
∣∣∣∣∣∣ a1 ≥ a2 ≥ . . . ≥ 0, aN+1 = 0,
∞∑
n=1
an <∞


= sup


∑N
n=1
(
1
n
∑N
k=n a
2
k
) 1
2
∑N
n=1 an
∣∣∣∣∣∣∣ a1 ≥ a2 ≥ . . . ≥ 0, aN+1 = 0


= sup
{
N∑
n=1
(
1
n
N∑
k=n
a2k
) ∣∣∣∣∣ (an)n∈N ∈ ∆N
}
.
The set ∆N :=
{
(an)n∈N
∣∣∣ a1 ≥ a2 ≥ . . . ≥ 0, aN+1 = 0,∑Nn=1 an = 1} is deter-
mined by a single linear equality and n linear inequalities in a1, . . . , an and thus is
a (n− 1)-dimensional simplex in its N -dimensional linear span VN . Therefore, the
restriction of the convex function
VN → R,
(an)n∈N 7→
N∑
n=1
(
1
n
N∑
k=n
a2k
) 1
2
to∆N attains its supremum at one of the vertices of ∆N . Similarly to the discussion
in [8, Section 2.1], the vertices of ∆N are precisely those points for which all but
one of the defining inequalities are actually equalities. This means that for each
of the N vertices of ∆N , there is a number k0 ∈ {1, . . . , N} such that a1 = . . . =
ak0 > ak0+1 = . . . = aN = 0. Taking
∑N
n=1 an = 1 into account, we obtain
a1 = . . . = ak0 =
1
k0
and
N∑
n=1
(
1
n
N∑
k=n
a2k
) 1
2
=
k0∑
n=1
(
1
n
k0∑
k=n
1
k20
) 1
2
=
k0∑
n=1
n−
1
2
(
k0 − n+ 1
k20
) 1
2
.
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Therefore
sup


∑∞
n=1
(
1
n
∑∞
k=n a
2
k
) 1
2∑∞
n=1 an
∣∣∣∣∣∣ a1 ≥ a2 ≥ . . . ≥ 0, aN+1 = 0,
∞∑
n=1
an <∞


= sup


N∑
n=1
(
1
n
N∑
k=n
a2k
) 1
2
∣∣∣∣∣∣ (an)n∈N ∈ ∆N


= sup
{
k0∑
n=1
n−
1
2
(
k0 − n+ 1
k20
) 1
2
∣∣∣∣∣ k0 ∈ {1, . . . , N}
}
.
Clearly, this quantity is monotonically increasing in N because not only the set
{(an)n∈N | a1 ≥ a2 ≥ . . . ≥ 0, aN+1 = 0} is, but also ∆N and its vertex set are. We
will show that the sequence
(∑k0
n=1 n
− 1
2
(
k0−n+1
k2
0
) 1
2
)
k0∈N
is bounded above and
the supremum is pi2 . Then we automatically know that
pi
2
= sup
k0∈N
k0∑
n=1
n−
1
2
(
k0 − n+ 1
k20
) 1
2
= sup
N∈N
sup
{
k0∑
n=1
n−
1
2
(
k0 − n+ 1
k20
) 1
2
∣∣∣∣∣ k0 ∈ {1, . . . , N}
}
= sup
N∈N
sup


∑∞
n=1
(
1
n
∑∞
k=n a
2
k
) 1
2∑∞
n=1 an
∣∣∣∣∣∣ a1 ≥ a2 ≥ . . . ≥ 0, aN+1 = 0

 .
The function g : (0, k0 + 1) → [0,∞), g(t) := t− 12
(
k0−t+1
k2
0
) 1
2
is monotonically
decreasing, so
(2.2) fk0 :=
∫ k0+1
1
g(t)dt ≤
k0∑
n=1
g(n) ≤ g(1) +
∫ k0
1
g(t)dt =: hk0 .
For the computation of the antiderivative
∫
t−
1
2 (k0 − t+ 1) 12dt, the change of vari-
ables u =
√
t
k0−t+1 or t =
u2(k0+1)
u2+1 yields
dt
du =
2u(k0+1)
(u2+1)2 and∫
t−
1
2 (k0 − t+ 1) 12dt
= 2(k0 + 1)
∫
1
(u2 + 1)2
du
= 2(k0 + 1)
(
u
2(u2 + 1)
+
1
2
arctan(u)
)
= t
1
2 (k0 − t+ 1) 12 + (k0 + 1) arctan
((
t
k0 − t+ 1
) 1
2
)
.
Plugging in the integration bounds, we arrive at∫ k0+1
1
t−
1
2 (k0 − t+ 1) 12 dt = (k0 + 1)pi
2
− k
1
2
0 − (k0 + 1) arctan
(
k
− 1
2
0
)
,
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∫ k0
1
t−
1
2 (k0 − t+ 1) 12 dt =
(
arctan
(
k
1
2
0
)
− arctan
(
k
− 1
2
0
))
(k0 + 1).
It follows that limk0→∞ fk0 = limk0→∞ hk0 =
pi
2 . Now, if we can show that the
sequences (fk0)k0∈N and (hk0)k0∈N are monotonically increasing, then (2.2) implies
pi
2
= lim
k0→∞
fk0 = sup
k0∈N
fk0 ≤ sup
k0∈N
k0∑
n=1
n−
1
2
(
k0 − n+ 1
k20
) 1
2
≤ sup
k0∈N
hk0 = lim
k0→∞
hk0 =
pi
2
and we are done. Indeed, one has
∂
∂x
∫ x+1
1
(
x− t+ 1
tx2
) 1
2
dt =
∂
∂x
(x+ 1)pi2 − x
1
2 − (x+ 1) arctan
(
x−
1
2
)
x
=
x
1
2 − arctan
(
x
1
2
)
x2
> 0
and
∂
∂x
(
x−
1
2 +
∫ x
1
(
x− t+ 1
tx2
) 1
2
dt
)
=
∂
∂x
(
x−
1
2 +
(
arctan
(
x
1
2
)
− arctan
(
x−
1
2
)) x+ 1
x
)
=
x
1
2 − 4 arctan
(
x
1
2
)
+ pi
2x2
> 0
for all x ≥ 1. For the latter claim, note that the function (0,∞) ∋ x 7→ √x −
4 arctan(
√
x) + pi has a global minimizer at x = 3 with minimum
√
3 − pi3 > 0,
which can be read off the signs of its derivative x 7→ x−3
2
√
x(x+1)
.
Step 2. We prove the claim for all sequences. It remains to show that∑∞
n=1
(
1
n
∑∞
k=n a
2
k
) 1
2∑∞
n=1 an
≤ pi
2
for all sequences (an)n∈N with a1 ≥ a2 ≥ . . . ≥ 0 and
∑∞
n=1 an ≤ ∞. Let ε > 0.
Then there exists N1, N2, N3 ∈ N such that
∞∑
n=N+1
(
1
n
∞∑
k=n
a2k
) 1
2
<
ε
2
for all N > N1, and
∞∑
k=⌊N2 ⌋
ak <
ε
8
for all N > N2, and
(2.3)
√
N
⌊
N
2
⌋− 1
2
≤ 2
for all N > N3.
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c1(q)
1/q
1
3
5
10.5
Figure 1. The function 1/q 7→ piq sin(piq ) .
Also, for fixed N ∈ N and M ≥ N +1, apply [8, Proposition 2.3] with p = 1, q = 2,
and s = N2 to the sequence (an)n≥⌊N2 ⌋ to obtain( ∞∑
k=N+1
a2k
) 1
2
≤
⌊
N
2
⌋− 1
2
∞∑
k=⌊N2 ⌋
ak.
For N > max {N1, N2, N3}, we conclude
N∑
n=1
(
1
n
∞∑
k=N+1
a2k
) 1
2
≤
N∑
n=1
n−
1
2
⌊
N
2
⌋− 1
2
∞∑
k=⌊N2 ⌋
ak ≤
∫ N
0
x−
1
2dx
⌊
N
2
⌋− 1
2
∞∑
k=⌊N2 ⌋
ak
= 2
√
N
⌊
N
2
⌋− 1
2
∞∑
k=⌊N2 ⌋
ak ≤ 4
∞∑
k=⌊N2 ⌋
ak <
ε
2
and
∞∑
n=1
(
1
n
∞∑
k=n
a2k
) 1
2
=
N∑
n=1
(
1
n
∞∑
k=n
a2k
) 1
2
+
∞∑
n=N+1
(
1
n
∞∑
k=n
a2k
) 1
2
≤
N∑
n=1
(
1
n
N∑
k=n
a2k
) 1
2
+
N∑
n=1
(
1
n
∞∑
k=N+1
a2k
) 1
2
+
∞∑
n=N+1
(
1
n
∞∑
k=n
a2k
) 1
2
<
pi
2
N∑
n=1
an +
ε
2
+
ε
2
=
pi
2
∞∑
n=1
an + ε.
Taking the limit ε ↓ 0 proves the assertion. 
The precise values for c1(q) from [1, Theorem 3] are illustrated in Figure 1.
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2.2. On the optimal upper constant. In order to give upper and lower bounds
on the minimal constant C1(2) in (2.1), we frequently use the fact that the mono-
tonicity assumption in (an)n∈N can be dropped when dealing with the right-hand
side of (2.1). We start with upper bounds for the minimal constant C1(2). Trivially,
any number in place of C1(2) for which (2.1) is true serves as an upper bound for
the optimal constant. The following result adapts Stechkin’s proof technique in [14,
Лемма 3] and produces such numbers from sequences whose entrywise inverses are
square-summable.
Proposition 2.2. Let b = (bn)n∈N0 be a strictly monotonically increasing sequence
with b0 = 0 and
∑∞
n=1
1
b2n
<∞. Then for all (an)n∈N ∈ ℓ2, we have
∞∑
n=1
an ≤ Cb
∞∑
n=1
(
1
n
∞∑
k=n
a2k
) 1
2
with Cb := sup
{√
n(bn − bn−1)2
∑∞
k=n
1
b2
k
∣∣∣ n ∈ N}.
Proof. Consider
∞∑
n=1
an =
∞∑
n=1
an
bn
bn =
∞∑
n=1
an
bn
n∑
k=1
(bk − bk−1)
=
∞∑
n=1
(bn − bn−1)
∞∑
k=n
ak
bk
≤
∞∑
n=1
(bn − bn−1)
(
1
n
∞∑
k=n
a2k
) 1
2
(
n
∞∑
k=n
1
b2k
) 1
2
=
∞∑
n=1
(
1
n
∞∑
k=n
a2k
) 1
2
(
n(bn − bn−1)2
∞∑
k=n
1
b2k
) 1
2
≤ Cb
∞∑
n=1
(
1
n
∞∑
k=n
a2k
) 1
2
where Cb is chosen as stated in the assertion. 
Stechkin’s proof of [14, Лемма 3] is the one of Proposition 2.2 with bn = n(n + 1)
for n ∈ N. In the sequel, we investigate the choice bn = (n(n+ 1))p for n ∈ N and
some fixed number p ∈ (14 , 1]. If we set
An := n((n(n+ 1))
p − (n(n− 1))p)2
∞∑
k=n
1
(k(k + 1))2p
for n ∈ N, then C(p) := sup{√An ∣∣ n ∈ N} is the constant defined in Proposi-
tion 2.2 for our particular choice of the sequence (bn)n∈N. We start with some
preliminary analysis of the sequence (An)n∈N.
Lemma 2.3. Let p > 14 . For all n ∈ N, we have
(2.4) An ≤
(
(n+ 1)p − (n− 1)p
np−1
)2
1
4p− 1 .
Proof. The assertion follows from
∞∑
k=n
1
b2k
=
∞∑
k=n
1
(k(k + 1))2p
=
∞∑
k=n
(∫ k+1
k
x−2dx
)2p
≤
∞∑
k=n
∫ k+1
k
x−4pdx =
1
4p− 1n
−4p+1,
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for which p > 14 is crucial. 
We can say even more about the right-hand side of (2.4).
Lemma 2.4. Let 0 < p ≤ 1. The sequence (A′n)n∈N defined by
A′n :=
(n+ 1)p − (n− 1)p
np−1
is monotonically decreasing.
Proof. For p = 1 the claim is trivial. Otherwise, consider the functions f1, g1 :
(0,∞)→ R defined by g1(x) = xp and
f1(x) =
g1(x+ 1)− g1(x − 1)
xp−1
.
Note that f1(n) = A
′
n. We will show that f1 is monotonically decreasing on [2,∞)
and that A′1 > A
′
2. The Taylor expansion of g1 at x ≥ 2 which is given by
g1(x+ h) =
n∑
k=0
hk
k!
xp−k
k−1∏
m=0
(p−m) +R(x, h, n),
and the corresponding approximation error is
R(x, h, n) :=
∫ x+h
x
(x+ h− t)n
n!
tp−n−1
n∏
m=0
(p−m)dt.
Next, note that
|R(x, 1, n)| ≤
∫ x+1
x
|x+ 1− t|n
n!
tp−n−1
n∏
m=0
|p−m| dt
≤
∫ x+1
x
tp−n−1dt =
1
p− n ((x + 1)
p−n − xp−n) ≤ 1
n− p
and
|R(x,−1, n)| ≤
∫ x
x−1
(x− 1− t)n
n!
tp−n−1
n∏
m=0
(p−m)dt
≤
∫ x
x−1
tp−n−1dt =
1
p− n (x
p−n − (x− 1)p−n) ≤ 1
n− p .
This follows from 1n!
∏n
m=0 |p−m| = p
∏n
m=1
m−p
m ≤ 1 and |x+ h+ t|
n ≤ 1 for
h ∈ {−1, 1} and t between x and x + h. As limn→∞ −1p−n = 0, we know that
limn→∞R(x, h, n) = 0 for h ∈ {−1, 1}, and we may write
g1(x + 1) =
∞∑
k=0
1
k!
xp−k
k−1∏
m=0
(p−m)
and
−g1(x − 1) =
∞∑
k=0
(−1)k+1
k!
xp−k
k−1∏
m=0
(p−m).
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Setting hn :=
1
(2n−1)!
∏2n−2
m=0 (p−m) for n ∈ N and noticing hn > 0, this gives
g1(x+ 1)− g1(x− 1) = 2
∞∑
n=1
1
(2n− 1)!x
p−(2n−1)
2n−2∏
m=0
(p−m)
= 2pxp−1 + 2
∞∑
n=2
1
(2n− 1)!x
p−(2n−1)
2n−2∏
m=0
(p−m)
= 2pxp−1 + 2
∞∑
n=2
hnx
p−(2n−1).
As a function of x, the expression
f1(x) =
g1(x+ 1)− g1(x − 1)
xp−1
= 2p+
∞∑
n=2
hn
x2n−2
is thus monotonically decreasing on [2,∞). In order to show that
(2.5) A′1 = 2
p ≥ 3
p − 1
2p−1
= A′2
for all p ∈ (0, 1], consider the functions f2, g2 : R → R defined by f2(x) = 3x − 1
and g2(x) = 2
2x−1. Then f ′2(x) = 3
x ln(3), g′2(x) = 4
x ln(2), f(1) = g(1), and
f2, g2, f
′
2, and g
′
2 are monotonically increasing. Therefore f
′
1(1) > g
′
2(1) shows that
f(x) ≤ g(x) for all x ≤ 1 (with equality only for x = 1). This implies (2.5). 
In Theorem 3.3, we will show how Lemmas 2.3 and 2.4 and an in some sense
optimal choice of p in bn = (n(n+ 1))
p gives C1(2) ≤
√
e ln(2)√
2
which is already an
improvement to Stechkin’s C1(2) ≤ 2√3 . More detailed analysis for a specific choice
of p in this construction yields further improvement.
Corollary 2.5. The minimal constant C1(2) > 0 for which
∞∑
n=1
an ≤ C1(2)
∞∑
n=1
(
1
n
∞∑
k=n
a2k
) 1
2
holds for all (an)n∈N ∈ ℓ2 is at most 1.1086983.
Proof. For N ∈ N with N ≥ 2, Lemmas 2.3 and 2.4 give
C(p) ≤ max
{
max
n=1,...,N−1
√
An, sup
n≥N
1√
4p− 1
(n+ 1)p − (n− 1)p
np−1
}
≤ max
n=1,...,N−1
max
{√
An,
1√
4p− 1
(N + 1)p − (N − 1)p
Np−1
}
= max
{
max
n=1,...,N−1
√
An,
1√
4p− 1
(N + 1)p − (N − 1)p
Np−1
}
.(2.6)
The last expression evaluated N = 100 and p = 0.88 can be bounded above by
1.1086983. For the computation of A1, . . . , A100, the series
∑∞
k=n
1
(k(k+1))2p have
been truncated to
∑M
k=n
1
(k(k+1))2p with M = 2 · 105. The proof of Lemma 2.3 then
shows
∑∞
k=M
1
(k(k+1))2p ≤ 14p−1M−4p+1 For n ∈ N, we also have
n((n(n+ 1))p − (n(n− 1))p)2 = n4p−1
(
(n+ 1)p − (n− 1)p
np−1
)2
≤ n4p−1
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by Lemma 2.4. The truncation error is therefore at most 4p−1N
4p−1
M−4p+1 ≈
4.8018 · 10−9, which can be neglected in the computation of the maximum in (2.6).

Next, we note that lower bounds on the minimal constant C1(2) in (2.1) are given
by the quotients ∑∞
n=1 an∑∞
n=1
(
1
n
∑∞
k=n a
2
k
) 1
2
for non-zero sequences (an)n∈N with a1 ≥ a2 ≥ . . . ≥ 0. For N ∈ N, the quantity
(2.7)
C1(2, N) := sup


∑N
n=1 an∑N
n=1
(
1
n
∑N
k=n a
2
k
) 1
2
∣∣∣∣∣∣∣ a1 ≥ . . . aN ≥ 0, (a1, . . . , aN ) 6= 0


therefore defines a monotonically increasing sequence of lower bounds on the op-
timal choice of C1(2). The constant C1(2, N) can be determined numerically be
means of convex optimization. To this end, we write (2.7) as
C1(2, N)
−1 = inf


∑N
n=1
(
1
n
∑N
k=n a
2
k
) 1
2
∑N
n=1 an
∣∣∣∣∣∣∣ a1 ≥ . . . ≥ aN ≥ 0


= inf


N∑
n=1
(
1
n
N∑
k=n
a2k
) 1
2
∣∣∣∣∣∣ (a1, . . . , aN) ∈ ∆′N

 ,(2.8)
where
∆′N :=
{
a = (a1, . . . , aN ) ∈ RN
∣∣∣∣∣ a1 ≥ 0, . . . , aN ≥ 0,
N∑
n=1
an = 1
}
.
(Keep in mind that for the right-hand side inequality of (2.1), the arrangement of
the an does not matter.) Further, we may write (2.8) as
(2.9) inf
{
δ∆′
N
(a) +
N∑
n=1
γn,N(a)
∣∣∣∣∣ a ∈ RN
}
.
Here δ∆′N : R
N → R ∪ {∞} denotes the indicator function of ∆′N , which is 0 on
∆′N and ∞ on RN \ ∆′N . Also, for n ∈ N and a = (a1, . . . , aN) ∈ RN , we write
γn,N(a) :=
(
1
n
∑N
k=n a
2
k
) 1
2
. Define
Bn,N :=
{
a ∈ RN ∣∣ γn,N(a) ≤ 1}
=
{
(a1, . . . , aN) ∈ RN
∣∣∣ ‖(an, . . . , aN )‖2 ≤ n 12}
with ‖·‖2 : RN → R, ‖(a1, . . . , aN)‖2 :=
(∑N
n=1 a
2
n
) 1
2
denoting the Euclidean norm
on RN . Then the polar set of Bn,N is given by
B◦n,N =
{
(a1, . . . , aN ) ∈ RN
∣∣∣ a1 = . . . = an−1 = 0, ‖(an, . . . , aN )‖2 ≤ n− 12} .
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The minimization problem (2.9) fits the general framework of [2, Section 3]. Under
the conditions given in [2, Theorem 3.1], the following special case of [2, Algo-
rithm 3.1] is guaranteed to produce a sequence (p1,n)n∈N in RN which converges to
a minimizer of δ∆′N +
∑N
n=1 γn,N .
Algorithm 2.6. Choose x0, v1,0, . . . , vN,0 ∈ RN and a sequence (λn)n∈N0 in (0, 2).
Choose τ, σ1, . . . , σN > 0 with τ
∑N
i=1 σi < 4. Set
(∀n ≥ 0)

p1,n = Pr∆′N
(
xn − τ2
∑m
i=1 vi,n
)
w1,n = 2p1,n − xn
For k = 1, . . . , N⌊
p2,k,n = PrB◦k,N
(
vk,n +
σk
2 w1,n
)
w2,k,n = 2p2,k,n − vk,n
z1,n = w1,n − τ2
∑m
k=1 w2,k,n
xn+1 = xn + λn(z1,n − p1,n)
For k = 1, . . . , N⌊
z2,k,n = w2,k,n +
σk
2 (2z1,n − w1,n)
vk,n+1 = vk,n + λn(z2,k,n − p2,k,n).
In Algorithm 2.6, the symbol PrA(x) and stands for the Euclidean projection of a
point x ∈ RN onto a set A ⊂ RN , i.e., PrA(x) is the unique minimizer of ‖· − x‖2+
δA. The projection onto the simplex ∆
′
N can be computed as in [5, Figure 1] and
the projection on B◦i,N is given by
PrB◦n,N (x) =
1
max {1,√n ‖(xn, . . . , xN )‖2}
(0, . . . , 0, xn, . . . , xN )
for x = (x1, . . . , xN ) ∈ RN . In the implementation, we used x0 = v1,0 = . . . =
vN,0 = 0 as initial guesses, and σ1 = . . . = σN =
2
N , τ = 0.6, and λn = 1 for all n ∈
N as parameters. We stop the iteration once p1,n−p1,n−1 is smaller then 10−8 in the
maximum norm. Let us denote by p1 the point p1,n computed in the final iteration.
According to the discussion above, we may hope for (
∑N
n=1 γn,N(p1))
−1 ≈ C1(2, N)
but we will always have (
∑N
n=1 γn,N (p1))
−1 ≤ C1(2, N) ≤ C1(2). Results are given
in Table 1 in the Appendix, rounded to five decimal places and complemented with
total numbers of iterations.
Theorem 2.7. The minimal constant C1(2) > 0 for which
∞∑
n=1
an ≤ C1(2)
∞∑
n=1
(
1
n
∞∑
k=n
a2k
) 1
2
holds for all sequences (an)n∈N is at least 1.10516.
Note that the approximant 1.03527 for C1(2, 2) given in Table 1 can be verified
analytically:
inf {C > 0 | ‖a‖1 ≤ Cγ2(a) ∀ a = (a1, a2), a1 ≥ a2 ≥ 0}
= sup {‖a‖1 | a = (a1, a2), a1 ≥ a2 ≥ 0, γ2(a) = 1}
= sup
{
a1 + a2
∣∣∣∣ a2 = √2
√
2− a21 −
√
2
}
=
√
2(
√
3− 1) ≈ 1.03527.
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Remark 2.8. Our proof of Theorem 2.1 and the numerical considerations in the
present section emphasize the importance of (2.1) for finite sequences. Let us draw
a geometric picture. Fix N ∈ N and q ∈ (1,∞). The quantities
‖a‖1 =
N∑
n=1
|an|
and
γN (a) :=
N∑
n=1
(
1
n
N∑
k=n
|ak|q
) 1
q
define norms on RN , whose closed unit balls shall be denoted by BN1 and B
N
1,q,
respectively. Figure 2 illustrates BN for several values of q.
Figure 2. The unit balls of the norms γN for N = 2 and q ∈ {1, 1.4, 2, 3, 6,∞}.
The inequality
(2.10)
1
c1(q)
N∑
n=1
(
1
n
N∑
k=n
aqk
) 1
q
≤
N∑
n=1
an ≤ C1(q)
N∑
n=1
(
1
n
N∑
k=n
aqk
) 1
q
for all a = (a1, . . . , aN ) ∈ RN with a1 ≥ . . . aN ≥ 0 then translates to the following
chain of set inclusions of convex bodies:
(2.11)
1
c1(q)
(BN1 ∩KN ) ⊂ BN1,q ∩KN ⊂ C1(q)(BN1 ∩KN ).
Here KN := {(a1, . . . , aN ) | a1 ≥ . . . aN ≥ 0}. For understanding the shape of the
convex bodies BN1,q, we note that norm γN is the pointwise sum of the functions
γn,N : R
n → R given by γn,N (a) =
(
1
n
∑N
k=n a
q
k
) 1
q
for n ∈ {1, . . . , N}. It fol-
lows that BN1,q =
(
B◦1,N + . . .+ B
◦
N,N
)◦
, which is similar to the construction of the
harmonic mean of convex bodies introduced by Firey in [7]. For N = q = 2, the
chain of set inclusions stated in (2.11) with the optimal constants just computed
is illustrated in Figure 3. This figure may also be used to convince oneself that for
the left-hand side inequality in (2.10), it is relevant to have x ∈ KN , and thus it is
for the left-hand side inequality in (2.1).
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Figure 3. The unit balls of the norms γN and ‖·‖1 for N = q = 2
(left) and an optimally scaled version of their intersections with
the cone KN (right).
3. The case q 6= 2
Here we consider minimal constants c1(q) and C1(q) > 0 in the inequality
(3.1)
1
c1(q)
∞∑
n=1
(
1
n
∞∑
k=n
aqk
) 1
q
≤
∞∑
n=1
an ≤ C1(q)
∞∑
n=1
(
1
n
∞∑
k=n
aqk
) 1
q
for 1 < q ≤ ∞ with the appropriate modification for q = ∞, as indicated in
Section 1. The monotonicity assumption on (an)n∈N gives sup {ak | k ≥ n} = an,
so c1(∞) = C1(∞) = 1. For q = 1, we have C1(1) = 1 because
∞∑
k=1
ak =
∞∑
k=1
k∑
n=1
ak
k
≤
∞∑
k=1
k∑
n=1
ak
n
=
∞∑
n=1
1
n
∞∑
k=n
ak
which holds as an equality when an = 0 for all n ≥ 2. In the sequel, we show how
the proof techniques can be adapted or extended from the case q = 2 in order to
obtain bounds for the minimal constants in (3.1) when 1 < q <∞.
In [3, Theorem 2.3], it is shown that C1(q) ≤ q
1
q . We follow the lines of Proposi-
tion 2.2 (using Hölder’s inequality) to prepare the proof of another bound which
for a certain range of q improves the one of Copson.
Proposition 3.1. Let 1 < q < ∞, set q′ = qq−1 , and assume that b = (bn)n∈N0 is
a strictly monotonically increasing sequence with b0 = 0 and
∑∞
n=1
1
bq
′
n
<∞. Then
for all (an)n∈N ∈ ℓq, we have
∞∑
n=1
an ≤ Cb(q)
∞∑
n=1
(
1
n
∞∑
k=n
aqk
) 1
q
with Cb(q) := sup
{(
n
q′
q (bn − bn−1)q′
∑∞
k=n
1
bq
′
k
) 1
q′
∣∣∣∣∣ n ∈ N
}
.
Proof. Consider
∞∑
n=1
an =
∞∑
n=1
an
bn
bn =
∞∑
n=1
an
bn
n∑
k=1
(bk − bk−1)
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=
∞∑
n=1
(bn − bn−1)
∞∑
k=n
ak
bk
≤
∞∑
n=1
(bn − bn−1)
(
1
n
∞∑
k=n
aqk
) 1
q
(
n
q′
q
∞∑
k=n
1
bq
′
k
) 1
q′
=
∞∑
n=1
(
1
n
∞∑
k=n
aqk
) 1
q
(
n
q′
q (bn − bn−1)q
′
∞∑
k=n
1
bq
′
k
) 1
q′
≤ Cb(q)
∞∑
n=1
(
1
n
∞∑
k=n
aqk
) 1
q
where Cb(q) is chosen as stated in the assertion. 
Again, we investigate the choice bk = (k(k + 1))
p for p ∈ ( 12q′ , 1]. If we set
An := n
q′
q ((n(n+ 1))p − (n(n− 1))p)q′
∞∑
k=n
1
(k(k + 1))q′p
for n ∈ N, then C(p, q) := sup{A
1
q′
n | n ∈ N} the constant defined in Proposi-
tion 2.2 for our particular choice of the sequence (bn)n∈N. Also the following result
is completely parallel to its q = 2 special case stated in Lemma 2.3.
Lemma 3.2. Let p > 12q′ . For all n ∈ N, we have
An ≤
(
(n+ 1)p − (n− 1)p
np−1
)q′
1
2q′p− 1 .
Proof. The assertion follows from
∞∑
k=n
1
bq
′
k
=
∞∑
k=n
1
(k(k + 1))q′p
=
∞∑
k=n
(∫ k+1
k
x−2dx
)q′p
≤
∞∑
k=n
∫ k+1
k
x−2q
′pdx =
1
2q′p− 1n
−2q′p+1,
for which p > 12q′ is crucial. 
For p = 1, Lemma 3.2 gives A
1
q′
n ≤ 2(2q′ − 1)−
1
q′ , and Proposition 3.1 yields
(3.2)
∞∑
n=1
an ≤ 2(2q′ − 1)−
1
q′
∞∑
n=1
(
1
n
∞∑
k=n
aqk
) 1
q
At q = 2, this recovers Stechkin’s bound C1(2) ≤ 2√3 from [14, Лемма 3]. By [11,
Theorem 345], we also have
(3.3)
∞∑
n=1
an ≤ q
1
q
∞∑
n=1
(
1
n
∞∑
k=n
aqk
) 1
q
for q > 1. Note that (3.2) is an improvement over (3.3) when 2(2q′ − 1)− 1q′ < q 1q .
As
lim
q→1
q
1
q = lim
q→∞
q
1
q = 1,
lim
q→1
2(2q′ − 1)− 1q′ = lim
q→∞
2(2q′ − 1)− 1q′ = 2,
and 2(2q′−1)− 1q′ < q 1q at q = 2, there are real numbers q1 and q2 such that 1 < q1 <
q2 and 2(2q
′ − 1)− 1q′ < q 1q for all q ∈ (q1, q2). Furthermore, the function q 7→ q
1
q
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is monotonically increasing on (1, e) and monotonically decreasing on (e,∞). Also,
for q0 ≈ 1.7718, the function q 7→ 2(2q′ − 1)−
1
q′ is monotonically decreasing on
(1, q0) and monotonically increasing on (q0,∞). Thus for sufficiently large q, the
bound (3.3) is better than (3.2). It turns out that q1 and q2 can be chosen such
that 2(2q′− 1)− 1q′ < q 1q if and only if q ∈ (q1, q2). Analytical expressions for q1 and
q2 are not available through the inequality 2(2q
′ − 1)− 1q′ < q 1q . However, we have
q1 ≈ 1.3229 and q2 ≈ 4.4124.
We obtained (3.2) by choosing bk = (k(k + 1))
p with p = 1 in Proposition 3.1.
For 1 < q < 2+ln(2)2−ln(2) , we can achieve better bounds by choosing the parameter p
optimally.
Theorem 3.3. Let 1 < q ≤ 2+ln(2)2−ln(2) . The minimal constant C1(q) > 0 for which
∞∑
n=1
an ≤ C1(q)
∞∑
n=1
(
1
n
∞∑
k=n
aqk
) 1
q
holds for all (an)n∈N ∈ ℓq is at most
(
e ln(2)√
2
) 1
q′
.
Proof. Choose p ∈ ( 12q′ , 1] and set bk = (k(k + 1))p in Proposition 3.1. Then
Lemmas 2.4 and 3.2 show that
∞∑
n=1
an ≤ 2
p
(2q′p− 1) 1q′
∞∑
n=1
(
1
n
∞∑
k=n
aqk
) 1
q
for all (an)n∈N ∈ ℓq. For fixed q ∈ [ 2+ln(2)2−ln(2) ,∞), we find a minimizer of p 7→
2p
(2q′p−1)
1
q′
. Through the change of variables λ := q′p, this expression becomes(
2λ
2λ−1
) 1
q′
. The latter is minimized at λ = 2+ln(2)ln(4) , so
1
2q′ < p =
λ
q′ ≤ 1, and the
minimum is e ln(2)√
2
. 
By construction, the bound from Theorem 3.3 outperforms the one from (3.2).
Moreover, Theorem 3.3 is an improvement over [11, Theorem 345] for all q ∈
(1, 2+ln(2)2−ln(2) ]. The bounds given in (3.2), (3.3), and Theorem 3.3 are illustrated
in Figure 4. Note that Corollary 2.5 gives an even better bound for q = 2.
4. The weak Stechkin inequality
Here we compute the optimal constants c1,∞(q) and C1,∞(q) > 0, for which the
inequality
(4.1)
1
c1,∞(q)
sup
n∈N
n
(
1
n
∞∑
k=n
aqk
) 1
q
≤ sup
n∈N
nan ≤ C1,∞(q) sup
n∈N
n
(
1
n
∞∑
k=n
aqk
) 1
q
holds true for all sequences (an)n∈N with a1 ≥ a2 ≥ . . . ≥ 0, when 1 < q < ∞
With the modification indicated in Section 1, inequality (4.1) holds true also for
q = ∞. The monotonicity assumption on (an)n∈N gives sup {ak | k ≥ n} = an, so
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1/q
C1(q)
1
2
10.5
Figure 4. The functions 1/q 7→ q1/q (dashed line), 1q 7→
2
(
2 qq−1 − 1
) q−1
q
(dotted line), and 1/q 7→
(
e ln(2)√
2
)(q−1)/q
(solid
line).
c1,∞(∞) = C1,∞(∞) = 1. For q = 1, the choice C1,∞(1) = 1 is optimal because
sup
n∈N
nan ≤ sup
n∈N
n∑
k=1
an ≤
∞∑
k=1
ak = sup
n∈N
∞∑
k=n
ak,
which holds as an equality when an = 0 for all n ≥ 2.
The following estimate on the Riemann zeta-function is required in our calculation
of c1,∞(q).
Lemma 4.1. Let 1 < q <∞. Then ζ(q) > 1q−1 + 12 .
Proof. Consider
ζ(q) − 1
q − 1 = ζ(q) −
∫ ∞
1
x−qdx > ζ(q) −
∞∑
n=1
n−q + (n+ 1)−q
2
= ζ(q) − 2ζ(q)− 1
2
=
1
2
.

The estimate in Lemma 4.1 is not best possible. In fact, the constant 12 can be
replaced by the Euler–Mascheroni constant, see [17, (2.1.16)]. Nonetheless this
estimate enables the computation of the precise constant on the left-hand side of
(4.1).
Theorem 4.2. Let 1 < q <∞. The minimal constant c1,∞(q) > 0 for which
sup
n∈N
n
(
1
n
∞∑
k=n
aqk
) 1
q
≤ c1,∞(q) sup
n∈N
nan
holds for all (an)n∈N with a1 ≥ a2 ≥ . . . ≥ 0 is c1,∞(q) = ζ(q)
1
q .
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Proof. The supremum
sup

supn∈Nn1−
1
q
( ∞∑
k=n
aqk
) 1
q
∣∣∣∣∣∣ a1 ≥ a2 ≥ . . . ≥ 0, supn∈Nnan = 1


is attained at the sequence (an)n∈N defined by an = 1n for all n ∈ N. Indeed,
for any sequence (an)n∈N with a1 ≥ a2 ≥ . . . ≥ 0 and supn∈N nan = 1, we have
0 ≤ an ≤ 1n for all n ∈ N. Therefore,
(∑∞
k=n a
2
k
) 1
2 ≤ (∑∞k=n 1kq ) 1q for all n ∈ N
with equality if and only if an =
1
n for all n ∈ N. Also, we have supn∈N n 1n = 1,
and (4) evaluates to supn∈N n
1− 1q
(∑∞
k=n
1
kq
) 1
q = ζ(q)
1
q . Note that the supremum
supn∈N n
1− 1q
(∑∞
k=n
1
kq
) 1
q is attained at n = 1 because
∞∑
k=n
k−p = n−p +
∞∑
k=n+1
k−p ≤ n−p +
∫ ∞
n
x−pdx = n−p +
n−p+1
p− 1
and Lemma 4.1 give
n1−
1
q
( ∞∑
k=n
k−q
) 1
q
≤ n1− 1q
(
n−q +
n−q+1
q − 1
) 1
q
=
(
n−1 +
1
q − 1
) 1
q
≤ ζ(q) 1q .

The result of Theorem 4.2 is depicted in Figure 5.
c1,∞(q)
1/q
1
3
5
7
10.5
Figure 5. The function 1/q 7→ ζ(q) 1q .
The optimal constant C1,∞(q) in (4.1) turns out to be invariant under taking Hölder
conjugates.
Theorem 4.3. Let 1 < q <∞. The minimal constant C1,∞(q) > 0 for which
(4.2) sup
n∈N
nan ≤ C1,∞(q) sup
n∈N
n
(
1
n
∞∑
k=n
aqk
) 1
q
holds for all (an)n∈N with a1 ≥ a2 ≥ . . . ≥ 0 is C1,∞(q) =
(
1
q
)− 1q (
1− 1q
)−(1− 1q )
.
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Proof. Step 1. We prove the claim for finite sequences. The infimum
inf

supn∈Nn
(
1
n
∞∑
k=n
aqk
) 1
q
∣∣∣∣∣∣ a1 ≥ a2 ≥ . . . ≥ 0, aN+1 = 0, supn∈Nnan = 1


is attained at the sequence (an)n∈N given by an = 1N for n ∈ {1, . . . , N}. Its value
is thus equal to
(4.3) sup
n=1,...,N
n
(
1
n
N∑
k=n
1
N q
) 1
q
= sup
n=1,...,N
1
N
n1−
1
q (N − n+ 1) 1q .
One can readily check that the derivative the function f : (0, N + 1) → R, f(x) =
1
N x
1− 1q (N−x+1) 1q is f ′(x) = 1Nqx−
1
q (N−x+1) 1q−1((N+1)(q−1)−qx). Therefore,
f is maximized at x = (N+1)
(
1− 1q
)
, the maximum is N+1N
(
1
q
) 1
q
(
1− 1q
)1− 1q
, and
f is monotonically increasing for x < (N+1)
(
1− 1q
)
and monotonically decreasing
for x > (N + 1)
(
1− 1q
)
. Hence we have shown that
inf

supn∈Nn
(
1
n
∞∑
k=n
aqk
) 1
q
∣∣∣∣∣∣ a1 ≥ a2 ≥ . . . ≥ 0, aN+1 = 0, supn∈Nnan = 1


= sup
n=1,...,N
n1−
1
q
(
N − n+ 1
N q
) 1
q
≤ sup
x∈(0,N+1)
x1−
1
q
(
N − x+ 1
N q
) 1
q
=
N + 1
N
(
1
q
) 1
q
(
1− 1
q
)1− 1q
.
Taking the infimum over N ∈ N, we see that C1,∞(q) ≤
(
1
q
)− 1q (
1− 1q
)−(1− 1q )
.
Next we show that also C1,∞(q) ≥
(
1
q
)− 1q (
1− 1q
)−(1− 1q )
and we do it for q ≥ 2 first.
In this case, we have xN := 1 − 1q − 1N+1 ∈ (0, 1) for all N ∈ N. The monotonicity
properties of the function gN : (0, 1)→ R, gN (x) = f((N+1)x) = N+1N x1−
1
q (1−x) 1q
yield
sup
{
gN (x)
∣∣∣∣ x = 1N + 1 , . . . , NN + 1
}
≥ gN
(
1
N + 1
⌊
(N + 1)
(
1− 1
q
)⌋)
≥ gN(xN ).
If we can show that (gN (xN ))N≥3 is monotonically decreasing, then we know that
inf
N≥3
gN (xN ) = lim
N→∞
gN(xN ) =
(
1
q
) 1
q
(
1− 1
q
)1− 1q
and, in turn,
inf
N∈N
sup
n=1,...,N
n1−
1
q
(
N − n+ 1
N q
) 1
q
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= inf
{
1, sup
{
1
2
2
1
q ,
1
2
21−
1
q
}
, inf
N≥3
sup
n=1,...,N
n1−
1
q
(
N − n+ 1
N q
) 1
q
}
≥ inf
{
1, sup
{
1
2
2
1
q ,
1
2
21−
1
q
}
, inf
N≥3
gN (xN )
}
≥
(
1
q
) 1
q
(
1− 1
q
)1− 1q
.
Indeed, let a := 1q ∈ (0, 12 ], and consider the function h : (0, 1 − a) → R, h(t) =(
1−a−t
1−t
)1−a(
a+t
1−t
)a
. Then gN (xN ) = h(
1
N+1 ), and it is sufficient to show that h is
monotonically increasing on (0, 14 ) when a ≤ 12 . The derivative
h′(t) = (1− a)
(
1− a− t
1− t
)−a −a
(1− t)2
(
a+ t
1− t
)a
+ a
(
a+ t
1− t
)a−1
1 + a
(1 − t)2
(
1− a− t
1− t
)1−a
=
1
(1− t)2
(
a+ t
1− a− t
)a−1(
(1− a) a+ t
1− a− t (−a) + a(1 + a)
)
is ≥ 0 if and only if (1−a) a+t1−a−t (−a)+a(1+a) ≥ 0 if and only if a(a+t−1)(a+2t−
1) ≥ 0. For t ∈ (0, 1−a), we have a(a+ t−1) ≤ 0, so h′(t) ≥ 0 when a+2t−1 ≤ 0.
The latter is fulfilled when t ≤ 14 .
For q ≤ 2, we consider the function [0, 1] ∋ x 7→ gN(1 − x) instead of gN . This
is the same as gN for the Hölder conjugate q
′ ≤ 2, and this is covered by the first
case.
Step 2. We prove the claim for all sequences. It remains to show that
supn∈N n
1− 1q (
∑∞
k=n a
q
k)
1
q
supn∈N nan
≥
(
1
q
) 1
q
(
1− 1
q
)1− 1q
for all sequences (an)n∈N with a1 ≥ a2 ≥ . . . ≥ 0. Let ε > 0. Then, for all sequences
(an)n∈N with a1 ≥ a2 ≥ . . . ≥ 0 and sup {nan | n ∈ N} = 1, there exists a number
N ∈ N such that aN ≥ 1−εN . It follows that
sup
n∈N
n1−
1
q
( ∞∑
k=n
aqk
) 1
q
≥ n1− 1q
(
N∑
k=n
1
N q
) 1
q
(1 − ε) = n1− 1q
(
N − n+ 1
N q
) 1
q
(1− ε)
≥
(
1
q
) 1
q
(
1− 1
q
)1− 1q
(1− ε).
Taking the limit ε ↓ 0 yields the desired inequality. 
The result of Theorem 4.3 is depicted in Figure 6.
5. Applications to sparse approximation
As mentioned in Section 1, the inequalities (1.1) and (1.2) play an important
role in nonlinear approximation. More precisely, we will outline the connection
of [4, Theorem 4] and our results. Let H be an infinite-dimensional separable real
Hilbert space with inner product 〈· | ·〉H and norm ‖·‖H. The choice of an orthonor-
mal basis (ek)k∈N and Parseval’s identity give an isometric isomorphism H → ℓ2,
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C1,∞(q)
1/q
1
10.5
2
Figure 6. The function 1/q 7→
(
1
q
)− 1q (
1− 1q
)−(1− 1q )
.
f 7→ (〈f | ek〉H)k∈N. Sparse approximation in H is implemented by defining the
approximation error for f ∈ H as
En(f)H = {‖f − g‖H | g ∈ Σn−1(H)}
where Σn−1(H) :=
{∑
k∈Λ λkek
∣∣ λk ∈ R,Λ ⊂ N,#Λ < n}. Then, for α > 0, the
approximation space Aαr (H) is defined as the set of elements f ∈ H for which the
quantity
‖f‖Aαr (H) :=
{(∑∞
n=1(n
αEn(f)H)r 1n
) 1
r , 0 < r <∞,
supn∈N n
αEn(f)H, r =∞
is finite. Approximation spaces are then subject to characterizations in terms of
Lorentz sequence spaces ℓp,r, i.e., the sets of bounded sequences for which the
quantity
‖(fk)k∈N‖ℓp,r :=


(∑
n∈N(n
1
p f∗n)
r 1
n
) 1
r
, 0 < r <∞,
supn∈N n
1
p f∗n, r =∞
is finite. Here 0 < p ≤ ∞, and (f∗k )k∈N is the non-increasing rearrangement of the
sequence (|fk|)k∈N. Now, given f ∈ H and fk := 〈f | ek〉H for k ∈ N, DeVore [4,
Theorem 4] shows that
(5.1) ‖f‖Aαr (H) ≍ ‖(fk)k∈N‖ℓτ,r ,
meaning that there exist constants c, C > 0 such that
1
c
‖f‖Aαr (H) ≤ ‖(fk)k∈N‖ℓτ,r ≤ C ‖f‖Aαr (H) .
Here τ = (α + 12 )
−1. Notable special cases of (5.1) are re-parameterized by the
results from Sections 2 to 4.
Theorem 5.1. With the definitions above, the following statements are true for
the minimal constants c, C > 0 in the inequality
(5.2)
1
c
‖f‖Aαr (H) ≤ ‖(fk)k∈N‖ℓτ,r ≤ C ‖f‖Aαr (H) ,
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where τ = (α + 12 )
−1.
(i) If r = τ , then c = c1(2α+ 1)
α+ 1
2 and C = C1(2α+ 1)
α+ 1
2 .
(ii) If r =∞, then c = c1,∞(2α+ 1)α+ 12 and C = C1,∞(2α+ 1)α+ 12 .
Proof. For r = τ , inequality (5.1) becomes
1
C1

 ∞∑
n=1

nα
( ∞∑
k=n
(f∗k )
2
) 1
2


τ
1
n


1
τ
≤
( ∞∑
k=1
(f∗k )
τ
) 1
τ
≤ C2

 ∞∑
n=1

nα
( ∞∑
k=n
(f∗k )
2
) 1
2


τ
1
n


1
τ
.
Setting ak = (f
∗
k )
τ and q = 2τ = 2α+ 1 gives
1
C1

 ∞∑
n=1
n−
1
q
( ∞∑
k=n
aqk
) 1
q


1
τ
≤
( ∞∑
k=1
ak
) 1
τ
≤ C2

 ∞∑
n=1
n−
1
q
( ∞∑
k=n
aqk
) 1
q


1
τ
.
Raising everything to the τth power shows (i). Similarly, for r = ∞, inequality
(5.1) becomes
1
C1
sup
n∈N
nα
( ∞∑
k=n
(f∗k )
2
) 1
2
≤ sup
k∈N
k
1
τ f∗k ≤ C2 sup
n∈N
nα
( ∞∑
k=n
(f∗k )
2
) 1
2
Raising everything to the τth power gives
1
C1
sup
n∈N
nατ
( ∞∑
k=n
(f∗k )
2
) τ
2
≤ sup
k∈N
k(f∗k )
τ ≤ C2 sup
n∈N
nατ
( ∞∑
k=n
(f∗k )
2
) τ
2
.
Setting ak = (f
∗
k )
τ and q = 2τ = 2α+ 1 shows (ii). 
Stechkin [14] considers the Hilbert space H = L2(Td) of square-integrable func-
tions on Td = [0, 2π]d. An orthonormal basis in L2(T
d) is given by ek(x) :=
1√
2pi
exp(ikx) for k ∈ Z and x ∈ Td. Then (5.1) for r = τ = 1 shows that the
approximation space A1/21 (L2(Td)) coincides with the Wiener algebra A(Td) :={
f ∈ C(T)
∣∣∣ ∑k∈Zd |fˆ(k)| <∞} and, moreover, their quasi-norms are equivalent in
the sense of (5.2). Theorem 5.1 yields
2
pi
‖f‖A1/2
1
(L2(Td))
≤ ‖f‖A(Td) ≤ 1.1086983 ‖f‖A1/2
1
(L2(Td))
for f ∈ L2(Td), the constants being independent of d.
Following DeVore [4, Remark 7.4], if the Hilbert space H is chosen to be L2(R)
with a wavelet orthonormal basis (ψI)I∈D, then the approximation space can be
characterized in terms of Besov smoothness. A multivariate version of this result
using a tensorized wavelet basis is derived by Sickel and Ullrich in [13, Theorem 2.7].
For further results in this direction, see the papers of Hansen and Sickel [9, 10].
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Appendix
The following table provides computational results used in Section 2.2 which lead
to Theorem 2.7.
N # iter. (
∑N
n=1 γn,N (p1))
−1
1 4 1.00000
2 35 1.03527
3 61 1.05291
4 98 1.06342
5 166 1.07037
6 249 1.07531
7 346 1.07900
8 454 1.08186
9 571 1.08415
10 695 1.08602
11 826 1.08758
12 961 1.08890
13 1101 1.09003
14 1245 1.09101
15 1391 1.09188
16 1541 1.09264
17 1695 1.09332
18 1851 1.09393
19 2012 1.09448
20 2177 1.09498
21 2347 1.09543
22 2523 1.09585
23 2706 1.09623
24 2897 1.09659
25 3097 1.09692
N # iter. (
∑N
n=1 γn,N(p1))
−1
276 23236 1.10507
277 23506 1.10507
278 23779 1.10507
279 23635 1.10508
280 23907 1.10508
281 24182 1.10509
282 24038 1.10509
283 24311 1.10509
284 24588 1.10510
285 24443 1.10510
286 24717 1.10511
287 24996 1.10511
288 24852 1.10511
289 25127 1.10512
290 25407 1.10512
291 25263 1.10512
292 25540 1.10513
293 25822 1.10513
294 25678 1.10513
295 25956 1.10514
296 26239 1.10514
297 26095 1.10514
298 26375 1.10515
299 26659 1.10515
300 26515 1.10516
Table 1. Approximants for C1(2, N) generated by Algorithm 2.6,
together with the according numbers of iterations performed for
obtaining them.
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