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Abstract
In recent experiments on Bose–Einstein condensates (BEC), it has been observed that when a laser
beam, modelled by a cylinder C along the z direction, is translated in the x direction along the conden-
sate, there is no dissipation at small velocity. This is related to the existence of vortex-free solutions
of u− 2ic∂xu+ (z−|u|2)u = 0, where u is a complex-valued function, (x, y, z) ∈ R3 \C, and c is
the velocity of the laser. One particularity of BEC is its inhomogeneity, so that, away from the cylin-
der, the wave function u varies in z like the solution p(z) of the Painlevé equation p′′ +(z−p2)p = 0
and in particular vanishes near the boundary of the condensate. For small c, we prove the existence
of vortex free solutions. Our proof relies on the uniqueness of solutions at c = 0, that we derive us-
ing a special decoupling of the energy and a Pohozaev identity. Another key tool is to estimate the
momentum in terms of the energy.
 2004 Elsevier SAS. All rights reserved.
Résumé
Des expériences récentes sur les condensats de Bose–Einstein montrent que le déplacement se-
lon la direction x d’un faisceau laser (modelisé par un cylindre C le long de la direction z) se fait
sans dissipation à faible vitesse. Ceci est relié à l’existence de solutions sans vortex pour l’équation
u− 2ic∂xu+ (z− |u|2)u = 0, où u est une fonction à valeurs complexes, (x, y, z) ∈ R3 \ C, et c
est la vitesse du faisceau laser. Une particularité des condensats de Bose–Einstein est leur inhomo-
généité : loin du cylindre, la fonction d’onde se comporte comme la solution p(z) de l’équation de
Painlevé p′′ + (z−p2)p = 0, et en particulier s’annule sur le bord du condensat. Lorsque c est petit,
nous démontrons l’existence de solutions sans vortex. Notre démonstration repose sur l’unicité des
solutions à c = 0, que nous établissons grâce à un découplage particulier de l’énergie et une égalité
de Pohozaev. Un autre ingrédient clé est l’estimation du moment en fonction de l’énergie.
 2004 Elsevier SAS. All rights reserved.
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In this paper, we study the existence and uniqueness of solutions of a nonlinear elliptic
equation, motivated by recent experiments on Bose–Einstein condensates (BEC). We will
present the physical background before describing our mathematical results.
Since the first achievement of BEC in 1995, many properties of these systems are being
studied experimentally and theoretically. An issue is superfluidity: one of the first MIT
experiments consists in translating a laser in a BEC [22–24]. Below a critical velocity,
this movement is dissipationless. This can be explained by the existence of a stationary
solution to some nonlinear nonhomogeneous Schrödinger equation, on which we will
focus. This observation on BEC was related to the well-known experiment for two-
dimensional superfluid helium of a flow around an obstacle: for small velocity, the flow is
stationary and dissipationless, while beyond a critical velocity, it becomes time dependent
and vortices are emitted [13,18,19,29]. In the frame where the obstacle is fixed, the problem
can be formulated as follows: find a stationary solution of
2i∂tψ +ψ − 2ic∂xψ +
(
ρ0 − |ψ|2
)
ψ = 0, (1.1)
for x = (x, y) in ω = R2 \B1, where B1 is the obstacle, and ψ = 0 on ∂B1. Frisch, Pomeau
and Rica [13] have studied this problem using the transformation ψ = √ρeiφ and the
hydrodynamic formulation of the equation. They assume that the quantum pressure term
is negligible (which is a kind of long wave approximation which yields a semi-classical or
WKB limit), and are lead to the following problem:
div(ρ∇φ) = 0, ρ = ρ0 + 12
(
c2 − |∇φ|2). (1.2)
At low velocity c, this equation is elliptic and has a nontrivial solution. In [13], they
compute a critical velocity at which the equation turns from elliptic to hyperbolic. Beyond
the critical velocity, the solution is no longer stationary and vortices are emitted from the
obstacle (see [13] or [18]). The mathematical existence of solutions for a related subsonic
problem of a stationary irrotational flow of a compressible fluid about an obstacle which
gives rise to an equation such as (1.2) was proved by [12,27].
In this paper, we will give a rigorous proof of the existence of stationary solutions of
(1.1) for small c, such that |ψ| does not vanish in ω, which implies that ψ does not have
vortices. Hence the transformation in √ρeiφ is rigorous. Let us point out that the existence
of a solution of (1.1) for small c was derived in [15] with a related technique, but no analysis
of the absence of vortices is made. Other mathematical results related to this problem are
concerned with travelling waves solutions in R2 [7] or R3 [6]. In these cases, there are
vortex solutions, even at small speed. Here, at small speed, the presence of the obstacle
prevents the existence of vortices.
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The main issue of this paper is to study the 3-dimensional problem corresponding
to the experiments. For a BEC similar to the experiments [23], one has to take into
account the existence of a potential trapping the atoms, usually a harmonic one, such as
V (x, y, z)= α2x2 + y2 + z2. It implies that the number ρ0 in (1.1) has to be replaced by a
nonhomogeneous term: ρTF(x, y, z)= ρ0 −V (x, y, z). If the obstacle is a cylinder parallel
to the z direction and is translated along the x direction, then there are two interesting
regions of space: one is close to the center of the condensate x = y = z = 0, where
ρTF(x, y, z) is bounded below and in any section where z is constant, the problem can be
approximated by the 2D problem treated by [13]; another interesting region is the one close
to the boundary of the condensate where ρTF = 0, and the equation has some degeneracy.
This latter region can be analyzed by blowing up the boundary layer close to the obstacle
(see [1]), so that ρTF only depends on z. More details on the blow up procedure are given
in the Appendix. The variables are x = (x, y, z), and we will denote r =√x2 + y2 when
necessary. In this setting, the stationary wave function is a solution of
u− 2ic∂xu+
(
z − |u|2)u = 0 in Ω = (R2 \ B1)× (0,1). (1.3)
The inhomogeneity of the trapping potential is taken into account in the equation by the
term zu. The boundary conditions are:
u = 0 on {z = 0} and {r = 1}, u = ψc on {z = 1}, (1.4)
where ψc is the solution of the corresponding 2D problem:
ψ − 2ic∂xψ +
(
1 − |ψ|2)ψ = 0 in ω = R2 \ B1, (1.5)
ψ = 0 on {r = 1}. (1.6)
Let us explain these boundary conditions: {z = 0} corresponds to the outer boundary of the
condensate, hence there are no atoms and the wave function vanishes. On the other side,
{z = 1} corresponds to the rescaled interior of the cloud and the boundary condition is a
stationary version of the 2D problem (1.1). The obstacle is a cylinder in the z direction of
radius r = 1.
This reduced problem (1.3)–(1.4) was derived in [1] where numerical computations
about the behaviour of the wave function were made. If one applies the computation of
the critical velocity for the existence of a stationary solution of [13] to problem (1.3),
one finds that the critical velocity is zero since z vanishes near the boundary (the critical
velocity is locally proportional to
√
z). Hence vortices should appear close to the boundary
for any small speed. However, the numerical results in [1] indicate that for low velocity,
there is a stationary solution without vortices, while beyond some positive critical velocity,
the solution becomes nonstationary and vortices are nucleated close to {z = 0} and move
upward the obstacle and downstream, the nucleation being a periodic process. There
are formal works computing the critical velocity in 2D, that is taking into account the
inhomogeneity in the x , y directions due to the trapping potential, but not in the z direction
[11,28].
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Our aim is to study the solutions of (1.3)–(1.4), and more precisely to prove the
existence of solutions which have no zero inside Ω , that is no vortices.
Theorem 1.1. There exists c0 > 0 such that for all c ∈ (0, c0), problem (1.5)–(1.6)
(respectively (1.3)–(1.4)) has a vortex-free solution ψc , (respectively uc), that is |ψc| > 0
in ω (respectively |uc| > 0 in Ω).
Let us explain the difficulties that arise in the proof and state more precise results. A nat-
ural setting to prove the existence of solutions is to minimize the energy corresponding to
the equation, that is for instance for problem (1.5):
Ec(ψ,ω) = E0(ψ,ω)− cL˜(ψ,ω), where (1.7)
E0(ψ,ω) =
∫
ω
1
2
|∇ψ|2 + 1
4
(
1 − |ψ|2)2, (1.8)
L˜(ψ,ω) =
∫
ω
(iψ,∂xψ). (1.9)
But it turns out that for ψ ∈ H 1loc(ω) such that E0(ψ) < +∞, the momentum term L˜ is not
well-defined, and we believe that for the solution which we will construct below, this term
is not finite. Hence we want to minimize Ec in bounded domains ωR = ω ∩ BR and pass
to the limit as R is large. As such, it is very difficult to find good bounds on the solutions
at finite R and pass to the limit. Thus we will need to do a constrained minimization to
get extra information on the solutions, and then check that the constraint is not active. This
will require a careful estimate of L˜ in terms of E0.
For problem (1.3)–(1.4), an extra difficulty arises, namely that even the first part of the
energy E0 is not finite. For problem (1.3):
E0(u,Ω) =
∫ 1
2
|∇u|2 + 1
4
(
z − |u|2)2. (1.10)
We will see that for r large, that is away from the obstacle, the wave function u does not
tend to some constant (as in the two-dimensional case), but behaves like p(z), the solution
of the following Painlevé equation:
p′′ + (z − p2)p = 0, p(0) = 0, p(1) = 1. (1.11)
Thus, E0(u0) is not finite since E0(p) is not.
In order to overcome this difficulty, we need to introduce an energy which is finite.
An idea of Mironescu [20,21] is that all solutions for c small should have a similar
behaviour at infinity. In particular, if u0 is a solution of (1.3)–(1.4), with c = 0, then, if
ΩR = (BR \ B1)× (0,1),
lim
R→∞E0(u,ΩR)− E0(u0,ΩR) (1.12)
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should be written in terms of a finite energy depending on u/u0. Let us define:F0(w) =
∫ 1
2
u20|∇w|2 +
u40
4
(
1 − |w|2)2, (1.13)
where w = u/u0. A simple computation shows that if F0(u/u0) is finite, then the value of
(1.12) is indeed F0(u/u0).
A first step is thus to study carefully the solutions at c = 0, since they will provide the
behaviour at infinity. The problem at c = 0 gives rise to real valued functions. We obtain
the following properties:
Theorem 1.2. There exists a unique non trivial nonnegative solution ψ0 of
ψ0 +
(
1 − |ψ0|2
)
ψ0 = 0 in ω = R2 \ B1, (1.14)
with boundary condition (1.6), namely
ψ = 0 on {r = 1}. (1.15)
It is radial increasing in r , tends to 1 as r tends to ∞; 1−ψ0 and ψ ′0 tend to 0 exponentiallyfast when r is large. If ψ is a solution of (1.14)–(1.15) in
X = {ψ ∈ H 1loc(ω,C), E0(ψ) < ∞},
where E0 is defined by (1.8), then ψ is equal to ψ0eiα , where α is a real number.
For the 3D problem, we have the corresponding result:
Theorem 1.3. There exists a unique non trivial nonnegative solution u0 of
u0 +
(
z− |u0|2
)
u0 = 0 in Ω =
(
R
2 \ B1
)× (0,1), (1.16)
with boundary condition (1.4) and c = 0, namely
u = 0 on {z = 0} and {r = 1}, u = ψ0 on {z = 1}, (1.17)
where ψ0 is defined in Theorem 1.2. The solution u0 depends on r and z, is increasing in
r and in z. Moreover (u0 −p) tends to 0 exponentially fast when r is large, where p is the
solution of (1.11). u0 is the unique solution of (1.16)–(1.17) in
Y =
{
u ∈ H 1loc(Ω,C), F0
(
u
u0
)
< ∞
}
,
where F0 is defined by (1.13).
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Remark 1.4. Let us point out that the invariance with respect to multiplication by a
constant of modulus one, which appears in Theorem 1.2, is lost in the three-dimensional
case due to the boundary condition on {z = 1}, which fixes the corresponding phase.
The existence part of the theorems is proved using bounded domains,
ωR = BR \ B1 and ΩR = BR \ B1 × (0,1),
and passing to the limit in R. Uniqueness and exponential decay of the solution come
from the fact that the linearized operator  + z − 3u20 is non-degenerate. The uniqueness
property is crucial for our existence result for c small. We do not prove global uniqueness,
but only in the special class of solutions with finite energy.
The energy provides the natural setting to apply the Pohozaev identity to w = u/u0. In
3D, we do not use the most usual identity, but multiply the equation by x/|x| · ∇w (see
Remark 2.6 below). Let us point out that the Pohozaev identity has been used a lot to prove
nonexistence results. The idea of Mironescu [21] to take the quotient of two solutions
u/u0, in the framework of the Pohozaev identity, allows to use this nonexistence proof to
derive that the quotient of two solutions is in fact identically equal to 1, and thus provides
uniqueness. In fact, as we will see, finite energy is a sufficient condition in the proof of
uniqueness but we could allow that F(u/u0,ΩR) = o(logR) when R is large.
Because of the framework of finite energy in our uniqueness theorems, we are lead to
the same kind of hypothesis for the existence results.
Theorem 1.5. There exists c0 > 0 such that for all c ∈ (0, c0), problem (1.5)–(1.6) has a
vortex-free solution ψc , that is |ψc| > 0 in ω. Moreover, as c tends to 0, ψc tends to ψ0eiα
in L∞(ω), for some α. For all M , there exists c1 such that for c < c1, up to multiplication
of a complex of modulus 1, ψc is the unique solution with |E0(ψc)−E0(ψ0)| <M .
Theorem 1.6. There exists c0 > 0 such that for all c ∈ (0, c0), problem (1.3)–(1.4) has a
vortex-free solution uc. Moreover, as c tends to 0, if the upper boundary condition ψc in
(1.4) is the one tending to ψ0, then uc tends to u0 in L∞(Ω). For all M , there exists c1,
such that for c < c1, uc is the unique solution with F0(uc/u0) <M .
Remark 1.7. Let us point out that the results still hold if instead of being the ball B1
(respectively the cylinder B1 × (0,1)), the obstacle is a doubly symmetric domain D
(respectively D × (0,1)), star shaped with respect to the origin, and convex in the x and y
direction.
The proof relies on the fact that for c small, we expect uc/u0 and ψc/ψ0 to be close
to 1, so that the energies E0(ψc) − E0(ψ0) and F0(uc/u0) are small. As we have ex-
plained earlier, we are going to perform a constrained minimization on bounded domains,
constructing approximate solutions on the sets ωR , ΩR , and then let R go to infinity. For
this purpose, we define the following energies:
Fc(w,ωR) = F0(w,ωR)− cL(w,ωR), (1.18)
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whereF0(w,ωR) =
∫
ωR
1
2
ψ20 |∇w|2 +
1
4
ψ40
(
1 − |w|2)2, (1.19)
L(w,ωR) =
∫
ωR
ψ20 (iw,∂xw), (1.20)
Fc(w,ΩR) =F0(w,ΩR) − cL(w,ΩR), (1.21)
where
L(w,ΩR) =
∫
ΩR
u20(iw,∂xw). (1.22)
If the domain is not mentioned, it means that the integrals are taken in the whole domain ω
or Ω . In Section 3, we prove the existence of ψc,R a solution of the following minimization
problem:
IR = inf
{
Fc
(
ψ
ψ0
,ωR
)
, ψ ∈ H 1(ωR), F0
(
ψ
ψ0
,ωR
)
 δ
}
, (1.23)
where δ > 0 is made precise in Section 3, and with boundary conditions:
ψ = 0 on {r = 1}, and ψ = ψ0 on {r = R}, (1.24)
the function ψ0 being defined in Theorem 1.2. First we show that the constraint in (1.23) is
qualified, which is provided by the uniqueness result on ψ0. Then, we show that the con-
straint is not active, which implies that ψc,R satisfies (1.5) in ωR . This relies on a precise
estimate of the momentum L in terms of the energy F0 (Lemma 3.4), and on the fact that
if δ is chosen sufficiently small, then F0(ψ/ψ0) < δ implies that ψ/ψ0 is bounded below
by 1/2, and, in particular, does not have vortices. A lot of similar techniques were first de-
veloped in the context of Ginzburg–Landau problems by Bethuel, Brezis and Helein [4,5].
With appropriate additional bounds on ψc,R , we pass to the limit as R tends to infinity, to
find a solution of (1.5) in ω. In order to get the convergence in L∞(ω), we need a precise
estimate on the decrease of the energy density at infinity (Lemma 3.6).
Section 4 follows the same lines, except that now u0 vanishes on z = 0 which is
a set of infinite measure on which the energy becomes degenerate. The corresponding
minimization problem is:
IR = inf
{
Fc
(
u
u0
,ωR
)
, u ∈ H 1(ΩR), F0
(
u
u0
,ωR
)
 δ
}
, (1.25)
with boundary conditions:
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u = 0 on {r = 1} and {z = 0}, u = u0 on {r = R},
u = ψc,R on {z = 1}, (1.26)
where u0 is defined in Theorem 1.3 and ψc,R is the 2D solution constructed in Section 3.
One difficulty is to treat the part close to z = 0: the estimate of the momentum L in terms
of the energy F0 is more involved than in the 2D case because near z = 0, the momentum
density goes to zero on a set of infinite measure, and it cannot be directly estimated by the
energy. This requires extra devices.
Section 2 is devoted to the proof of Theorem 1.2 and 1.3, Section 3 to of Theorem 1.5
and Section 4 to of Theorem 1.6.
2. Solutions at c= 0
2.1. The two-dimensional case: existence
In this subsection, we prove that (1.14)–(1.15) has a solution ψ0  0 such that 1 − ψ0
and ∇ψ0 go to zero exponentially fast at infinity.
We first solve (1.14) in the bounded domain ωR = BR \ B1 to find a solution ψ0,R and
pass to the limit as R tends to infinity: we minimize,
E0(ψ,ωR) =
∫
ωR
1
2
|∇ψ|2 + 1
4
(
1 − |ψ|2)2,
among real functions, with boundary conditions ψ = 0 on r = 1 and ψ = 1 on r = R. The
minimizer ψ0,R exists and is a positive solution of (1.14) in ωR . The maximum principle
implies that ψ0,R is less than 1. Moreover by an extension of the symmetry proof of Gidas,
Ni, Nirenberg [14] by W. Reichel [25], ψ0,R is radial increasing. Classical elliptic estimates
yield uniform bounds that allow to pass to the limit in R and obtain a positive solution ψ0
of (1.14). At the limit, we also get that ψ0 is radial increasing and less than 1.
We need to prove that f = 1 −ψ0 tends to 0 as r tends to ∞. f satisfies −f + f (1 −
f )(2 − f ) = 0. Let fR = 1 − ψ0,R . This function satisfies the same equation as f in ωR .
There exists k > 0 such that for R large, k  ψ0,R(2) 2k. Hence 1 − fR  k for r  2,
and fR is a subsolution of
−f + kf = 0 (2.1)
in ωR \B2. Since (1 − k) exp(−
√
k(r − 2)) is a supersolution of (2.1) in ωR \B2, we find
that, for R large, fR(r)  K exp(−
√
kr), which is also true at the limit R = ∞. Going
back to the equation for ψ0, elliptic estimates allow to get that, ψ ′0 goes to 0 exponentially
fast at infinity. In particular, E0(ψ0) is finite.
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2.2. The two-dimensional case: uniquenessIn this subsection, we prove that any finite energy solution ψ of (1.14)–(1.15) is equal,
up to multiplication by a constant of modulus one, to the solution ψ0 constructed in
Section 2.1.
This relies on the Pohozaev identity and ideas developed by Mironescu [21]. Let ψ be
a complex valued solution of (1.14)–(1.15) with E0(ψ) finite. The Maximum Principle
implies that |ψ| is bounded by 1 (this can be seen on the equation for |ψ|2 − 1 [8]). The
function w = ψ/ψ0 is well-defined in ω since ψ0 does not vanish.
First we show that w is bounded: let us recall that |ψ| is bounded by 1 and, by
Gagliardo–Nirenberg inequality (see [4] for instance), ∇ψ ∈ L∞(ω). Since ψ0 is a radial
increasing function, one can derive from the ode that it is concave, so
∀r ∈ [1,2], ψ0(r)ψ0(2)(r − 1).
Thus, we infer that for r ∈ [1,2], |w| ‖∇ψ‖L∞
ψ0(2) . For |x| 2, we have ψ0(r) ψ0(2), so
that |w(x)|2  1
ψ0(2)2
. This proves that w is bounded.
We also have that near ∂B1, w behaves like (∂ψ/∂n)/ψ ′0(1): this uses a Taylor
expansion of ψ , ∂rψ , ψ0 and ψ ′0 near r = 1.
We are going to see that it is equivalent to say that E0(ψ) is finite or F0(w) is finite,
where
F0(w) =
∫
ω
1
2
ψ20 |∇w|2 +
ψ40
4
(
1 − |w|2)2. (2.2)
Indeed, let us multiply the equation for ψ0 (1.14) by (1 − |w|2) and integrate. We find the
following exact decoupling for the energy:
E0(ψ,ωR) = E0(ψ0,ωR)+ F0(w,ωR)+
∫
∂ωR
1
2
ψ0
∂ψ0
∂n
(
1 − |w|2). (2.3)
The boundary term on ∂B1 is 0 since |w| is bounded and ψ0 is 0. The boundary term on
∂BR tends to 0 as R tends to infinity, since |w|,ψ0 are bounded and Rψ ′0(R) tends to 0
exponentially. Hence, we find at the limit,
E0(ψ) = E0(ψ0)+ F0(w). (2.4)
Thus, it is equivalent to say that E0(ψ) or F0(w) is finite. Note that this will no longer be
the case in 3D.
Using the equation for ψ , we find that w is a solution of
div
(
ψ20 ∇w
)+ψ40 (1 − |w|2)w = 0 in ω. (2.5)
Let us multiply (2.5) by x · ∇w, integrate in ωR and add the conjugate:
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−
∫
2ψ20 x · ∇
(|∇w|2)+ 4ψ20 |∇w|2 +ψ40 x · ∇( (1 − |w|2)2) (2.6)ωR
2
+
∫
∂ωR
ψ20
∂w
∂n
x · ∇w +ψ20
∂w
∂n
x · ∇w = 0. (2.7)
We integrate by part the x · ∇ terms to find:∫
ωR
ψ40
(
1 − |w|2)2 + 2ψ30 (1 − |w|2)2x · ∇ψ0 + 4ψ0|∇w|2x · ∇ψ0 (2.8)
=
∫
∂ωR
1
2
ψ40
(
1 − |w|2)2x · n (2.9)
−ψ20
(
∂w
∂n
x · ∇w + ∂w
∂n
x · ∇w
)
+ψ20 x · n|∇w|2. (2.10)
Since the energy F0(w) is finite, we can find a sequence Rn that tends to infinity such
that the boundary terms (2.9)–(2.10) on r = Rn tend to 0. On r = 1, the boundary terms
are zero, since |w| is bounded, ψ0 is zero, ψ0∂τw = 0 (this comes from the fact that ∂τψ
and ∂τψ0 are zero) and ψ0∂nw tends to 0 as r tends to 1 (this requires an asymptotic
development of ∂nψ − (ψ/ψ0)∂nψ0 when r tends to 1). Hence the sum of the three volume
terms (2.8) is zero. We know that ψ0 is radial increasing so that x · ∇ψ0 > 0, and all the
terms of (2.8) are nonnegative. Hence the integrand is identically zero, which implies that
w is equal to a constant of modulus 1.
Remark 2.1. The same kind of proof allows to obtain uniqueness of solutions in ωR with
w = 1 on ∂BR . Since in this case, the boundary term (2.9) is zero and the others (2.10)
have the same sign as the volume terms.
Remark 2.2. In the proof, we do not use that the energy F0 is finite, but only that we can
find a sequence Rn such that the energy density on r = Rn times |x| tends to 0. This still
holds if we assume that F(w,ωR) = o(logR) as R → ∞.
2.3. The three-dimensional case: existence
In this subsection, we prove the existence of a solution of (1.16)–(1.17). As in the 2D
case, we first construct real valued solutions in ΩR = ωR × (0,1). We want to solve (1.16)
with boundary conditions (1.4) and u(R, z) = ψ0(R)p(z), 0 is a subsolution and ψ0 is
a supersolution, hence there is a real positive solution uR in between. Using the moving
plane and sliding methods (see the Appendix), we can prove that uR depends on r and
z, and is increasing in r and in z. In particular, ‖uR‖∞  ‖ψ0‖∞  1. Classical elliptic
estimates yield uniform bounds that allow to pass to the limit in R and find a positive real
solution u0 of (1.16)–(1.17) in Ω . Moreover, u0 is also increasing in r and in z.
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2.4. The three-dimensional case: properties of u0Let u0 be the solution obtained in Section 2.3. We prove here that u0 is the unique
nonnegative nontrivial solution of (1.16)–(1.17) and that u0 − p goes to 0 exponentially
fast at infinity. The proof is divided into several steps.
Step 1. For all r0, γ > 0, there exists β > 0 such that ∂u0/∂ν  β on {r = 1} ∩ {z  γ }
and on {z = 0} ∩ {r  r0}. Moreover, there exists K such that for r  r0, u0 Kz.
Note that we have to avoid the corner r = 1, z = 0 where the normal derivatives go to
zero.
Proof. On {r = 1}, this is a consequence of the Hopf lemma. On z = 0, let us prove it by
contradiction and assume that there is a sequence xn on {z = 0} such that |∂u0/∂ν(xn)|
tends to 0. Applying the Hopf lemma, we find that necessarily, |xn| tends to infinity. Let
un(x) = u0(x + xn). Since un is bounded in L∞ and in H 2loc, it converges uniformly on
every compact subset to u, which is a solution of
u+ u(z − u2)= 0 in R2 × (0,1), u 0, (2.11)
u = 0 on {z = 0}, u = 1 on {z = 1}. (2.12)
The boundary condition at {z = 1} comes from the limit of ψ0 at infinity. We also have at
the limit ∂u
∂ν
(0) = 0, which provides a contradiction with the Hopf lemma.
The last statement comes from the lower bound on ∂u0/∂ν for z < γ and the fact that
for z > γ , u cannot vanish, hence u0 is bounded below. 
Step 2. Let x0 ∈ {r = 1} ∩ {z = 0}, and let ξ be a direction at x0 which enters Ω
nontangentially. Then ∂
2u0
∂ξ2
(x0) > 0. In particular, for all γ and r0, there exists K such
that uKz2 in {z < γ } ∩ {r < r0}.
Proof. The fact that u0 = 0 on {z = 0} and on ∂B1 × (0,1) implies that ∂u0∂ξ (x0) = 0. The
property on the second derivative thus follows from the Serrin corner lemma (see [26],
Lemma 1). This implies the bound from below for u0. 
Step 3. Nondegeneracy of u0. Let φ ∈ L∞(Ω) be a complex valued solution of
φ + (z− u20)φ − u20(φ + φ)= 0 in Ω,
φ = 0 on {z = 0}, {z = 1}, {r = 1}. (2.13)
Then φ ≡ 0.
Proof. Let us separate φ in real and imaginary part, a and b. We have:
a + (z − 3u20)a = 0, b + (z − u20)b = 0,
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with homogeneous boundary conditions. We use a proof adapted from [3] to get that b
2is zero. Consider the function w = b/u0: it satisfies div(u0∇w) = 0 in Ω , vanishes on
{z = 1}, and {r = 1}. We claim that w is bounded in Ω : for z > γ and r > r0, it comes
from Step 1, since u0 is bounded below; near z = 0 and r = 1, the proof is similar to that
in Section 2.2 and uses the bound from below of ∂u0/∂n derived in Step 1.
We are going to use a cut-off function ξ independent of z, defined by:
ξ = 1 for r R, ξ = 0 for r  2R,
ξ = 1 − r
2R
for R  r  2R. (2.14)
Multiplying div(u20∇w) = 0 by wξ2 and integrating, we have:
∫
Ω
ξ2u20|∇w|2  2
∣∣∣∣∣
∫
Ω
u20ξw∇ξ · ∇w
∣∣∣∣∣
 2
( ∫
Ω∩{R<r<2R}
u20ξ
2|∇w|2
)1/2( ∫
Ω
u20w
2|∇ξ |2
)1/2
 C
( ∫
Ω∩{R<r<2R}
u20ξ
2|∇w|2
)1/2
,
which implies that
∫
Ω
ξ2u20|∇w|2 < +∞, and in turn that
∫
u20|∇w|2 = 0. Hence, ∇w = 0,
so that b = γ u0, for some constant γ. But the boundary condition on {z = 1} implies that
γ = 0, so that b = 0.
Next, we prove that a = 0: w = a/u0 satisfies div(u20∇w)−2u40w = 0. Hence, the same
proof as above applies to this case, and yields
∫
Ω
ξ2u20|∇w|2 + 2
∫
O
u40ξ
2w2  C
( ∫
Ω∩{R<r<2R}
u20ξ
2|∇w|2
)1/2
showing that
∫
u20|∇w|2 = 0 and a = 0. 
Step 4. Uniqueness of the real nonnegative solution.
Proof. Let u0 be the solution obtained in Section 2.3, and consider a nonnegative solution
u of (1.16)–(1.17). The solution is bounded by Brezis [8]. We define w = u/u0 and get
that div(u20∇w) − u40w(w2 − 1) = 0, with w = 1 on {z = 1} and w is bounded. Thus,
multiplying this equation by ξ2(w − 1), with ξ defined by (2.14), and using the same
argument as above, we prove that w is a constant, and hence w = 1. 
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Remark 2.3. Similar proofs allow to get that there is a unique solution of (2.11) and (2.12)
which is also nondegenerate. This solution is p(z), the solution of (1.11).
Step 5. Behaviour at ∞. u0 −p(z) tends to 0 exponentially fast as r goes to ∞, uniformly
in z.
Proof. We first show that u0 tends to p(z) as r tends to infinity, uniformly in z: assume by
contradiction that u0 does not tend to p(z) as r tends to ∞. Then, one can find a sequence
xn = (xn, yn, zn) in Ω such that |u0(xn)− p(zn)| ε > 0. Let un(x) = u0(x + x′n), where
x′n = (xn, yn,0). Since u0 is bounded, we can pass to the limit in n and find that un
converges uniformly on every compact subset to u, which is a solution of (2.11)–(2.12),
with |u(0, z) − p(z)| ε, where z = lim zn. This provides a contradiction to Remark 2.3
since the only solution of (2.11)–(2.12) is p(z).
We are now in position to prove that there exist some constants K > 0 and α > 0 such
that ∣∣u0(x)− p(z)∣∣Ke−αr, (2.15)
where r =√x2 + y2. For this purpose, let us first define:
M(R) = sup
rR
∣∣u0(x)− p(z)∣∣.
Then, (2.15) is clearly equivalent to the following statement:
∃R > 0, ∃γ ∈ (0,1) s.t. ∀T  1, M(R + T ) γM(T ). (2.16)
We argue by contradiction, and assume that there exist sequences Rn,γn,Tn satisfying the
following:
{
Rn → +∞,
γn → 1,
Tn  1,
and M(Rn + Tn) > γnM(Tn).
Thus, one can find xn ∈ Ω such that rn =
√
x2n + y2n Rn + Tn,
|u0(xn)− p(zn)|
M(Rn + Tn) → 1,
and |u0(xn)− p(zn)| > γnM(Tn). We define the function fn by:
fn(x)= u0(x + xn, y + yn, z)− p(z)
M(Rn + Tn) .
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This function is bounded in BRn × (0,1), so we may extract a subsequence and pass to
the limit in the equation. Since we already know that u0 converges to p(z) at infinity, this
equation reads:
f + (z − 3p2)f = 0 in R2 × (0,1), (2.17)
with |f (0, z∞)| = 1 ‖f ‖∞, where z∞ = lim zn. In addition, f vanishes on {z = 0} and
{z = 1}. Remark 2.3 implies that f is zero. This is a contradiction. 
Remark 2.4. A similar proof allows to get that u0/p tends to 1 exponentially fast as r goes
to ∞, and in particular (u0 − p)/p is in L2(Ω).
2.5. The three-dimensional case: uniqueness
In this section, we prove that any solution of (1.16)–(1.17) of finite energy (i.e., such
that F0(u/u0) < ∞) is in fact equal to u0.
Let u be a solution of (1.16)–(1.17) with F(u/u0) finite. Let w = u/u0. Then w is a
solution of
div
(
u20∇w
)+ u40(1 − |w|2)w = 0 in Ω. (2.18)
The boundary conditions are w = 1 on z = 1. Moreover, w is bounded: the proof of this
fact is similar to the 2D case close to the obstacle; when z is close to 0, it uses Step 1 of
Section 2.4 and the bound below on u0 by Kz far away from the obstacle and by Kz2 close
to the obstacle. The last estimate is a consequence of Step 2 of Section 2.4.
The key tool is to use the Pohozaev identity as in the 2D case, but here we multiply by
x/|x| · ∇w instead of just x · ∇w, integrate in ΩR and add the conjugate:
−
∫
ΩR
u20
x
|x| · ∇
(|∇w|2)+ 2 u20|x| |∇w|2 + u40 x|x| · ∇
(
(1 − |w|2)2
2
)
(2.19)
+
∫
ΩR
2u20
|x · ∇w|2
|x|3 +
∫
∂ΩR
u20
∂w
∂n
x
|x| · ∇w + u
2
0
∂w
∂n
x
|x| · ∇w = 0. (2.20)
We integrate by part the x · ∇w terms and find:∫
ΩR
(
u40
|x| + 2u
3
0
x · ∇u0
|x|
)(
1 − |w|2)2 + 2u20 |x · ∇w|2|x|3 + 2u0x · ∇u0|x| |∇w|2
=
∫
∂ΩR
1
2
u40
(
1 − |w|2)2 x|x| · n− u20 ∂w∂n x|x| · ∇w − u20 ∂w∂n x|x| · ∇w (2.21)
+
∫
∂ΩR
u20
x
|x| · n|∇w|
2. (2.22)
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We are going to prove that the sum of the boundary terms is nonpositive when R goes to
infinity. On {z = 0} and {r = 1}, the same reasoning as in the 2D case allows to get that
u0∇w = 0. Moreover, u20(1 − |w|2) = u20 − u2 = 0, so that the boundary terms are zero.
On {z = 1}, w = 1, so the derivative is only in the normal direction and the boundary terms
are equal to
−
∫
{z=1}∩∂ΩR
u20
∣∣∣∣∂w∂z
∣∣∣∣2,
which is negative. On {r = R}, the terms tend to 0 for a suitable sequence Rn tending
to infinity because the energy F0(w) is finite. In total, the sum of the volume terms is
nonpositive when Rn tends to infinity. Since x · ∇u0 is positive, we find that each term is
zero. This and the boundary condition on {z = 1} yield that w ≡ 1.
Remark 2.5. The uniqueness result is also true for solutions in ΩR with outer boundary
condition w = 1 on {r = R}. Indeed, on {r = R}, w = 1 and the gradient of w is only in
the normal direction so that the boundary term is negative.
Remark 2.6. Let us point out that the power of |x| we use in the Pohozaev identity is
linked to the dimension: indeed, the starting point of the method is the following formula,
obtained by multiplying −u by |x|αx ·∇u and integrating by parts in D, a domain of Rd :∫
D
(−u)|x|αx · ∇u =
∫
D
α|x|α−2(x · ∇u)2 +
(
1 − α + d
2
)
|x|α|∇u|2
+
∫
∂D
1
2
|x|αx · n|∇u|2 − ∂u
∂n
|x|αx · ∇u.
Hence, in order to cancel one of the volume terms, we need to choose α = −d + 2.
Remark 2.7. A similar proof allows to get that p(z) is the unique solution of (2.11)–(2.12)
among complex valued functions such thatFp(u/p) is finite, whereFp is defined similarly
to F0, with u0 replaced by p.
3. Proof of Theorem 1.5
We are going to prove the existence of a solution ψc,R of problem (1.23)–(1.24),
show that it satisfies an equation similar to (1.5), but with a Lagrange multiplier (3.1)
(Lemma 3.1), and derive bounds on ψc,R (Lemma 3.2 and 3.3). Then a careful estimate of
the momentum L in terms of the energy F0 (Lemma 3.4) allows to check that the constraint
is not active, hence the Lagrange multiplier is zero (Proposition 3.5). Passing to the limit
as R tends to infinity provides a solution of (1.5) with boundary conditions (1.6) such that
F0(ψc/ψ0) is finite, which is equivalent to E0(ψc) finite.
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3.1. Existence of a solution to IR
In this section, we prove that for problem (1.23)–(1.24), the minimum is achieved:
Lemma 3.1. Let R > 1, c > 0 and δ > 0. Then problem (1.23)–(1.24) has a minimizer ψ
which satisfies
ψ − 2i c
1 + λ∂xψ +
(
1 − |ψ|2)ψ = 0 in ωR, (3.1)
for some λ 0.
Proof. First, note that the minimization space, namely,
XR =
{
ψ ∈ H 1(ωR), F0
(
ψ
ψ0
,ωR
)
 δ, ψ satisfies (1.24)
}
,
is not empty. Indeed, ψ0 ∈ XR since F0(1,ωR) = 0 δ.
Next, we point out that IR > −∞. Let w = ψ/ψ0, we have:
∣∣L(w,ωR)∣∣K
( ∫
ωR
ψ20 |w|2
)1/2( ∫
ωR
ψ20 |∇w|2
)1/2
K
√
R
( ∫
ωR
ψ20 |∇w|2
)1/2( ∫
ωR
ψ40 |w|4
)1/4
K
√
R
√
F0(w,ωR)
( ∫
ωR
ψ40
(|w|2 − 1)2 +R2)1/4
K
(√
R
(
F0(w,ωR)
)3/4 +R(F0(w,ωR))1/2),
which is bounded. Since Fc = F0 − cL, this shows that Fc(w,ωR) is bounded from below
by some constant depending on R, but not on w.
Consider now a minimizing sequence of problems (1.23). This sequence is bounded in
H 1(ωR), so that we may extract a subsequence converging weakly in H 1(ωR) and strongly
in Lp(ωR) for all p < +∞. This allows to pass to the limit in the energy, and thus find a
solution ψc,R of (1.23).
We want to apply Theorem 9.2-2 of [10], to know that the solution ψc,R of (1.23) satis-
fies the corresponding Euler–Lagrange equation, namely (3.1), and the Lagrange multiplier
λ associated with the constraint is nonnegative. For this purpose, one needs to know that
the constraints are qualified, that is if there exists ψ ∈ XR such that F0(ψ/ψ0,ωR) = δ,
then the derivative F ′0(ψ/ψ0) is not zero. This is a consequence of the fact that
F ′0(w) = −div
(
ψ20 ∇w
)+ψ40 (|w|2 − 1)w,
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and that w = 1 is the unique solution of the equation such that wψ0 is in the space XR , as
pointed out in Remark 2.1. 
3.2. Bounds on the solutions of IR
In this section, we prove bounds on the minimizer ψc,R of IR (1.23)–(1.24).
Lemma 3.2. Let R > 1, λ  0 and c > 0. Let ψc,R be a solution of (3.1) with boundary
conditions (1.24). Let w = ψc,R/ψ0, then there exists a constant K independent of R, λ
and c such that
(i) ‖ψc,R‖2L∞(ωR)  1 + c2,
(ii) ‖∇ψc,R‖2L∞(ωR) K(1 + c2)3,
(iii) ‖w‖2L∞(ωR) K(1 + c2)3,
(iv) ‖∇w‖2L∞(ωR) K(1 + c2)4.
Proof. Since λ  0, we have c/(1 + λ)  c, so that we may consider without loss of
generality that λ = 0. Hence ψc,R satisfies:
ψc,R − 2ic∂xψc,R +
(
1 − |ψc,R|2
)
ψc,R = 0.
Consider now η(x) = ψc,R(x)e−icx. This function satisfies:
η + (1 + c2 − |η|2)η = 0.
Hence, setting f = |η|2, we have:
f + 2(1 + c2 − f )f = 2|∇η|2  0 in ωR.
Consider an interior maximum of f : at this point, f  0, so that f  1 + c2. Since on
∂ωR , f  1 1 + c2, this shows that f  1 + c2. Since |ψc,R |2 = f, we find (i).
Next, (ii) follows from Gagliardo–Nirenberg inequality (see for instance [4]):
‖∇η‖L∞(ωR) K
(‖η‖L∞(ωR) + ‖η‖L∞(ωR))K(1 + c2)3/2,
for some constant K independent of R.
We next show (iii): a similar proof Section 2.2 yields that for r ∈ [1,2], |w| ‖∇ψc,R‖L∞
ψ0(2)
and for r  2, |w(x)|2  1+c2
ψ0(2)2
. This proves (iii).
We now turn to (iv), and use the same property of ψ0, together with the identity
∇w = ∇ψc,R
ψ0
− w∇ψ0
ψ0
, and (ii) and (iii). This shows that |∇w(x)|2  K(1+c2)
(|x|−1)2 if |x| 2, and
that |∇w(x)|2 K(1 + c2)3 elsewhere. Next, we use a Taylor expansion of ψc,R , ∂rψc,R ,
ψ0 and ψ ′0 near r = 1. This will prove the desired inequality for 1 |x| 2, concluding the
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proof. Indeed, consider first the tangential derivative: we have ∂θw = ∂θψc,Rψ0 −
ψc,R
ψ20
∂θψ0.A proof similar to w bounded allows to get:∣∣∣∣1r ∂θw
∣∣∣∣K(1 + c2)2 in B2 \B1.
Turning to the radial derivative, we have ∂rw = ∂rψc,Rψ0 −
ψc,R
ψ20
∂rψ0. We claim that
ψ0 = ψ ′0(1)(r − 1)+ O(r − 1)2,
ψ ′0 = ψ ′0(1)+ O(r − 1),
ψc,R = (r − 1)∂rψc,R(1, θ)+ (1 + c2)2O(r − 1)2,
∂rψc,R = ∂rψc,R(1, θ)+ (1 + c2)2O(r − 1),
(3.2)
where the terms O(r −1)k involve constants independent of R and c. Inserting this into the
definition of ∂rw, we find that ∂rw = (1+ (1+c2)2ψ ′0(1) )O(1), where the O(1) involves constants
independent of R and c. This concludes the proof of (iv). 
We next prove that |w| cannot be far from 1 in some sense:
Lemma 3.3. There exists K > 0 and δ0 > 0 depending only on the unique solution ψ0 of
(1.14)–(1.15) such that, for any R sufficiently large, any w ∈ W 1,∞(ωR) and any
δ  inf
{
δ0,
K
‖∇w‖12∞
}
,
F0(w,ωR) δ implies that
1
2
 |w| 3
2
. (3.3)
The proof is similar to [4]. We just need to take into account that near r = 1, the weight
ψ0 is small. The key point here is that this region is of small measure.
Proof. We prove only the lower bound, the same method applying to the case of the upper
bound. Without loss of generality, we may assume that ‖∇w‖L∞  1. Let
α = δ1/12, η = 32δ1/3.
If δ  inf{δ0, 1(256‖∇w‖∞)3 , (
ψ0(2)
8‖∇w‖∞ )
12}, where δ0 depends only on ψ0, the following
inequalities hold:
α ψ ′0(1) = ‖∇ψ0‖∞, η
α
2‖∇ψ0‖∞ , η
1
8‖∇w‖∞ ,
α  ψ0(2)
8‖∇w‖∞ , α 
ψ0(2)
2
. (3.4)
We argue by contradiction and assume that there exists x0 ∈ ωR such that |w(x0)| < 1/2.
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Case 1. ψ0(x0) > α. This implies that |x0| − 1  αψ ′0(1)  η. Hence, B(x0, η) ⊂ ω.
It may be that B(x0, η) ⊂ ωR , but at least |B(x0, η) ∩ ωR|  π3 η2. Let us compute
F0(w,B(x0, η) ∩ ωR). Using respectively the second and third inequality of (3.4), one
shows that ψ0  α/2 and |w| 3/4 in B(x0, η)∩ ωR . Hence,
F0(w,ωR)
1
4
∫
B(x0,η)∩ωR
ψ40
(
1 − |w|2)2  1
4
π
3
η2
α4
16
1
16
= π
3
δ > δ,
which is a contradiction to the hypothesis F0(w,ωR) δ.
Case 2. ψ0(x0) α. Since ψ0 is radially symmetric and concave with respect to r , we
then have 1|x0|−1ψ0(x0)ψ0(2), hence |x0| − 1 αψ0(2) . Let x1 = (1 + α|x0|ψ0(2) )x0. Then,|x1| = |x0| + αψ0(2)  1 + αψ0(2) and |x1| R if R  2. According to the fifth equation of(3.4), we thus have:
ψ0(x1)
(|x1| − 1)ψ0(2) α, and ∣∣w(x1)∣∣ ∣∣w(x0)∣∣+ β‖∇w‖∞  58 ,
where we have used the fourth equation of (3.4). We thus come to a case similar to the first
one, and the same computations give ψ0  α/2 and 1 − |w| 1/4 on B(x1, η), hence:
F0(w,ωR)
1
4
∫
B(x1,η)
ψ40
(
1 − |w|2)2  1
4
π
3
η2
α4
16
1
16
= π
3
δ > δ,
which is here again a contradiction. 
3.3. Estimating the momentum
In this subsection, we prove an estimate of the momentum L in terms of the energy F0.
This will allow us to show that the constraint in (1.23) is not active, and therefore that λ = 0
in (3.1).
Lemma 3.4. Let R  2, c > 0, and let ψ ∈ H 1(ωR) satisfying (1.24) and such that
w = ψ/ψ0 satisfies F0(w,ωR) δ and (3.3). Then there exists a constant K independent
of ψ , R and c such that∣∣L(w,ωR)∣∣K(F0(w,ωR)+√F0(w,ωR) ). (3.5)
Proof. Since w satisfies (3.3), we know that there exists ρ,φ ∈ H 1(ωR) such that ρ  1/2
and
w = ρei(φ+dθ),
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where d ∈ Z, and θ is the polar angle of x. In addition, the fact that F0(w,ωR) δ implies
that d must be zero. Using the equality above in the definition of L, we find:
L(w,ωR) =
∫
ωR
i
2
ψ20 (w∂xw −w∂xw) =
∫
ωR
ψ20ρ
2∂xφ.
Let α ∈ (1/2,1) (which will be made precise below), and consider separately the integral
over {r < 1 + α} ∩ωR and over {r > 1 + α} ∩ωR . We have:∣∣∣∣∣
∫
1<r<1+α
ψ20ρ
2∂xφ
∣∣∣∣∣
( ∫
1<r<1+α
ψ20 |∇w|2
)1/2( ∫
1<r<1+α
ψ20 |w|2
)1/2
K
√
F0(w)
( ∫
1<r<1+α
ψ20
)1/2
K‖∇ψ0‖∞α
√
F0(w)
(
(1 + α)2 − 1)1/2
Kα3/2
√
F0(w), (3.6)
where K depends only on ψ0.
Turning to the integral over the set {r > 1 + α}, we have:∫
1+α<r<R
ψ20ρ
2∂xφ =
∫
1+α<r<R
ψ20
(
ρ2 − 1)∂xφ + ∫
1+α<r<R
(
ψ20 − 1
)
∂xφ
+
∫
1+α<r<R
∂xφ. (3.7)
We consider separately the three terms above:
∣∣∣∣∣
∫
1+α<r<R
ψ20
(
ρ2 − 1)∂xφ
∣∣∣∣∣
( ∫
1+α<r<R
ψ20
(
ρ2 − 1)2)1/2( ∫
1+α<r<R
ψ20 ∂xφ
2
)1/2
 K
α
( ∫
ωR
ψ40
(
ρ2 − 1)2)1/2( ∫
ωR
ψ20ρ
2|∇φ|2
)1/2
 K
α
F0(w). (3.8)
Here we used the fact that ρ > 1/2 and there exists a constant K , independent of α, such
that in {r  1 + α}, we have ψ0 Kα. The second term is dealt with in a similar way:
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∣∣∣∣ ∫ (ψ2 − 1)∂xφ
∣∣∣∣ 2( ∫ (ψ20 − 1)2)1/2( ∫ ψ2ρ2∂xφ2)1/2∣
1+α<r<R
0 ∣
1+α<r<R
ψ20 ωR
0
 K
α
√
F0(w). (3.9)
This is due to the fact that ψ0 is bounded below and E0(ψ0) is finite. Finally, we integrate
by parts the last term and get (recall that φ = 0 on r = R):∣∣∣∣∣
∫
1+α<r<R
∂xφ
∣∣∣∣∣=
∣∣∣∣∣
∫
r=1+α
φnx
∣∣∣∣∣=
∣∣∣∣∣
∫
r=1+α
(
φ − inf
r=1+α φ
)
nx
∣∣∣∣∣
 K
α
( ∫
r=1+α
ψ20ρ
2|∇φ|2
)1/2
. (3.10)
We next point out that since
∫
1<r<2 ψ
2
0ρ
2|∇φ|2  2F0(w), there exists α ∈ (1/2,1) such
that ∫
r=1+α
ψ20ρ
2|∇φ|2  4F0(w).
This inequality, together with (3.6)–(3.10), implies (3.5). 
The results above allow to show that the Lagrange multiplier λ is in fact zero.
Proposition 3.5. There exists δ1 > 0 and K > 0 such that for all R  2, δ  δ1 and
c ∈ (0,K√δ), any minimizer ψc,R of (1.23) with boundary conditions (1.24) satisfies
F0(ψc,R/ψ0) < δ. In addition, ψc,R is a solution of
ψ − 2ic∂xψ +
(
1 − |ψ|2)ψ = 0 in ωR. (3.11)
Proof. Consider c, δ 1, and let ψc,R be a minimizer of (1.23). Applying Lemma 3.1 and
then Lemma 3.2, we find that there is a constant K1 > 0, independent of R, c and δ such
that if w = ψc,R/ψ0, then ‖∇w‖∞ K1. Hence, applying Lemma 3.3, we find that there
exists some δ1 > 0, independent of R, c and δ such that if δ  δ1, F0(w,ωR) δ implies
that w satisfies (3.3).
We now apply Lemma 3.4 and find that for some constant K2, independent of R, c and
δ, we have |L(w,ωR)|  K2(F0(w,ωR) + √F0(w,ωR))  2K2√F0(w,ωR). We want
to prove that the constraint in (1.23) is not active, that is the minimizer cannot satisfy
F0(w,ωR) = δ. Assume that it is the case. The estimate on the momentum implies that
Fc(w,ωR) δ − 2cK2
√
δ.
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Now, ψ = ψ0 is a test function for problem (1.23). Hence, we must have Fc(w) 
Fc(1) = 0. Thus,
0 δ − 2cK2
√
δ.
If c < 12K2
√
δ, this is a contradiction. Hence, for any minimizer ψc,R , F0(ψc,R/ψ0,ωR) < δ.
The constraint in (1.23) is not active, and the corresponding Lagrange multiplier must be
zero. Hence, ψc,R satisfies (3.1) with λ = 0, namely (3.11). 
3.4. Proof of Theorem 1.5
We now conclude the proof of Theorem 1.5. We apply Proposition 3.5, and find that for
some c0 = K√δ1, there exists a solution ψc,R of (3.11) with boundary conditions (1.24).
In addition, this function satisfies:
F0
(
ψc,R
ψ0
,ωR
)
< δ, ‖ψc,R‖W 1,∞(ωR) K, (3.12)
for some constants K and δ independent of R. Thus we can extract a subsequence with
weak convergence in H 1loc and strong convergence in L
4
loc. At the limit R → +∞, it
yields a solution ψc of (1.5)–(1.6) such that F0(ψc/ψ0)  δ, ψc is bounded in W 1,∞,
1/2  |ψc/ψ0|  3/2. It implies in particular that the solution is vortex-free. Using the
equation for ψc , we find that as c → 0, ψc converges to ψ0 (up to multiplication by a
constant of modulus one) in L∞loc. To show that we have convergence in L∞(ω), we point
out that ψc converges to 1 at infinity, uniformly with respect to c → 0. This is proved in
Lemma 3.6 below.
The uniqueness of the solutions of (1.5)–(1.6) with finite energy will be proved only in
the 3D case, since the arguments are very similar.
3.5. Limit at infinity
Lemma 3.6. Let M > 0, and let ψc be a solution of (1.5)–(1.6) such that E0(ψc) M.
Then, up to multiplication by a constant of modulus one,
lim|x|→∞ψc(x) = 1, (3.13)
uniformly with respect to c → 0.
Proof. We follow the proof of [16,17], in which such a property is established for the same
equation in R3. The proof of [16,17] does not work in dimension 2 but with a more precise
estimate on the decay of the energy, we are able to adapt it.
Step 1. Limit of |ψc|. lim|x|→∞ |ψc(x)| = 1, uniformly with respect to c.
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Proof. This property may be directly derived from the upper bound on the gradient and the
fact that the energy is finite. We refer to [9] for the details. Here, the additional property we
need is that the limit is uniform with respect to c → 0. We argue by contradiction and as-
sume that there exists ε > 0, a sequence cn → 0 and a sequence xn such that |xn| → ∞ and∣∣∣∣ψcn(xn)∣∣− 1∣∣ ε.
Consider now the function ψ˜n = ψcn(· + xn). It is bounded in L∞, satisfies (1.5) and
E0(ψn) M. Hence, passing to the limit, we find a solution of (1.5) in R2 with finite
energy and 0 degree. But this must be a constant of modulus one, according to [9]. 
Step 2. Decay of the energy. Let e(ψ) = 12 |∇ψ|2 + 14 (1−|ψ|2)2. There exist K > 0, α > 1
and R0 > 1, independent of c, such that, for R >R0,∫
BcR
e(ψc)
K
Rα
. (3.14)
The following argument is a slight improvement of the proof of Proposition 28 of [16]
(see also [6]), to which we refer for details. The extra information we need here is that in
the decay, α > 1.
Proof. Let ε be a positive constant, to be made precise later on. We consider R0 large
enough so that 1 − ε  |ψc| 1 + ε for r > R0. This R0 may be chosen independent of c.
Moreover, as pointed out in the proof of Lemma 3.4, we know that there exists ρ > 0 and
φ such that ψc = ρeiφ. Inserting this decomposition in (1.5), we find:{
ρ − ρ|∇φ|2 + 2cρ∂xφ = ρ(ρ2 − 1),
div(ρ2∇φ) = c∂x(ρ2).
(3.15)
Let φR = 12πR2
∫
SR
φ, where SR is the sphere of radius R. We multiply the second equation
of (3.15) by φ − φR and integrate, and then multiply the first equation by ρ2 − 1 and
integrate over BcR . Adding the results, we find:∫
BcR
e(ψc) = 14
∫
BcR
ρ
(
1 − ρ2)|∇φ|2 + ∫
BcR
(1 − ρ)
( |∇ρ|2
2
+ (1 − ρ
2)2
4
)
+ c
∫
BcR
ρ
(
ρ2 − 1)∂xφ + c2
∫
BcR
(1 − ρ)(ρ2 − 1)∂xφ
− 1
4
∫
SR
∂nρ
(
ρ2 − 1)− 1
2
∫
SR
ρ2∂nφ(φ − φR)
+ c
2
∫
SR
(φ − φR)
(
ρ2 − 1)nx. (3.16)
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Estimating each term of the right-hand side of (3.16) separately and using the Poincaré
inequality on SR , one easily gets:∫
BcR
e(ψc)
(
c
√
2 + 3ε) ∫
BcR
e(ψc)+R
(√
1 + c2
2
(1 + ε)+ cε + 1
2
√
2R
)∫
SR
e(ψc).
Let J (R) = ∫BcR e(ψc). Choosing c and ε small enough (c < (√2 − 1)/4 is sufficient
here), we find that there exists A < 1 such that J (R)  −ARJ ′(R). This implies that
J (R)KR−1/A, and yields (3.14). 
The key point that we have checked here is that indeed 1/A > 1. In the sequel, we set,
for any r  1,
ψrc (ξ) = ψc(rξ), ξ ∈ S1.
Step 3. Existence of a limit.
∃ψ∞c ∈ L2(S1), such that ψrc −−−−→r→∞ ψ
∞
c in L
2(S1), (3.17)
uniformly with respect to c → 0.
Proof. We first point out that, if f (r) = ∫Sr |∇ψc|2, we know that ‖f ‖L1(1,+∞) is bounded
independently of c, and that
∫ +∞
R
f (r)dr  K/Rα , with α > 1 and K > 0 independent
of c. This clearly implies that ‖rf ‖L1(1,+∞) is bounded independently of c, and thus that
‖|x||∇ψc|2‖L1(ω) inherits this property.
Moreover, we have:
∫
S1
∣∣ψrc −ψr ′c ∣∣2  ∫
S1
∣∣∣∣∣
r ′∫
r
∂sψ
s
c (ξ)
∣∣∣∣∣
2
dξ

∫
S1
( r ′∫
r
ds
s2
)( r ′∫
r
|∇ψc|2(sξ)s2 ds
)
dξ

(
1
r
− 1
r ′
) ∫
Br′ \Br
|x||∇ψc|2 dx,
which proves that ψr is a Cauchy sequence in L2(S1), uniformly with respect to c → 0,
from which we deduce (3.17). 
Step 4. ψ∞c is constant.
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Proof. We know that for a sequence Rn going to infinity,
∫
SRn
|x||∇ψc|2 converges to zero
as n tends to infinity. Thus, using the inequality |∇ψc(rξ)|2  1r2 |∇S1ψrc |2, we have:∫
S1
∣∣∇S1ψrc ∣∣2  ∫
S1
∣∣∇ψ(rξ)∣∣2r2 dξ = ∫
Sr
|x||∇ψc|2,
which proves that for a sequence Rn going to infinity, ∇S1ψRnc converges to 0 as n goes to
infinity. Hence, ∇S1ψ∞c = 0.
We now conclude by pointing out that H 1(S1) is embedded into L∞(S1), and we thus
have convergence of ψrc to ψ∞c in L∞(S1), which proves that lim|x|→∞ ψc(x) = ψ∞c .
Using the fact that E0(ψc) < +∞, we find that the constant ψ∞c is a constant of modulus
one, concluding the proof. 
4. Proof of Theorem 1.6
We are going to use the same strategy as in Section 3, proving first that problem (1.25)–
(1.26) has a solution uc,R (Lemma 4.1). The proof that the constraint is qualified cannot
be made as in the 2D case. Then, we show that uc,R satisfies an equation similar to (1.3),
derive bounds on uc,R (Lemma 4.3 and 4.4) and check that the constraint is not active
thanks to an estimate of the momentum by the energy (Lemma 4.5). Then we pass to the
limit as R tends to infinity, which yields a solution of (1.3) with boundary conditions (1.6).
The extra difficulty compared to the 2D case comes from the fact that u0 vanishes on
z = 0 so that the estimate of the momentum is more involved.
4.1. Existence of a solution to IR
In this subsection, we prove that problem (1.25)–(1.26) has a solution:
Lemma 4.1. There exists c0,R0 > 0 such that, for any R > R0, any c ∈ (0, c0) and any
δ > 0, problem (1.25)–(1.26) has a solution uc,R which satisfies:
u− 2i c
1 + λ∂xu+
(
z − |u|2)u = 0 in ΩR, (4.1)
for some λ 0.
Proof. We denote by XR the set on which we want to minimize Fc:
XR =
{
u ∈ H 1(ΩR), F0
(
u
u0
,ΩR
)
 δ, u satisfies (1.26)
}
.
Let us first check that XR is not empty. Consider the function u = u0 ψc,Rψ0 , where ψc,R is a
minimizer of problem (1.23), the 2D functions being supposed to be constant with respect
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to z. This function u clearly satisfies the boundary conditions (1.26). For fixed z, we have
u0(r, z)ψ0(r), since u0 is increasing in z, so that
F0
(
u
u0
,ΩR
)
=
∫
ΩR
u20
2
∣∣∣∣∇(ψc,Rψ0
)∣∣∣∣2 + u404
(
1 −
∣∣∣∣ψc,Rψ0
∣∣∣∣2)2
<
1∫
0
dz
∫
ωR
ψ20
2
∣∣∣∣∇(ψc,Rψ0
)∣∣∣∣2 + ψ404
(
1 −
∣∣∣∣ψc,Rψ0
∣∣∣∣2)2
<
1∫
0
F0
(
ψc,R
ψ0
)
dz δ.
Hence, u ∈XR , so that the set is not empty.
Next, one easily proves using the same method as in the 2D case that∣∣L(w,ΩR)∣∣K(√R(F0(w,ωR))3/4 +R(F0(w,ωR))1/2),
which implies thatFc is bounded from below onXR . Here again, any minimizing sequence
is weakly compact in H 1(ΩR), so we may pass to the limit in the energy and find a
minimizer uc,R of (1.25) with boundary conditions (1.26).
Let us prove that the constraints are qualified, namely that there is no u such that
w = u/u0 satisfies F0(w) = δ, w is a solution of (2.18), and u0w satisfies the boundary
conditions (1.26). Thanks to our test function above, the minimizer of F0 in the set
F0  δ is such that F0 < δ. Thus, if we prove the uniqueness of solutions of (2.18)–
(1.26) in the set F0  δ, this will imply that there cannot be a critical point with energy
F0 = δ.
Let us prove the uniqueness by contradiction, which is a consequence of the uniqueness
and nondegeneracy of u0. Let us assume that there is a sequence cn tending to 0, and Rn
to ∞ such that there are two solutions u1,n and u2,n of (2.18), (1.26) in ΩRn , with F0  δ.
The L∞ bounds on the solutions and the gradient (see Proposition 4.3 below) allow to pass
to the limit in n and get that u1,n converge to some u, which is a solution of (1.16)–(1.17)
in Ω , with finite F0. The uniqueness result of Theorem 1.3 implies that in fact u = u0.
Similarly, u2,n converges to u0.
Let,
vn = u1,n − u2,n‖u1,n − u2,n‖∞ ,
which satisfies homogeneous Dirichlet boundary conditions on ∂ΩRn . By usual elliptic
estimates, the maximum of |vn| cannot be achieved close to the boundary of the domain:
it is achieved at some point bounded away from the boundary uniformly with respect to n.
Assume that the maximum of vn stays in a bounded domain. We thus find that vn converges
to a solution of (2.13), which is impossible since the only solution is zero by Step 3 of
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Section 2.4 and the limit of vn is equal to one somewhere. So it means that the maximum
of vn is achieved at a point xn tending to infinity. We define wn = vn(· + xn). Then wn
converges to a solution of the linearized problem around p(z) (2.17), and we also know
that it is zero by Remark 2.3. 
Remark 4.2. Here, it is not possible to prove that the constraints are qualified in the same
way as in the two-dimensional case, because we have uniqueness for Eq. (1.16), which
indeed is the derivative of F0, but with boundary conditions (1.4) and c = 0, which is
a different boundary condition from (1.4). The boundary condition (1.4) implies that the
solution is complex valued, hence the uniqueness proof that we have used in Section 2 does
not work as such.
4.2. Bounds on the solutions of IR
This subsection is the equivalent of Section 3.2 for the present three-dimensional case:
we prove bounds on the minimizer ψc,R of (1.25)–(1.26).
Lemma 4.3. Let R > 1, c > 0 and λ  0. Let uc,R be a solution of (4.1) with boundary
conditions (1.26). Let w = u/u0, there exists a constant K independent of R, λ and c such
that
(i) ‖uc,R‖2L∞(ΩR)  1 + c2,
(ii) ‖∇uc,R‖2L∞(ΩR) K(1 + c2)3,
(iii) ‖w‖2L∞(ΩR) K(1 + c2)3,
(iv) ‖∇w‖2L∞(ΩR) K(1 + c2)4.
Proof. The proof of (i), (ii) and (iii) follows exactly the same lines as the corresponding
one in Lemma 3.2. Turning to the proof of (iv), we may carry out the same proof to have:
‖∇w‖L∞(ΩR∩{z>1/2}) K
(
1 + c2)3.
In order to show that the same inequality holds near z = 0, we use a Taylor expansion of
uc,R , ∇uc,R , u0 and ∇u0 with respect to z, and the equality ∇w = ∇uc,Ru0 −
∇u0uc,R
u20
. The
proof follows exactly the same lines as that of (iv) of Lemma 3.2. 
We next prove here again that if F0(w) is small and if ∇w is suitably bounded, then |w|
is close to 1:
Lemma 4.4. There exists K > 0 and δ0 > 0 depending only on the unique solution u0 of
(1.16)–(1.17) such that, for any w ∈ W 1,∞(ΩR) and any
δ  inf
{
δ0,
K
‖∇w‖12∞
}
,
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F0(w,ΩR) δ implies that
1
2
 |w| 3
2
. (4.2)
Proof. We use exactly the same strategy as in Lemma 3.3, with different powers of δ
for α and η. For instance, α = δ1/8 and η = 4δ1/6 is a suitable choice. The first case is
treated exactly in the same way (here, the inequality |B(x0, η)∩ωR| π3 η2 is replaced by
|B(x0, η)∩ ΩR| 16 4π3 η3, valid if R is large enough). The only slight difference is in the
second case, where one may need to shift x0 away from {z = 0}, instead of shifting it away
from B1 × (0,1). If x0 is close to {r = 1}, and away from {z = 0}, we define x1 as in the
2D case. If x0 is close to {z = 0}, and away from {r = 1}, we define x1 = x0 + zα/βez,
where β comes from Step 1 of Section 2.4. If x0 is close to {z = 0} and {r = 1}, we use
Step 2 of Section 2.4: for any outward direction ν, ∂2u/∂ν2 has a sign. Hence moving x0
in the direction of ν increases u0 and we can find a suitable x1. 
4.3. Estimating the momentum
We now prove an estimate of the momentum L in terms of F0. The difficulty in the
proof is that near z = 0, u0 vanishes, this time on a set of infinite measure. We have to treat
this region differently from the 2D case.
Lemma 4.5. Let R  2, c > 0, and let u ∈ H 1(ΩR) satisfying (1.26), be such that
w = u/u0 satisfies F˜0(w,ΩR)  δ. Then there exists a constant K independent of u, R
and c such that ∣∣L(w,ΩR)∣∣K(F0(w,ΩR)+√F0(w,ΩR)). (4.3)
Proof. We will use that p/u0 is bounded for r large and u0 − p is in L2(Ω). As in
Lemma 3.4, the fact that w satisfies (4.2), together with F˜0(w,ΩR) δ, implies that there
exists ρ,φ ∈ H 1(ΩR) such that ρ  1/2 and
w = ρeiφ.
Using this equality in the definition of L, we find:
L(w,ωR) =
∫
ΩR
i
2
u20 (w∂xw −w∂xw) =
∫
ΩR
u20ρ
2∂xφ.
Let α ∈ (0,1) (which will be made precise below), and consider separately the integrals
over {r < 1 + α} ∩ΩR and over {r > 1 + α} ∩ΩR . The first one is dealt with exactly as in
the proof of Lemma 3.4, giving∣∣∣∣∣
∫
1<r<1+α
u20ρ
2∂xφ
∣∣∣∣∣Kα3/2√F0(w,ΩR), (4.4)
where K depends only on u0.
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Turning to the integral over {1 + α < r < R}, we use the same kind of trick:
∫
1+α<r<R
u20ρ
2∂xφ =
∫
1+α<r<R
u20
(
ρ2 − 1)∂xφ + ∫
1+α<r<R
(
u20 − p2
)
∂xφ
+
∫
1+α<r<R
p2∂xφ, (4.5)
where p = p(z) is the unique solution of (1.11). We consider separately the three terms
above: for the second term, we use that u0 − p ∈ L2 and u0/p ∈ L∞:
∣∣∣∣∣
∫
1+α<r<R
(
u20 − p2
)
∂xφ
∣∣∣∣∣ 2
( ∫
1+α<r<R
(u20 − p2)2
u20
)1/2( ∫
ΩR
u20ρ
2∂xφ
2
)1/2
 2K
√
2F0(w,ΩR), (4.6)
with K = (1 + ‖p/u0‖L∞(Bc1+α×(0,1)))‖u0 − p‖L2(Ω). Turning to the third term of (4.5),
we integrate by parts with respect to the first two space coordinates and get:
∣∣∣∣∣
∫
1+α<r<R
p2∂xφ
∣∣∣∣∣=
∣∣∣∣∣
∫
r=1+α
p2φnx
∣∣∣∣∣=
∣∣∣∣∣
∫
r=1+α
p2
(
φ − inf
r=1+α φ
)
nx
∣∣∣∣∣

1∫
0
p(z)2
( ∫
r=1+α
|∇φ|2
)1/2
dz
K‖p‖L2(0,1)
( ∫
r=1+α
p(z)2
u20
u20ρ
2|∇φ|2
)1/2
K‖p‖L2(0,1)
∥∥∥∥ pu0
∥∥∥∥
L∞(Bc1+α×(0,1))
√
2F0(w,ΩR), (4.7)
for a suitable choice of α ∈ (1/2,1). Finally, we deal with the first term of (4.5):
∣∣∣∣∣
∫
1+α<r<R
u20
(
ρ2 − 1)∂xφ
∣∣∣∣∣
( ∫
1+α<r<R
u20|∇φ|2
)1/2( ∫
1+α<r<R
u20
(
ρ2 − 1)2)1/2

√
2F0(w,ΩR)
( ∫
1+α<r<R
u20
(
ρ2 − 1)2)1/2. (4.8)
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Collecting (4.8), (4.6), (4.7) allows to bound the term considered in (4.5), and yields:∣∣∣∣∣
∫
1+α<r<R
u20ρ
2∂xφ
∣∣∣∣∣K√F0(w,ΩR)
(
1 +
( ∫
1+α<r<R
u20
(
ρ2 − 1)2)1/2). (4.9)
In order to bound the right-hand side of (4.9), we split the integral into an integral over
{β < z < 1} ∩ {1 + α < r < R} and an integral over {0 < z < β} ∩ {1 + α < r < R}, for
some β > 1/4 to be made precise below. The first one is dealt with using the fact that u0 is
bounded below:∫
1+α<r<R,
β<z<1
u20
(
ρ2 − 1)2 K ∫
1+α<r<R,
β<z<1
u40
(
ρ2 − 1)KF0(w,ΩR), (4.10)
and the second one is treated as follows:∫
1+α<r<R,
0<z<β
u20
(
ρ2 − 1)2 K ∫
1+α<r<R,
0<z<β
z2
(
ρ2 − 1)2. (4.11)
We now integrate by parts with respect to z, getting:∣∣∣∣∣
∫
1+α<r<R,
0<z<β
z2
(
ρ2 − 1)2∣∣∣∣∣= 13
∣∣∣∣∣
∫
1+α<r<R,
z=β
z3
(
ρ2 − 1)2 − ∫
1+α<r<R,
0<z<β
z3
(
ρ2 − 1)ρ∂zρ
∣∣∣∣∣
 K
β
∫
1+α<r<R,
z=β
u40
(
ρ2 − 1)2
+K
( ∫
1+α<r<R,
0<z<β
u40
(
ρ2 − 1)2)1/2( ∫
1+α<r<R,
0<z<β
u20|∇ρ|2
)1/2
 K
β
∫
1+α<r<R,
z=β
u40
(
ρ2 − 1)2 +KF0(w,ΩR). (4.12)
Here, we point out, as in the proof of Lemma 3.4, that β may chosen greater than 1/4 and
such that ∫
1+α<r<R,
z=β
u40
(
ρ2 − 1)2  16F0(w,ΩR).
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Hence, the right-hand side of (4.11) is bounded by KF0(w,ΩR). Inserting this estimate in
(4.9) gives: ∣∣∣∣∣
∫
1+α<r<R
u20ρ
2∂xφ
∣∣∣∣∣K(√F0(w,ΩR) +F0(w,ΩR)).
This, together with (4.4), concludes the proof of (4.3). 
The result above allows to prove the following:
Proposition 4.6. There exists δ1 > 0 and K > 0 such that for all R  2, all δ  δ1 and
all c ∈ (0,K√δ), any solution uc,R of (1.25) with boundary conditions (1.26) satisfies
F0(uc,R/u0,ΩR) < δ. In addition, uc,R is a solution of
u− 2ic∂xu+
(
1 − |u|2)u = 0 in ΩR. (4.13)
Proof. Let c < c0 (where c0 is defined in Lemma 4.1), δ  1, and let uc,R be a solution of
(1.25). Applying Lemmas 4.1 and 4.3, we find that there is a constant K1 > 0 independent
of R, c and δ such that if w = uc,R/u0, then ‖∇w‖∞ K1. Hence, applying Lemma 4.4,
we find that there exists some δ1 > 0 independent of R, c and δ such that if δ  δ1,
F0(w) δ and w satisfies (4.2).
We want to show that the constraint is not active. We apply Lemma 4.5 and find that for
some constant K2 independent of R, c and δ, we have
|L(w)|K2
(F0(w) +√F0(w)) 2K2√F0(w).
Assume that the minimum of Fc is achieved by some w such that F0(w) = δ. This implies
that
Fc(w) δ − 2cK2
√
δ.
Now, we may also apply Lemma 4.1 with δ/2 instead of δ. We thus find w˜ = u˜c,R/u0 such
that u˜c,R is a solution of problem (1.25), F0(w˜)  δ/2, and all the estimates above are
valid with δ/2 instead of δ. This implies that
Fc(w˜) δ2 + cK3
√
2δ.
But w˜ is also a test function for problem (1.25), hence Fc(w˜)Fc(w), which implies:
δ
2
+ cK3
√
2δ  δ − 2cK2
√
δ, hence cK4 
√
δ.
If c <
√
δ/K4, we reach a contradiction. This implies that, for the minimizer, F0(w) < δ,
so that the constraint in (1.25) is not active, and the Lagrange multiplier must be zero: uc,R
satisfies (4.13). 
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4.4. Proof of Theorem 1.6We now conclude the proof of Theorem 1.6. We apply Proposition 4.6, and find that for
some c0 = K√δ1, there exists a solution uc,R of (4.13) with boundary conditions (1.26).
In addition, this function satisfies,
F0
(
uc,R
u0
)
 δ, ‖uc,R‖W 1,∞(ΩR) K, (4.14)
for some constant K independent of R. We thus can extract weak convergence in H 1loc and
strong convergence in L4loc, allowing to pass to the limit in the energy bound above and in
the equation.
The fact that this solution uc is vortex-free comes from the fact 1/2 |uc/u0|  3/2,
and has finite energy, a property inherited from uc,R .
The convergence part is proved exactly in the same way as in the proof of Theorem 1.5,
using the uniqueness of u0 to obtain convergence in L∞loc(Ω), and Lemma 4.7 below to
deal with infinity.
There only remains to prove the uniqueness part of Theorem 1.6, namely: ∀M , ∃c0,
such that for c c0, there is a unique solution uc of (1.3)–(1.4) with F0(uc/u0)M . The
proof uses the nondegeneracy of u0 in the same spirit as the proof of Lemma 4.1. It goes
by contradiction assuming that there are two such sequences as c goes to 0. We prove that
they both tend to u0 using the uniqueness result of Theorem 1.3 and that their renormalized
difference tends to a solution of the linearized problem at u0 or p(z) which contradicts the
nondegeneracy of u0 and p(z).
4.5. Limit at infinity
We prove here the analogue of Lemma 3.6:
Lemma 4.7. Let M > 0, and let uc be a solution of (1.3)–(1.4) such that F0(uc/u0)M.
Assume in addition that the boundary data ψc in (1.4) converges to 1 at infinity. Then,
lim
r→∞uc(x)= p(z), (4.15)
where p is the solution of (1.11). Moreover, this limit is uniform with respect to c → 0.
Note that, according to Lemma 3.6, it is always possible to impose the condition above
on ψc.
Proof. We use again the notation w = uc/u0. Hence, we know that (4.15) is true on
{z = 1}. Pointing out that the proof of Lemma 4.3 applies to the present case (indeed, we
only use in this proof the fact that uc,R is a solution of (4.1)), we know that ∇w ∈ L∞(Ω).
Hence, using standard elliptic estimates, we infer that D2w ∈ L∞(Ω ∩ {z > α}), for
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any α > 0. This, together with the fact that u0∇w ∈ L2(Ω), clearly implies that the
function
f (x, y)=
1∫
α
u20|∇w|2(x)dz
converges to zero as (x, y) goes to infinity. Now,
∣∣w(x,y, z)−ψc(x, y)∣∣ √1 − z
z
( 1∫
z
u20|∇w|2
)1/2
,
so that w converges to 1 at infinity, uniformly on Ω ∩ {z > α}, for any α > 0. We then
note that u0 converges to p(z) at infinity and that |uc| + |u0|Kz for some constant K to
obtain (4.15).
The fact that this limit is uniform with respect to c → 0 is proved by contradiction:
assuming that the limit is not uniform, we have a sequence cn → 0 and a sequence
xn → ∞ such that |ucn(xn) − p(zn)| > ε, for some ε > 0. Considering the sequence
u˜n(x) = ucn(x+xn), we see that it is bounded in W 1,∞ and thus converges in L∞loc to some
function u which satisfies (2.11), (2.12). In addition, Fp(u/p) δ. Applying Remark 2.7,
we find that u = p, which is a contradiction. 
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Appendix. Origin of Eq. (1.3)
In this part, we explain how our equations are derived from the physical models [1]: the
state of a BEC is described by the Gross–Pitaevskii equation at zero temperature with an
external trapping potential Vtr = (m/2)(ω2xx2 +ω2yy2 +ω2zz2),
ih¯∂tΨ = − h¯
2
2m
Ψ + (Vtr +Ng|Ψ |2)Ψ.
If an object C is moved inside the condensate, the wave function vanishes inside the object,
and thus can be modeled by a homogeneous Dirichlet boundary condition on C. We will
work in the frame where the obstacle is stationary. Based on the experimental data of
[23,22], we take g such that a = mg/4πh¯2 = 2.94 nm, N = 1.2 · 107, ωy = ωz = 377 s−1,
and ωx = λωz , with λ = 0.3. We also define the characteristic length d = (h¯/mωz)1/2 =
2.71 µm and a nondimensionalized parameter ε given by ε = (d/(8πNa))2/5. We find
that ε = 6.21 · 10−3 which may be viewed as a small parameter and allows rescaling the
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equation near the edge of the condensate. Rescaling the distances by R = d/√ε = 34.4 µm,
3/2the time by 1/(εωz), we have ψ(r, t) = R Ψ (r˜, t˜ ) where r˜ = Rr. In these new units, the
radii of the condensate are Ry = Rz = 0.65 and Rx = 2.18. The condensate is cigar-shaped
with the long axis along the x direction. The (small) laser beam is modeled by an obstacle
which is a cylinder C of axis z and radius l = 0.19 on which ψ = 0. It moves along the x
axis in the plane y = 0. We will work in the frame where the obstacle is stationary. Outside
the obstacle, the equation can then be rewritten as
−2i∂tψ = ψ − 2iv˜∂xψ + 1
ε2
(
ρTF − |ψ|2
)
ψ,
where ρTF = ρ0 − (λ2x2 +y2 +z2) is the Thomas–Fermi limit density and ρ0 = 0.42 is the
rescaled chemical potential. Note that |ψ|2 is close to its Thomas–Fermi value ρTF except
near the obstacle and near the boundary of the cloud. The physical region of interest here is
the boundary region where the laser beam passes through the region of reduced density. In
this region, the allowed domain is approximated as unbounded in the x–y plane. In order
to have two terms of the same order in the equation (the kinetic term ψ and the potential
one (ρTF − |ψ|2)ψ), this boundary layer must have a thickness of order ε2/3 so that we
rescale the domain with ψ(x˜, y˜, z˜) = ε1/3u(x, y, z), where x = x˜/ε2/3, y = y˜/ε2/3 and
z = (√ρ0 − z˜)/ε2/3, v = v˜ε2/3. By blowing up the boundary of the cloud near z = 0, and
truncating at z = L, the rescaled layer thickness, we see that the modulus of the stationary
solution in the boundary layer for |x| and |y| large, that is far away from the obstacle, is
given by the solution of the first Painlevé equation (1.11).
We choose the size of the boundary layer L so that ε2/3L = 3√ρ0/10, where ρ0 is the
radius of the condensate. This is based on the consideration that, on the one hand, ε2/3L
should be suitably small so that 2z√ρ0 is a good approximation for ρTF = ρ0 − z˜2 in the
boundary layer and on the other hand the critical velocity at z = L is not too different from
the critical velocity at the center of the cloud. The obstacle is now a cylinder of radius
a = l/ε2/3 = 5.6.
The obstacle moves at the rescaled velocity v = vexp/(ε1/3ωzR), and in the frame of the
obstacle, the equation becomes:
−2i∂tu = u− 2iv∂xu +
(
2z√ρ0 − |u|2
)
u. (A.1)
In this paper, we have set the chemical potential ρ0 and the size L of the boundary
layer to 1. Note that the small parameter ε that allows to rescale the boundary layer is
nondimensionalized. It is not related to the size of the obstacle but due to the nature of the
condensate and the trapping potential.
Monotonicity properties
Let u be a real valued solution of (1.16) in ΩR with boundary conditions u = 0 on z = 0
and r = 1, u = 1 on r = R and u = ψ0,R on z = 1. We prove that u is increasing in z and
radially increasing in (x, y). The first property relies on the sliding method, the second
one on the moving planes method. Both methods are based on the following version of the
Maximum Principle:
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Proposition A.1 [2]. Let D be a domain in R3, g :D → R such that g+ ∈ L∞(D) and
2,Nw ∈ Wloc (D) ∩ C(D) be a function satisfying:{
(+ g(x, y, z))w 0 in D,
w  0 on ∂D,
w−(x, y, z) C exp{µ|x|},
(A.2)
for some µ > 0. Then there exists δ = δ(|g+|∞,N,µ) > 0 such that the Maximum
Principle holds for L =  + g(x, y, z) in D, provided one of the following conditions
is satisfied:
(i) |D| < δ or
(ii) D ⊂ R2 ×D and |D| < δ.
Sliding method. We want to prove that u is increasing in z. Let Ωτ = ΩR − τez,
Στ = Ωτ ∩ ΩR , uτ (x, y, z) = u(x, y, z + τ ) and wτ = uτ − u, defined in Στ . Then in
Στ , wτ is a solution of
wτ + gτwτ = 0, (A.3)
wτ = 0 on r = 1, r = R, wτ > 0 on z = 0 and z = 1 − τ. (A.4)
Here gτ = z − (u2 + u2τ + uuτ ) is in L∞. We are going to prove that wτ > 0 in Στ for all
0 < τ < 1, which will give the property that u is increasing in z.
Initialization. For 1 − τ small, wτ > 0 in Στ . This is a consequence of the Maximum
Principle in domains which are narrow in one direction (Proposition A.1(ii)).
Continuation. Let
µ = inf{τ ′, ∀τ, τ ′ < τ < 1, wτ > 0 in Στ }.
We are going to prove that µ = 0. Assuming that µ > 0, we are going to prove that the
property still holds for τ less than µ. By the strong Maximum Principle, since wµ is not
identically zero because of the boundary conditions, it implies that wµ > 0 in Σµ. For any
compact subset K of Σµ, and τ sufficiently close to µ, wτ remains positive in K . Let us fix
K and τ such that, the volume of Στ \K is small (in the sense that the Maximum Principle
holds in this domain) for all τ ∈ (µ− τ ,µ). For µ− τ small enough, wτ remains positive
in K and the Maximum Principle (Proposition A(ii)) holds in Στ \ K , which implies that
wτ > 0 in Στ and yields a contradiction.
Moving plane method. We want to prove that u only depends on r and z. Let Tλ
be the hyperplane {x = λ}. Let Σλ = {x > λ} ∩ ΩR , uλ(x, y, z) = u(2λ − x, y, z) and
wλ = uλ − u, defined in Σλ. Then in Σλ, wλ is a solution of
wλ + gλwλ = 0, (A.5)
wλ = 0 on z = 0, x = λ, wλ  0 on ∂Σλ \ Tλ. (A.6)
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Moreover wλ < 0 on z = 1, since ψ0 is radial. Here gλ = z − (u2 + u2λ + uuλ) is in L∞.
We are going to prove that wλ < 0 in Σλ for all 0 < λ < R, which will give the property
that u is radial increasing in r .
Initialization. For R − λ small, wλ < 0 in Σλ. This is a consequence of the Maximum
Principle in domains which are narrow in one direction (Proposition A.1(ii)).
Continuation. Let
µ = inf{λ′, ∀λ, λ′ < λ<R, wλ < 0 in Σλ}.
We are going to prove that µ = 0. Assuming that µ > 0, we are going to prove that the
property still holds for λ less than µ. By the strong maximum principle, since wµ is not
identically zero because of the boundary condition on z = 1, it implies that wµ < 0 in Σµ.
For any compact subset K of Σµ, and λ sufficiently close to µ, wλ remains negative in K .
Let us fix K and λ such that, the volume of Σλ \K is small (in the sense of the Maximum
Principle) for all λ ∈ (µ − λ,µ). For µ − λ small enough, wλ remains negative in K and
the Maximum Principle (Proposition A(ii)) holds in Σλ \K , which implies that wλ < 0 in
Σλ and yields a contradiction.
The Hopf lemma yields that on Tλ, ∂wλ/∂ν > 0, which implies that ∂u/∂x > 0. The
proof with Tλ coming from x < 0 implies that w0 ≡ 0, hence u only depends on r and z.
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