We study Higher-Order Rewrite Systems (HRSs) which extend term rewriting to -terms. HRSs can describe computations over terms with bound variables. We show that rewriting with HRSs is closely related to undirected equational reasoning. We de ne Pattern Rewrite Systems (PRSs) as a special case of HRSs and extend three con uence results from term rewriting to PRSs: the critical pair lemma by Knuth and Bendix, con uence of rewriting modulo equations a la Huet, and con uence of orthogonal PRSs.
Introduction
Much e ort has gone into the study of rst-order rewrite systems and as a result there is a large body of knowledge about their properties. In 1972, Knuth and Bendix published their seminal paper 19] which shows that con uence of terminating term-rewriting systems is decidable: a simple test of con uence for the nite set of so called critical pairs su ces. Later Huet 11] gave the de nitive formulation of this result and extended it in several directions, including con uence for term-rewriting modulo certain equational theories.
The objective of this paper is to generalize some of these results from rst-order rewrite systems (usually referred to as term-rewriting systems), where all functions are rst-order, to rewrite systems over simply typed -terms. The aim of this generalization is to lift the rich theory developed around rst-order rewrite systems and apply it to systems manipulating higher-order terms, such as program transformers, theorem provers and the like. In particular, this paper can be seen as an investigation of (a fragment of) the meta-theory of theorem provers like HOL 9] and Isabelle 33] : both systems are based on the simply typed -terms and their logic contains equality. On a more practical level, the study of higher-order rewriting has lead to the development of a new and improved uni cation algorithm for a certain subclass of -terms 26], which is now part of Isabelle. Isabelle's rewrite engine is based completely on a particular form of higher-order rewriting, namely the Pattern Rewrite Systems introduced below, which is an extremely useful tool for the manipulation of terms with bound variables.
We study two kinds of rewrite systems: Pattern Rewrite Systems (PRSs) and the more general Higher-Order Rewrite Systems (HRSs). PRSs are similar to Klop's Combinatory Reduction Systems (CRSs) 16, 18] . Both are generalizations of Term-Rewriting Systems (TRSs) 5] to terms with higher-order functions and bound variables. The main di erence is that PRSs use the typed -calculus as a meta-language, whereas CRSs come with their own untyped abstraction and substitution mechanism. The precise relationship between the two formalisms is explored elsewhere 30]: it is shown that a CRS can be simulated directly by a PRS, whereas the reverse simulation is quite involved. As a consequence, results like con uence carry over very easily from PRSs to CRSs, but not so easily in the other direction. Although there are these technical di erences, the abstraction mechanism in both PRSs and CRSs is general enough to represent quanti cation in formulae, abstraction in functional programs, and many other variable-binding constructs. Using this representation, many operations on formulae and programs can be expressed naturally as higher-order rewrite systems.
In Section 2 we review the terminology and notation of the typed -calculus which is used to de ne object-level rewrite systems, and de ne some basic properties. In Section 3 we de ne Higher-Order Rewrite Systems (HRSs), Pattern Rewrite Systems (PRSs), the reduction relation they induce on terms and show how they interact with substitutions. Then we show how HRSs induce an equality on terms and how it relates to reduction. In Section 4 the Critical Pair Lemma from Knuth and Bendix is generalized to PRSs. In Section 5 a theorem due to Huet about con uence modulo equality is generalized to PRSs. In Section 6 we deal with Orthogonal Pattern Rewrite Systems (OPRSs). These are a special kind of PRSs that have no critical pairs and whose rewrite rules are all left linear. In this section we give two di erent proofs that OPRSs are con uent. The paper closes with a discussion of related work.
Preliminaries
What follows is a description of the meta-language of simply typed -calculus which is used to de ne object-level rewrite systems. The notation is roughly consistent with the standard literature 4, 10] .
Starting with some xed set of base types B the set of all types T is the closure of B under the function space constructor !. The letter is used to denote types. Function types associate to the right: 1 ! 2 ! 3 means 1 ! ( 2 ! 3 ). Instead of 1 ! : : : ! n ! we also write n ! , if is a base type.
Terms are generated from a set of typed variables V = S 2T V and a set of typed constants C = S 2T C , where V \V 0 = C \C 0 = fg if 6 = 0 , by -abstraction and application. Terms are denoted by l; r; s; t and u. We In the sequel all our -terms are assumed to be simply typed.
Instead of x 1 : : : x n :s we also write x 1 ; : : :; x n :s or just x n :s, where the x i are assumed to be distinct. Similarly instead of (: : :(t u 1 ) : : :)u n we write t(u 1 ; : : :; u n ) or just t(u n ). The notation t(u n ) includes the possibility n = 0 if t is of base type. The free and bound variables occurring in a term s are denoted by fv(s) and bv(s), respectively. A term is called linear i no free variable occurs in it more than once.
We assume the usual de nition of ; and conversion between -terms. We write s = t, where 2 f ; ; g if s and t are equivalent modulo -conversion. In the sequel -equivalent terms are identi ed.
As the simply typed -calculus is con uent and terminating w.r.t. -reduction ( -reduction) every term t has a -normal form ( -normal form) which is denoted t# (t# Convention: Unless stated otherwise, the variables r, s, t, etc., range over -terms in long -normal form.
Terms can also be viewed as trees. Subterms can be numbered by so-called positions which are the paths from the root to the subterm in Dewey decimal notation. Details can be found in 11, 5] . We just brie y review the notation. The positions in a term t are denoted by Pos(t) Substitutions are nite mappings from variables to terms of the same type. Substitutions are denoted by ; and . For = fx 1 7 ! t 1 ; : : :; x n 7 ! t n g we de ne Dom( ) = fx 1 ; : : :; x n g and Cod( ) = ft 1 ; : : :; t n g. The application of a substitution to a term is de ned by (t) := ( x k :t)(t n )l . We often drop the parentheses and simply write t. Renamings are always denoted by . Note that we will always assume that the domain of a substitution does not contain any variable bound in a term the substitution is applied to. If necessary, the bound variables are renamed automatically.
Two terms s and t are called uni able i there is a substitution , such that (s) = (t). The term s matches the term t i there is a substitution , such that (s) = t. The problem to decide if a term s matches a term t and to compute the substitution is called the matching problem, which is very important for rewriting (see the remarks after De nition 3.3).
Given p 2 Pos(t), bv(t; p) is the list of all -abstracted variables on the path from the root of t to p: bv(t; ") = ] bv((t 1 t 2 ); i:p) = bv(t i ; p) bv( x:t; 1:p) = x:bv(t; p)
It is frequently necessary to \lift" a term into a context of certain bound variables. An x klifter of a term t away from W is a substitution = fF 7 ! ( F)(x k ) j F 2 fv(t)g where is a renaming such that Dom( ) = fv(t), Cod( ) \ W = fg and F : 1 ! ! k ! if Examples of higher-order patterns are x:c(x), F, x:F( z:x(z)) and x; y:F(y; x). Examples of non-patterns are F(c), x:F(x; x), x; y:F(y; c) and x:G(H(x)). A few remarks are in order:
Recall that by convention l, r, s and t are in long -normal form. Due to the restrictions placed on left-hand sides, they must always be of the form c(s n ). abs( x:app(S; x)) ! S Note how the use of meta-level application and abstraction removes the need for a substitution operator (in the beta-rule) and side conditions (in the eta-rule).
The following lemma is a simple consequence of the fact that all rewrite rules must be of base type: Lemma 3.5 If R is an HRS and x:s ! R t then t = x:u and s ! R u for some u.
In the sequel it will be convenient to have an inference-rule based formulation of rewriting.
De nition 3.6 Given an HRS R, let ) R be the least relation on terms in long -normal form which is closed under the following rules: (l ! r) 2 R l ) R r s ) R t a(s m ; s; u n ) ) R a(s m ; t; u n ) s ) R t x:s ) R x:t where a is an atom of type m+1+n ! .
Of course the two de nitions of rewriting are equivalent.
Lemma 3.7 If R is an HRS then ! R and ) R coincide. Proof The containment ) R ! R is shown by induction on the structure of ) R , the reverse containment by induction on the length of p in the de nition of ! R .
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In the sequel we will not distinguish ! R and ) R and use whichever de nition is most appropriate. In addition we usually drop the subscript R and simply write !.
We will now prove an important theorem about !, namely its stability under substitution. For TRSs this is simple and one obtains the stronger result that s ! t implies s ! t. For HRSs we have to replace ! by ! because -reductions during the application of a substitution can copy redexes. These copies need to be reduced sequentially; hence the use of ! instead of !. Later on we will see that a suitable notion of parallel reduction leads to a much nicer stability result (Lemma 6.4).
De nition 3.8 Let ! be an arbitrary relation on terms. We de ne ! 0 to mean that (F) ! i. If a 6 2 Dom( 0 ) then 0 s 0 = a( 0 s 0 n ) ! a( 0 s 00 n ) = 0 s 00 follows easily. ii. If a 2 Dom( 0 ) then 0 a = y n :t. De ne the new substitutions 0 = fy n 7 ! 0 s 0 n g and 00 = fy n 7 ! 0 s 00 n g and notice that we have ! 0 . As above, we can show that ord( 0 ) < ord( 0 ); because ! preserves types, we also have ord( 0 ) = ord( ). A slightly di erent version of Theorem 3.9 is also shown by Lor a 20]: he uses conditional rewrite rules whose left-hand sides are patterns; his proof relies more on considerations about term positions. 
Rewriting versus Equality
Originally, term rewriting was a means of analyzing equational theories, but it has long since taken on a life of its own. Returning to those roots we need to relate our notion of rewriting to a more \logical" notion of equality. In the sequel E will always denote a set of equations, i.e.
a set of pairs s = t, where s and t are terms of the same type. In particular any rewrite rule l ! r can also be viewed as an equation l = r.
Throughout this subsection we do not assume that terms or substitutions are in any normal form and t denotes the non-normalizing application of to t.
De nition 3.11 A set of equations E induces a relation = E de ned by the following inference rules, which come in three groups: Basic conversion rules: We call = E the equational theory generated by E.
Note that in (E) is present only for convenience: substitution can be simulated by (abs), (app) and ( ). replaced by a single (E), possibly combined with (sym), embedded in a tree of congruence and re exivity rules. Everything is held together with a nite amount of (trans).
For the )-direction assume s = R t. By induction on the structure of the derivation of s = R t, considering each rule in turn, we prove sl $ tl . It should be pointed out that Theorem 3.12 fails for rules of function type. The one-rule system R = f x:c(x; F(x)) ! x:d(F(x); x)g induces a relation $ which is strictly weaker than = R : c(a; f(a)) = R d(f(a); a) holds but c(a; f(a)) $ d(f(a); a) does not hold because the de nition of ! insists on rewriting -normal forms only. Otherwise one could -expand c(f(a); a) to ( x:c(x; f(x)))a before rewriting it to ( x:d(f(x); x))a.
The Critical Pair Lemma
In 1972, Knuth and Bendix 19] showed that con uence of terminating rewrite systems is decidable: a simple test of con uence for the nite set of so called critical pairs su ces. Later this result was generalized to PRSs by Nipkow 25] , although no proof was given at the time. The purpose of this section is to supply the missing proof and at the same time prepare the ground for the related issue of con uence modulo equality which is treated in the following section. The critical pairs of a PRS R are all the critical pairs arising from overlapping two lefthand sides of rules in R, except for a left-hand side of a rule overlapping itself at position .
Note that it is possible that a left-hand side l of a rule l ! r overlaps itself at positions p 6 = thus giving rise to a critical pair. As this de nition is di cult to handle, the following lemmas will be useful for dealing with critical pairs. Let us rst show that critical pairs represent rewrite peaks: :: : ::P ! P :^: :(P^Q) ! (:P) _ (:Q) :_ : :(P _ Q) ! (:P)^(:Q) :8 : :8x:P 0 (x) ! 9x::P 0 (x) :9 : :9x:P 0 (x) ! 8x::P 0 (x) 1 Termination of this and of the other terminating systems in this paper can be proved with the techniques by van de Pol 34] .
There are 5 critical pairs, all of which arise by unifying the left-hand side of some rule with the subterm :P of ::P, and all of which are joinable. ) i. This is a nice example of completion: if either of the two rules had been omitted, it would have followed from the other one as a critical pair. Hence the system is locally con uent. Unfortunately, we have no theorem which implies con uence.
One of the main selling points of critical pairs has been the fact that they come with a so-called \completion algorithm": a non-con uent rewrite system can be transformed into an equivalent (w.r.t. the equational theory) but con uent system by adding critical pairs as new reduction rules. As the last example indicates, this is also possible in our higher-order situation. However, higher-order critical pairs may no longer be pattern rewrite rules in case neither of the two components is a pattern. It is easy to see that this unfortunate state cannot arise if the original PRS we start with contains only rewrite rules where both the left and the right-hand sides are patterns, a rare situation in practice.
Con uence modulo Equality
The most important consequence of con uence is the uniqueness of normal forms. However, there are cases of non-con uent systems where the normal forms of any term are not unique, but somehow similar to each other. Example 5.1 In Example 4.9 we showed how to express predicate logic formulae as -terms. The prenex normal form can be described by a rewrite system R consisting of the rules Q : (Qx:P 0 (x)) Q ! Qx:(P 0 (x) Q) Q : P (Qx:Q 0 (x)) ! Qx:(P Q 0 (x)) for all Q 2 f8; 9g and 2 f^; _g, together with the rules :8 and :9 from Example 4.9.
This system terminates but is not con uent. This is because (Qx:P 0 (x)) (Qy:Q 0 (y)) gives rise to the critical pair hr; si := hQx:(P This example shows that commutativity of quanti ers needs to be taken into account as well. Huet 11] introduced the notion of con uence modulo equality of rst-order term rewriting systems. In this section some of his results are lifted to PRSs. We will now concentrate on the application of con uence modulo to PRSs.
De nition 5.5 Let R be a PRS and E a symmetric PRS. Then hR; Ei is called an equational PRS. The PRS R de nes a relation ! on terms as usual. Because E is a symmetric PRS, for every rule (l ! r) 2 E the reverse rule (r ! l) is in E as well. As E is a PRS it follows that both l and r are patterns, neither l nor r are free variables and fv(l) = fv(r). 2 Huet gives a simple example which shows that left-linearity of R is essential.
With the help of these lemmas it is now possible to formulate a su cient criterion for the con uence of an equational PRS. In addition we can overlap the rules Q and Q with the rules in E which gives rise to the critical pairs of E=R, whose normal forms are hQx:Qy:(H(x; y) Q); Qy:Qx:(H(x; y) Q)i and hQx:Qy:(Q H(x; y)); Qy:Qx:(Q H(x; y))i, both of which are contained in .
As R is left-linear and (! ) terminates, it follows from Theorem 5.11 that hR; Ei is a con uent equational PRS: modulo quanti er-commutativity, R computes a unique prenex normal form. As = E is decidable the relation = R E is decidable by Lemma 5.3. It is interesting to note that con uence is destroyed by a frequently employed optimization in computing prenex forms:
(8x:P These new rules give rise to non-trivial critical pairs with R, requiring, for example, the further rule 8x:8y:(P 0 (x)^Q 0 (y)) ! 8x:(P 0 (x)^Q 0 (x)). It seems unlikely that con uence can be regained by some form of completion.
Orthogonal Pattern Rewrite Systems
We now turn our attention to a subclass of PRSs, the so called orthogonal ones. An Orthogonal Pattern Rewrite System (OPRS) is a PRS that is left linear and has no critical pairs. This means that there are no rules whose left-hand sides overlap (see De nition 4.1). Orthogonal term-rewriting systems have a long history 28, 12, 17] . They have been studied very closely because of their similarity to functional programs with pattern matching. The key property of orthogonal systems is their con uence, regardless of whether they terminate or not.
We show that this holds for OPRSs as well. The main idea is to de ne a relation > on terms such that ! > !, which implies > = !. It is well known that in this case ! is con uent if > has the diamond property: r > s^r > t ) 9u: s > u^t > u.
The Classical Proof
In this section we generalize Aczel's 1] con uence proof from his \consistent sets of contraction schemes" to arbitrary OPRSs. Note that the former are a proper subset of the latter. The proof proceeds roughly like the one for the untyped -calculus due to Tait and Martin-L of 3]. Although we want to prove the con uence of OPRSs, the rst steps towards the standard proof work just as well for HRSs. ), and we need to add a > a. The latter is a special case of the above formulation of (A). For OPRSs, Nipkow 27] uses an apparently weaker version of (R) which does not allow overlapping reductions: (8F 2 fv(l): (F) > 0 (F)) ) l > 0 r. Note that for OPRSs the two versions of (R) coincide because left-hand sides do not overlap. Nevertheless it seems that by using the stronger form above, the con uence proof is simpli ed. Further variations of this technique appear in the literature 39, 6] .
Parallel reduction has a number of interesting properties. Proof by induction on the structure of l. . Using Lemma 6.1 it is trivial to extend 00 to 0 with the desired properties. 
Con uence by Complete Superdevelopments
This proof is inspired by Takahashi's proof of the con uence of semi-orthogonal CLC (conditional lambda calculus) 40] (see also Section 7). Takahashi uses developments, i.e. chains of reductions where no newly created redexes are contracted, to transform terms t into \normal forms" t where all redexes in t have been contracted. Her key idea is to show that if t t 0 then t 0 t , where is the standard notion of parallel reduction instead of Aczel's >.
In the sequel we recast her work in the context of OPRSs using >. Thus the transformation from t to t is not a development, but is more like a superdevelopment de ned by van Raamsdonk 37] for -calculus. We call the transformation t > t a complete superdevelopment.
Although the classical proof and Takahashi's version share the basic lemmas, we nd that her auxiliary notion t leads to a shorter and more appealing proof of her main lemma (Lemma 6.10) compared to the direct proof of Theorem 6.8. Both proofs are shown to allow the reader a direct comparison.
Related Work
As already indicated in the introduction, PRSs are closely related to CRSs 16, 18] . Con uence of CRSs has been investigated for orthogonal systems. HRSs are the same as Wolfram's higher-order term rewriting systems. This abundance of slightly di erent frameworks has lead to a notion of higher-order rewriting system (HORS) which is parameterized by a \substitu-tion calculus" 31, 29] and generalizes all of the aforementioned frameworks. In the case of HRSs/PRSs the substitution calculus is the simply-typed -calculus. It has been shown that all weakly orthogonal HORSs are con uent 31, 29] . Although the notion of weak orthogonality for HORSs is de ned directly rather than in terms of critical pairs, it can be translated as follows:
De nition 7.1 A PRS R is called weakly orthogonal i it is left-linear and all of its critical pairs are of the form hu; ui.
A direct proof of con uence for all weakly orthogonal PRSs is given by van Raamsdonk 38] . This generalizes one of the results obtained in our paper, but at a considerable increase in complexity. Hence we believe that the simpli ed proofs of con uence for OPRSs which we provide have their own merit. On the other hand, van Oostrom's techniques yield further dividends, for example that the weakly-orthogonal combination of left-linear and con uent PRSs is again con uent 29, Thm 3.5.13], generalizing a theorem by Nipkow 27, Thm. 6.1] .
This result about weakly-orthogonal systems has some interesting consequences. For example, it implies that lambda-calculus with both beta and eta (Example 4.10) is con uent: both rules are left-linear and all critical pairs are of the from hu; ui. Takahashi 40] has investigated a condition called semi-orthogonality which lies in between orthogonality and weak orthogonality: it is strictly weaker than orthogonality but might coincide with weak orthogonality. Takahashi proves con uence of semi-orthogonal \conditional lambda-calculi" (CLC), her own brand of higher-order rewrite systems. As CLC are very close to PRSs, semi-orthogonality can be de ned for PRSs in the same way, and her con uence result carries over 22]. It turns out that one of her requirements, namely that the left-hand sides of two di erent rules do not overlap at position , is super uous. Finally there is a large body of research that is concerned with the combination of -calculi and rewrite systems (see, for example, 2]). Although super cially similar to our approach, it is in fact quite di erent: whereas we consider rewriting modulo the conversions of the -calculus, i.e. -calculus is a meta-language for describing rewrite systems, they combine -reduction with other restricted forms of rewrite rules on the same level. This yields relatively strong modularity results for special combinations, e.g. adding -reduction to a left-linear con uent TRS preserves con uence 24], whereas HRSs aim for a general theory of arbitrary higher-order rules.
Finally it should be mentioned that methods for proving termination of HRSs/PRSs are only just emerging 34, 35, 21, 14, 13] . More work is needed in this area.
