Abstract. This paper proposes a novel graph based learning approach to classify agricultural datasets, in which both labeled and unlabelled data are applied to the classification procedure. In order to capture the complex distribution of data, we propose a similarity refinement approach to improve the robustness of traditional label propagation. Then the refined affinity matrix is applied to label propagation. Thus, the traditional pair-wise similarity is updated with scores using median filter of its neighbors in manifold space. And the proposed classification approach can propagate the labels from the labeled data to the whole dataset. The experiments over agricultural datasets have shown that embedding information fusion approach in manifold space is beneficial in classification.
Introduction
With the development of precision agriculture, probabilistic modeling and machine learning method has attracted great research attention in the agriculture domain. Many representative classifiers have been used in agriculture classification, such as the two-dimensional multi-resolution hidden Markov models [1] , support vector machine [2] , [3] , Bayes Point Machine [4] , and Mixture Hierarchical Model [5] , but the classification result can not be satisfied. In this paper, we propose novel graph based learning approach to classify agriculture dataset. The pair-wise similarities of dataset are first computed in attribute space. To improve the robustness of traditional graph based learning methods, we then refine the pair-wise similarities by embedding the neighbor information in manifold space.
The rest of the paper is organized as follows. Section 2 describes the theory of graph based learning. Section 3 introduces the proposed classification scheme. Section 4 represents the key algorithm. Section 5 reports and discusses the experimental results and Section 7 concludes the paper． 2 Graph-based Semi-supervised Learning
Graph-based Learning Theory
Semi-supervised learning (SSL) [6] , [7] , [8] , [9] , [10] , [11] , [12] , which attempts to learn from both labeled and unlabeled data, is a promising approach recently. As a major family of SSL, graph-based learning [13] algorithms have been the focus of much recent machine leaning research. The key to which learning is the two basic assumptions: 1) neighborhood assumption: nearby points are likely to have the same label; 2) structure assumption: points on the same structure (such as a cluster or a sub-manifold) are prone to have the same label. Note that the first assumption is local, while the second one is global. The cluster assumption implies us to consider both local and global information during learning.
In graph-based learning, data points 
The Robustness of Graph-based Learning
Although graph based learning, which attempts to learn from both labeled and unlabeled data, is a promising approach to deal with classification, one of the key problems is the robustness. This can be easily understood from the label propagation framework, which states that predicting the labels of the unlabeled data on a graph is equivalent to propagating the labels of the labeled data along the edges to the unlabeled ones. Clearly, the existence of the bridge points on the graph will cause the labels to wrongly propagate to different classes. The two moon example in [14] shows that the bridging points can bias the final classification results severely.
The Proposed Classification Approach based on Graph-based Learning

Graph Construction
Suppose the dataset is
is the distance in feature space. L1 distance is used in our implementation.  is a bandwidth hyper-parameter, Note that 0  ij W because there are no loops in the graph. We use the KNN approach to construct the graph.
To alleviate the bridge points in traditional graph based learning to improve robustness in classification, we propose a pair-wise similarity refinement scheme to refine the traditional approach, in which the average Hausdorff distance [15] of the neighborhood information of each data is used to refine the traditional pair-wise matrix
Where  measures the cardinality of a set. In other words, ) , (   aveH averages the distances between neighbor information of the data and that in the other data. So
Thus the similarity becomes the fusion information of its neighborhood instead of the initial pair-wise similarity. In this way, the bridge point problem can be alleviated to some extent. Then symmetrically normalize
and S is the initial pair-similarity symmetrical matrix.
Label Propagation
After the graph has been constructed, we predict the classification labels of the unlabeled data in the dataset with the data similarities.
Suppose there are C classification labels, and the classification label set
M be c n  matrices with nonnegative real valued entries. F denote the set of label functions defined on X , initialize a c n  matrix T with binary vectors encoding the known labels for the first
,in each propagation step, we let each data fuse a fraction of label information with its similar data, therefore, the label of X at time
where a is the parameter and
We will use (4) to update the labels of each image until convergence. The theorem in [14] guarantees that the sequence
The Proposed Key Algorithm
Step1. Compute the k nearest neighbors of each data with L1 distance. Step4 Do iteration according to (4) 
Step5. According to (5) decide the label for each unlabeled image based on the convergent matrix of * F .
5
Experimental Results and Discussion
Experimental Data Sets
To evaluate the proposed techniques, we use the UCI [15] agricultural dataset on mushroom and soybean. The first one includes descriptions of hypothetical samples corresponding to 23 species of gilled mushrooms in the Agaricus and Lepiota Family.
The attribute information is 22D, such as cap-shape, cap-surface, gill-color, stalk-root and so on. The second dataset has 19 classes, there are 35 categorical attributes. The construction of each data set for our experiments is done as follows: Firstly, we randomly select 40% of the data from the each category, and put them into test set to evaluate the performance of classifier. Then, the rest are used to create training sets.
Performance Measures
To analyze the performance of classification, we adopt the popular F1 measure. F1 measure is combination of recall (re) and precision (pr),
Precision means the rate of documents classified correctly among the result of classifier and recall signifies the rate of correct classified documents among them to be classified correctly. The F1 measure which is the harmonic mean of precision and recall is used in this study since it takes into account effects of both quantities.
Experimental Results and Discussion
The comparison between the traditional SVM method and the proposed scheme are showed in figure1 and figure2, from the result, it can be seen that the method is effective. Our approach yields a higher performance compared to traditional methods over all categories. For mushroom, our approach yields values of 86.4% average classification result, whereas the SVM yields the F1 values of 84.2%. For figure2, our approach also yields higher average classification performance of 21.2% over the SVM methods. 
Conclusion
In this paper, a novel approach to agricultural data classification based on a novel graph based learning approach is proposed. First the initial pair-wise similarities in dataset are computed based on the distance in attribute space, then it is refined by the fusion of its neighborhood information. Finally the updated similarities are adopted to propagate the class labels from the labeled dataset to the whole dataset. Experimental results show that the proposed approach can propagate more accurate classification results and improve the robustness of the traditional scheme.
