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Symplectic embeddings and the lagrangian bidisk
Vinicius Gripp Barros Ramos
Abstract
In this paper we obtain sharp obstructions to the symplectic embedding of the
lagrangian bidisk into four-dimensional balls, ellipsoids and symplectic polydisks.
We prove, in fact, that the interior of the lagrangian bidisk is symplectomorphic to
a concave toric domain using ideas that come from billiards on a round disk. In
particular, we answer a question of Ostrover [12]. We also obtain sharp obstructions
to some embeddings of ellipsoids into the lagrangian bidisk.
1 Introduction
Symplectic embedding questions have been central in the study of symplectic man-
ifolds. The first of such questions was studied by Gromov in [6]. After that, many
techniques were created to deal with the questions of when symplectic embeddings
exist. Symplectic capacities are one of such techniques and they provide an obstruc-
tion to the existence of a symplectic embedding. An interesting general question is
whether a certain capacity is sharp for a certain embedding problem, i.e., whether the
symplectic embedding exists if and only if this capacity does not give an obstruction
to it.
ECH capacities are a sequence of capacities which are defined for four-dimensional
symplectic manifolds [7]. For a symplectic manifold (X4, ω), there is a sequence of
real numbers:
0 = c0(X,ω) < c1(X,ω) ≤ c2(X,ω) ≤ · · · ≤ ∞.
These numbers satisfy the following properties:
(i) If a > 0, then ck(X, a · ω) = a · ck(X,ω), for every k.
(ii) If (X1, ω1) symplectically embeds into (X2, ω2), then
ck(X1, ω1) ≤ ck(X2, ω2), for all k.
(iii)
ck
(
n∐
i=1
(Xi, ωi)
)
= max
{
n∑
i=1
cki(Xi, ωi)
∣∣∣∣∣ k1 + · · ·+ kn = k
}
. (1)
ECH capacities have been computed for many manifolds and they have been shown to
be sharp for several symplectic embedding questions in dimension 4, see for example
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[4,5,10]. We recall that ECH capacities are said to be sharp for a certain embedding
problem (X1, ω1) →֒ (X2, ω2) if
ck(X1, ω1) ≤ ck(X2, ω2), ∀ k =⇒ (X1, ω1) →֒ (X2, ω2).
In this paper the symbol →֒ will always denote a symplectic embedding. The goal of
this paper is to prove some new results concerning the symplectic embeddings of the
lagrangian bidisk into four-dimensional balls, ellipsoids and polydisks. In particular,
this answers a question of Yaron Ostrover in [12, §5].
We will now set up our notation. We will always consider R4 = C2 with coordi-
nates (p1, q1, p2, q2) = (z1, z2) and its subsets endowed with the symplectic form
ω =
2∑
i=1
dpi ∧ dqi.
The main domain we are interested in is the lagrangian bidisk in R4, denoted by PL,
which is defined to be
PL = {(p1, q1, p2, q2) ∈ R4 | p21 + p22 ≤ 1, q21 + q22 ≤ 1}.
We observe that the lagrangian product of any two disks is symplectomorphic to a
multiple of PL. We now define the ellipsoids E(a, b) and the symplectic polydisks
P (a, b) as follows.
E(a, b) =
{
(z1, z2) ∈ C2
∣∣∣∣∣π
( |z1|2
a
+
|z2|2
b
)
≤ 1
}
,
P (a, b) =
{
(z1, z2) ∈ C2 |π|z1|2 ≤ a, π|z2|2 ≤ b
}
.
We denote the Euclidean ball of radius
√
a/π by B(a) := E(a, a).
The main result of this paper is the following theorem.
Theorem 1. ECH capacities give a sharp obstruction to symplectically embedding
the interior of PL into balls, ellipsoids and symplectic polydisks. Moreover,
(a) int(PL) →֒ B(a) if and only if a ≥ 3
√
3,
(b) int(PL) →֒ E(a, b) if and only if min(a, b) ≥ 4 and max(a, b) ≥ 3
√
3,
(c) int(PL) →֒ P (a, b) if and only if a, b ≥ 4.
Remark 2. Part (c) of Theorem 1 was previously known by [15]. The proof combines
the explicit construction of an embedding and Gromov’s non-squeezing theorem.
1.1 Toric domains
Although understanding symplectic embeddings of four-dimensional symplectic man-
ifolds in general is a very hard problem, many results are known for a certain class
of manifolds called toric domains, which are constructed as follows. If Ω is a closed
region in the first quadrant of R2, we define the toric domain XΩ ⊂ C2 to be
XΩ = {(z1, z2) ∈ C2;π(|z1|2, |z2|2) ∈ Ω}.
We endow XΩ with the restriction of the standard symplectic form in C
2.
The main result needed to prove Theorem 1 is the following theorem.
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Figure 1: Toric domains
Theorem 3. Let X0 be the toric domain XΩ0 , where Ω0 is the region bounded by the
coordinate axes and the curve parametrized by(
2 sin
(α
2
)
− α cos
(α
2
)
, 2 sin
(α
2
)
+ (2π − α) cos
(α
2
))
, α ∈ [0, 2π]. (2)
Then int(PL) and int(X0) are symplectomorphic.
Remark 4. The curve (2) has some nice properties. For example, if we switch α by
2π − α, we deduce that this curve is symmetric with respect to the reflection about
the line y = x. We also observe that y
′(α)
x′(α) = −2pi−αα .
Two kinds of toric domains are of particular interest. Let Ω be the domain in the
first quadrant of R2 bounded by the coordinate axes and a curve which is the union
of the graph of a piecewise smooth non-increasing function f : [0, a] → [0,∞) and
the line segment L connecting (a, 0) and (a, f(a)). We always assume that f(0) > 0.
If f(a) = 0, we take L = ∅. We say that XΩ is convex1 is f is a concave function,
and that XΩ is concave if f is convex function and L = ∅, see Figure 1(a,b). We
observe that ellipsoids and symplectic polydisks are convex toric domains and that
ellipsoids are the only toric domains that are both convex and concave. Moreover the
toric domain X0 defined in Theorem 3 is concave, see Figure 1(c). In [5], Cristofaro-
Gardiner proved the following theorem.
Theorem 5 (Cristofaro-Gardiner). Let XΩ and XΩ′ be concave and convex toric
domains, respectively. Then ECH capacities give a sharp obstruction for embedding
int(XΩ) into XΩ′.
We observe that the first claim of Theorem 1 follows immediately from Theorems
3 and 5.
1.2 The boundary of PL and billiards
The idea of the proof of Theorem 3 is to put an appropriate Hamiltonian toric ac-
tion on int(PL) and to compute the image of its moment map. We will now give a
description of this action.
1This definition of convex toric domains is slightly less general than that given in [5], but it suffices for
all of our applications.
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Figure 2: The segments representing a billiard trajectory
We would like first to define a toric action on ∂PL and then to extend it to all of
PL. We cannot do that because ∂PL is not smooth. But we can still get an idea of the
actual definition which will be given in §2.3 by looking at ∂PL. The 3-manifold ∂PL
is a union of two solid tori D2
q
× S1
p
∪ S1
q
×D2
p
. The characteristic flow is generated
by the vector field V defined by:
Vx =

pi
∑
i
∂
∂qi
, if x ∈ int(D2
q
× S1
p
),
−qi
∑
i
∂
∂pi
, if x ∈ int(S1
q
×D2
p
).
Note that we cannot extend V continuously on S1
q
× S1
p
. Even still, V generates
a continuous flow on ∂PL so that each time we hit the torus S
1
q
× S1
p
, we go from
the interior of a solid torus to another, and so that there are two orbits contained
in S1
q
× S1
p
which rotate along S1
q
and S1
p
with the same speed in the clockwise and
counter-clockwise directions. We observe that if we look at the trajectory on D2
q
×S1
p
and project it to D2
q
, we obtain a billiard trajectory, as defined in §2.2, see Figure 2.
We refer the reader to [1] and [2] for more details.
As we will see in §2.2, we can define a toric action on the set of points belonging
to a billiard trajectory in D2
q
. Given such a point which is not on the two trajectories
contained in ∂D2
q
, we would like to define two circle actions as follows. The first one
is given by rotating q and the corresponding p by the same angle. The other one is
given by moving along the billiard trajectory and rotating back by an angle whose
proportion to the total angle spanned by the line segment is equal to the amount
moved on it. These two actions correspond to translations in the toric coordinates
ϕ2 and ϕ1, respectively, which will be defined in §2.2.
1.3 Ball packings and ECH capacities
ECH capacities of a concave toric domain can be computed using an appropiate ball
packing, as explained in [4]. We now recall this construction and compute the first
two ECH capacities of X0.
Let XΩ be a concave toric domain. The weight expansion of Ω is the multiset w(Ω)
defined as follows. For a triangle T with vertices (0, 0), (a, 0) and (0, a), we define
w(T ) = {a}. If Ω = ∅, we let w(Ω) = ∅. Let T1 be the largest triangle contained in Ω.
Then Ω \ T1 = Ω′1 ⊔Ω′2, where Ω′1 and Ω′2 could be empty. We translate the closures
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of Ω′1 and Ω
′
2 so that the obtuse corners are at the origin and we multiply these
regions by the matrices
[
1 1
0 1
]
and
[
1 0
1 1
]
, respectively, obtaining two regions
that we call Ω1 and Ω2, respectively. In particular, XΩ1 and XΩ2 are also concave
toric domains. Assuming that w(Ω1) and w(Ω2) are defined, we let
w(Ω) := w(T1) ∪ w(Ω1) ∪ w(Ω2).
Here we consider the union with repetition. We now proceed by induction to define
w(Ω1) and w(Ω2) in terms of triangles and smaller regions. This process is infinite,
unless Ω is bounded by the graph of a piecewise linear function whose slopes are all
rational.
We now define the weight sequence w1 ≥ w2 ≥ . . . to be the non-increasing
ordering of the elements of w(Ω). As explained in [4] and reviewed in §3, for every
ε > 0, there exists a symplectic embedding
∞∐
i=1
B(wi) →֒ (1 + ε)XΩ. (3)
Therefore for every k ∈ N,
lim
l→∞
ck
(
l∐
i=1
B(wi)
)
≤ ck(XΩ). (4)
Remark 6. Since (wi)i≥1 is a non-increasing sequence, it follows from (1) that
ck
(
l∐
i=1
B(wi)
)
= ck
(
k∐
i=1
B(wi)
)
, for l ≥ k.
Therefore the limit in (4) equals ck
(∐k
i=1B(wi)
)
.
The main theorem of [4] is the following.
Theorem 7 (Choi, Cristofaro-Gardiner, Frenkel, Hutchings, Ramos [4]). Let XΩ be
a concave toric domain and let w1 ≥ w2 ≥ w3 ≥ . . . be the weight sequence of Ω.
Then for every k ∈ N,
ck
(
k∐
i=1
B(wi)
)
= ck(XΩ). (5)
In §3, we will show that the first two weights of Ω0 are:
w1 = 4, w2 = 3
√
3− 4. (6)
From (5) and (6) it follows that:
c1(X0) = 4, c2(X0) = 3
√
3. (7)
We note that (7) is enough to obtain the ’only if’ parts of Theorem 1 as we explain
below.
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1.4 Proof of Theorem 1
The last ingredient of the proof of Theorem 1 is the following proposition.
Proposition 8. There exists a symplectic embedding int(X0) →֒ E(4, 3
√
3).
Assuming Theorem 3 and Proposition 8, we can now prove Theorem 1.
Proof of Theorem 1. By Theorem 3, we can substitute in Theorem 1 int(PL) by the
concave toric domain int(X0).
(a) First let us assume that int(X0) symplectically embeds into B(c). Then
3
√
3 = c2(X0) ≤ c2(B(c)) = c.
Conversely, E(4, 3
√
3) ⊂ B(3√3) ⊂ B(c), for all c ≥ 3√3. So, by Proposition 8,
int(X0) symplectically embeds into B(c) for all c ≥ 3
√
3.
(b) Assume that int(X0) →֒ E(a, b), where a ≤ b. We recall that c1(E(a, b)) = a
and c2(E(a, b)) = min(2a, b). Hence
4 = c1(X0) ≤ c1(E(a, b)) = a,
3
√
3 = c2(X0) ≤ c2(E(a, b)) ≤ b.
The converse is a direct consequence of Proposition 8.
(c) Assume that int(X0) →֒ P (a, b), where a ≤ b. Again we have
4 = c1(X0) ≤ c1(P (a, b)) = a.
For the converse, we can construct an explicit embedding int(PL) →֒ P (4, 4) by
(p1, q1, p2, q2) 7→
(√
2(p1 + 1)
π
eipi(q1+1),
√
2(p2 + 1)
π
eipi(q2+1)
)
.
1.5 A converse question
We may also ask a converse question, namely, when ellipsoids embed into the la-
grangian bidisk. Although this question is still open in general, we can answer it in
two cases.
Corollary 9. Let a ∈ {1, 2}. Then ECH capacities give a sharp obstruction to
symplectically embedding int(E(ab, b)) into int(PL). In particular int(E(ab, b)) →֒
int(PL) if, and only if, int(E(ab, b)) ⊂ int(X0).
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Proof. We assume that int(E(ab, b)) →֒ int(PL). We consider first the case a = 1.
Then it follows from (7) that b = c1(B(b)) ≤ c1(PL) = c1(X0) = 4. So
int(B(b)) ⊂ int(B(4)) ⊂ int(X0).
The second inclusion above follows from a simple calculation, see Figure 3(a). Now
suppose that a = 2. From (7) we obtain 2b = c2(E(2b, b)) ≤ c2(X0) = 3
√
3. So
int(E(2b, b)) ⊂ int(E(3√3, 3√3/2)). We also observe that the line x + 2y = 3√3
is tangent to the curve (2) and hence int(E(3
√
3, 3
√
3/2)) ⊂ int(X0). Therefore
int(E(2b, b)) ⊂ int(X0).
Remark 10. Corollary 9 does not hold for a ≥ 5. In fact, one can construct better
embeddings than the inclusion by symplectic folding, see [13]. We do not know
whether there are better embeddings than the inclusion for a = 3, 4.
Remark 11. Gutt and Hutchings have recently announced a result that implies that
P (a, a) →֒ int(PL) if, and only if, a ≤ 2.
1.6 Outline of the paper
The rest of this paper is organized as follows. In §2, we prove that int(PL) is sym-
plectomorphic to the interior of a concave toric domain, namely X0, thus proving
Theorem 3. In §3, we prove Proposition 8, that is, we show that int(X0) embeds into
E(4, 3
√
3). As explained in §1.4, this concludes the proof of Theorem 1.
Acknowledgments. I would like to thank Felix Schlenk for asking the question
that inspired this paper and Michael Hutchings for helpful discussions. During the
course of this work, I was supported by the European Research Council Grant Geody-
con and a grant of the French region Pays de la Loire. I would also like to thank the
anonymous referees for very helpful comments and suggestions.
2 Concave toric domains and the lagrangian
bidisk
2.1 Outline
In this section, we will prove Theorem 3. We recall that PL is the product of two
lagrangian disks and X0 is the concave toric domain XΩ0 where Ω0 is the region
bounded by the coordinate axes and the curve (2). We will prove that int(PL) and
int(X0) are symplectomorphic.
The idea is to exhaust int(PL) by domains Pε which are endowed with a Hamil-
tonian toric action whose moment image converges to Ω0. In other words, for each
0 < ε < 1, we will construct symplectic manifolds Pε ⊂ int(PL) and toric domains
XΩε ⊂ int(X0) such that for each ε, the domains Pε and Xε are symplectomorphic
and ⋃
ε
Pε = int(PL) and
⋃
ε
Xε = int(X0).
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The definition of Pε is relatively simple and uses an idea from [3], which was also
used in [1]. Let U : [0, 1)→ R+ be a smooth function such that:
• U(0) < 1,
• U (j)(r) > 0, for j = 1, 2 and for all r > 0,
• U(r)→∞ as r → 1.
To simplify the notation, we will denote a point in R4 by (q,p), where q = (q1, q2)
and p = (p1, p2) although the orientation of R
4 is still given by ω ∧ω. For 0 < ε < 1,
let Hε(q,p) =
1
2
(|p|2 + εU(|q|2)) and
Pε =
{
(q,p) ∈ PL
∣∣ Hε(q,p) ≤ 1
2
}
.
We observe that Pε is a Liouville domain with Liouville form
λ =
1
2
2∑
i=1
(pidqi − qidpi).
We also note that for ε < ε′, we have Pε′ ⊂ int(Pε), and that
⋃
ε Pε = int(PL).
The definition of Xε is more complicated and it will be given in §2.4. The idea
is as follows. We first define a function v : ∂Pε → [−M,M ], for some M ∈ R such
that v−1({−M,M}) is a Hopf link. Then we define toric coordinates (ϕ1, ϕ2) in the
complement of this Hopf link. Finally we show that ϕ1 and ϕ2 extend to the different
components of this link and that there exist functions ρ1 and ρ2 defined on ∂Pε such
that
λ|∂Pε = ρ1 dϕ1 + ρ2 dϕ2.
We define Xε to be the toric domain XΩε where Ωε is the region bounded by the
coordinate axes and the image of (ρ1, ρ2).
2.2 Billiards
We will now give an idea of how to define the toric coordinates on ∂Pε by taking
the limit ε→ 0. We will explain the heuristics in this subsection and give the actual
definition that we will use to prove Theorem 3 in §2.3.
The Liouville form λ is a contact form on each ∂Pε and its Reeb flow is parallel
to the Hamiltonian vector field
XHε =
2∑
i=1
pi
∂
∂qi
− εU ′(|q|2)
2∑
i=1
qi
∂
∂pi
.
If (q(t),p(t)) is a trajectory of this flow, then p(t) = q˙(t). So (q(t),p(t)) is deter-
mined by the curve q(t) which satisfies the equation q¨(t) = −εU ′(|q(t)|2)q(t). As
explained in [3] and in [1], a sequence of solutions to this equation with ε → 0 and
bounded energy admits a subsequence which converges to a closed billiard trajectory
in a suitable topology.
To get an idea of what is happening, we observe that for very small ε, the accel-
eration q¨ is very close to 0, except in a neighborhood of ∂D2. So q is very close to a
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line segment away from ∂D2 and it bends sharply near ∂D2. At a point of maximum
t0 of |q(t)|, we have q(t0) · q˙(t0) = 0. It follows from the proof of Lemma 13 below
that q(t) is symmetric with respect to the reflection about the line spanned by q(t0).
Moreover
0 =
∫ t0+δ
t0−δ
〈
q¨(t) + εU ′(|q(t)|2)q(t), q˙(t0)
〉
dt
= 〈q˙(t0 + δ), q˙(t0)〉 − 〈q˙(t0 − δ), q˙(t0)〉+ ε
∫ t0+δ
t0−δ
〈
U ′(|q(t)|2)q(t), q˙(t0)
〉
dt.
So if we take a family of curves qε with constant Z := q˙ε(t0) such that the curve
qε(t) for t ∈ [t0 − δ, t0) converges to a line segment of direction q˙(t0 − δ), then the
limiting curve q(t) for t ∈ (t0, t0 + δ] will also be a line segment and〈
q˙(t0 + δ), Z
〉
=
〈
q˙(t0 − δ), Z
〉
.
So q(t) is what we call a billiard trajectory.
A billiard trajectory is a curve q(t) in D2 ⊂ R2 which is piecewise smooth and
satisfies:
• q¨(t) = 0 and |q˙(t)| = 1 whenever q is smooth at t.
• If q is not smooth at t0, then q(t0) ∈ ∂D2 and
lim
t→t−0
〈q˙(t),q(t0)〉 = − lim
t→t+0
〈q˙(t),q(t0)〉 .
Let Y be the space of points (q,p) that belong to a billiard trajectory of D2.
Here p is the velocity of the billiard trajectory at q. A natural pair of commuting
independent Hamiltonians for the billiard flow on the disk is (H0, v) whereH0(q,p) =
1
2 |p|2 and v(q,p) = q× p is the angular momentum. But the induced action is not
toric. In fact the vector field XH0 induces an R-action which is usually not periodic.
We can use v to produce a pair of Hamiltonians which generate a toric action. We
do that indirectly by defining explicit action-angle coordinates as we explain below.
We let α(q,p) = 2 arccos(q × p) ∈ (0, 2π). Let L be the set of the points in
Y corresponding to the oriented line segment from q0 ∈ ∂D2 to q1 ∈ ∂D2. For
(q,p) ∈ L, we define s(q,p) to be the ratio |−−→q0q|/|−−→q0q1|. It follows from a simple
calculation that
s(q,p) =
q · p+ sin
(
α(q,p)
2
)
2 sin
(
α(q,p)
2
) .
We also define ψ(q,p) = arg(q0) + s(q,p)α(q,p) ∈ R/2πZ.
We can see Y as a subset of ∂Pε. Under this inclusion, it follows from a calculation
using the definitions above that
λ =
(
2 sin
(α
2
)
− α cos
(α
2
))
ds+ cos
(α
2
)
dψ.
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In order to obtain an actual toric domain, we need to perform a change of variables:
ϕ1(x) = s(x)− ψ(x)
2π
∈ R/Z,
ϕ2(x) =
ψ(x)
2π
∈ R/Z.
So
λ =
(
2 sin
(α
2
)
− α cos
(α
2
))
dϕ1 +
(
2 sin
(α
2
)
+ (2π − α) cos
(α
2
))
dϕ2. (8)
In the following sections, we will make these ideas precise and explain how an
equation such as (8) implies that int(PL) is symplectomorphic to a toric domain.
2.3 The toric coordinates
We now fix 0 < ε < 1 and we let Y = ∂Pε endowed with the contact form
λ =
1
2
2∑
i=1
(pidqi − qidpi).
For (q,p) ∈ Y , we define v(q,p) = q×p ∈ R, where × denotes the two-dimensional
cross-product. We observe that v is constant along the Reeb trajectories.
Lemma 12. The function v takes values in [−M,M ] for some M . Moreover v−1(M)
and v−1(−M) are circles.
Proof. The Reeb flow is parallel to the vector field
V =
2∑
i=1
pi
∂
∂qi
− εU ′(|q|2)
2∑
i=1
qi
∂
∂pi
.
An integral curve of V is a solution (q(t),p(t)) to the system of differential equations:{
q˙(t) = p(t)
p˙(t) = −εU ′(|q|2)q(t). (9)
In particular, a solution to (9) is determined by its projection q(t), which satisfies
q¨(t) = −εU ′(|q|2)q(t). (10)
Moreover, when specifying the initial conditions (q(0), q˙(0)) to (10), it is enough to
give the direction of q˙(0) since its length is determined by the fact that (q(0), q˙(0)) ∈
Y .
Let (q(t),p(t)) be a parametrization of an integral curve of V . We observe that
d
dt
(
|q(t)|2
)
= 2p(t) · q(t), (11)
d
dt
(
q(t) · p(t)
)
= |p(t)|2 − εU ′(|q(t)|2)|q(t)|2. (12)
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It follows from (11) and (12) that |q(t)|2 always has a maximum. We note that
the points of local extrema of |q(t)| are the same as the ones of |q(t)|2, but if
v(q(t),p(t)) = 0, then |q(t)| is not smooth for t such that q(t) = 0.
If t0 is a point of maximum or minimum of |q(t)|2, then for every t,
v(q(t),p(t)) = q(t0)× p(t0) = δ|q(t0)| · |p(t0)| = r0
√
1− εU(r20),
where r0 = δ|q(t0)| and δ is the sign of q(t0)×p(t0). For r ∈ [−
√
U−1(1/ε),
√
U−1(1/ε)],
let f(r) = r
√
1− εU(r2). It follows from our choice of U that f is an odd function
and that it has exactly two critical points r¯ > 0 and −r¯ < 0. Moreover r¯ and −r¯ are
the points of global maximum and minimum, respectively. Let M = f(r¯). So f takes
values in [−M,M ].
Let C± = v−1(±M). We will show that C+ and C− are circles. Let (q(t),p(t))
be the integral trajectory of V such that v(q(t),p(t)) = M and let t0 be a point of
maximum of |q(t)|2. So |q(t0)| = r¯. From f ′(r¯) = 0 it follows that
0 = 1− εU(|q(t0)|2)− εU ′(|q(t0)|2)|q(t0)|2 = |p(t0)|2 − εU ′(|q(t0)|2)|q(t0)|2.
So p(t0) =
√
εU ′(|q(t0)|2)i · q(t0), where · denotes complex multiplication in the
plane (q1, q2). Now let
q(t) = ei
√
εU ′(|q(t0)|2)(t−t0)q(t0). (13)
Then q satisfies (10) and (q(t0), q˙(t0)) = (q(t0),p(t0)). By the uniqueness of solutions
of differential equations, q(t) = q(t). So C+ ⊂ Y is a circle. Analogously, we can
show that C− is a circle.
Let C± be the circles defined above and let Ŷ = Y \ (C+ ∪ C−). We will show
that v|
Ŷ
is a torus bundle and we will define a trivialization (ϕ1, ϕ2) : Ŷ → T 2. In
other words, we will construct a diffeomorphism Ŷ ∼= (−M,M) × T 2. Before doing
that, we will prove a lemma that will be necessary for the definition of the functions
ϕ1 and ϕ2.
Lemma 13. Let (q(t),p(t)) be a Reeb trajectory.
(a) If t0 < t1 are two consecutive points of maximum of |q(t)|, then the differences
t1 − t0 ∈ R and arg(q(t1))− arg(q(t0)) ∈ R/2πZ are independent of the choice
of the pair t0, t1.
(b) The differences in (a) depend only on the value of v(q(t),p(t)).
Proof. (a) Let (q(t),p(t)) be a Reeb trajectory and let (q˜(τ), p˜(τ)) be a parametriza-
tion of the same curve, but now as an integral curve of V , i.e.,
(q˜(τ), p˜(τ)) = (q(t(τ)),p(t(τ))),
for some smooth function t(τ). By a simple computation, we obtain:
t′(τ) =
1
2
(
1− εU(|q(t(τ))|2) + εU ′(|q(t(τ))|2)|q(t(τ))|2
)
= K(|q(t(τ))|2),
11
where K(u) = 12(1− εU(u) + εU ′(u)u). So
p(t) = K(|q(t)|2)q˙(t). (14)
We write q(t) in polar coordinates q(t) = r(t)eiθ(t). It follows from (14) that (10) is
equivalent to the following system of equations:{
K(r2)2(r¨ − r(θ˙)2) + 2K(r2)K ′(r2)r(r˙)2 = −εU ′(r2)r.
K(r2)2(2r˙θ˙ + rθ¨) + 2K(r2)K ′(r2)r2r˙θ˙ = 0.
(15)
Now let t0 < t1 < t2 be three consecutive points of maximum of r(t). By a translation
of time, we can assume without loss of generality that t0 = 0. We now let r(t) =
r(2t1−t) and θ(t) = 2θ(t1)−θ(2t1−t). We observe that (r, θ) satisfies (15). Moreover
r(t1) = r(t1), θ(t1) = θ(t1), r˙(t1) = r˙(t1) = 0, θ˙(t1) = θ˙(t1).
By the uniqueness of solutions of differential equations, we conclude that r(t) = r(t)
and θ(t) = θ(t). So
r(t) = r(2t1 − t),
θ(t) = 2θ(t1)− θ(2t1 − t). (16)
Now, since r˙(t) = −r˙(2t1 − t) and r¨(t) = r¨(2t1 − t) and since there are no points of
maximum of r(t) in (0, t1), it follows that 2t1 is a point of maximum of r(t) and that
there are no other points of maximum in the interval (t1, 2t1). So t2 − t1 = t1 and
θ(t2) − θ(t1) = θ(t1) − θ(0). By induction, we conclude that the difference between
any two consecutive points of maximum of r(t) is always t1 and that the difference
between their θ-values is θ(t1)− θ(0).
(b) We first claim that if (q1,p1), (q2,p2) ∈ Ŷ are such that v(q1,p1) = v(q2,p2),
then (A ·q1, A ·p1) is on the same Reeb trajectory as (q2,p2) for some A ∈ SO(2,R).
Let (q1(t),p1(t)) and (q2(t),p2(t)) be Reeb trajectories going through (q1,p1) and
(q2,p2) at time 0, respectively. We can assume without loss of generality that t = 0
is a point of minimum of |q1(t)|2 and |q2(t)|2. We assumed that q1×p1 = q2×p2. It
follows from (11) that qj · pj = 0 for j = 1, 2. For −
√
U−1(1/ε) ≤ r ≤ √U−1(1/ε),
we recall that f(r) = r
√
1− εU(r2). Since (qj ,pj) ∈ Ŷ , we have
f(δ|q1|) = q1 × p1 = q2 × p2 = f(δ|q2|), (17)
where δ is the sign of q1 × p1. We observe that
f ′(r) =
1− εU(r2)− εU ′(r2)r2√
1− εU(r2) . (18)
Let r¯ be the unique positive critical point of f . Then −r¯ < r < r¯ if, and only if,
f ′(r) > 0. In particular f is injective on (−r¯, r¯). Since d2
dt2
|t=0(|qj(t)|2) > 0, it follows
from (11) and (12) that δ|qj | ∈ (−r¯, r¯). So (17) implies that |q1| = |q2|. Thus there
exists A ∈ SO(2) such that A · q1 = q2. Since qj · pj = 0 it follows that pj is a
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positive multiple of the δπ/2 rotation of qj . So A · p1 = p2. By the uniqueness of
solutions of differential equations, it follows that
(A · q1(t), A · p1(t)) = (q2(t),p2(t)).
So the differences in (a) are equal for the curves (q1(t),p1(t)) and (q2(t),p2(t)).
Therefore these differences only depend on the value of the function v.
We will now define functions s : Ŷ → R/Z and ψ : Ŷ → R/2πZ as follows. Let
v ∈ (−M,M) and let (q(t),p(t)) be a Reeb trajectory with v = v(q(t),p(t)). If
t0 < t1 are two consecutive points of maximum of |q(t)|, we let G(v) = t1 − t0 ∈ R
and α(v(q(t),p(t))) = arg(q(t1)) − arg(q(t0)) ∈ R/2πZ. It follows from Lemma 13
that G(v) and α(v) are well-defined. We now let α(v) ∈ R be the continuous lift of
α(v) satisfying α(0) = π.
Definition 14. For a Reeb trajectory (q(t),p(t)) and a point of maximum t0 of
|q(t)|, we let
s˜(q(t),p(t)) =
t− t0
G(v(q(t),p(t)))
∈ R,
ψ(q(t),p(t)) = arg(q(t0)) + s˜(q(t),p(t))α(v(q(t),p(t))) ∈ R/2πZ.
We finally let s(q(t),p(t)) be the projection of s˜(q(t),p(t)) to R/Z.
Lemma 15. If we choose a different point of maximum, then s˜(q(t),p(t)) changes by
an integer and ψ does not change. So the functions s : Ŷ → R/Z and ψ : Ŷ → R/2πZ
are well-defined.
Proof. Let t0 < t1 be consecutive points of maximum of |q(t)|. We observe that
s˜(q(t),p(t)) =
t− t0
G(v)
=
t− t1
G(v)
+ 1,
ψ(q(t),p(t)) = arg(q(t0)) +
t− t0
G(v)
α(v) = arg(q(t0)) + α(v) +
t− t1
G(v)
α(v)
= arg(q(t1)) +
t− t1
G(v)
α(v) ∈ R/2πZ.
By induction, if we choose a different point of maximum, s˜(q(t),p(t)) changes by
an integer and ψ(q(t),p(t)) does not change. Hence the functions s and ψ are well-
defined.
Remark 16. It follows from the proof of Lemma 13 that if t0 < t1 are consecutive
critical points of |q(t)|2, then G(v) = 2(t1 − t0). Moreover if v 6= 0, then α(v) =
2(arg(q(t1))− arg(q(t0))).
Remark 17. If t0 < t1 are consecutive critical points of |q(t)|2 such that t0 is a point
of maximum and t1 is a point of minimum, then
sgn(v) arg(q(t1)) = arg(q(t0)) +
α(v)
2
,
provided that v 6= 0. If v = 0, then α(v) = π and arg(p(t1)) = arg(q(t0)) + π.
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Proposition 18. The function (v, s, ψ) : Ŷ → (−M,M)×R/Z×R/2πZ is a diffeo-
morphism. Moreover,
λ =
(
G(v) − α(v)v)ds+ v dψ ∈ Ω1(Ŷ ,R).
Proof. Step 1: We first show that (v, s, ψ) is smooth.
First we note that v is smooth. Let N be an open and connected subset of Y which
satisfies the following property: Each Reeb trajectory γ(t) = (q(t),p(t)) intersecting
N does so in a connected subset and there is exactly one point of maximum t0 and
one point of minimum of t1 > t0 of |q(t)|2 satisfying {γ(t0), γ(t1)} ⊂ N . We observe
that s|N lifts to a function s˜ : N → R. Moreover, we can define a continuous function
θ˜ : N → R such that
θ˜(q,p) ≡ arg(q(t0)) (mod 2π),
where t0 is a point of maximum of |q(t)| for a Reeb orbit (q(t),p(t)) going through
(q,p) and γ(t0) ∈ N . It follows from Remark 16 that we can choose s˜ so that
s˜(q(tj),p(tj)) = j/2 for j = 0, 1. These lifts determine a lift ψ˜ of ψ|N such that
ψ˜ = θ˜ + α(v)s˜. It follows from the smoothness results of differential equations that
s˜, θ˜ and ψ˜ are smooth. Since every point of Ŷ is contained in such a subset N , it
follows that (v, s, ψ) is smooth.
Step 2: We show that the function (v, s, ψ) is a diffeomorphism.
We will construct the inverse function Ξ : (−M,M) × R/Z × R/2πZ → Ŷ . Let
(v0, s0, ψ0) ∈ (−M,M)×R/Z×R/2πZ. We consider s˜0 ∈ R a pre-image of s0 under
the quotient map R→ R/Z and we let
θ0 = ψ0 − α(v0)s˜0 + α(v0)
2
∈ R/2πZ.
By (18), f ′(r) > 0 for all r ∈ (−r, r). So f |(−r,r) is a diffeomorphism onto (−M,M).
Let r0 = f |−1(−r,r)(v0). We now let q0 = r0eiθ0 and p0 =
√
1− εU(r20)ieiθ0 . Let
(q(t),p(t)) be the Reeb trajectory such that (q(G(v0)/2),p(G(v0)/2)) = (q0,p0).
We let
Ξ(v0, s0, ψ0) = (q(G(v0)s˜0),p(G(v0)s˜0)).
We claim that Ξ is well-defined, smooth and that Ξ is the inverse of (v, s, ψ). To
see that, we first note that v(Ξ(v0, s0, ψ0)) = r0
√
1− εU(r20) = f(r0) = v0. It follows
from Remark 16 that the difference in time between two consecutive critical points of
|q(t)|2 is G(v0)/2. So 0 is a point of maximum of |q(t)|2. Moreover, it follows from
(16) that Ξ(v0, s0, ψ0) does not depend on the choice of s˜0. The fact that Ξ is smooth
is again a consequence of the smoothness of solutions of differential equations with
respect to the initial conditions. From Remark 16 we also obtain s(Ξ(v0, s0, ψ0)) =
s˜0 = s0 ∈ R/Z. Now it follows from Remark 17 that arg(q(0)) = θ0 − α(v0)2 , even in
the case when v0 = 0. Therefore
ψ(Ξ(v0, s0, ψ0)) = arg(q(0)) + α(v0)s˜0 = ψ0 ∈ R/2Z.
So (v, s, ψ) ◦ Ξ = I.
For the converse, let (q,p) ∈ Ŷ . Let (v0, s0, ψ0) = (v, s, ψ)(q,p). So if 0 is a
point of maximum of |q(t)|2 on a Reeb trajectory (q(t),p(t)) containing (q,p), then
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(q(G(v0)s˜0),p(G(v0)s˜0)) = (q,p), for some lift s˜0 ∈ R of s0 ∈ R/Z. Moreover,
ψ0 = arg(q(0)) + α(v0)s˜0. Now let r0 := f |−1(−r,r)(v0) = sgn(v0)|q(G(v0)/2)|. From
Remarks 16 and 17 we obtain
q(G(v0)/2) = r0e
i
(
arg(q(0))+
α(v0)
2
)
= r0e
i
(
ψ0−α(v0)s˜0+α(v0)2
)
,
p(G(v0)/2) =
√
1− εU(r20)ie
i
(
arg(q(0))+
α(v0)
2
)
=
√
1− εU(r20)ie
i
(
ψ0−α(v0)s˜0+α(v0)2
)
.
It follows from the uniqueness of solutions of differential equations that (q(t),p(t))
is the trajectory used to define Ξ above. Therefore
Ξ(v0, s0, ψ0) = (q(G(v0)s˜0),p(G(v0)s˜0)) = (q,p).
Step 3: We will show that λ − v dθ˜ = d(G(v)s˜) on N for every N as defined in
Step 1.
We first observe that it follows from Step 2 that (v, s˜, ψ˜) : N → (−M,M)×R2 is
a smooth chart, where s˜ and ψ˜ are the lifts of s and ψ which are defined in Step 1.
Since ψ˜ = θ˜ + α(v)s˜,
dψ˜ = dθ˜ + s˜α′(v)dv + αds˜ ∈ Ω1(N). (19)
Now let η = λ − v dθ˜ − d(G(v)s˜). We will show that η = 0 on N . We observe
that dθ˜(R) = 0 and that d(G(v)s˜)(R) = 1 whence η(R) = 0. Moreover dv(R) = 0 so
LRη = d(η(R)) + (dλ− dv ∧ dθ˜)(R, ·) = 0. Hence the Reeb flow preserves η.
Let D ⊂ N be the set of all points (q,p) ∈ N such that |q| is the maximum of
|q(t)| for a Reeb trajectory (q(t),p(t)) through (q,p). We now claim that η = 0
on D. Following the usual notation, we will denote by ∂/∂v the vector field on N
satisfying
dv(∂/∂v) = 1 and ds˜(∂/∂v) = dψ˜(∂/∂v) = 0.
Let W be the vector field on N defined by
W = p2
∂
∂q1
− p1 ∂
∂q2
+ εU ′(|q|2)
(
q2
∂
∂p1
− q1 ∂
∂p2
)
.
At a point (q,p) ∈ D, the vectors q and p are perpendicular, so the flow of W
preserves arg(p) and arg(q) and does not change s˜ and ψ˜. So ds˜(W )|D = dψ˜(W )|D =
0 and hence ∂/∂v is parallel to W along D. So λ(∂/∂v)|D = λ(W )|D = 0. Moreover
since s˜|D = 0, it follows from (19) that dθ˜(∂/∂v)|D = 0. We now let X be the vector
field on N defined by
X = −p2 ∂
∂p1
+ p1
∂
∂p2
− q2 ∂
∂q1
+ q1
∂
∂q2
.
The flow of X is the exponential of the SO(2)-action. Hence dθ˜(X) = 1 and dv(X) =
0. Since the flow of X preserves D, we have ds˜(X)|D = 0. So
η(R)|D = 0,
η
(
∂
∂v
)∣∣∣∣∣
D
= λ
(
∂
∂v
)∣∣∣∣∣
D
−
(
v dθ˜
(
∂
∂v
)
+G(v)ds˜
(
∂
∂v
)) ∣∣∣∣∣
D
= 0,
η(X)|D = (λ(X)− v dθ˜(X))|D −G(v)ds˜(X)|D = (v − v)|D − 0 = 0.
15
Since W and X are linearly indepedent and W |D and X|D belong to ker(λ)|D, it
follows that R|D, W |D and X|D are linearly independent. Therefore η|D = 0. Since
the Reeb flow preserves η, it follows that η = 0 on N .
Step 4: We conclude the proof of the proposition.
Let D¯ ⊂ N be the set of all points (q,p) ∈ N such that |q|2 is the minimum
of |q(t)|2 for a Reeb trajectory (q(t),p(t)) through (q,p). Then s˜(q,p) = 1/2, for
every (q,p) ∈ D¯. By (19), dθ˜(∂/∂v) = −α′(v)/2 at all points on D¯. As in Step 3, at
(q,p) ∈ D¯, the vector W is parallel to ∂/∂v. So λ(∂/∂v)|D¯ = 0. It follows from Step
3 that
1
2
α′(v)v =
(
λ− v dθ˜)( ∂
∂v
)∣∣∣∣∣
D¯
=
(
G(v)ds˜ + s˜G′(v) dv
)( ∂
∂v
)∣∣∣∣∣
D¯
=
1
2
G′(v).
So G′(v) = α′(v)v. It follows from (19) that
λ = v dθ˜ +G(v)ds˜ + s˜G′(v) dv =
(
G(v)− α(v)v)ds˜ + v dψ˜.
Since this equation holds for all N , and since ds˜ = ds and dψ˜ = dψ,
λ =
(
G(v) − α(v)v)ds+ v dψ.
We can now define the toric coordinates (ϕ1, ϕ2) as follows.
Definition 19. For x ∈ Ŷ we let
ϕ1(x) = s(x)− ψ(x)
2π
∈ R/Z,
ϕ2(x) =
ψ(x)
2π
∈ R/Z.
The following corollary is a straight-forward consequence of Proposition 18.
Corollary 20. The function (v, ϕ1, ϕ2) : Ŷ → (−M,M) × (R/Z)2 is a diffeomor-
phism. Moreover,
λ =
(
G(v)− α(v)v)dϕ1 + (G(v) + (2π − α(v))v)dϕ2.
2.4 The extension to Y
We now define Φ̂ : Ŷ → C2 by
Φ̂(x) =
(√
ρ1(x)
π
e2piiϕ1(x),
√
ρ2(x)
π
e2piiϕ2(x)
)
, (20)
where ρ1(x) = (G(v) − α(v)v)(x) and ρ2(x) = (G(v) + (2π − α(v))v)(x). In the
following technical lemma, we will show that Φ̂ is well-defined and that it extends to
an embedding of Y into C2.
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Lemma 21. The functions ρ1 and ρ2 are positive functions and they extend to Y such
that ρ1|C+ = 0 and ρ2|C− = 0. Moreover Φ̂ can be extended to a smooth embedding
Φ : Y → C2 satisfying Φ∗λ = λ.
Proof. Step 1: We first assume that Φ̂ can be extended to a smooth embedding Φ.
We claim that Φ∗λ = λ.
We can write
λ =
1
2
2∑
i=1
r2i dθi,
where zj = rje
iθj are the coordinates of C2. It follows from (20) and from Corollary
20 that
Φ̂∗λ =
1
2
2∑
i=1
ρi
π
d(2πϕi) =
2∑
i=1
ρidϕi = λ.
By continuity, we conclude that Φ∗λ = λ on all of Y .
Step 2: We now reduce the rest of the proof to showing that ρ1(x) and ρ2(x) are
positive if v(x) ≥ 0, that ρ1|C+ = 0 and that Φ̂ smoothly extends to C+.
Let x = (q,p) ∈ Ŷ and let x˜ = (q,−p). So v(x˜) = −v(x). We claim that
G ◦ v(x˜) = G ◦ v(x) and α ◦ v(x˜) = 2π − α ◦ v(x). Indeed if (q(t),p(t)) is a Reeb
trajectory going through x, then (q(−t),−p(−t)) is a Reeb trajectory going through
x˜. If t0 < t1 are consecutive points of maximum of |q(t)| then −t1 < −t0 are two
consecutive points of maximum of |q(−t)|. So
G ◦ v(x) = t1 − t0 = (−t0)− (−t1) = G ◦ v(x˜).
Moreover arg(q(t1)) − arg(q(t0)) = −(arg(−q(−t0)) − arg(−q(−t1))) ∈ R/Z. This
implies that α◦v(x) ≡ −α◦v(x˜) (mod 2π). Since α(0) = π, it follows that α◦v(x˜) =
2π − α ◦ v(x). Hence we obtain:
ρ1(x˜) = G ◦ v(x) − (2π − α ◦ v(x)) (−v(x))
= G ◦ v(x) + (2π − α ◦ v(x))v(x) = ρ2(x).
(21)
It follows from (21) that if ρ1(x) and ρ2(x) are positive for v(x) > 0, then they are
also positive for v(x) < 0. Moreover if ρ1|C+ = 0, then ρ2|C− = 0.
By a similar reasoning as above, we can deduce that:
s(x˜) = s(x), ψ(x˜) = 2πs(x) − ψ(x).
Hence
ϕ1(x˜) = ϕ2(x). (22)
From (21) and (22) we conclude that Φ̂ can be smoothly extended to C+ if, and only
if, it can be smoothly extended to C−.
Step 3: We will express the functions s, ψ, G and α as integrals in preparation
for the next steps.
Let x ∈ Ŷ such that v(x) > 0 and let (q(t),p(t)) be a Reeb trajectory such that
x = (q(tx),p(tx)), for some tx. We also let t0 the largest point of maximum of |q(t)|2
with t0 < tx.
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Let t1 be the following critical point of |q(t)|2, i.e., t1 > t0 and there is no critical
point between t0 and t1. Then t1 is a point of minimum of |q(t)|2. Now let r(t)
and θ(t) be the polar coordinates of q(t) and let ri = r(ti), for i = 0, 1. Recall the
function f(r) = r
√
1− εU(r2). So v(x) = f(r0) = f(r1). From (14) it follows that
v(x) = q(t)× p(t) = K(r(t)2)q(t) × q˙(t) = K(r(t)2)r(t)2θ˙(t),
where K(u) = 12(1− εU(u) + εU ′(u)u). So
θ˙ =
v(x)
K(r2)r2
=
f(r0)
K(r2)r2
. (23)
From the first equation of (15) and (23), we obtain:
K(r2)2r¨ + 2K(r2)K ′(r2)r(r˙)2 =
f(r0)
2
r3
− εU ′(r2)r. (24)
We will first assume that t0 < tx ≤ t1. This is equivalent to requiring that
s(x) ∈ (0, 1/2]. So r˙ < 0 in (t0, t1), which implies that r is invertible in (t0, t1). So
we can write r˙ as a function of r in (t0, t1). Integrating (24) in (r0, r1) and using
r˙(t0) = 0, we obtain:
(K(r2)r˙)2 =
f(r)2 − f(r0)2
r2
.
Therefore
r˙ = −
√
f(r)2 − f(r0)2
K(r2)r
. (25)
If we write u = r2, then (25) is equivalent to:
u˙ = −2
√
F (u)− F (u0)
K(u)
, (26)
where F (u) = u(1− εU(u)) and u0 = r20. Let u¯ be the (unique) positive critical point
of F . So
1− εU(u¯)− εU ′(u¯)u¯ = 0
and u¯ = r¯2, where r¯ > 0 is the radius of the circles C+ and C−. Note also that
F (u¯) = M2 = f(r¯)2 and that v(x) = f(r0) =
√
F (u0). Let ux = u(tx). Since u˙ < 0
in (t0, t1), it follows that u is invertible in (t0, t1).
It follows from (23) and (26) that:
s(x) =
tx − t0
G ◦ v(x) =
1
G ◦ v(x)
∫ ux
u0
t′(u) du
=
1
2G ◦ v(x)
∫ u0
ux
K(u)√
F (u)− F (u0)
du,
(27)
ψ(x) = arg(q(t0)) +
α ◦ v(x)
G ◦ v(x) · (tx − t0)
= arg(q(tx))−
∫ tx
t0
θ˙(t) dt+
α ◦ v(x)
G ◦ v(x)
∫ ux
u0
t′(u) du
= arg(q(tx))−
∫ u0
ux
v(x)
2u
√
F (u)− F (u0)
du+
α ◦ v(x)
2G ◦ v(x)
∫ u0
ux
K(u)√
F (u)− F (u0)
du.
(28)
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Since F ′(u¯) = 0, we can write
F (u) = F (u¯)−H(u)(u− u¯)2,
where H : (u1, u0) → R is a smooth function. Moreover, H > 0 since F (u¯) is
the maximum of F and H(u¯) = −12F ′′(u¯) > 0. For u ∈ (u1, u0), let W (u) :=
(H(u))1/2(u− u¯) and let A(x) =√F (u¯)− F (u0) =W (u0) = −W (u1). We note that
W ′(u) = −F ′(u)/(2W (u)) > 0 for u 6= u¯ and W ′(u¯) = √H(u¯) = √−12F ′′(u¯) > 0.
So W is a diffeomorphism onto (−A(x), A(x)). We change variables in (27) and (28)
by letting ζ = arcsin
(
1
A(x)W (u)
)
. Let ζx = arcsin
(
1
A(x)W (ux)
)
.
Therefore we conclude that if s(x) ∈ (0, 1/2] ⊂ R/Z, then
s(x) =
1
2G(v(x))
∫ pi/2
ζx
K ◦W−1
W ′ ◦W−1 (A(x) sin ζ) dζ, (29)
ψ(x) = arg(q(tx))− v(x)
2
∫ pi/2
ζx
1
W−1 · (W ′ ◦W−1)(A(x) sin ζ) dζ
+
α ◦ v(x)
2G ◦ v(x)
∫ pi/2
ζx
K ◦W−1
W ′ ◦W−1 (A(x) sin ζ) dζ. (30)
Now we assume that t1 < tx ≤ 2t1 − t0 which implies that s(x) ∈ (1/2, 1] ⊂ R/Z.
By an analogous calculation and using Remark 16, we obtain
s(x) =
tx − t0
G ◦ v(x) = 1−
(2t1 − t0)− tx
G ◦ v(x)
= 1− 1
G ◦ v(x)
∫ ux
u0
t′(u) du
= − 1
2G ◦ v(x)
∫ pi/2
ζx
K ◦W−1
W ′ ◦W−1 (A(x) sin ζ) dζ. (31)
We note that the last equality holds since s(x) ∈ R/Z.
Similarly, if s(x) ∈ (1/2, 1], then:
ψ(x) = arg(q(tx))−
∫ tx
t1
θ˙(t) dt+ α ◦ v(x)1 − (2t1 − t0 − tx)
G ◦ v(x)
= arg(q(tx))−
(
−
∫ tx
t0
θ˙(t) dt+
α ◦ v(x)
G ◦ v(x)
∫ ux
u0
t′(u) du
)
= arg(q(tx))−
(
− v(x)
2
∫ pi/2
ζx
1
W−1 · (W ′ ◦W−1)(A(x) sin ζ) dζ
+
α ◦ v(x)
2G ◦ v(x)
∫ pi/2
ζx
K ◦W−1
W ′ ◦W−1 (A(x) sin ζ) dζ
)
. (32)
We will now write integral formulas for α ◦ v and G ◦ v. Since v(x) > 0, it follows
from Remark 16 that α ◦ v(x) = 2 ∫ t1t0 θ˙(t)dt. So, by a similar calculation to the one
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above, we obtain:
α ◦ v(x) = v(x)
∫ pi/2
−pi/2
1
W−1 · (W ′ ◦W−1) (A(x) sin ζ) dζ, (33)
G ◦ v(x) =
∫ pi/2
−pi/2
K ◦W−1
W ′ ◦W−1 (A(x) sin ζ) dζ. (34)
Step 4: We now show that ρ1(x) > 0 and ρ2(x) > 0 for all x satisfying v(x) ≥ 0.
Let x ∈ Y and let v = v(x). Assume that v(x) > 0. Let ζ ∈ (−π/2, π/2)
and u = W−1(A(x) sin ζ). It follows directly from the definition of K and F that
K(u) = (1− εU(u)) − F ′(u)/2. So
K(u)
W ′(u)
=
(
F (u)
u
− 1
2
F ′(u)
)
· 1
W ′(u)
=
M2 −W (u)2
uW ′(u)
− F
′(u)
2W ′(u)
.
Since W (u)2 =M2 − F (u), it follows that 2W (u)W ′(u) = −F ′(u) and hence
K(u)
W ′(u)
=
M2 −W (u)2
u ·W ′(u) +W (u). (35)
So
K(u)
W ′(u)
− v
uW ′(u)
· v = M
2 −W (u)2 − v2
u ·W ′(u) +W (u)
=
A(x)2 cos2 ζ
(W−1 · (W ′ ◦W−1))(A(x) sin ζ) +A(x) sin ζ.
(36)
Therefore from (33), (34) and (36), we obtain:
ρ1(x) = G(v)− α(v)v =
∫ pi/2
−pi/2
(
A(x)2 cos2 ζ
(W−1 · (W ′ ◦W−1))(A(x) sin ζ) +A(x) sin ζ
)
dζ
=
∫ pi/2
−pi/2
A(x)2 cos2 ζ
(W−1 · (W ′ ◦W−1))(A(x) sin ζ) dζ. (37)
The integral in (37) is strictly positive, since the integrand is strictly positive in
(−π/2, π/2). Therefore ρ1(x) > 0 if v(x) > 0. Moreover, if v(x) = 0, then A(x)2 =
M2. By continuity, it follows from (37) that
ρ1(x) =
∫ pi/2
−pi/2
M2 cos2 ζ
(W−1 · (W ′ ◦W−1))(M sin ζ) dζ > 0.
Finally, since we are assuming that v(x) ≥ 0, we obtain:
ρ2(x) = ρ1(x) + 2πv(x) ≥ ρ1(x) > 0.
Step 5: We will prove that G ◦ v and α ◦ v can be smoothly extended to C+ and
that ρ1|C+ = 0.
20
Let n > 1 be a natural number. Since K◦W
−1
W ′◦W−1 is smooth, it follows that there
exist c1, . . . , c2n+1 ∈ R, such that
K ◦W−1
W ′ ◦W−1 (y) =
K(u¯)
W ′(u¯)
+
2n+1∑
j=1
cjy
j +O(y2n+2),
where O is a continuous function satisfying |O(y)2n+2| ≤ cy2n+2, for some constant
c > 0 and for y sufficiently small. So
G ◦ v(x) = πK(u¯)
W ′(u¯)
+
2n+1∑
j=1
∫ pi/2
−pi/2
cjA(x)
j sinj ζ dζ +
∫ pi/2
−pi/2
O((A(x) sin ζ)2n+2) dζ
=
πK(u¯)
W ′(u¯)
+
n∑
j=1
∫ pi/2
−pi/2
c2jA(x)
2j sin2j ζ dζ +O(A(x)2n+2). (38)
Since A(x)2 = M2 − v(x)2, it follows that A2 can be smoothly extended to C+. Let
x+ ∈ C+ and let N be a neighborhood of x+. So there exists a constant c > 0
such that A(x)2 ≤ c|x − x+| for all x ∈ N . Hence O(A(x)2n+2) ≤ O
(|x− x+|n+1) .
Therefore the sum (38) defines a function on N which is n times differentiable. Since
n and x+ were arbitrary, it follows that G ◦ v can be smoothly extended to C+ so
that G ◦ v|C+ = piK(u¯)W ′(u¯) .
Analogously, α ◦ v can be smoothly extended to C+ so that α ◦ v|C+ = piMu¯·W ′(u¯) .
Moreover, using (37) and proceeding as above, we conclude that there exists a smooth
real function h˜ satisfying h˜(0) = 0 such that
ρ1(x) = A(x)
2
(
M2
u¯W ′(u¯)
∫ pi/2
−pi/2
cos2 ζ dζ + h˜(A(x)2)
)
= A(x)2
(
M2π
2u¯W ′(u¯)
+ h˜(A(x)2)
)
.
So there exists a smooth function h : Y → R, such that√
ρ1(x) = A(x)h(x). (39)
In particular, ρ1|C+ = 0.
Step 6: We will now define smooth functions ξ1 and ξ2 in a neighborhood of C+,
such that A(x)2 = ξ1(x)
2 + ξ2(x)
2.
We first define a function Υ as follows.
Υ : C+ ×D2 → Y
((q,p), y, z) 7→
(
(1 + y)q,
√
1− εU((1 + y)2u¯)
1− εU(u¯) e
izp
)
.
Here D2 denotes a disk with a small radius. We observe that Υ is a diffeomorphism
onto a neighborhood N of C+ provided that the radius of the disk is small enough.
For x ∈ N , we let ξ1(x) =W (ux) =W ((1 + y)2u¯). So ξ1 is smooth.
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Now we consider the function L(x) = A(x)2 − ξ1(x)2. By a simple calculation we
obtain:
L ◦Υ((q,p), y, z) = F ((1 + y)2u¯)− v(Υ((q,p), y, z)))2 = F ((1 + y)2u¯) sin2 z.
Since |z| is small, the set of critical points is {z = 0} ∩ (C+ ×D2) which is a smooth
submanifold of N . Moreover
∂2(L ◦Υ)
∂z2
((q,p), y, 0) = 2F ((1 + y)2u¯) > 0.
So L is a Morse-Bott function. Therefore there exists a smooth function ξ2 defined
in a neighborhood of the critical set (which we could assume to be N by possibly
shrinking it) so that L(x) = ξ2(x)
2. Therefore
M2 − v(x)2 = A(x)2 = ξ1(x)2 + ξ2(x)2.
We observe that we can choose the function ξ2 so that
ξ2(x) > 0 ⇐⇒ s(x) ∈ (0, 1/2) and ξ2(x) < 0 ⇐⇒ s(x) ∈ (1/2, 1). (40)
Step 7: We now show that ψ can be smoothly extended to C+.
We first let J(u) = (W−1 · (W ′ ◦W−1))(u). It follows from (30), (32), (33), (34),
(35) and (40) that, for x ∈ N \ C+,
ψ(x) − arg(q(tx)) = v(x)
2G ◦ v(x) · (D(x) + α ◦ v(x) · ξ2(x)), (41)
where
D(x) = sgn(ξ2(x))
(
−
∫ pi/2
−pi/2
∫ pi/2
ζx
M2 −A(x)2 sin2 ζ
J(A(x) sin ζ)J(A(x) sin ζ¯)
dζ¯ dζ
+
∫ pi/2
ζx
∫ pi/2
−pi/2
M2 −A(x)2 sin2 ζ
J(A(x) sin ζ)J(A(x) sin ζ¯)
dζ¯ dζ
)
.
(42)
We observe that limx→C+ D(x) = 0, so we can extend ψ and D to C+, by letting
D|C+ = 0. In particular, (41) and (42) hold for all x ∈ N . Since the function
x 7→ arg(q(tx)) is smooth in N , it follows from Step 5 and (41) that it suffices to
show that D is smooth.
From (42) we obtain:
sgn(ξ2(x))D(x) =−
∫ ζx
−pi/2
∫ pi/2
ζx
M2 −A(x)2 sin2 ζ
J(A(x) sin ζ)J(A(x) sin ζ¯)
dζ¯ dζ
+
∫ pi/2
ζx
∫ ζx
−pi/2
M2 −A(x)2 sin2 ζ
J(A(x) sin ζ)J(A(x) sin ζ¯)
dζ¯ dζ
=
∫ ζx
−pi/2
∫ pi/2
ζx
A(x)2 sin2 ζ
J(A(x) sin ζ)J(A(x) sin ζ¯)
dζ¯ dζ
−
∫ pi/2
ζx
∫ ζx
−pi/2
A(x)2 sin2 ζ
J(A(x) sin ζ)J(A(x) sin ζ¯)
dζ¯ dζ
=A(x)2
∫ ζx
−pi/2
∫ pi/2
ζx
sin2 ζ − sin2 ζ¯
J(A(x) sin ζ)J(A(x) sin ζ¯)
dζ¯ dζ. (43)
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Since J is a smooth function bounded away from 0, we can write
1
J(y)
=
2n+1∑
j=0
cjy
n +O(y). (44)
It follows from (43) and (44) that
D(x) = sgn(ξ2(x))
∫ ζx
−pi/2
∫ pi/2
ζx
2n+1∑
j,k=0
cjckA(x)
j+k+2sgn(ξ2(x)) sin
j ζ sink ζ¯(sin2 ζ − sin2 ζ¯) dζ¯ dζ
+O(A(x)2n+2)
=
1
2
2n+1∑
j,k=0
cjckA(x)
j+kIjk(x) +O(A(x)
2n+2),
where
Ijk(x) =
∫ ζx
−pi/2
∫ pi/2
ζx
(sinj ζ sink ζ¯ + sink ζ sinj ζ¯)(sin2 ζ − sin2 ζ¯)dζ¯dζ. (45)
We now claim that A(x)j+k+2sgn(ξ2(x))Ijk(x) is smooth. It follows from a simple
calculation that the function
Ij(ζ) := (cos ζ) · Pj(sin ζ) + Cj · ζ
is a primitive of the function sinj ζ, where Pj is a degree j−1 polynomial such that the
degree of all terms of Pj has the opposite parity as that of j, and Cj is a non-negative
constant which equals 0 if j is odd. We recall that sin ζx =
ξ1(x)
A(x) and cos ζx =
|ξ2(x)|
A(x) .
By another simple calculation, we obtain
Ij(ζ)
∣∣∣∣ζ=pi/2
ζ=ζx
= Cj ·
(π
2
− ζx
)
− |ξ2(x)| · P˜j(ξ1(x), A
2(x))
A(x)j
, (46)
Ij(ζ)
∣∣∣∣ζ=ζx
ζ=−pi/2
= Cj ·
(
ζx +
π
2
)
+
|ξ2(x)| · P˜j(ξ1(x), A2(x))
A(x)j
. (47)
Here P˜j is another polynomial.
From (45), we obtain
Ijk(x) =
(
Ij+2(ζ)Ik(ζ¯)− Ik(ζ)Ij+2(ζ¯)
) ∣∣∣∣ζ¯=pi/2
ζ¯=ζx
∣∣∣∣ζ=ζx
ζ=−pi/2
+
(
Ik+2(ζ)Ij(ζ¯)− Ij(ζ)Ik+2(ζ¯)
) ∣∣∣∣ζ¯=pi/2
ζ¯=ζx
∣∣∣∣ζ=ζx
ζ=−pi/2
.
(48)
It follows from (46), (47) and (48) that
Ijk(x) =
π|ξ2(x)|
A(x)j+k+2
(Cj+2 · P˜k − Ck · P˜j+2 + Ck+2 · P˜j −Cj · P˜k+2)
(
ξ1(x), A
2(x)
)
.
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Therefore A(x)j+k+2sgn(ξ2(x))Ijk(x) is smooth.
Step 8: We now show that the function A(x)e2piis(x) can be smoothly extended to
C+.
It follows from (29) and (31) that, in a neighborhood of C+,
s(x) = sgn(ξ2(x))
1
2G ◦ v(x)
∫ pi/2
ζx
K ◦W−1
W ′ ◦W−1 (A(x) sin ζ)dζ.
We recall from (38) that G(M) = piK(u¯)W ′(u¯) . Now arguing as in the previous step and
using (46), for a fixed n, we obtain:
s(x) = sgn(ξ2(x))
(
1
2π
(π
2
− ζx
) (
1 + Pn(A(x)2)
))
+ ξ2(x)P˜
n(x) +O(A2n+2(x)).
Here Pn is a degree n polynomial and P˜n is a smooth function. Hence
e2piis(x) =
(
1 + Pn(x) +O
(
A2n+2(x)
)) · (cos(sgn(ξ2(x))(π
2
− ζx
))
, sin
(
sgn(ξ2(x))
(π
2
− ζx
)))
=
(
1 + Pn(x) +O
(
A2n+2(x)
)) ·(ξ1(x)
A(x)
,
ξ2(x)
A(x)
)
.
where Pn is a smooth function which vanishes along C+. It follows that
A(x)e2piis(x) = (ξ1(x), ξ2(x)) + S(x) +O(A
2n+2(x)).
Here S and O take values on C and S is a smooth function vanishing along C+.
Therefore we can smoothly extend A(x)e2piis(x) to C+.
Step 9: We now show that Φ̂ can be smoothly extended to C+.
We define Φ by substituting Φ̂ by Φ in (20) and by considering the extensions
of ρ1, ρ2 and ϕ2 to C+. We note that ϕ1 is not defined on C+, but Φ(x) is still
well-defined on C+, because ρ1|C+ = 0. Since ρ2|C+ = M , it follows that
√
ρ2(x)
is smooth on C+ and hence, by Step 7,
√
ρ2(x)e
2piiϕ2(x) =
√
ρ2(x)e
iψ(x) is smooth.
Now from Definition 19 and (39) we can write√
ρ1(x)e
2piiϕ1(x) = A(x)h(x)e2piis(x)e−iψ(x) = (A(x)e2piis(x))h(x)e−iψ(x) .
So, by Steps 7 and 8, the function
√
ρ1(x)e
2piiϕ1(x) is smooth on C+. Therefore Φ is
smooth on C+.
2.5 The symplectomorphism
We need one more lemma before proving Theorem 3. For 0 < ε < 1, let Ωε be the
region of the first quadrant of R2 bounded by the coordinate axes and the image of
the function (ρ1, ρ2). We now let Xε be the toric domain XΩε .
Lemma 22. For ε1 < ε2, we have Xε1 ⊃ Xε2. Moreover
⋃
εXε = int(X0).
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Proof. It follows from the definition of ρ1 and ρ2 that the boundary of Ωε is parametrized
by
(G(v) − α(v)v,G(v) + (2π − α(v))v) , (49)
for v ∈ [−M,M ]. We recall that G, α andM depend on ε. Let σε(v) = G(v)−α(v)v.
We claim that σε(v) increases as ε decreases for a fixed v. We first show that for
v > 0. After a change of variables, it follows from (37) that for v > 0,
σε(v) =
∫ u0
u1
√
F (u)− v2
u
du. (50)
Here u0 and u1 are the maximum and minimum values of |q(t)|2 where (q(t),p(t)) is
a Reeb trajectory with v = v(q(t),p(t)). Since v2 = u0(1−εU(u0)) = u1(1−εU(u1)),
we conclude that if we fix v and decrease ε, the value of u0 is increased and the value
of u1 is decreased. Moreover, for a fixed u, the value of F (u) = u(1−εU(u)) increases
as ε decreases. Therefore as ε decreases, the integrand in (50) increases and so does
the interval of integration. Thus for a fixed v > 0, σε(v) increases as ε decreases.
Now since σε(v) = σε(−v) − 2πv, it follows that σε(v) increases as ε decreases for a
fixed v < 0. So for v < 0, σε(v) also increases as ε decreases. Finally, for v = 0, it
follows from (26) and from the definition of K that
σε(0) = G(0) =
∫ u0
0
K(u)√
F (u)
du =
∫ u0
0
√
F (u)
u
du. (51)
So σε(0) increases as ε decreases. Hence for fixed v, both coordinates of (49) increase.
Therefore for ε1 < ε2, we have Xε1 ⊃ Xε2 .
We will now show that
⋃
εXε = int(X0). Recall that M =
√
F (u¯), where u¯ is the
critical point of F . It follows from a simple calculation that as ε decreases, the values
of u¯ andM increase to 1. Now let V (α0) = cos
(
α0
2
)
. Note that V is a diffeomorphism
between (0, 2π) and (−1, 1). Moreover for every α0 ∈ (0, 2π), the number σε(V (α0))
is defined for ε small enough. We claim that
lim
ε→0
σε(V (α0)) = 2 sin
(α0
2
)
− α cos
(α0
2
)
, (52)
for every α0 ∈ (0, 2π). From this it follows that
⋃
εXε = int(X0).
We will now prove (52). First we assume that α0 ∈ (0, π). So V (α0) ∈ (0, 1).
Let v = V (α0) and let u0, u1 be as above. Since v
2 = u1(1 − εU(u1)) and U(u1) is
bounded, it follows that u1 → v2 as ε→ 0. Moreover u0 → 1 as ε→ 0, since u0 > u¯
and u¯→ 1. We observe that the function
√
F (u)−v2
u is a continuous function of (ε, u)
for 0 ≤ ε ≤ 1/2 and u0 ≤ u ≤ u1. Note that u0 and u1 depend on ε, so the region
described above is not a rectangle. It follows that we can take the limit as ε → 0 in
(50) and we obtain
lim
ε→0
σε(v) =
∫ 1
v2
√
u− v2
u
du = 2
√
1− v2 − 2v arctan
√
1− v2
v
= 2 sin
(α0
2
)
− α0 cos
(α0
2
)
.
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Hence (52) holds for α0 ∈ (0, π). For α0 ∈ (π, 2π), we have v = V (α0) ∈ (−1, 0).
Since G(−v) = G(v) and α(−v) = 2π − α, we obtain
lim
ε→0
σε(v) = lim
ε→0
(G(−v) − α(−v))(−v) − 2πv)
= 2 sin
α0(−v)
2
− α0(−v) cos α0(−v)
2
− 2π cos α0(v)
2
= 2 sin
2π − α0(v)
2
− (2π − α0(v)) cos 2π − α0(v)
2
− 2π cos α0(v)
2
= 2 sin
α0(v)
2
− α0(v) cos α0(v)
2
.
So (52) holds for α0 ∈ (π, 2π). For α0 = π, we claim that we can still take the limit
as ε → 1 inside the integral (51). In fact, since
√
F (u)
u is continuous in (ε, u) for ε
away from 0, it is enough to show that
lim
ε→0
∫ 1/2
0
(√
F (u)
u
− 1√
u
)
du = 0. (53)
To prove that, we first observe that∫ 1/2
0
(√
F (u)
u
− 1√
u
)
du =
∫ 1/2
0
εU(u)√
u(
√
1− εU(u) + 1) du.
Since the function U(u)√
1−εU(u)+1 is uniformly bounded in [0, 1/2] for ε sufficiently small
and
∫ 1/2
0
1√
u
du converges, it follows that (53) holds and therefore
lim
ε→0
σε(V (π)) = lim
ε→0
σε(0) =
∫ 1
0
1√
u
du = 2.
So (52) holds for α0 = π.
Proof of Theorem 3. It follows from Lemma 21 that Φ is a strict contactomorphism
from (∂Pε, λ) to (∂Xε, λ). So Φ induces a symplectomorphism(
(−δ,∞) × ∂Pε, d(etλ|∂Pε)
) ∼= ((−δ,∞) × ∂Xε, d(etλ|∂Xε)) , (54)
for δ > 0. We recall that the flow of the Liouville vector field induces symplectomor-
phisms between neighborhoods of R4 \ Pε and R4 \Xε and the two manifolds in (54)
for small δ, respectively. Therefore we obtain a symplectomorphism between neigh-
borhoods of R4 \ Pε and R4 \Xε. Therefore, by Gromov-McDuff [11, Theorem 9.4.2]
there is a symplectomorphism of R4 that maps Pε to Xε and whose restriction to
∂Pε is Φ. We observe that for varying ε, these symplectomorphisms define a smooth
family of symplectic embeddings Φε : Pε →֒ C2, whose images are Xε.
By Lemma 22, the domains Xε are nested and⋃
ε
Xε = int(X0).
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We would like to take the limit of the maps Φε, but we cannot do that in general,
because the maps Φε are not nested. Instead we use an argument from [9]. Let
{εn} be a decreasing sequence of real numbers converging to 0. Since Φεn−1(Pεn−1) ⊂
Φεn(Pεn), we have an isotopy of symplectic embeddings Φt ◦ Φ−1εn+1 : Pεn−1 → Pεn for
t ∈ [εn, εn−1]. By the symplectic isotopy extension theorem, we can extend it to an
isotopy of symplectomorphisms of Pεn for t ∈ [εn, εn−1]. We compose this isotopy
with Φεn and take t = εn−1 to obtain another symplectic embedding, denoted by
Ψn : Pεn → C2, with image Xεn such that
• Ψn|Pεn−1 = Φεn−1 ,
• Ψn = Φεn in a neighborhood of ∂Pεn .
So we can define the embedding Ψ∞ : int(PL) → C2 by Ψ∞(x) = Ψn(x) for x ∈
Pεn \ Pεn−1 . It follows from the properties above that Ψ∞ is smooth and that its
image is
⋃
εXε = int(X0).
3 Embedding int(X0) into E(4, 3
√
3)
In this section, we will prove Proposition 8. Before that, we recall some constructions
for toric domains. Let T (a, b) be a triangle with vertices at (0, 0), (a, 0) and (0, b).
Then XT (a,b) = E(a, b). Let T
′(a, b) be a translation of T (a, b) that is contained in
the interior of R2≥0. We let E
′(a, b) = XT ′(a,b). We note that a different choice of
T ′(a, b) induces a symplectomorphic XT ′(a,b). Therefore we do not need to specify the
translation as long as T ′(a, b) does not intersect the coordinate axes. We will write
B′(a) := E′(a, a), T ′(a) = T ′(a, a) and T (a) = T (a, a).
We now recall two facts about toric domains that will be important in what
follows.
Lemma 23. If Ω ⊂ R2+ does not intersect the axes and A ∈ SL(2,Z), then XΩ is
symplectomorphic to XA·Ω.
Lemma 24. For every ε > 0, there exists a symplectic embedding
E(a, b) →֒ (1 + ε)E′(a, b).
Lemma 23 follows from a standard calculation and Lemma 24 is a result of Traynor
[14], see also [8]. We also observe that E′(a, b) ⊂ E(a, b). Now let XΩ be a concave
toric domain and let w1 ≥ w2 ≥ . . . be its weight sequence as defined in §1.3. This
procedure also determines a decomposition of Ω into (nondisjoint) regions, which are
affine equivalent to triangles. We will now recall how to obtain the embedding (3).
Let ε > 0. By Lemma 24, B(wi) →֒
(
1 + ε2
)
B′(wi) for all i.
For every i, the interior of T ′(wi) is contained in a region of Ω after multiplying
by a certain number of matrices in{[
1 0
1 1
]−1
,
[
1 1
0 1
]−1}
⊂ SL(2,Z).
So (1 + ε2)B
′(wi) →֒ (1 + ε)XΩ, for every i and the images of these embeddings are
pairwise disjoint. Therefore we obtain the embedding (3).
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Ω3
Ω2
x1 w1 x2
y1
w1
y2
(a) The region Ω0:
x1 = 2,
w1 = 4,
x2 = 2π,
y1 = 2,
y2 = 2π.
x′2w2
y′2
w2
x′1
y′1
Ω5
Ω4
(b) The region Ω2:
x′1 = 2
√
3 + π/3− 4,
w2 = 3
√
3− 4,
x′2 = 2π − 4,
y′1 =
√
3− π/3,
y′2 = 2
x′′2w4
y′′2
w4
x′′1
y′′1
Ω7
Ω6
(c) The region Ω4:
x′′1 = 3
√
2+π
√
2/4−3√3,
w4 = 4
√
2− 3√3,
x′′2 = 2π − 3
√
3,
y′′1 =
√
2− π√2/4,
y′′2 =
√
3− π/3
Figure 3: The first weights of Ω0
We now state a simple lemma that will be useful in the proof of Proposition 8
and whose proof is a straightforward consequence of (1).
Lemma 25. Let A1, A2, B1, B2 be symplectic 4-manifolds such that ck(Ai) = ck(Bi)
for all k, for i = 1, 2. Then for all k
ck(A1 ⊔A2) = ck(B1 ⊔B2).
Proof of Proposition 8. By Theorem 5, it is enough to show that for all k,
ck(X0) ≤ ck(E(4, 3
√
3)). (55)
We recall that Ω0 is the region bounded by the coordinate axes and the curve (2). Let
w1 ≥ w2 ≥ w3 ≥ . . . be the weight sequence of Ω0. It follows from an easy calculation
that w1 = 4, see Figure 3(a). We obtain domains Ω2 and Ω3 by applying an affine
transformation to Ω0 \ T (4) as explained in §1.3. Moreover Ω2 and Ω3 are equal
since the curve (2) is symmetric with respect to the reflection across the line y = x.
In particular w2 = w3 and all the following weights come in pairs. Continuing the
calculation, we obtain w2 = w3 = 3
√
3−4, see Figure 3(b). Let Ω4 and Ω5 be the next
regions in this process obtained from Ω2, see Figure 3(b). We now observe that the
next weight coming from Ω4 is 4
√
2− 3√3. It turns out that w4 = w5 = 4
√
2− 3√3,
but we do not need this fact for what follows. Let Ω6 and Ω7 be the regions obtained
from Ω4, see Figure 3(c). We also let Ω˜5, Ω˜6 and Ω˜7 be the respective regions obtained
from Ω3. We note that Ωi and Ω˜i are equal for i = 5, 6, 7. It follows from Theorem 7
and Lemma 25 that
ck(X0) = ck
( ∞∐
i=1
B(wi)
)
= ck
B(4) ⊔ 2∐
j=1
B(3
√
3− 4) ⊔
2∐
j=1
B(4
√
2− 3
√
3) ⊔
7∐
j=5
(
XΩj ⊔XΩ˜j
) .
(56)
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AA
D
D
C
C
E
F
B
Figure 4: Fitting the triangles into T ′(1.607, 1.19)
A = T ′(0.512, 0.804), B = T ′(0.627, 0.304), C = T ′(0.16, 0.23),
D = T ′(0.464), E = T ′(0.304), F = T ′(0.323, 0.304).
We now observe that the first three terms in the weight decomposition of T (4, 3
√
3)
are 4, 3
√
3 − 4, 3√3 − 4. After three steps, the concave toric domain obtained by
the procedure explained in §1.3 is E(12 − 6√3, 3√3 − 4). Again, by Theorem 7 and
Lemma 25, it follows that
ck(E(4, 3
√
3)) = ck
B(4) ⊔ 2∐
j=1
B(3
√
3− 4) ⊔E(12 − 6
√
3, 3
√
3− 4)
 . (57)
From (56) and (57) we conclude that, in order to prove (55), it suffices to show that
ck
 2∐
j=1
B(4
√
2− 3
√
3) ⊔
7∐
j=5
(
XΩj ⊔XΩ˜j
) ≤ ck (E(12 − 6√3, 3√3− 4)) . (58)
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It follows from a simple calculation that
Ω5, Ω˜5 ⊂ T
(
2
√
3 +
π
3
− 4, 6− 3
√
3
)
⊂ T (0.512, 0.804),
Ω6, Ω˜6 ⊂ T
(
2π − 4
√
2,
√
2− π
√
2
4
)
⊂ T (0.627, 0.304),
Ω7, Ω˜7 ⊂ T
(
3
√
2− 3
√
3 +
π
√
2
4
, 4
√
3− 4
√
2− π
3
)
⊂ T (0.16, 0.23),
T (4
√
2− 3
√
3) ⊂ T (0.461) ⊂ T (0.464),
T (12−6
√
3, 3
√
3− 4) ⊃ T (1.607, 1.19).
From Theorem 7 and Lemma 25, we deduce that
ck(E(0.627, 0.304)) = ck(B(0.304) ⊔ E(0.323, 0.304)).
Using Lemma 25 and the calculations above, we conclude that (58) follows from the
existence of the embedding:
2∐
j=1
(
E′(0.512, 0.804) ⊔B′(0.464) ⊔ E′(0.16, 0.23))
⊔ E′(0.627, 0.304) ⊔B′(0.304) ⊔ E′(0.323, 0.304) →֒ E′(1.607, 1.19).
(59)
The embedding (59) can be constructed by hand. In fact, we can fit triangles of
the appropriate size corresponding to each domain in the left hand side of (59) into
T ′(1.607, 1.19), see Figure 4. Note that it is crucial to check that the two rectangles
obtained by taking two copies of A and D, respectively, do fit into T ′(1.607, 1.19),
which follows from a simple computation. Therefore the disjoint union of the induced
toric domains embed into E′(1.607, 1.19). So we have proved (59) and hence (58).
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