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Abstract 
Thermal lensing in optical systems for laser beam guiding and shaping is a highly up-to-date topic 
touching many fields of science and application. The development of thermally stable optical 
systems requires, from an engineering point of view, the improvement of current simulation 
models to enable a comprehensive modeling of thermal lensing in order to enable the 
optimization of optical systems in the early design stage. 
For the first time, this dissertation enables a holistic modeling of thermal lensing due to 
arbitrary temperature profiles based on numerical methods for a mathematically and 
physically valid coupling of thermo-mechanical and optical simulation tools. Based on these 
developments, simulative and experimental analyses of thermal lensing are conducted and 
methodologies for the compensation of thermal lensing and the derivation of material data 
based on a sophisticated combination of measured and simulated values are derived. 
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Zusammenfassung 
Thermische Linsenwirkung in optischen Systemen zur Führung und Formung von Laserstrahlung 
ist nach wie vor ein aktuelles Thema, das Forschung und Anwendung vielfach tangiert. Die 
Entwicklung thermisch stabiler optischer Systeme erfordert, aus ingenieurswissenschaftlicher 
Sicht, heutige Modelle dahingehend zu erweitern, dass eine vollständige Modellierung 
thermischer Linsen ermöglicht wird, um damit eine Systemoptimierung bereits in der 
Designphase zu ermöglichen. 
Im Rahmen dieser Dissertation wurde erstmalig ein allgemeingültiges Modell zur Beschreibung 
thermischer Linsenwirkung bei beliebigen Temperaturverteilungen entwickelt, welches über 
numerische Methoden eine mathematisch gültige und physikalisch präzise Kopplung thermo-
mechanischer und optischer Simulationspakete ermöglicht. Darauf aufbauend wurden 
simulative und experimentelle Untersuchungen zu thermischen Linsen durchgeführt und davon 
ausgehend Methodiken zur Kompensation thermischer Linsenwirkung sowie zur Ableitung von 
Materialdaten aus der gezielten Kombination von Mess- und Simulationsdaten entwickelt. 
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1  Introduction 
For the past few years high-brilliance solid-state laser beam sources with average power in 
the kW range have been progressively establishing and increasing the potential of numerous 
applications in laser material processing, especially in cutting, welding and rapid 
manufacturing processes [1–3]. High-brilliance laser sources provide improved beam quality 
which can increase product quality through smaller focal sizes or larger Rayleigh ranges [4]. 
High photon densities lead to a fast energy transfer, thus to an increased processing speed 
and reduced cycle time [5]. Additionally, these beam sources enable more stable processing 
in the field of highly dynamic remote applications [1,6,7]. 
However, the ongoing improvement of laser beam sources pushes optical systems to their 
limits. Increased power is accompanied by thermo-optical deteriorations in optical systems 
used for laser beam guiding and shaping [8–10]. Thereby, the absorption of a small amount of 
the transmitted laser energy (typically < 0.2 %) produces an inhomogeneous temperature field 
within the involved components and directly impacts geometrical as well as optical properties, 
such as the index of refraction [10–16]. 
Thermo-optical stability is extremely important in order to exploit the full potential of present 
and upcoming laser systems. However, despite optical designs arising from powerful ray 
tracing simulation tools, those tools are still not able to fully consider thermo-optical effects. 
The results are optical systems that nominally provide perfect imaging quality but are subject 
to unpredictable deteriorations when used in combination with high power laser systems. 
Classical design athermalization methods aim to enhance the optical stability at different 
ambient temperatures. However, these methods have only a limited benefit in combination 
with thermal gradients. 
The aim of this dissertation is therefore to extend the state of the art by providing a holistic 
approach encompassing thermal lensing in current ray tracing simulation tools. Based on the 
model to be developed compensation strategies for thermally affected optical systems are to 
be identified and the experimental proof of concept has to be given. 
As depicted in Fig. 1 the main part of this thesis is bipartite in structure. While chapter three 
provides information on the model development, chapters four and five deal with the 
application of the model. The application is split again into the development of compensation 
strategies (chapter four) and complex model applications which can be found in chapter five.  
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Fig. 1: Structure and content of this dissertation 
A holistic thermo-optical simulation model is not limited to laser induced thermal lensing. 
Besides the high power laser domain another large and important area that strongly suffers 
from thermally affected lenses is illumination technology. Moreover, other areas which are 
confronted with refractive index distributions can be addressed. These can be applications 
suffering from thermal gradients, such as space telescopes, or domains, like injection molding 
of plastic lenses, applying inhomogeneous materials in optical systems. 
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2 State of the art 
This chapter will briefly discuss the effect of thermal lensing and present published methods 
for compensation and simulation of thermally induced optical aberrations. 
2.1 Thermal lensing 
The term thermal lensing describes a change in optical properties of optical components due 
to inhomogeneous temperature changes and is illustrated in Fig. 2.  
 
Fig. 2: Thermal lensing in an optical system for laser beam guiding and shaping 
It can affect not only the processing where it leads to defocus and higher aberrations, but can 
also influence a possible coaxial process observation and control, which partly uses the same 
components as for the processing [17]. 
A heating of refractive components due to absorption of the transmitted laser power leads to 
an inhomogeneous temperature increase, influencing the temperature dependent refractive 
index and mechanical properties of the material with direct impact on the optical quality. 
Basically, three main effects contribute to the thermal lens [10,18]: 
 local refractive index variation due to inhomogeneous temperature change: ݀݊/݀ܶ 
o homogeneous temperature increase 
o overlay with inhomogeneous thermal gradients 
 change of optical power due to thermally induced geometrical changes: ݈݀/݀ܶ 
o change of lens thicknesses 
o change of lens curvatures 
 local refractive index variation due to thermally induced stresses: ݀݊/݀ߪ by ݀ߪ/݀ܶ 
These three effects always occur simultaneously but have different impacts on the resulting 
thermal lens. In the domain of laser crystals, about 75 % of the effect is dominated by the 
thermally induced gradient index (GRIN) profile, 19 % comes from stresses and only 6 % is of 
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geometrical origin [19]. In the case of fused silica, the main material used in high-power laser 
applications, the comparatively small coefficient of thermal expansion (CTE) leads to the fact 
that even more than 91 % of the effect is due to ݀݊/݀ܶ [10]. In contrast to laser crystals, lens 
elements in general are rather short and loaded with comparatively low power densities. 
Furthermore, they are not designed to absorb the laser power but to transmit it. Since stresses 
become less important, the term thermal lens will be mainly used in this dissertation for the 
dominating GRIN effect and will include also deformation for some materials. 
When analyzing the GRIN effect, it becomes clear, that the thermal gradient has the 
dominating influence over the homogeneous temperature increase. In particular, when 
investigating a plane surface plate, a homogeneous variation of the refractive index leads to 
no change in ray direction for a collimated incoming beam (Fig. 3 left). However, an 
inhomogeneous variation of the refractive index, induced by thermal gradients, for instance, 
has a direct impact on the refraction of light and can lead to a focusing (Fig. 3 right) or 
defocusing behavior. The GRIN profile forces the rays to follow a curved path within the 
material, which can be compared to the path of an accelerated particle in a gravitational field. 
 
Fig. 3: Comparison of the optical behavior for a homogeneous and an inhomogeneous 
refractive index variation in a plane surface plate illuminated by a collimated beam 
This behavior can be explained by Fermat’s principle, according to which light always 
propagates on the path of least time. Today’s ray tracing simulation software can evaluate 
GRIN profiles by calculating an explicit formulation of this principle [20]. The evaluated 
differential equation (1), with ݊(ݎԦ) being the refractive index at a given position vector ݎԦ and 
݀߬ as an infinitesimal section along the ray path, denotes that a variation of the refractive 
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index results in a change of ray direction. Moreover, the curvature of the ray path is 
determined not only by the refractive index, but also by its gradient.  
    2dr n r n rd  
    (1) 
The relationship between temperature and the refractive index can be expressed by the 
thermo-optic coefficient ݀݊/݀ܶ. In particular, in literature there are two values for this 
coefficient: one describes relative changes (݊௥௘௟) of the material’s refraction referring to the 
refraction of air at the same temperature, while the other describes absolute changes (݊௔௕௦) 
[21]. In the case of a homogeneous heating of the surrounding environment, the relative value 
is suggested since the refraction at the interface air-glass is affected, while the 
inhomogeneous refractive index profile – as expected here – requires the absolute value since 
the refraction within the material is affected. This is very important, since in some cases those 
two values even differ in the leading sign. 
Based on this and neglecting stresses, the refractive index at a given temperature can be 
calculated by 
      0 , .absdn Tn T n TdT
    (2) 
Thereby, ݊଴ is the refractive index at 20 °C room temperature which can be computed at a 
given wavelength ߣ by the Sellmeier dispersion formula [21] given by eq. (3). 
   230 2
1
1i
i i
Bn
C
    (3)  
The coefficients ܤ௜ and ܥ௜ are fitted on experimentally determined data and are usually 
provided by glass manufacturers. The thermo-optic coefficient itself is often assumed to be 
almost constant in a certain range, but can also be expressed more precisely according to 
[21,22] by 
     
2
0 2 0 1
0 1 2 2 2
0
, 1 22 3
2
abs
tk
dn T n E E TD D T D T
dT n
 
  
          
 (4) 
which is a derivation of a Sellmeier-based equation with respect to the temperature and 
contains the experimentally derived coefficients ܦ௜, ܧ௜ and ߣ௧௞. In this case, eq. (2) has to be 
modified to consider the integrated version of eq. (4) with respect to the temperature increase 
which leads to 
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    0n T n n    
with  
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0
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n E E Tn D D T D T T
n

  
            
  
2.2 Compensation of thermal lensing 
The effect of thermal lensing first observed by Gordon et al. [23] in 1965 is usually considered 
for the design of laser resonators [19,24–29]. In the 80s and 90s, thermal effects are 
investigated in optical systems for laser beam guiding and shaping for CO2 laser applications 
[30–34]. Since the choice of optical materials for 10.6 µm is very limited, no passive 
compensation can be found in literature. Hence, the main research interests in that time was 
the estimation of the thermal defocus for adapting the working distance in the laser process. 
The large refractive index of ZnSe leads to few lens elements in the system with low lens 
curvatures and enables the use of analytical thermal equations known from the design of laser 
resonator rods [18,19]. The research in this field was widely ceased for a long time until 
current high brilliant laser sources in the area of 1 µm started to establish in many domains 
and brought the topic back to the agenda [4,7–13,16,35–46]. The numerous amount of recent 
publications on thermal lensing in optical systems for high power laser applications already 
demonstrates the high brisance of this topic nowadays. The large choice of optical materials 
holds out the prospect of finding passive compensation strategies, which are mandatory for 
maintaining the generated beam quality at low cost and effort. 
When analyzing the current literature, compensation methods can be divided into three main 
categories: design optimization, active compensation and passive compensation. 
2.2.1 Design optimization methods 
A reduction of thermal lensing can be achieved by cunning optical design. One method which 
has already successfully been applied in the domain of CO2 lasers is the use of reflective 
instead of refractive elements [8]. Although even mirrors absorb a small amount of the 
incident power, thermal lensing occurs in mirrors only as deformation, not as a GRIN profile. 
Moreover, the cooling conditions can be realized more efficiently than for lenses, since mirrors 
can be cooled close to the heat source (same principle as applied on thin disk lasers), while 
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lenses can only be cooled at their edge, efficiently. Anyway, since mirrors are not always the 
elements of choice, the optimization of lens systems also has to be considered. According to 
[8] there are two further design possibilities for reducing the thermal lens: reducing the 
absorbance of the lens material and reducing the amount of lenses in the system. 
A reduction of the absorbance can be achieved by the right choice of lens materials (e.g. fused 
silica). Reichmann et al. [47] present an F-Theta objective of high quality fused silica with a 
focal shift, measured under laboratory conditions, of 0.05 Rayleigh ranges at 4 kW multi mode 
laser power. However, the focus shift scales with the inverse of the beam quality, meaning 
that a single mode laser with an ܯ² = 1 instead of ܯ² ≈ 10 would already be at about 0.5 
Rayleigh ranges focus shift.  
Moreover, Reichmann et al. [47] also state that it’s not only the bulk material absorbing laser 
energy, but it’s also the coatings and other near-surface absorption effects which are 
essential. Also Hentschel [42] and Roche [48] analyze the absorbance of different substrate 
materials with and without coatings and confirm a large impact on the total absorbance of a 
lens. Additionally, Roche et al. [48] also observe a strong dependency on the coating material, 
the deposition technique, internal stresses, purity of the surfaces and the residual pressure in 
the vacuum processes. Also the amount of –OH content is discussed repeatedly in literature. 
Carpenter et al. [45] analyze bulk and coating absorbance values for different fused silica 
materials and assume that the bulk absorbance strongly correlates with the –OH content. 
Hentschel [42] also discusses this problem but measures a lower focal shift for Corning 7980 
(C7980) with about 1000 ppm than for Infrasil 302 with only 8 ppm. He states that a larger –
OH content even reduces local density fluctuations [42] which might be the reason for a more 
stable thermal behavior. Anyway, since this does not explain why Suprasil 3001 with 1 ppm of 
–OH content is superior to the other two materials in the experiments of [42], a synthesis of 
the two contradicting statements might be that it’s not only the –OH content which is relevant 
for the thermal behavior. Other impurities, which are 26 times larger in the case of Infrasil 302 
compared to C7980 [42], might be dominant for the absorbance. 
Hence, a thermally stable optical design depends on the quality of the bulk material and the 
applied coatings. Additionally, this condition has to be maintained so that dust has to be kept 
out of the system using easy and fast exchangeable protective windows or cross jets [8,10]. 
Furthermore, since the thermal lens is dependent on the thermal gradient (cf. eq. (1)), it is 
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recommended to fully illuminate the optical components to reduce the power densities, thus 
the thermal gradients and so the focal shift [8]. However, as will be discussed in section 4.5, 
reduced power densities do not necessarily reduce the impact on the focal shift. 
2.2.2 Active compensation methods 
Besides optimizing the design, also active compensation can be applied in order to reduce 
thermal lensing. Already in the late 1970s, active mirrors are used in combination with laser 
applications to compensate for misalignment errors [49]. In the 1990s Greiner et al. [50] use 
an adjustable curvature mirror inside a solid-state laser cavity to flexibly manipulate the 
wavefront at different power levels. A similar approach is given by Kudryashov in [51] who 
discusses a method for intracavity excimer laser beam control by using bimorph mirrors for 
active compensation of thermally induced aberrations. More examples for the application of 
adaptive mirrors in the context of thermal lensing can be found in [52–56]. 
Besides using deformable mirrors also lens positions can be altered to compensate for effects 
of thermal lensing. Pütsch et al. [57] discuss a method of mounting a telescope lens onto a 
piezo actuator and correct its position based on the evaluation of a CCD signal in a real-time 
control loop. Thus, the focal position can be kept constantly in space. 
Despite of these methods being very promising, they all require electro-mechanical devices 
with complex control circuits and make compensation expensive.  
2.2.3 Passive compensation methods 
The most challenging and aspired solution is a passive compensation of thermal lensing. 
According to eq. (2) the thermal lens is dependent on the thermo-optic coefficient, which is 
positive for most lens materials, such as fused silica, but can also be negative for a handful of 
glass types and crystalline materials. A negative thermo-optic coefficient reduces the local 
refractive index with increasing temperature and reverses the effect: the incoming beam is 
defocussed. A balancing of occurring positive and negative thermal aberrations in the system 
can theoretically lead to a perfect compensation of thermal lensing. The ideal state requires a 
passive compensation of the focus shift and other thermally induced aberrations, 
independent on power or time. 
Graf et al. [58–60] discuss an approach for a passive compensation of thermal lensing in a laser 
resonator. A compensating liquid layer is introduced with a large negative thermo-optic 
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coefficient to compensate for occurring positive thermal lenses in the laser crystal at different 
power levels. This principle has recently been adapted by Piehler, Graf et al. [46] to 
compensate for thermal lensing in optical systems for beam guiding and shaping. In particular, 
protective windows have been analyzed for a possible static and transient compensation of 
thermal lensing. A combined window consisting of CaF2, Sapphire and an index matching fluid 
has been investigated in order to show the self-compensation of the element, which is to be 
achieved by balancing the contributions to the optical path difference (OPD). According to [46] 
besides thermo-optic coefficient and coefficient of thermal expansion (CTE), also the thermal 
conductivity has to be balanced in order to achieve a similar transient behavior of the different 
components. Since besides thermal conduction, also heat capacity and density influence the 
transient behavior, the statement of [46] is not exhaustive. For a compensation, it is sufficient 
to balance the thermal behavior, which can also be realized for materials with completely 
different thermal conduction values. This approach will be discussed in detail in section 4.6. 
Scaggs et al. try to achieve a passive compensation based on a combination of fused silica and 
fluoride glasses [41]. Despite of the basic principle being very expedient, the conducted 
simulations contain only homogeneous variations of the ambient temperature and are 
therefore not meaningful at all. However, it is evident that the exchange of fused silica 
materials (positive ݀݊/݀ܶ) with fluoride materials (negative ݀݊/݀ܶ) definitely reduces the 
thermal lens. 
2.3 Simulation of thermal lensing 
Classical athermalization of optical systems in the sense of designing optical systems for 
application under different ambient temperatures can be computed in any ray tracing 
software nowadays. The optimization on different conditions simultaneously enables the 
design of thermally stable systems under homogeneous conditions. 
Although the consideration of arbitrary thermal gradients is also generally possible in terms 
of ray tracing evaluation algorithms [20], there is currently no generally applicable and 
available solution for providing the necessary thermal data for the computation. The distinct 
numerical methods of the required software packages (ray tracing and Finite-Element Analysis 
FEA) lead to the fact that a data exchange is associated with complex data preparation in order 
to achieve the required specifications. 
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Previous publications on this topic can be divided into two categories: integrated structural, 
thermal and optical computations or the development of interface algorithms between FEA 
and ray tracing. 
2.3.1 Integrated ray tracing computation 
The most prevalent integrated computation method is the use of analytical equations for 
estimating the temperature distribution. Tangelder et al. [31] implement a simplified radial 
gradient based on a parabolic polynomial. Although this estimation neglects the impact of lens 
curvatures, cooling strategies and coating absorbance, a rough approximation of occurring 
thermal lensing can be given. However, error accumulation in multi-lens systems increases 
uncertainties and leads to imprecise results. 
Hong et al. [61] use a more complex but still simplified analytical model for computing radial 
GRIN effects. Moreover, FEA computed deformation is fitted by aspheric coefficients and also 
integrated into the model. 
Moritz [62] provides a significant improvement by describing the temperature flow within 
curved lenses by analytical means. Anyway, though this model is already very complex, plenty 
of details cannot be modeled, yet. Effects such as temperature dependent heat conduction, 
asymmetric heat loads or deformation remain to be implemented. 
Another possibility of analyzing thermal lensing are FEA packages with integrated optical 
evaluation or optical software packages with integrated Finite-Element Method (FEM) 
computation. In 1990 Borik et al. [33] use an FEA software with the ability of computing optical 
path differences. Though this method does not allow an exhaustive evaluation of lens systems, 
the thermal conditions can be modeled very precisely. A similar solution is given by Hoff et al. 
in 2011 [63] who developed the open FEA-tool Cielo capable of evaluating optical properties. 
In 1994 Weck et al. [30], however, integrate a simplified FEA algorithm into an in-house ray 
tracing simulation software. Thus, they keep all ray tracing evaluation algorithms, though 
losing precision and flexibility in FEM computation. 
2.3.2 External data interfaces 
A method for keeping the precision and possibilities in both FEA and ray tracing requires data 
interfaces to exchange information between these distinct software packages. Bürckner-Koydl 
et al. in 2010 [38] integrate approximation algorithms into their in-house ray tracing software 
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in order to calculate refractive index values also at locations between given FEA grid nodes. 
However, details on this algorithm are not published and can therefore not be evaluated. 
A similar solution is mentioned by Reichmann et al. in 2012 [47], who compute fitting 
parameters for given FEA data in MATLAB and transfer the analytical refractive index 
distribution into the ray tracing software Zemax using a C++-based interface. Again no details 
on this algorithm are published and can therefore not be evaluated. 
Genberg et al. [64] discuss interface algorithms for importing information from FEM 
computation into ray tracing software by using a physical substitute model. Within the 
developed software, a computation of optical path differences due to the thermal profile is 
achieved and mapped onto a surface deformation. Thus, the evaluation is precise for one 
given condition but not to be used if multiple conditions occur simultaneously. These 
conditions could be the usage of multiple wavelengths or multiple beams passing the lens 
simultaneously in different directions. In 2008 Michels, Genberg et al. [65] admit that a 
physically more appropriate description of the GRIN profile might be required and discuss in 
2011 the idea of a first implementation in more detail [66]. However, their basic algorithm 
maps scattered data from FEA onto a regular grid and applies conventional interpolation 
algorithms onto that grid. Though details on the mapping are not available, two possibilities 
are conceivable: Either the mapping is an approximation, then precision is lost in this step, or 
the mapping is computed based on the FEM basis functions, then the procedure requires 
information which only distinct FEA software packages provide to the user. 
In 2013 Mazzoli et al. [67,68] also use an FEA-integrated interface to communicate data 
directly to a ray tracing package. However, this interface uses forth-order polynomial least-
squares approximation algorithms for the GRIN description and is therefore only able to 
consider rotational symmetric grin profiles. 
A similar problem is also described already in 1993 by Chmelík et al. [69], who discuss 
interpolation methods for ray tracing in electrostatic fields based on finite element results. 
Though the developed local interpolation algorithm for irregularly spaced data is very precise, 
it requires information on the node connections of the FEA mesh and lacks of a method of 
recombining the distinct local interpolations into an overall continuously differentiable 
equation for the electrostatic field description, which would be required for a physically 
correct solution. 
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2.4 Conclusion  
Based on the state of the art, following deficits in the analysis and the compensation of 
thermal lensing can be stated: 
 simulation 
o established standard in optical simulation in the context of thermal effects is only 
an optimization onto multiple ambient temperatures without thermal gradients 
o integrated ray tracing computations of thermal gradients extend the standard 
computations mainly based on simplified analytical models with limited application 
range and precision 
o non-available holistic approach for interfacing FEM-simulated arbitrary 
temperature profiles with optical simulation 
 compensation 
o design optimization methods are currently applied in order to reduce thermal 
lensing, though a complete suppression is not possible 
o active compensation methods are possible, though always accompanied by 
complex setups and sophisticated control circuits 
o despite of passive compensation being discussed in literature, an exhaustive 
analysis of the interplay of multiple effects (absorbance in bulk and coating, cooling 
conditions, transient effects, ...) and a methodology for the compensation of 
thermal lensing is still missing 
Although methods for compensation in different application areas are presented, thermal 
effects are still hard to estimate in advance and often require a prototype for the 
characterization. Since all available solutions for coupling thermal and optical simulation have 
either certain simplifications or are not accessible and evaluable since being company-
developed, the development of a simulation model, valid for arbitrary thermo-optical analyses 
is required. 
However, the development of a simulation model is only the first step towards a transient 
compensation of thermal lensing. As depicted in Fig. 4, also strategies and methods for the 
design of thermally stable systems and for the subsequent measurement of the real behavior 
are required. Moreover, most important is material data, particularly absorbance values for 
bulk and surfaces, as without a simulation model is worthless. 
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Fig. 4: The three pillars for combating thermal lensing 
The work presented in this dissertation enables the calculation of arbitrary thermally induced 
optical effects in chapter 3 and thus reduces development times and harnesses economical 
saving potentials. Based on the developed model, single effects and their mutual influences 
are discussed and a methodology for designing thermally stable systems and compensating 
thermally affected systems is derived in chapter 4. Finally, chapter 5 gives examples of 
different application scenarios including asymmetric problems in the domain of optics and 
lasers and the work concludes with an outlook on further research topics in chapter 6. 
Although this work is focused on solid-state laser applications with wavelengths around 1 µm, 
the simulation model and the design principles are also valid for other applications, such as 
the 10 µm wavelength range of CO2 lasers. 
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3 Development of a combined thermal and optical (TOP) simulation model  
As discussed in chapter 2, current ray tracing software is able to evaluate media with gradients 
in refractive index but has only very limited possibilities of defining arbitrary thermal profiles. 
Thus, a holistic approach for interfacing FEM-simulated arbitrary temperature profiles with 
optical simulation is required and will be developed in this chapter. 
The development of an interface software between FEA and ray tracing is mandatory for 
analyzing arbitrary thermal distortions in optical systems for laser beam guiding and shaping. 
As depicted in Fig. 5, different absorbance values for bulk and coating, asymmetric loads for 
heating and cooling as well as variable beam profiles make FEM simulation indispensable. 
 
Fig. 5: Requirements on thermal simulation 
The basic idea for the combination of thermal and optical analysis is to rely as far as possible 
on available established software for FEA and ray tracing and develop a numerical interface 
between those packages. Since those tools are based on different calculation methods, mesh 
discretization and data types [63], an interpolation or approximation method for discrete FEA 
data is necessary which satisfies the ray tracing expectations as depicted in Fig. 6. 
 
Fig. 6: Coupling of FEA with ray tracing simulation by using data approximation techniques  
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These expectations are given by eq. (1) on page 15, which says that the evaluation of GRIN 
media in ray tracing requires the multiplication of the local refractive index with its gradient. 
Hence, a linear interpolation between the data points leads to discontinuities in the gradient 
and thus to errors in wavefront computations and further optical outputs with high precision 
requirements. 
Therefore, interpolation is only allowed if polynomials of degree two or higher are applied. 
Interpolation is a particular case of approximation, differing at the given data points ௫݂೔, 
whereby the difference 
               
ii x i
f x f x      
to the fitted curve ݂ (ݔ௜) must be ߝ = 0 in the case of interpolation. A graphical representation 
for a cubic spline1 interpolation and a polynomial approximation is given in Fig. 7.  
 
Fig. 7: Difference between spline interpolation and polynomial approximation of degree 4 
Interpolation algorithms can be applied easily if the available data is regularly distributed in 
space. However, usual meshes in FEA lead to scattered data, a randomly distribution of data 
in space, and make interpolation very complex. Moreover, since FEA data is not free of noise 
(e.g. imprecision in the resulting temperature), interpolating methods would support the 
effect of error propagation and are therefore not the tool of choice. 
As depicted in Fig. 8, the final coupling of thermal and optical analysis is based on three steps.  
                                                      
1 smooth function with minimal total curvature 
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Fig. 8: Steps for combining thermal and optical simulation 
First, the optical designer should be able to use any FEM simulation software, such as ANSYS 
or COMSOL, and requires only a data file containing discrete coordinates and temperature 
values. Second, this data is loaded by the approximation interface software (sections 3.1 and 
3.2) which has to provide an at least C1-continuous2 function of the temperature distribution 
for maintaining a C0-continuity in the disturbance function of the differential equation (1) (cf. 
section 2.1) and guarantee a physically valid solution. Third, based on this information, any 
ray tracing software, such as Zemax or CodeV, can evaluate GRIN media. Therefore, the 
developed Dynamic Linked Library (DLL) accesses the temperature distribution and calculates 
the required local refractive index and its derivatives in combination with the attached 
material data [70]. 
For the evaluation of the following algorithms, a numerical example is mandatory. This 
example has to be analytically solvable in order to provide a basis for comparison to numerical 
results and concurrently offer strong gradients to constitute a worst case scenario in optical 
design. Thus, all evaluations in this chapter are conducted in the context of a virtual laser 
crystal – a numerical example already used in [71].  
The procedure for the evaluation of simulated results is depicted in Fig. 9. 
                                                      
2 Cn continuity: function and derivatives continuous up to the nth order 
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Fig. 9: Procedure for comparing simulated to theoretical values 
The nominal value for comparison is calculated by implementing the analytical temperature 
distribution (cf. [31]) given by  
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 (5) 
directly into the ray tracing software using a DLL. As an example, an incoming collimated laser 
beam of 2 ∙ ݎ஻ = 1	݉݉ in diameter is focused only by the thermal lens generated in the laser 
crystal (cf. Fig. 10).  
 
Fig. 10: Schematic drawing of the impact on the laser beam by the laser crystal in cold (top) 
and heated state 
Further values and given boundary conditions can be found in [71] and are omitted here, since 
122.672 mm
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they are not important for the general understanding of the following analysis. The 
implementation of eq. (5) in ray tracing results in a back focal length of 122.672	݉݉ (cf. Fig. 
10) and is therefore taken as the target value. 
The focus in all analyses within this work is defined as the position of the smallest RMS beam 
diameter. The back focal length is the distance from the last optical surface to the focal 
position. 
For the evaluation of the numerical approximation algorithms, the analytical temperature 
distribution of eq. (5) is regularly sampled with different densities (400 to 40,000 data points, 
cf. Fig. 11), whereby the sampled values are used afterwards for the reconstruction of the 
overall temperature distribution in the approximation process. 
All analyses in this chapter are conducted with noise-free data, since the used data is 
generated by sampling an analytical temperature distribution. The influence of noise, as 
arising from FEM computations, has also been analyzed and discussed in a previous 
publication [71]. Therefore, the term scattered data will always be used in the meaning of 
randomly spaced data. 
  
Fig. 11: Schematic drawing: Data sampling (red points) of the analytical temperature 
distribution of the thermally loaded laser crystal  
There are numerous amounts of data approximation techniques with many different 
variations and applications. Particularly the domains of computer graphics and pattern 
recognition provide efficient techniques with progressive technical capabilities. The most 
common techniques are the least squares optimization and the B-Spline methods. Coombe 
[72] gives a detailed overview of different least squares techniques including their pros and 
cons. Based on his discussion, a weighted least squares approximation is selected, modified 
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and adapted for this application in section 3.2. For comparison, a second algorithm based on 
Multilevel B-Spline techniques is selected, adapted and applicated in the following section. 
3.1 Multilevel B-Spline Approximation (MBA) algorithm 
An algorithm, capable of providing smooth functions with the required continuity properties, 
is the MBA algorithm, originally developed in the field of computer graphics [73]. Since Lee et 
al. [73] discuss besides mathematical formulations also sequences of calculation steps and 
matters of memory management, it is not only a mathematical method, but also a concrete 
algorithm. The algorithm can be subdivided into an approximation with B-splines3 (BA 
algorithm) followed by multiple iterations with higher accuracies and their combination (MBA 
algorithm). 
In the following, the BA and MBA algorithms will be presented in short on the basis of [73,74] 
and always discussed in terms of applicability on the current problem. 
3.1.1 B-Spline approximation (BA) algorithm 
The BA algorithm approximates a given dataset ܲ = ሼݔ෤, ݕ෤, ܶ(ݔ෤, ݕ෤)ሽ on a rectangular domain 
Ω = ሼݔ, ݕ ∈ ℝ; 	݊,݉ ∈ ℕ	|	0 ≤ ݔ < ݊,			0 ≤ ݕ < ݉ሽ [73]. Therefore, a transformation of the 
scattered data points by 
   minmax min
x x
x n
x x
  
 
    
is necessary for scaling ݔ෤ and ݕ෤ into the domain Ω. As depicted in Fig. 12, the required B-spline 
function is defined within this domain by the control lattice Φ. If a C2-continuous function is 
desired to describe the data points, (݊ + 3) ∙ (݉ + 3) control points are required with 
−1 ≤ ݅ ≤ ݊ + 1 and −1 ≤ ݆ ≤ ݉ + 1, while each control point has an associated value 
߶௜௝ ∈ ℝ which effectively scales the local basis function. 
                                                      
3 special set of splines with certain basis functions (cf. section 3.1.1) 
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Fig. 12: Design of the domain Ω and the control lattice Φ 
The resulting B-spline function ݂, approximating the temperature ܶ, can be expressed by 
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with ݏ = ݔ − ہݔۂ, ݐ = ݕ − ہݕۂ, ݅ = ہݔۂ − 1 and ݆ = ہݕۂ − 1. Thereby, ܤ௞/௟ are the B-spline 
basis functions, which can be derived by the de Boor recursion formula [75] and are in 
particular 
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For any given location, ∑ ∑ ܤ௞(ݏ)ܤ௟(ݐ)ଷ௟ୀ଴ଷ௞ୀ଴  is always 1 since 0 ≤ ݏ, ݐ < 1. This behavior is 
illustrated for 1D in Fig. 13 and also valid for 2D and higher dimensions. 
 
Fig. 13: B-spline basis functions in an interval of -2 to 2 for 1D case 
The computation of the approximating function of a scaled dataset ܲ = ሼݔ, ݕ, ܶ(ݔ, ݕ)ሽ 
requires the computation of the case of interpolation for each data point ௖ܲ first. In this case 
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only one data point and its surrounding 4 × 4 control points are considered. Thereby, the 
under-determined problem 
 
3 3
0 0
c kl kl
k l
T  
 
   
with ߱௞௟ = ܤ௞(ݏ)ܤ௟(ݐ) has to be solved by minimizing the squared sum of all control points 
(∑ ∑ ߶௞௟ଶ → ݉݅݊ଷ௟ୀ଴ଷ௞ୀ଴ ). The value of those control points can be computed by 
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The resulting approximation function is ݂(ݔ௖, ݕ௖) = ௖ܶ(ݔ௖, ݕ௖) in this case. 
For the case of more than one data point within the proximity area of a 4 × 4 control grid, the 
overall function is an approximation of all ܿ data points inside. Each data point influences the 
surrounding grid and provides a value for ߶௞௟ according to eq. (6). Since each control point 
߶௜௝ consists only of one scalar value, the multiple values ߶௞௟,௖ for the same position have to 
be combined. This is an over-determined problem which is solved by minimizing 
∑ ൫߱௞௟߶௜௝ − ߱௞௟߶௞௟൯ଶ௖ . The required derivation leads to 
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
 . 
This equation simplifies to the interpolation (߶௜௝ = ߶௖) in the case of only one data point being 
in the proximity of the control point ߶௜௝. 
This procedure contains no global optimization. Already two data points in the proximity of a 
4 × 4 control grid with 16 degrees of freedom will result only in an approximation and no 
interpolation. The qualitative example in Fig. 14 points out this behavior based on four data 
points randomly distributed in space and evaluated on a 4 × 4 grid with	݊ = ݉ = 1.  
 
Fig. 14: Approximation with ݊ = ݉ = 1 of four randomly distributed data points 
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An increased density in the approximation grid improves the result and reduces residuals 
down to the interpolation case. On the other hand, as depicted in Fig. 15, the interpolation in 
the standard BA method can easily produce strong oscillations between the given data points 
and thus diminish the physical validity of the generated function.  
 
Fig. 15: Interpolation with ݊ = ݉ = 8 (left) and ݊ = ݉ = 16 (right) of data from Fig. 14 
In other words, the reduction of mathematical residuals leads to a reduction of the physical 
plausibility. Hence, the multilevel approach, discussed in the following section, is chosen for 
bypassing this problem and reducing approximation errors while maintaining the physical 
correctness.  
An optimized evaluation of the BA algorithm, also necessary for the MBA algorithm, is waiving 
of time-consuming data sorting algorithms and is described in detail in [73]. 
3.1.2 Multilevel extension 
Since the BA algorithm can result in high oscillation, an extension to MBA [73] is pursued. This 
provides smoother functions and is more appropriate to generate physically valid solutions. 
The MBA algorithm starts with the BA algorithm and calculates the difference between each 
data point and the generated function. Afterwards, the residuals are taken as new data points 
and are approximated on a finer data grid with ݊ and ݉ being doubled each time (cf. Fig. 16). 
 
Fig. 16: Design of the hierarchy of the control lattice Φ௜  
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The level of approximations ℎ describes the number of refinement steps. The case of ℎ = 0  
equals the BA algorithm. Finally, the resulting function ݂ = ∑ ௜݂௛௜ୀ଴  is calculated as the sum 
over all single approximations ௜݂ on each level. Since a sum of functions with certain continuity 
properties keeps their characteristics, the resulting function is also C2-continuous. 
Fig. 17 depicts the influence of multiple levels on the output function. 
 
Fig. 17: Approximation with ݊ = ݉ = 1, ℎ = 1 (left) and ℎ = 2 (right) of data from Fig. 14 
In the case of many dense data points as in FEM simulations, large numbers of levels are to be 
preferred. At the same time, a high number of levels leads to high memory requirements, 
which can go up to the GigaByte range at about 12 levels in 2D. For arbitrary temperature 
distributions, an extension to 3D is required, being implemented following the details of [76], 
which explains the necessary mathematical formulations for larger number of dimensions. 
Further improvements might be achieved by reducing memory problems using adaptive 
methods for the refinement [77]. Moreover, if small oscillations occur, a final smoothing step 
of the control point values can be considered. Anyway, since the major benefit of this 
algorithm is the high computation speed (cf. section 3.1.3), further mathematical 
improvements, which would increase the computation time, are not implemented. 
3.1.3 Evaluation in optical simulation 
Based on the laser crystal example discussed before, an optical evaluation is conducted. Since 
with an increasing number of levels the residuals decrease, it can be expected, that the optical 
results improve. Fig. 18 depicts a comparison of the density function of different 
approximation levels ℎ in terms of focal length. Each diagram contains ܰ = 181 evaluated 
simulations which result from varying the number of sampling points – between 400 and 
40,000 – used for the approximations. The target focal value of 122.672	݉݉, as discussed in 
the beginning of this chapter, is marked in each diagram. 
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Fig. 18: Influence of MBA levels ℎ on focal lengths by varying the number of data points used 
for the approximation between 400 and 40,000 in ܰ = 181 steps 
With an increasing number of levels, the residuals decrease and the peak of the density 
function moves from about 126	݉݉ in the case of ℎ = 5 towards the expected value at higher 
levels. 
The small oscillations in each diagram are the result of the approximation of too few data 
points (< 10,000) compared to a large geometrical area. Hence, it is important to provide 
sufficient information for the approximation. Fig. 19 depicts a filtered density function 
containing only optical simulation results based on more than 10,000 data points for the 
approximation. In the case of 7 to 8 levels the required precision for the application seems to 
be provided for all simulations. 
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Fig. 19: Density function of simulation results from Fig. 18 limited to simulations conducted 
with more than 10,000 data points 
Besides the optical result, the duration of the approximation and evaluation is also of great 
importance for the applicability of such a procedure. The evaluated computation time 
contains the approximation and the following evaluation in the ray tracing software Zemax 
with two optimization cycles, whereby the latter is the dominant part. All times are measured 
on an Intel Core i7-990X Hexacore Processor Extreme Edition @ 3.47GHz. As illustrated in Fig. 
20, the MBA algorithm has a linear correlation between the amount of sampling data and the 
computation time. 
 
Fig. 20: MBA computation time for different levels ℎ depending on number of samples 
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Remaining outliers and also the large computation times for only two optimization cycles can 
be explained by the Dynamic Data Exchange (DDE) connection used for the C++ test script in 
this section, which currently allows the exploitation of only one thread simultaneously. The 
actual processing, as used in the non-testing mode (cf. Fig. 8), accesses a DLL out of Zemax 
directly and can use all multi-threading features available within Zemax. Hence, the usage of 
a today’s standard simulation computer with 4 to 6 physical cores (8 to 12 threads) reduces 
the total processing time significantly by parallel computing and enables a fast evaluation of 
GRIN media. 
Although this algorithm is very fast and seems to provide accurate results, it is also very rigid 
and inflexible. An increase in precision is always associated with a digital increase of the 
number of levels and can lead very quickly to huge amounts of required memory to save the 
lattice information. Anyway, this digital change in the entire lattice structures permits no 
selective change in the precision of the approximation. In case of noisy data, it might be useful 
to improve the approximation only in certain areas, while leaving other areas untouched in 
order to not induce any oscillations into the result. This flexibility could be achieved either by 
numerous modifications to the presented MBA algorithm or by choosing a more flexible basic 
algorithm with more adjustment options. 
Moreover, since thermal gradients are a byproduct of FEM calculation, their integration into 
the approximation process can improve the result by exploiting available information. Hence, 
for the analysis of more complex problems, a more flexible algorithm is desirable.  
3.2 Weighted Least Squares (WLS) algorithm 
An alternative to the MBA algorithm is the WLS approximation algorithm [72]. Although it is 
not expected to achieve the same calculation speed, the WLS algorithm is more flexible and 
permits the integration of gradient information into the approximation process.  
3.2.1 Polynomial approximation 
The WLS approximation applies polynomial fittings on locally restricted areas followed by a 
final combination of the distinct solutions [72,78], based on a Partition of Unity [79]. 
Therefore, overdetermined equation systems ܣ Ԧܿ = ݖԦ with the matrix ܣ and the coefficient 
vector Ԧܿ have to be solved, with the system being dependent on the degree ܮ of the chosen 
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approximation polynomial  
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Since there is no unique solution for an overdetermined equation system, the system is 
multiplied by the transposed of the matrix ܣ (eq. (7)) for a least squares solution according to 
the Gaussian normal equations. 
 T TA Ac A z   (7) 
ܣ்ܣ is a symmetric positive definite matrix and can therefore be inverted. The solution can 
be computed by simple linear algebra, such as the QR factorization or the SVD pseudoinverse. 
A detailed explanation will be given in subsection 3.2.7. 
The algorithm requires the definition of centers (ݔ௜, ݕ௜) and related support radii ℎ௜. The choice 
of a weighting function (cf. subsection 3.2.3) limits the number of data points for each local 
approximation and enables a continuous global unification (Fig. 21) by keeping the continuity 
properties of the weighting function ߶(݀௜), with ݀ ௜ being the Euclidean distance to the center.  
 
Fig. 21: Basic principle of the WLS approximation algorithm   
The polynomial approximation can be calculated with any arbitrary polynomial degree ܮ. Since 
higher degrees might lead to undesirable oscillations, the evaluation will be limited to the 
degrees 2 to 5. Fig. 22 illustrates the influence of the polynomial degree on the calculated 
focal length within the ray tracing simulation. Each diagram contains the evaluation of 
ܰ = 5130 simulations, which result from different numbers of sampling points – similar as in 
the case of the MBA evaluations – but also from further parameter variations of this algorithm, 
which will be introduced in upcoming sections.  
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Fig. 22: Influence of polynomial degree ܮ on simulated focal length 
The highest density of precise values is achieved at a low polynomial degree of ܮ = 2, though 
all distributions are quite similar in shape and range. Anyway, depending on the specific 
temperature distribution, it might be useful to not exclude the other degrees completely. 
3.2.2 Partition of Unity 
The Partition of Unity, discussed by Shepard [79], is a general method for weighting a set of 
basis functions in order to sum them to 1 [72]. This is required in the overlapping regions of 
the support radii of multiple centers (Fig. 21) for bending the distinct functions to a global and 
continuous function. The important part of this procedure is the resulting function ݂(ݔ, ݕ) 
from eq. (8) having the same continuity properties as the chosen weighting function.  
The combination of the ܯ local approximations to a global approximation can be computed 
according to [72] by  
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Furthermore, for the ray tracing the derivative of eq. (8) with respect to ݔ is needed, which 
can afterwards be evaluated by 
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 (10) 
Since the influence of eq. (10) on the result of eq. (9) is observed to be small in many examples, 
eq. (10) is set equal to zero for analyzing the potential for saving computation time. The 
analysis of the optical result in terms of focal length is shown in Fig. 23.  
 
Fig. 23: Comparison of correct and simplified implementation of eq. (9) 
The general result, including the peak position and the distribution, remains similar. Anyway, 
the standard deviation is increased significantly, while the mean computation time could be 
reduced only by an insignificant amount (< 1%). Hence, all following computations are 
conducted with the mathematical correct implementation of eqs. (9) and (10) without any 
simplifications. 
3.2.3 Weighting function 
Since the properties of the total function are based on the continuity properties of the 
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weighting function, different weighting functions ߶௛	with ߶௛(݀) = 0 for ℎ < ݀ are analyzed. 
In addition to the slowly descending C1-continuous interpolation function (eq. (11)), discussed 
in [72,80], Wendland [81] provides a set of compactly supported radial basis functions with 
different continuity properties. Hence, C2- and C4-continuous Wendland functions are also 
implemented (eq. (12) and (13), respectively). 
   3 21 2 3h d dd h h
             (11) 
   41 1 4h d dd h h
             (12) 
  
6 2
1 3 18 35h
d d dd
h h h
                   (13) 
A graphical normalized evaluation is given in Fig. 24. 
 
Fig. 24: Comparison of different weighting functions 
The integration of weighting functions extends the system of eq. (7) to 
 T TA wAc A w z   (14) 
with the diagonal matrix 
   ,
ikk h i k k
w d x y . 
For higher numerical stability, the evaluation is calculated in a local coordinate system and 
transformed back to the global system afterwards. Moreover, eq. (14) is rewritten to   
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 T TA w wAc A w wz    
in order to enable the evaluation using decomposition methods in the standard 
implementation without additional specificities (ܣᇱ = √ݓܣ). 
For getting an impression of the influence of the weighting function, the discussed test case is 
evaluated in Fig. 25. 
 
Fig. 25: Comparison of the resulting focal length using different weighting functions 
The steep C4-Wendland function results in a large spreading of the result. The slowly 
descending interpolation function is more stable but has still a large standard deviation. The 
most robust results can be observed using the C2-Wendland function. 
The temperature distribution of eq. (5) is continuous only in its first derivative, since the 2nd 
derivative leads to ݎଶ = −ݎ஻ଶ, meaning that the curvatures of the two sections have the same 
absolute value but containing an irrational component. Hence, from a physical perspective, 
higher continuities than C2 are not required. Therefore, the C2-Wendland function will be used 
for the following calculations. 
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3.2.4 Adaptive refinement algorithm 
The resulting function is strongly dependent on the sizes and the locations of the support radii 
(cf. Fig. 21). Since optimized sizes and locations are unknown at the beginning of the algorithm, 
an adaptive behavior based on quadtree and octree refinement algorithms [72,82] for 2D and 
3D, respectively, is pursued. In order to improve visualization, graphics are limited to the 2D 
case. Therefore, rotational symmetric 3D temperature profiles are transformed into a 
cylindrical coordinate system neglecting the angular dependency (cf. Fig. 26). 
 
Fig. 26: Transformation of temperature distribution from 3D to 2D 
After each approximation level, the difference between overall function and the input data 
points is calculated. Depending on a user-defined error threshold between data values and 
approximated data, affected centers, with data points exceeding the limit, are split into four 
or eight new centers with reduced support. Hence, each center has to cope with less data 
points and can therefore achieve higher precision with the available degrees of freedom of 
the respective equations (cf. Fig. 27). 
 
Fig. 27: Comparison of the refinement for different error thresholds for a 2D temperature 
profile with scaled circles by a factor of 0.5 for improved clarity 
T
z r
color to height2D temperature3D temperature
1.0 %
0.5 %
0.1 %
T
z r
r
z
r
z
r
z
support radii
data points
44 MODELING AND COMPENSATION OF THERMALLY INDUCED OPTICAL EFFECTS  
 
The circles symbolize the support radii around different center positions in 2D, scaled by a 
factor of 0.5 for improved clarity. This means, that the real overlap between the radii would 
be about 50 % in the depicted case. By varying the error threshold between 1.0 % and 0.1 %, 
the adaptive behavior can be seen. In the case of 1.0 %, five center points with equal support 
radii are placed over the entire dataset and are sufficient to describe the data points with the 
required precision. If a higher precision is required (0.5 % or 0.1 %), some of the radii are 
replaced by smaller ones to locally increase the precision in the approximation. 
3.2.5 Refinement truncation condition 
Although the refinement leads to more appropriate results in general, in some cases it 
deteriorates the approximation. Underdetermined systems in the case of few data points and 
even determined systems in the case of noisy data, might lead to insufficient information and 
thus to unstable results. Therefore, a user-defined variable ߚ is introduced on the basis of 
[82], which provides a truncation condition, if the number of data points falls below a certain 
value. Two cases have to be considered: with and without thermal gradients in the 
approximation (cf. section 3.2.8), which leads to the inequations 
 ( 1) #( ) #(data points coefficients)DIM      (15) 
and 
 #( ) #(data points coefficients)  , (16) 
respectively. In the first case, the dimension of approximation (DIM), which can be 2D or 3D, 
is part of the inequation, since one grid location from FEA provides two or three additional 
equations in the approximation matrix due to the gradients. The number of necessary 
coefficients depends on the degree of the approximation polynomial ܮ and the dimension of 
approximation. Using complete induction, it can be deduced that the number of coefficients 
is 
 ( )!#(
! !
coefficients) L DIM
L DIM
  . 
Two possible ways for the implementation of the truncation can be considered: forbidding the 
refinement, if ineq. (15) or (16) is not fulfilled or refine and increase the support radius 
successively until the conditions are valid again [82]. The latter version is implemented since 
it enables further improvement of the results by an additional refinement step. The illustration 
of Fig. 28 shows the limited impact of ߚ on the deviation from the assumed focal length. 
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Fig. 28: Boxplot of the focal deviation for different ߚ and error thresholds 
Median and distribution are almost equal for all cases. However, a value of less than ߚ = 1.0 
is not suggested, since it would lead to underdetermined equation systems and thus to 
numerical instabilities. 
3.2.6 Overlapping  
Besides the number of data points within one supported area, it is mandatory to define an 
overlapping area of the distinct regions. Therefore, a parameter ߙ – as a scaling factor for the 
radius – is introduced. In accordance with [82], this factor scales the diagonal ݀௖ of a virtual 
squared (cf. Fig. 29) or cubic cell, which results in different treatments for the 2D and the 3D 
case, respectively. 
 
Fig. 29: Construction and overlap of two support radii with ߙ = 2ିଵ/ଶ in 2D 
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The size of the cell is dependent on the area occupied by the data points. Its construction is 
illustrated in Fig. 29. In the case of ߙ = 2ିଵ/ଶ, the radius in 2D is exactly the distance to the 
surrounding centers of the same level. 
As depicted in Fig. 30, the influence of the parameter ߙ increases with an increase of the 
admissible error threshold. 
 
Fig. 30: Focal deviation for different ߙ values and error thresholds 
In the case of having data with a large noise level, a precision of 1 % might be the achievable 
minimum. In that case, a rather small ߙ value seems reasonable, since otherwise too many 
approximations containing numerous data points overlap on each point in space. 
Data with smaller noise levels can achieve improved precisions and thus reduce the total error. 
Therefore, the error threshold of 1 % is omitted from Fig. 30 and the remaining content is 
magnified in Fig. 31 for further discussion. 
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Fig. 31: Reduced content of Fig. 30 to small error thresholds 
In the case of the smallest depicted error threshold, the best result can be achieved for large 
ߙ values. This behavior can be explained due to balancing effects in the overlap process: a low 
error threshold leads to multiple refinement steps, thus to few data points being within each 
local approximation area and thus to more stability if the overlap regions ߙ are larger. 
However, this parameter has a minor influence on the optical results compared to the error 
threshold, which is the dominant factor. Since the computation time increases significantly 
with increasing ߙ for both the approximation and evaluation, a value of about ߙ = 0.75 is a 
reasonable compromise between precision and speed for all cases (cf. Fig. 32). 
 
Fig. 32: Approximation time depending on different ߙ values (green bar: best compromise) 
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However, depending on the pattern of the scattered data, for some cases it might be 
preferable to increase α in order to reduce oscillations. In particular, in the case of noisy data 
arranged in lines, fluctuations perpendicular to the lines can occur (cf. Fig. 33).  
 
Fig. 33: Detail from a temperature profile overlaid with oscillating single approximation (left) 
and resulting overall function (right) 
This arrangement often appears if regular meshes are used in 3D FEM simulation with a 
subsequent reduction of the data to 2D. The implementation for two dimensions is useful for 
getting a basic understanding of the algorithm and is meant to be used for radial symmetric 
problems. It reduces available 3D temperature information by converting the Cartesian 
coordinate system to a cylindrical and omitting the angular dependency (cf. eq. (17)). 
 ( , , ) ( , , ) ( , )T x y z T r z T r z   (17) 
In that case, the amount of information in radial direction is condensed in lines while it 
remains coarse in axial direction. The illustration in Fig. 33 provides such a situation. An 
approximation with polynomials of degree four, for instance, can produce oscillations, if the 
refinement leads to the influence radii to cover three noisy lines, being the number of possible 
extrema of this polynomial. The same position in the overall function (Fig. 33 right) also suffers 
from fluctuations. An increase of the overlap parameter ߙ would lead to more overlaid 
information on the same position and thus to less fluctuations in the total result. 
In summary, the parameter ߙ influences the fitting result and thus the optical evaluation. If 
the fitting result provides no oscillations, a small ߙ of about 0.75 is to be preferred. In the case 
of occurring oscillations, a larger ߙ can reduce those fluctuations, which also would have an 
impact on the optical result. 
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3.2.7 Numerical evaluation of the resulting equation systems 
For solving the resulting equation system, it is mandatory to inverse multiple matrices. From 
a numerical point of view, the inversion can be efficiently calculated by various matrix 
factorization methods which decompose an arbitrary matrix into multiple easier to invertible 
matrices. Since all of those techniques have distinct advantages and disadvantages, the QR 
factorization as a faster and the SVD as a more general method will be presented.  
3.2.7.1 QR factorization 
The QR factorization splits a matrix ܣ into two easily invertible matrices ܳ and ܴ. Matrix ܳ is 
orthogonal, which results in ܳିଵ = ்ܳ, while ܴ is an upper triangular matrix. Hence, the 
required coefficient vector Ԧܿ from eq. (7) can be calculated by eq. (18). 
   1T Tc A A A z    
     1A QR T Tc QR QR QR z     
   1T T T Tc R Q QR R Q z    
   11 T T Tc R R R Q z    
 1 Tc R Q z     (18) 
The QR decomposition itself can be computed by several methods, such as the Gram-Schmidt 
orthogonalization, the Householder transformation or the Givens rotation [83]. An efficient 
implementation of the decomposition is part of the used Linear Algebra PACKage for C++ 
(LAPACK4) and is therefore not discussed in detail. 
3.2.7.2 SVD 
The singular value decomposition (SVD) provides a more stable solution for ill-posed problems 
at the expense of a higher computation time [84]. It splits any ݊ ×݉ matrix ܣ into an ݊ × ݊ 
orthogonal matrix ܷ, an ݊ ×݉ diagonal matrix ܵ and an ݉ ×݉ orthogonal matrix ܸ 
according to 
 TA U S V   . 
                                                      
4 http://www.netlib.org/lapack/ 
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The computation of the inverse matrix of ܣ is performed by the Moore-Penrose 
pseudoinverse [85], since only non-zero values in the diagonal matrix ܵ can be inverted. The 
resulting pseudoinverse matrix 
 TA V S U      
is used for the evaluation of eq. (7) and leads to 
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
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 
  
 Tc V S U z     . (19) 
The influence of imprecise input values on the result can be estimated by the condition 
number of ܵା [83], being the quotient of the largest and lowest singular value: ܿ݋݊݀(ܵା) =
ݏଵ/ݏ௡. These values can be regarded as gain factors for relative errors [86] and estimate the 
loss of precision. In the case of ܿ ݋݊݀(ܵା) ≈ 10௞ and the input values having ݉  decimal places, 
the resulting values have approximately only ݉ − ݇ remaining valid decimals [86]. Thus, well-
conditioned problems have condition numbers of about 10଴ = 1. 
Additionally, according to the discrete Picard condition, a stable least squares solution for eq. 
(19) can be found, if the vector (|்ܷ ∙ ݖԦ|) decays faster to zero than the singular values (ܵ) 
[87,88]. 
An improvement of the condition can be achieved by means of regularization [85,87,89,90]. 
The truncated singular value decomposition (TSVD) [89,90] is chosen as a simple way of 
improving the result at a low additional computation effort. Thereby, a regularization of the 
problem is achieved by a reduction of the rank of ܵା by omitting all singular values exceeding 
a certain condition number. 
The implementation is realized using a User Given Rank Method but could easily be improved 
by a Simple Picard Method [91]. While the first method is self-explaining, the latter method 
calculates ห௎
೅∙௭Ԧห
ௌ , searches the first local minimum beginning at the end of the vector and uses 
the resulting position as the truncation rank [91]. 
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3.2.8 Inclusion of thermal gradients: Multi-Objective Least Squares 
When computing temperature fields in FEA, the results are not only temperature values at 
distinct coordinates, but also thermal gradients at these locations with respect to all 
directions. The inclusion of thermal gradients into the approximation process makes use of 
available information from the FEA and improves the precision of the approximation result by 
exploiting more information from each data location. Therefore, the equation system has to 
be extended to include gradient information. However, since the value range of the gradients 
can strongly differ from the temperature value range, the resulting approximation would not 
evaluate all information equally. This trade-off problem, known as Multi-Objective Least 
Squares [92], is dealt with by normalizing every group of equations (temperature and 
gradients) separately to the average of their absolute values. Thus, all equations have a similar 
value range leading to an overweight in the amount of equations of 2:1 and 3:1 (gradients to 
temperatures) in the case of 2D and 3D, respectively. This overweight induced by gradient 
information could be further balanced in the equation system. However, since temperature 
values and thermal gradients are complementary goals, there is no need for further balancing. 
Fig. 34 compares the result of approximating the scattered data with and without gradient 
information. The two distributions look very similar, although the approximation including 
thermal gradients relies on much more information.  
 
Fig. 34: Comparison of approximating with and without gradient information 
Since many data points are assumed to already provide sufficient information, this leads to 
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the assumption that in particular in case of few data points, additional information from 
thermal gradients can improve the result. Hence, the analysis is repeated in Fig. 35 considering 
only simulations with less than 4,000 data points. In this case clearly improved results are 
obvious if thermal gradients are included into the approximation. 
 
Fig. 35: Comparison of approximation with and without gradient information for less than 
4,000 data points 
The benefit of this procedure can be in case of a FEM simulation the use of reduced grid 
densities and thus faster simulations. Moreover, though not further discussed in this work, 
gradient information might become more relevant if also stress information is to be included 
into the model. 
3.2.9 Dependency of the approximation on the data arrangement 
The influence of the spatial distribution of the data points on the approximation result is an 
important matter [73]. When reducing a 3D FEM data set to a rotational symmetric 2D case 
(cf. eq. (17) in section 3.2.6), the data density in radial direction is increased significantly, while 
it remains constant in axial direction. 
As seen in section 3.2.6, the approximation process might lead to cases which fulfill all 
constraints, but produce oscillating results anyway. The radial arrangement of the available 
information leads to the assumption that the approximation is also mainly influenced in radial 
direction, while only noise and numerical issues influence the behavior in axial direction. In 
order to provoke this behavior, a data set, depicted in Fig. 36, is generated providing a 
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parabolic function arranged in two rows covering an area of 12	݉݉	 × 1.5	݉݉ with 480 data 
points in total.  
 
Fig. 36: Approximation (right) of two data rows (left) containing 480 data points 
Despite of the fact that the generated data is free of noise, the approximation has strong 
oscillations and generates a noisy parabolic function perpendicular to the data rows. 
In the following sections two approaches for minimizing oscillations are pursued. While the 
first tries to optimize the data orientation in space, the second tries to optimize the data 
distribution. 
3.2.9.1 Analysis of the impact of data rotation 
In order to analyze the numerical stability of the approximation process, a distribution of 
available information onto both axes similarly is pursued. Thereby, the basic idea is to rotate 
the data points in the local coordinate system for the approximation, approximate the rotated 
data and correct the calculated polynomial coefficients applying a back rotation onto the 
coefficient vector. Fig. 37 depicts this procedure: The data within the support radius (a) is 
rotated in the initial local coordinate system (b) in order to generate information in ݔ and ݕ 
equally. Afterwards, the data points are approximated (c) and the approximated coefficients 
have to be rotated back to fit the initial coordinate directions (d). 
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Fig. 37: Procedure description of data rotation: a) initial situation of data points and support 
radius; b) rotation of data points in local coordinate system; c) approximation of 
rotated data; d) back rotation of approximated function  
The SVD, used for the numerical evaluation of matrix operations (cf. section 3.2.7.2), is actually 
rotationally invariant. This means, that a rotation of the data matrix by applying a unitary 
rotation matrix has no impact on the singular values of the decomposition [93]. Hence, this 
procedure should also have no impact on the final coefficient vector from a mathematical 
point of view. However, since oscillations are of numerical origin other non-analytical factors 
might occur, so that an implementation is pursued anyway. 
3.2.9.1.1 Back rotation of calculated polynomial coefficients 
The major challenge in the rotation of the approximated polynomial coefficients is the 
numerical part. Each coefficient of the evaluation system (ݔ෤, ݕ෤, ̃ݖ = ݖ) is a function of multiple 
coefficients of the approximation coordinate system (ݔ, ݕ, ݖ), with 
    cos sinx x y     , (20) 
    sin cosy x y     . (21) 
The required function 
 ,
, 0
i j L
i j
i j
i j
z z c x y
 

       (22) 
can be calculated by substitution of eqs. (20) and (21) into eq. (22) which yields 
          ,
, 0
cos sin sin cos
i j L
i j
i j
i j
c x y xz y   
 

   .  
In order to have a form which can be implemented efficiently, a collection of the ݔ and ݕ terms 
is required. The introduction of binomial coefficients and factorization steps leads to a suitable 
form (eq. (23)). 
xx
y
z(x,y)=... z(x,y)=...
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 DEVELOPMENT OF A COMBINED THERMAL AND OPTICAL (TOP) SIMULATION MODEL 55 
 
            ,
, 0 0 0
cos sin sin cos
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i j l k
i j
c x y x y
l k
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, 0 0 0
cos 1 sin sin cos
i j L ji i l l j kl
i j
j l k
k
i
i j
c x y x y
l k
z    
   
  
             
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cos 1 sin
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 
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           (23) 
The implementation can be realized in two different ways: Either every requested value 
ݖ(ݔ, ݕ) is evaluated by inserting the parameters ݔ and ݕ into eq. (23) or – which is way more 
efficient – a new rotated coefficient vector ܿ̃ is calculated based on eq. (23) so that the 
evaluation can be computed by eq. (24). 
 ,
, 0
i j L
i j
i j
i j
z c x y
 

     (24) 
Since each value within the rotated vector ܿ̃௜,௝ can depend on multiple values of the original 
vector ܿ௜,௝, Tab. 1 exemplary provides the dependencies for a polynomial of degree ܮ = 2. 
ID i j dependency of ࢉ෤࢏,࢐ 
0 0 0 ܿ଴,଴ 
1 1 0 ܿଵ,଴; ܿ଴,ଵ 
2 2 0 ܿଶ,଴; ܿଵ,ଵ; ܿ଴,ଶ 
3 0 1 ܿଵ,଴; ܿ଴,ଵ 
4 1 1 ܿଶ,଴; ܿଵ,ଵ; ܿଵ,ଵ; ܿ଴,ଶ 
5 0 2 ܿଶ,଴; ܿଵ,ଵ; ܿ଴,ଶ 
Tab. 1: Example of the dependency of ܿ̃௜,௝ for a polynomial of degree ܮ = 2 
Based on eq. (23) the coefficient vector ܿ̃௜,௝ has to be constructed by summing up the different 
parts according to eq. (25). 
      
  ,
cos sin 1i k l l j k ltarget ID i j
ID target ID
i j
c c
l k
    
 
                    (25) 
The target-ID for the different parts can be calculated on the basis of eq. (23) using eq. (26) 
which consists of three summands. The first summand is basically the power of ݔ, the second 
part takes account of the power of ݕ while the third summand is an offset value. 
     
 
1
2m k l
ID j i k l k l L m
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3.2.9.1.2 Application of the procedure on the example 
At first, this procedure is applied to the parabolically arranged 480 noise-free data points from 
Fig. 36. A rotation of the data points by 45° provides no change of the approximation result. 
Hence, it can be stated that the basic WLS algorithm is very stable in terms of data orientation 
but can produce oscillations anyway, if the data is arranged in lines. Further ideas for 
stabilizing the results will be discussed in the following section. 
However, since the noise-free data points of that example lead to a fast convergence without 
any need for refinement steps, the oscillating data of Fig. 33 (page 48) is taken as a second 
numerical example for evaluating the impact of the data rotation. Therefore, different 
rotation angles are analyzed and evaluated in Fig. 38. 
 
Fig. 38: RMSE over number of iteration steps for different data rotation angles 
While the first four iteration steps numerically converge and lead to almost the same root-
mean-square error (RMSE) for all cases, the fifth iteration diverges and worsens the result 
significantly and differently depending on the rotation angle. This probably results from a large 
noise level within the data, whereby additional refinement locally improves but globally 
deteriorates the result. The impact of data rotation seems to become more visible, if less data 
points are within one support radius, which automatically happens with increasing iteration 
steps. Slight numerical deviations can have a large impact on the overall result. 
Currently, all data points within each support radius are rotated by the same angle. An 
improvement of this procedure might be the coupling of the rotation angle to each specific 
data arrangement for an optimal distribution within each support radius. 
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Anyway, since in all cases depicted in Fig. 38 the best result can be achieved at four iteration 
steps, it seems more appropriate to add an additional truncation condition for the refinement: 
if the RMSE after an iteration step is worse than before, the algorithm stops and the result 
from the last stable step is used. A further improvement seems not to be possible. 
3.2.9.2 Alternatives for the stabilization of the approximation 
A way of smoothing the oscillations is to manipulate the distribution of the data set. Additional 
six data points, arranged in a third row between the other two rows are sufficient to remove 
the oscillations and generate a straight behavior in axial direction. Fig. 39 depicts the result of 
the WLS approximation with polynomials of degree ܮ = 2.  
 
Fig. 39: Approximation of Fig. 36 (right) after adding six data points in a third row (left) 
Another way of dealing with data arrangements is to include gradient information as discussed 
in section 3.2.8. Extending the original data by radial and axial gradients leads to the same 
stable results without any need for additional data points. 
When thinking about the thermo-optical simulation cycle, generating additional data points is 
equal to manipulating the FEM data grid and recalculating the FEM results. Since this 
procedure is very time consuming, in practice, the integration of already computed gradient 
information into the approximation is to be preferred. 
3.2.10 Analysis and reduction of computation time 
Although the FEM calculation is the most time consuming part of the thermo-optic processing, 
a minimization of computation time is pursued. 
Besides the multithreading implementation, based on the freely available library Boost for 
additional data points
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C++5, a further reduction of computation time can be achieved by reducing the calculation 
effort. The integration of Horner’s method (nested multiplication, [94]) in the evaluation 
process reduces the amount of required multiplication for a polynomial of degree ܮ from 
2ܮ − 1  to ܮ, keeping the amount of necessary additions constant. A comparison of calculation 
times with and without Horner’s method indicates that in particular for high order 
polynomials, the overall processing time is reduced significantly (cf. Fig. 40).  
 
Fig. 40: Density of the quotient of the evaluation times (ݐ, cf. eq. (27)) for polynomials of 
different degrees ܮ for Horner’s and for the classical method 
The computation time consists of approximation and two optimization cycles in Zemax, which 
are the dominant part. The time reduction can be directly estimated by 
   1 :1
time Horner
.
time Standard
t    (27) 
For each polynomial degree (ܮ = 2…5) ܰ = 342 different parameter combinations are 
analyzed, once with standard evaluation and once with Horner’s method.  
The range of the total processing time lies between 4 and 14 seconds at up to 40,000 data 
points. Again, as in the case of the MBA algorithm, the large computation times for the two 
optimization cycles is based on the DDE connection in the C++ test script. The actual 
processing speed in the non-testing usage, is about 8 to 12 times faster. A graphical evaluation 
of the computation time is given in Fig. 41.  
                                                      
5 http://www.boost.org/ 
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Fig. 41: Comparison of the computation time for WLS and MBA depending on the amount of 
sampling data 
For a direct comparison, the remaining RMS residuals are chosen similar for both WLS and 
MBA. This leads to a MBA level of ℎ = 6 and an error threshold of 0.1 % for the WLS 
approximation. Both algorithms show a linear slope of the computation time with an 
increasing number of data points, though the MBA algorithm is significantly faster and the 
linearity has a lower slope. 
3.2.11 Conclusion and outlook of the WLS approximation algorithm 
As a conclusion, certain parameters will be correlated with the deviation between simulation 
and analytical calculation. For the correlation, the coefficient of determination R² will be used. 
In the case of only one dependent variable, R2 can be calculated as the squared Pearson’s 
correlation coefficient6 between the observed and predicted data values. Thus, this value 
provides information on the precision of the regression model and is therefore 0 ≤ ܴଶ ≤ 1. 
Hence, for the evaluation of Fig. 42 R2 is calculated for focal deviation and user-defined 
parameters (blue), such as error threshold and polynomial degree, as well as for focal 
deviation and resulting values (green), such as the RMSEs for data points and gradients. 
                                                      
6 The Pearson's correlation coefficient between two variables can be calculated as the quotient of the covariance 
of the variables and the product of their standard deviations. 
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Fig. 42: Coefficient of determination between focal deviation and different parameters 
based on ܰ	 = 	20,520 parameter variations 
The basic message of this diagram is that the largest impact on the simulation’s precision is 
due to the error threshold. Correlated with this user-defined value are the RMSEs for the 
temperature and for the radial gradient. Their R2 are in the same order of magnitude. Fig. 43 
provides a graphical evaluation of the focal deviation depending on the RMSE of the 
temperature after approximation and confirms the statement: the larger the RMSE, the larger 
the deviation from the expected result. 
 
Fig. 43: Dependency of the focal deviation on the RMSE of the temperature 
Besides that, the precision of the axial gradient is – as expected – of less importance and the 
other settings have almost no impact, if the data is free of noise. In other cases, these settings 
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have to be used in order to achieve a smooth function and compensate for occurring errors in 
the provided FEM data. Simulation results with noisy input data is discussed in detail in [71]. 
Basically, the implemented version of the WLS approximation algorithm is more flexible than 
the MBA algorithm. In particular, when dealing with coarse FEM data grids and thus few data 
points, WLS has more possibilities for reducing oscillations and provides more stable results. 
On the other hand, MBA is a very fast algorithm providing similar reliable results in most cases. 
Hence, depending on the application, both algorithms can be considered. 
A further improvement could be achieved by a synthesis of both algorithms to some kind of 
Multilevel-WLS-Approximation-Algorithm. The multilevel approach of the MBA results in less 
oscillations, since each step only adds a certain function on top of the existing overall function. 
The current refinement of the WLS, however, removes with each refinement step previous 
results and thus can even increase oscillations, as seen in section 3.2.9.1.2. Moreover, the 
computation time could be reduced by integrating GPU computation into the algorithm and 
thus being able to calculate on hundreds of cores simultaneously. 
3.3 From TOP to STOP: Adding structural deformation to the simulation model 
Besides the simulation of GRIN media, a thermo-optical simulation can – depending on the 
simulated material – also require the consideration of thermally induced deformation. The 
extension to a structural thermo-optical (STOP) model has to be achieved by describing 
structural FEA results compatible to the optical simulation tool. Basically, for rotational 
symmetric problems, the standard surface shape can be enhanced using the even aspheric 
surface type. This type calculates the surface ݖ(ݎ) based on an extension of the standard 
curvature description by even order polynomials as given by 
      
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Therefore, a fitting routine for calculating the second and forth order polynomial coefficient 
has to be applied to the FEA results. Coefficients of up to forth order are sufficient for most 
standard problems and usually result in fitting goodness values of R2  99.9 %. This method is 
applied and the DLL created in the previous section is extended in order to handle required 
deformation coefficients and GRIN media at the same time. 
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The fitting routine can be applied on a complex model, which considers surface displacements 
in ݔ, ݕ and ݖ direction, or to a simplified model, which considers only displacements in ݖ 
direction. Fig. 44 depicts the complex case and illustrates that the lens center is mainly 
affected by ݖ displacement while the peripheral area is also affected by radial displacements. 
Basically, this means that the fit is based on ݖ(ݎ + ݀ݎ), with ݀ݎ being the radial displacement.  
                 
Fig. 44: Amount of displacement in mm in all directions (left) and schematic drawing 
The simplified case, in contrast, depicted in Fig. 45 takes account only of displacements in axial 
direction. Hence, the displacement in the center has the same value as in Fig. 44 while the 
peripheral area provides a smaller displacement. The radial displacement is thus omitted and 
the fit is based on ݖ(ݎ). 
                  
Fig. 45: Amount of displacement in mm only in ݖ direction (left) and schematic drawing 
Since the radial displacement is several orders of magnitude lower than the lens diameter, the 
movement of the radial position, where the z displacement occurs, is assumed to be negligible. 
 DEVELOPMENT OF A COMBINED THERMAL AND OPTICAL (TOP) SIMULATION MODEL 63 
 
The following example based on the previous graphics and depicted in Fig. 46 demonstrates 
this behavior. 
  
Fig. 46: Comparison between the complex (left) and the simplified (right) fitting method 
For the fit, the coordinate system is translated which results in the impression that the lens 
has no displacement in its center, while it has the largest displacement at the edge. In fact, it 
is vice versa. Anyway, both graphics look almost perfectly identical since the radial coordinates 
are influenced in the nanometer range while their absolute values are on the millimeter scale. 
Therefore, the fitted coefficients differ only at the 13th decimal and are therefore not 
significantly different. Hence, absolutely no difference can be observed in the ray tracing 
computation. 
Besides rotational symmetric problems, also asymmetric problems are to be described. In the 
case of cylindrical lenses, the deformation can be expressed by acylindric coefficients. 
Moreover, lenses can be deformed, as presented by Mazzoli et al. in [95], by fitting the 
displacement with Zernike polynomials with the advantage that this type of polynomials can 
also be easily handled by standard optical simulation tools, such as Zemax. 
In section 4.7 the influence of deformation in terms of thermo-optical analyses is analyzed. 
Therefore, a comparison between simulation results and analytical estimations is conducted 
and rules are portrayed, when to consider deformation and when to neglect it.  
3.4 Conclusion 
In this chapter, a holistic approach for thermal lens modeling is elaborated in detail. This 
model is based on interfacing thermal and optical simulation tools by applying numerical 
scattered data approximation algorithms on finite-element results for the use in optical 
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simulation tools. The presented algorithms are the result of a recombination of distinct sub-
algorithms, own contributions and extensions as well as the adaption and optimization for 
thermally loaded optical systems. The resulting model is capable of handling and processing 
temperature fields with arbitrary complexity in full 3D for the analysis in optical simulation 
tools. Moreover, the model contains structural influences from thermal deformations and 
includes therefore the two dominating contributors to thermal lensing.  
Both numerical models developed in this chapter provide trustable results and can be applied 
on coupling thermal and optical simulation tools. Depending on the FEA output data, in some 
cases the MBA algorithm has advantages due to its calculation speed, in others the WLS is 
preferred since it provides more parameters for optimizing the approximated result. 
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4 Thermal lens analysis based on the simulation model 
Based on the simulation model presented in chapter 3, the behavior of single optical 
components and entire optical systems can be analyzed and optimized. The aim of this chapter 
is to quantify the benefit of the enhanced simulation model and to create a deeper 
understanding of the stationary and transient behavior of single lenses and multi-lens 
systems. Based on this in conjunction with experimental verification a methodology for the 
design of thermally aberrated optical systems is developed. Fig. 47 depicts the structure and 
the content of this chapter. 
 
Fig. 47: Structure and content of this chapter  
The effect analysis itself is divided into multiple analyses and its structure is given in Fig. 48. 
 
Fig. 48: Structure and content of the effect analysis with numbers of subsections 
First, the GRIN effect is analyzed separately to get a basic understanding of the influence of 
multiple factors on single and multiple lenses. In the last two subsections this effect is 
discussed in combination with deformation and stress. This knowledge is used in sections 4.9 
and 4.10 to create methodologies for designing thermally stable optical systems and for a 
thermo-optically compensation in existing optical systems, respectively. 
effect analysis
experimental evaluation
compensation
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4.1 Comparison of simulated values to analytical estimations for single lens elements 
Besides a first estimation of expected defocus values based on published material data, the 
aim of this section is to compare simplified analytical defocus estimations with simulated 
values based on the developed simulation model. Hence, the resulting deviation shall quantify 
the influence of parameters such as the lens curvature on thermal effects, which will show a 
deviation from classical analytical approaches and shall additionally support the need for a 
detailed simulation model. 
In the domain of laser crystals, the thermal defocus is often estimated by eq. (28) of Koechner 
[19]. This equation is a simplification since it neglects lens curvatures and assumes thermal 
conduction only occurring in radial direction. Anyway, Bisson [10] and Märten [11] apply this 
description on optical elements for beam guiding and shaping and compare it to experimental 
results with wide consistency. Hence, this equation is used for a comparison to simulated 
results. It provides a fast first estimation of the relationships between focus shift Δ݂, 
absorbance ߙ௅, thermal conductivity ߢ, beam diameter ݎ஻ and thermo-optic coefficient 
݀݊/݀ܶ. 
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The associated maximum temperature Δܶ, considering lens thickness ݐ௟௘௡௦ and semi-diameter 
ݎ଴, can also be calculated according to [11] by 
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4.1.1 Characterization of a standardized single lens element in different materials 
The comparison is realized for different types of fused silica as the current main material in 
the high power domain, standard glass materials, such as N-BK7 and SF11, and materials with 
obvious properties for reducing thermal effects: low absorbance, large thermal conduction 
and negative thermo-optic coefficient. Additionally, a benchmark case, which values are 
depicted in Fig. 49, is defined in order to keep other factors constant.  
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Fig. 49: Definition of the benchmark case with a homogeneous beam intensity distribution 
Absorbance values for bulk and coating are taken from literature and are listed in Tab. 2. All 
values for bulk materials are given as absorption coefficients, being the reciprocal value of the 
optical penetration depth, while the values for the coating are given as absorbance per 
coating. Since in particular coating absorbance values are only rarely published, missing values 
are complemented with the value of N-BK7 from [48]. Moreover, values for thermal 
conduction and thermo-optic coefficients are provided.  
Glass bulk 
[ppm/cm] 
coating 
[ppm] 
dn/dT 
[ppm/K] 
thermal conduct. 
[W/(mK)] 
Comment 
SF11 1000 100 7.7 0.737 N-BK7 coat. 
N-BK7 1201 100 1.1 1.114  
F2 460 100 1.3 0.78 N-BK7 coat. 
C7980 20 1.2 9.6 1.3  
Sapphire 50 100 13 27.21 N-BK7 coat. 
Suprasil 3002 10 0.25 9.8 1.38  
CaF2 15 96 -11.6 9.71  
N-SF11 1000 100 -1.4 0.95 N-BK7 coat. 
Tab. 2: Material properties used for computations [21,45,48] 
Since many glass manufacturers specify the internal glass transmission with three decimals, 
the real transmission for a given value of 99.9 % lies between 99.85 % and 100 %, which results 
in effective absorption coefficients lower than 1500	݌݌݉/ܿ݉ for a measured sample of 
10	݉݉ thickness. Some manufacturer improve the precision by measuring thicker glass 
samples while keeping the amount of decimals constant. For a 25	݉݉ sample, the absorption 
coefficient for a given 99.9 % internal transmission results in 600	݌݌݉/ܿ݉ or less. For this 
evaluation a transmission value of 99.9 % is converted to 1000	݌݌݉/ܿ݉. Anyway, since the 
absorption coefficient is one of the most important values determining the thermal lens, this 
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simple estimate already shows the lack of precision in published material data and makes 
experimental data acquisition mandatory for applying compensation methods. 
Based on simulations and eqs. (28) and (29) in combination with the material properties of 
Tab. 2, the values of Tab. 3 can be computed. Negative defocus values correspond to a focal 
movement in lens direction.  
Glass Tmax [K] (ana.) f [mm] (ana.) Tmax [K] 
(sim.) 
f [mm] (sim.) 
SF11 183.51 -2.24 210.2 -2.359 
N-BK7 141.75 -0.25 171.3 -0.277 
F2 95.37 -0.2 111.94 -0.212 
C7980 1.94 -0.0296 2.431 -0.036 
Sapphire 1.04 -0.0214 1.1 -0.022 
Suprasil 3002 0.86 -0.0134 1.08 -0.015 
CaF2 2.4 0.044 3.29 0.051 
N-SF11 142.36 0.32 161.4 0.342 
Tab. 3: Comparison of defocus value and increase of maximum temperature for different 
materials calculated analytically and simulation based 
The illustration of the calculated values in Fig. 50 proves the expectations. 
 
Fig. 50: Graphical evaluation of Tab. 3 for defocus (left) and temperature increase 
Fused silica materials (C7980 and Suprasil 3002) generate the lowest thermally induced 
defocus together with sapphire, which has a large thermal conduction. Classical materials, 
such as N-BK7 and SF11, produce defocus values that are at least ten times larger, while 
materials with negative ݀݊/݀ܶ are suitable for passive compensation by shifting the focus 
into the opposite direction. 
A detailed consideration of the defocus deviations compared to lens geometries or equally to 
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the basic refractive indices is tabulated in Tab. 4 and illustrated in Fig. 51. Therefore, the 
deviation between simulation and analytical estimation for the GRIN effect only is calculated 
by 
 .sim ana
ana
f f
f
 
  (30) 
Glass eq. (30) lens radius refractive index 
SF11 5.3% 113.167 1.754447 
N-BK7 10.7% 76.003 1.506688 
F2 6.0% 90.285 1.601901 
C7980 18.2% 67.452 1.449681 
Sapphire 2.8% 113.191 1.754610 
Suprasil 3002 11.9% 67.453 1.449685 
CaF2 15.6% 64.275 1.428502 
N-SF11 6.9% 113.102 1.754012 
Tab. 4: Data for correlation analysis of deviation and lens curvature 
The Pearson’s correlation coefficient between eq. (30) and the refractive index of -0.88 
denotes a strong correlation. This leads to a coefficient of determination of R² = 78 %, meaning 
that this amount of deviation can be explained by the variation of the refractive index or 
equally the lens radius. 
 
Fig. 51: Illustrated correlation between refractive index and percentage deviation according 
to eq. (30)  
In other words, a variation of the lens material results in a varying deviation from the analytical 
defocus estimation and makes FEM simulation mandatory. For the analyzed case, the 
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deviation for one single component remains below 20 %. Anyway, the amount of deviation is 
dependent on the lens geometry. The difference in temperature between analytical 
calculation and simulation for plano-convex lenses, illustrated in Fig. 50, can mainly be 
explained by additional heat accumulation in the center area of the glass material due to a 
reduced cooling surface at the edge. 
4.1.2 Correlation of the deviation to the edge thickness 
The reduced cooling surface can be expressed by the quotient of edge to center thickness of 
the glass component. In order to find some sort of emerging pattern in the deviation between 
simulation and analytical estimation, the N-BK7 lens from section 4.1.1 is varied in thickness, 
keeping other constraints, such as curvature and thus effective focal length, constant. The lens 
center thickness is changed from 5	݉݉ to 15	݉݉ resulting in edge thicknesses between 
0.77	݉݉ to 10.77	݉݉. Increasing the lens thickness leads to increased absorbance values 
and thus to increasing absolute defocus values. Resulting values of Tab. 5 are illustrated in Fig. 
52. 
edge [mm] center [mm] edge / center f [mm] (ana.) f [mm] (sim.) eq. (30) 
0.77 5 15.4% -0.142 -0.203 43.4% 
1.77 6 29.5% -0.163 -0.210 29.2% 
2.77 7 39.6% -0.184 -0.221 21.7% 
3.77 8 47.1% -0.205 -0.241 17.4% 
4.77 9 53.0% -0.226 -0.257 13.5% 
5.77 10 57.7% -0.248 -0.275 11.0% 
6.77 11 61.5% -0.269 -0.294 9.4% 
7.77 12 64.8% -0.290 -0.311 7.0% 
8.77 13 67.5% -0.311 -0.327 4.9% 
9.77 14 69.8% -0.333 -0.346 4.0% 
10.77 15 71.8% -0.354 -0.364 2.9% 
Tab. 5: Data for correlation analysis of deviation according to eq. (30) and the quotient of 
edge to center thickness 
Although the exponential fit describes the values more appropriate, the linear regression 
already leads to a Pearson’s correlation coefficient between eq. (30) and the quotient of edge 
to center thickness of -0.99. This denotes a very strong correlation leading to a coefficient of 
determination of R² = 98.5 %. In particular, a small ratio of edge to center thickness leading to 
large deviations makes FEM simulation inevitable. 
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Fig. 52: Deviation according to eq. (30) depending on the edge to center thickness 
Moreover, the analysis of biconcave, biconvex and meniscal lenses, the evaluation of multi-
lens systems, the study of different beam intensity distributions, the investigation of different 
cooling conditions, the integration of convection and the consideration of transient behavior 
will definitely benefit of or even being enabled by the developed simulation model. Hence, all 
following computations are based on simulative results only. 
4.2 Influence of thermal boundary conditions 
As mentioned in the previous section, thermal boundary conditions have a significant impact 
on the thermo-optic behavior of the lens material. When analyzing the data from Tab. 5 in 
terms of defocus (cf. Fig. 53), it can be stated, that an increased thermal resistance, or equally 
a smaller cooling area, produces deviations from the expected linearity of the defocus.  
 
Fig. 53: Comparison of simulated and analytically calculated defocus values 
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While the analytical calculation shows a linear behavior (R² = 100 %) with an offset due to the 
coating absorbance, the simulation goes into saturation for small thickness values and 
produces significant more thermal lensing compared to analytical estimations. Depending on 
the ratio of bulk to coating absorbance this effect can occur more or less strongly pronounced. 
Beside the lens thickness, also the lens diameter affects the thermal behavior. A lens with 
comparably large diameters has a higher maximum temperature but lower thermal gradients 
due to the longer distance to the cooling area. The following examples shall thus provide an 
impression of the possibilities of influencing both the lens temperature and the optical 
behavior. 
The initial design consists of a N-BK7 lens irradiated by a 10 kW laser with homogeneous 
intensity distribution and a beam diameter of 20 mm. The cooling is assumed to keep the edge 
on a constant temperature of 22 °C.  
A reduction of the temperature can be achieved by multiple possibilities. Fig. 54 illustrates the 
analyzed options.  
 
Fig. 54: Comparison of different means for reducing the maximum temperature 
The first two solutions are more a thought experiment, since they assume a drilling or 
structuring of the lens edge in order to increase the cooling surface. The third method extends 
the cooling area assuming conduction cooling over a spacer (distance ring) between two 
lenses being attached to the lens. The final method is to reduce the lens diameter in order to 
increase the cooling surface and simultaneously the distance to the heated center. For an 
improved understanding, the more complex three methods are detailed in Fig. 55. 
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Fig. 55: Structural details of discussed methods 
According to the simulations, the first two cases have the lowest benefit in terms of 
temperature reduction – though providing the greatest effort in manufacturing. Distance rings 
provide significant cooling while the best result can be achieved by reducing the lens diameter. 
More important than the temperature itself, is the optical evaluation. Fig. 56 illustrates the 
defocus compared to the maximum temperatures and shows an almost perfect linear 
dependency between those values. 
 
Fig. 56: Optical evaluation of different thermal boundary conditions 
Hence, it can be stated that the defocus has a linear dependency on the maximum 
temperature as long as the irradiated volume does not change. As will be discussed in section 
4.5.3.1, a reduction of the lens thickness can lead to larger maximum temperatures but to 
smaller defocus values anyway. 
Besides conduction, also convection and emission affect the temperature distribution. 
drilled structured distance ring
0.0 100 150 200 250 °C 350
-50
-45
-40
-35
µm
0.0
 initial design
 drilled
 structured
 ring
 diameter
de
fo
cu
s
temperature increase
74 MODELING AND COMPENSATION OF THERMALLY INDUCED OPTICAL EFFECTS  
 
Anyway, these values impact the temperature increase in the single-digit percentage range 
and can therefore usually be neglected as long as no particular airflow is used for cooling 
purposes. 
Thermal boundary conditions are thus an important matter, which have to be considered in 
the lens design and the design of the housing of optical components and can be used to 
influence the balancing of the overall system. This topic is also discussed in combination with 
other effects in section 4.5. 
4.3 Impact of beam size and beam intensity distribution 
Besides cooling, also load distributions are of importance. A smaller irradiation area is equal 
to higher intensities, thus to stronger thermal gradients and hence to larger focal shifts. 
A comparison of different intensity distributions shall provide information on the importance 
of the exact knowledge about the laser beam source. Since most of the laser sources provide 
an intensity distribution between Gaussian and homogeneous, those two extremes will be 
analyzed. A lens with a diameter of 30	݉݉ and a center thickness of 5	݉݉ is irradiated by a 
raw beam diameter of 20	݉݉ at varying powers. In the case of a flat top intensity distribution, 
this diameter contains the total power, while at the Gaussian intensity distribution, the given 
diameter contains only 86 % of the total power. 
The simulated focal shift for the different intensity distributions, keeping all other constraints 
constant, is depicted in Fig. 57 (left) and leads to a deviation of about 6 %. 
 
Fig. 57: Simulated defocus values for Gaussian and homogeneous intensity distributions at 
constant focal length 
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would differ a lot. Therefore, the beam quality factor M² has to be taken into account. M² is 
about 1 for a single-mode laser providing a Gaussian distribution and can be about 10 or larger 
for a multi-mode laser source which delivers a more uniform intensity distribution. An 
improved comparison possibility, which is also partly done in literature (e.g. [36,96]), is the 
normalization of the defocus on the Rayleigh range. The Rayleigh range can be expressed 
according to [97] by eq. (31). 
 
2 22
0
2 2
4focus
R
B
f M
z
M r
 
 
       (31) 
Since this value contains besides the focal length ௙݂௢௖௨௦ and the raw beam diameter ݎ஻ also 
the beam quality factor M², different lasers and optical systems in terms of effective focal 
lengths and numerical apertures become comparable. 
A normalization of the simulated values assuming M² = 1 and 10 for Gaussian and 
homogeneous distribution, respectively, is depicted in Fig. 57 (right). The graphic shows that 
the Gaussian distribution produces a more critical defocus so that single mode laser sources 
are more critical in terms of thermal lensing – assuming the same incoming parameters but 
different focal sizes.  
A comparison of different incident beam diameters is depicted in Fig. 58 and proves the 
expectations: the larger the beam diameter, the smaller the focal shift.  
 
Fig. 58: Comparison of defocus (log10 scaled) for different beam diameters 
The defocus scaling with the inverse of the squared beam diameter is only an approximation 
neglecting temperature-dependencies, such as of absorbance and thermal conduction. 
0 4 8 12 16 20 24 mm 32
1
10
100
µm
10000
 hom. P = 500 W
 hom. P = 2000 W
 hom. P = 5000 W
 Gauss P = 500 W
 Gauss P = 2000 W
 Gauss P = 5000 W
ab
so
lu
te
 d
ef
oc
us
beam diameter
76 MODELING AND COMPENSATION OF THERMALLY INDUCED OPTICAL EFFECTS  
 
4.4 Temperature-dependent material properties 
While for numerous applications this simplification might be valid, materials with 
comparatively large absorbance values might require temperature-dependent material data 
and computations. Besides the thermal diffusivity, containing thermal conductivity, density 
and specific heat capacity, also optical properties are temperature-dependent. 
Many publications neglect the fact that the thermo-optic coefficient is no constant, but has a 
certain temperature dependency. For fused silica materials with very low absorbance values 
and thus minimal temperature increases, this assumption can be considered. Anyway, if larger 
absorbance is induced by low quality coatings or by other materials, this assumption has to be 
verified. Fig. 59 depicts the thermo-optic coefficient for CaF2 at 1064 nm and 515 nm.  
 
Fig. 59: Variation of thermo-optic coefficient with temperature for CaF2 at 1.064 µm and 
0.515 µm wavelength 
The curves for both wavelengths have a similar behavior with varying temperature, leading to 
almost the same result for both wavelengths for the change in refraction n (cf. Fig. 60). 
 
Fig. 60: Change in refraction with varying temperature for CaF2 at 1.064 µm and 0.515 µm  
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Although the graphical evaluation in Fig. 60 seems to be virtually linear, the small deviation 
from linearity has a large impact on optical results. For an optical system consisting of a plane 
plate of CaF2 and two fused silica lenses, the defocus of the total system is shown in Fig. 61 
using both a constant and a temperature-dependent ݀݊/݀ܶ for the CaF2 component. For the 
fused silica components a constant ݀݊/݀ܶ is used in both cases. 
 
Fig. 61: Thermal defocus for constant and temperature-dependent material properties 
As expected, the constant ݀݊/݀ܶ for the plane plate produces an almost linear increase in 
defocus. The temperature-dependent ݀݊/݀ܶ, however, as depicted in Fig. 59, leads to 
significant overcompensation of the thermal defocus for higher powers. This indicates that a 
precise prediction definitely requires temperature-dependent material data in the simulation.  
Moreover, some materials might even have a change in sign with temperature variation which 
leads to extremes in the change of refraction. The ݀݊/݀ܶ for N-SF11 at 515 nm crosses the 
zero line at about -30 °C (Fig. 62) which leads to a minimum at the same temperature in the 
curve of the refraction change (Fig. 63). 
 
Fig. 62: Variation of thermo-optic coefficient with temperature for N-SF11  
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Besides the temperature dependency of the materials, also the wavelength dependency is of 
high importance and cannot be neglected. In particular, materials crossing the zero line at 
designated wavelengths show significant different behavior at different wavelengths which 
are not to be neglected. 
 
Fig. 63: Change in refraction with varying temperature for N-SF11 at 1.064 µm and 0.515 µm 
wavelength 
4.5 Defocus in multi-lens systems 
After the analysis of different influences on the thermal lens of one element, the accumulation 
of defocusing components in multi-lens systems is to be discussed. An optical system 
containing for example four lenses can have a defocus strongly differing from four times the 
defocus of a single lens. As discussed before, the shape of each lens has a significant influence 
on heat conduction and thus on thermal lensing. Moreover, so far only systems with an 
incoming collimated beam are analyzed. However, the beam propagation also has a strong 
impact on the resulting defocus, since the thermal gradients perpendicular to the propagating 
direction influence the beam. Hence, the total defocus strongly depends on the design of the 
entire lens system. 
This section is subdivided in two subsections. While the first only analyzes the accumulation 
of defocus values, the second subsection concentrates on the reduction of thermal lensing. 
4.5.1 Analysis of multi-lens systems 
For the analysis of multi-lens systems, two simulations are conducted. The first compares a 
single lens with a system consisting of twice that lens in order to provide the basic 
understanding of the behavior of the same lens in different systems. The second example 
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analyzes a five lens system including movable lenses in order to provide an understanding of 
variations in one system due to multiple configurations. 
4.5.1.1 Evaluation of a two lens system 
In order to achieve a basic understanding of the behavior of same lense in different setups, 
this example consists of an irradiated fused silica lens (C7980 lens with boundary conditions 
from section 4.1.1) which is thermally evaluated twice: once as a single lens and once as a 
double lens system (Fig. 64) with effective focal lengths of 150	݉݉ and 76.896	݉݉, 
respectively. A comparison of different systems providing the same focal lengths is given in 
section 4.5.3. 
  
Fig. 64: Lens systems for evaluation: single lens (left) and double lens system (right) 
The evaluation in Tab. 6 shows a defocus of round about 36 µm for the single lens and 17 µm 
for the double lens system. Although the absolute defocus of the second lens system is 
smaller, a normalization on the Rayleigh range, as discussed in section 4.3, or only on the 
squared focal length ݂ଶ (since M² and raw beam are constant, cf. eq. (31), page 75) shows a 
larger defocus.  
Defocus Single lens norm. on f² Double lens  norm. on f² 
Lens 1 -35.7 µm -1.587e-3 -9.4 µm -1.587e-3 
Lens 2 --- --- -8.0 µm -1.356e-3 
Total -35.7 µm -1.587e-3 -17.4 µm -2.943e-3 
Tab. 6: Defocus evaluation of single and double lens system and their normalization on ݂ଶ 
According to eq. (28) in section 4.1, the thermal defocus is proportional to the focal length. 
Hence, the defocus of lens 1 in the double lens system should also be analytically calculable 
by 
 
2
1, 1
1, 2 2
76.896
35.7 0.2628 9.38
150
lens system
lens system
f
f µm µm
        . 
Although this result is very precisely corresponding to the simulated value, this estimation is 
not applicable on the second lens. Despite of the beam diameter being smaller on the second 
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lens and thus the intensity being higher, the thermal defocus is unexpectedly smaller, anyway. 
The converging rays at the second lens weaken the influence of the strong radial thermal 
gradient while the impact of the weak axial gradient is rising. 
The conclusion of this section so far is, that the defocus of an optical element is constant and 
its behavior can be predicted for any system it is built in, if 
1. the boundary conditions remain the same (beam diameter, incident angles etc.) and 
2. the effective focal lengths are known or all defocus values are normalized on the Rayleigh 
range. 
In the discussed case, using one element twice increases the effective defocus only by 85 %, 
though the intensity on the second lens is even higher. 
4.5.2 Variable beam expander: analysis of a zoom system 
Further complications occur if moveable lenses are involved as it is the case for example in 
variable zoom systems. Since beam diameters can strongly vary on each lens during 
movement, the major challenge here is to analyze and optimize those systems for the entire 
operational area. To get an understanding of appearing changes and impacts, a five lens 7x 
zoom system with two movable lenses is analyzed. The extreme cases, the analysis is 
conducted on, are depicted in Fig. 65. 
 
Fig. 65: Design setups 1 (top) and 2 (bottom) used for the evaluation 
For the analysis, both systems are focused with a paraxial lens with respective focal lengths in 
order to achieve a constant effective focal length of 350	݉݉. Hence, a normalization on the 
Rayleigh range or ݂ଶ can be omitted and the defocus values can be compared directly. Tab. 7 
summarizes the results for both systems including the percentage of each lens contributing to 
the total defocus.  
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Defocus Setup 1  Setup 2  Setup 2 – iteratively 
Lens 1 -2.26 mm 23.6 % -2.33 mm 27.9 % -2.33 mm 27.0 % 
Lens 2 -1.47 mm 15.3 % -1.55 mm 18.7 % -1.58 mm 18.3 % 
Lens 3 -2.60 mm 27.2 % -2.23 mm 26.7 % -2.30 mm 26.7 % 
Lens 4 -1.18 mm 12.3 % -1.14 mm 13.6 % -1.35 mm 15.7 % 
Lens 5 -2.07 mm 21.6 % -1.08 mm 13.0 % -1.06 mm 12.3 % 
Total -9.59 mm 100.0 % -8.33 mm 100.0 % -8.63 mm 100.0 % 
Tab. 7: Defocus evaluation of minimum and maximum zoom setting 
Moreover, since beam sizes inside lenses vary, the second setup with smaller beam sizes and 
therefore larger percentage effect is simulated twice. The first analysis is based on geometrical 
absorption information from the cold setup for all lenses in FEA. In the second analysis each 
lens is iteratively simulated, considering the modified beam path for the thermal analysis in 
the succeeding lens – though neglecting that each lens also changes its own beam path slightly 
when heated. However, in the simulations of the second setup the percentage values (cf. Fig. 
66) and the absolute defocus values differ only slightly and the total defocus varies about 4 %.  
 
Fig. 66: Visualization of the percentage impact of each lens 
Hence, the impact of modified beam paths due to thermal lensing can be omitted for the 
thermal analysis if the propagation distances are comparatively short and the thermo-optic 
coefficient is rather small. For large distances, the impact will definitely be higher. 
Unobvious is also the fact that the first setup with rather large beam diameters and low power 
densities on the elements leads to larger total defocus by thermal lensing. Similar to the 
subsection before, this effect can be explained by the incident angles of the beam. As given 
by equation (1) on page 15, the beam curvature is influenced by the product of refractive 
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index and its gradient perpendicular to the incoming beam. Therefore, it is not always evident, 
which components are the worst offenders in the system, since the intensities on the lenses 
and the ray directions have to be regarded equally. 
In this case, even an inverse trend can be observed: the higher the maximum temperature, 
the lower the defocus induced by this element (cf. Fig. 67). Though this effect can be explained 
by lens thicknesses, incident angles and thermal conditions, it is remarkable anyway. Hence, 
general conclusions cannot be made and always have to be analyzed for the special case. 
 
Fig. 67: Evaluated defocus over maximum lens temperature increase for all cases 
All simulations have in common that the first and the third lens induce the largest defocus. 
Hence, one measure could be the exchange of those worst offenders by adequate materials 
with negative thermo-optic coefficients. These and other compensation methods are 
discussed in the subsequent section. 
4.5.3 Thermal compensation of multi-lens systems 
In the following, two often used types of lens systems are analyzed on thermal lensing in order 
to discuss methods for compensating thermal lensing in multi-lens systems.  
4.5.3.1 Focusing lens systems 
The defined boundary conditions are a multimode laser source (5 kW at 1064 nm) with a fiber 
core diameter of Ø = 200	μ݉ and a numerical aperture of ܰܣ = 0.1 collimated with ݂ =
100	݉݉ and imaged using a back focal length of ܤܨܮ = 150	݉݉. Starting from the initial 
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design, the number of lenses will be varied, geometrical properties changed and a 
compensation by CaF2 analyzed (cf. Fig. 68), while keeping nominally a diffraction limited 
imaging quality. 
 
Fig. 68: Initial design and the variation of the focusing lens system 
In classical lens design, a reduction of aberrations can be achieved, if the refractive power is 
distributed onto multiple surfaces or concentrated onto one complex aspheric surface. While 
this leads to the systems 2 and 3, the systems 4 and 5 are generated to relieve the thermally 
loaded components by improving the thermal conditions with the idea of reducing the 
maximum temperature. In system 4 the thickness and the diameter of the plano-concave lens 
are increased and the distance between the two lenses is decreased for reducing the power 
density on the second lens. These measures lead to a reduction of the temperature increase 
by 30 %. While in system 5 both lenses are optimized in terms of maximum temperature, the 
systems 6 and 7 are characterized by replacing fused silica by CaF2. The results of the optical 
simulation, considering only the GRIN effect and normalized on the Rayleigh range, are 
depicted in Fig. 69. 
number of components geometrical optimization CaF
initial design
1
2 3 4 5 6 7
thin lenses
8
2
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Fig. 69: Results of the optical evaluation of the designed focusing lens systems with 
absorption coefficients from literature (cf. Tab. 2) 
As can be seen, the lowest thermal lensing occurs with material variations. System 7 even 
leads to an overcompensation of the thermal lens and leads to the conclusion that a further 
adjustment of geometrical conditions will definitely result in a perfect balancing in steady 
state. Transient effects and effects of deformation are discussed in section 4.6 and 4.7, 
respectively. Both effects add further boundary conditions to the design of thermally stable 
lens systems, but do not change the basic statement. Moreover, it must be stated, that in 
practice a defocus of less than 0.5 Rayleigh ranges is usually sufficient for many processes. The 
small range of defocus values results from material data gained in literature and given in Tab. 
2 on page 67. Anyway, increasing absorption coefficients in simulation to achieve more 
realistic values (based on following experiments, these should be about one order of 
magnitude larger) would have no influence on the general statements and methodologies 
derived. 
As expected, increasing the amount of lenses in the system (Fig. 69, system 2), leads to an 
increased thermal lens and vice versa. Unexpected, however, are the results of the systems 4 
and 5. Obviously, the reduction of the thermal gradient is overcompensated by the increased 
propagation distance within the gradient material similar to the example of the previous 
section. Hence, a new system 8 is generated, based on two thin, but producible lenses. 
Although these lenses generate a larger maximum temperature, they provide a shorter 
propagation distance. The resulting defocus is even smaller than that of the single asphere, 
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but still larger than that of the systems with combined materials. Hence, the amount of 
surfaces is no sufficient indicator for the quality of a thermally loaded optical system.  
4.5.3.2 Beam expander 
Similar to the case before, variations of beam expanders, as depicted in Fig. 70, with a beam 
magnification of factor 2 are analyzed keeping the same boundary conditions as before and 
evaluating the thermal lens using a paraxial lens with a focal length of 150 mm. 
 
Fig. 70: Initial design of the beam expander and its variation  
The initial design consists of a positive and a negative lens of fused silica. Again, the systems 
2 and 3 vary the amount of lenses in the system. However, the single asphere has a special 
role, since a magnification with only one lens is only possible by increasing the lens thickness 
significantly. System 4 replaces the positive silica lens by CaF2 and reduces its thickness in 
order to minimize the expected overcompensation. A variation of the geometries of the initial 
lenses is omitted, since it has no effect in the previous section. The results of the optical 
simulation are depicted in Fig. 71 and provide similar information as the simulation of the 
focusing lens system.  
 
Fig. 71: Results of the optical evaluation of the designed beam expanders 
number of components CaF
initial design
3
1
2 4
2
0 1000 2000 3000 W 5000
-0,25
-0,20
-0,15
-0,10
-0,05
0,00
0,05
de
fo
cu
s i
n 
Ra
yl
ei
gh
 ra
ng
es
power
 1: initial system
 2: three lenses
 3: one asphere
 4: CaF2 convex lens
86 MODELING AND COMPENSATION OF THERMALLY INDUCED OPTICAL EFFECTS  
 
More lenses lead to a larger defocus and – in this case – fewer lenses can do the same, if the 
thickness of the component is increased dramatically. Even though the maximum 
temperature changes only by 6 °C, the single asphere results in a similar defocus as the three-
lens-system. Material variation once more provides the most promising result. The remaining 
overcompensation can be reduced by increasing the thickness of the silica lens or reducing 
that of the CaF2 lens. 
In summary, both systems behave very similar though being completely different in their basic 
designs and applications. Therefore, it can be stated, that – under the considered constraints 
– in theory it is possible to design a thermally compensated optical system. The most serious 
obstacles are the material properties, particularly the absorbance values, since these values 
strongly differ in literature but have a large impact on the thermal lens. 
4.6 Time-dependent behavior 
Besides the stationary performance, also the transient behavior of optical systems is 
important. Many processes have varying laser on and off times depending on the current job 
and work therefore in a highly dynamic state. For a qualitative impression, Fig. 72 illustrates 
the transient behavior of the peak intensity of an industrial laser with a typical fused silica lens 
system at 1000 W measured at a constant distance from the lens.  
 
Fig. 72: Measurement of the peak intensity over time behind the optical system of a fiber 
laser system at 1000 W and a data fit according to eq. (32) 
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Thereby, the increasing peak intensity is equivalent to a movement of the focal position in 
axial direction. For characterizing the time-dependent behavior, a time constant has to be 
defined. Based on Newton’s law of cooling an exponential function is assumed, following the 
relation 
   3max 1 .x
t
xT t T e 
      
 (32) 
For a given maximum temperature ௠ܶ௔௫, which is proportional to the measured intensity, the 
temperature ܶ at a given time ݐ௫ can be calculated based on the time constant . The value 
of 3 in the exponent leads to ܶ(ݐ௫ = ߬) ≈ 95% ∙ ௠ܶ௔௫ which is an appropriate value for 
defining a quasi-stationary situation. For the current example, the fit leads to  ≈ 40ݏ. 
A compensation over time requires lens elements with similar time constants. In contrast to 
statements in [96], lens elements in one optical system can have different time constants. As 
a matter of fact, it is sufficient to have pairs of elements in the system having the same time 
constants but different signs in their thermo-optic coefficients in order to balance each other. 
The time constant of a lens element is influenced by beam diameter, lens geometry, ratio of 
bulk to coating absorbance and material properties such as density, heat conduction and heat 
capacity. This gives valuable information on the possibilities of influencing the time constant. 
If the beam diameter is restricted, other factors such as the lens diameter or – if not 
applicable – the material itself can be the degree of freedom. 
4.6.1 Power-dependency of thermal time constants 
Thermal time constants can be dependent on laser power if the absorbance of a material or 
its thermal diffusivity is dependent on temperature. At slight temperature increases, those 
values can be assumed to be constant and should have almost no impact on the time constant. 
The simulation of a CaF2 plane plate with material properties from Tab. 2 (page 67) shall 
confirm this behavior. Therefore, the plane plate is irradiated in simulation with varying laser 
powers between 1,000 W and 10,000 W and the results are depicted in Fig. 73.  
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Fig. 73: Simulated temperature increase (full lines) for different laser powers including fitted 
function (dotted lines) and 95 % criteria (dashed lines) 
In all cases, the thermal time constant is about 50 s, though the maximum temperature varies.  
In order to confirm the power-independency of time constants in experiments, a focusing 
optics consisting of two lenses out of fused silica and CaF2 is analyzed at different power levels. 
For each measurement the position of the steady state focus is determined and the transient 
behavior is measured at this axial position. These measurements suffer from oscillations due 
to a low exposure time of the camera. Hence, the fitting is applied onto the original data but 
also onto smoothed data based on a Savitzky-Golay filter [98]. 
The experiments, conducted at 100 W and 650 W (cf. Fig. 74), provide time constants of the 
entire system, including the collimation and both focusing lenses simultaneously.  
 
Fig. 74: Measurement results (left), smoothed (right) and fitted functions with retrieved time 
constants (both) for different power levels 
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According to simulations, the time constants of the two lenses are 70 s and 21 s for the fused 
silica and CaF2 lens, respectively. Since the design of the collimation is unknown, an estimation 
of the total time constant is difficult. However, since the lens diameters inside the collimation 
are comparable to those of the focusing lenses, the total time constant is expected to be 
between the computed values. The results given in Fig. 74 prove the expectations and deliver 
almost power-independent time constants of about 38  1.5 s. 
Moreover, since the unsmoothed data fitting provides almost the same result, the data 
smoothing is only useful for visualization purposes and makes the output more plausible, 
though the precision remains the same. 
However, both simulation and experiments prove the power-independency of thermal time 
constants and thus simplify further analyses. 
4.6.2 Influences of thickness and diameter 
A lens or plane plate in an optical system will usually absorb the laser power not only within 
the material but also at the surface. The imperfect fit between simulation and analytical 
estimation is only due to the superimposition of bulk and surface absorbance with the 
subsequent thermal conduction. Moreover, these effects also become evident when analyzing 
the time constant over a varying lens thickness and considering surface absorbance as 
depicted in Fig. 75. 
 
Fig. 75: Simulated and Gaussian fitted time constants over lens thickness for multiple lens 
diameters at a constant beam diameter of 20	݉݉ 
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For the simulations, plane plates of CaF2 with material properties from Tab. 2 (page 67) are 
varied in thicknesses between 1 mm and 49 mm and in diameter between 20 mm and 60 mm. 
The generated heat is transported to the edge by heat conduction so that a longer geometrical 
distance leads to an increased time until steady state is reached. Increasing the thickness rises 
the amount of absorbed energy but also the cooling surface. Though the thickness also effects 
the time constant, it is usually several orders of magnitude lower than the influence of the 
lens diameter. Anyway, it has to be noted that the slope is dependent on the ratio of bulk to 
surface absorbance and might be considerably steeper for highly absorbing coatings (cf. 
section 4.6.3). 
The simulated results of thermal time constants are fitted with a Gaussian distribution, which 
seems reasonable since two regions with different curvatures can be distinguished: If the 
component is rather thin, the two surfaces are within the heat-affected zone of each other. 
This leads to a mutual influence of the maximum temperature, taking a certain time until 
steady state is reached (cf. Fig. 76). Increasing the thickness reduces the impact of the heat 
conduction from the opposite surface and provides therefore additional material for heat 
transport. Steady state is reached faster until a medium mutual influence zone is achieved and 
the curvature is changed. A further increase of the thickness in the area of weak mutual 
influence of the surfaces leads to a saturation of the time constant since additional material 
has no use for material transport. Deviations between simulation and the Gaussian fit arise 
from imperfect meshing in the FEM. 
 
Fig. 76: Mutual influence of the surface temperature depending on the lens thickness 
The simulation of thicknesses of up to almost 50	݉݉ are conducted in order to prove the 
saturating behavior. However, a realistic lens thickness will be somewhere between 10	݉݉ 
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and 20	݉݉. Therefore, it can be stated that it is basically the lens diameter influencing the 
time constant, while the thickness usually has a rather small impact – keeping in mind that the 
slope is dependent on the ratio of bulk to surface absorbance. 
4.6.3 Influence of surface absorbance effects 
This dependency is illustrated in Fig. 77 for proving this statement. Keeping all other factors 
constant, the absorbance in the coating material is varied between 0 ppm and 96 ppm, being 
the literature value for a typical coating on CaF2, listed on page 67 in Tab. 2. For simplicity, the 
case of the maximum coating absorbance is referred to by a surface to bulk factor of 1. 
 
Fig. 77: Time constant depending on the lens thickness with different surface absorbances 
As expected, time constants without any occurring surface absorbance are thickness 
independent, while an increasing surface absorbance increases the slope of the distribution. 
Noteworthy in this context is also the fact that higher surface absorbance leads to shorter 
time constants. This behavior can simply be explained: Steady state at no surface absorbance 
is influenced by radial heat conduction on the entire thickness of the lens. Increasing the 
surface absorbance leads to significant heat conduction also in axial and not only in radial 
direction and leads thus to a faster achievement of the 95 % criteria defined by the thermal 
time constant.  
4.6.4 Influence of the beam diameter 
As discussed before, a variation of the time constant can be achieved by varying the lens 
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diameter. However, a similar effect is expected to result from a variation of the beam diameter 
on a given lens. As depicted in Fig. 78, a variation of the beam diameter has a significant 
impact, though it is far not as strong as the variation of the lens diameter. 
 
Fig. 78: Influence of the beam diameter on the time constant 
This result can be explained by the length, the heat has to pass within the material. If the lens 
diameter is increased, heat has to pass a longer distance and requires more time to achieve 
this. Reducing the beam diameter, however, does not influence the path length from the 
center to the edge but affects only the thermal interactions within the material and thus the 
time constant on a smaller scale. 
4.6.5 Comparison of different lens materials 
Since a passively, thermally compensated optical system has to consist of multiple materials 
with different signs in the thermo-optic coefficient, transient behaviors for relevant materials 
are analyzed in Fig. 79. 
It is not to be neglected that the simulation of materials with large absorption coefficients and 
comparable low thermal conduction, such as N-BK7, produce huge maximum temperatures 
being far beyond their decomposition temperature. Moreover, values for the absorbance of 
F2 strongly differ in literature so that it is not to be excluded that F2 might be a material which 
is suitable for high power applications. However, since the transient behavior is almost power 
independent, the only consequence is that materials such as N-BK7 can be used only for low 
power applications. The calculated time constants keep their validity. 
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Fig. 79: Maximum temperature over time for different materials (log2 scaling) 
The transient behaviors can strongly differ. Materials with large thermal conductivity have a 
short settling time, while others, such as fused silica with low thermal conductivity, require – 
at the given geometrical conditions – several minutes to reach steady state. 
Since transient FEM computations are very time consuming and can today take several hours 
if fine meshes and convergence conditions are applied, an analytical equation for predicting 
the time constant can fasten the design processes. In literature, some equations are presented 
for thermal time constant estimations. Yoshida et al. [27] present an equation applied for 
cylindrical laser rods containing the rod diameter and the thermal diffusivity [݉ଶ/ݏ]. 
However, more information are required if factors such as the impact of curvatures, 
superimpositions of bulk and surface absorbance effects and influences of beam diameters 
are to be considered. Wedel et al. [96] provide a more complex equation, containing – among 
other factors – the thermal diffusivity and the squared beam diameter. However, a linear 
dependency between the squared beam diameter and the thermal time constant according 
to the definition of (32) cannot be confirmed in this work (cf. section 4.6.4). 
Therefore, in this work the thermal diffusivity is included into the equation and extended by 
a parameter ܩ [݉݉ଶ] with an appropriate unit to receive a thermal time constant in seconds. 
This leads to the predicting equation for the thermal time constant being 
 ppredicted
c
G
 
  . (33) 
This parameter ܩ is dependent on geometrical boundary conditions, such as lens and beam 
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diameters, and also on absorbance values of bulk and coatings. Therefore, thermal time 
constants of different setups can only be estimated analytically, if the boundary conditions 
are similar and only after one simulation is conducted in order to derive the parameter ܩ. 
The estimation for the example of Fig. 79 – with ܩ = 138.9	݉݉ଶ derived to match the fused 
silica simulation – can be seen in Fig. 80.  
 
Fig. 80: Simulated and analytically estimated time constants for different materials 
Although the results do not match perfectly, after conducting one single FEM computation, 
the parameter ܩ can be deduced and more appropriate materials can be selected by a rough 
estimation of their time constants. 
4.7 Influence of deformation and its limitation on compensating materials 
Another factor affecting thermal lensing is the surface deformation. Surface deformation due 
to a positive thermal expansion always leads to a negative defocus. When using an element 
with a negative ݀݊/݀ܶ, the compensating impact of the GRIN effect is diminished. 
A first estimation of the deformation’s impact on the total thermal lens can be given 
analytically. In literature, equations for such estimation can be found in [46,99] as the thermo-
optical constant being the difference of GRIN and deformation effect. In this work, for 
normalization purposes a quotient of those effects is calculated based on [10,46,99] with ߙ௧௛ 
as the coefficient of thermal expansion according to 
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Comparative simulations for plane plates and even other geometries lead to similar results as 
the analytical solution. The results of this equation for fused silica and N-BK7 together with 
materials with negative ݀݊/݀ܶ are listed in Tab. 8. 
Material n(1060 nm) αth [10-6/°C] dn/dT [10-6/°C] µ in % 
C7980 1.449681 0.52 9.6 2.44 
N-BK7 1.50669 8.30 1.10 38.23 
NaF 1.233 36.0 -36.2 -23.17 
AgCl 1.98034 30.0 -61.0 -48.21 
KCl 1.454 36.0 -33.2 -49.23 
BaF2 1.4626 18.1 -15.2 -55.09 
KBr 1.52695 43.0 -40.8 -55.50 
NaCl 1.4998 44.0 -36.0 -61.09 
SrF2 1.439 19.2 -12.0 -70.24 
CaF2 1.43388 18.9 -10.6 -77.16 
N-PK51 1.52045 14.1 -8.40 -87.49 
N-PK52A 1.48971 15.0 -8.00 -91.82 
N-FK51A 1.47959 14.8 -7.30 -97.23 
LiF 1.37327 37.0 -12.7 -108.75 
P-PK53 1.51738 16.0 -6.90 -119.75 
N-PSK53A 1.60641 10.8 -4.30 -152.31 
N-FK5 1.47855 10.0 -2.60 -184.06 
N-SF6 HTUltra 1.77341 10.3 -2.30 -347.70 
N-SF4 1.72717 10.9 -2.20 -359.29 
N-SF11 1.75401 9.85 -1.40 -530.50 
P-LAK35 1.67824 9.70 -0.7 -939.85 
Tab. 8: Impact of deformation on thermal lensing for different materials [21] 
For materials with a positive ݀݊/݀ܶ, the total defocus is increased by μ in comparison to the 
GRIN effect only. For those with a negative ݀݊/݀ܶ, the GRIN effect is diminished by μ. 
Therefore, a compensation based on negative ݀݊/݀ܶ can only be achieved, if μ is between 
0 % and -100 %. Materials with a smaller value of μ have a dominating deformation percentage 
and even increase the negative thermal lens in the system. 
Materials with values of about -100 % are quite interesting, since they can be self-
compensating. This means, that the integration of a component out of those materials in the 
system might have almost no impact on the total thermal lens – at least not on the defocus, 
though it might affect higher aberrations. Particularly N-FK51A with a value of -97 % is the 
most promising out of this table. On the other hand, depending on its absorbance, the 
remaining 3 % out of the GRIN effect might produce significant positive defocus, anyway. 
In the case of fused silica (C7980), the GRIN effect is dominating and the influence of 
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deformation can be neglected. However, for most materials with an absolute µ of more than 
few percent this simplification cannot be employed and this effect has to be considered in the 
simulation since it provides a significant contribution. 
Considering all limitations discussed, a reduced list of relevant materials for compensation 
purposes is given in Tab. 9. 
Material Melting point [°C] Transmission range [µm] Water solubility [g/100g] 
C7980 1585 0.18-2.6 insoluble 
N-PK51 487 0.27-2.5 insoluble 
N-PK52A 467 0.27-2.5 insoluble 
N-FK51A 464 0.28-2.5 insoluble 
AgCl 457 0.4-30 5.2·10-4 
CaF2 1418 0.13-12 0.0017 
SrF2 1473 0.13-11 0.011 
BaF2 1386 0.15-15 0.17 
NaF 993 0.14-13 4.22 
KCl 776 0.21-25 34.7 
NaCl 801 0.18-20 35.7 
KBr 730 0.23-25 65.2 
Tab. 9: Shortlisted materials relevant for compensation purposes 
A further criteria for the usage of materials in laser applications is the water solubility. 
Therefore, materials with values of more than 1g/100g are to be excluded directly. Materials 
such as BaF2 and SrF2 will have to be analyzed on their long-term stability if exposed to air 
humidity. Finally, AgCl is to be excluded due to its photochemical sensitivity which might 
deteriorate the material and its tendency to corrosion. The remaining materials, given in Tab. 
10, are of high relevance for the compensation of thermal lensing.  
Material Thermal conductivity [W/(mK)] Thermal diffusivity [m²/s] 
C7980 1.3 0.84 
CaF2 9.71 3.58 
SrF2 1.42 0.54 
BaF2 11.72 5.85 
N-PK51 0.73 0.29 
N-PK52A 0.65 0.27 
N-FK51A 0.76 0.30 
Tab. 10: List of relevant materials for the compensation of thermal lensing 
Particularly, SrF2 has a great potential, since it is very similar to the often discussed CaF2, but 
has a thermal conductivity in the range of fused silica and is therefore also able to compensate 
transient effects without the requirement for enlarging the component’s diameter. Besides 
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the crystals with large melting points, also the optical glasses might be interesting. Due to their 
high absorbance, occurring stresses make them inappropriate for high-power applications. 
However, in the domain of up to few hundred Watts, these materials can still be used. 
4.8 Thermally induced stress-optic distortions  
Besides deformation, also stresses affect the refractive index and even produce polarization 
dependent birefringence. Hence, the magnitude of this effect is to be analyzed for the 
materials from Tab. 10 for providing an estimation of its contribution to thermal lensing. 
Depending on the materials structure, different methods are to be used in order to compute 
the stress-induced refractive index change. According to [100], for face-centered cubic crystal 
structures, as in the case of the fluoride crystals, the change of refraction Δ݊ can be calculated 
for parallel (∥) and perpendicular (⊥) polarized light based on eq. (34). 
 
3
/ 11/12 max2
nn q      (34) 
Hereby, ݍଵଵ and ݍଵଶ are the direction-dependent piezo-optic coefficients and ߪ௠௔௫ the 
maximum occurring stress. 
For amorphous materials, such as fused silica, the change in refraction can be computed based 
on the photoelastic (also stress-optic) coefficients ݀݊∥/ୄ/݀ߪ [101] as given in eq. (35). 
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For the evaluation in Tab. 11, maximum occurring stresses are estimated based on FEA. For 
the simulation, a power of 500 W, a homogeneous beam diameter of 10 mm and a thickness 
of the simulated 1” plane plates of 10 mm is assumed. Since the quotient of stress-induced to 
thermally-induced refractive index change is computed (cf. eq. (36)), the availability of correct 
absorption coefficients is not relevant. 
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Material dn/dT 
[10-6/K] 
∆T [K] dn/dσ 
[10-12/Pa]
dn/dσ 
[10-12/Pa]
∆σ 
[MPa] 
∆n/∆nT ∆n/∆nT 
CaF2 -10.6 5.1 -1.62* 4.32* 2.6 3% -8% 
BaF2 -15.2 6.8 -4.13* 10.34* 3 4% -10% 
SrF2 -12 23 -0.94* 2.23* 14.7 2% -5% 
N-PK51 -8.4 105 -1.2 -3.4 33 4% 12% 
N-FK51A -7.3 76.5 -1.1 -1.8 28.5 5% 9% 
N-PK52A -8.0 92.5 -1.4 -1.9 29.6 6% 7% 
Tab. 11: Comparison of stress-induced and temperature-induced refractive index change. 
Values with * are reversely computed based on eqs. (34) and (35). 
Based on the computed values it can be stated that the stress-optic effect produces positive 
or negative defocus depending on the positive or negative sign of eq. (36), respectively. 
Particularly for the glass materials, the effect increases the compensating potential, while for 
the crystals, the two directions differ in sign. 
For the computations, the maximum temperature increase and the maximum stress is 
evaluated and provides therefore information on the worst case scenario. However, while the 
maximum temperature increase is usually located in the center of the beam path and strongly 
affects the thermo-optic behavior, the maximum stress can also occur at the edge and can 
therefore be in a region where no beam passes the lens (cf. Fig. 81).  
      
Fig. 81: Qualitative comparison of temperature (left) and stress distribution (right) 
Hence, a more likely case has to consider lower stress levels, which reduce the impact of the 
stress-optic effect to thermal lensing even more. Since the stress-optic effect contributes only 
about 10 % in worst case, this effect is not included in the developed simulation model for 
thermal lensing in optical systems. 
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4.9 Methodologies for the design of passively compensated optical systems 
Based on the insight gained in this chapter, a general methodology for designing thermally 
stable optical systems is derived and depicted in Fig. 82. 
 
Fig. 82: Flow chart for the design of thermally stable optical systems containing general 
methods for transient and steady state compensation of thermal lensing 
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At the beginning of the design process an initial system has to be modeled considering the 
required imaging properties and environmental conditions. Besides information on the laser 
source and process constraints, also the experience of the designer is fundamental. The basic 
material for high power laser applications is fused silica since it has outstanding properties in 
terms of absorbance and thermal expansion. For the optimization of the initial system 
regarding target parameters such as diffraction limit, a variation only of curvatures and 
positions should be considered. Further parameters, in particular thicknesses and diameters, 
also influence the thermal behavior and should remain a degree of freedom in the design 
process. If all thermo-optical requirements are fulfilled and mechanical damage thresholds 
are not exceeded, a tolerance analysis can be performed and the optical system can be 
manufactured. If the thermo-optic analysis reveals large defocus values or other aberrations, 
three cases can be distinguished, which are discussed in the following sections: strength of 
thermo-optical power (focal shift), high-order aberrations and transient behavior. 
In a final step, mechanical damage thresholds have to be analyzed in order to ensure a robust 
system. If maximum stresses only slightly exceed permissible stresses, the lens geometry can 
be altered to improve cooling surfaces and reduce maximum temperatures. If this measure is 
not sufficient, additional cooling surfaces, e.g. spacer between the lenses, can be integrated. 
Moreover, the reduction of the power density by increasing the beam diameter can also be a 
degree of freedom, which also reduces the amount of thermal lensing. If all these actions do 
not lead to sufficient improvement, material variation has finally to be considered. Therefore, 
materials with larger thermal conductivity or reduced absorbance have to be taken into 
account. 
In the following, the main aspects, focal shift, high-order aberrations and the transient 
behavior are discussed in detail. Depending on the current state and the selected correction 
method, the correction order of these three aspects can vary and might even affect each other 
mutually. A fused silica system with a comparatively large focal shift might require first a 
material variation for reducing the focal shift, then a transient correction to adapt the time 
constants and finally a focal shift correction again, since the transient compensation 
influences the focal shift. Aberrations, however, usually are the final step of correction but 
might influence the total system (e.g. by increasing the number of components) that a 
repetition of all other steps is required. 
 THERMAL LENS ANALYSIS BASED ON THE SIMULATION MODEL 101 
 
4.9.1 Focal shift 
The first case is the most important in practice. If the focal shift is under control, other thermo-
optic effects become unimportant for the application. 
A reduction of the focal shift can be achieved by adapting the lens geometry. A reduction of 
lens thicknesses leads to less absorbed energy and thus to a smaller thermal defocus. 
Moreover, further reduction can be achieved by reducing the amount of lenses in the system. 
However, as discussed in section 4.5, depending on the optical properties to be achieved, a 
system with multiple lenses can outpace a system with few lenses in both nominal properties 
and thermal stability. For full compensation (or minimization) of large focal shifts, a variation 
of the lens material has to be considered, particularly using materials with a negative thermo-
optic coefficient (݀݊/݀ܶ). The preferred material is CaF2 since it has similar properties as 
fused silica and is already manufactured as lenses since it has applications in the short- and 
mid-wavelength infrared. CaF2 provides a low absorbance, a high melting temperature of 
1418 °C, a ݀݊/݀ܶ of about -10.610-6/K and a thermal conduction of 9.71 W / (m  K). Since 
the absolute value of ݀݊/݀ܶ is similar to that of fused silica while the thermal conduction is 
about six times higher, a combination of fused silica and CaF2 lenses do not counteract each 
other easily. CaF2 dissipates the absorbed energy faster and thus produces weaker thermal 
lensing. Anyway, a compensation can be achieved by increasing the thickness of the CaF2 
lenses or the amount of such lenses in the system to increase the absolute defocus. The 
remaining difference in the transient behavior is discussed in section 4.9.3. 
Another feasible material is SrF2 since it basically differs in only one material property from 
CaF2, namely thermal conduction. The thermal conductivity of SrF2 is 1.42 W / (m  K) and 
provides thus almost the same value as fused silica materials. A disadvantage is that in 
contrast to CaF2 this material is less available and is usually offered only as plane plates and 
therefore more expensive in shapes of lenses. 
BaF2 is a third applicable material since deformation does counterbalance only about half of 
the GRIN effect. Therefore, a system consisting of a collimator and two focusing lenses of 
150 mm focal length is analyzed in two configurations: once with fused silica lenses only and 
once as a combination of fused silica and BaF2 in the focusing optics (cf. Fig. 83). 
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Fig. 83: Setup for the evaluation of thermal lens compensation 
The latter compensates the thermal lens induced focus shift as depicted in Fig. 84. Their 
transient behaviors are analyzed in section 4.9.3. 
 
Fig. 84: Stationary defocus measurement for two focusing optics 
In the case of low power applications even larger absorption coefficients result in acceptable 
temperature increase so that other materials with negative thermo-optic coefficients can be 
used. In particular, glass materials such as N-PK51, N-PK52A and N-FK51A can be considered, 
though their deformation compensate most of the GRIN effect. On the other hand, those 
materials have similar time constants as fused silica materials and can lead more easily to a 
compensation. Anyway, a stress analysis is suggested for those materials in order to prevent 
mechanical failure by exceeding permissible stresses.  
4.9.2 High-order aberrations 
Thermal aberrations are the result of the temperature profile deviating from a parabolic shape 
[12]. Hence, aberrations will usually arise, if optical elements have curvatures or do not absorb 
homogeneously, as it is the case if absorbance on surfaces occurs. Furthermore, since 
parabolic temperature distributions result only within the irradiated area, materials with a 
strong negative thermo-optic coefficient might also redirect rays to areas that follow a 
logarithmic temperature distribution (cf. eq. (5) in section 3 and Fig. 85). 
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Fig. 85: Optical element with homogeneous absorption (left) and cross-section (right) 
Thermally induced higher aberrations can be countered by two methods: classical design 
concepts or thermal counterbalancing. 
Classically, spherical aberrations can be reduced by splitting the optical power onto multiple 
elements and therefore reduce the lens curvatures. Smaller lens curvatures simultaneously 
lead to temperature profiles approaching the parabolic shape and lead therefore to smaller 
thermal aberrations. Another possibility is the use of less but aspherical lenses. In that case, 
the reduced number of elements might lead to reduced thermal aberrations so that high-
order aberrations are of less significance. 
The second approach is to counterbalance the positive and negative thermally induced 
spherical aberrations by influencing the curvatures of the different lens materials. Though 
theoretically possible, this method requires a large design effort, since any change in the beam 
path or geometries requires a complete recalculation of the thermo-optic cycle, including a 
recomputation of the FEA results. 
If possible, it is always to be preferred to design the system in a way that high order thermal 
aberrations are negligible for each component instead of trying to counterbalance large 
aberrations. 
4.9.3 Transient behavior 
With the choice of multiple materials, the relevance of the transient behavior is rising. In 
section 4.6.5, it is discussed that the change of thermal time constants after material variation 
can be estimated by eq. (33). Moreover, time constants strongly depend on lens diameters 
radius
temperature
laser beam
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since the thermal energy has to pass the lens element in radial direction from the center to 
the edge. Increasing the geometrical length also increases the duration to steady state. Lens 
curvatures and center thicknesses are of less importance in this context and are not to be used 
as a degree of freedom in this case. 
A perfect compensation can be achieved if components with a positive ݀݊/݀ܶ have a 
counterpart with a negative value producing the same amount of thermal lensing. Hence, 
there is no need for a one to one relationship. One compensation element can compensate 
one or more lenses in strength and time and different time constants can occur in one optical 
system at the same time. Based on the experiments of Fig. 83, also the transient behavior is 
evaluated at a laser power of 600 W and depicted in Fig. 86. While the fused silica system 
requires about 20 s to achieve steady state, the combined BaF2 / fused silica system also 
demonstrates transient stability. 
 
Fig. 86: Transient evaluation of the two focusing systems from Fig. 83 at 600 W laser power 
If the settling time of the compensation element is too short, its diameter can be increased or 
a material with a lower conductivity can be considered. In the case it is too long, the diameter 
has to be decreased or a material with a higher thermal conduction has to be used. 
However, as discussed in section 4.2, it must be considered, that a change in diameter also 
influences the maximum temperature and thus the power of the thermal lens. Therefore, it is 
important to first match the time constants before reducing the power of the thermal lens. 
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4.10 Passive compensation in existing systems 
In many cases it is not desirable to completely redesign existing systems or it is more 
economical to build up the basic system using components off-the-shelf (e.g. collimating 
modules). In this case a methodology for a modular thermal compensation is advantageous. 
The method to be presented enables a simple, modular and effective way of removing thermal 
shifts in existing systems. 
Based on the prerequisites of section 4.6, thermally induced defocus in an existing optical 
system can be influenced by introducing plane plates into a collimated beam path. A similar 
approach is discussed in [102] in the context of laser resonators. However, in that case 
transient effects are neglected which are discussed and analyzed in this section. 
For a compensation over time, beside the optical power of the thermal lens, also the time 
constant has to fit the existing system. Since two target values require two variables, the 
respective values are the thickness and the diameter of the plate. 
By increasing the thickness, the absorbed power is increased and so is the thermal refractive 
power. If the thickness exceeds production or other geometrical limits, the necessary 
thickness can also be achieved by using multiple plates. Furthermore, if surface effects 
dominate in the absorption process, a variation of the thickness leads to no significant change 
in the thermal power. Hence, only the usage of multiple plane plates can be considered for a 
thermal compensation. Additionally, it can be reasonable to use multiple plates for the 
compensation, since flat surfaces in a collimated beam path result in reflections going directly 
back into the laser source. In order to prevent this, an oblique arrangement, as illustrated in 
Fig. 87, of two or more plates can be considered. 
 
Fig. 87: Arrangement of plane plates for preventing critical back reflections 
A variation of the lens diameter strongly influences the thermal time constant, since a 
constant heat conduction in combination with additional material leads to longer durations. 
In the case of the calculated lens diameter being too large in practice, two measures can be 
considered: a change in material or surrounding the plate with another material with lower 
focusing
opticscompensation
collimation
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thermal conduction, as illustrated in Fig. 88. This acts as a thermal resistance and increases 
the time until the steady state condition is reached. However, although the surrounding 
material does not need to provide optical abilities, it must provide a matched coefficient of 
thermal expansion to keep contact while expanding. 
 
Fig. 88: Correction of time constants by surrounding the irradiated compensation material 
(blue) with another material with lower thermal conduction (yellow) 
While low power applications tolerate multiple lens materials, for powers over few hundred 
Watts materials with low absorbance values have to be used, so that only a handful of glass 
or crystalline materials can be considered to be placed into the laser beam (cf. section 4.7). 
The numerical example depicted in Fig. 89 presents a one inch fused silica lens system with a 
beam diameter of Ø = 10	݉݉ compensated with a CaF2 plane plate. Due to the large thermal 
conductivity of CaF2, a significant increase in diameter to about three inch is required. Anyway, 
the presented system produces a defocus of few microns, corresponding to about 1 % of the 
Rayleigh range, and remains diffraction limited up to at least 8 kW – even without refocusing.  
 
Fig. 89: Simulation of a compensated system up to 8 kW laser power  
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4.11 Conclusion 
Besides the demonstration of the necessity of a complex simulation model, many valuable 
information and methodologies required for designing thermally stable optical systems can 
be derived from this chapter. 
Since thermal lensing is always influenced by multiple parameters, the systematic simulation-
based analysis of individual parameters is necessary to achieve the required understanding of 
interdependencies and confirm or disprove assumptions made in literature based on 
analytical simplifications. The discussion of matters of thermal conduction, beam intensity 
distribution, temperature dependency of material properties, accumulation in multi-lens 
systems, time dependency, deformation and stress leads to a design methodology 
summarizing the content of this chapter and providing a guideline for developing thermally 
stable optical systems in both stationary and transient conditions. 
Moreover, the chapter ends with a methodology for a thermo-optic stabilization of existing 
optical systems by introducing compensation elements into the beam path without 
manipulating the nominal behavior of the system. Thus, standard components can be used 
for collimation or focusing optics, while the thermal compensation is achieved using 
comparably cheap plane components.
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5 Applications of the thermal lens simulation model 
The analyses in the previous chapter are focused on rotational symmetric problems and 
therefore demonstrate only a fraction of the developed algorithm’s potential. Its generic 
approach, particularly in terms of asymmetric full 3D approximation, enables the analysis of 
complex setups. Hence, this chapter gives an insight into the capabilities and the possibilities 
of the simulation model and application scenarios.  
5.1 Derivation of absorbance values from high-power defocus measurements 
While simulation is often used to predict results, simulation and experiment can also be used 
in conjunction for deriving unknown material properties. 
One remaining major problem is particularly the availability of absorption coefficients for 
optical materials and absorbance values for their optical coatings. Despite of the availability 
of plenty of methods to get information on absorption coefficients (e.g. [103–105]), most of 
them require complex and expensive metrology in combination with dedicated setups. 
Based on the following method, absorbance values can be obtained by experimental data 
from beam characterization tools. By calibrating simulated results with experimental data, 
particularly by adapting the assumption on the absorbance in the simulation model to match 
the optical experimental results, those values can be obtained. Since camera sensors of beam 
characterization tools are usually rather small, thermal defocus has to be analyzed in the focal 
area and can only be measured as the contribution of all components at the same time – at 
least if no dedicated setup for the measurement is desired. For fiber-guided laser systems, this 
means that the measurement includes at least collimation and focusing lens systems 
simultaneously. One problem in this context is that the collimation is often an off-the-shelf 
product that can be treated in the simulation only as a black box. If only a defocus computation 
is required, the black box modeling is sufficient. If also further aberrations have to be 
considered, the precision will be affected since aberrations occur from the mutual interactions 
of the lenses altogether.  
In order to characterize single components, there are three possibilities to be discussed and 
evaluated in the following subsections: 
1. Integrating a lens to be characterized into the beam path and compute the normalized 
difference between the measurement with and without that component. 
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2. Manipulating the beam sizes on the components by varying lens positions or orientations 
in order to achieve different measured results with the same components and separating 
the influence of each component based on the simulation model. 
3. Exchanging single lenses in the system – if certain information are available – and 
computing the absorbance based on the simulation model. 
Although all three methods theoretically provide perfect means for deriving absorbance 
values, in practical terms, they have certain limitations. The axial resolution of the camera 
movement and the sensitivity of the camera chip influence the precision of the measurement. 
Moreover, the resulting absorbance from simulation strongly depends on the boundary 
conditions of the thermal simulation and might therefore require a complete modeling of the 
lenses, their housing and further related components for a precise result. Finally, the resulting 
absorbance values are the total absorbance within one component without any possibility of 
separating bulk and coating absorbance. Nevertheless, for defocus simulations, this 
separation has only marginal effect as could previously be shown in [80]. 
However, these methods enable the generation of absorbance values with comparatively low 
effort and are therefore of high interest. Furthermore, if higher precision is required, the 
described setup can be improved by replacing the camera with a sensitive wavefront sensor. 
Such a sensor for precise thermal lens measurement is discussed by Mann et al. in [106,107]. 
5.1.1 Integration of components into the beam path 
As stated before, one possibility of deriving absorbance values is the integration of optical 
elements into a thermo-optically characterized beam path and calculating the difference. If 
the defocus of the initial system, normalized on the Rayleigh range, is known, a comparison 
with the measurement after integrating a further component provides information on the 
thermal lens generated by the additional component. 
As discussed in the previous chapter, the local incident angles of the laser beam on the 
components have a large impact on the resulting thermal lens. Hence, it is strongly 
recommended in a characterization process to place additional components, particularly ones 
with large curvatures, between the current optical system and the camera. Thus, it is 
guaranteed that the additional component does not influence the previous beam path at all 
which simplifies the evaluation. On the other hand, components, such as plane plates, with 
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nominally no impact on the beam path, can also be placed in a collimated beam. In that case, 
it is suggested to minimize the distance to the succeeding component in order to ensure a 
minimum of thermally altered intensity distribution on the next lens. Fig. 90 illustrates the two 
possibilities. 
 
Fig. 90: Material characterization by integrating additional components into a system 
For the evaluation, an uncoated plane plate (Ø25.4	݉݉ × 5	݉݉) of CaF2 is placed into the 
beam path of two focusing systems in order to analyze its absorbance and to compare its 
impact on different systems. Fig. 91 enhances the general illustration of Fig. 90 by specifying 
the focusing units and the design of experiments.  
 
Fig. 91: Design of experiments behind collimating unit 
The experiments are carried out using a single mode (SM) 1kW fiber laser with a 15.1 µm fiber 
core diameter and a beam quality factor of M² = 1.1 at 1070 nm wavelength. After the 
collimating unit of 160 mm focal length, the resulting beam diameter is 16 mm. 
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All lenses are coated with a standard coating for 1064 nm, which is close to the laser 
wavelength. Since the back focal lengths of the systems are below 160 mm, the camera system 
(cf. appendix section 8.1) can be used with only one attenuator, so that the maximum laser 
power of 1,000 W cannot be used. The experiments are carried out between 30 W and 650 W, 
though a minimum laser power of 10 % (100 W) of the maximum possible laser power is 
advised for a stable laser behavior. Therefore, some noise and imprecision at low values might 
occur. The experimental values, listed in Tab. 12, are normalized on the Rayleigh ranges of 
158 µm and 188 µm, respectively, in order to be able to directly compare the results. 
Power [W] FS FS + Plate CaF2 CaF2 + Plate 
30 0 0 0 0 
50 -0.6 -0.6 - - 
100 -1.0 - - - 
150 -1.6 -2.2 - - 
250 -3.5 -3.8 -1.9 - 
350 -5.4 -5.1 - - 
450 -7.3 -6.3 -3.5 - 
550 -9.2 -7.6 - - 
650 -10.8 -8.9 -5.6 -4.0 
Tab. 12: Defocus normalized on Rayleigh range for different systems 
Since also 30 W induces a small defocus, it is not perfectly correct to assume that the focal 
positions measured at 30 W can be set as zero for all measurements. It is to be preferred to 
apply a linear fit on the measured values and calculate the required offset in order to have all 
measurements being equal at a virtual value of 0 W. Moreover, the uncoated plane plate 
suffers from Fresnel reflection losses of 6.22 % in total, which is also to be considered and 
subtracted from power. The resulting values are listed in Tab. 13 and illustrated in Fig. 92. 
FS FS + Plate CaF2 CaF2 + Plate 
Power [W] Defokus Power [W] Defokus Power [W] Defokus Power [W] Defokus 
30 -0.7 28 -0.03 30 -0.3 28 -0.2 
50 -1.3 47 -0.7 250 -2.2 610 -4.2 
100 -1.6 141 -2.3 450 -3.8 650* -4.5 
150 -2.3 234 -3.8 650 -5.9   
250 -4.2 328 -5.1     
350 -6.1 422 -6.4     
450 -8.0 516 -7.6     
550 -9.9 610 -8.9     
650 -11.5 650* -9.8     
Tab. 13: Offsetted values from Tab. 12 for a more appropriate comparison. Values with * are 
analytically extrapolated based on the linear fit. 
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Though the housing of the focusing unit is made of aluminum with high thermal conduction, 
without any water cooling and only air convection, the housing heats up and makes it virtually 
impossible to determine steady state precisely. However, based on the values of 650 W, the 
CaF2 plate reduces defocus by 1.7 and 1.4 Rayleigh ranges in the two setups, respectively. 
Since the Rayleigh ranges are about 170 µm in both cases and the used step size of the camera 
stage is 50 µm, an imprecision of about 0.3 Rayleigh ranges is expected and is in agreement 
with the resulting deviation of 0.3 Rayleigh ranges between the two measurements. 
 
Fig. 92: Visualization of offsetted experimental data from Tab. 13 
In general it is preferred to analyze systems with larger focal lengths. Thus, the Rayleigh range 
is increased while the stage accuracy remains the same. Hence, the precision of the 
measurement can be increased significantly. 
Based on these results the thermo-optical model can be used to determine the required 
absorbed energy for realizing the measured defocus. Assuming an average of 1.55 Rayleigh 
ranges of induced defocus by the CaF2 plane plate, the absorbance can be computed. To do 
so, three steps are necessary: 
1. simulating the temperature distribution of the plate in FEA based on random absorbance 
without separation in bulk and coating 
2. computing the optical impact (defocus value) of the simulated temperature field 
3. calculating the linear scaling factor for achieving the measured defocus value 
The application of the explained steps leads to a resulting total absorbance of 1.7 % for the 
tested material. Though the value seems to be quite large at first sight, the open setup which 
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is exposed to absorbance-increasing dust particles in combination with the low quality 
catalogue material with imperfect polishing for laser applications make this a plausible result. 
5.1.2 Variation of lens positions or orientations for characterizing optical components 
Another possibility of analyzing absorbance values of available components is the variation of 
the thermal load on the same components. Thus, multiple independent measurement results 
can be generated and used for the characterization of multiple components in the system (cf. 
Fig. 93). 
 
Fig. 93: Material characterization by thermal load variation 
Assuming a lens system consisting of an unknown collimation unit and two fused silica lenses, 
the influence of the collimation can be extracted by two measurements. Therefore, the only 
assumption is, that the fused silica lenses have the same absorption coefficient for the 
materials and the same absorbance on their surfaces. These assumptions lead to the following 
equation systems:  
 collimation lens 1, system 1 lens 2, system 1 measurement 1f f f f      
 collimation lens 1, system 2 lens 2, system 2 measurement 2f f f f       
The thermo-optical simulation can be carried out based on arbitrary absorbance values and 
provides information on the ratios of the defocus values ∆݂ between the two lenses in the 
two systems. Therefore, the remaining independent variables are the contribution of the 
collimation and the correct scaling factor of the absorbance for achieving the concrete 
measured values. 
The variation of the intensity distribution on the lenses and the incident angles of the beam 
has to provide significant difference in the thermo-optic behavior and thus in the resulting 
defocus values. Otherwise, if the systems, consisting of the two lenses, provide the same 
amount of defocus in both setups, the two equation systems become linearly dependent and 
cannot separate the effects. 
This is also the reason, why a single lens focusing system is not enough for this methodology. 
setup 2
camera
setup 1
camera
focusing
optics
collimation
(black box)
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In that case, the only variation can be the orientation of the focusing lens. According to 
simulations, the resulting defocuses due to thermal lensing in the two orientations differ only 
in the low single-digit percentage range. In order to increase this difference and thus to 
achieve the two results being significantly different, the minimum is a two lens focusing 
system. 
5.1.3 Thermal lensing of exchanged single components 
If certain information is available, knowledge on single and even multiple components can be 
gained by the exchange of lenses in a given system. The best case, of course, is the complete 
knowledge on the current system, including all absorbance values. But also if certain 
assumptions can be made, for instance if all coatings can be assumed to absorb the same 
amount of energy, many information can be extracted from only few measurements. 
Based on the experiments of section 5.1.1, an evaluation of the CaF2 component can be 
conducted. The setup is shown in Fig. 94 and established in Zemax as a multi-configuration 
model in order to optimize all constraints simultaneously.  
 
Fig. 94: Material characterization by replacing components 
Since the collimator is an unknown component, it is treated as a one-piece black box with a 
simplified analytical thermal lens based on eq. (5). Since no information on single lenses are 
available, it is assumed that all coatings absorb the same energy percentage, particularly since 
all components are produced in the same batch. 
As before, in both cases, the collimation, being the first optical component in the system, is a 
constant factor inducing the same amount of thermal lensing. Moreover, the concave fused 
silica lens is also in both cases the same and will produce a similar thermal lens since its 
thermal load is comparable. 
The coating on the lenses is specified to absorb up to 0.1 %. Therefore, this value is used for 
the thermal simulation. Based on these initial conditions, the optical simulations lead to the 
values listed in Tab. 14. 
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 FS-CaF2 FS 
 Defocus [mm] Normalized Percentage Def. [mm] Norm. Perc. 
collimation -0.89 -4.73 -79 -0.75 -4.78 -42 
convex 0.20 1.08 18 -0.69 -4.38 -38 
concave -0.43 -2.31 -39 -0.36 -2.26 -20 
total -1.12 -5.96 -100 -1.80 -11.42 -100 
Tab. 14: Matching of simulation and experiments of Tab. 13 
The optimization in the optical simulation model requires a downscaling of the absorbance to 
60 % of the initial value, meaning that the coating absorbance in the experiment is only 0.06 %. 
This value is in perfect agreement with the supplier’s information (absorbance < 0.1 %) and is 
thus a very plausible result. Moreover, it can also be seen that the collimation is producing the 
same amount of normalized defocus in both simulations and also the concave lens provides a 
comparable outcome as expected. The convex CaF2 lens contributes only 18 % to the 
reduction of thermal lensing, but has one major benefit: it replaces the convex fused silica lens 
of the silica-only system which is responsible for 38 % of the total thermal lens. Hence, it has 
an indirect large impact on the improvement of the thermal stability. 
Based on these simulations and experiments, it can be demonstrated how information on four 
components (collimation, two fused silica lenses and one CaF2 lens) can be extracted out of 
only two measurements. Since, in mathematical terms, this situation results in an 
underdetermined equation systems (two equations with four variables), certain assumptions 
on ratios between absorbance values have to be made if unavailable. 
5.2 Analysis of complex loads in lens systems 
Non-symmetric problems are another important matter and an example of an acylindrical 
Gaussian to flat top converter is discussed in [70]. Basically, complex loads occur in two cases: 
either the incident angle of the laser beam on the component is not zero or the beam intensity 
distribution is non-standard. Additionally, asymmetry can also occur if the thermal boundary 
conditions are not symmetric. 
5.2.1 Analysis of the impact of tilted and decentered loads 
Particularly in scanning systems the focusing is realized often after the scanning mirrors by an 
F-Theta lens. In that case, the laser beam is redirected and passes the lenses inclined at 
different positions (cf. Fig. 95).  
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Fig. 95: Comparison of a centered (left) and a decentered beam passing a lens 
This results in asymmetric loads since the footprint of the laser beam becomes elliptical on 
the lenses. These loads together with the fact that the distance to the cooling edge is direction 
dependent leads to asymmetric temperature distributions and thus obviously to thermally 
induced aberrations. 
For a brief evaluation, an F-Theta lens system consisting of three lenses, depicted in Fig. 96, is 
considered. 
 
Fig. 96: Design of the analyzed F-Theta configuration 
Since this analysis shall provide a basic understanding on the optical impact of asymmetric 
thermal loads, the complexity is reduced by analyzing only the thermo-optical behavior of the 
last and largest component. 
The FEM simulation assumes a homogeneous beam diameter of 5 mm at 5 kW laser power 
and a deflected angle of 23°. Based on these assumptions, the temperature is calculated on 
the fused silica component and illustrated in Fig. 97. 
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Fig. 97: Transient thermal simulation of the analyzed lens at 5 kW 
The spot diagram for an angle of 23°, depicted in Fig. 98, shows the optical behavior after a 
virtual processing on the same position for 5 s. The resulting spot field is slightly displaced 
compared to the airy disc – as a mean of comparison – which can be explained by the 
asymmetric thermal conditions resulting in this case. The top part of the temperature field has 
a shorter distance to the cooling area resulting in lower temperatures and a lower optical 
impact. Since the spot is evaluated behind the shortened focal position, top and bottom are 
reversed, so that aberrations preferably affect the top part of the spot. 
The other depicted spot diagrams are evaluated based on the same thermal condition at the 
same point in time. In a real processing, these results can be achieved if the beam is moved 
from the 23° position after 5 s of constant processing, as it could be in the case of selective 
laser melting processes, instantaneously to any of the other depicted positions. In that case, 
the beam is influenced in the very first moment by the existing thermal field of the previous 
processing step leading to the illustrated results (0° to 21°). 
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Fig. 98: Spot diagrams of different beam angles based on the thermal load for 23° after 5 s 
While processing in the center area of the lens would be diffraction-limited at first, a beam 
deflection into the region between 11° and 23° directly affects the spot asymmetrically. Based 
on such simulations, it is conceivable to generate thermally optimized scan vectors through 
lenses in order to minimize the impact of the thermal lens and always remain diffraction 
limited in the processed areas. However, these analyses require the investigation of all lenses 
in the system and require a two-dimensional inspection of scanner movements and their 
impact. Furthermore, such an analysis must be carried out directly linked to the laser 
application, since theoretical solutions are worthless if the process has certain limitations and 
cannot be influenced as computed. 
5.2.2 Complexity in loads and elements 
Besides from tilted and decentered loads, complexity can also arise from specific intensity 
distributions, particularly if those beams interact with non-standard components. In the case 
of high-power laser brazing as discussed by Diettrich in [108], the beam intensity distribution 
is manipulated into a ring profile in order to surround a coaxial solder wire and interact with 
it only in the focal area (cf. Fig. 99).  
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Fig. 99: System design (left, [108]) and thermal simulation result of prism element (right) 
The ring profile is split into two segments by a prism element and recombined afterwards 
using another prism. The resulting temperature distribution on the second prism can be 
approximated using the 3D interface model. As depicted in Fig. 100, the approximation of the 
simulated distribution can be computed with a maximum residual of 0.07 °C and even a factor 
of ten better in the root mean squared error (RMSE).  
 
Fig. 100: FEA data points (left) and residuals (difference between approximation and original 
data values) after 3D approximation (right) 
The optical evaluation is omitted here, since the possibilities of the 3D approximation model 
on a real complex scenario should be paramount in this section. 
Another example is a Pechan prism consisting of two air-spaced components usually used for 
beam rotation. The system design and temperature distribution is depicted in Fig. 101. 
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Fig. 101: System design (left) and thermal simulation result of the prisms (right) 
Since beams intersect each other with different intensities and conductive cooling is applied 
only on the top and bottom side, the resulting temperature field is complex. However, also in 
this case an approximation of both prism components can be realized with a residual of less 
than 0.04 °C (cf. Fig. 102). 
 
Fig. 102: FEA data points (left) and residuals after 3D approximation (right) 
Since the aim of this section is to point out the precision in the 3D approximation process 
when applying the algorithms onto complex, though real, problems, the optical evaluation will 
be omitted here. 
5.3 Evaluation of the cylindrical thermal lens in a slab laser crystal 
Besides for the evaluation of thermal lensing in lens systems, the developed numerical model 
can also be used to analyze laser crystals. Although the computation of thermal lensing in laser 
crystals is state of the art, since it is mandatory for the design of laser resonators and the 
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122 MODELING AND COMPENSATION OF THERMALLY INDUCED OPTICAL EFFECTS  
 
consideration of its stability, this section shall demonstrate once more the validity and the 
benefits of the simulation model. However, this section is not meant to be exhaustive and will 
be limited to the dominating GRIN effect. Deformation and stresses are neglected in this case 
for both simulation and analytical estimations.  
The evaluation of the procedure is based on the example of a slab laser crystal depicted in Fig. 
103 also known from [17,109]. In those publications, the data preparation for the ray tracing 
software is achieved by cubic spline interpolation algorithms, which can be applied only on 
regularly spaced data as in the case of slab geometries. However, in this section the ray tracing 
evaluation is conducted based on the WLS algorithm to demonstrate its generality. 
 
Fig. 103: Photography of the evaluated slab laser crystal (4	݉݉ × 1	݉݉ × 10	݉݉) 
5.3.1 Classical computation method: an analytical estimation 
To compute the focal length of the cylindrical thermal lens in a slab laser crystal, one possibility 
is to develop an analytical formulation of the conditions and deviate a case-specific equation. 
The equation to be developed contains an exponential decrease in axial direction according 
to the Lambert-Beer law and allows heat conduction only perpendicular to the axial direction. 
The calculation of the thermal lens in ݕ-direction can be estimated according to Ma et al. [110] 
and neglecting stresses and deformation by 
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Since in this case the intensity distribution of the pump beam is Gaussian in ݕ-direction and 
constant in ݔ-direction, the peak intensity ܫ଴ has to be derived. Therefore, the total incoming 
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power ܲ ௣௨௠௣ can be expressed as the area integral of the crystal’s front face over the intensity. 
The resulting eq. (38) contains the given boundary conditions and is to be solved for the peak 
intensity. 
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Thereby, ݔ௣௨௠௣ is the total beam dimension in ݔ-direction while ݕ௣௨௠௣ is the 1/e2 half-
dimension of the Gaussian intensity distribution in ݕ-direction so that the total beam extent 
is twice as large in this dimension. A substitution within the integral according to 
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The complementary error function  
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enables the reformulation of eq. (39) into 
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The substitution of eq. (40) into eq. (37) leads to eq. (41) and provides the required 
computation basis. 
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5.3.2 FEA simulation and comparative evaluation 
Based on the same boundary conditions, particularly the pump beam intensity distribution, 
the cooling conditions and the prohibited heat conduction in axial direction, the FEM 
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computation is carried out, using the material properties of Tab. 15. 
 	[%] ௬	[ܹ/(݉ ∙ ܭ)] ݊ ݀݊/݀ܶ [10ି଺/ܭ] ߙ௅	[݉ିଵ]  
Nd:YAG 24 11.5 1.82 7.8 216 
Nd:YVO4 24 5.1 1.96 8.5 334 
Tab. 15: Material properties used for the computations 
With ݔ௣௨௠௣ = 4	݉݉ and ݕ௣௨௠௣ = 300	μ݉, the temperature increases for Nd:YAG and 
Nd:YVO4 are evaluated for multiple pump powers and depicted for 30 W in Fig. 104. 
 
Fig. 104: Temperature increase at 30 W pump power for Nd:YAG and Nd:YVO4 
Based on these simulations the resulting temperature distributions are evaluated in terms of 
the focal length of the cylindrical thermal lens in Zemax and compared to the evaluated 
analytic equation (41). While the analytic equation is based on paraxial estimations, the 
simulation in Zemax requires a merit function for the determination of the focal length. Thus, 
Zemax can deliver both a focal length for a paraxial condition but also the focal length 
considering all rays in the full field. In this case, the optimization is realized on the RMS spot 
radius in y-direction and evaluated in Fig. 105 for both a paraxial and a full field simulation 
with a Gaussian intensity distribution each. 
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Fig. 105: Focal lengths of the cylindrical thermal lens for different materials 
Depending on the boundary conditions in the ray tracing evaluation, the simulated results 
dither around the analytical estimation. However, the results of both analytical and simulated 
computations are in the same order of magnitude and validate each other. 
Moreover, the cooling conditions in the simulation are not completely authentic, since the 
cooling cannot be applied directly on the surface of the crystal. Therefore, a housing is usually 
designed which is to be attached onto a heat sink. 
Hence, the simulation model can also be used to evaluate the design of the crystal’s housing, 
as depicted in Fig. 106, and analyze the optical impact of asymmetric cooling conditions. Based 
on these simulations also active compensation methods, as discussed by Pütsch et al. [57], can 
be developed. 
  
Fig. 106: Housed laser crystal (left) and simulated temperature distribution (right) 
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5.4 Improvement of thermally aberrated images  
Another application of a thermo-optical simulation can be found in the domain of coaxial 
process controls for laser applications. As discussed in [17,109] the use of partly the same 
optical elements for processing and observation leads to significant higher aberrations in the 
latter case and can thus diminish the information required for process control purposes. The 
knowledge of occurring thermally induced aberrations in the optical system can improve the 
information by applying deconvolution methods onto the gained images. 
The area of deconvolution techniques is wide and provides methods which require the point 
spread function (PSF) and others, so called blind deconvolution techniques, which can recover 
blurred images without any knowledge of the PSF. Since the aim of this section is to 
demonstrate the benefits of the simulation model, the discussion will be focused on those 
methods relying on the PSF. A graphical explanation of (de-)convolution techniques is given in 
Fig. 107. 
 
Fig. 107: Convolution and deconvolution techniques  
A precise thermo-optical simulation provides an alternated Point Spread Function (PSF) 
containing the influence of thermal aberrations. Based on this, a restoration of the original 
information from blurred images can theoretically be computed. In literature, non-blind 
deconvolution techniques are often discussed. According to Wilson [111] such algorithms 
often try to minimize an energy function consisting of a fidelity and a regularization term. 
Particularly for the regularization term many versions can be found. The best results in [111] 
can be achieved when applying the total variation regularization method. This method is also 
discussed and analyzed by Chan et al. [112]. Based on this, a test image is convoluted and 
deconvoluted using a Gaussian PSF affecting 21 × 21 pixels with a standard deviation of 
ߪ = 13. The result is depicted in Fig. 108. 

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 APPLICATIONS OF THE THERMAL LENS SIMULATION MODEL 127 
 
   
Fig. 108: Original (left), convoluted (center) and deconvoluted image by a Gaussian PSF with 
ߪ = 13 affecting 21 × 21 pixels 
In order to demonstrate the necessity of a precise PSF for the recovery, deconvoluted results 
with a variation in PSF are provided in Fig. 109. 
   
Fig. 109: Deconvolution of with 21 × 21, ߪ = 13 convoluted images: 19 × 19, ߪ = 13 (left), 
21 × 21, ߪ = 12 (center) and ܲܵܨௗ௘௖௢௡௩ = 2 ∙ ܲܵܨ௖௢௡௩ (right) 
While the first picture with a smaller pixel area in the deconvolution leads to strong artefacts, 
a change in the Gaussian standard deviation affects mainly the texture of the recovery. Finally, 
a scaling of the PSF values manipulates the contrast of the image. Therefore, it can be stated 
that more accurate information on the PSF lead to more accurately deconvoluted images. 
The application of Zemax-simulated PSF for deconvolution purposes is discussed in literature 
by Chang et al. in [113], though they apply the algorithms only on simulated blurred images.  
In order to briefly analyze the possibilities of such algorithms in practice, an optical setup has 
been designed and realized consisting of a green laser for illumination, a distortion target, an 
imaging system and a camera as depicted in Fig. 110. 
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Fig. 110: Optical setup used for acquiring focused and defocused images 
The distortion target contains dots, which are spaced and sized with a precision of 1 µm. Thus 
the algorithm can be evaluated by evaluating the size of the dots. The laser is used in order to 
avoid chromatic aberrations in the system. No thermal effects occur in this system. Hence, 
occurring aberrations are only the results of misalignments in the system. However, this setup, 
with the imaging system depicted in Fig. 111, is sufficient to basically demonstrate the 
possibilities of the algorithm. 
 
Fig. 111: Lens design of the optical setup 
Fig. 112 depicts three images: an image taken in focus (left), an image taken 2 mm defocussed 
(center) and the defocussed image after a deconvolution process based on the method 
described by Chan et al. [112] using a simulated PSF as input (right). 
         
Fig. 112: Image taken in focus (left), taken 2 mm defocused (center) and deconvoluted (right) 
camera lenses
aperture distor on target
laser spot
25 mm
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The deconvoluted image shows a significant improvement compared to the defocused image 
and allows an improved evaluation of the sizes of the dots. As depicted in Fig. 113, a script-
based circle detection algorithm is applied on the defocused and the deconvoluted images. 
     
Fig. 113: Circle detection applied on defocused (left) and deconvoluted (right) image with 
roundness values between 0 and 1 
While the unsharp image makes it difficult to correctly detect the borders of the circles, the 
deconvoluted image result enables the detection of almost perfectly round objects. 
Moreover, the extracted mean sizes of the dots are 280 µm in the left picture and 246 µm in 
the right image of Fig. 113, while 250 µm is the expected value. 
Despite of the entire setup being not precisely aligned and the deconvoluted image being not 
perfectly reconstructed, the results clearly demonstrate an improvement in information. 
However, since it can be shown that this procedure is possible in principle, future application 
on digital image enhancement in combination with thermal lensing is the logical next step. 
5.5 Analysis of thermal lensing in colloidal liquids 
Among others, thermo-optical simulations can be applied for analysis purposes, such as for 
the computation of the absorbance of colloidal particles in liquids [114,115]. Thereby, the 
laser beam with few hundred mW passes a comparatively poorly absorbing liquid, such as 
glycerin, with about 2 % of highly absorbing metal particles dissolved. The extreme large 
negative ݀݊/݀ܶ of the liquid being about -10-4/K produces strong beam deflection leading to 
significant interference in the far field which can be measured by a camera system or 
visualized on a screen. The intensity distribution of an incoming Gaussian beam is transformed 
into a ring structure (cf. Fig. 114), which can be described by a Bessel function [115].  
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Fig. 114: General setup for the analysis of thermal lensing in colloidal liquids 
By analyzing the amount of rings and the size of the structure at a certain distance, the 
absorption coefficient in the particle solution can be computed backward. Moreover, by 
taking shape deformations into account, also boundary conditions, such as cooling conditions, 
can be derived. 
The observed structure is generated due to rays from the center area being redirected to the 
peripheral area and crossing beams from further outside. Based on the optical path 
differences between the crossing beams in combination with coherent radiation, an 
interference pattern occurs. 
A setup consisting of a 515 nm laser system, a suspension in a glass tube and a Spiricon camera 
system is used to measure the transient thermal lens occurring in order to provide the basis 
for a qualitative comparison. The thermal camera measurement of Fig. 115 gives an 
impression on the transient behavior of the sample and gives an impression on the 
asymmetric temperature profile generated, since in this setup cooling occurs only from the 
bottom efficiently. 
 
Fig. 115: Temperature profile at different time points 
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The measured results with 12.2 Hz are depicted in Fig. 116 and qualitatively correspond to 
results from literature.  
 
Fig. 116: Measurement result at different points in time 
The transient behavior shows the transformation of the incoming Gaussian beam into a ring 
structure, suffering from a certain asymmetry due to the cooling from the bottom, where the 
sample has physical contact to the optical table. 
The Zemax simulation has to be conducted in the non-sequential mode, since this mode 
provides detectors with the ability of considering coherent superimposition. 
Due to the large negative thermo-optic coefficient, rays are strongly redirected in the thermal 
field. Since the evaluation of GRIN media in Zemax is based on a Runge-Kutta method, the 
number of integration steps has to be increased dramatically for ensuring the phase continuity 
and generating a valid solution. 
The comparison of simulations with different step sizes is depicted in Fig. 117 and qualitatively 
corresponds to the experimental results. Anyway, while all step sizes lead to almost the same 
incoherent results, it is obvious, that a precise temperature description combined with a 
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reduction of the step size is required in order to compute thermally induced optical path 
differences correctly. 
Moreover, the strong cut off at the edge of the pattern probably occurs from the description 
of the radiation source in Zemax and is to improve for further analyses. However, the general 
applicability of the model on this particular application can be confirmed and will be used in 
further studies. 
 
Fig. 117: Comparison of simulations (top: incoherent, bottom: coherent) with numerical 
iteration parameter 1.0 (left), 0.1 (center) and 0.025 (right)  
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6 Conclusion and outlook 
Thermal lensing in laser systems touches many fields of science and application. Numerous 
publications in this domain indicate the high relevance and importance of this subject 
nowadays and particularly the need for a detailed modeling. From an engineering point of 
view it is mandatory to overcome the limitations imposed by thermal lensing. 
Beyond the state of the art, this dissertation enables for the first time 
 the holistic modeling of thermal lensing due to arbitrary temperature profiles based on 
two numerical methods for a mathematically and physically valid coupling of thermo-
mechanical and optical simulation tools 
 the analysis of the effects of multiple factors on thermal lensing – individual effects and 
cross-dependencies 
 the reevaluation of available compensation strategies with increased precision 
 the complementation of compensation strategies by enhanced and more comprehensive 
methodologies 
 a methodology for the derivation of absorbance values based on a sophisticated 
combination of simulation and experimental results 
Focusing on the simulation model and the strategy and methodology development, this 
dissertation enables for the first time a precise modeling, simulation and compensation of 
arbitrary thermally aberrated optical systems. 
In terms of simulation, the current state of the art provides either simplified modeling 
methods neglecting multiple sources of influence or claims to have holistic approaches 
without supplying any detailed information. In this dissertation a holistic approach for thermal 
lens modeling is elaborated in detail for the first time. This approach is based on interfacing 
thermal and optical simulation tools by applying numerical scattered data approximation 
algorithms capable of processing data from finite-element results for use in optical simulation 
tools, such as ray tracing software packages. Based on fundamental algorithms from domains 
such as computer graphics and pattern recognition, the presented algorithms are the product 
of a recombination of distinct sub-algorithms, own contributions and extensions as well as the 
adaption and optimization for describing thermally induced refractive index profiles in highly 
loaded optical systems. This leads to a model capable of handling and processing temperature 
fields with arbitrary complexity in full 3D for the analysis in optical simulation tools. Moreover, 
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the model contains structural influences from thermal deformations and includes therefore 
the two dominating contributors to thermal lensing: gradient-index (GRIN) profiles and 
deformation. Comparisons of integrative simulation results and classical simplified methods 
clearly state that the benefit of the simulation increases with higher complexity of the setup. 
Hence, the developed simulation model provides a significant benefit in or even enables the 
analysis of biconcave, biconvex and meniscal lenses, the evaluation of multi-lens systems, the 
study of different beam intensity distributions, the investigation of different cooling 
conditions, the integration of convection and emission and the consideration of both 
stationary and transient behavior. 
Regarding compensation, the optical impact of multiple effects could previously not be 
analyzed in detail since the state of the art did not provide any integrated thermo-optical 
analysis tool. The enhancements on the simulation side in this dissertation open up a wide 
range of opportunities with regard to analyzing and developing compensation strategies. The 
optical impact of both individual parameters and cross-dependencies are analyzed. Based on 
the simulations, some statements in literature can be confirmed whereas others can be 
refuted. Relying on these results a general methodology for the design of thermally aberrated 
optical systems is derived and a modular compensation strategy for improving existing 
systems is developed. The latter provides the benefit that optical components off-the-shelf 
can be used for beam collimation and focusing while the thermal stabilization is realized after 
the final setup and assembly by introducing compensating elements.  
Material data, being crucial for combating thermal lensing, is strongly connected to metrology 
which becomes difficult in combination with high power laser applications since thermo-
optical influences of the device must be excluded during measurements. Therefore, different 
measurement principles are compared to each other and the most promising device is 
selected and modified to minimize its effect on the measured thermal lens. The experimental 
evaluation finally confirms assumptions and boundary conditions of the simulation and 
validates transient effects with wide consistency. Furthermore, a methodology is presented 
to combine information from simulation and metrology in order to gain material data 
indispensable for the design process. 
The developed simulation model is an enabler for developing thermally stable optical systems 
designed for laser applications. Therefore, further development will have to address the 
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largest uncertainties and thus disturbance factors remaining: the material properties. 
Absorption coefficients for distinct combinations of bulk and coating, temperature 
dependencies of material properties and long-term effects due to impurities and stresses 
induce many uncertainties into the simulation. A well-founded compensation of thermal 
lensing requires detailed knowledge of material properties and their mutual influences on 
thermal effects.  
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8 Appendix 
This chapter consists of two sections and discusses the metrological setup and first 
measurement results. 
8.1 Metrological setup for high-power beam characterization 
For the measurement and evaluation of thermal lensing, the metrology is the most critical 
component. Particularly for high-power laser applications, only a limited number of 
commercially available measuring instruments are available. Primes7, for instance, offers 
basically two systems: the high-power micro-spot-monitor (HP-MSM) and the focus monitor 
(FM). As depicted in Fig. 118, the HP-MSM images the focal position onto a camera and uses 
internal attenuators and filters to reduce the power on the CCD. However, the lens system to 
image the focal position onto the camera is located between the measured plane and the 
internal attenuators. Hence, those lenses themselves are exposed to significant thermal load 
and therefore contribute to the focal shift.  Thus, the measurement is affected by the device 
and is therefore not trustworthy. 
 
Fig. 118: Schematic drawing of thermal lensing (red) in the HP-MSM 
The FM, however, uses a rotating needle to decouple a small amount of laser energy through 
a pinhole. Internal attenuators reduce the energy and imaging optics redirect the beam onto 
the camera. Due to the rotation of the needle, the measurement of the focus takes several 
individual measurements. The minimum temporal resolution is about 1 frame/s (1 fps) so that 
heating phases cannot be resolved precisely. This results in effects similar to rolling shutter 
effects in cameras (cf. Fig. 119), where the final picture consists of information from different 
time periods.  
                                                      
7 http://www.primes.de 
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Fig. 119: Schematic picture taken with global shutter (left) and rolling shutter (right) 
Hence, the measurement is influenced in a temporal way and is therefore not suitable for a 
detailed analysis. Moreover, this setup cannot be used for the measurement of pulsed laser 
systems since a synchronization of the needle rotation (1875 rpm, 3750 rpm or 7500 rpm) and 
the pulsed laser output would be necessary which is virtually impossible if ultrafast laser 
systems are to be analyzed. 
Thus, a system is required with a fast temporal resolution and the attenuation not influencing 
the measured signal. Ophir8 offers a CCD based laser beam profiler (“Spiricon”) with a 
resolution of 1616 x 1216 at 12 fps (faster at lower resolutions) and wedges for the 
attenuation. A principle sketch of the Spiricon camera system with the LBS-300 beam splitters 
is given in Fig. 120. Basically, the system only redirects the incoming beam onto the CCD 
without any need for further optical elements. Only the neutral density filters in front of the 
CCD transmit the signal and might produce thermal lensing themselves. However, the distance 
between filters and camera can be increased by distance rings, if the density on the filters is 
assumed to be too high. The main disadvantage of this system is the space needed for the 
measurement, since one beam splitter cube has an internal beam path of round about 80 mm. 
Hence, shorter back focal lengths can only be measured with further optical elements in the 
beam path.  
                                                      
8 http://www.ophiropt.com 
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Fig. 120: Schematic drawing of the Spiricon camera system [116] 
The measurement of the reflected signal provides the benefit, that thermal lensing in the 
measurement device can only occur from surface deformation of the wedges. Particularly in 
the case of fused silica, these influences are negligible as discussed in section 4.7. Moreover, 
the wedges ensure that no double images occur from reflections of the second surface. 
Though well-conceived, for high-power applications the basic system requires several 
modifications in order to ensure reliable results. The final setup of the measurement device 
used for high-power measurements is depicted in Fig. 121. 
 
Fig. 121: Metrology for high-power beam characterization [116] 
Two beam splitter cubes are to be used at high powers, with the cubes containing AR coated 
wedges in order to significantly improve the transmission and thus diminish the reflected 
power. The coated wedges being out of N-BK7 with comparatively large absorptivity and 
thermal expansion are exchanged by custom made coated fused silica lenses of SQ1. 
Moreover, an additional cooling is integrated into the system in order to cool the absorbed 
power in the housing resulting from back reflections. In order to keep the power density on 
the power meter below the admissible density, a further enhancement is the introduction of 
absorber
measurement device
CCD
Spiriconfocusing
ND filter
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a lens after the first wedge. Depending on the distances to the power meter, this lens can be 
positive or negative in order to dissipate the energy on the power meter and reduce the local 
intensity. For adjusting the rotations precisely, the camera is mounted on a kinematic platform 
mount with two tilt axes for correcting the inclination in the case of misaligned cube positions. 
8.2 Comparison of focusing systems at low power 
This analysis comprises four focusing systems, each consisting of two lenses while the negative 
lens is kept constant in all systems. The initial system is a fused silica lens system and the 
general setup is equal to Fig. 120. However, since these measurements are conducted on a 
ps-laser system at 515 nm with a maximum power of 30 W, while the silica lenses are 
AR coated for 1064 nm, assumptions on absorption coefficients are not expected to 
correspond. The CaF2 and N-SF11 lenses are also coated for 1064 nm, while the BaF2 lens is 
uncoated. Anyway, these measurements provide a first impression on the possibilities of 
measuring thermal lens induced defocus and confirm the general behavior of the focus shift 
for different material combinations. 
During the experiments, the lenses are kept in an aluminum tube providing high thermal 
conduction while the distance between the lenses for the different combinations is achieved 
by exchangeable brass rings, as depicted in Fig. 122. 
 
Fig. 122: Optical and mechanical components for the experiment 
25 mm
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The camera itself is mounted on a moveable three-axis setup with a precision in the micron 
range. The focal position is determined in steady state by evaluating the axial position with 
the highest peak intensity. In the experiments, this value corresponds to the position of the 
smallest beam diameter. 
The evaluation in Fig. 123 confirms the expectations. The initial system consisting only of fused 
silica lenses produces a slight thermal lens which shortens the focal distance. The combination 
of silica with CaF2 and BaF2 leads to an overcompensation elongating the focal distance. The 
combination of fused silica with N-SF11 also shortens the focal length since the deformation 
of N-SF11 substantially overcompensates the benefits of the negative ݀݊/݀ܶ (cf. section 4.7). 
 
Fig. 123: Defocus measurement results for different lens combinations depending on incident 
laser power of a 515 nm sub 10 ps laser-system at 100 kHz 
However, the large defocus of the N-SF11 system together with a long settling time in the 
range of minutes leads to the assumption that a large absorption occurs at this wavelength. 
Hence, thermal images are taken to visualize the heating period. Since the transmittance of 
glass materials is very high, it is very difficult to gain information on quantitative temperature 
values by thermal cameras. However, a qualitative impression can be achieved, if the 
absorption and the emission are large enough. 
As expected, in the current case only the N-SF11 lens provides a visible temperature profile, 
while all other materials cannot be detected by the thermal camera. For a better accessibility 
of the camera, the N-SF11 lens has been mounted solely in a standard mount and placed in 
the beam path. Fig. 124 depicts thermal camera images taken at different times.  
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Fig. 124: Thermal images of a N-SF11 lens irradiated with 15 W with a 515 nm 10 ps-laser 
As soon as the heat reaches the edge, the entire lens holder starts to heat-up homogeneously, 
since its thermal conductivity is more than two magnitudes larger than that of glass and the 
heat is dissipated instantaneously within the holder. 
In summary, it can be stated that the metrology delivers reliable results and a compensation 
of thermal lensing can be analyzed.  
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11 List of symbols and abbreviations 
 
Symbol Explanation 
BA B-spline approximation 
BFL back focal length 
CCD charge-coupled device 
DDE dynamic data exchange 
DIM dimension of approximation 
DLL dynamic linked library 
FEA finite element analysis 
FEM finite element method 
FM focus monitor 
FS fused silica 
GRIN gradient-index  
GUI graphical user interface 
HP-MSM high power micro-spot-monitor 
ID identificator 
MBA multilevel B-spline approximation 
NA numerical aperture 
OPD optical path difference 
PSF point spread function 
RMS root-mean-square  
RMSE root-mean-square error 
SM single mode 
STOP structural thermo-optical (model) 
SVD singular value decomposition 
TOP thermal and optical (model) 
TSVD truncated singular value decomposition 
WLS weighted least squares 
ܣ Matrix 
ܤ௜, ܥ௜ Sellmeier coefficients 
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ܤ௞(ݏ)/ܤ௟(ݐ) B-spline basis function 
Ԧܿ/ܿ௜,௝  coefficient vector 
ܿ̃ rotated coefficient vector 
ܿ௣ heat capacity 
݀௖ diagonal of a virtual cubic cell in WLS algorithm 
݀௜ Euclidean distance to a WLS center 
ܦ௜,	ܧ௜,	ߣ௧௞ coefficients for thermally dependent dn/dT 
݈݀/݀ܶ thermally induced geometrical changes 
݀݊/݀ܶ thermo-optic coefficient 
݀݊/݀ߪ stress induced changes of the refractive index 
݀݊‖⁄ୄ/݀ߪ photoelastic (stress-optic) coefficents – parallel and orthogonal 
݀݊௔௕௦(ߣ, ܶ)
݀ܶ  absolute dn/dT 
݀ݎԦ/݀߬ଶ change of beam curvature after infinitesimal section along the ray path 
݀ߪ/݀ܶ thermally induced stresses 
݂ focal length 
்݂ ௅,௬ focal length of thermal lens in y-direction 
߂݂ defocus value 
∆ ఈ݂	 defocus induced by thermal expansion 
∆ ௔݂௡௔ defocus calculated analytically 
∆ ௖݂௢௟௟௜௠௔௧௜௢௡ defocus of collimation 
∆ ௗ݂௡/ௗ்	 defocus induced by thermal gradients 
∆ ௦݂௜௠ defocus calculated based on simulations 
ܩ geometrical parameter for estimating thermal time constants 
ℎ	 refinement level in MBA algorithm 
ܫ(ݔ, ݕ) intensity 
ܫ଴ maximum intensity 
݇, ݈, ݊,݉ index number 
ܮ polynomial degree in WLS 
ܯଶ beam quality factor 
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ܰ number of simulations 
݊(ݎԦ) refractive index at a given position vector r 
݊(ܶ) refractive index at a given temperature 
݊଴(ߣ) refractive index at 20°C room temperature at a given wavelength 
Δ݊ change in refractive index 
ܳ, ܴ, ܵ, ܷ, ܸ matrices 
ݍଵଵ⁄ଵଶ direction-dependent piezo-optic coefficients 
ܲ power 
݌௜(ݔ, ݕ) data points 
௣ܲ௨௠௣ pump power 
ܴଶ coefficient of determination 
ݎ଴ radius of optical element 
ݎ஻ laser beam radius  
ݐ time 
ܶ(ݎ, ݖ) temperature at a given position 
଴ܶ	 room temperature 
Δܶ maximum temperature increase 
ݐ௟௘௡௦ lens thickness 
௠ܶ௔௫ maximum of temperature 
ݓ weighting function 
ݓ௞௞ diagonal weighting matrix 
ݔ௣௨௠௣ 1/e2 half-dimension of the Gaussian intensity distribution in x-direction 
ݕ௣௨௠௣ 1/e2 half-dimension of the Gaussian intensity distribution in y-direction  
ݖԦ vector 
ߙ WLS parameter for scaling the overlap 
ߙ௅	 absorption coefficient 
ߙ௧௛ coefficient of thermal expansion 
ߚ	 WLS parameter for data number limitation 
ߝ difference 
ߟ	 heat generation efficiency in laser crystals 
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ߠ௜	 scaling factor in WLS algorithm 
ߢ thermal conductivity 
ߢ௬	 thermal conductivity in y-direction 
ߣ wavelength 
ߤ ratio between ∆ ఈ݂ and ∆ ௗ݂௡/ௗ்  
ߩ	 density 
ߪ	 standard deviation 
ߪ௠௔௫	 maximum stress 
߬ time constant 
߬௣௥௘ௗ௜௖௧௘ௗ	 predicted time constant 
߶(݀௜) weighting function in WLS algorithm 
 
