Sugarcane yield models, as most crop predicting models, are subject to the existence of spatial autocorrelation between observations. In this work, we used machine learning techniques to generate sugarcane yield models by splitting blocks of data, grouped by distance, in training and test sets in the cross validation phase, in contrast with separating single observations, as if they were independent. Although models generated using blocks of data led to a better estimation of the error in new data, both approaches generated similar error values.
Introduction
In the development of sugarcane yield models, autocorrelation between samples can be detrimental to model assessment. Spatial autocorrelation measures how much the correlation of values of a variable is attributed to its geographic location [1] . It's presence in data used for modeling crop productivity violates the premise of data independence, leading to similar observations being used for training and testing data, which may result in an optimistic prediction error in the final model [2] .A general strategy to increase independence is to split the data into blocks, based on spatial location [3] . In this work, we compared the usual protocol for splitting data sets with the spatial blocks protocol in the development of sugarcane yield models. We used data from three sugarcane mills, with varied areas and field configurations, studying the impact of spatial autocorrelation in the separation of folds for training and testing data in hyperparameter adjusting of the model, adapting a previously presented technique [2] .
Results and Discussion
The data set consisted of production, meteorological, input and soil data for three mill areas, located in central Brazil. We used three regression techniques to develop yield prediction models: Boosted Regression Trees (BRT), Support Vector Regression (SVR) and Random Forest (RF). We compared models developed using blocked data in spatial cross validation (SCV) with models developed using standard cross validation (STN) by measuring each workflows's model performance in a validation set. This set consisted of around 20% of the total of data for each mill, located at least 3km apart from other observations. In SCV, we structured data blocks using k-means, based on each observation geographic location. On average, there were 100 observations per block. For each technique , we tuned hyperparameters using a random search algorithm [4] . In general, SCV generates less complex models. For USL mill using SVR, using SCV and STN had no impact on the final model. A summary of the results is displayed in Chart 1. Even though the difference between test and validation error is smaller for the SCV workflow, in general, the difference between errors in the validation set for SCV and STN is small.
Conclusions
Our analysis indicated that addressing autocorrelation between observations when developing yield models resulted in a better estimation of the error, while this could not be directly used for creating better models.
