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Abstrat. We present a novel solution tehnique for the blind subspae
deonvolution (BSSD) problem, where temporal onvolution of multidi-
mensional hidden independent omponents is observed and the task is
to unover the hidden omponents using the observation only. We arry
out this task for the underomplete ase (uBSSD): we redue the orig-
inal uBSSD task via linear predition to independent subspae analysis
(ISA), whih we an solve. As it has been shown reently, applying tem-
poral onatenation an also redue uBSSD to ISA, but the assoiated
ISA problem an easily beome `high dimensional' [6℄. The new redution
method irumvents this dimensionality problem. We perform detailed
studies on the eieny of the proposed tehnique by means of numerial
simulations. We have found several advantages: our method an ahieve
high quality estimations for smaller number of samples and it an ope
with deeper temporal onvolutions.
1 Introdution
There is a growing interest in independent omponent analysis (ICA) and
blind soure deonvolution (BSD) for signal proessing and hidden omponent
searhes. ICA has been used for many purposes, inluding (i) feature extration,
(ii) denoising, (iii) proessing of nanial and neurobiologial data, e.g. fMRI,
EEG, and MEG. BSD has also shown potentials in several areas, for example
(i) in remote sensing appliations: passive radar/sonar proessing, (ii) in image-
deblurring and image restoration, (iii) in aoustis, inluding speeh enhane-
ment using mirophone arrays, (iv) in multi-antenna wireless ommuniations
and in sensor networks, (v) in biomedial signalEEG, ECG, MEG, fMRI
analysis, (vi) in optis, and (vii) in seismi exploration. For reent reviews in
ICA and BSD themes see, e.g., [1, 2℄ and [3℄, respetively.
Traditionally, ICA is one-dimensional in the sense that all soures are as-
sumed to be independent real valued stohasti variables. The traditional ex-
ample of ICA is the so-alled oktail-party problem, where there are D sound
soures and D mirophones and the task is to separate the original soures from
the observed mixed signals. Clearly, appliations where not all, but only ertain
groups of the soures are independent may have high relevane in pratie. In this
ase, independent soures an be multidimensional. For example, there ould be
independent groups of people talking about independent topis at a onferene,
or independent rok bands may be playing at a party. This is the independent
subspae analysis (ISA) extension of ICA [4℄. Strenuous eorts have been made
to develop ISA algorithms, where the theoretial problems onern mostly (i)
the estimation of the entropy or of the mutual information, or (ii) joint blok
diagonalization. A reent list of possible ISA solution tehniques an be found
in [6℄.
Another extension of the original ICA task is the BSD problem [3℄, where the
observation is a temporal mixture of the hidden omponents. Suh a problem
emerges, e.g., if the oktail-party is held in an ehoi room. A novel task, the
blind subspae deonvolution (BSSD) [6℄ arises if we ombine the ISA and the
BSD assumptions. One an think of this task as the separation problem of the
piees played simultaneously by independent rok bands in an ehoi stadium.
One of the most stringent appliations of BSSD ould be the analysis of EEG or
fMRI signals. The ICA assumptions ould be highly problemati here, beause
some soures may depend on eah other, so an ISA model seems better. Fur-
thermore, the passing of information from one area to another and the related
delayed and transformed ativities may be modeled as ehoes. Thus, one an ar-
gue that BSSD may t this important problem domain better than ICA or even
ISA. It has been shown in [6℄ that the underomplete BSSD task (uBSSD)
where in terms of the oktail-party problem there are more mirophones than
aousti souresan be redued to ISA by means of temporal onatenation.
1
However, the redution tehnique may lead to `high dimensions' in the assoi-
ated ISA problem. Here, an alternative redution method solution is introdued
for uBSSD and this solution avoids the inrease of ISA dimensions. Namely, we
show that one an apply the linear predition method to redue the uBSSD task
to ISA suh that the dimension of the assoiated ISA problem equals to the di-
mension of the original hidden soures. As an additional advantage, we shall see
that this redution priniple is more eient on problems with deeper temporal
onvolutions.
The paper is built as follows: Setion 2 formulates the problem domain.
Setion 3 shows how to redue the uBSSD task to an ISA problem. Setion 4
ontains the numerial illustrations. Setion 5 ontains a short summary.
2 The BSSD Model
We dene the BSSD task in Setion 2.1. Earlier BSSD redution priniples are
reviewed in Setion 2.2.
2.1 The BSSD Equations
Here, we dene the BSSD task. Assume that we have M hidden, independent,
multidimensional omponents (random variables). Suppose also that only their
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The omplete, and in partiular the overomplete BSSD task is hallenging and no
general solution is known yet.









1(t); . . . ; sM (t)
]
∈ RMd is a vetor onatenated of omponents
s
m(t) ∈ Rd. Here, for the sake of notational simpliity we used idential di-
mension for eah omponent. For a given m, sm(t) is i.i.d. (independent and
identially distributed) in time t, there is at most one Gaussian in sms, and
I(s1, . . . , sM ) = 0, where I stands for the mutual information of the arguments.
The total dimension of the omponents is Ds := Md, the dimension of the ob-
servation x is Dx. Matries Hl ∈ R
Dx×Ds (l = 0, . . . , L) desribe the onvolutive
mixing. Without any loss of generality it may be assumed that E[s] = 0, where
E denotes the expetation value. Then E[x] = 0 holds, as well. The goal of the
BSSD problem is to estimate the original soure s(t) by using observations x(t)
only. The ase L = 0 orresponds to the ISA task, and if d = 1 also holds then
the ICA task is reovered. In the BSD task d = 1 and L is a non-negative integer.
Dx > Ds is the underomplete, Dx = Ds is the omplete, and Dx < Ds is the
overomplete task. Here, we treat the underomplete BSSD (uBSSD) problem.




−l ∈ R[z]Dx×Ds denote the Dx × Ds polynomial matrix
orresponding to the onvolutive mixing, in a one-to-one manner. Here, z is the
time-shift operation, that is (z−1u)(t) := u(t− 1). Now, the BSSD equation (1)
an be written as
x = H[z]s. (2)
In the uBSSD task it is assumed that H[z] has a polynomial matrix left inverse.
In other words, there exists polynomial matrix W[z] ∈ R[z]Ds×Dx suh that
W[z]H[z] is the identity mapping. It an be shown [7℄ that for Dx > Ds suh a
left inverse exists with probability 1, under mild onditions. The mild ondition
is as follows: Coeients of polynomial matrix H[z], that is, the random matrix
[H0; . . . ;HL] is drawn from a ontinuous distribution. For the ISA task it is
supposed that mixing matrix H0 ∈ R
Dx×Ds
has full olumn rank, i.e., its rank
is Ds.
2.2 Existing Deomposition Priniples in the BSSD Problem Family
There are numerous redution methods for the BSSD problem in the literature.
For example, its speial ase, the underomplete BSD task an be redued (i) to
ISA by temporal onatenation of the observations [8℄, or (ii) to ICA by means of
either spatio-temporal deorrelation [9℄, or by linear predition (autoregressive
(AR) estimation) [1012℄. As it was shown in [6℄, the uBSSD task an also be
redued to ISA by temporal onatenation. In Setion 3, we show another route
and desribe how linear predition an help to transribe the uBSSD task to ISA.
Aording to the ISA Separation Theorem [6,13℄, under ertain onditions, the
solution of the ISA task requires an ICA preproessing step followed by a suitable
permutation of the ICA elements. This priniple was onjetured in [4℄ on basis
of numerial simulations. Only suient onditions are available in [6,13℄ for the
ISA Separation Theorem. Possible redution steps are shown in Fig. 1.
BSSD
uBSSD: AR t (this paper)
uBSSD: onatenation in time [6℄
ISA





























uBSD: spatio-temporal deorrelation [9℄, AR t [1012℄
ICA
Fig. 1: Extensions of the ICA task. Prex u denotes the underomplete ase. Dotted
arrows point to speial ases. Solid arrows indiate possible redutions. Respetive
redution priniples are noted at the arrows.
3 Redution of uBSSD to ISA by Linear Predition
Below, we redue the uBSSD task to ISA by means of linear predition. The
proedure is similar to that of [12℄, where it was applied for underomplete BSD
(i.e., for d = 1).
Theorem. In the uBSSD task, observation proess x(t) is autoregressive and its
innovation x̃(t) := x(t) − E[x(t)|x(t − 1),x(t − 2), . . .] is H0s(t), where E[·|·]
denotes the onditional expetation value. Consequently, there is a polynomial
matrix WAR[z] ∈ R[z]
Dx×Dx
suh that WAR[z]x = H0s.
Proof. We assumed that H[z] has left inverse, thus the hidden s an be ex-





−n ∈ R[z]Ds×Dx and N denotes the degree of the H−1[z]
polynomial. Thus, terms in observation x that dier fromH0s(t) in (1) belong to




l) ∈ H0s(t)+ 〈x(t− 1),x(t− 2), . . . ,x(t− L+N)〉. Beause s(t) is independent
of 〈x(t− 1),x(t− 2), . . . ,x(t− L+N)〉, we have that observation proess x(t)
is autoregressive with innovation H0s(t).
Thus, AR t of x(t) an be used for the estimation of H0s(t). This innovation
orresponds to the observation of an underomplete ISA model
2
, whih an be
redued to a omplete ISA using prinipal omponent analysis (PCA). Finally,
the solution an be nished by any ISA proedure. The pseudoode of the above
linear preditive approximation (LPA) method for the uBSSD task is given in
Table 1.
2
Assumptions made for H[z] in the uBSSD task implies that H0 is of full olumn
rank and thus the resulting ISA task is well dened.
Table 1: Linear preditive approximation (LPA): Pseudoode
Input of the algorithm
Observation: {x(t)}t=1,...,T
Optimization
AR t: for observation x estimate Ŵ
AR
[z]
Estimate innovation: x̃ = Ŵ
AR
[z]x





Apply ISA for x̃
′















The redution proedure implies that hidden omponents s
m
an be reovered
only up to the ambiguities of the ISA task. The ISA ambiguities are simple [14℄:
hidden multidimensional omponents an be determined up to permutation and
up to invertible transformation within the subspaes. Furthermore, in the ISA
model it an be assumed without any loss of generality, that both the hidden
soure (s) and the observation are white; their expetation values are zeroes and
the ovariane matries are identities. Now, the s
m
omponents are determined
up to permutation and orthogonal transformation.
4 Illustrations
We show the results of our studies onerning the eieny of the algorithm
of Table 1. We ompare the LPA proedure with the uBSSD method desribed
in [6℄. There temporal onatenation was applied to transform the uBSSD task
to a `high-dimensional' ISA task. We shall refer to that method as the method
of temporal onatenation, or TCC for short. Test problems are introdued in
Setion 4.1. The performane index that we use to measure the quality of the
solutions is detailed in Setion 4.2. Numerial results are presented in Setion 4.3.
4.1 Databases
We dene four databases (s) to study our LPA algorithm. These are the
databases used in [6℄, too. In the 3D-geom test hidden omponents s
m
are ran-
dom variables uniformly distributed on 3-dimensional geometri forms (d = 3).
We have 6 omponents (M = 6). The dimension of the hidden soure s is
Ds = 18. See Fig. 2(a). The elebrities test has 10 of 2-dimensional soure
omponents generated from artoons of elebrities (d = 2).3 The 2-dimensional
images of elebrities are onsidered as the density funtions of s
m
: soures are
generated aording to the pixel intensities. See Fig. 2(b). In the letters data set,
hidden soures s
m
are uniformly distributed on 2-dimensional images (d = 2) of
3
http://www.smileyworld.om
letters A and B. The number of omponents and the dimension of the soures
are minimal (M = 2, Ds = 4). See Fig. 2(). Our Beatles test is a non-i.i.d. ex-
ample. Here, hidden soures are stereo Beatles songs.
4 8 kHz sampled portions
of two songs (A Hard Day's Night, Can't Buy Me Love) made the hidden s
m
s
(d = 2,M = 2, Ds = 4).
(a) ()
(b)
Fig. 2: Illustration of the 3D-geom, elebrities and letters databases. (a): Database
3D-geom ontains 6 of 3-dimensional omponents (M = 6, d = 3). Hidden soures
are uniformly distributed variables on 3-dimensional geometri objets. (b): Database
elebrities ontains 10 of 2-dimensional omponents (M = 10, d = 2). Density funtions
of the hidden soures (s
m
) are proportional to the pixel intensities of the 2-dimensional
images. (): Letters database is minimal. Hidden soures s
m
are uniformly distributed
on images of letters A and B (M = 2, d = 2).
4.2 The Amari-index





result of PCA and ISA) and matrix H0, that is matrix G := ŴISAŴPCAH0 ∈
R
Ds×Ds
is a blok-permutation matrix made of d × d bloks. To measure this
blok-permutation property, we used the normalized version [13℄ of the Amari-
error [15℄ adapted to the ISA task [5℄. Namely, let matrix G ∈ RDs×Ds be






. Let gi,j denote the sum of
the absolute values of the elements of matrix G
i,j ∈ Rd×d. Now, the normalized





























For matrix G we have that 0 ≤ r(G) ≤ 1. r(G) = 0 if, and only if G is a
blok-permutation matrix with d× d sized bloks. Thus, r(G) = 0 for a perfet
G, whereas in the worst ase r(G) = 1. Given that index r takes values in [0, 1]
4
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independently from d and Ds, we an use this measure to ompare the TCC and
LPA tehniques.
4.3 Simulations
Results on databases 3D-geom, elebrities, letters and Beatles are provided here.
The experimental studies onern two questions:
1. The TCC and the LPA methods are ompared on uBSSD tasks.
2. The performane as a funtion of onvolution length is studied for the LPA
tehnique.
Our test databases orrespond to those of [6℄ and here, we study the
Dx = 2Ds ase, like in the ited referene. Both the TCC and the LPA method
redue the uBSSD task to ISA problems and we use the Amari-index (Se-
tion 4.2) to measure and ompare their performanes. For all values of the pa-
rameters (sample number: T , onvolution length: L + 1), we have averaged the
performanes upon 50 random initializations of s and H[z]. The oordinates of
matries Hl were hosen independently from standard normal distribution. We
used the Shwarz's Bayesian Criterion [16℄ to determine the optimal order of
the AR proess. The riterion was onstrained: the order Q of the estimated AR
proess (see Table 1) was limited from above, the upper limit was set to twie the
length of the onvolution, i.e., Q ≤ 2(L+1). The AR proess was then estimated
by the method detailed in [16℄ and [17℄. Both in the ase of TCC and in the ase
of LPA, ISA was aomplished by joint f-deorrelation (JFD) as detailed in [18℄.
We studied the dependene of the preision versus the sample number on
databases 3D-geom and elebrities. The dimension and the number of the om-
ponents were d = 3 and M = 6 for the 3D-geom database and d = 2 and
M = 10 for the elebrities database, respetively. In both ases the sample num-
ber T varied between 1, 000 and 100, 000. The length of the onvolution (L+ 1)
hanged between 2 and 6. Comparisons with the TCC method are shown in
Figs. 3(a)-(d). LPA estimation errors are given in Table 2. Figures 4(a)-(d) and
(i)-(l) illustrate the estimations of the LPA tehnique on the 3D-geom and on
the elebrities databases, respetively.
L = 1 L = 2 L = 3 L = 4 L = 5
3D-geom 0.20%(±0.01) 0.20%(±0.02) 0.19%(±0.02) 0.20%(±0.02) 0.20%(±0.01)
elebrities 0.33%(±0.02) 0.33%(±0.02) 0.34%(±0.02) 0.34%(±0.02) 0.34%(±0.02)
Table 2: The Amari-index of the LPA method for database 3D-geom and celebrities, for
dierent onvolution lengths: average ± deviation. Number of samples: T = 100, 000.
For other sample numbers between 1, 000 ≤ T < 100, 000, see Figs. 3(a) and ().
Figures 3(a) and () demonstrate that the LPA algorithm is able to un-
over the hidden omponents with high preisions. The Amari-index r dereases












































































































































































































































Fig. 3: Estimation error of the LPA method and omparisons with the TCC method for
the 3D-geom, the elebrities, the letters and the Beatles databases. Sales are `log log'
plots. Data orrespond to dierent onvolution lengths (L + 1). (a), (), (e) and (g):
Amari-index as a funtion of sample number for the 3D-geom, elebrities, letters and
Beatles databases. (b), (d), (f) and (h): Quotients of the Amari-indies of the TCC and
the LPA methods: for quotient value q > 1, the LPA method is q times more preise
than the TCC method.
aording to power law r(T ) ∝ T−c (c > 0) for sample numbers T > 2000.
The power law is manifested by straight lines on log log sales. Aording to
Figs. 3(b) and (d), the LPA method is superior to the TCC method (i) for all
sample numbers 1, 000 ≤ T ≤ 100, 000, moreover (ii) LPA an provide reason-
able estimates for muh smaller sample numbers. This behavior is manifested by
the initial steady inrease of the quotients of the Amari indies of the TCC and
LPA methods as a funtion of sample number followed by a sudden drop when
the sample number enables reasonable TCC estimations, too. The LPA method
resulted in 1.1− 88-times inrease of preision for the 3D-geom database and a
similar 1.0−87-times inrease for the elebrities database. Aording to Table 2,
the Amari-index for sample number T = 100, 000 is 0.19− 0.20% (0.33− 0.34%)
with small 0.01− 0.02 (0.02) standard deviations for the 3D-geom (elebrities)
database. Figures 4(e)-(h) and (m)-(q) demonstrate that the LPA method may
provide aeptable estimations for reasonably small (T = 20, 000) sample num-
bers up to onvolution depth L = 20.
In our test on `letters ' and `Beatles ' the number of omponents and their
dimensions were minimal (d = 2, M = 2). Aording to Figs. 3(e) and (g), the
LPA method found the hidden omponents. For the letters dataset, the `power
law' deline of the Amari-index, that was apparent in the 3D-geom and the
elebrities databases, appears too. For this dataset, Fig. 3(f) shows that the
LPA method is more preise than the TCC method for all sample numbers. The
quotient is between 1.2 − 110, and the form of the urve is similar to those of
the 3D-geom and elebrities databases. Aording to Table 3, for sample number
T = 75, 000 the Amari-index stays below 1% on average (0.3 − 0.36%) and has
0.11 − 0.15 standard deviation. Visual inspetion of Fig. 3(g) shows that the
LPA method found the hidden omponents for sample number T ≥ 30, 000 on
the Beatles database. We found that the TCC method gave reliable solutions for
sample number T = 50, 000 or so. In addition, aording to Fig. 3(h) the LPA
method is more preise for T ≥ 30, 000 than the TCC tehnique. The inrease in
preision beomes more pronouned for larger onvolution parameter L. Namely,
for sample number 75, 000 and for L = 1, 2, 5, 10, 20, 30 the ratios of preision
are 1.50, 2.24, 4.33, 4.42, 9.03, 11.13, respetively on the average. Aording to
Table 3, for sample number T = 75, 000 the Amari-index stays below 1% on
average (0.4 − 0.71%) and has 0.02 − 0.08 standard deviation for the Beatles
test.
L = 1 L = 2 L = 5 L = 10 L = 20 L = 30
0.32%(±0.11) 0.36%(±0.14) 0.34%(±0.13) 0.34%(±0.15) 0.34%(±0.11) 0.30%(±0.14)
0.71%(±0.06) 0.64%(±0.07) 0.53%(±0.02) 0.75%(±0.07) 0.45%(±0.08) 0.40%(±0.06)
Table 3: The Amari-index of the LPA method for database letters and Beatles for
dierent onvolution lengths: average ± deviation. Number of samples: T = 75, 000.
First row: letters, seond row: Beatles test. For other sample numbers between 1, 000 ≤
T < 75, 000, see Figs. 3(e) and (g).
(a) (b) () (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p) (q)
Fig. 4: Illustration of the LPA method on the uBSSD task for the 3D-geom and
elebrities databases. (a)-(d), (i)-(l): sample number T = 100, 000, onvolution length
L+ 1 = 6. (a) and (i): hidden omponents sm(t). (b) and (j): observed onvolved sig-
nals x(t), only 1000 time steps are shown. () and (k): Hinton-diagram of G, ideally
blok-permutation matrix with 2× 2 (3× 3) bloks. (d) and (l): estimated omponents
(ŝ
m
), Amari-indies: 0.2% and 0.34%, respetively. (e)-(h) and (m)-(q): sample number
T = 20, 000, dependene of estimated omponents (ŝm) on the onvolution parameter
L. L is 1, 5, 10, 20, and 1, 5, 10, 15, 20 respetively.
(a) (b) () (d)
(e) (f) (g) (h) (i) (j) (k) (l)
Fig. 5: Illustration of the LPA method on the uBSSD task for the letters database.
(a)-(d): sample number T = 75, 000, onvolution length L+1 = 31, Amari-index 0.3%.
(a): hidden omponents s
m(t). (b): observed onvolved signals x(t), only 1000 time
steps are shown. (): Hinton-diagram of G, ideally blok-permutation matrix with 2×2
bloks. (d): estimated omponents (ŝ
m
). (e)-(l): dependene of estimated omponents
(ŝ
m
) on the onvolution parameter L. L is 1, 5, 10, 20, 50, 100, 200, 230, respetively.
Sample number is T = 15, 000.
Both for database letters and databaseBeatles, the estimations are aeptable
up to about L = 230 onvolution depths for sample number T = 15, 000. We
illustrate this in Figs. 5(e)-(l) for the letters database with average Amari-index
estimations.
5 Summary
We showed a novel solution method for the underomplete ase of the blind
subspae deonvolution (uBSSD) task. We used a stepwise deomposition prin-
iple and redued the problem with linear predition to independent subspae
analysis (ISA) task. We illustrated the method on dierent tests. Our method
supersedes the temporal onatenation based uBSSD method, beause (i) it gives
rise to a smaller dimensional ISA task, (ii) it produes similar estimation errors
at onsiderably smaller sample numbers, and (iii) it an treat deeper temporal
onvolutions.
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