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Cet article est consacre aux plans factoriels obtenus par la methode DSIGN de 
Patterson (1976). Comme Bailey (1977) l’a montri? l’btude des confusions d’effets dans 
ces plans d’expSences peut ctre me&e en recherchant les orthogonaux de sous- 
groupes du groupe abelien fini des traitements. Le m&me pro&de permet bgalement 
de construire des plans verifiant des confusions d’effets don&es. Nous presentons ici 
un algorithme de construction de tels orthogonaux qui passe par la decomposition 
primaire du groupe des traitements puis par la construction d’orthogonaux dans des 
P-groupes. 
ABSTRACT 
This paper is devoted to factorial designs generated by Patterson’s (1976) DSIGN 
method. As stated by Bailey (1977), the identification of confounded effects may be 
done here by constructing annihilators of given subgroups of the treatment group. 
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Factorial designs with specified patterns of confounding may be constructed by the 
dual process. Using the primary decomposition of finite abelian groups, we introduce 
in this paper an algorithm for constructing such annihilators. 
1. INTRODUCTION 
Les fractions de plans factoriels-introduites par Finney [12]-sont des 
dispositifs experimentaux t&s utiles puisqu’ils permettent d’ktudier les effets 
simples des facteurs traitements et toutes les interactions inconnues et non 
nBgligeables a priori tout en limitant le nombre des unit&s expbrimentales. Les 
fractions dites ri?guli~res ont en outre des propriBt&s statistiques t&s in&es- 
santes, entre autres des propri&s d’optimalitt pour les modeles usuels 
d’analyse (cf. Cheng [9] et Mukeiee [19]). D ivers pro&d&s de construction de 
ces fractions sont propo& ou Btudib; citons entre autres les travaux de 
Kempthome [14], Rao [25], N. T. J. Bailey [l] (cf. egalement les ouvrages 
de Raghavarao [22] et plus rbcemment celui de Raktoe, Hedayat et Federer 
[241). 
Patterson [20] a introduit un pro&d& de construction-appelC mCthode 
nsrw-qui sous certaines restrictions permet d’obtenir des fractions r&g&&es. 
Les travaux ultt%-ieurs de R. A. Bailey [2-41, Bailey et al. [6], Patterson et 
Bailey [21], Kobilinsky [15] ont montri: sa relative faciliti: d’emploi. Cette 
m&ode permet Bgalement de construire des plans factoriels en blocs t&s 
utiles d’un point de vue statistique puisqu’ils sont ?I structure factorielle 
orthogonale (cf. Mukerjee [17, 181, ici les blocs peuvent constituer une ou 
plusieurs partitions croi&es de l’ensemble des unit&s expkrimentales). De ce 
point de vue la mCthode DSIGN apparait comme une extension du pro&d& 
d&it par Bose [7]. 
Dans cette m&&ode l’ensemble des traitements G et celui des unit& 
experimentales E sont munis de structures de groupes abeliens finis; toute 
fraction &gul%re-tout plan & structure factorielle orthogonale-est defini au 
moyen d’un homomorphisme K de E dans G. Dans les articles de Patterson 
[20], Bailey et al. [6], Patterson et Bailey [21] l’Ctude des confusions d’effets 
est men&e en considBrant l’homomorphisme K * dual de K puis en &olvant 
des equations du type y = K *x, avec y don& appartenant B E et l’inconnue 
x B G. Ainsi pour les fractions de plans les solutions de 0 = K *x donnent des 
contrastes de definition pour la fraction consid&e (cf. Raktoe et al. [24, 
p. 1251). Si ce pro&d& est simple, il est couteux en g&n&al puisqu’on pro&de 
par Bnum~ration pour r&soudre ces Equations. Seuls quelques cas particuliers 
peuvent Etre trait& par inversion-g&&alisCe si besoin est-de K*, par 
exemple celui oti les facteurs ont des nombres de niveaux tous itgaux B un 
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mSme nombre premier ou a un mBme produit de nombres premiers. Inverse- 
ment si I’on se fixe par exemple des contrastes de definition, la construction 
d’une fraction respectant ces contrastes passe par l’enumeration d’homomor- 
phismes K* et la resolution d’equations K *x = 0 jusqu’a obtenir la fraction 
souhaitee. 
Bailey [2,3]-considerant E et G comme des Zrmodules (Z, = Z/tZ, ou 
t est le plus petit commun multiple des exposants de E et 6) et K comme 
une application Z,-lineaire-a montre que l’etude des confusions d’effets 
pouvait btre menee en utilisant des proprietes de dualite. Plus precisement cet 
auteur introduit une forme Zibilineaire sur G X G non singuliere et prouve 
d’une part que les contrastes de definition d’une fraction sont donnes par 
les elements de l’orthogonal de Im K -1e sous-module des traitements utilisb 
-d’autre part que dans un plan en blocs les effets traitements confondus avec 
les effets interblocs sont determines par l’orthogonal du sous-module de G 
constituant le bloc initial. A priori les r&&tats de Bailey permettent done de 
determiner les confusions d’effets pour un coGt moindre en general que celui 
entraine par la resolution d’equations y = K *x. Aucune enumeration n’est 
requise pour construire une fraction de plan respectant des contrastes de 
definition don&s. 11 suffit de construire des orthogonaux de sous-ensembles 
don& de G. Malheureusement Bailey ne propose pas de pro&de de 
construction u&able dans le cas g&&al. 
La m&ode cyclique g&&alisCe-introduite par John [13]-permet 
Cgalement de construire des plans en blocs a structure factorielle orthogonale. 
Ici les blocs constituent une seule partition de l’ensemble des unites experi- 
mentales et G est encore muni d’une structure de groupe abtlien fini. Dean 
et Lewis [lo] ont montre que le plan est sans repetition si et settlement si le 
bloc initial constitue un sous-groupe de G. Les resultats obtenus par Bailey 
s’appliquent done a ce cas particulier. Quant aux plans binaires a plusieurs 
repetitions, bien qu’ils ne puissent etre obtenus par la m&ode DSIGN, Dean 
et Lewis [ll] ont montre que l’etude des confusions d’effets peut 8tre men&e 
la encore en recherchant l’orthogonal du bloc initial. 
Ainsi la connaissance de l’orthogonal d’une partie du groupe des traite- 
ments permet celle de toutes les confusions d’effets pour une large classe de 
fractions r&ulieres et de plans en blocs a structure factorielle orthogonale. 
Cet article est essentiellement consacre a la presentation d’un procede de 
construction de l’orthogonal d’un quelconque sous-groupe de G connu par 
I’intermediaire d’un ensemble de generateurs. 11 s’agit done d’un prolonge- 
ment des travaux de Bailey [2, 31. (Bailey [5] publie une par-tie des resultats 
figurant dans le premier de ces deux textes; elle demontre par ailleurs une 
propriete-enon+e dam le theoreme 5-qui recoupe les conclusions que 
nous tirons de notre proposition 1.) Ici tout orthogonal est obtenu comme 
somme directe de sous-groupes cycliques. Ainsi lorsqu’on fixe un ensemble de 
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contrastes de definition notre pro&de donne directement l’homomorphisme 
K qui permet de construire la fraction respectant ces contrastes de definition. 
Dam le paragraphe 2 nous revenons sur quelques resultats anterieurs. Puis 
nous utilisons les proprietes de decomposition primaire des groupes abeliens 
finis pour fractionner la recherche des orthogonaux. Nous nous ramenons ainsi 
au probleme de construction des orthogonaux dans un p-groupe. Dans le 
paragraphe 3 nous decrivons et justifions un pro&de simple de construction 
de l’orthogonal dune partie d’un p-groupe. 
Dans un souci de brievete nous nous limitons ici au cas des fractions 
regulieres. 11 est clair cependant que n8tre pro&de de construction vaut 
egalement pour les plans en blocs a structure factorielle orthogonale. 
2. FRACTIONS RkGULIFRES 
Soient E un ensemble fini d’unites experimentales et G un ensemble fini 
de traitements. Un plan d’experiences est un triplet (E, G, K) oti K est une 
application de E dans G. Ce dispositif est dit factoriel si G est prod& 
cartesien de m ensembles finis: les ensembles de niveaux des facteurs 
traitements (appeles ici facteurs traitements par commodite). Un plan est dit 
sans repetition si K est injectif. Un plan factoriel sans repetition pour lequel 
K n’est pas surjectif est appele un dispositif fractionnel ou encore une fraction 
de plan. 
2.1. Es-paces de Contrustes SW G 
L’etude des confusions d’effets pour les plans construits par la methode 
DSIGN passe par une certaine decomposition en sous-espaces de contrastes de 
RG, l’espace des fonctions numeriques definies sur G. 11 est done indispens- 
able de revenir sur cette decomposition. Nous rappelons au prealable la 
definition gCnCrale des espaces de contrastes. 
Soient Ti, iEZ= {l,..., m}, les facteurs traitements et ti, i E I, le 
nombre des modalites de Ti. Pour tout i E Z considbrons la decomposition en 
somme directe orthogonale 
oh vi 0 est l’espace des fonctions constantes sur Ti. Notons 8 le produit 
tensohel d’espaces vectoriels. Par des proprietes usuelles d’algebre lineaire (cf. 
par exemple Chambadal et Ovaert [8, p. 941) on a 
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ou les o,=~{Vi,o(iPJ}~~{V;,IJi~J} sont orthogonaux dans iFIG et 
9(Z) est I’ensemble des parties de 1. On appelle 0, espace des Jcontrastes 
sur G. 0, est l’espace des fonctions constantes sur G. Pour i = 1,. . . , m 0, i j 
est encore appele espace des effets principaux du facteur T,; Oti, ji avec 
j E Z \ {i} est appele espace des effets d’interaction des facteurs Ti et Tj, et 
de mZme pour toute famille de facteurs de cardinalite supkrieure a 2. 
Une decomposition de RG, plus fine en general que (l), a et& introduite 
par Bailey et al. [6]. On peut la presenter comme suit. 
Pour i = l,..., m reperons les modal&es du facteur T, par les entiers 
O,l,..., ti - 1. En considerant ces entiers comme les elements du groupe 
additif Z,, = Z/tiZ l’ensemble des traitements est muni d’une structure de 
groupe abelien fini 
Notons e’=(Sf]j=l,..., m) oti 6; est le symbole de Kronecker. Les ei, 
i=l ,.**> m, forment un systeme generateur de ce groupe. 
Soit t le plus petit commun multiple des t,, i = 1,. . . , m, c’est a dire 
l’exposant de G. Considerons l’application bilineaire de G X G dans Z, 
f(x,y)=(x,y)=~{~,y~t/t,(i=l,...,rn} mod t, 
oti z=C{xie”]i=l,..., m } et de m8me pour y. Soit S un quelconque 
sous-groupe de G (y compris G lui meme). La restriction de f a G X S a pour 
noyau a gauche l’orthogonal S” de S (relativement a f), c’est a dire 
So= {yIy~G:(x,y)=OVx~!3}. 
Montrons que son noyau a droite est nul. On a 
(x,y)=O VXEG * (e’,y)=O pour i=l,..., m. 
Or (e’, y) = 0 + y,t/t, = 0 mod t 3 yi = 0 mod 4. D’ob 
(x,y)=O VXEG =a y,=Omod ti pout i=l,...,m. 
D’apres Lang [16, Theo&me 10, p. 531 G/So est alors isomorphe a S*, le 
dual de S done a S. 11 s’ensuit que ISIX (So] = ]G(. D’oti (So), = S, puis pour 
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S et D sous-groupes de G 
DcS e S”cD” et (S+D)“=S”nD”. (2) 
Pour tout x E G soient (x) le sous-groupe cyclique engendre par x et Z:, 
l’espace des fonctions numkiques constantes sur les classes de G modulo 
(x)O. Soit 0, le supplementaire orthogonal dans Z:, de la somme des E, pour 
tout y engendrant un sous-groupe strict de (x). Bailey [4] montre que 
(a) on a 
RC=@{O,]xEC} (3) 
oti C est un ensemble de representants des sous-groupes cycliques de G; 
(b) 0, = o,(x) ou J(X) est l’ensemble des indices 1,. . . , m pour lesquels 
xifOmod ti; 
(c) la dimension de 0, est &gale a (P[](zx)]] ou cp est la fonction phi 
d’Euler. 
La decomposition (3) cidessus est done plus fine que la decomposition (1) en 
ce sens que tout 0, est un sousespace de J-contrastes [avec J = J(X)]. Elle 
coincide avec la decomposition introduite par Bose [7] si les li sont tous egaux 
a un mbme nombre premier, avec les decompositions introduites par White et 
Hultquist [26] puis par Raktoe [23] si les ti sont premiers. 
2.2. Orthogonalit et d&composition primaire de G 
Nous allons montrer que la recherche de l’orthogonal d’un sous-groupe 
peut etre simplifiee en utilisant le fait que G est somme directe de ses 
psous-groupes de Sylow que nous appelerons ses composantes primaires (cf. 
Lang [16, chapitre 1, §lO]). 
PROPOSITION 1. Soient P 1 ‘ensemble des diviseurs premiers de t, G = 
@{!$,lp~P} lad&xnnpositionp&nairedeGetD=%3(D,~pEP), avec 
D, c S, pour tout p E P, un sous-groupe de G. 
Si pour tout p E P H, est 1 ‘orthogonal de D, duns S, alors D” = 
@{H,IPEP). 
Preuve. Pour PEP fixi: posons T,=@{S,/q~P:92p). Soit x un 
quelconque element de D, c S,. Notons r l’ordre de x; r est premier avec 
l’exposant de T,. Quel que soit y E T, il existe z E Tp tel que y = m. On a 
alors (x. y) = (x, rz) = ( TX, z) = 0. En consequence D,” = H,@Tp, avec H, 
PLANS FACTORIELS 309 
orthogonal de Dp dans Sp. 
D= @ {DJPEP) o D”=n{D;IPEP} d’apres (2), 
=nppqJP~q d’apres ce qui precede, 
= @{H,nS,]pEP} = @ {H,IpQ}. n 
Ainsi la recherche de I’orthogonal d’un sous-groupe de G peut etre 
fraction&e, le probleme a resoudre btant alors celui de la construction de 
l’orthogonal d’un sous-groupe d’un p-groupe. (Ceci resulte egalement du 
theoreme 5 de Bailey [5].) Nous decrivons un pro&de de construction dans le 
paragraphe 3. Montrons plus precisement comment passer de la recherche 
d’un orthogonal dans une composante primaire de G a celle d’un orthogonal 
dans le p-groupe isomorphe. 
Pourtout pEPonat=p’~et,pouri=l,...m, ti=p’lp,,ou@etlespi 
sont premiers avec p. Notons pi-’ un entier tel que pipid’ = 1 mod prl. 
L’application 
qP:GP= @ {Zpri]i=l,...,m} +G 
(Uili=l,...,m)c,Cpip,‘u,ei 
est un homomorphisme injectif. De plus pour tout element x = 
(xi]i=l,..., m) de G on a 
xi = C { Pi3ip’ui(P)JP E ‘}. 
ou ui( p) = xi mod ~‘1, d’apres le theoreme des restes chinois (cf. Lang [16, 
p. 63-651). 
Si x et y = (yi ( i = 1,. . + , m) sont dew elements de la composante primaire 
S, isomorphe a G, on a done 
O=(x,y)=~ t - mod t 
i tixiYi 
= F t.~.p-‘u;p)ui(p) mod t 
II, 1 
= ~p(‘-‘~)$; ki( p)u,( p) mod p’, 
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avec u,(p) = yi mod pr’, puisque pipi --’ est idempotent dans Z,. Ainsi y 
appartient a Iorthogonal dans S, de (x) si et seulement si l’element (vi(p) ( i 
= 1 ,. . . , m) est orthogonal dans G, a (j5~ru,(p) (i = 1,. . . , nz). 
Soit alors D, c S, un sous-groupe connu par des generateurs xi, j = 
1 >*.., n. Son orthogonal dans S,,est image par ‘c/, de l’orthogonal dans G, du 
sous-groupe engendrt par les elements 
(P[rU,i(p)(i=l,..., m) pour j=l,..., n, 
ok u,‘(p) = yj mod ~‘1. 
EXEMPLE 1. Soient G = Zz4@Z3e@ Z,, et r = (22,33,1). Supposons que 
nous voulions construire (x)O. Ici t = 72, d’oh P = (2,3}. 
Pour p = 2 la composante primaire S, de G est isomorphe a Zs@Z,@Zz, 
et on a 
--1 
Pl = 
3, pp1, p31=3 
UI(P)=~> u&)=1, ~~(~)=l. 
Dans ce p-groupe nous devons done rechercher I’orthogonal du sous-groupe 
engendre par l’itlement (2,1,3). C’est en fait la somme directe des sous-groupes 
cycliques engendrits par (LO, 1) et (0, 1,l). L’orthogonal dans S, de (x) est 
done somme directe des sous-groupes cycliques engendres par (9,0,9) et 
(0,9,Q>. 
Pour p = 3 la composante primaire S, de G est isomorphe a Z,@Z,@Z, 
et on a 
j5r= 8 i&=4, Pa=4, 
Pl 
--l=2, p+7, p+1, 
ul(p)=l,u,(p)=6> us(p)=l. 
Dans ce p-groupe nous devons rechercher l’orthogonal du sous-groupe en- 
gendre par l’element (2,6,1). C’est la somme directe des sous-groupes cycliques 
engendres par (LO, 1) et (0, l,l). L’orthogonal dans S, de (x) est done somme 
directe des sous-groupes cycliques engendres par (16,0,4) et (0,28,4). 
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En consequence, d’apres la proposition 1, (x)’ est somme directe des deux 
sous-groupes cycliques engendres par 
(9,0,9)+(16,0,4)=(1,0,1) 
(0,9,9)+(0,28,4)=(0,1,1), 
ou bien encore par les deux sous-groupes cycliques engendres par 
(9,0,9)+ (0,28,4) = (9,28,1) 
et 
(0,9,9)+(16,0,4)=(16,9,1). 
Note: DAxnnposition prim&e et construction de sous-espaces de con- 
tra&es. La decomposition primaire de G permet Cgalement de simplifier la 
construction des termes 0, de la decomposition (3) de RG. Soient x un 
element dune composante primaire, S, de G et y un element de So. Comme 
les ordres de r et y sont premiers entre eux, pour tout z E (x + y), (5) est 
somme directe d’un sous-groupe de (x) et d’un sous-groupe de (y). En 
particulier (x + y)=(x)+(y), ce qui implique (x + y)” = (x)O n(y)O d’apres 
(2). A I’isomorphisme III ’ - !R ‘@ IR so pres on a done 0,~ 0, c Exty. En 
effet, comme 0, [resp. O,] est un espace de fonctions constantes sur toute 
classe de G module (x)O [resp. (y)“], tout element du produit tensoriel est 
constant sur toute classe de G module (r + y)” d’aprits ce qui precede. 
De plus O,@ 0, est orthogonal a Zz pour tout z engendrant un sous-groupe 
strict de (x + y). En effet, d’apres ce qui precede, tout Clement du produit 
tensoriel est de somme nulle sur toute classe de G modulo (z)O. 
Enfin la dimension de 0, + y est &gale a ~,[l(r + Y>II = dl(~)llX(~[l(~)ll 
d’apres les proprietes de la fonction phi d’Euler (cf. Lang [16, p. 651). Mais 
‘p[ I(x)]] X ‘p[ I(y)]] est la dimension de 0,~ 0,. D’ou par iteration la proposi- 
tion suivante. 
PROPOSITION 2. Soient xk, k = 1,. . . , r des &ments de G appartenunt ci r 
composantes prim&es distinctes. Si y = C{ xk I k = 1,. . . , r } alms 0, est 
carwniquementisomorpheri @{(O,t]k=l,...,r}. 
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2.3. Mgthode DSICN 
L’application K de E dans G induit une application lineaire 
Supposons E produit cart&en de n ensembles finis-les (pseudo)facteurs 
parcelles--8 si modalites, j = 1,. . . , n. Reperons ces modalites par les entiers 
O,l,..., s j - 1. Pour la construction de fractions regulieres par la methode 
DSIGN on munit G et E de structures de groupes abeliens finis: G = @ {Z,, 1 i 
= 1 , . . . , m} et E = $ {Z,, ( j = 1,. . . , n }, et on impose a K d’8tre un homo- 
morphisme injectif. 
Outre l’application f introduite precedemment supposons definie une 
application bilineaire de m2me forme que f de E X E dans Z,. Notons alors 
K * l’unique homomorphisme de G dans E tel que pour tout x E G et pour 
tout y E E: (x, K(y)) = (K*(x), y), ob (., .) designe l’une ou l’autre des 
applications bilineaires, c’est-adire le dual de K (cf. Lang [16, p. 501). 
Toutes les confusions d’effets induites par le plan d’expdriences (E, G, K) 
se deduisent ici de la connaissance du noyau, Ker K *, de K * qui n’est autre 
que l’orthogonal dans G de l’image de K: (Im K )” (cf. Bailey [3]). Soient en 
effet 0: les termes de la decomposition (3) de RG et 0: les termes du m6me 
type de decomposition de RE. On montre que, pour tout x E G, L[O,“] = 
Oi,,,, (cf. Bailey et al. [6, p. 3521 et Kobilinsky [15]). 
Si done z E Ker K * on a L[OF] = L[O:+,]. Inversement si des elements 
x et z de G sont tels que x - z @ Ker K * alors 
OX? et OzG sont done confondus si et seulement si x: - z E Ker K *. De plus la 
restriction de L B 0: est injective si et seulement si (x)nKer K * = (0). 
Ceci &ant examinons dans quelles conditions la fraction de plan considerte 
est rbguliere. Supposons que nous observions une variable aleatoire Y a 
valeurs dans ( RE, B,p), oti 98,p est la tribu des boreliens de R”. Considerons 
le modele de Gauss-Markov oti l’esperance mathematique de Y est supposee 
appartenir a L[O] avec 0 = @ { 0: ) x E H } sousespace donnt de Iw”. Le 
plan est alors connexe-ou sans biais (cf. Raktoe et al. [24])-si et seulement 
si la restriction de L B 0, LI,, est injective. D’aprbs ce qui p&&de pour qu’il 
en soit ainsi il est n&i?ssa.ire et suffisant que 
XEH - (x)nKerK* = (0), 
(x, z) EH x H avec x Z 2 =$ x-z@KerK*. 
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Supposons ces conditions vbrifiees. Soit 8 = C{ 8,I x E H} E 0, avec 0, E 
OXc. Puisque la fraction est connexe tout 8,, x E H, est estimable et pour tout 
(x, z) E H X H, avec x + z, les estimateurs de 8, et 8, sont non correles. En 
effet ils sont images inverses par LI, des projections orthogonales de Y sur 
dew sous-espaces orthogonaux de RE: Oz,,,, et Oi,,;,. La fraction est bien 
reguliere. 
Note: Rqhsentation mutricielle de K et de K *. L’ensemble des e’, 
i=l )..., m,ohe’=(6;]j=l)...) m) avec 8; symbole de Kronecker, forment 
un systeme de generateurs de G. Considerons le meme type de systbme de 
generateurs de E. Ces systbmes Ctant donnes I’homomorphisme K peut btre 
represente par une matrice entiere d’ordre m X n dont les elements kij sont 
tels que les k, jsj/ti sont eux memes entiers (cf. Bailey et al. [6]). La 
transposee de la matrice des kijsj/ ti est representative de K *. 
2.4. DAxnnposition primuire et construction d’une fraction 
Un sous-groupe D de G Btant don& montrons comment construire la 
fraction de plan admettant les elements de D comme contrastes de definition 
en utilisant la decomposition primaire de G. 
Soit x un element d’une composante primaire de G. Notons p’ I’ordre de 
r. On a 0 = K *( p’x) = p’K *(VT). En consequence K*(r) appartient neces- 
sairement a un p-sous-groupe eventuellement nul de E. II s’ensuit que K * est 
somme directe d’homomorphismes de p-groupes a raison d’un homomor- 
phisme par composante primaire de G. En particulier si les t,, i = 1,. . . , m, et 
les sj, j=l,..., m, sont premiers ou puissances de premiers la matrice de K * 
est diagonale par blocs et chaque bloc est la matrice d’un homomorphisme de 
p-groupe (cf. Patterson et Bailey [21, p. 3421). 11 en est de m$me pour K. 
Supposons chacune des composantes primaires de G isomorphe au p- 
groupe G, = @ { Z,,, ) i = 1, , . . , m } oh p est un diviseur premier de t. Le dual 
de l’injection canonique de G, dans G 
+,: (uiJi=l,..., m)~(jSi~i~‘ui~i=l,...,m) 
(avec pi = ti/p’z et pi ‘si = 1 mod p’~) est l’homomorphisme 
4 ,*:x=(xi(i=l,...,m) -(fi;‘xi mod p’lli=l,...,m). 
Si done Ker K * est un sous-groupe D de G, K * est canoniquement iso- 
morphe a la somme directe d’homomorphismes K; de p-groupes ayant pour 
noyaux respectifs les images 4,*(D) de D par chacun des $,*. Pour construire 
la fraction ayant les elements de D pour contrastes de definition il suffit alors 
314 A. EL MOSSADEQ ET AL. 
de determiner les orthogonaux des #g(D) dans chacun des G,, p E P 
(ensemble des diviseurs premiers de t). La somme directe des images de ces 
orthogonaux par les injections canoniques $,, est la fraction cherchee. 
EXEMPLE 1 (suite). Supposons que nous so&&ions construire une frac- 
tion de resolution III dun plan a 3 facteurs ayant 24, 36 et 12 niveaux 
respectivement. Le groupe des traitements G = Z,,@Z,,@Z,, est somme 
directe de dew composantes primaires isomorphes a G, = Z,@Z,@Z, et 
G, = Z,@Z,@Z,. 
Considtrons la fraction admettant pour contrastes de definition des elk- 
ments du sous-groupe cyclique D de G engendre par l’element (22,33,1). On 
peut verifier que cette fraction est de resolution III en utilisant le pro&de 
suivant. 
q;(D) est le sous-groupe cyclique de G, engendre par (2,1,3), 
#z(D) le sous-groupe cyclique de G, engendre par (2,6,1). 
Soit alors par exemple x = (LO, 0) E G. Dans chacun des G, considbons les 
generaterns des sous-groupes cycliques ayant mSme image par Kz que le 
sous-groupe ($$( x)). Ces generateurs sont donnes dans le tableau cidessous. 
P Kxx) Generateurs 
2 (3,0,0) (L3,I) (LL3) (I,2,2) 
3 (2,090) (0,6,I) (2,3,2) 
On observe que chacun de ces generateurs, note o = ( oi ( i = 1,. . . , m), a au 
moins deux composantes oi non nulles. 11 s’ensuit-d’aprbs le thboreme des 
restes chinois-que tout z=(~~li=l,...,m)~G tel que X-z~KerK* a 
au moins dew composantes zi non nulles. Tout espace 0,” confondu avec 
0,” est done un sous-espace d’effets d’interaction. Le meme raisonnement 
valant pour O,C et tous les espaces O,G d’effets principaux on en conclue que 
la fraction est de resolution III. 
D’aprbs ce que nous avons vu plus haut Do est somme directe des 
sous-groupes cycliques de G engendrbs par (LO, 1) et (0, 1,l). C’est done 
l’ensemble des traitements dune fraction au & de G de resolution III. Cette 
fraction est definie par l’homomorphisme K de E = Z,,@Z36 dans G de 
matrice 
I 0 1 0 1.   
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3. CONSTRUCTION DE L’ORTHOGONAL D’UN SOUS-GROUPE D’UN 
pGROUPE 
3.1. Orthogonal d’un sous-groupe c yclique 
Considerons un p-groupe G = Z,,@ . . . @Z,,,, avec ti = p?. Notons ei = 
(8f(j=l,..., m) avec Sf le symbole de Kronecker. Les ei, i = 1,. . . , m, 
forment un systeme generateur de G. Soit x = (x,, . . . , x,,) un element de G; 
nous nous proposons de construire l’orthogonal (x)O de (x). 
Pour i = l,..., m si hi est un entier premier avec p, hi est inversible dans 
Z, oti t est le plus petit commun multiple des ti. Si x et y sont orthogonaux 
dans G alors xihixie’ et C,h;‘y,e’ le sont egalement. Soient ol,...,ok les 
ordres de x1,..., xk; sans perte de generaliti: on peut done supposer que 
(1) ri=ti/oi pouri=l,...,k et xi=Opour i>k, 
(2) or,. . . , ok sont ordonnes par valeurs decroissantes; or est done l’ordre 
de x. 
Nous donnons dans ce qui suit un systeme simple de generateurs du 
sous-groupe (x)O: y’, . . . , ym, puis nous montrons comment on peut-en 
modifiant eventuellement y ‘-obtenir que (x)O soit somme directe des (y j), 
j=l 9.S.) m. 
Soient y1 = ore’, pour 2 < i < k yi = e’ - oj/oiej avec j < i et pour i > k 
y i = e’. I1 est clair que les yi sont orthogonaw a x. Pour montrer qu’ils 
engendrent (x)O, if suffit done de prouver que l’ordre du sous-groupe qu’ils 
engendrent est au moins Cgal a celui de (x)O, a savoir IGl/o, = (tl/ol)X t, 
X . . . x t,, . Ceci se demontre par recurrence. y’ ert manifestement d’ordre 
t,/o,. Supposons que le sous-groupe N, engendre par y I,. . . , y i soit d’ordre 
superieur ou Cgaf a (tl/ol)x t, x . . . X ti. Hi est forme d’elements z = 
(2 r,...,z,) de G tels que zi+r = 0. On en deduit que les classes de G: 
Hi, y’+’ +Hi,2y’+‘+Hi,...,(ti+l-l)y’+’ + Hi sont toutes disjointes et que 
l’ordre du sous-groupe Hi+ 1 engendre par y ', . . . , y i, y’ + ’ est superieur ou 
&gal a lH,lx ti+l, done a (tl/ol)X t2 X . ’ . X li+l. 
Pour i > k l’ordre de y i est &gal a ti. Lorsque 2 < i < k I’ordre de y i est 
Cgalement ti si l’on a: tioj/oi >, tj, ou de faqon Cquivalente: ti/oi 2 tj/oj. 
Si done, pour tout i compris entre 2 et k, I’indice j qui figure dans 
l’expression definissant y i a pu 6tre choisi de sorte que ti/oi > tj/oj, les y ’ 
sont tous d’ordre ti, B l’exception de y ’ qui est d’ordre t,/o,. Jk produit de 
ces ordres est alors &gal B l’ordre du sous-groupe (x)O. On en deduit que (x)O 
est somme directe des sous-groupes cycliques engendres par y ‘, . . . , ym. 
Mais il peut advenir que certains indices i compris entre 2 et k soient tels 
que ti/oi < tj/oj pour tout j < i. Soit I la suite form&e de 1 et de ces indices 
ranges par ordre croissant. Dans la definition de y’ pour 2 < i < k (A savoir 
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yi = ei - oj/oiei avec j < i) choisissons l’indice j comme: 
(1) l’indice precedent i dans I si i E I, 
(2) un indice tel que ti/oi 2 tj/oj si i @ 1. 
Pour i E Z l’ordre de yi, Cgal a tjoi/oj, est strictement superieur a t,. Par 
suite (x)” n’est pas somme directe des sous-groupes cycliques engendres par 
1 tn 
y ,...> y . 
Remplaqons alors y1 par zi = yi +C{ o,y’li E I: if 1). 11 est clair que 
zi,ya,..., y “’ constituent encore un systbme de generateurs de (x)“. De plus 
il est facile de verifier que z1 = o,e” oh n est le plus grand indice f&rant 
dans I. z1 est done d’ordre t,,/o, et le produit des ordres de z1 et des y’, 
i E I: i + 1, est (t,/o,)lJ{ ti (i E I: i f 1). On en deduit que Ie produit des 
ordres de z*, z’,..., y”’ est &gal a l’ordre de (r)‘, qui est done somme directe 
des sous-groupes cycliques engendres par ces elements de G. 
On peut done enoncer la proposition suivante. 
PROPOSITION 3. Soit G un p-groupe: G = Z,,@ . . @ Z,,,, ou Zes t, sont 
des puissances du nombre premier p. Considerons un Sment x = (x L,. . . , x,,, j 
oh xi =ti/oi si i< k et xi=0 sinon. Supposons la suite des ordres ol,...,ok 
des x1,..., xk ordonnee par valeurs decroissantes. Soit e ’ = ( S/ ( j = 1,. . , m ) 
avec S/ symbole de Kronecker. 
Notons Z 1 ‘ensemble forme par 1 ‘indice 1 et les indices i E (2, . , k } tels 
que ti /o, < ti/oi pour tout j < i. 
Alors 1 ‘orthogonal (x )” du sow-groupe cyclique engendre par x est somme 
directe des sous-groupes cycliques engendres par y ‘, . . . , y “‘, ozi 
y’ = one” 




oiL j c i est tel que ti/oi >, ti/oi si i @ Z et est &gal a 1 ‘indice de Z immediate- 
ment inf&eur a i si i E I, 
pour i > k: 
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NOTE. Si xi est de la forme hit,/oi, oti hi est premier avec p, on pose 
yi = hjei - hioi/oiei pour 2 < i Q k dans la definition cidessus. D’apres ce 
que nous avons vu en debut de paragraphe y i est bien alors orthogonal a x. 
EXEMPLE 2. Soient G = Z,,@ Z,@+Z,, @Z,@ Z, (p = 2) et x = 
(4,2,4,1,0). On a oi = 8,4,4,2 pour i = 1,2,3,4. Comme on le voit dans la 
figure cidessous I = { 1,2,4}. 
l”gp(ti/oi) 




On a done: 
yr = (0,0,0,2,0) = 0 
ya= (- 2,1,0,0,0) 
ya= (0, - l,l,O,O) 
y4 = (0, - 2,0,1,0) 
Y5 = (O,O,O,O,l> 






3.2. Orthogonal d’un sow-groupe connu par ses g%%ateurs 
Notons tout d’abord qu’un sous-groupe H est somme directe des sous 
groupes cychques engendres par les elements y’, . . . , y* de G = Zl,@ . . . @Z,,, 
si et seulement si la matrice d’ordre m X n a elements y/, i = 1,. . . , m et 
j = l,...,n, represente un homomorphisme injectif-d’image H-de 
Z,,@ . . . @Z,” dans G oti sj est l’ordre de y? 
Soit alors un sous-groupe S engendre par les elements x ‘, . . . , x9 de G. En 
utilisant la remarque cidessus on peut determiner S” comme somme directe 
de sous-groupes cycliques en construisant par recurrence une suite de matrices 
C,, k=l,..., 4, ou C, represente un morphisme injectif d’image l’orthogonal 
H, du sous-groupe engendre par xl,. . . , xk. On a done S” = H,. 
C, est obtenu par la methode d&rite dans le paragraphe precedent. Pour 
deduire Ck + r de Ck on remarque qu’un element Ckz de H, est orthogonal a 
x k + r s’il verifie: 
(x k+r)‘D&z = 0 w (Ck*Xk+r)‘Dn,Z = 0 
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oh Dc=Diag(t/tiIi=l,..., m) avec t plus petit commun multiple des ti, 
DHk = Diag( t/s j 1 j = 1,. . . , n) avec sj ordre de la j e”‘e colonne de H,, 
C,,? = D&'C[D,. Autrement dit C,z est orthogonal a xk+r si et seulement si 
2 est orthogonal ?I Ck*xk+l. Si Bk+r est alors la matrice d’un homomorphisme 
injectif d’image (C,“x k+ ‘)O- ma t rice que nous savons construire-il est Claire 
que nous pouvons prendre pour C,, r le produit matriciel C, I?,+ r. 
EXEMPLE 3. Soient G = Z,s@Z,@Z,,@Z,@Z,, x1 = (4,2,4,1,0) et x2 
= (24,2,0,0,1). On a t = 32; l’ordre de x1 est &gal a 8, celui de x2 a 4. Le 
procede decrit dans le paragraphe precedent nous donne: 
4 t/ti 
r-2 0 00 32 1 
1 -1 -2 0 8 4 
c,= 0 1 00 I 16 2 
0 0 10 2 16 
_o 0 01 4 8 
sj= 16 16 4 4 
t/sj= 2 2 8 8 
D, = Diag( 1,4,2,16,8); D,, = Diag(2,2,8,8). D’oti 
-1 2 0 0 0 
C* D-‘C’D 0 -2 10 
1 
= 
H, 1 G 
= / 
0 -1 0 2 
0 1 0’  0 0 0 1 
‘i 
r-41 G 




-2 2 0 32 
2 -1 -2 8 
-1 0 0 
I 
16 
0 0 1 2 
o-1 2 4 
16 16 4 
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Vkrification. 11 est clair que les colonnes de C, sont orthogonales a x1 et 
a x2. Or C, represente bien un homomorphisme injectif. Soit en effet 
z = (zi,z2, zs) E Zi,$Z,,$Z,. C,z = 0 implique zi = 0 mod 16, 2(s, - zi) 
=0 mod 32 et 2(z,-z,)-z,=O mod 8. D’ou z,=O mod 16 puis z3= 
0 mod 4. Ainsi C,z = 0 entraine que z est l’ekment nul de Z,@Z,,@Z,. 
Par un raisonnement analogue on montre que la matrice d’ordre 5 x 2 a 
elements les x/, i = 1 , . . . ,5, j = 1,2, reprtsente Cgalement un homomor- 
phisme injectif d’image S. 
Ces dew homomorphismes ont done pour ordres respectifs 16 X 16 X 4 et 
8X 4. En consequence lHzjX ISJ = JGI et H, est bien l’orthogonal de S. 
Les auteurs remercient les rappmteurs pour le.ur lecture attentive du 
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