Abstract. We prove a regularity result for the anisotropic elasticity equation P u := div`C · ∇u) = f , with mixed (displacement and traction) boundary conditions L k on a curved polyhedral domain Ω ⊂ R 3 in weighted Sobolev spaces K m a (Ω), for which the weight given by the distance to the set of edges. In particular, we show that there is no loss of K m a -regularity. Our curved polyhedral domains are allowed to have cracks. We establish a well-posedness result when there are no neighboring traction boundary conditions and |a| < η, for some small η > 0 that depends on P and L k and the domain Ω. Our results extend to other strongly elliptic systems.
Introduction
Let Ω ⊂ R n be a bounded domain with smooth boundary. Then it is well known (see for example [8, 14, 26, 66] ) that the equation (1) ∆u = f ∈ H m−1 (Ω), u = 0 on ∂Ω, has a unique solution u ∈ H m+1 (Ω). In particular, u will be smooth on Ω if f is smooth on Ω. This well-posedness result is especially useful in practice for the numerical approximation of the solution u of Equation (1), see again [8, 10, 14] among the extensive literature on the subject.
In practice, however, it is rarely the case that Ω is smooth. For instance, if ∂Ω is not smooth, then the smoothness of f on Ω does not imply that the solution u of Equation (1) is also smooth on Ω. Therefore there is a loss of regularity for elliptic problems on non-smooth domains. Wahlbin [69] (see also [7, 43, 70] ) has shown that this loss leads to some inconvenience, namely that a quasi-uniform sequence of triangulations on Ω will not give optimal rates of convergence for the Galerkin approximations u h of the solution of (1) .
The loss of regularity can be avoided, however, if one removes the singular points. A conformal change of metric will achieve that by "sending the singular points to infinity." It can be proved then that the resulting Sobolev spaces are the "Sobolev spaces with weights" considered for instance in [8, 9, 10, 34, 18, 22, 40, 50, 52, 62] and in many other papers. If f > 0 is a smooth function on a domain Ω, we define the mth Sobolev space with weight f by (2) K m a (Ω; f ) := {u, f |α|−a ∂ α u ∈ L 2 (Ω), |α| ≤ m}, m ∈ Z + , a ∈ R.
Date: November 10, 2006. We can then extend the regularity result for Equation (1) to polyhedral domains Ω ⊂ R 3 , and more generaly to domains Ω ⊂ R 3 with a "polyhedral structure", which will be defined in Section 3, provided the usual Sobolev spaces replaced by the Babuška-Kondratiev spaces K m a (Ω) := K m a (Ω; ϑ). Here ϑ is the distance to the edges. In fact, in order to define a suitably large class of smooth functions and differential operators on Ω, we will need to replace ϑ with a weight r Ω , defined in Equation (14) , which behaves like the distance function to the edges ϑ, but is sufficiently smooth at the singular points. The resulting class of smooth functions and operators are exactly the class of C ∞ functions and differential operators on a suitable desingularization of Ω denoted ΣΩ, but can be characterized directly, without us having to define ΣΩ explicitly.
A domain Ω ⊂ R 3 with a "polyhedral structure" is a polyhedral domain whose faces can be subdivided into smaller faces by introducing artificial vertices and artificial edges. The resulting smaller faces are the faces of this polyhedral structure and are all essentially polygonal domains. Furthermore, there can be interior faces or "cracks," (this happens exactly when ∂Ω = ∂Ω). Since we allow for cracks in our domains, the Sobolev spaces at the boundary need to take into account whether Ω is on one side or on both sides of the boundary. To this end, we introduce the oriented boundary ∂ ν Ω to consist of the inward unit normal vectors at the smooth points of Ω. The connected components of ∂ ν Ω are called the oriented faces of Ω. Then the natural map κ : ∂ ν Ω → ∂Ω is an at most two-to-one cover of the set ∂Ω ∂ sing Ω of smooth boundary points of Ω. (The map κ is two-to-one exactly at the points at which Ω is on both sides of the boundary, namely at the "crack points.") Then the spaces K s a (∂ ν Ω) := K s a (∂ ν Ω; ϑ) on the boundary are defined similarly for s ∈ Z + ; for s ∈ R + they are defined using partitions of unity. The usual trace theorems hold for these spaces at the boundary.
The introduction of domains with "a polyhedral structure" is motivated by our desire to consider mixed boundary value problems. For this reason, we decompose the oriented boundary ∂ ν Ω of Ω as a disjoint union ∂ ν Ω = ∂ D Ω ∪ ∂ N Ω such that both ∂ N Ω and ∂ D Ω consist of a union of open faces of (the polyhedral structure on) Ω. We impose Dirichlet or "displacement" boundary conditions on ∂ D Ω, and Neumann or "traction" boundary conditions on ∂ N Ω. We collectively refer to the boundary operator on the face D k as L k . In particular, our results include the case where different types of boundary conditions are imposed on each side of an interior face, a "crack", via a non-tangential limit. Situations that require mixed boundary conditions on domains with cracks arise in engineering problems, when for instance only part of a face of Ω is externally loaded (traction boundary condition), while the other part is mechanically fixed (zero displacement boundary condition).
Our main focus is the system of classical linear elasticity P = div(C · ∇). However, our regularity and well-posedness results apply more generally to a differential operators P : C ∞ (Ω) µ → C ∞ (Ω) µ (or µ × µ system) with smooth coefficients on a neighborhood of Ω, under certain conditions. We will consider regularity and well-posedness for the following boundary value problem: (3) P u = f in Ω, u = g D on ∂ D Ω, and D ν P = g N on ∂ N Ω. Above, D P ν is the Neumann boundary operator associated to P by the Green's formula (see Lemma 6.1) . It is well defined at every point of the oriented boundary ∂ ν Ω, i. e., away from the singular points, the corners and edges of Ω, and acts on K must be understood in a weak, or variational sense. When P = ∆, the Laplace operator, D P ν is the usual directional derivative in the direction of the unit outer normal. We remark that our domains may not be Lipschitz or even extension domains, although they can always be decomposed into a finite union of connected, Lipschitz subdomains.
1.1. Main results. Our first main result is that the boundary value problem (3) is regular on K m a (Ω), for all a ∈ R and m ≥ 0, when P and the boundary operators satisfy an assumption of regularity upon freezing the coefficients on each face of Ω (Definition 6.6). This regularity assumption holds, for example, if P and L k satisfy a coercivity condition. Theorem 1.1. Let Ω ⊂ R 3 be a bounded domain with a polyhedral structure and let P : C ∞ (Ω) µ → C ∞ (Ω) µ be a uniformly strongly elliptic operator with coefficients in C ∞ (Ω). We assume that on each oriented face of Ω we are given either Dirichlet or Neumann boundary conditions. Let m ∈ Z, m ≥ 1, and a ∈ R. If P and the boundary conditions satisfy the assumption of regularity upon freezing the coefficients then + u K 0 a+1 (Ω) . for a constant C = C(Ω) > 0 independent of u.
In particular, if u ∈ K The proof of this result employs a characterization of the weighted Sobolev spaces in terms of special partitions of unity near the boundary, and rescaling, which blows up the singularity. The proof also gives the result for m = 0 (using a weak formulation). Since the faces of Ω are not necessarily straight, dilations are used in the tangent bundle of Ω near the singular points.
We prove that the regularity theorem applies to coercive operators P , such as the Laplace operator and operator of anisotropic elasticity (under the usual assumptions on the elasticity tensor). Let B P the canonical bilinear form associated to P , Equation (28) . By a coercive operator, we mean an operator P for which B P (u, u) ≥ C 1 u
This condition allows us to bootstrap regularity using the well-known Nirenberg trick. We would like to stress that Theorem 7.2 does not constitute a Fredholm (or "normal solvability") result, because the inclusion
is not compact for all m and a [1] . For example, if Ω is a polygon, then P = −∆ with Dirichlet boundary conditions is Fredholm precisely when a is different from kπ/α, where k ∈ Z, k = 0, and α ranges through the angles of the polygon [40, 41] .
We need to impose a stricter condition on P to obtain well-posedness, that is, existence and uniqueness of solutions of the problem (3). We will say that P is strictly positive if the Dirichlet form B P (u, v) associated to P with the given boundary conditions is positive definite (Definition 6.11). For example, the Laplacian P = −∆, and the elasticity operator P = − div(C · ∇) when the elasticity tensor C is positive definite (see Section 10.1), are both strictly positive with mixed Dirichlet-Neumann boundary conditions, provided ∂ D Ω = ∅ and ∂ N Ω contains no adjacent faces. In order to prove this result, we first establish in Sections 9.1 and 10 weighted forms of the Poincaré and Korn's inequalities for domains with polyhedral structure. These inequalities, together with Theorem 1.1 lead to the following well posedness result. Theorem 1.2. DefineP (u) = (P u, u| ∂D Ω , D P ν u| ∂N Ω ). Assume that P is strictly positive and all the assumptions of Theorem 1.1 are satisfied. Then there exists η > 0 such that
is an isomorphism for m ∈ Z + and |a| < η.
1.2.
Earlier results. Theorem 7.2 was known in two dimensions, i. e., for polygonal domains, [40, 41, 47] . In two dimensions, the weight ϑ is taken to be the distance to the vertices of the polygonal domain considered. In three dimensions, related results were obtained before by Mazya and Rossmann [48] using properties of the Green function. See also [3, 5, 16, 18, 23, 38, 39, 49, 56] , to mention just a few papers. An elementary proof of the regularity theorem, Theorem 1.1 for P = −∆ and the Dirichlet boundary conditions was given in [2] . There is an extensive literature concerning linear elasticity and cracks for domains with corners. Results related to ours can be found in [4, 58, 61, 20, 21, 32, 33, 24, 42] , mainly for the Lamé systems in polygonal domains. The Finite Element Method provides ample motivation for our research [6, 19, 22, 28, 27, 57] . A treatment of boundary value problems in the presence of cracks can be found also in [37] using the edge pseudo-differential calculus. In contrast with our case, there a crack is a smooth immersed manifold of codimension 1. The observation that P =the elasticity operator with suitable mixed displacement-traction boundary conditions is strictly positive is, however, a crucial new element in this paper.
Other distincitive features of our paper is that we obtain well posedness results for domains with cracks in full generality and we consider curved faces. In order to deal with curved faces, we introduce for each face D a desingularization ΣD so that the outer unit normal vector function ν extends by continuity to a smooth function ν : ΣD → S 2 ⊂ R 3 . The set ΣD is a smooth manifold with corners and is compact if Ω is bounded. In case D is not curved (i. e., it is contained in a plane), we can replace ΣD with D in our considerations. More pathological domains will be considered in the plane in [44] .
Contents of the paper. The paper is organized as follows. In Section 2, we consider the special case of convex polyhedral domains, as an introduction and warm-up for the general case of domains with polyhedral structure, which is treated at length in Section 3. Section 4 deals with the appropriate class of smooth functions and differential operators on Ω. In Section 5, we define the Babuška-Kondratiev spaces K m a (Ω) and their boundary counterparts K m a (∂Ω), we study their properties and stablish a trace theorem. Section 6 discusses the boundary value problems, the assumptions on the operator and boundary conditions, and introduces the notion of regularity upon freezing the coefficients, coercivity and positivity. Section 7 is devoted to the proof of the regularity theorem, while Section 8 addresses our main result, that is, the well-posedness of the boundary value problem (3) for positive operators. Finally, Sections 9 and 10 contains applications to the Laplace and elasticity operators. The weighted Poincaré and Korn's inequalities, used to Notation and conventions. Here are some of the most important notations and conventions that will apply throughout this paper: Ω ⊂ R 3 will be a fixed domain with a polyhedral structure; in all our results, we shall further assume either that Ω is bounded or that it is a cone (a wedge is a cone); B k ⊂ R k will denote the open unit ball (disk if k = 2) in R k and by S k−1 we will denote its boundary. Our Hilbert and Banach spaces are taken to be real, unless mentioned otherwise. Even when we need to consider complex Hilbert spaces and operators between such spaces, they will arise by complexification. By C we denote a generic constant that may be different at each occurrence. Also Z + = {0, 1, . . .}.
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Weights and smooth functions in the case Ω convex
Let Ω ⊂ R
3 be an open subset. In this section, we shall introduce two basic constructions, the "weight function" r Ω and the function space C ∞ (ΣΩ), in the case when our domain Ω is a polytope (the convex hull of finitely many points). These two basic constructions are significantly more difficult in the general case, so it is reasonable to treat first the case of a polytope, which will give the reader the necessary intuition. The reader can thus skip the general constructions of the next section until after a first reading.
A central role in our analysis is played by the "canonical weight function" r Ω : Ω → [0, ∞). To define it, we need to introduce first some auxiliary functions ρ Q andr e , where Q ranges through the vertices of Ω and e ranges through the edges of Ω. We first define (5) ρ Q (x) = the distance from x to Q.
(The definition is the same in the general case.) Let next r e (x) be the distance to the line containing e = [AB]. We then define
Finally, we define the canonical weight r Ω as the product
where Q ranges through the vertices of Ω and e ranges through the edges of Ω. Both the set of vertices and edges of Ω are finite because, we recall, in this section Ω is assumed to be the convex hull of a finite set of non-coplanar points. An important general property of the canonical weight function is the following. Let ϑ(x) be the distance from x ∈ Ω to the union of all edges of Ω. Then ϑ(x)/r Ω (x) extends to a continuous function on Ω, and hence there exists a constant C > 0 such that
for all x ∈ Ω. (This will be proved in the general case in Lemma 4.3.)
We now turn to the definition of the space C ∞ (ΣΩ), which is a space of smooth functions on Ω containing C ∞ (Ω). Let us choose, for each edge e of Ω, a plane P e If x is not on the line defined by e, we then define θ e to be the angle in a cylindrical coordinates system (r e , θ e , z) determined by the edge e and the plane P e . More precisely, let q ∈ e be the foot of the perpendicular from x to e. Then θ e (x) is the angle between xq and P e . Similarly, for each vertex Q and edge e adjacent to Q, we define φ Q,e (p) to be the angle between the segment xQ and the edge e.
Since Ω is convex in this section, the functions θ e and φ P,e are defined and smooth on Ω (in this paper, by Ω we shall always mean an open subset of R 3 , possibly with additional properties). We shall denote by θ = (θ e1 , . . . , θ er ) the vector variable that puts together all the θ e functions. Similarly, we shall denote by φ = (φ Q1,e1 , . . . , φ Qp,ep ) the vector variable that puts together all the φ Q,e functions. We then introduce the space C ∞ (ΣΩ) as the space of functions u : Ω → C of the form
The point of introducing the space C ∞ (ΣΩ) is that, for example, θ e is a smooth function on Ω which is not in C ∞ (Ω) but θ e ∈ C ∞ (ΣΩ). By definition, C ∞ (ΣΩ) consists of smooth, bounded functions on Ω.
One can show as in [1] that there exists a smooth manifold with corners ΣΩ, canonically associated to Ω, such that C ∞ (ΣΩ) consists of the smooth function on ΣΩ. The relevant properties of the function space C ∞ (ΣΩ), especially in relation to the Babuška-Kondratiev spaces K m a (Ω) will be discussed in the general framework of domains with a polyhedral structure in Section 5.
Domains with polygonal and polyhedral structures
In this section, we shall introduce the class of domains Ω with polyhedral structure and will extend to this class of spaces the definitions of the weight functions ρ A ,r e , and r Ω , as well as the definition of the space C ∞ (ΣΩ) ⊂ C ∞ (Ω). The class of domains with a polyhedral structure is a class of domains that extends the class of polyhedral domains. The more general class of domains with a polyhedral structure is needed in order to be able to deal with domains with cracks (or slits) and with mixed boundary conditions when Dirichlet boundary conditions are used on a part of a face and Neumann (or natural) boundary conditions are used on the remaining part of that face.
3.1. Domains with a polygonal structure. The definition of a "domain with a polyhedral structure" is based on that of a "domain with a polygonal structure." Recall that throughout this paper, we shall denote by B k ⊂ R k the open unit ball (disk if k = 2) in R k and by S k−1 we shall denote its boundary. Thus S 0 = {−1, 1}, S 1 is the unit circle, and S 2 is the unit sphere. 
, not necessarily connected, and a diffeomorphism φ
2 such that, in polar coordinates (r, θ), we have
consists of one or two intervals of length π . In this paper, we will mostly need the case when M = R 2 or M = S 2 . We continue with some simple remarks and some examples. is not an half circle. The artificial vertices, and polygonal structures in general, are useful for the study of mixed boundary value problems. Our domains with a polygonal structure are not required to be bounded or connected.
Here are some examples. See Figure 1 for the pictures of two domains with a polygonal structure. The true vertices are represented by thick points whereas the artificial vertices are represented by a cross (i. e., ×).
In order to treat curved domains in three dimensions, we need to introduce the desingularization ΣD of a domain D with a polygonal structure. In case only straight faces are considered (i. e., each face is contained in a plane), then we can replace ΣD with D, and the following construction of ΣD becomes unnecessary. Let us consider first ω = (a 1 , b 1 We now turn to the construction of ΣD. The main idea is that we separate the edges of the cracks and, for any vertex x ∈ V ⊂ ∂D, we use the diffeomorphisms φ x = φ ′ x of Definition 3.1 to attach [0, ǫ) × Σω x to D. More precisely, we first define ∂ ν D to be the set of inner normal unit vectors. The set ∂ ν D maps canonically to ∂D V and the map is one-to-one, except at the crack points, where it is two-toone. We define
If there are no crack points, then D ν = D V (we removed the vertices). Let S be the disjoint union of the sets D ν and [0, ǫ) × Σω x for x ranging through the set V of vertices of D. We assume that ǫ is chosen small enough so that the sets φ −1
to identify the points of (0, ǫ) × Σω x to their image in D V. This defines an equivalence relation on the set S. The quotient set with respect to this equivalence relation is the desired desingularization ΣD. The space ΣD has a natural structure of a manifold with corners (of codimension at most two) and we obtain a canonical map (9) κ : ΣD → D.
In case D is contained in a plane, we can replace ΣD with D in our considerations below. The desingularization ΣD was used already in the framework of manifolds with corners by Melrose [52] . See also [1, 2, 15] .
3.2. Domains with a polyhedral structure. We now introduce domains with a polyhedral structure. The simplest example is that of a convex polyhedron, but in general we allow curved boundaries and cuts (or cracks).
Recall that a smooth stratification S 0 ⊂ S 1 ⊂ . . . ⊂ X of a topological space X is an increasing sequence of closed sets S j = S j (X) such that each point of X has a neighborhood that meets only finitely many of the sets S j , S 0 is a discrete subset, S j+1 S j , j ≥ 0, is a disjoint union of smooth manifolds of dimension j + 1, and X = ∪S j . A continuous map f : X → Y of stratified spaces is a continuous map satisfying f (S j (X)) ⊂ S j (Y ). If X is a stratified space and Y is a manifold of dimension k, then X × Y is stratified canonically by
If X is a stratified space, we define CX := [0, 1) × X / {0} × X , with stratification S j+1 (CX) being defined as the image of [0, 1) × S j (X) in CX and with S 0 (X) consisting of the point of CX that is obtained by collapsing {0} × X.
We shall need the following examples of stratified spaces. If ω ⊂ S 1 is a disjoint union of finitely many open intervals, then we stratify ω by S 0 (ω) = ∂ω and S 1 (ω) = ω. Similarly, in two dimension, if D is a domain with a polygonal structure, then D is given the natural stratification V ⊂ ∂D ⊂ D.
We are now ready to introduce the "domains with a polyhedral structure." together with a smooth stratification ∂ 0 Ω ⊂ ∂ 1 Ω ⊂ ∂ 2 Ω := ∂Ω satisfying: (i) for each x ∈ ∂Ω, we are given a fixed neighborhood V x of x in R 3 ; (ii) for each x ∈ ∂ j Ω ∂ j−1 Ω, we are given an open, non-empty subset ω x ⊂ S 2−j ; (iii) we are given diffeomorphisms φ x :
with a ∈ (0, +∞]; (iv) if j = 0 (i. e., if x ∈ ∂ 0 Ω), then ω x ⊂ S 2 is domain with a polygonal structure; (v) if j = 1 (i. e., if x ∈ ∂ 1 Ω ∂ 0 Ω), then ω x is an open subset of S 1 with finitely many components; From now on and throughout this paper, Ω ⊂ R 3 will be a fixed domain with a "polyhedral structure" that is either bounded or is an infinite cone (a wedge is a cone).
The set ∂ 0 Ω consists of the vertices of Ω. The connected components of ∂ 1 Ω\∂ 0 Ω are the (open) edges of Ω and the connected components of ∂ 2 Ω\∂ 1 Ω are the (open) faces of Ω. The set ∂ 2 Ω ∂ 1 Ω is the set of smooth boundary points and ∂ sing Ω = ∂ 1 Ω is the set of singular boundary points. Our definition is very closely related to that of Whitney stratified spaces [71] .
Although Ω is not necessarily a Lipschitz domain, it can be written as a finite disjoint union of Lipschitz domains, as shown in the next lemma in the case of a bounded domain. The same proof applies for an infinite cone or wedge.
Lemma 3.5. Let Ω ⊂ R 3 be a bounded domain with polyhedral structure, then there exist finitely many disjoint Lipschitz domains Ω j such that Ω = N j=1 Ω j . Proof. Clearly, the interior of Ω can be triangulated, that is, divided into a finite number of tetrahedra with disjoint interiors. We need only cover a neighborhood of the boundary. By definition, Ω has a finite number of vertices Q and edges e. Therefore, there exists a finite number of neighborhoods V X of Definition 3.4 that covers ∂Ω. The neighborhoods V X ∩ Ω are diffeomorphic images (through the diffeomorphisms φ
where ω X is a domain with polygonal structure on S 2−j . If X is a smooth point, then j = 2 and ω X = {1} or ω X = {−1, 1}, so that V X ∩ Ω is the disjoint union of at most two connected Lipschitz domains. If X is a vertex Q, then j = 0 and ω X is a domain on the sphere S 2 . We identify B 0 with {1}. Using spherical coordinates (θ, φ) for ω X , it is easy to see that each connected component of V X ∩Ω is a Lipschitz domain, provided 0 < θ < π (for example for a crack, ω X can be S 2 with a segment removed, so that 0 < θ < 2π, and the V X ∩ Ω is the union of two domains). By splitting the interval (0, 2π) into disjoint subintervals of length less than π , we again can write V X ∩ Ω as a finite disjoint union of Lipschitz components. Finally, if X belong to en edge e, then j = 1 and ω X is an open interval in S 1 , while we identify
Remark 3.6. Let Ω be a domain with a polyhedral structure and x ∈ ∂Ω ∂ 1 Ω.
Then the boundary of Ω is smooth near x. We distinguish two possibilities: Ω is only on one side of the boundary close to x or Ω is on both sides of the boundary close to x. We have x ∈ ∂Ω in the first case and x ∈ ∂Ω in the second case. There will be one inward unit normal to ∂Ω at x in the first case and two inward unit normals to ∂Ω at x in the second case. We shall denote by ∂ ν Ω the set of inward unit normal vectors to the smooth part of the boundary of Ω and call it the oriented boundary of Ω. We shall also denote by (10) κ :
the canonical projection from the oriented boundary of Ω to the boundary of Ω. This map is one-to-one at the points where Ω is on one side of the boundary and two-to-one at the points where Ω is on both sides of the boundary. An oriented face of Ω is a connected component of ∂ ν Ω. Thus an oriented face of Ω is a face of Ω together with a choice of an inward unit vector. Then we can talk of a unique outer normal unit vector ν(w) at any point w ∈ ∂ ν Ω:
(recall that, by definition, w is an inward normal unit vector at the boundary).
As in the case of domains with a polygonal structure, we define the set
and endow it with the natural topology that makes it a smooth manifold with boundary (usually non-compact). We have ∂ ν Ω = ∂Ω ∂ 1 Ω if Ω has no cracks.
Let D be an oriented (open) face of our fixed domain with a polyhedral structure Ω. It is not true in general that D is a domain with a polygonal structure, because there may be no two dimensional manifold containing the closure of D. However, it is not difficult to check that there exists a domain with a polygonal structure In this section we introduce the relevant space of functions and differential operators on Ω. It turns out that the space of smooth functions on Ω is too small, whereas C ∞ (Ω) is to big for our purposes. We want a space of smooth functions that is small enough, but contains the analogues of the polar, spherical, and cylindrical coordinates functions.
The space C
∞ (ΣΩ) in general. Let us first recall the diffeomorphisms φ x :
Also recall that for j = 0, 1, the sets Σω x were already defined (ω x ⊂ S 2−j ). For j = 2, the set ω x consists of one or two points, and then we define Σω x = ω x .
Finally, given a smooth function f : Ω → R, we shall say that f ∈ C ∞ (ΣD) if, and
To better explain this definition, let us fix a vertex Q of Ω and look closer at the part of the neighborhood V Q close to a fixed edge e that contains Q. Let ω Q ⊂ S 2 be the domain with a polygonal structure introduced in Definition 3.4 (so φ Q : V Q ≃ (0, ǫ) × ω Q ). Let A be the vertex of ω Q corresponding to the fixed edge e. Then, according to the definition of 3.1, we can find a diffeomorphism
We denote by (φ, θ) ∈ (0, ǫ)×ω A the corresponding coordinates. Let ρ Q (x) denote the distance from x to Q. Then, in the open set corresponding to (0, ǫ) × (0, ǫ) × ω A , the condition that f ∈ C ∞ (ΣΩ) is equivalent to the fact that f (x, y, z), when written in spherical coordinates (x = ρ sin φ cos θ, y = ρ sin φ sin θ, and z = ρ cos φ), extends to a smooth function on (ρ, φ, θ)
If Ω coincides with a straight polyhedral domain in a neighborhood of Q, then the diffeomorphisms φ Q and φ A become the identity, and then we are simply requiring that f extend to a smooth function of the usual spherical coordinates
is closed under addition and multiplication (i. e., it is an algebra).
Let us also notice that if f is smooth in the neighborhood
x is already a smooth function on closure of the set (0, a) × ω x , and hence it trivially extends to a smooth function on [0, a) × Σω x .
If U ⊂ Ω is an open set and f : U → R is smooth, we shall say that f ∈ C ∞ (ΣU ) if it is the restriction of a function in C ∞ (ΣΩ). The definition of C ∞ (ΣU ) depends on Ω, although this is not shown in the notation.
4.2.
The canonical weight function. As mentioned earlier, we shall need a canonical weight function r Ω ∈ C ∞ (ΣΩ) that has the same type of growth as the function ϑ given by (11) ϑ(x) := the distance from x ∈ Ω to the singular points of ∂Ω.
The reason we want to replace in some reasonings the function ϑ with r Ω is that the function ϑ is not smooth enough. (This is the case both in two and in three dimensions.) Let us treat first the case of a domain D ⊂ R 2 with a polygonal structure, which is easier. In that case ϑ(x) is the distance from x to the set of vertices of D. The smoothed version is then defined by
where Q ranges through the vertices of D. In particular, if D is an angle with vertex A, then r D = ρ A . Also, the definition of r D shows that r D /ϑ extends to a continuous function D → (0, ∞).
We now turn to the case of domains in space. Recall that in this paper, Ω ⊂ R 3 is a fixed domain with a polyhedral structure that is either bounded or a cone. Also, recall that ρ Q (y) denotes the distance from y to Q. The constructions below are simpler in the case of straight polyhedral domains, which is the case that is typically considered in the literature . Let e be an open edge of Ω. We first want to extend the definition of the functioñ r e of Equation (6) from the case of a convex polyhedral domain to the general case. For this purpose, we shall assume that either Ω is bounded or that it is a cone of the form {rx ′ , x ′ ∈ ω, 0 < r < ∞}, for some domain ω ⊂ S 2 with a polygonal
if Ω is a cone that is not a wedge, let A be the vertex of ω to which e corresponds and let ρ ω A (x ′ ) be the euclidean distance from x ′ ∈ S 2 to A (measured using straight lines). Then we define
Note that we do not require ω to be connected. On the other hand, if Ω = {(r, θ, z), 0 < θ < α} in polar coordinates, that is, if Ω is a wedge with edge e, then we definer e = r, the distance to e. For a bounded Ω, we want our definition ofr e to coincide around each vertex with the definition given above for a cone. Away from the vertices but close to the edge, we wantr e to be equivalent to the distance to the edge. Otherwise, we want r e to be smooth and bounded away from zero. This can be achieved easily using a partition of unity.
We can now define the canonical weight function r Ω by the same formula as for a convex polyhedral domain, namely (14) r
where Q ranges through the vertices of Ω and e ranges through the edges of Ω. These products make sense since we have assumed that Ω is either a cone or a bounded set. In particular, when Ω = {(r, θ, z), 0 < θ < α} in polar coordinates (that is, if Ω is a wedge), we have r Ω = r, the distance to the unique edge of Ω. On the other hand, Ω is a cone with a smooth base and vertex Q, we have r Ω = ρ Q . We next prove that the various functions that we have introduced are in C ∞ (ΣΩ).
be the given diffeomorphism of Definition 3.4 (in this case j = 0, because Q is a vertex). Then φ
We also have the following. Lemma 4.2. Let e be an edge of Ω, thenr e ∈ C ∞ (ΣΩ). In particular,
For the purpose of the following proof, let us say that two functions f 1 , f 2 : U → [0, ∞), defined on some open subset U ⊂ Ω are equivalent if the quotients f 1 /f 2 and f 2 /f 1 extend to functions in C ∞ (ΣU ), i. e., are restrictions of some functions in C ∞ (ΣΩ).
Proof. We shall use ideas and notation that will be used in other proofs as well. Let φ x : V x → B j × B 3−j be as in definition 3.4. Let U x := V x ∩ Ω. Lemma 4.1 tells us that it is enough to show whatr e ∈ C ∞ (ΣU x ) for all x. (Recall that C ∞ (ΣU ) denotes the set of restrictions to U of functions in
Assume first that x = Q is a vertex. Fix spherical coordinates (ρ, θ, φ) in a neighborhood of an edge e of Ω corresponding to a vertex A of ω x . The vertex Q then corresponds to ρ = 0 and the edge e corresponds to φ = 0. For x ′ in is a sufficiently small neighborhood of A, r = ρ sin φ is equivalent to r e . More precisely, the quotients r e /r and r/r e are non-zero, smooth functions of (ρ, θ, φ), for φ small enough. (For the purpose of later proofs, the set defined by x ′ close enough to the vertices will be denoted W 1 .) For x ′ away from the edges, we have that r Ω and ρ are equivalent, in the same sense. Similarly, ρ x and ρ are equivalent. It follows that r e /ρ A and r/ρ = sin φ are equivalent. Since sin φ is in C ∞ (ΣU x ), it follows that r e /ρ A is in C ∞ (V x ). If A is the only end point of e, thenr e = r e /ρ A is in C ∞ (V x ). Let then B be the other end point of e. Then ρ B is smooth on V x . Consequently,r e := (r e /ρ A )/ρ B is in C ∞ (V x ) as well. (For the purpose of later proofs, the set defined by x ′ far from the vertices will be denoted W 2 .) Assume now that x is an edge point. This case is slightly easier. Again, let us chose φ x : V x → B 1 × B 2 as in definition 3.4. Let (z, r, θ) be the corresponding cylindrical coordinates (z parametrizes B 1 = (−1, 1)). Then r e is equivalent to r on V x in the same sense as above (their quotients are smooth functions of (z, r, θ)). Since ρ A and ρ B are smooth function on V x , it follows thatr e := r e /(ρ A ρ B ) is in C ∞ (ΣU x ). The case when there are fewer end points is completely similar. This is enough to complete the proof since there are no restrictions at the smooth boundary points of ∂Ω. 
for all y ∈ Ω.
Proof. Using the notation and the proof of the previous lemma. Let x be a vertex. We have seen in the proof of the previous lemma that, up to equivalence, we can replace r Ω with ρ x r ωx in each of the sets V x . In the new coordinate system given by the diffeomorphism φ x , the function ϑ is replaced with a function ϑ ′ such that the quotients ϑ/ϑ ′ and ϑ ′ /ϑ are bounded. We can therefore replace ϑ with ϑ ′ . But the quotient ρ x r ωx /ϑ ′ is homogeneous of degree zero. This reduces the problem to the case of the domain with a polygonal structure ω x . It is clear then from the definitions that the quotients r D /ϑ ′ and ϑ ′ /r D are bounded on ω x ⊂ S 2 . The case of an edge point is completely similar. Since away from the edges the quotients r Ω /ϑ and ϑ/r Ω are continuous and Ω can be covered with finitely many sets of the form V x , the proof is complete.
4.3.
Rescaled tangent bundle. For x ∈ Ω, we shall denote by
the dilation of center x and ratio r Ω (x), where r Ω is the canonical weight. Recall that ∂ ν Ω denotes the set of inner normal unit vectors y to Ω and we have a canonical map κ :
, an oriented face of Ω). Let κ : ∂ ν Ω → ∂Ω be the canonical projection of Equation (10) . Let also T y D be tangent space to D at y, which we identify with T x ∂Ω, the tangent space of ∂Ω at x = κ(y). Then the dilation α −1
x of Equation (15) maps T y D to itself. We consider Proof. For every y ∈ D, there exists a small r y > 0 such that the rescaled projection
y (r y ). Let us chose for every y ∈ D the largest r y with this property. We need to show that there exists r > 0 such that r y > r. By continuity, r y is lower semi-continuous (i. e., the set r y > ǫ is open for every ǫ > 0). It is therefore enough to show that r y is bounded from below close to the boundary of D.
To this end, let us notice that the property that r y be bounded from below is invariant under any change of coordinates, even non-linear change of coordinates (they can change however the lower bound), because Ω is compact. Using the diffeomorphisms φ x of Definition 3.4, we therefore see that we can reduce ourselves to the case of the dihedral angle
By Lemma 4.3, we can replace r Ω with ϑ. Then r y = 1 and hence it is bounded away from 0. This completes the proof.
The following lemma is very important for our treatment of curved faces. 
Differential operators.
In this subection we introduce the differential operators that will be used in this paper. We continue to denote by r Ω the canonical weight function introduced in (14) . These constructions are a direct extension of the results in [1, 2] , so we shall omit the proofs that are very close to those in these two papers.
In this section, by x, y, and z we shall denote the Euclidean coordinates of the point (x, y, z) ∈ R 3 . We shall need the following differentiability properties.
Lemma 4.6. The functions ∂ x r Ω , ∂ y r Ω , and ∂ z r Ω are in C ∞ (ΣΩ). If u ∈ C ∞ (ΣΩ), then the functions r Ω ∂ x u, r Ω ∂ y u, and r Ω ∂ x u are also in C ∞ (ΣΩ).
Proof. Using the notation introduced in the proof of Lemma 4.2, it is enough to prove that the resulting functions are smooth functions of (ρ, θ, φ) on a set of the form W 1 , that they are smooth functions of (ρ, x ′ ), x ′ ∈ S 2 , on a set of the form W 2 , and that they are smooth functions of (r, θ, z) ∈ [0, a) × ω x × B 1 on a set of the form V p with p and edge point.
Assume first that we are on a set of the form W 1 . The equations
together with r = ρ sin φ, show that ∂ x r, ∂ y r, ∂ z r, r∂ x u, r∂ y u, and r∂ x u are also in C ∞ (ΣW 1 ). The result for sets of form W 1 then follows from the fact that r and r Ω are equivalent on W 1 .
Assume next that we are on a set of the form W 2 . Let p be an arbitrary point in W 2 . Our statement is independent of linear changes of coordinates, so we can assume that p is on the positive Oz semi-axis. Let us assume first that r Ω = z. Then ∂ x z, ∂ y z, and ∂ z z are smooth functions, which take care of the first part of our statement. Next, we have u ∈ C ∞ (ΣW ) if, and only if, u(x, y, z) =ũ(x/z, y/z, z) for some smooth functionũ (smooth in the usual sense). Therefore z∂ x u, z∂ y u, and z∂ z u are in C ∞ (ΣW ) as well. The result then follows from the fact that ρ and z are equivalent on W , because then we can replace z with r Ω . Since the point p was chosen arbitrarily, this completes the proof on a set of the form W 2 .
For a set of the form V x , with x an edge point, the proof is completely similar (but easier) using the relations
Let us denote by Diff m 0 (Ω) the differential operators of order m on Ω linearly generated by differential operators of the form
For m = 0 we agree that Diff
We have the following simple, but fundamental result.
Lemma 4.7. Let λ ∈ R and let ∂ j and ∂ k stand for either of
(Ω). The proof of this lemma, as that of the following proposition, are as in [2] . In particular,
(Ω), |α| = m.
Function spaces on Ω
In this section, we shall introduce and study the Babuška-Kondratiev spaces
. These spaces are weighted Sobolev spaces with weight given by the canonical weight r Ω , the distance to the set of edges of Ω, as in Equation (2). Therefore these spaces depend on the choice of polyhedral structure on Ω. This is significant for the study of mixed boundary value problems.
5.1. The Babuška-Kondratiev spaces. We define as usual
Let D be an oriented face of Ω, then From this lemma we obtain right away the following result.
(Ω) depending continuously on λ. Similarly, if P is a differential operator with smooth coefficients on Ω, then r We define
, s ∈ Z will be defined using partitions of unity.
Partitions of unity.
We now introduce a smooth partition of unity P Ω on Ω ν := Ω ∪ ∂ ν Ω, where either Ω is a cone or Ω is compact. The partition of unity P Ω will be constructed out of a uniformly locally finite family of non-negative functions F Ω by the usual procedure: let g := f , f ∈ F Ω , which is defined since the family F Ω is locally finite. Then we consider the family (20) P Ω := {f /g, f ∈ F Ω }, which will be defined in our case since g > 0.
We need to consider first the same construction for the case of a domain D ⊂ S 2 with a polygonal structure, yielding a uniformly locally finite family F D and then, by the procedure of Equation (20), a partition of unity P D . Let V ⊂ ∂D be the set of vertices of D. For each A ∈ V, let φ A : 2] . Then for each vertex we consider the family of functions ψ n (y) := ψ(log 2 ρ A (y) − n), for all values of n for which these functions are supported in V A . We also consider a smooth partition of unity ξ k of ω A consisting of at least two functions. Let
If D is in fact an angle with vertex A, then the family F A will suffice. Otherwise, let F 0 be a smooth partition of unity on D defined in a neighborhood of D (we require that the functions φ ∈ F 0 be smooth functions defined on R 2 with compact support that add up to 1 on D). We may assume the family F 0 to be finite and that the supports of the functions in F 0 be small enough so that if a vertex A is in the support of some ψ ∈ F 0 , then the support of ψ is completely contained in V A . Then we define F D to consist of all the functions in F A for all A and all the functions in F 0 that are zero in the neighborhood of all vertices. Proof. It is enough to prove this result for each of the sets F A , because the family F 0 is finite. By refining the partition of unity ξ k on the components of ω A ⊂ S 1 , we can assume that no more than two supports of the functions ξ k overlap (at any given point). Then, by construction, a point y ∈ V A can belong to at most 6 of the supports of the functions ψ ∈ F A .
We will denote by P D the partition of unity associated to the family F D as explained in the beginning of this subsection (see Equation (20) and the discussion surounding it). Let r D be the canonical weight function of D, Equation (12).
Lemma 5.5. There exists a constant C > 0 such that
A point y ∈ D belongs to at most κ D of the supports of the functions ψ in our partition of unity P D . Moreover, for any ψ ∈ P D , the support of ψ contains no vertex, intersects at most one side of D, and has diameter ≤ Cr D (y), for any y in the support of ψ and a constant C independent of ψ.
Proof. Only the estimate (21) needs a proof. In view of Lemma 5.4, it is enough to prove the statement for ψ ∈ F D . We need only check that (21) holds close to a vertex Q. Let us fix polar coordinates (r, θ) in a neighborhood W of Q. The functions r D and r are equivalent in this neighborhood of Q in the usual sense that their quotients are in C ∞ (ΣW ), and hence we can assume that r D = r. Then we use the fact that (r∂ r ) i ∂ j θ ψ are bounded, by construction, and the relations (17), which allow us to express r |α| ∂ α ψ as a combination of (r∂ r ) i ∂ j θ ψ with coefficients that are smooth functions in r and θ (up to r = 0).
For a polyhedral domain, we proceed in a similar way. On a set of the form B j ×(0, a)×ω x , we consider a product type family, coming from a partition of unity ζ k on a neighborhood of B j , a dyadic (infinite) partition of unity ψ n = ψ(log 2
Assume now that Ω is compact (recall that we always assume this, unless Ω is an infinite cone or a dihedral angle), then ∂Ω can be covered by finitely many open sets of the form V x . We fix such a covering corresponding to a finite set of points x j ∈ ∂Ω.
As in the case of a polygonal domain D earlier, we now consider a smooth partition of unity F 0 on Ω defined in a neighborhood of Ω. We may assume the family F 0 to be finite and that the support of the functions in F 0 be small enough so that, if an edge e intersects the support of some ψ ∈ F 0 , then the support of ψ is completely contained in one of the neighborhoods V xj . Finally, we let F Ω be the union of all the sets F xj and of the set of funtions in F 0 that do not intersect the edges.
Lemma 5.6. Assume that Ω is compact. Then there exists a constant κ Ω > 0 such that no point y ∈ Ω belongs to the support of more than κ Ω of the functions ψ ∈ F Ω .
Proof. It is enough to prove this for each of the sets F x , with x ∈ ∂Ω mapping in ∂Ω to one of the finitely many points x j . Assume x is a vertex and let κ x be the constant bounding the multiplicity of the partition of unity associated to ω x used in the construction of F x . Such a constant exists by Lemma 5.4. Then we can take κ (for V x ) to be 3κ x . The proof when x is an edge point is completely similar (in fact, slightly easier).
We again see that the family F Ω is locally finite and hence g := ψ, ψ ∈ F Ω is well defined and smooth. By decreasing the supports of the functions in F 0 , if necessary, we can assume that g > 0. Then we replace ψ with ψ/g to obtain a partition of unity that will be denoted by P Ω . Let r Ω be the canonical weight associated to Ω, Equation (14) .
Lemma 5.7. There exists a constant C > 0 such that
A point y ∈ Ω belongs to at most κ Ω of the supports of the functions ψ in our partition of unity P D . Moreover, for any ψ ∈ P Ω , the support of ψ intersects no edge, intersects at most one face of D, and has diameter ≤ Cr Ω (y), for any y in the support of ψ and a constant C independent of ψ.
Proof. Again, we need only prove the estimate (22) . In view of Lemma 5.6, it is enough to prove the statement for ψ ∈ F Ω . Let x ∈ ∂Ω map to one of the finitely many fixed points x j in ∂Ω. If x is not a vertex, the proof is the same as that of Lemma 5.5. Assume now that x is a vertex. Let φ x : V x → B t × B 3−t be the diffeomorphism of Definition 3.4. Since all the derivatives of φ x (for all x) are bounded on the closure of V xj , we can replace the function ψ with ψ • φ
x and ρr ωx (x ′ ) are equivalent (i. e., their quotients are in C ∞ (ΣW )). We can therefore replace the first function with the later and assume that r(tx ′ ) = tr D (x ′ ). We can also assume that Ω is the cone C := {rx ′ , r ∈ (0, ∞), x ′ ∈ ω x }. We shall proceed as in the proof of Lemma 4.6. Let us first fix spherical coordinates y = ρx ′ = (ρ, θ, ϕ) in a neighborhood of an edge e of Ω corresponding to a vertex A of ω x . The vertex x then corresponds to ρ = 0 and the edge e corresponds to ϕ = 0. For x ′ is a sufficiently small neighborhood of A, r = ρ sin ϕ is equivalent to r D . We then use Equation (16) that expresses r∂ x , r∂ y , and r∂ z in spherical coordinates to see that (r∂) α ψ is bounded uniformly. Finally, let us assume that our point y = ρx ′ ∈ C := {rx ′ , r ∈ (0, ∞), x ′ ∈ ω x } is such that x ′ is away from the vertices. Then, as in the proof of Lemma 4.6, we introduce a coordinate system with x ′ in the direction of the positive axis.
5.3.
Definition of Sobolev spaces using partitions of unity. As in [1] , it is important to define the spaces K a m (Ω) using partitions of unity. Similar constructions were used in [17, 63, 64, 67] . This construction is possible because the spaces K Ω g E , where g E is the Euclidean metric.
We will need to use the partition of unity P Ω defined in the previous subsection. The partition of unity P Ω is a particular case of a construction that, in the case of non-compact manifolds, goes back to Aubin. It was subsequently used by Gromov and in [1, 63, 64, 67] and other papers.
In order to introduce the spaces K m a (Ω) using partitions of unity, we shall use the diffeomorphisms χ y defined in Corollary 4.5 for any y ∈ ∂ ν Ω. Let us fix y and denote by D the oriented face of Ω containing y. We agree to rotate T y D to identify it with R 2 when computing the Sobolev norms. The same applies to the half space H y defined by y (this half space has T y D as a boundary and y as an inner unit normal vector. These identifications are not unique, but differ by orthogonal transformations that do not change the Sobolev norms.
Let J be the set of indices j such that the support of ψ j intersects ∂ ν Ω. Let us chose a point y j in the support of ψ j for each j. If j ∈ J, then we shall chose y j ∈ ∂ ν Ω. We can assume that the supports of the functions ψ j are small enough so that they are contained in the range W yj of the diffeomorphism χ yj of Corollary 4.5.
We let x j = κ(y j ). We shall denote by θ j := ϑ(x j ) and define α j (x) = α xj (x) := θ j (x − x j ) + x j the dilation of ratio θ j and center x j , where ϑ is the distance to the edges of Ω. Also, we let χ j = χ yj and H j = H yj . 
We agree that (ψ j u) For polyhedral domains, this characterization is well-known and the proof is standand (see [11, Lemma 2.4] , [1, 2] , or [67] ); for m < 0 one also has to check that both definitions are compatible with duality. We sketch a proof for general domains with polyhedral structure.
We proceed in the same way to study the spaces K s a (∂ ν Ω), s ∈ R. Let again J be the set of indices j for which x j ∈ ∂Ω. We set (24) µ s,a (u)
Then we have an analogous description of the spaces K s a (∂ ν Ω), s ∈ Z. We have u ∈ K s a (∂ ν Ω) if, and only if, µ s,a (u) < ∞. Moreover, µ s,a (u) defines an equivalent norm on K s a (∂ ν Ω), s ∈ Z. Therefore, we define
with the induced norm.
Recall that ∂ ν Ω is the set of inward unit normal vectors. It is an at most twoto-one cover of the smooth part of ∂Ω. Its connected components are called the oriented faces of Ω. Recall that the set Ω ν := Ω∪∂ ν Ω is naturally endowed with the structure of a smooth manifold with boundary ∂ ν Ω. However, a smooth function on Ω ν may not extend to a smooth function on Ω ∂ sing Ω, because a smooth function on Ω ν may have different limit values at the crack points, depending on the side from which we approach these points.
Let S ⊂ ∂Ω be a union of oriented faces D of Ω. Then we let 
The boundary value problem
Let P be a second order operator on Ω and L k be a boundary operator on the face D k of Ω, which is either the restriction (Dirichlet) of the Neumann operator D P ν associated to P , defined for each k in Equation (29) below. We assume that P and L k have smooth coefficients that extend to smooth functions in a neighborhood of Ω.
We will prove several regularity and well-posedness results for the boundary value problem
These results hold under different types of additional assumptions on P and on the boundary operators L k . We begin this section by formulating these various additional assumptions on P , L, and Ω, in increasing generality. As usual, we concentrate on domains Ω ⊂ R 3 with polyhedral structure. Recall that we are assuming Ω to be bounded or a cone. Some of these result extend to the more general case when Ω has a finite covering with neighborhoods of the form V p .
6.1. The three types of assumptions on P and L k : an informal statement. In addition to assuming that P is a second order operator with smooth coefficients on Ω and L k is Dirichlet or Neumann, we shall consider increasingly stringent assumptions on the operator P and the boundary operators L k . We shall mostly consider the following three conditions, which we formulate informally first:
• The regularity upon freezing the coefficients assumption: P is uniformly elliptic and at any point of ΣD k the pair (P ; L k ) satisfies an H m+1 -regularity estimate on the half-space determined by that point; • The coercivity assumption: P is a second order operator, the boundary conditions are the natural (i. e., Neumann) boundary conditions on ∂ N Ω and the Dirichlet boundary conditions on ∂ D Ω := ∂Ω ∂ N Ω ∪ ∂ sing Ω , and the Dirichlet form B P associated to P satisfies the following Gårding inequality
for all u satisfying Dirichlet boundary conditions on ∂ D Ω and some constants C 1 > 0, C 2 independent of u; • The "positivity assumption": the operators P and L k satisfy the same conditions as in the "coercivity assumption" and, in addition, the form B P is positive-definite, that is, (26) holds with C 2 = 0.
We shall prove full regularity in the space K m a (Ω), m ≥ 1 and any a ∈ R, under the regularity upon freezing the coefficients assumption. Then we show that the coercivity assumption implies the regularity upon freezing the coefficients assumption. Clearly, the positivity assumption is then the strongest, and we shall establish a well-posedness result under this assumption (positivity), provided |a| < η, for some small enough η > 0.
In the next subsection, we shall explain in detail these assumptions. We begin by fixing notation and by making some preliminary remarks. 
6.2.
The form of the operator. Let D k be the faces of Ω. We shall consider a differential operator P :
Thus, for µ > 1, we obtain a system. Let P = [P pq ], 1 ≤ p, q ≤ µ, be the matrix notation for P , with (27) 
We assume that all the coefficients of the differential operators P pq are smooth real valued functions in x ∈ Ω (that is, these coefficients extend to smooth functions in a neighborhood of Ω). Our results also extend to some operators with complex coefficients, but that is not needed for the case of the elasticity operator, which our main interest. We also assume, for simplicity, that a ij pq = a ji pq . We shall denote by B P (u, v) the bilinear form:
, where Einstein's summation convention (summation over repeated indices), was used. We will also denote by D P ν the Neumann operator associated to P :
is the outer unit normal vector to ∂Ω. Then, P , B P , and D P ν are related as usual by the following divergence formula.
Proof. We partition Ω into a finite number of disjoint Lipschitz domains by Lemma 3.5, to which the usual Gauss-Green formula applies [51, 72] .
A typical example is P = −∆, in which case B P (u, v) := Ω ∇u · ∇vdx and D P ν u = ∂ ν u (normal derivative).
6.3. The boundary conditions. We assume that, for any oriented face D k of our polyhedral structure on Ω, we are given m k ∈ {0, 1}. We then let 
The operator P and the boundary conditions L k give rise, for any m ≥ 1 and any a ∈ R, to continuous, linear maps
In order to deal also with the weak formulation of our boundary value problems, we will need to consider the map [P ; L k ] m for m = 0 as well. This is achieved as follows. Let
The bilinear form B P defines a continuous, linear map B *
. This allows us to define
for all m ≥ 0. For m ≥ 1 this is directly seen from the definition. For m = 0, the meaning in which [P ;
still be denoted nat (instead of nat ⊕ id). Then nat is continuous and Lemma 6.1
), then we shall write P u = f , D P ν u = g. We shall write (P, L k ) when we refer to the pair consisting of P and a fixed L k (for instance, in the regularity condition upon freezing the coefficients). On the other hand, we shall write {P ; L k } when we refer to the family consisting of P and all boundary conditions L k (for instance, in Equation (31) and in the following definition). Definition 6.2. We say that {P ; L k } satisfies a regularity estimate on
Remark 6.3. This definition shall be understood in the sense that the undefined terms are taken to be ∞. More precisely, assume that u ∈ K
(Ω) and satisfies Equation (35) . All the relations similar to Equation (35) will be understood in this sense in what follows. 
(Ω) (the last term was replaced with a weaker one).
If Ω is a smooth domain and the family L k reduces to a single boundary condition L (with only Dirichlet or only Neumann boundary conditions), we shall simply say that (P, L) = (P, L k ) satisfies a regularity estimate on
(In this case the weight is 1, so the spaces K m+1 a
(Ω) are independent of a.) Then (P, L) satisfies a regularity estimate on H m+1 (Ω) if, and only if, there exists a constant C > 0 such that
for all u ∈ H m+1 (Ω) [45, 66] . In this paper, this condition will be used for Ω = R
+
with the usual (Euclidean) metric. (The term "coercive estimate" is often used instead of our term, "regularity estimate." We feel however that the term "coercive" is overused, and hence we prefer "regularity estimate" for our paper.) Definition 6.2 and Proposition 5.3 allow us to make the following simple remark.
Remark 6.5. The condition that {P, L k } satisfy a regularity estimate on K m+1 a+1 (Ω) is independent of perturbations of P of the form r 2−k Ω Q, with Q a differential operator with smooth coefficients of order k = 0, 1. In particular, the condition that {P, L k } satisfy a regularity estimate on K m+1 a+1 (Ω) is independent of a. 6.4. The "regularity upon freezing the coefficients" assumption. Recall that ∂ ν Ω, the oriented boundary of Ω, is the set of inner normal unit vectors to the smooth part of the boundary of Ω. In particular, we have a natural map κ : ∂ ν Ω → ∂Ω ofEquation (10) , which assigns to a normal unit vector y its starting point. This map is one-to-one at the points where Ω is on only one side of the boundary, and two-to-one otherwise. The identity map ν : ∂ ν Ω → S 2 , ν(y) = −y, extends to a smooth map ν : ΣD → R 3 for any oriented face D of Ω. The map κ also extends to the continuous map κ : ΣD → D ⊂ Ω defined in Equation (9) .
Let D k ⊂ ∂ ν Ω be an arbitrary oriented face of Ω and ν : D k → S 2 be the outer unit normal function. Then ν extends to a smooth function ΣD k → S 2 . This allows us to associate to each y ∈ ΣD k the half-space H y ⊂ R 3 with outer unit normal vector ν(y) = −y and the Neumann operator D P ν(y) by the formula (29) . We then obtain the boundary differential operator
The norms on the Sobolev spaces on H y and on ∂H y are determined by the Euclidean structure on R 3 ⊃ H y . Let κ : ΣD k → D be the canonical map as above and x = κ(y). As before, by freezing the coefficients of P at x and dropping the lower order terms, we obtain the operators P y = P x , x = κ(y), for any y ∈ ΣD k . (Unlike H y and L ky , the operators P y depend only on x = κ(y).)
Recall that P is called uniformly elliptic if there exists a constant C P > 0 such that (38) (ζ p ) ≥ C P (η q ) ,
is the norm on R µ , (ξ i ) is an arbitrary vector in R 3 and (η p ) is an arbitrary vector in R µ . Similarly, P is called uniformly strongly elliptic if there exists a constant C P > 0 such that
where x ∈ Ω, (ξ i ) is an arbitrary vector in R 3 and (η p ) is an arbitrary vector in R µ .
Definition 6.6. Let Ω be a domain with a polyhedral structure. We say that {P ; L k } satisfies the regularity assumption upon freezing the coefficients if P is uniformly elliptic and, for any m ∈ Z + , any k, and any y ∈ ΣD k , the pair (P y , L ky ) satisfies a H m+1 (H y )-regularity estimate.
In other words, {P ; L k } satisfies the regularity assumption upon freezing the coefficients if P is uniformly elliptic and, for any m ∈ Z + , any k, and any y ∈ ΣD k , there is C y > 0 such that
y (r) × [0, r) ⊂ H y , the closed half-space determined by the vector ν(y) = −y. We define the Sobolev spaces on H y and T y ∂ ν Ω = ∂H y using the Euclidean structure (metric) on these spaces.
The following lemma is crucial for proving our regularity results in the K m aspaces.
Lemma 6.7. Assume that Ω is compact and that the family {P ; L k } satisfies the regularity assumption upon freezing the coefficients. Then there exists C P > 0 independent of y such that
for any y ∈ D k and any u with support in
ν of Corollary 4.5 allows us to define a second order differential operator Q y on B 2 y (0; r) × (0, r) and the boundary condition M y by the formulas
where x = κ(y).
The family Q y depends continuously on y ∈ ΣD k . Let ξ 2 + ζ 2 = 1 be two real valued smooth functions with compact support andQ y := ξQ y ξ + ζ∆ζ, which is defined if ξ = 0 on the complement of B 2 (0; r) × (0, r). We can also assume that 
, for some 0 < r ′ < r. Changing coordinates preserves regularity, and hence
The continuity of the family (Q y , M y ) shows that C y is lower semi-continuous. Since ΣD k is compact, if follows that C y is bounded from below by a constant C > 0. The result then follows sinceQ y (u
6.5. Coercivity and positivity. We continue to assume that ν Ω = ∂Ω ∂ sing Ω if Ω has no cracks.) We also assume that no two adjacent faces can belong both to ∂ N Ω. Furthermore, we assume that
Definition 6.8. We say that the operator P is coercive if there exist positive constants C 1 , C 2 such that
where B P is the bilinear form of equation (28) .
Note that our definition of coercive operators is weaker than the usual definition:
We have the following basic result. Recall that for any oriented face D of Ω, ΣD denotes the desingularization of that face. Proposition 6.9. Assume P is coercive. Then P is uniformly strongly elliptic and satisfies the assumption of regularity upon freezing coefficients with a constant C y independent of y ∈ ΣD.
Proof. Let us fix an arbitrary oriented face D k of Ω and let y ∈ ΣD k . Let also (P y , L ky ) be as in the assumtion of regularity upon freezing the coefficients (Definition 6.6. Assume first that y ∈ D k and let χ y : B 2 x (r)×[0, r) → Ω ν := Ω∪∂ ν Ω be the diffeomorphism defined in Corollary 4.5. Let φ ∈ C ∞ c (H y ) and φ t (z) = t 3/2 φ(tz). We use Proposition 5.8, to conclude that P satisfies regularity upon freezing coefficients at x for m = 0 first.
Since we are on a half-space, the classical Nirenberg argument (see e.g. [29, 54, 59, 66] ) shows that regularity upon freezing the coefficients can be bootstrapped so it holds for any m > 0.
Remark 6.10. If P is second order strongly elliptic and the L k are the restrictions to the boundary (i. e., Dirichlet boundary conditions), then P satisfies a Garding type inequality, and therefore regularity upon freezing the coefficients [59, 65, 68] .
Other examples of coercive operators are the Laplace operator ∆ and the elasticity operator div(C · ∇) with mixed boundary conditions (with C positive definite).
A stronger condition than coercivity will be needed in general to establish wellposedness. Definition 6.11. We say that the operator P is strictly positive if the bilinear form B p is positive-definite on K 1 1 , that is, there is a γ > 0 such that
For example, if the elasticity tensor C = (C ij pq ) is positive definite on symmetric matrices, then the elasticity operator div(C · ∇) is positive in the sense of the above definition, with Dirichlet or Neumann boundary conditions provided that no two adjacent faces are endowed with Neumann boundary conditions and ∂ D Ω = ∅. This result follows by an application of Korn's inequality, which will be discussed later (in Section 10.2). The Laplace operator −∆ turns out to be positive under the same conditions: no two adjacent faces are endowed with Neumann boundary conditions and ∂ D Ω = ∅.
Proof of the regularity theorem
We include in this section the proof of Theorem 1.1. Its proof is reduced to the Euclidean case using the partition of unity P Ω of Lemma 5.7 and the diffeomorphisms χ k of Corollary 4.5.
We continue to assume that P is a second order differential operator as in Equation (27) and that L k are either Dirichlet or Neumann boundary conditions. We also continue to assume that ∂ ν Ω is written as a disjoint
Let x ∈ Ω and α x be the dilation with center x and ration r Ω , as defined in Equation (15) . We have the following regularity result.
Lemma 7.1. Assume that Ω is compact. Then there exists a constant C > 0 such that
for any x ∈ Ω and any u ∈ C ∞ c (B 3 (x, ϑ(x)) ∩ Ω), where B 3 (x, ϑ(x)) ⊂ R 3 is the ball of radius ϑ(x) and center x.
Proof. We have that (P u)
Therefore elliptic regularity applied to the operator Q x shows that there exists
. Let us chose for each x the least C x with this property. We only need to show that we can chose C x independent of x.
Since
µ depends continuously on x ∈ Ω. Since the function x → C x is upper semi-continuous and Ω is compact, it follows that the function C x is bounded. This completes the proof. Let Ω ⊂ R 3 be a bounded domain with a polyhedral structure. Assume that the family {P, L k } satisfies the regularity assumption upon freezing the coefficients. Let m ∈ Z, m ≥ 1, and a ∈ R. Assume that u ∈ K 1 a+1 (Ω) µ . Then there exists C > 0 such that
Some applications of this result for the Laplace operator with mixed boundary conditions were given in [12] . By contrast, it is known that in the framework of the usual Sobolev spaces H m (Ω), the smoothness of the solution of (1) is bounded [22, 31, 33, 35, 53] .
Proof. By Remark 6.5, it is enough to assume that P is homogeneous of degree 2:
(The boundary conditions are already homogeneous.) We shall extend the coefficients of P to the whole plane to satisfy the same estimates uniformly on R 3 . This extension is possible because the coeffcients of P are assumed defined and smooth on a neighborhood of Ω, Recall the partition of unity P Ω = {ψ j } of Lemma 5.7. Also, recall that we have fixed x j in the support of each ψ j , with x j in the boundary if possible. Let θ j = ϑ(x j ), with ϑ the distance to the set of edges. We denote again by α j the dilation θ j x + x j , and by χ j = χ yj , x j = κ(y j ) the boundary diffeomorphism of Corollary 4.5, whenever x j ∈ ∂ ν Ω. By decreasing the supports of the initial choices defining the partition of unity P Ω , we can assume that the functions
ν Ω, are all supported in the fixed ball B 3 = B(0; 1) (of radius 1 and center the origin). We implicitly assume that the half space H j has been rotated and translated to agree with R 3 + . We next bound the commutator [P, ψ j ] using Lemma 5.7. We have [P, ψ j ] = Q j , where Q j is a differential operator of order 1 with coefficients that depend on the first and second derivatives of ψ j , so that θ
with C independent of j, since {ψ j • α j } is uniformly bounded in C If the support of ψ j does not intersect the boundary of Ω, we conclude using also Lemma 7.1 that
with constants C independent of j. By squaring and using (a + b)
2 ≤ 2(a 2 + b 2 ) we obtain
On the other hand, if the support of ψ j does intersect the boundary of Ω, we can estimate the commutators of ψ j with L k , similarly to (42) , to obtain for
(For m k = 0 the commutator vanishes, so the analogous equation is trivially true.) Lemma 6.7 gives
We now observe that r Ω (x) is comparable to θ j for x in the support of ψ j , so that combining (43) with (44) (after we similarly square that relation), we conclude by Proposition 5.8 that
for any u ∈ K 1 a+1 (Ω) and a constant C that depends on m, a, and Ω. Remark 7.3. The last theorem could be improved in the following direction. Sometimes a vertex Q touches a smooth part of the boundary, like in the left picture of Figure 1 . In that case, we could take the canonical weight (r D or r Ω ) to be O(1) on the smooth side of the boundary near Q. This additional generality, to be treated in a forthcoming paper [44] , would make our presentation significantly more complicated with only minimum gain. Proposition 6.9 and Theorem 7.2 give right away the following corollary.
Corollary 7.4. Assume P is coercive and Ω is compact, then P satisfies K m a (Ω) regularity for all m ≥ 1 and a ∈ R.
Well-posedness for strictly positive operators
Let Ω ⊂ R 3 be a domain with a polyhedral structure. We assume that we have decomposed the oriented boundary ∂ ν Ω of Ω as a disjoint union ∂ ν Ω = ∂ N Ω∪∂ D Ω, with ∂ N Ω and ∂ D Ω unions of oriented faces of Ω. In this section, we shall assume that P is strictly positive (see Definition 6.11).
We shall consider for each non-negative integer m the equation
For m ≥ 1, this is simply the boundary value problem
is defined in a weak sense. We have the following result.
Theorem 8.1. Let m ∈ Z + and let Ω ⊂ R 3 be a bounded domain with a polyhedral structure. Assume P is strictly positive. Then there exists η > 0 such that the boundary value problem (45) has a unique solution
µ , and any |a| < η. This solution depends continuously on f , g D , and g N .
If m = a = 0 and g D = 0, this solutions is the solution of the associated variational problem, which is obtained from equation (33) .
Proof. First, let us notice that the surjectivity of the trace map (Theorem 5.9) allows us to reduce the proof to the case when g D = 0.
Recall that H a := {u ∈ K 1 a+1 (Ω), u = 0 on ∂ D Ω}. Thus we will look for solutions u ∈ H a . The maps [P ; L k ] m of Equations (31) and (34) 
−a for m = 0. We shall denote all these maps byP m,a .
Our assumption that P is strictly positive implies that there exists γ > 0 such that
for any u ∈ H 0 . In particular, B P satisfies the assumptions of the Lax-Milgram lemma, and henceP 0,0 = B * P : H 0 → H * 0 is an isomorphism. This proves the result for m = 0 and a = 0.
Recall the function r Ω introduced in 14. The operators r a Ω = P 0,0 is an isomorphism, and hence we can conclude that there exists η > 0 such thatP 0,a is an isomorphism for any |a| < η.
We now prove the result for |a| < η and m ∈ Z + arbitrary. Corollary 7.4 then gives thatP :
is surjective. Since this map is also continuous (Proposition 5.3) and injective (from the case m = 0), it is an isomorphism by the open mapping theorem. The proof is now complete.
9. Poincaré 's inequality and applications to the Laplace operator
In this section we will establish a weighted Poincaré inequality from which we will obtain solvability of some mixed boundary value problems for the Laplace operator ∆. We continue to assume that Ω ⊂ R 3 is a domain with a polyhedral structure, and we continue to decompose the oriented boundary of Ω into two disjoint sets
with ∂ D Ω a union of closed faces. In particular, we assume that
Precisely, we will show that P = α 2 /r Ω (x) 2 − ∆, α > 0 large enough, with arbitrary mixed (Dirichlet or Neumann) boundary conditions, or P = −∆ in the case that ∂ N Ω contains no adjacent faces, satisfy the conditions of Theorem 8.1. The fact that P is strictly positive will be a consequence of a weighted form of Poincaré inequality.
9.1. Poincaré inequality. We begin with some prelinaries lemmas that settle the case of domains with polygonal structure.
With a little abuse of notation, we shall write u(r, θ) := u(r cos θ, r sin θ) for a function u(x 1 , x 2 ) expressed in polar coordinates. Below, dx = dx 1 dx 2 . . . dx n , n = 2 or 3. The following two lemmas are standard. See [12] or [55] , for example.
for any u, ∇u ∈ L 2 (C) satisfying u(r, θ) = 0 if θ = 0, in the trace sense.
Observe that no condition is imposed on u(r, α) in the above lemma and that we allow α = 2π, but we distinguish the limit θ → 0 + from the limit θ → 2π − in order to consider domains with cracks.
In [12] , a weighted Poincaré inequality for a curvilinear polygon was derived from Lemma 9.1. In fact, that proof applies to a general domain D with polygonal structure provided the oriented boundary ∂ ν D is used in place of the usual boundary ∂D. 
We will clarify further the need for the oriented boundary in the proof of Poincaré inequality for domains in R 3 in Theorem 9.6. We will also need a version of Lemma 9.1 in spherical coordinates. The proof exploits the usual, unweighted Poincaré's inequality on domains on the unit sphere. We include a proof, since domains with polygonal structure are not extension domains for the standard Sobolev spaces when cracks are present. This observation holds also for domains with polyhedral structure. Recall that a domain Ω ∈ R n is called an extension domain for H s (Ω) if there exists a bounded extension operator from H s (Ω) to H s (R n ) (see e.g. [72] ). For simplicity, we state and prove Poincaré's inequality for planar domains in R 2 . The same proof applies for domains on the sphere, where ∇ is to be intended as the covariant derivative. 
Proof. We begin by establishing a version of Rellich's Theorem for domains with a polygonal structure that will be used in the course of the proof, that is, we show that the imbedding 
On each subdomain D j , Rellich's Theorem applies. Therefore, by a diagonal argument, we can construct a subsequence u n k such that its restriction to D j converges to a function u j strongly in L 2 (D j ), j = 1, . . . , N . By the uniqueness of the limit,
By changing the trace of u on sets of measure zero in ∂D, we can always set u(x) = 0, ∀x ∈ A. Assume by contradiction that (47) does not hold. Then, for each n ∈ N, there exists u n ∈ A, u n H 1 (D) = 1, such that
By the Banach-Alaoglu Theorem, there exists a subsequence u n k converging weakly to u in We can now state and prove our last preliminary lemmas. We will write x = (ρ, x ′ ), x ′ ∈ S 2 = ∂B 3 , in spherical coordinates in R 3 , and again with abuse of notation set u(ρ, ω) = u(x 1 , x 2 , x 3 ). Recall that the canonical weight is comparable to ρ near a vertex away from any edge, and it is comparable to the distance to the edge close to it. We address these cases in two separate lemmas.
Lemma 9.4. Let ω be a domain with polygonal structure on the unit sphere. Let
, and u(R, ω) = 0 on a subset of positive measure on ∂ω in trace sense, then
where ∇ x ′ is the covariant derivative on S 2 .
Proof. Let (ϕ, θ) be spherical coordinates on ω. Then, the standard Poincaré inequality on the sphere gives:
Then, we have
We observe that in the most extreme case, ω is the sphere S 2 with a segment removed. Its oriented boundary consists of two copies of this segment, and it is enough for u to vanish in trace sense on one copy. More precisely, it is enough that u vanishes on a one-sided, non-tangential approach to the boundary.
We last replace ρ in the above lemma with the canonical weight, which is comparable to the distance from the singular set, as it is this function that appears in the definition of the weighted Sobolev spaces.
Lemma 9.5. Assume that the hypotheses of Lemma 9.4 hold, and assume further that 0 < R < ǫ, where ǫ is sufficiently small. Then, if r C is the canonical weight associated to C = C R,ω ,
Proof. We continue to denote by (ρ, ϕ, θ) spherical coordinates on C. For each vertex A of ω, we construct an open set U A ⊂ C as follows. By the definition of a domain with polygonal structure, there is an open set V A ⊂ S 2 and a diffeomorphism φ A such that φ A (ω ∩ V A ) = {(r, θ), r ∈ (0, δ), θ ∈ ̟ A }, where ̟ A is a disjoint, finite union of intervals in [−1, 1], and δ is independent of A. We let then U A = {(ρ, x ′ ), 0 < ρ < R, x ′ ∈ ω ∩ V A }, and write U = C \ A U A . On U , we observe that C −1 ρ ≤ r C ≤ C ρ for some positive constant C, since ǫ is small, and use Lemma 9.4:
Next we parameterize each U A by the coordinates (ρ, r, θ), 0 < ρ < R, 0 < r < δ, θ ∈ ̟ A . If ǫ > δ are chosen small enough, then on U A we have C −1 rρ ≤ r C ≤ C rρ, with C uniform in A, so that applying Lemma 9.2 to the domain
By summing all the inequality for U A and for U , we finally obtain (50).
We now turn to the proof of the desired weighted Poincaré inequality in three dimensions. The proof reduces to the case covered by Lemmas 9.1, 9.4 and 9.5, by applying the diffeomorphism φ p of Definition 3.4.
Again, we denote with ∂ D Ω the part of the oriented boundary ∂ ν Ω with Dirichlet conditions, and recall that a dihedral angle is a cone in our notation. 
Proof. The idea of the proof is to cover the domain Ω with a finite number of open sets Ω on which the integration simplifies and we can reduce our proof to the usual Poincaré inequality. The result will follow by adding the corresponding inequalities. Also, by Theorem 5.9 and standard density arguments, we can assume that u is a smooth function. We shall write dx = dV = dx 1 dx 2 dx 3 for the volume element. Also, recall that r Ω is the canonical weight function, which is comparable to ϑ(x), the distance from x ∈ Ω to the edges of Ω.
Let us consider the inequality
for subdomains Ω ⊂ Ω. The statement of the theorem is exactly the inequality (51) for Ω = Ω. The proof of our inequality for Ω will be obtained by adding the inequality (51) for suitable subdomains Ω. These domains will be either of the form V p ∩ Ω or a single interior domains that is at a positive distance from the edges. On the domain that is away from the edges, we can use the usual Poincaré inequality. IfΩ = V p ∩ Ω, we notice that the inequality (51) is preserved under the change of coordinates φ p with constants uniform in p. V p is the open neighborhood of a point p ∈ ∂ ν Ω of Definition 3.4
Depending whether p is a vertex Q or belongs to an edge e, we denote
With abuse of notation, we still denote a point in the transformed space by x = (x 1 , x 2 , x 3 ). By modifying slightly the definition of φ p , we can take Ω Q to satisfy all the hypotheses of Lemma 9.5 uniformly in Q, while Ω e can be characterized in suitable cylindrical coordinates, by Ω e = {(r, θ, z), 0 < r < δ, 0 < θ < θ e , 0 < z < z e := |e| − 2ǫ}, where |e| is the length of the curve φ p (e), and ǫ, δ are chosen small enough uniformly in e. Moreover, r is the distance to the singular set on Ω e . In these cylindrical coordinates, the image of the edge e corresponds to the the z-axis (in particular, r = 0 on e).
For
Q (Ω Q ) we use Lemma 9.5. In fact, by hypothesis u = 0 on at least one side of the oriented boundary ∂ ν Ω Q , so that u • φ −1 Q = 0 on on at least one side of ∂ ν Ω Q . Therefore, (50) holds for Ω Q , and hence for Ω Q with uniform constants, by making a change of variables.
We next prove the inequality (51) for Ω e = φ −1 p (Ω e ). We write Ω e = W δ ×(0, z e ), where W δ = {0 < r < δ, 0 < θ < θ e } in suitable cylindrical coordinates (r, θ, z). The hypothesis on ∂Ω\∂ D Ω imply that in trace sense u(r, 0, z) = 0 or u(r, θ e , z) = 0, and we can always arrange the coordinate system locally in Ω e so that u(r, 0, z) = 0. It is also crucial that on Ω e , c −1 r ≤ r Ω ≤ Cr, with C uniform in e, since r is exactly the distance to the singular set on Ω e . By Fubini's Theorem and Lemma 9.1, we have:
which is exactly (51) with Ω e = Ω. Finally, we add the inequalities (52) for all Ω = Ω e and the inequalities (50) for all Ω = Ω Q , and the usual Poincaré inequality for
(Ω Q ∪ Ω e ), with ǫ and δ replaced by ǫ/2,δ/2, where Q ranges over all the vertices and e ranges over all edges of Ω. This concludes the proof for u smooth, and hence by density for u ∈ H 1 (Ω).
From the above Poincaré type inequalities we obtain the following corollary from [12] . 9.2. Well-posedness and regularity for the Laplace operator. Let ∆ be the Laplace operator on R 3 . Here, we illustrate an application of the results of the previous sections to the solvability of the mixed boundary value problem (45) (P u = f in Ω, u = g D on ∂ D Ω and u = g N on ∂ N Ω) for P = −∆ and P = α 2 /r Ω (x) 2 − ∆. Recall that r Ω (x) is comparable to ϑ(x), but r Ω ∈ C ∞ (ΣΩ). We first observe that the Laplace operator with Dirichlet or Neumann boundary conditions satisfies the assumption of regularity upon freezing the coefficients of Definition 6.6 (see, e.g. [65] Proposition 11.12), and therefore full regularity in weighted Sobolev spaces follows from Theorem 7.2.
We now set P = α 2 /r Ω (x) 2 − ∆, with α a positive constant such that
(in fact, we can always arrange that r Ω ≤ 1) and impose arbitrary mixed (Dirichlet or Neumann) boundary conditions on the faces D k of Ω. Then,
(Ω) , so that P is positive on K 1 1 (Ω), which correspond in our notation to a = 0. Next, we set P = −∆ and impose again Dirichlet boundary conditions on ∂ D Ω and Neumann boundary conditions on ∂ N Ω, but we assume in addition that ∂ N Ω contains no adjacent faces. Then, from the weighted Poincaré inequality 51 we obtain that
, that is, P is positive on K 1 1 (Ω). Therefore, by applying Theorem 8.1, we obtain solvability of the boundary value problem (45) on K a+1 m+1 for any m ≥ 0 and |a| small enough. We summarize this result in the following theorem.
Theorem 9.8. Let m ∈ Z + and let Ω ⊂ R 3 be a domain with a polyhedral structure. Let P = α 2 /r Ω (x) 2 − ∆ with arbitrary mixed (Dirichlet or Neumann) boundary conditions or P = −∆, but such that ∂ D Ω = ∅ and that ∂ N Ω contains no adjacent faces. Then there exists η > 0 such that the boundary value problem (3) has a unique solution u ∈ K This result is in contrast to the case of (unweighted) Sobolev spaces H m (Ω), for which solvability of the boundary value problem holds only for a finite range of values of m. For example, if Ω is a polygon in R 2 , the Poisson's equation with homogeneous Dirichlet boundary conditions and L 2 data admits a solution in H 2 (Ω) if Ω is convex, but the solution may fail to be H 2 otherwise. For a proof we refer in the vast literature on the subject to [36] and also to the book by Grisvard [31] . 10 . A weighted Korn's inequality and applications to linear elasticity
The purpose of this section is to highlight the applicability of our main result Theorem 8.1 to systems of uniformly elliptic operators, specifically those appearing in linear elasticity. Singular domains, and especially domains with cracks, arise naturally in elasticity, as a result of large applied stresses.
We first derive a weighted form of Korn's inequality, which will imply that under certain conditions on the elasticity parameters, the matrix operator P = div(C · ∇) of linear elasticity is positive on K 1 1 (Ω). The assumptions on Ω and its oriented boundary ∂
ν Ω of the previous section continue to hold here. We then study the regularity and solvability of the boundary value problem (45) on K a+1 m+1 (Ω). We begin by introducing the equations of linear elasticity and the elasticity tensor.
10.1. Linear elasticity. Linear elastostatics is modeled by the following 3 × 3 system of equations: (54) (P C u) i := 3 j,k,l=1
for an unknown vector field u = (u 1 , u 2 , u 3 ) on Ω, where f are volume forces. For convenience, throughout this section, we use the convention of summation over repeated indices. Above, Ω represents a bounded elastic body in R 3 and u is the displacement at the point x under the elastic deformation of Ω by the given volume forces f . C = [C ijkl ] is a fourth-order tensor field, called the elasticity tensor, with coefficients C ijkl ∈ C ∞ (Ω) and symmetries:
The components of C, sometimes referred to as elastic moduli, encode the elastic response of the medium to deformations. For example, if a material is isotropic, then C has the simple form:
C iso ijkl = λ(x)δ ij δ kl + µ(x) δ ik δ jl + δ il δ jk with λ, µ the so-called Lamé parameters, and δ is the Kronecker symbol δ ij = 1 if i = j and δ ij = 0 otherwise. In general, there can be up to 21 independent elastic moduli.
The system (54) is obtained from the laws of balance of energy and momentum by linearising around an unperturbed or natural state of the elastic body, and therefore holds in the regime of small deformations. (For a derivation, we refer for example to [46] ). The principal part of P C is the matrix operator
We will consider two types of boundary conditions: Dirichlet or displacement boundary conditions u = g on ∂ D Ω, and natural or traction boundary conditions
since the domains Ω j are disjoint.
10.3. Solvability and regularity for the elasticity system. In this section, we apply the weighted Korn's inequality to study the existence, uniqueness, and regularity of solutions to the elasticity system (54) with mixed traction-displacement boundary conditions. Lemma 10.5. If C is a positive-definite elasticity tensor, the bilinear form B P of equation (28)
is coercive on H 1 (Ω), more precisely:
. Proof. We fix x ∈ Ω, and let F = (∇u)(x), a 3 × 3 matrix. We denote by E its symmetric part: E = (∇u(x) + ∇u(x) T )/2, a symmetric matrix. From the symmetry properties of C and the assumption that C is positive definite, we have
But, by hypothesis c is uniform in x ∈ Ω, so that (59) follows by integrating over Ω.
By combining the above lemma with the inequality (58), we immediately have that then the elasticity operator −C[∂, ∂] with mixed-boundary conditions is positive in the sense of Definition 6.11, provided no two adjacent faces of Ω have traction boundary condtions:
Similarly, by combining the above lemma with the inequality (56) instead, we can conclude that α 2 /r Ω (x) 2 − div(C · ∇), where α satisfies again (53) , is positive in the sense of Definition 6.11, with arbitrary displacement-traction boundary conditions:
Above we have used that α 2 u/r Ω (x) L 2 (Ω) ≥ u L 2 (Ω) and that the bilinear form of equation (28) Finally, solvability and regularity for the boundary value problem follows by applying Theorem 8.1. We summarize these results in the following theorem.
Theorem 10.6. Let m ∈ Z + and let Ω ⊂ R 3 be a domain with a polyhedral structure. Let C be a positive-definite elasticity tensors. Set P = 1/r Ω (x) 2 − div(C · ∇) with arbitrary mixed (displacement or traction) boundary conditions or P = − div(C · ∇), but such that ∂ D Ω = ∅ and that ∂ N Ω contains no adjacent faces. Then there exists η > 0 such that the boundary value problem (3) has a unique solution u ∈ K 
