Positive solutions for singular semi-positone boundary value problems  by Xian, Xu
J. Math. Anal. Appl. 273 (2002) 480–491
www.academicpress.com
Positive solutions for singular
semi-positone boundary value problems
Xu Xian
Department of Mathematics, Xuzhou Normal University, Xuzhou, Jiangsu 221116,
People’s Republic of China
Received 27 November 2001
Submitted by D. O’Regan
Abstract
In this paper, some new results about the existence of positive solutions for singular
semi-positone boundary value problems are obtained. The results of this paper partially
improve the former corresponding work.
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1. Introduction
In this paper, we consider the following singular boundary value problem:{−y ′′(t)= f (t, y)+ q(t), 0 < t < 1,
y(0)= y(1)= 0, (1.1)
where f ∈ C((0,1)× (0,+∞), (0,+∞)), q ∈C(0,1).
Problem (1.1) is singular because f and q are allowed to have singularity
at t = 0, 1 or y = 0. Singular differential boundary value problems arise in the
fields of gas dynamics, Newtonian fluid mechanics, nuclear physics, the theory of
boundary layer, nonlinear optics and so on. The case when q−(t) ≡ 0 (positone
problem, where q−(t) = max{−q(t),0}) for t ∈ (0,1) has been extensively
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studied in the literature [1–5]. However, only a few results [6–8] have been
obtained when q−(t) ≡ 0 (semi-positone problem) for t ∈ (0,1). In most of
applications, the physical interest lies in the existence of positive solutions. In
this paper, by using the fixed point index and approximation method, we obtained
some existence results about the positive solution for boundary value problem
(1.1). Different from the results in [7,8], here we do not need the assumption that
f (t, y) is nonincreasing with y ∈ (0,+∞), which is essential for the technique
used in [7,8]. The results of this paper is partially an improvement of the results
in [7,8].
In the sequel, we will always assume that (H1)–(H4) hold. By a positive so-
lution of problem (1.1), we mean a function y ∈C[0,1] ∩C2(0,1) satisfying the
boundary value problem (1.1) and y(t) > 0, t ∈ (0,1).
2. Several lemmas
Concerning the above problem (1.1), we make the following hypotheses:
(H1) For any (t, y) ∈ (0,1)× (0,+∞),
0 f (t, y) φ(t)
(
g(y)+ h(y)),
where φ ∈ C(0,1) with φ > 0 on (0,1), g > 0 is continuous and nonin-
creasing on (0,+∞), h 0 is continuous and nondecreasing on [0,+∞).
(H2)
0 <
1∫
0
(
s(1− s)(φ(s)+ q+(s))+ q−(s))ds <+∞,
where q+(t)=max{q(t),0}.
(H3) There exists r: r > 2
∫ 1
0 q−(s) ds such that
g(r)
g(r)+ h(r + 1)+ 1
r∫
0
du
g(u/2)
> 2
1∫
0
s(1− s)(φ(s)+ q+(s))ds.
(H4) limy →+∞(f (t, y)/y) = +∞ uniformly on any compact subinterval of
(0,1).
Let ‖x‖ =maxt∈[0,1] |x(t)| for any x ∈ C[0,1]. It is well known that C[0,1] is
a Banach space with the norm ‖ ·‖. Let P = {x | x ∈ C[0,1], x(t) 0, t ∈ [0,1]}
and Q= {x | x ∈ P, x(t) ‖x‖t (1− t), t ∈ [0,1]}. Clearly, P and Q are cones
of C[0,1]. For any y ∈ P , let
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[y(t)]∗ =
{
y(t), if y(t) 0,
0, if y(t) < 0.
For any n ∈N , let us define a mapping Tn :P → C[0,1] by
(Tny)(t)=
1∫
0
G(t, s)
(
f
(
s,
[
y(s)−w(s)]∗ + n−1)+ q+(s))ds, y ∈ P,
where w(t)= ∫ 10 G(t, s)q−(s) ds, and the Green’s function
G(t, s)=
{
s(1− t), 0 s  t  1,
t (1− s), 0 t  s  1.
Lemma 1. For each n ∈N , Tn :P →Q is a completely continuous operator.
Proof. For any x ∈ P , let y(t) = (Tnx)(t). Assume that ‖y‖ = y(t0) for some
t0 ∈ (0,1). Since
G(t, s)
G(t0, s)
=


t
t0
, t, t0  s,
t (1−s)
s(1−t0) , t  s  t0,
1−t
1−t0 , s  t, t0,
s(1−t )
t0(1−s) , t0  s  t,
 t (1− t) for any (t, s) ∈ (0,1)× (0,1),
we have
y(t)=
1∫
0
G(t, s)
G(t0, s)
G(t0, s)
(
f
(
s,
[
x(s)−w(s)]∗ + n−1)+ q+(s))ds
 ‖y‖t (1− t), t ∈ [0,1]
which implies that Tn :P →Q.
Now we show that Tn is a completely continuous operator. Let B ⊂ Q be a
bounded set. Suppose that there exists L > 0 such that ‖x‖  L for any x ∈ B .
For any ε > 0, by (H2) we know that there is δ1 > 0 such that
δ1∫
0
G(s, s)φ(s) ds <
ε
6(g(n−1)+ h(L+ 1)) , (2.1)
1∫
1−δ1
G(s, s)φ(s) ds <
ε
6(g(n−1)+ h(L+ 1)) . (2.2)
Let a0 = maxt∈[δ1,1−δ1] φ(t). Since G(t, s) is uniformly continuous on [0,1] ×
[0,1], we know that there exist a positive number δ such that
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∣∣G(t1, s)−G(t2, s)∣∣ ε3a0(g(n−1)+ h(L+ 1)) ,
t1, t2 ∈ [0,1], |t1 − t2| δ. (2.3)
By (2.1)–(2.3) and the fact G(t, s)G(s, s) for (t, s) ∈ [0,1] × [0,1], we have∣∣Tnx(t1)− Tnx(t2)∣∣

δ1∫
0
∣∣G(t1, s)−G(t2, s)∣∣φ(s)(g(n−1)+ h(L+ 1))ds
+
1∫
1−δ1
∣∣G(t1, s)−G(t2, s)∣∣φ(s)(g(n−1)+ h(L+ 1))ds
+
1−δ1∫
δ1
∣∣G(t1, s)−G(t2, s)∣∣φ(s)(g(n−1)+ h(L+ 1))ds
 2
(
g(n−1)+ h(L+ 1))
( δ1∫
0
G(s, s)φ(s) ds +
1∫
1−δ1
G(s, s)φ(s) ds
)
+ a0
(
g(n−1)+ h(L+ 1))
1−δ1∫
δ1
∣∣G(t1, s)−G(t2, s)∣∣ds
< ε, |t1 − t2|< δ,x ∈B.
This implies that TnB is equicontinuous on [0,1]. Thus, according to Ascoli–
Arzela theorem, we know that TnB is a relatively compact set, and that Tn is a
completely continuous operator. ✷
Lemma 2. Let Qr = {x ∈Q | ‖x‖< r}. Then for any n ∈N
i(Tn,Qr ,Q)= 1.
Proof. We may assume that
z = µTnz, µ ∈ [0,1], z ∈ ∂Qr . (2.4)
In fact, if there is µ0 ∈ [0,1] and z0 ∈ ∂Qr such that z0 = µ0Tnz0, then
z0(t) ‖z0‖t (1− t)= rt (1− t), t ∈ [0,1].
On the other hand,
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w(t)=
1∫
0
G(t, s)q−(s) ds 
( 1∫
0
q−(s) ds
)
t (1− t)

∫ 1
0 q−(s) ds
r
z0(t), t ∈ [0,1].
Thus
z0(t)−w(t)
(
1−
∫ 1
0 q−(s) ds
r
)
z0(t)
1
2
z0(t), t ∈ [0,1]. (2.5)
By direct computation and (2.5), we have{
z′′0(t)+µ0(f (t, z0(t)−w(t)+ n−1)+ q+(t))= 0, 0 < t < 1,
z0(0)= z0(1)= 0. (2.6)
It follows from (2.6) that z′′(t) 0 for each t ∈ (0,1), and so z0(t) is a concave
function on [0,1]. It is easy to see that there exists t0 ∈ (0,1) such that
z′0(t0)= 0, z′0(t) 0, t ∈ (0, t0), z′0(t) 0, t ∈ (t0,1),
‖z0‖ = z0(t0).
By (2.5) and (2.6), we have
−z′′0(t) φ(t)
[
g
(
z0(t)−w(t)+ n−1
)+ h(z0(t)−w(t)+ n−1)]+ q+(t)
 φ(t)
[
g
(
1
2
z0(t)
)
+ h(z0(t)+ 1)
]
+ q+(t), t ∈ (0,1). (2.7)
Integrating from t (t ∈ (0, t0)) to t0 and noticing that z0(t) is increasing with t on
(0, t0), we have
z′0(t) g
(
1
2
z0(t)
)
g(r)+ h(r + 1)+ 1
g(r)
t0∫
t
(
φ(s)+ q+(s)
)
ds,
and so
z′0(t)
g
( 1
2z0(t)
)  g(r)+ h(r + 1)+ 1
g(r)
t0∫
t
(
φ(s)+ q+(s)
)
ds. (2.8)
Then integrating from 0 to t0 and noticing that z0(t0)= ‖z0‖, we have
r∫
0
du
g(u/2)
 g(r)+ h(r + 1)+ 1
g(r)
t0∫
0
ds
t0∫
s
(
φ(τ)+ q+(τ )
)
dτ
= g(r)+ h(r)+ 1
g(r)
t0∫
0
s
(
φ(s)+ q+(s)
)
ds
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 g(r)+ h(r + 1)+ 1
g(r)(1− t0)
1∫
0
s(1− s)(φ(s)+ q+(s))ds. (2.9)
Similarly, if we integrate (2.7) from t0 to t (t  t0) then from t0 to 1, we have
r∫
0
du
g(1/2)u
 g(r)+ h(r + 1)+ 1
g(r)t0
1∫
0
s(1− s)(φ(s)+ q+(s))ds. (2.10)
From (2.9), (2.10), we have
g(r)
g(r)+ h(r + 1)+ 1
r∫
0
du
g(u/2)
 2
1∫
0
s(1− s)(φ(s)+ q+(s)) ds,
which is a contradiction to (H3). Therefore, (2.4) holds. By the properties of the
fixed point index, we know that the conclusion holds. ✷
Lemma 3. There exist R > r such that
i(Tn,QR,Q)= 0, n ∈N.
Proof. Choose [α,β] ⊂ (0,1), then let
M > 2
(
α(1− β) sup
t∈[0,1]
β∫
α
G(t, s) ds
)−1
. (2.11)
By (H4), there exists R1 > r such that
f (t, y)My, t ∈ [α,β], y R1. (2.12)
Let R  2R1(α(1− β))−1. Now we will show that for any n ∈N
y  Tny, y ∈ ∂QR. (2.13)
In fact, if there exists y0 ∈ ∂QR such that y0  Tny0, in the same way as (2.5) we
have
y0(t)−w(t) 12y0(t)
1
2
‖y0‖t (1− t), t ∈ [0,1],
and so
y0(t)−w(t)+ n−1  12Rα(1− β)R1, t ∈ [α,β]. (2.14)
It follows from (2.12), (2.14) that
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R  y0(t)
1∫
0
G(t, s)
(
f
(
s,
[
y0(s)−w(s)
]∗ + n−1)+ q+(s))ds

β∫
α
G(t, s)
(
f
(
s, y0(s)−w(s)+ n−1
)+ q+(s)) ds
M
β∫
α
G(t, s)
(
y0(s)−w(s)+ n−1
)
ds
 MR
2
α(1− β)
β∫
α
G(t, s) ds, t ∈ [0,1].
Consequently,
M  2
(
α(1− β) sup
t∈[0,1]
β∫
α
G(t, s) ds
)−1
,
which is a contradiction to (2.11). Thus (2.13) holds. By the properties of the fixed
point index, we know the conclusion holds. ✷
Lemma 4. The following inequalities hold:
lim
t →0+
t
1∫
t
(1− s)(φ(s)+ q+(s)) ds = 0,
lim
t →1−
(1− t)
t∫
0
s
(
φ(s)+ q+(s)
)
ds = 0.
Proof. By (H2), we know that there exist η1, η2 ∈ (0,1) such that
η1∫
0
s
(
φ(s)+ q+(s)
)
ds <+∞,
1∫
η2
(1− s)(φ(s)+ q+(s)) ds <+∞.
For any ε > 0, it is easy to see that there exists δ1: 1/2> δ1 > 0 such that
δ1∫
0
s
(
φ(s)+ q+(s)
)
ds <
ε
3
, δ1
1∫
1/2
(1− s)(φ(s)+ q+(s))ds < ε3 .
(2.15)
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Choose δ2: 0 < δ2 < δ1 such that
δ2
1/2∫
δ1
(
φ(s)+ q+(s)
)
ds <
ε
3
. (2.16)
It follows from (2.15), (2.16) that for any t ∈ (0, δ2)
t
1∫
t
(1− s)(φ(s)+ q+(s))ds 
δ1∫
t
s
(
φ(s)+ q+(s)
)
ds
+ δ2
1/2∫
δ1
(
φ(s)+ q+(s)
)
ds + δ1
1∫
1/2
(1− s)(φ(s)+ q+(s))ds < ε,
which implies that
lim
t →0+
t
1∫
t
(1− s)(φ(s)+ q+(s))ds = 0.
Similarly, we can show that
lim
t →1−
(1− t)
t∫
0
s
(
φ(s)+ q+(s)
)
ds = 0. ✷
3. Main results
Theorem 1. Suppose that (H1)–(H4) hold. Then the boundary value problem
(1.1) has at least one positive solution.
Proof. It follows from Lemmas 2 and 3 that
i(Tn,QR\Q¯r ,Q)=−1.
Therefore, Tn has a fixed point yn in QR\Q¯r for any n ∈N , that is,
yn(t)=
1∫
0
G(t, s)
(
f
(
s, yn(s)−w(s)+ n−1
)+ q+(s)) ds, t ∈ [0,1].
Here, we have used the fact that
yn(t)−w(t) 12yn(t) 0 for any t ∈ [0,1].
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By direct computation, we have{
y ′′n(t)+ f (t, yn(t)−w(t)+ n−1)+ q+(t)= 0, 0 < t < 1,
yn(0)= yn(1)= 0. (3.1)
Let S = {yn | yn is a fixed point of Tn with ‖yn‖ r, n ∈N} and let
a0 = inf
{
tn | tn ∈ (0,1), y ′n(tn)= 0, yn ∈ S
}
,
b0 = sup
{
tn | tn ∈ (0,1), y ′(tn)= 0, yn ∈ S
}
.
It is easy to see that a0 > 0 and b0 < 1. In fact, if a0 = 0, then there exists
{ynk }+∞k=1 ⊂ S such that y ′nk (tnk ) = 0, 0 < tnk < 1/2, tnk → 0 (k → +∞). For
any t ∈ (0, tnk ), in the same way as (2.8) we have
y ′nk (t)
g
( 1
2ynk (t)
)  g(R)+ h(R + 1)+ 1
g(R)
t0∫
t
(
φ(s)+ q+(s)
)
ds.
Integrating from 0 to tnk and noticing that ynk = ‖ynk‖ r , we have
r∫
0
du
g(u/2)

ynk (t
nk )∫
0
du
g(u/2)
 g(R)+ h(R + 1)+ 1
g(R)
tnk∫
0
s
(
φ(s)+ q+(s)
)
ds.
Letting k → +∞ in the above we obtain that
r∫
0
du
g(u/2)
= 0,
a contradiction. Therefore, a0 > 0. In a very much the same way, we can prove
that b0 < 1. Let us define a mapping I : [0,+∞) → [0,+∞) as
I (z)=
z∫
0
du
g(u/2)
, z ∈ [0,+∞).
Obviously, I is increasing and continuous on [0,+∞). Now we will show that
I (S) is an equicontinuous set on [0, a0]. In fact, for any z ∈ S and 0 < t1 < t2 < a0
we have
I
(
z(t1)
)− I(z(t2))=
z(t2)∫
z(t1)
du
g(u/2)
=
t2∫
t1
z′(τ ) dτ
g
( 1
2z(τ )
)
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 g(R)+ h(R + 1)+ 1
g(R)
t2∫
t1
ds
a0∫
s
(
φ(τ)+ q+(τ )
)
dτ
 g(R)+ h(R + 1)+ 1
g(R)
( t2∫
t1
s
(
φ(s)+ q+(s)
)
ds
+ (t2 − t1)
a0∫
t2
(
φ(s)+ q+(s)
)
ds
)
 g(R)+ h(R + 1)+ 1
g(R)(1− a0)
( t2∫
t1
s(1− s)(φ(s)+ q+(s))ds
+ (t2 − t1)
1∫
t2−t1
(1− s)(φ(s)+ q+(s))ds
)
.
It follows from Lemma 4 that I (S) is an equicontinuous set on [0, a0]. In the same
way, we can prove that I (S) is an equicontinuous set on [b0,1]. Let I−1 denote
the converse function of I . It is easy to see that I−1 is uniformly continuous on
[0, I (R)], and that
0 z(t2)− z(t1)= I−1
(
I
(
z(t2)
))− I−1(I(z(t1))).
Hence, S is an equicontinuous set on [0, a0] ∪ [b0,1].
For any t ∈ [a0, b0], it is easy to see that
∣∣z′(t)∣∣ g(1
2
z(t)
)
g(R)+ h(R + 1)+ 1
g(R)
b0∫
a0
(
φ(s)+ q+(s)
)
ds,
t ∈ [a0, b0]. (3.2)
On the other hand, since z ∈Q,
z(t) ‖z‖t (1− t) ra0(1− b0) > 0, t ∈ [a0, b0]. (3.3)
From (3.2), (3.3), we have
∣∣z′(t)∣∣ g( r
2
a0(1− b0)
)
g(R)+ h(R + 1)+ 1
g(R)
b0∫
a0
(
φ(s)+ q+(s)
)
ds,
t ∈ [a0, b0].
This implies that S is an equicontinuous set on [a0, b0].
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From the discussion above, we know that S is an equicontinuous set on [0,1].
According to Ascoli–Arzela theorem, we know that S is a compact set of C[0,1].
It is easy to see that for any zn ∈ S
zn(t)= zn
(
1
2
)
+
(
t − 1
2
)
z′n
(
1
2
)
−
t∫
1/2
ds
s∫
1/2
[
f
(
τ, zn(τ )−w(τ)+ n−1
)+ q+(τ )]dτ, t ∈ (0,1).
(3.4)
From (3.4), it is easy to see that {z′n(1/2)}+∞n=1 is bounded. Assume that
limn→+∞ zn = z0, limn→+∞ z′n(1/2)= a0. Letting n → +∞ in (3.4) we have
z0(t)= z0
(
1
2
)
+
(
t − 1
2
)
a0
−
t∫
1/2
ds
s∫
1/2
[
f
(
τ, z0(τ )−w(τ)
)+ q+(τ )]dτ, t ∈ (0,1).
Consequently,{
z′′0(t)+ f (t, z0(t)−w(t))+ q+(t)= 0, 0 < t < 1,
z0(0)= z0(1)= 0. (3.5)
Let u0(t)= z0(t)−w(t). Since ‖z0‖ r , then
z0(t)−w(t)
(
1−
∫ 1
0 q−(s) ds
r
)
z0(t)
r
2
t (1− t) 0, t ∈ [0,1].
It follows from (3.5) that u0(t) is a positive solution of (1.1). ✷
Example. Consider the following boundary value problem:{
−y ′′(t)= 160√t
( 1
y2
+ y2)− 1√
t
, 0 < t < 1,
y(0)= y(1)= 0.
(3.6)
Let
f (t, y)= 1
60
√
t
(
1
y2
+ y2
)
for (t, y) ∈ (0,+∞)× (0,+∞)
and let q(t) = −1/√t , φ(t) = 1/(60√t), g(y) = 1/y2, h(y) = y2. It is easy to
check that the conditions (H1), (H2), (H4) hold. Let r = 5; then we have
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r > 2
1∫
0
q−(s) ds = 2
1∫
0
1√
s
ds = 4,
g(r)
g(r)+ h(r + 1)+ 1
r∫
0
du
g(u/2)
= r
3
12(1+ r2 + (r + 1)2r2)
> 2
1∫
0
s(1− s) 1
60
√
s
ds.
Thus the condition (H3) also holds. It follows from Theorem 1 that (3.6) has at
least one positive solution.
Remark 1. Clearly, in the boundary value problem (3.6) f (t, y) is not nonincreas-
ing with y . The results in [7,8] cannot be applied to the boundary value problem
(3.6).
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