I Is s t th he e s st tu ud dy y b bi ig g e en no ou ug gh h? ? The credibility of a study's results depends on the extent of bias and random error that exists in the study. Bias leads to systematic deviations from the truth; methodological factors that affect internal validity influence the magnitude of bias. Random error relates to chance; sample size influences the magnitude of random error.
The sample size is influenced by four factors. An adequate sample size is one that can measure the anticipated frequency (for a study with a single cohort) or detect a realistic and clinically important difference (for a study comparing two or more cohorts) for the primary outcome of interest with minimal probabilities of positive or negative results being due to chance (i.e., false positive and false negative results). To determine the adequacy of the sample size, the reader must be able to identify the study's research question and the probabilities of false positive and false negative results on which the sample size calculation was made.
If a study has been written clearly, the reader should be able to identify the following elements of a research question: the population of interest, the intervention(s) or risk factor(s) depending on the nature of the study, the control(s) if the study compares two or more cohorts, and the outcome(s) of interest. The interventions and controls enable the reader to determine the appropriateness of the anticipated frequency or the difference to be detected. The outcomes enable the reader to determine whether the sample size is based on the primary outcome (ideally), on a surrogate for the primary outcome (if the primary outcome is difficult to measure or exceedingly rare), or on other outcomes (less appropriately).
The probabilities of false positive and false negative results are usually set by convention. The probability of a false positive result is the alpha level, which is usually set at 5%. This value is based on the fact that two standard deviations encompass 95% of the measurements of any variable with a normal ("bell curve") distribution. On rare occasions, alpha may be set at 1%. (Three standard deviations encompass 99% of the measurements in a normal distribution). The probability of a false negative result is the beta level. Typically, one refers to the power (1 -beta), which is usually set at 80% or 90%, instead of beta. Most readers will be content to believe the sample size if the above factors have been addressed adequately. For those individuals who wish to verify the calculations, sample size formulae can be found in general biostatistical textbooks. 4 For studies involving two or more cohorts, PS version 2.1.31 (Vanderbilt University Medical Center, Nashville, USA), 5 a freeware sample size and power calculator, may be downloaded from www.mc.vanderbilt.edu/prevmed/ps/.
I
A Ar re e t th he e s st ta at ti is st ti ic cs s a ap pp pr ro op pr ri ia at te e? ? Non-statisticians often complain that no two statisticians will use the same statistical test when posed with a statistical question. Although this view is highly exaggerated, there is often more than one appropriate statistical test or method for data analysis. The key points to consider when choosing a statistical test include the purpose of the analysis (e.g., to make comparisons, to assess relationships, or to test for interactions), the type of data (e.g., categorical or continuous), the study design, and the number of cohorts. 6 The details of choosing a statistical test are beyond the scope of this refresher course. Some common statistical tests are described in Table II ; readers are referred to other texts for additional details. 3, 6, 7 Although a reader may not have the expertise to determine the appropriateness of a specific analysis plan, most of the statistical errors in anesthesia studies can be recognized (and avoided) without extensive statistical knowledge. [8] [9] [10] In general, the most common statistical errors relate to a failure to recognize the data's distribution, which affects the choices of descriptive statistics (to describe the data's centrality and spread) and inferential statistics (to compare two or more sets of data). Data can have a binomial distribution, a normal ("bell curve") distribution, a skewed (asymmetric) distribution, or other less common distributions (such as a bimodal one). I will focus on normal and skewed distributions, which tend to be more common.
The normal distribution is commonly seen for many biological phenomena (e.g., systolic blood pressure in a random sample). The common statistics of centrality, mean (arithmetic average), median (middle observation), and mode (most frequent observation), will be identical and located at the peak of the bell curve. In contrast, the values of those three statistics will differ in skewed distributions. Skewed distributions can be left- skewed (also called negatively skewed), with the tail to the left of the peak (e.g., age distribution of individuals with perioperative myocardial infarction since children suffer infrequently from this problem), or right-skewed (also called positively skewed), with the tail to the right of the peak (e.g., postoperative hospital length of stay for a low-risk surgical procedure). In skewed distributions, the mode will describe the value at the peak of the curve, the mean will be the statistic of centrality that has a value closest to the tail, and the median will lie between the mode and the mean. To remember this easily, note that mean, median, and mode are in alphabetical order going from the tail to the peak. For a skewed distribution, the median is the most appropriate statistic of centrality. Statistics that describe the spread of the data include range (difference between largest and smallest observation), interquartile range (central 50% of a distribution), standard deviation (SD, a summary measure of the differences of each observation from the mean of all observations), and variance (square of the SD). The standard deviation and the interquartile range are usually the most appropriate statistics to describe the spread in normal and skewed distributions respectively.
Inferential tests can be divided into parametric and non-parametric tests. Parametric tests make a number of assumptions about the data, including an assumption the data is distributed in a particular distribution -usually the normal distribution. Non-parametric tests do not make such assumptions. 3 Traditionally, parametric tests were believed to be more powerful in their ability to detect a statistical difference compared to non-parametric tests; however, the difference in power between the two types of tests may not be significant. 11, 12 When the data appear to be distributed in a non-normal fashion, the reader should determine whether the investigators used non-parametric tests, which are appropriate, or parametric tests. A common error is the use of parametric statistics with data that violate the assumptions of those tests. The risk of a false positive result will increase, especially if the distribution of data deviates greatly from a normal distribution. If parametric tests are to be employed appropriately, non-normally distributed data should be mathematically transformed (by using the reciprocal, square root, or logarithm of the variable) to yield a normal distribution.
H Ho ow w w we er re e c co om mm mo on n i is ss su ue es s a ad dd dr re es ss se ed d w wh he en n t th he ey y o oc cc cu ur rr re ed d? ? A reader should expect to see a description of the methods used to address some common issues that occur in a study. Issues relating to multiple comparisons and dropouts / outliers should be addressed before the study and are described in the study's methods section; issues relating to negative results and zero events are usually addressed after the study is completed and may be described either in the study's methods or discussion sections.
I Is ss su ue es s t th ha at t s sh ho ou ul ld d h ha av ve e b be ee en n a ad dd dr re es ss se ed d b be ef fo or re e t th he e s st tu ud dy y s st ta ar rt te ed d When a P-value of < 0.05 demonstrates a statistically significant difference, the chance of a false positive result is one in 20 for a single comparison. If multiple comparisons are made amongst variables that may be related to each other (e.g., comparisons of multiple demographic factors between two groups, comparisons of an outcome over multiple time points between two groups, or pairwise comparisons of more than two groups), each comparison has a one in 20 chance of resulting in a false positive result. Without adjustment of the P-value, one should not be surprised to see a "positive" result if 20 comparisons were made. In situations of multiple comparisons, adjustment of the Pvalue is needed to ensure that the chance of a false positive result is one in 20 for all comparisons. There are a number of methods to adjust for multiple comparisons. One common and conservative method is the Bonferroni correction, in which the P-value needed to demonstrate a statistically significant difference in one comparison is < 0.05/n, where n is the number of comparisons to be made.
During a study, subjects may drop out or withdraw before completing the study. Whether the total number of subjects should include or exclude dropouts/withdrawals will depend on the nature of the research question, the intervention, and the outcome of the study. For example, if the question is "What is the postoperative pain intensity of patients receiving analgesia from a properly sited epidural catheter?" one may be justified in excluding subjects with dislodged epidurals or patchy sensory blockade. However, if the question is "What is the postoperative pain intensity of patients receiving epidural analgesia?" one should include all subjects with epidural catheters. In situations when the decision to include or exclude dropouts/withdrawals is debatable, including all subjects in the analysis (i.e. intention-to-treat analysis) is more conservative. One may perform post-hoc sensitivity analyses to determine whether exclusion of dropouts affects the conclusion or not.
Similarly, outliers or extreme values can occur due to extremes of the norm (e.g., height in a basketball player), idiosyncracies in a subject (e.g., genetic varia-tions of a metabolic pathway), or to errors in the collection or manipulation of the data (e.g., transcription errors). The first two should be included in the data analysis; the third should not.
I Is ss su ue es s t th ha at t s sh ho ou ul ld d h ha av ve e b be ee en n a ad dd dr re es ss se ed d a at t t th he e e en nd d o of f t th he e s st tu ud dy y A study with a presumably adequate sample size may still find no difference (a "negative result") between groups. Failure to detect a difference is not the same as the absence of a difference (equivalence). If the sample size was calculated based on a formula for equivalence, then one may conclude that the compared groups were statistically equivalent with respect to the outcome on which the sample size was based. If the anticipated difference in the frequency of the outcome between the compared groups was so small that any lesser difference would not be clinically significant, one may conclude that the groups are sufficiently similar, clinically, with respect to the outcome on which the sample size was based. If the negative result is not due to either of the two situations above, the authors should calculate the power of the study to detect the anticipated difference based on the observed frequency of the outcome in the control group (power analysis), describe the smallest detectable difference based on the study's sample size and the observed frequency of the outcome in the control group, or calculate the number of additional subjects required to conclude that the observed difference is statistically significant. For readers who wish to determine whether a negative study has an adequate sample size to detect a clinically important difference, sample size nomograms 13 and freeware power calculators 5 are available. Another issue is the null result or zero event. This is especially common with measurements of rare events. As with negative results, absence of an event is not the same as a zero probability of its occurrence. The authors should provide an estimate of the maximum frequency of the outcome (i.e., the upper 95% confidence limit of 0/n). For readers who wish to calculate the frequency, the formula is: maximum frequency = 1 -0.05 1/n where n is the number of subjects. 14, 15 For sample sizes with more than 30 subjects, the equation can be simplified to: maximum frequency = 3/n where n is the number of subjects. 14, 15 S Su um mm ma ar ry y Along with issues related to study design, errors in the data analysis plan can threaten the validity of results.
Readers (and authors) should check for common statistical errors that may bias results or invalidate conclusions.
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