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Abstract
For each Lp-Wasserstein distance (p > 1) with the cost function induced by the L2-distance on loop
groups, we show that there exists a unique optimal transport map solving the Monge–Kantorovich problem
when the initial probability measure is absolutely continuous with respect to the heat kernel measure. In
particular, this provides us a family of measurable maps on loop groups which push the heat kernel measure
forward to the pinned Wiener measure.
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1. Introduction
P. Malliavin constructed in [14] Brownian motions on loop groups and introduced the heat
kernel measure on them. This measure admits good properties (see [6,7]). Another well-known
probability measure on the loop group is the pinned Wiener measure. In [8] and [2], it was
shown that the heat measure is absolutely continuous with respect to the pinned Wiener measure.
A natural question is if there is a measurable map which pushes forward the heat measure to the
pinned Wiener measure.
The Monge–Kantorovich problem is to consider how to move the mass from one distribution
to another as efficiently as possible. Here the efficiency is measured against a positive cost func-
tion c(x, y). Precisely, given two probability measures μ and ν on a measurable space X, define
its Wasserstein distance by
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{ ∫
X×X
c(x, y)π(dx,dy); π ∈ C (μ, ν)
}
, (1.1)
where c :X × X → [0,+∞] is called the cost function and C (μ, ν) is the set of all probability
measures on X×X with marginals μ and ν respectively. Then the Monge–Kantorovich problem
is to find a measurable map T satisfying ν = (T )∗μ such that the probability measure π =
(id × T )∗μ attains the infimum in (1.1). Here the notion (T )∗μ denotes the push forward of
measure μ by a measurable map T , i.e. (T )∗μ = μ ◦ T −1; id denotes the identity map. It is
well known that the solving of this problem is very crucially dependent on the cost function. On
Euclidean space Rd and Riemannian manifold, there are many works to solve this problem with
respect to different cost functions such as [5,15,12,13]. When the dimension of the space goes to
infinity, Feyel and Üstünel in [11] proved the existence and uniqueness of the optimal transport
map on the abstract Wiener space. Refer to [3] for general survey on this respect and to [17] for
detail discussions.
In [10], Fang and I solved the Monge–Kantorovich problem on loop groups. We developed
a new method to prove the existence and uniqueness of the optimal transport map by exploring
the solutions of corresponding differential equations. There we used the “Riemannian distance”,
a kind of Cameron–Martin distance in some sense, to define the L2-Wasserstein distance. The
advantage of this distance is that there exists a sequence of suitable finite dimensional approx-
imations, which makes it possible to use the results in finite dimensional Lie groups. But the
“Riemannian distance” is too strong, so that the L2-Wasserstein distance induced by it between
the pinned Wiener measure and heat kernel measure on loop group is infinite. Therefore, our
existence result on the optimal transport map cannot be used to pinned Wiener measure and heat
kernel measure in this case.
In this work, we will use another smaller distance, L2-distance, to define the Wasserstein dis-
tance on loop groups. It seems that the L2-distance is more relevant to physical setting (see [4,9]).
In the following we will introduce some notations on loop groups and give out our main result
of this paper.
Let G be a connected compact Lie group and G its Lie algebra endowed with an Ad-invariant
inner product 〈 , 〉G , where “Ad” denotes the adjoint representation of G. Denote LeG the loop
group over Lie group G, that is,
LeG =
{
 : [0,1] → G continuous; (0) = (1) = e},
where e denotes the unit element of Lie group G. Let ρ(·,·) be the Riemannian metric on G, that
is,
ρ(x, y) = inf
{
L(γ ) :=
( 1∫
0
∣∣∣∣γ (t)−1 ddt γ (t)
∣∣∣∣
2
G
dt
)1/2}
,
where the infimum is taken over all absolutely continuous curves connecting x and y. It’s easy
to see ρ(x, y) = ρ(e, x−1y) by definition. The topology of LeG is determined by the uniform
distance d∞(1, 2) for 1, 2 ∈ LeG, i.e.
d∞(1, 2) := max ρ
(
1(θ), 2(θ)
)
. (1.2)θ∈[0,1]
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distance on LeG:
dL2(1, 2) =
( 1∫
0
ρ
(
1(θ), 2(θ)
)2 dθ
)1/2
. (1.3)
It is obvious that dL2(1, 2) d∞(1, 2) for any 1, 2 ∈ LeG. In this paper, we consider the
Wasserstein distance induced by the L2-distance on LeG. Given two probability measures σ1
and σ2 over LeG, the Lp-Wasserstein distance between them is defined by: for p > 1,
Wp(σ1, σ2) = inf
{ ∫
LeG×LeG
dL2(1, 2)
p π(d1,d2); π ∈ C (σ1, σ2)
}1/p
. (1.4)
Throughout this paper, let μ0 denote the pinned Wiener measure on LeG. This measure is
the law of the process {gs : 0  s  1} pinned so that g1 = e, where g is the solution of the
Stratonovich stochastic differential equation
dgs = gs ◦ dbs, g0 = e.
Here b is a standard G -valued Brownian motion with covariance 〈 , 〉G . From now on, let ν denote
the heat kernel measure, which may be described as the law of LeG-valued Brownian motion
{Σ(t, ·)}t0 at time t = 1.
The main result of the paper is:
Theorem 1.1. Let σ1 and σ2 be two probability measures on LeG. Assume σ1 is absolutely
continuous with respect to the heat kernel measure ν on LeG. Then for each p > 1 there exists a
unique measurable map Tp :LeG → LeG such that (Tp)∗σ1 = σ2 and
Wp(σ1, σ2)
p =
∫
LeG
dL2
(
,Tp()
)p dσ1(),
where
Wp(σ1, σ2)
p := inf
{ ∫
LeG×LeG
dL2(1, 2)
p π(d1,d2); π ∈ C (σ1, σ2)
}
.
In particular, for each p > 1, there exists a unique measurable map Tp :LeG → LeG such that
Tp pushes heat kernel measure ν forward to pinned Wiener measure μ0 on LeG.
In the next section, we will first prove this theorem in the case p = 2 in order to explain the
idea of the argument. For the general case p > 1, it is stated in Section 3.
2. Proof of Theorem 1.1: the case p = 2
Let us first recall a well-known result on the Kantorovich dual problem. By [17, Theo-
rem 5.10], it holds that for any two probability measures σ1, σ2 on LeG,
W2(σ1, σ2)
2 = sup
{ ∫
φ(1) σ1(d1) +
∫
ψ(2) σ2(d2)
}
,LeG LeG
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such that φ(1) + ψ(2) dL2(1, 2)2.
In our situation, as G is assumed to be compact, its diameter is finite, denoted by D. Then
dL2(x, y)D < +∞. Following the method of [15, Lemma 2 and Proposition 3], there exists a
pair of functions (ψc,ψ), satisfying ψ :LeG →R and ψ = ψcc, such that
W2(σ1, σ2)
2 =
∫
LeG
ψc(1)(1) σ1(d1) +
∫
LeG
ψ(2) σ2(d2) (2.1)
where ψc(1) := inf2∈LeG{dL2(1, 2)2 −ψ(2)} is finite everywhere. In the rest of this section,
we will fix such pair of functions (ψc,ψ) and denote by φ() = ψc(). φ is Lipschitz continuous
with respect to the distance dL2(1, 2). In fact, for any fixed 1, 2 ∈ LeG, for any ε > 0, there
exists ε ∈ LeG such that ψc(2) dL2(2, ε)2 − ψ(ε) − ε. Then
φ(1) − φ(2) = ψc(1) − ψc(2)
 dL2(1, ε)2 − ψ(ε) − dL2(2, ε)2 + ψ(ε) + ε

(
dL2(1, ε) + dL2(2, ε)
)(
dL2(1, ε) − dL2(2, ε)
)+ ε
 2DdL2(1, 2) + ε.
Letting ε → 0+, we get φ(1) − φ(2)  2DdL2(1, 2). Changing the place of 1 and 2, we
get φ is Lipschitz continuous.
Next, we shall use the Rademacher’s theorem on loop group LeG to show that φ is in the
Sobolev space. Before this, we introduce some basic notions. Set
H(G ) =
{
h : [0,1] → G ; h(0) = 0, |h|2H =
1∫
0
∣∣h˙(t)∣∣2G dt < +∞
}
.
Let
H0(G ) =
{
h ∈ H(G ); h(0) = h(1) = 0}.
For h ∈ H0(G ), |h|H0 := (
∫ 1
0 |h˙(θ)|2G dθ)1/2.
For a cylindrical function F :LeG →R in the form
F() = f ((θ1), . . . , (θn)), f ∈ C∞(Gn),
and h ∈ H0(G ), define
(DhF)() = ddε
∣∣∣∣
ε=0
F
(
eεh
)= n∑
i=1
〈
∂if, (θi)h(θi)
〉
T(θi )G
,
where ∂if denotes the ith partial derivative. The gradient operator ∇L on LeG is defined as
(∇LF )() = n∑
i=1
−1(θi)(∂if )G(θi, ·),
where G(θi, θ) := θi ∧ θ − θiθ . Consider
E (F,F ) :=
∫ ∣∣∇LF ∣∣2
H0
dν.
LeG
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the set of all cylindrical functions is dense in D21(ν).
Now, we introduce the Riemannian distance on LeG. A continuous curve γ : [0,1] → LeG is
said to be admissible if there exists z ∈ H(H0) such that
∂
∂t
γ (t, θ) = γ (t, θ) ∂
∂t
z(t, θ), γ (0, θ) = e. (2.2)
Here
H(H0) =
{
z : [0,1] → H0(G ); zt =
t∫
0
∂
∂s
z(s)ds, ‖z‖2 :=
1∫
0
∣∣∣∣ ∂∂s z(s)
∣∣∣∣
2
H0
ds < ∞
}
.
For a continuous curve γ on LeG, if it is admissible, its length is defined by
L(γ ) =
( 1∫
0
∣∣∣∣ ∂∂s z(s)
∣∣∣∣
2
H0
ds
)1/2
;
otherwise, its length L(γ ) := +∞. The Riemannian distance dL on LeG is defined by
dL(1, 2) = inf
{
L(γ ); γ (0) = 1, γ (1) = 2
}
, (2.3)
where γ runs over the set of all continuous curves on LeG. It’s clear that dL is left invariant:
dL(1, 2) = dL(1, 2), , 1, 2 ∈ LeG. It is clear that
dL2(1, 2) d∞(1, 2) dL(1, 2). (2.4)
According to the Rademacher’s theorem (Theorem 1.5 and Proposition 3.4 in [16]), we get
Lemma 2.1. Every dL2 -Lipschitz continuous function F is in D21(ν).
Here and in the sequel, a function F on a metric space (X,d) is said to be d-Lipschitz
continuous, where d is a metric on X, if there exists some constant C > 0 such that∣∣F(x) − F(y)∣∣ Cd(x, y), ∀x, y ∈ X.
Proposition 2.2 (Key proposition). If there exist 1 and 2 in LeG such that
φ(1) + ψ(2) = dL2(1, 2)2, (2.5)
and φ is differentiable at 1, then 2 is uniquely determined by 1 and φ.
Proof. For h ∈ H0(G ) and ε > 0, by the fact φ = ψc, we get
φ
(
1e
εh
)+ ψ(2) dL2(1eεh, 2)2.
Subtracting (2.5) from both sides of previous inequality yields
φ
(
1e
εh
)− φ(1) dL2(1eεh, 2)2 − dL2(1, 2)2
=
1∫
ρ
(
1(t)e
εh(t), 2(t)
)2 dt −
1∫
ρ
(
1(t), 2(t)
)2 dt. (2.6)
0 0
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2(t)−11(t), vt (1) = e and
L(vt )
2 =
1∫
0
∣∣∣∣v−1t (s) dds vt (s)
∣∣∣∣
2
G
ds = ρ(1(t), 2(t))2.
Set v˜t (s) = vt (s)e(1−s)εh(t), s ∈ [0,1]. Then v˜t (0) = 2(t)−11(t)eεh(t) and v˜t (1) = e. Hence,
ρ
(
1(t)e
εh(t), 2(t)
)2  L(v˜t )2. (2.7)
As
dsv˜t (s) =
(
v˙t (s)e
(1−s)εh(t) − εv˜t (s)h(t)
)
ds,
where ds stands for the derivative with respect to s, we get
L(v˜t )
2 =
1∫
0
∣∣v˜t (s)−1 ˙˜vt (s)∣∣2G ds
=
1∫
0
∣∣Ade−(1−s)εh(t)(vt (s)−1v˙t (s))− εh(t)∣∣2G ds
=
1∫
0
∣∣vt (s)−1v˙t (s)∣∣2G − 2ε〈Ade−(1−s)εh(t)(vt (s)−1v˙t (s)), h(t)〉G + ε2∣∣h(t)∣∣2G ds
= ρ(1(t), 2(t))2 − 2ε
1∫
0
〈
Ade−(1−s)εh(t)
(
vt (s)
−1v˙t (s)
)
, h(t)
〉
G ds + ε2
∣∣h(t)∣∣2G .
Invoking (2.6) and (2.7), we obtain
φ
(
1e
εh
)− φ(1)−2ε
1∫
0
1∫
0
〈
Ade−(1−s)εh(t)
(
vt (s)
−1v˙t (s)
)
, h(t)
〉
G ds dt
+ ε2
1∫
0
∣∣h(t)∣∣2G dt.
Dividing both sides by ε, letting ε → 0+ and ε → 0− respectively, it follows
〈∇φ(1), h〉H −2
1∫
0
〈 1∫
0
vt (s)
−1v˙t (s)ds, h(t)
〉
G
dt, (2.8)
〈∇φ(1), h〉H −2
1∫ 〈 1∫
vt (s)
−1v˙t (s)ds, h(t)
〉
G
dt. (2.9)
0 0
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Vt (u) =
u∫
0
vt (s)
−1v˙t (s)ds, u ∈ [0,1], (2.10)
then we have shown by (2.8), (2.9) that
〈∇φ(1), h〉H0 = −2
1∫
0
〈
Vt (1), h(t)
〉
G dt. (2.11)
Set
V˜s(u) =
s∫
0
Vt (u)dt.
Then (2.11) and h ∈ H0(G ) yield that
〈∇φ(1), h〉H0 = 2
1∫
0
〈
V˜t (1),
dh(t)
dt
〉
G
dt. (2.12)
By the arbitrariness of h ∈ H0(G ) and the continuity of t → V˜t (1), the previous equality implies
V˜t (1) is uniquely determined by ∇φ(1) for each t ∈ [0,1]. Hence, Vt (1) is uniquely deter-
mined. Moreover, as 1 → 〈∇φ(1), h〉H0 is measurable from LeG to R, the measurability of
1 → V˜t (1) and 1 → Vt(1) follows immediately. Due to Lemma 2.3 below, Vt(1) determines
uniquely a geodesic vt : [0,1] → G so that vt (1) = e. Therefore, 2(t) is uniquely determined
by φ and 1. Therefore, we conclude the proof. 
Lemma 2.3. Using the notations as above. Then Vt (1) determines uniquely a minimizing
geodesic vt : [0,1] → G such that vt (1) = e.
Proof. Let a ∈ G , ε ∈ R and c ∈ C2([0,1],R) such that c(0) = c(1) = 0. Consider vt,ε(s) =
vt (s)e
εc(s)a
, s ∈ [0,1]. Then vt,ε(0) = vt (0) and vt,ε(1) = vt (1).
dsvt,ε(s) = vt,ε(s)
(
Ade−εc(s)a vt (s)−1v˙t (s) + εc′(s)a
)
ds,
and
L(vt,ε)
2 =
1∫
0
∣∣Ade−εc(s)a vt (s)−1v˙t (s) + εc′(s)a∣∣2G ds.
Since ε → L(vt,ε)2 arrives its minimum at ε = 0, we get
0 = d
dε
L(vt,ε)
2 = 2
1∫ 〈
vt (s)
−1v˙t (s), c′(s)a
〉
G ds0
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1∫
0
〈
V ′t (s), c′(s)a
〉
G ds
= 2〈Vt(1), c′(1)a〉G − 2〈Vt (0), c′(0)a〉G − 2
1∫
0
〈
Vt(s), c
′′(s)a
〉
G ds.
This yields
〈
Vt(1), c′(1)a
〉
G =
1∫
0
〈
Vt (s), c
′′(s)a
〉
G ds. (2.13)
Assume v¯t be another minimizing geodesic such that v¯t (1) = e and V¯t (1) = Vt (1), where
V¯t (u) =
∫ u
0 v¯t (s)
−1 ˙¯vt (s)ds, u ∈ [0,1]. Then analogous deduction yields
1∫
0
〈
V¯t (s), c
′′(s)a
〉
G ds =
1∫
0
〈
Vt (s), c
′′(s)a
〉
G ds.
Since s → c′′(s)a is dense in L2(μ;G ),
Vt(s) = V¯t (s), for almost everywhere s ∈ [0,1].
The continuity of s → Vt (s) and s → V¯t (s) yields
Vt(s) = V¯t (s), for all s ∈ [0,1].
Therefore,
d
ds
Vt (s) = dds V¯t (s), i.e. vt (s)
−1v˙t (s) = v¯t (s)−1 ˙¯vt (s) =: kt (s).
Since the solution of
dsvt (s) = vt (s)kt (s)ds, vt (1) = e
is unique, it follows that v¯t (s) = vt (s) for all s ∈ [0,1]. In particular, v¯t (0) = vt (0). The proof is
complete. 
Proof of Theorem 1.1 for p = 2. We have shown in (2.1) that
W2(σ1, σ2)
2 =
∫
LeG
φ(γ1)dσ1 +
∫
LeG
ψ(γ2)dσ2.
By Lemma 2.1, φ is ν-almost everywhere differentiable and in D21(ν). Since dL2(·,·) is con-
tinuous from LeG × LeG to R, and C (σ1, σ2) is tight, there exists an optimal transport plan
π ∈ C (σ1, σ2) such that
W2(σ1, σ2)
2 =
∫
dL2(1, 2)
2 π(d1,d2).
LeG×LeG
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LeG×LeG
(
φ(1) + ψ(2)
)
π(d1,d2) =
∫
LeG×LeG
dL2(1, 2)
2 π(d1,d2).
As φ = ψc, there exists a measurable set Ω1 ⊂ LeG ×LeG such that π(Ω1) = 1, and
φ(1) + ψ(2) = dL2(1, 2)2, ∀(1, 2) ∈ Ω1.
Since φ is ν-a.e. differentiable, there exists a measurable set A ⊂ LeG with ν(A) = 1 on which
φ is differentiable everywhere. Let Ω = Ω1 ∩ (A ×LeG), then π(Ω) = 1.
For (1, 2) ∈ Ω , Proposition 2.2 yields that there 2 ∈ LeG is uniquely determined by 1
and φ. Denote this map by 2 = T (1). Let us assume T is measurable first, then for any
measurable function F on LeG ×LeG,∫
LeG×LeG
F (1, 2)π(d1,d2) =
∫
LeG×LeG
F
(
1,T (1)
)
π(d1,d2)
=
∫
LeG×LeG
F
(
1,T (1)
)
σ1(d1).
This implies that
π = (id ×T )∗σ1 and (T )∗σ1 = σ2. (2.14)
If there exists another measurable map S :LeG → LeG such that (S )∗σ1 = σ2 and
W2(σ1, σ2)
2 =
∫
LeG
dL2
(
,S ()
)2
σ1(d).
Then the measure π˜ := (id ×S )∗σ1 is an optimal transport map. Since in above discussion π is
an arbitrary optimal transport plan in C (σ1, σ2), applying (2.14) to π˜ , we obtain
π˜ = (id ×T )∗σ1, and S = T , σ1-a.e.
This proves the uniqueness of T .
To complete the proof of this theorem, it remains to prove T is measurable.
Let {βn, n 1} ⊂ C∞([0,1],R) be an orthonormal basis of the space H0(R) = {f : [0,1] →
R; f (0) = f (1) = 0, ∫ 10 |f ′(s)|2 ds < +∞}. Define
cn(t) =
t∫
0
βn(s)ds − t
1∫
0
βn(s)ds.
Let {e1, . . . , ed} be an orthonormal basis of G . Then {βnei, n 1, i = 1, . . . , d} be an orthonor-
mal basis of H(G ). Let Ut(u) =
∫ u
0 Vt (s)ds. Then (2.13) can be rewritten as
〈
Vt (1), c′n(1)ei
〉
G =
1∫
0
〈
U˙t (s), β
′
n(s)ei
〉
G ds = 〈Ut ,βnei〉H(R).
It follows that
Ut(s) =
∑ d∑〈
Vt (1), c′n(1)ei
〉
G βn(s)ei . (2.15)n1 i=1
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measurable with respect to 1 for each s ∈ [0,1], so does Vt (s). Then by the definition (2.10),
dsvt (s) = vt (s)dVt (s), vt (1) = e.
Therefore for each t ∈ [0,1], vt (s) is a measurable mapping of 1 for each s ∈ [0,1]. Then we
obtain the measurability of 1 → 2(t) = 1(t)vt (0)−1 for t ∈ [0,1].
For the heat kernel measure and pinned Wiener measure on loop group, as they are mutually
absolutely continuous, we can apply the result of first part of this theorem to show the existence
of measurable maps T pushing ν forward to μ0 and S pushing μ0 forward to ν. Furthermore,
W2(ν,μ0)
2 =
∫
LeG
dL2
(
,T ()
)2 dν() = ∫
LeG
dL2
(
S (), 
)2 dμ0().
For any measurable function F on LeG, it holds∫
LeG
F ()dν() =
∫
LeG
F
(
S ()
)
dμ0() =
∫
LeG
F
(
S
(
T ()
))
dν().
Therefore,
S ◦T = id, ν-a.e.,
where id is the identity map.
Till now, we have completed the proof of Theorem 1.1 for p = 2. 
3. Proof of main result: general case p > 1
Now we shall prove Theorem 1.1 for general p > 1. Recall that for two probability measures
σ1 and σ2 on LeG, define the Lp-Wasserstein distance between them by
Wp(ν,σ ) = inf
π
{ ∫
LeG×LeG
dL2(1, 2)
p π(d1,d2)
}1/p
, (3.1)
where the infimum is taken over C (ν, σ ). The difficulty in the case p > 1 and p = 2 is to prove
the uniqueness of 2 determined by the equation
φ(1) + ψ(2) = dL2(1, 2)p.
We get around this difficulty by using a more delicate variational method than the method used
in the proof of Proposition 2.2.
Proof of Theorem 1.1 for p > 1. According to [17, Theorem 5.10] and [15], there exists a
couple of functions φ and ψ from LeG to R such that φ = ψc, where the function c(1, 2) =
dL2(1, 2)
p from now on. The boundedness of dL2 yields easily that φ = ψc is dL2 -Lipschitz
continuous, and hence belongs to D21(ν) thanks to Lemma 2.1.
To prove Theorem 1.1 for p > 1, we can get along with the same lines as the proof for p = 2.
We omit similar steps in the argument, and only prove the main different part, which is to prove
that: if it holds
φ(1) + ψ(2) = dL2(1, 2)p,
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vt (0) = 2(t)−11(t), vt (1) = 1 and L(vt )2 = ρ(1(t), 2(t)). Using the same variation as in the
argument of Proposition 2.2 again, we can obtain
〈∇φ(1), h〉H0 = −pdL2(1, 2)p−2
1∫
0
〈
Vt (1), h(t)
〉
G dt (3.2)
instead of formula (2.11). This yields that dL2(1, 2)p−2Vt(1) is uniquely determined by ∇φ(1)
for almost everywhere t ∈ [0,1]. Using the same variation as in the argument of Lemma 2.1, we
get formula (2.13) again
〈
Vt (1), c′(1)a
〉
G =
1∫
0
〈
Vt(s), c
′′(s)a
〉
G ds,
for any c ∈ C2([0,1],R) with c(0) = c(1) = 0, any a ∈ G , and each t ∈ [0,1]. Taking a =
dL2(1, 2)
p−2b for b ∈ G , we get
〈
dL2(1, 2)
p−2Vt(1), c′(1)b
〉
G =
1∫
0
〈
dL2(1, 2)
p−2Vt (1), c′′(s)b
〉
G ds. (3.3)
Assume ˜2 ∈ LeG such that
φ(1) + ψ(˜2) = dL2(1, 2)p.
Let v˜t : [0,1] → G be a minimizing geodesic such that v˜(1) = e and v˜(0) = ˜2(t)−11(t). Anal-
ogously, define V˜t (u) =
∫ u
0 v˜t (s)
−1 ˙˜vt (s)ds and it holds that
〈
dL2(1, ˜2)
p−2V˜t (1), c′(1)b
〉
G =
1∫
0
〈
dL2(1, ˜2)
p−1V˜t (s), c′′(s)b
〉
G ds. (3.4)
Since dL2(1, ˜2)p−1V˜t (1) is also determined by ∇φ(1) for almost everywhere t ∈ [0,1], there
exists a subset Ω ⊂ [0,1] with full Lebesgue measure in [0,1] such that
dL2(1, 2)
p−1Vt(1) = dL2(1, ˜2)p−1V˜t (1), ∀t ∈ Ω. (3.5)
Due to the denseness of functions in the form s → c′′(s)b in L2(μ;G ), and the continuity of
s → Vt(s) and s → V˜t (s), we get
dL2(1, 2)
p−2Vt(s) = dL2(1, ˜2)p−2V˜t (s), ∀s ∈ [0,1], t ∈ Ω. (3.6)
It follows then
dL2(1, 2)
p−2V˙t (s) = dL2(1, ˜2)p−2 ˙˜V t (s), for a.e. s ∈ [0,1], t ∈ Ω,
where dot · denotes the derivative relative to s. According to the definitions of Vt and V˜t , as vt (s)
and v˜t (s) are minimizing geodesics, we obtain
dL2(1, 2)
p−2ρ
(
1(t), 2(t)
)= dL2(1, ˜2)p−2ρ(1(t), ˜2(t)), ∀t ∈ Ω. (3.7)
Integrating the square of both sides with respect to t yields
dL2(1, 2)
2(p−1) = dL2(1, ˜2)2(p−1). (3.8)
612 J. Shao / Bull. Sci. math. 135 (2011) 601–612Combining this with (3.5), we obtain
Vt(1) = V˜t (1), ∀t ∈ Ω.
Using Lemma 2.3, we have 2(t) = ˜2(t) for t ∈ Ω . The continuity of 2(t) and ˜2(t) yields
2(t) ≡ ˜2(t) for t ∈ [0,1], and hence 2 ∈ LeG is uniquely determined. 
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