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ABSTRACT
Collaborative filtering, especially latent factor model, has been pop-
ularly used in personalized recommendation. Latent factor model
aims to learn user and item latent factors from user-item historic
behaviors. To apply it into real big data scenarios, efficiency be-
comes the first concern, including offline model training efficiency
and online recommendation efficiency. In this paper, we propose
a Distributed Collaborative Hashing (DCH) model which can sig-
nificantly improve both efficiencies. Specifically, we first propose
a distributed learning framework, following the state-of-the-art
parameter server paradigm, to learn the offline collaborative model.
Our model can be learnt efficiently by distributedly computing sub-
gradients in minibatches on workers and updating model parame-
ters on servers asynchronously. We then adopt hashing technique
to speedup the online recommendation procedure. Recommenda-
tion can be quickly made through exploiting lookup hash tables.
We conduct thorough experiments on two real large-scale datasets.
The experimental results demonstrate that, comparing with the
classic and state-of-the-art (distributed) latent factor models, DCH
has comparable performance in terms of recommendation accuracy
but has both fast convergence speed in offline model training proce-
dure and realtime efficiency in online recommendation procedure.
Furthermore, the encouraging performance of DCH is also shown
for several real-world applications in Ant Financial.
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1 INTRODUCTION
With the rapid growth of E-commerce and other online applica-
tions, all kinds of information appear on the internet. Meanwhile,
more and more users search, buy, and even study through online
platforms. Naturally, it becomes much more difficult for users to
find their desired items (information), which is known as the infor-
mation overload problem. Personalized recommendation is widely
exploited in almost all the internet companies due to its great ability
to solve the information overload problem [6, 28].
Collaborative Filtering (CF) is one of the most popular techniques
in personalized recommendation, and its main assumption is that
users who behave similarly on some items will also behave similarly
on other items [26, 32]. Among CF, model-based methods, espe-
cially latent factor models [1, 11, 25], draw a lot of attention, which
mainly consist of two steps, i.e., offline model training procedure
and online recommendation procedure. The offline model train-
ing procedure focuses on learning user and item latent factors
from the known user-item actions, e.g., buy, rate, and click. Note
that user and item latent factors are usually real-valued vectors with
the same dimension and preserve the preferences of user and item
respectively [12, 20]. The online recommendation procedure
focuses on ranking the top k items which have the most similar
preferences with the target user. Take Figure 1 for example, during
the offline model learning procedure, we learn that Bob and Chris
have similar latent factors, since they both like scientific movies.
Similarly, we get that Matrix and Inception have similar latent vec-
tors, since they both belong to scientific movies. Here, we assume
user and item latent factors are 3-dimensional binary vectors for
simplification. During the online recommendation procedure, we
will naturally recommend Inception to Bob since their latent vectors
are the same.
To apply collaborative models in practical big data scenarios,
efficiency becomes the first challenge, which includes both offline
model training efficiency and online recommendation efficiency.
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user vector
Alice 1 0 0
Bob 0 1 1
Chris 0 1 1
item vector
Titantic 1 0 0
Matrix 0 1 1
Inception 0 1 1
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(b) Offline model training
Bob (011)
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Matrix (011) watched
Inception (011) Y
Serendipity (100) N
(c) Online recommendation
Figure 1: Toy exmaple. Using latent factor models to make recommendation includes two parts, i.e., offline model training
and online recomendation.
On one hand, although most existing latent factor models scale
linearly with the size of training dataset, a single machine has very
limited memory and CPU. Thus, it is still quite time-consuming to
frequently update a collaborative model on a single machine due to
the large user and item numbers in real applications. On the other
hand, online recommendation needs to calculate the similarities of
latent factors between the target user and all the candidate items.
This ranking procedure always needs to be done in realtime, and
thus becomes a serious problem when the size of candidate items
is very large.
To solve the efficiency challenge of the existing collaborative
models, in this paper, we propose a Distributed Collaborative Hash-
ing (DCH) model. For offline model training, we develop a dis-
tributed framework following the state-of-the-art parameter server
paradigm [14, 15, 29]. Specifically, our model can be learnt effi-
ciently by distributedly computing subgradients in minibatches on
workers and updating model parameters on servers asynchronously.
After that, our model outputs the hash codes as latent factors for
each user and each item, which makes them easy to store, compar-
ing with the real-valued latent vectors. For online recommendation,
hashing techniques [13, 35] are able to make efficient online recom-
mendations with user and item hash codes. This ranking procedure
usually has linear and even constant time complexity by exploiting
lookup hash tables [33] and thus satisfies the realtime requirement
of online recommendation. We finally conduct thorough experi-
ments on two large-scale datasets, i.e., the public Netflix dataset
and the real user-merchant payment data in Ant Financial.
Our main contributions are summarized as follows: (1) We pro-
pose an efficient model named Distributed Collaborative Hashing
(DCH), which offers the ability of efficient offlinemodel training and
online recommendation. To the best of our knowledge, this is the
first attempt in literature to address the efficiency problems of both
offline model training and online recommendation simultaneously.
(2) We develop a distributed learning algorithm, i.e., asynchronous
stochastic gradient descent with bounded staleness, to optimize
DCH using the state-of-the-art parameter server paradigm. (3) The
experimental results on two large-scale real datasets demonstrate
that, comparing with the classic and state-of-the-art (distributed)
latent factor models, our model has both (a) comparable accuracy
performance, and (b) fast convergence speed in offline model train-
ing procedure and realtime efficiency in online recommendation
procedure. (4) We have successfully deployed DCH into several
real-world applications in Ant Financial and achieved encouraging
performance.
2 BACKGROUND
In this section, we review background knowledge in three groups,
i.e., (1) latent factor model, (2) hashing technique, and (3) parameter
server.
2.1 Latent Factor Model
Latent factor model aims to learn user and item latent factors from
the existing user-item action histories and other additional infor-
mation, e.g., user social relationship, item content information, and
contextual information [1, 4, 5, 8, 11, 19, 20, 25]. Take a classic latent
factor model, i.e., matrix factorization [20], for example, it learns
user and item latent factors through regression on the existing
user-item ratings, which can be formalized as,
argmin
ui ,vj
∑
i, j
(
ri j − uTi vj
)2
+ λ
©­«
∑
i
| |ui | |2 +
∑
j
| |vj | |2ª®¬ , (1)
where ui and vj denote the latent factors of user i and item j,
respectively, and ri j denotes the known rating of user i on item j.
We will describe other parameters in details later.
Most existing latent factor models aim to learn the real-valued
user and item latent factors. Although they have good performance
in terms of recommendation accuracy and scale well during offline
training, it is difficult for them to rank the topk neighbors efficiently
during online recommendation. On one hand, it needs lots of space
to store the real-valued user and item latent factors. On the other
hand, it is time-consuming to calculate user-item predictions and
further rank scores to make recommendations. Hashing technique
provides an efficient way to solve this problem.
2.2 Hashing Technique
Hashing technique is aimed at learning binary hash codes of data
entities and has been proven a promising approach to solve the
nearest neighbor search problem [13, 17, 21, 27, 35]. It not only
makes efficient in-memory storage of massive data feasible, but
also makes the time complexity of the nearest neighbor search
problem linear and even constant by exploiting lookup hash tables
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Figure 2: Framework of parameter server, including ma-
chines layout and their communications.
[33]. Recently, there is a trend to adopt hashing techniques in per-
sonalized recommendation scenarios for better recommendation
efficiency [10, 16, 22, 31, 36, 37, 39]. They are mainly divided into
two categories: (1) first relax the solution from binary space {−1, 1}
to real space [−1, 1], and then learn real-valued user and item latent
factors by using the same way as the existing latent factor models,
and finally round or rotate them back to binary hash codes [37, 39];
(2) directly learn user and item binary hash codes by alternatively
optimizing subproblems [16, 36].
Although existing hashing based approaches efficiently solve
the online recommendation problem, it is difficult for them to scale
to large datasets in practice, since they do not support distributed
model learning. Parameter server appears to solve this problem.
2.3 Parameter Server
Parameter server is the state-of-the-art distributed learning frame-
work [14, 15, 29]. It contains a coordinator and two other groups of
computers, i.e., servers and workers, as is shown in Figure 2. The
coordinator controls the start and terminal of the algorithm based
on a certain condition, e.g., the number of iterations. The servers
are in charge of storing and updating model parameters of an al-
gorithm, e.g., user and item latent factors of matrix factorization.
The workers sequentially (or randomly) load and process train-
ing data and calculate the changes of the model parameters, e.g.,
the gradients of user and item latent factors when using gradient
descent to optimize matrix factorization. Meanwhile, communica-
tions between workers and servers make sure the model parameters
are correctly updated. Specifically, communication is performed
using the following two operations, (1) Pull(key, value). Before
loading data, workers first pull the up-to-date model parameters
from servers, and individually update these parameters. Note that,
before pull operation, workers first check which parameters will
be updated in this minibatch, and then only pull these parameters
from servers. This sparse communication strategy greatly reduces
the communication time, especially when model parameters are
extremely large. (2) Push(key, value). After workers load data
and calculate the changes of parameters, they push the changes of
parameters to servers, and then let servers update these parameters.
The coordinator allows workers and servers to asynchronously
update model parameters with bounded staleness, and thus is able
to make fully use of the memory and CPU of each machine.
3 DISTRIBUTED COLLABORATIVE HASHING
In this section, we first formulate our problem. We then describe
the collaborative hashing model that aims to learn user and item
hash codes. Next, we propose the distributed optimization method
to learn the collaborative hashing model. Then, we present our
distributed implementation in details. Finally, we describe online
recommendation and end this section with a discussion.
3.1 Problem Formulation
Collaborative Filtering (CF) solves the information overload prob-
lem through recommending latent interesting items to target users.
To do this, CF first learns the real-valued latent factors of users
and items from the past user-item action histories, and then makes
recommendation through matching users’ and items’ latent factors.
In contrast, collaborative hashing aims to learn the binary-valued
latent factors of users and items. Formally, let U and V be the
user and item set withM and N denoting user size and item size,
respectively. Let ri j be the known rating of user i ∈ U on item
j ∈ V . Usually, ri j is a real value in a certain region, and without
loss of generality, we assume ri j ranges in [0, 1] in this paper. Let
O be the training dataset, where all the user-item ratings in it are
known. We also use Ou and Ov to denote the users and items in
the training dataset, respectively. We further let U ∈ {−1, 1}K×M
and V ∈ {−1, 1}K×N be the user and item latent feature matrices,
with their column vectors ui and vj be the K-dimensional binary
hash codes for user i and item j , respectively. That is, ui ∈ {−1, 1}K
and vj ∈ {−1, 1}K , where K is the length of the hash codes.
Collaborative hashing aims to learn hash codes for each user
i ∈ U and each item j ∈ V , and then makes recommendation
through matching the hash codes of users and items.
3.2 Collaborative Hashing
To make recommendation using the learnt hash codes, user and
item hash codes need to preserve the preferences between them,
i.e., the similarity between their hash codes should directly denote
the similarity of their preferences. For two hash codes, e.g., ui and
vj , their similarity can be estimated by their Hamming distance,
i.e., the common bits in ui and vj , that is,
sim(ui ,vj ) = 1
K
K∑
k=1
1
(
u
(k )
i = v
(k )
j
)
=
1
2 +
1
2Ku
T
i vj , (2)
where 1(·) is the indicator function that equals to 1 if the expression
in it is true and 0 otherwise. To learn the approximate solutions of
ui and vj , we introduce the following objective function,
argmin
ui ,vj ∈{−1,1}K
L =
∑
i ∈Ou , j ∈Ov
(
ri j − 12 −
1
2Ku
T
i vj
)2
+ λ
©­«| |
∑
i ∈Ou
ui | |2F + | |
∑
j ∈Ov
vj | |2F
ª®¬ ,
(3)
where λ ≥ 0 and | | · | |2F denotes the Frobenius norm [39].
Equation (3) has an intuitive explanation. Its first term constrains
that a user-item rating is proportional to their similarity, i.e., the
bigger a user-item rating is, the more similar their hash codes are.
The second term requires the binary codes to be balanced, i.e., they
have the equal chance to be -1 or 1, and λ controls the balanced
degree. The balance constraint is equivalent to maximizing the
entropy of each bit of the binary codes, which indicates that each
bit carries as much information as possible [39].
Relaxation is widely adopted to find the approximate solutions of
binary values [34]. We first relax the solution space from {−1, 1}K
to [−1, 1]K , and then apply the continuous optimization techniques,
e.g., stochastic gradient descent or coordinate descent, to solve
Eq.(3), and at last, round the learnt real-valued solutions into {−1, 1}K .
Given the relaxed problem, we take the gradient of L with re-
spect to ui and vj and get,
∂L
∂ui
= − 1
K
∑
j ∈Ov
(
ri j − 12 −
1
2Ku
T
i vj
)
vj + 2λ
∑
i′∈Ou
ui′ ,
∂L
∂vj
= − 1
K
∑
i ∈Ou
(
ri j − 12 −
1
2Ku
T
i vj
)
ui + 2λ
∑
j′∈Ov
vj′ .
(4)
In this paper, we choose Stochastic Gradient Descent (SGD) to
optimize our model. Suppose α is the learning rate, ui and vj are
updated as,
ui ← ui − α ∂L
∂ui
,
vj ← vj − α ∂L
∂vj
.
(5)
Obtaining Binary Codes. After we solve the approximate so-
lution of U and V, we have the real-valued user and item latent
vectors, i.e., ui and vj ∈ [−1, 1]K . Thus, we need to round the real-
valued user and item latent factors into binary codes, i.e., u˜i and v˜j
∈ {−1, 1}K . Following the work in [39], we round real-valued ui
and vj to their closest binary vectors u˜i and v˜j , so that the learnt
binary codes are balanced. That is,
u˜
(k )
i =
{
1, ui (k ) > median (ui (k ) : i ∈ U),
−1, otherwise,
v˜
(k )
j =
{
1, vj (k ) > median (vj (k ) : j ∈ V),
−1, otherwise,
(6)
where k denotes the k-th bit in the binary codes and median(·)
represents the median of a set of real numbers.
3.3 Distributed Optimization—Asynchronous
Stochastic Gradient Descent with Bounded
Staleness
To fully make use of the memory and CPU of all the workers and
servers, we adopt the idea of asynchronous stochastic gradient
descent with bounded staleness to optimize our model. “Asynchro-
nous” means that all the workers independently run SGD on mini-
batch datasets. Specifically, each worker iteratively performs a SGD
operation, i.e., it pulls model parameters (i.e., user and item latent
factors) from servers, loads minibatch training data, calculates gra-
dients, and pushes the gradients (i.e., model changes) to servers.
clockt0 t1 t2 t3 t4 t5
worker1
worker2
worker3
Worker idle
A SGD operation
Figure 3: An illustration of asynchronous SGDwith bounded
staleness (P = 2).
Meanwhile, each server updates the model parameters stored in it
once it receives the model gradients from workers. Since there are
multi-worker running the SGD procedures asynchronously, each
worker will probably not send the most recent model gradients to
servers. The idea of “bounded staleness (delay)” has been exten-
sively used in distributed frameworks [14]. It makes a compromise
between total synchronization and asynchronization, which means
that servers will wait for all the workers to synchronize once after
a certain period. We use parameter P to denote the period of syn-
chronization, i.e., synchronize once after each worker has done P
SGD procedures.
Figure 3 shows the illustration of an asynchronous SGD with
bounded staleness when P = 2, where we omit the time of server
operations for conciseness. Three workers, i.e.,W1,W2, andW3,
start to perform SGD operations at t0.W1 takes three time slides
(from t0 to t3) to finish two SGD iterations—two time slides (from t0
to t2) for the first iteration and one time slide (from t2 to t3) for the
second iteration. Similarly,W2 takes two time slides (from t0 to t2)
to finish two SGD iterations, andW3 takes three time slides (from
t0 to t3) to finish two SGD iterations. During these two iterations,
all the workers perform SGD operations independently. However,
servers will wait for all the workers to synchronize after the second
iteration at time t3, since we set P = 2 in this example. After then,
all the workers start to perform SGD operations independently
again at t3. From it, we can see that synchronous SGD is a special
case of asynchronous SGD with bounded staleness when P = 1.
Model parameters projection.Model parameters may diverge
when performing distributed SGD. To avoid this, gradient-projection
approach becomes a choice to limit the set of admissible solutions
in the ball of radius 1/√γ [30]. That is, we projectui andvj into this
sphere by performing the following update at each synchronization
period t , e.g., t3 in Figure 3, that is
ui,t ←min
{
1,
1/√γ
| |ui,t | |
}
ui,t ,
vj,t ←min
{
1,
1/√γ
| |vj,t | |
}
vj,t .
(7)
where ui,t and vj,t denote latent vectors of ui and vj at time t ,
respectively.
3.4 Implementation
We implement DCH on Kunpeng—a parameter-server based dis-
tributed learning system in Alibaba and Ant Financial [38]. We
summarize the implementation sketch in Algorithm 3.1, which
contains the following three parts:
Algorithm 1: Implement DCH on parameter server
Input: ratings in training set (O), worker number (W ), server
number (S), synchronization period (P ), minibatch size
(B), learning rate (α ), projection radius (γ )
Output: user and item hash code matrices U and V
1 Coordinator node:
2 for s = 1 to S do
3 Assign server s to do initialization
4 end
5 Partition training data O evenly based onW
6 repeat
7 for p = 1 to P do
8 forw = 1 toW , parallel do
9 Assign workerw to do a SGD operation
10 end
11 end
12 Wait all workers to synchronize
13 for s = 1 to S do
14 Assign server s to do projection operation
15 end
16 until convergence;
17 for s = 1 to S do
18 Assign server s to do round operation
19 end
20 Worker nodew :
21 if receive a SGD command from the coordinator then
22 Load a minibatch size (B) data
23 Pull ui and vj that appear in this minibatch from server
nodes
24 Compute the gradients based on Eq.(4)
25 Push gradients back to servers
26 end
27 Server node s:
28 if receive initialization command from the coordinator then
29 Initialize U and V
30 end
31 if receive gradients from a worker then
32 Update U and V based on Eq.(5)
33 end
34 if receive projection command from the coordinator then
35 Project U and V based on Eq.(7)
36 end
37 if receive round command from the coordinator then
38 Round U and V based on Eq.(6)
39 end
40 return U and V
Coordinator node controls the status and procedure of the
whole algorithm, including starts and terminates of the algorithm,
and gives commands to workers and servers. Specifically, it first
assigns servers to initialize u andv , and then partitions the training
data evenly based onW . During the asynchronization period, it
assigns workers to do SGD operations independently. At each syn-
chronization point, i.e., when the current iteration number t%p = 0,
it waits all workers to synchronize and then assigns servers to
do parameter projection. Finally, it assigns servers to do a round
procedure after the model converges.
Worker nodes load data and perform computation. Once they
receive SGD commands from the coordinator, they first randomly
load a minibatch data. They then pull the old user and item factors
that will be used in the minibatch data from servers. After that, they
calculate the gradients of user and item latent factors, and finally
push them to servers.
Server nodes store and update U and V. They initialize U and
V at the beginning. Then, once receive gradients from a worker,
they update the corresponding user and item latent factors. They
will also project the solutions of U and V at each synchronization
point. Finally, they round the real-valued solutions to hash codes
after the model converges.
3.5 Online Recommendation
After user and item hash codes are learnt, online recommendation
is extremely efficient. Hash code length (i.e., dimension of latent
factors) and the number of candidate items are two factors that
affect online recommendation efficiency. Hamming distance search
[24], hashing lookup[27], Hamming ranking [17], and multi-index
hashing [21] are widely used for searching nearest neighbors in
hashing techniques. Hamming distance search retrieves items with
binary codes within a certain Hamming distance to the binary codes
of the target user. Hamming distance can be quickly calculated by
using the XOR operations between user and item hash codes, and
thus is constant w.r.t the hash code length. Hashing lookup returns
items with binary codes within a certain Hamming distance to the
binary codes of the target user from hash tables, and thus its time
complexity is constant w.r.t the dataset size. Hamming ranking
ranks items according to their hamming distance with the target
user and returns fixed items. Speedup can be achieved by fast ham-
ming distance computation, i.e. popcnt function [37]. Multi-index
hashing splits the original hashing code into several subcodes and
conducts hashing table lookup seperately, which improves hash-
ing lookup. We will further perform experiments in Section 4.4 to
show the online recommendation efficiency of hashing techniques
comparing with the existing latent factor models.
3.6 Discussion
Recently, graph representation has been drawing a lot of attention
in both academic and industry, and can be applied into many tasks
such as recommendation [7]. Graph representation aims to learn
latent representations of nodes on graphs, which can be seen as an
improvement of the classic matrix factorization technique by con-
sidering complicated structural information on graph [3]. Existing
research has proven that most graph representation methods, e.g.,
DeepWalk [23] and node2vec [9], are in theory performing implicit
matrix factorizations. Intuitively, these methods suffer from on-
line recommendation efficiency problem when applying to recom-
mendation tasks. Therefore, our proposed distributed collaborative
hashing can be natually used to solve the efficiency problem. That
Table 1: Dataset description
Dataset #user #item #rating
Netflix 480,189 17,770 100,480,507
Alipay 9,111,142 443,043 1,599,288,565
is, we learn hash code representations instead of real-valued ones
for nodes on graph, which is one of our future works.
4 EXPERIMENTS AND APPLICATIONS
In this section, we empirically compare the performance of the
proposed DCH with the classic and state-of-the-art distributed
collaborative models, including recommmendation accuracy per-
formance and recommendation efficiency performance. We also
study the parameters on its model performance and describe its the
applications at Ant Financial.
4.1 Setting
Datasets.We use two large-scale datasets, i.e., Netflix dataset and
the real user-merchant payment data in Alipay. Netflix dataset is
famous from the Netflix competition1 [2], and is widely used due
to its publicity and authority. Alipay is a product of Ant Financial,
which is also the biggest third-party online payment platform in
China, and through it users are able to delivery both online and
offline payment. Our Alipay dataset consists of two parts. The
first part is sampled from user-merchant payment records during
2015/11/01 to 2017/10/31 whose ratings are taken as ‘1’. The second
part is sampled from the non-payment data whose ratings are taken
as ‘0’. Combining both parts, we get the Alipay dataset. We show
their statistics in Table 1.
Metrics. We adopt two metrics to evaluate our model perfor-
mance, i.e., precision and Discounted Cumulative Gain (DCG). Both
of them are extensively used to evaluate the quality of rankings
[18, 39]. For each user, precision and DCG are defined as:
Precision@k = Number o f postive items in Top k
k
,
DCG@k =
k∑
i=1
2ri − 1
loд(i + 1) ,
where ri denotes the rating of the i-th retrieved item. We take items
whose ratings are equal to 5 as positive items on Netflix dataset,
and take each user-merchant payment as a positive data that a user
rates a merchant (item) on Alipay dataset.
We split both datasets with two strategies: (1) randomly sample
80% as training set and the rest 20% as test set, and (2) randomly
sample 90% as training set and the rest 10% as test set. We use
Netflix80 and Alipay80 to denote the first strategy, and use Netflix90
and Alipay90 to denote the second strategy.
Comparison methods.We compare our proposed DCH with
the following classic and state-of-the-art distributed models:
• Matrix Factorization (MF) is a classic collaborative model [20],
and it factorizes the user-item rating matrix into real-valued user
and item latent factor matrixes without rounding them into hash
codes.
1The dataset is available at: https://www.kaggle.com/netflix-inc/netflix-prize-data/data
• MFH first learns the real-valued user and item latent factors the
same way as MF, and then rounds user and item latent factors
into hash codes using Eq.(6).
• Distributed Factorization Machine (DFM) is an implemen-
tation of the state-of-the-art DiFacto model [15] on parameter
server.
• DFMH first learns the real-valued user and item latent factors
the same way as DFM, and then rounds user and item latent
factors into hash codes using Eq.(6).
Hyper-parameters. We set worker numberW = 50, server
number S = 20, synchronization period P = 2, learning rate α =
0.001, and minibatch size B = 1000. Besides, since our relaxed solu-
tion space is [−1, 1], we set projection radius 1/√γ = 1, i.e., γ = 1.
That is, we project the factors of users and items to 1 if they are big-
ger than 1 and to -1 if they are smaller than -1. For the latent factor di-
mensionK , we find its best value in {5, 10, 15, 20, 25, 30}.We find the
best values of other hyper-parameters in {10−4, 10−3, 10−2, 10−1, 100,
101, 102}.
4.2 Comparison Results
To verify our model performance, we compare DCH with four clas-
sic and state-of-the-art models on both Netflix and Alipay datasets.
During the comparison, we use grid search to find the best param-
eters of each model. We report the comparison results on Netflix
in Table 2 and Table 3, where K = 5 and K = 10 respectively, and
report the comparison results on Alipay in Table 4 and Table 5,
where K = 5 and K = 10 respectively. From them, we find that:
• Recommendation performances of all the models increase with
training data size. For example, the Precision@5 of DCH increase
2.52% onNetflix90 comparing with that onNetflix80 whenK = 10.
This is due to the data sparsity problem, i.e., recommendation
accuracy decays when training data becomes sparser.
• Recommendation performances of all the models are affected by
the dimension of latent factor or hash code length. Close obser-
vation shows the following results: recommendation accuracy
of all the models are better when K = 10 than K = 5 on Net-
flix datasets. On the contrary, some of them are better when
K = 5 than K = 10 on Alipay datasets, especially on Alipay80.
Note that the rating densities of Netflix and Alipay are 1.18%
and 0.04%, respectively. Different latent factor dimension or hash
code length will contains different amount of information. Small
dimension/length will cause information loss, while large dimen-
sion/length may cause over-fitting. Since the rating density of
Alipay is much smaller than that of Netflix, and Alipay80 has
even sparser ratings, over-fitting is easier to appear on Alipay80
with the same K . This is why the best value of K on Alipay is
smaller than that on Netflix.
• DCH achieves better results than the other two hash-based meth-
ods, i.e., MFH and DFMH, in almost all the cases. This is because,
DCH directly optimizes the difference between rating and ham-
ming distance, as is shown in Eq. (2). In contrast, both MF and
DFM optimize the difference between rating and the product of
user-item’s latent factors, as is shown in Eq. (1).
• DCH has the comparable performance with the classic and state-
of-the-art distributed latent factor models, i.e., MF and DFM. This
is consistent with the existing research [39], i.e., hash technique
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Figure 5: Effect of λ on DCH. Dataset used: Netflix80.
can achieve comparable prediction accuracy performance with
the classic latent factor models by using the appropriate values
of K .
4.3 Parameter Analysis
Our model mainly has five hyperparameters, i.e., hash code length
(K ), hash code balanced degree (λ), worker number (W ), minibatch
size (B), and synchronization period (P ). We first fixW = 50, B =
1000, and P = 2, and study the effects of K and λ.
Effect of K . In the above sub-section, we have compared each
model’s performance with different K , we now study its effect on
our model performance in details. Figure 4 shows the effect of K on
Netflix90 where λ = 0.01. We observe that our model performance
first increases and then decreases after a certain value of K . This
is because the bigger K is, the more information user and item
hash codes contain. Thus, our model performance increases with
K at first. However, our model tends to be over-fitting when K is
too bigger, i.e., K = 15. The best value of K can be determined by
cross-validation in practice. In general, we find DCH achieves the
best performance when K is around 15 on Netflix.
Effect of λ. Parameter λ controls the balanced degree of user
and item hash codes. The bigger λ is, the more balanced user and
item hash codes are. Figure 5 shows the effect of λ on Netflix80
whereK = 10. As we can see, our model performance first increases
and then decreases after a certain value of λ. This indicates that the
accuracy of DCH can be further improved with a good value of λ,
since a better user and item hash codes are learnt. The best value
of λ can also be determined by cross validation when using DCH.
We then fix K = 10 and λ = 0.01 and study the effects ofW , B,
and P .
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Figure 6: Effect of #worker (W ) and minibatch size (B) on
model convergence speed. Dataset used: Netflix.
Effect ofW and B. ParameterW controls the worker number,
i.e., how many workers perform asynchronous SGD independently.
Parameter B controls the minibatch size, i.e., each worker loads
and processes B training data during each SGD operation. Both of
them control the total size of training data workers can process
in a certain epoch. Figure 6 (a) shows the effect ofW on model
convergence speed, where we fix B = 1000, and set P = 1 (dash
lines) and P = 3 (solid lines). Figure 6 (b) shows the effect of B
on model converge speed, where we fixW = 30 and P = 1. From
them, we find that more workers and bigger minibatch size can
speedup model convergence. The results are reasonable, because
our model can process more training data by using more workers
and increasing minibatch size, and thus converges faster.
Effect of P . Parameter P controls the period of synchronization,
i.e., servers will wait for all the workers to synchronize once after
each worker has done P SGD operations. Figure 7 (a) shows the
effect of P on model convergence speed, where we fix B = 1000,
and useW = 50 (dash lines) andW = 80 (solid lines) respectively.
From it, we find that our model converges faster with a bigger P .
The speedup ratio is 10 when increasing P from 1 to 5 by fixing
other parameters. Workers process SGD procedures independently
without waiting for each other during the asynchronization periods,
which makes the model converge much faster, especially when P
is big. However, we also calculate model variance and find that
model becomes relative unstable when P is too big. We show this
finding in Figure 7 (b), where we fix B = 1000 andW = 80. As we
explained in Section 3.3, each worker will probably not send the
most recent model gradient to servers when using asynchronous
SGD with bounded staleness, which may cause the model deviate
too much. An appropriate value of P (staleness bound) can not only
make model converges faster, but also more stable. This experi-
ment proves the practicalness of asynchronous SGD with bounded
staleness.
4.4 Recommendation Efficiency
First, we compare the offline model training efficiency of the classic
latent factor model (i.e., MF) and DCH, where we set B = 50, 000
and P = 1. Note that we do not compare DCH with DFM or DFMH
here, because DFM, DFMH, and DCH are all distributed algorithms
implemented on parameter server and share almost the same train-
ing speed. The results are shown in Table 6: DCH significantly
decreases the offline training time of MF. Besides, the more workers
Table 2: Performance comparison on Netflix datasets (K = 5)
Datasets Netflix80 Netflix90
Metrics Precision@5 Precision@10 DCG@5 DCG@10 Precision@5 Precision@10 DCG@5 DCG@10
MFH 0.2580 0.2473 44.9102 68.2807 0.2644 0.2573 45.2374 69.1247
DFMH 0.2572 0.2472 44.8933 68.2634 0.2641 0.2570 45.2339 69.1099
MF 0.2589 0.2479 44.9351 68.3471 0.2658 0.2584 45.3774 69.3064
DFM 0.2589 0.2481 45.0031 68.4398 0.2658 0.2586 45.3790 69.3621
DCH 0.2584 0.2478 44.9222 68.3279 0.2645 0.2576 45.2383 69.1353
Table 3: Performance comparison on Netflix datasets (K = 10)
Datasets Netflix80 Netflix90
Metrics Precision@5 Precision@10 DCG@5 DCG@10 Precision@5 Precision@10 DCG@5 DCG@10
MFH 0.2583 0.2478 44.9184 68.2782 0.2644 0.2572 45.2518 69.1101
DFMH 0.2579 0.2472 44.8933 68.2634 0.2644 0.2571 45.2484 69.1152
MF 0.2587 0.2479 44.9645 68.3807 0.2650 0.2576 45.2911 69.1707
DFM 0.2585 0.2482 44.9404 68.3803 0.2654 0.2576 45.3311 69.2036
DCH 0.2584 0.2479 44.9484 68.3808 0.2649 0.2574 45.2631 69.1472
Table 4: Performance comparison on Alipay datasets (K = 5)
Datasets Alipay80 Alipay90
Metrics Precision@5 Precision@10 DCG@5 DCG@10 Precision@5 Precision@10 DCG@5 DCG@10
MFH 0.200322 0.200266 0.590591 0.909867 0.200692 0.200304 0.591730 0.910686
DFMH 0.200443 0.200300 0.591013 0.910227 0.200714 0.200396 0.591818 0.910690
MF 0.200550 0.200319 0.591969 0.911047 0.200992 0.200374 0.593726 0.912198
DFM 0.200565 0.200335 0.592235 0.911388 0.201059 0.200415 0.594371 0.912825
DCH 0.200329 0.200323 0.590738 0.910408 0.200814 0.200403 0.592797 0.911733
Table 5: Performance comparison on Alipay datasets (K = 10)
Datasets Alipay80 Alipay90
Metrics Precision@5 Precision@10 DCG@5 DCG@10 Precision@5 Precision@10 DCG@5 DCG@10
MFH 0.200326 0.200274 0.590664 0.909959 0.200809 0.200432 0.592072 0.910968
DFMH 0.200345 0.200289 0.590554 0.909863 0.200671 0.200422 0.591603 0.910554
MF 0.200394 0.200297 0.590823 0.910196 0.200839 0.200435 0.593061 0.911767
DFM 0.200416 0.200328 0.591269 0.910491 0.200921 0.200438 0.593078 0.911937
DCH 0.200356 0.200295 0.590731 0.909967 0.200821 0.200436 0.592246 0.911257
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Figure 7: Effect of synchronization period (P ) on model con-
vergence. Dataset used: Netflix.
DCH uses, the bigger speedup of DCH against MF, since DCH can
process more data with more workers and thus converges faster.
Table 6: Comparison of offline training time (in seconds)
Model MF DCH (W=5) DCH (W=10)
Training time 8,461 2,142 1,351
DCH speedup - 3.95 6.26
Next, we compare the online recommendation efficiency of the
(distributed) latent factor models (i.e., MF and DFM) and DCH. We
perform the following experiments on theNetflix dataset, that is, we
make recommendation from a pool of 17,770 candidate items. For
MF and DFM which share the same online speed, we first compute
user-item ratings using the learnt real-valued latent factors of user
and item, and then sort the ratings, and finally return the top-10
items with highest ratings for each user. We name this approach
“real-valued rating rank” and use “real-valued” for abbreviation. The
time complexity of computing all the user-item ratings isO(MNK),
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Figure 8: Time cost with different hash code length.
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Figure 9: Time cost with different item number.
and the time complexity of sorting the top-k items is O(MN ). For
DCH, we choose Hamming distance search method as described
in Section 3.5 and return items within Hamming distance ‘1’ to
the binary codes of each user. We name it “Hash” for abbreviation,
whose time complexity isO(MN ). Note that this experiment is done
on a Macbook Air with Intel 64 bit CPU and 8GB memory, and no
parallel computing is involved.
Efficiency in terms of hash code length. Figure 8 shows the
time cost of real-valued rating rank and Hamming distance search,
where hash code length K varies in {5, 15, 25, 35} and item size is
17770. As we analyzed in Section 3.5, the time cost of real-valued
rating rank scales linearly with the dimension of latent factors. In
contrast, the time cost of Hamming distance search is constant
w.r.t the hash code length. For example, Hamming distance search
only uses 80 seconds to make recommendation for 480,189 users.
In other words, it takes only 0.17 milliseconds to make recommen-
dation through 17,770 items for a single user, which totally meets
the realtime requirement of online recommendation. These results
demonstrate the effectiveness of hashing techniques.
Efficiency in terms of item size. Figure 9 shows the time cost
of real-valued rating rank and Hamming distance search, where
item size varies in {5000, 15000, 20000, 17770} and K = 15. From
them, we can see that although both real-valued rating rank and
Hamming distance search scales linearly with item size, their slopes
are different. The time cost of real-valued rating rank increases
much faster than Hamming distance search, especially when K is
large. This is because the time complexity of real-valued rating
rank is O(MNK), while the time complexity of Hamming distance
search is O(MN ). Moreover, one can also use multi-index hashing
or other hashing techniques whose time complexity are constant
w.r.t item size when the candidate item size is very large.
In summary, comparing with the traditional MF approaches,
DCH is able to significantly improves efficiencies, including both
offline model training efficiency and online recommendation effi-
ciency, without losing much accuracy. With such a good property
of DCH, it is suitable to be applied into real large-scale scenarios.
4.5 Applications
Our proposed DCH model has been successfully deployed into sev-
eral real products at Ant Financial, e.g., the prize recommendation
of scratch cards during the Chinese New Year 2017 and merchant
recommendation in the “Guess You Like” scenario of Alipay. On
one hand, the learnt hash codes provide additional useful features
for both users and items, and thus can also be integrated into other
models, e.g., logistic regression and deep neural network, to further
improve their performances. On the other hand, DCH is able to
effectively retrieve user’s latent interesting items, and thus can be
used to match candidate items before ranking or re-ranking. The
deployment of DCH can not only improve the click-through rate
(CTR) of online recommendations by taking user and item hash
codes an additional features, but also significantly decrease the
matching time by using the hashing technique.
5 CONCLUSION AND FUTUREWORK
In this paper, we aim to solve the efficiency problem of the existing
collaborative models, including offline model training efficiency
and online recommendation efficiency. To do this, we proposed a
Distributed Collaborative Hashing (DCH) model that aims to learn
user and item hash codes from the existing user-item action history.
To improve offline model training efficiency, we designed DCH
following the state-of-the-art parameter server paradigm. Specifi-
cally, we optimized DCH by distributedly computing subgradients
on minibatches on workers asynchronously and updating model
parameters on servers with bounded staleness. To improve online
recommendation efficiency, we adopted hashing technique that
has linear or even constant time complexity. Finally, we conducted
experiments on two large-scale datasets to prove our model per-
formance and study parameter effects. The results demonstrated
that, comparing with the classic and state-of-the-art distributed col-
laborative models, (1) DCH has comparable performance in terms
of recommendation accuracy, and (2) DCH has fast convergence
speed in offline model training and realtime efficiency in online
recommendation.
Our future work will focus on two directions. One is distributed
discrete hash code learning. Our current offline model training
approach is two-stage, i.e., first solve the relaxed optimization prob-
lem and then rounding off. Inspired by [16, 36], we plan to directly
optimize user and item binary hash codes distributedly to further
improve model performance. The other is to apply our model into
graph representation technique for recommendation. As discussed
in Section 3.6, we plan to hash code embeddings for nodes in graphs.
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