Abstract. Using the Maximum Entropy principle, we find probability distribution of torsion angles in proteins. We estimate parameters of this distribution numerically, by implementing the conjugate gradient method in Polak-Ribiere variant [6] . We investigate practical approximations of the theoretical distribution. We discuss the information content of these approximations and compare them with standard histogram method. Our data are pairs of main chain torsion angles for a selected subset of high resolution non-homologous protein structures from Protein Data Bank [7].
INTRODUCTION
Proteins are polymers built up from 20 types of amino acids linked by peptide bonds [1] . In fact, for our purpose, it is more convenient to view a protein not as built from amino acid units, but from peptide units, that go from the main carbon atom (called C α ) in one amino acid to the C α in the next amino acid. The reason why peptide units are convenient is that they are rigid (bond length and angles are fixed) and planar (see Fig. 1 ). Atoms that all amino acids have in common are called main-chain, others form side-chain. The conformation of the main chain of a protein is determined by two torsion angles, φ and ψ, for each amino acid (see Fig. 2 and Fig. 3 for description of these angles). The values of φ and ψ depend on each other and many combinations of these angles are not allowed because of geometrical collisions. Calculation of the allowed values for φ and ψ was first done by G.N. Ramachandran in 1968 [8] ; the plot of pairs φ and ψ is since then called a Ramachandran plot. Subsequently, the distribution of these torsion angles was investigated by many scientists (e.g. [3] or review [2] ).
The goal of this paper is not to investigate the properties of the
distribution, but rather to find its analytical description. This probability distribution will be used in our future research as a prior probability during automated model building process based on Bayesian reasoning. Such a probability distribution should be given by a smooth function with a reasonable number of parameters. This approach has been pioneered in [5] , where knowledge-based potential for protein main-chain was derived using maximum-likelihood method and parameters were found through quasi-Newton numerical calculations. In this paper we use the Maximum Entropy principle to derive a functional form of our probability distribution. As opposed to [5] , we assume nonflat prior for values of our coefficients, we also use different numerical methods. We discuss the information content of our approximation and compare the information per parameter against the standard histogram representation.
METHODS
In this paper we characterize probability distribution of the torsion angles φ and ψ in proteins. For k-th amino acid considered, we will denote by
a pair of torsion angles uniquely describing its conformation. We will assume that the pairs
independent form each other. Of course, this is a much simplifying assumption, since a number of correlations between angles φ and ψ at neighboring locations has been reported [2] . We plan to take these correlations into account in our future research. 
It is a dihedral angle seen when one looks down the C α
Let N denote the number of pairs φ ψ in our data set. Let us define trigonometric moments of these data in the following way
In practice, only a number of trigonometric moments is computed. How many moments to use is a problem of its own, and we will also address it in this paper. To facilitate our investigation, we will not consider all possible combinations of moments, but only certain groups of them. Because it is convenient from the programming point of view, we have chosen to divide moments into batches such that n m % S, where S is a certain natural number. It has also proved to give better results than another method we considered, namely dividing moments into groups such that n & m % S.
Now we proceed to assign a probability function to distribution of angles φ and ψ. We will use the Maximum Entropy Principle [4, 11] to find a functional form of this probability distribution. As our constraints we will choose Then, using Lagrange multipliers one can compute [4] that for such constrains the appropriate probability distribution p is an exponential function with the exponent being a linear function of the constraints:
where
The parameter λ 0 is such that p satisfies normalization condition: . First of all, we believe that the prior in this case should not be flat. Assuming a flat prior is equivalent to allowing for coefficients significantly different than zero, even if there is no strong indication in our data set that this is necessary. Our philosophy here is exactly opposite, we want to keep the number of parameters low. Moreover, to ensure convergence of numerical calculations, we need a prior that will decrease with the growth of the absolute value of coefficients during maximization of the posterior.
For simplicity, we assume that coefficients are independent. We have no a priori knowledge about coefficients values, so we assume that the mean of their distribution is zero. Moreover, from the physical nature of the problem, we do not expect the 3rd and higher order moments of their distributions to be significant. Therefore, we have chosen the Gaussian distribution with mean equal zero, and arbitrary variance. For example for the coefficient a n¢ m , we have chosen the following prior
where c is a certain positive constant, depending on our preferred range for coefficients. For the calculations reported in this paper we have used c £ 0 05. Now we pass to Bayes' theorem to find the values of the coefficients. In our case, Bayes' theorem says (2) and prior (3), it follows that we should maximize the function 
NUMERICAL CALCULATIONS AND RESULTS
Numerical calculations were done using conjugate gradient method [6, 10] . Conjugate gradient method is a family of multidimensional minimization (or maximization) algorithms that incorporates information about first derivative of the optimized function. In this method, in the case of a linear gradient, each next step is conjugated (i.e. orthogonal with respect to the second derivative matrix) to all previous steps. In the linear gradient case, the solution is then reached after no more steps than the number of dimensions. The situation is more complicated when the function minimized is only approximated by a quadratic form. Then we can use the nonlinear conjugate gradient method. In this method the search directions are derived from the orthogonalized gradients at the step points. Then a certain line minimization procedure has to be used to find a step along each search direction, and a new search direction is computed.
We will now present an outline of the conjugate gradient method in Polak-Ribiere variant [10] . Let us introduce notation:
x i -approximations of the minimum coordinate x; r i -residuals (i.e. "directions of steepest descent"); α i -length of the step in the search direction; β i -Gram-Schmidt coefficient used to orthogonalize search directions;
The scheme of the algorithm is the following: 7. Repeat steps 2 to 6 until required convergence is reached. The beauty of this method is that for i £ j, the two search directions d i and d j are approximately orthogonal 1 with respect to the the second derivative matrix, although this matrix is never computed. The search directions are computed using only orthogonalization coefficients β i .
Our calculations were done using a set of 203 selected non-homologous highresolution structures from Protein Data Bank (PDB) [7] . All of these structures were solved by x-ray crystallography to a resolution of 1 8Å or better. They were unique in the sense that no two structures had sequence identity exceeding 25%. From this set, 10692 pairs of torsion angles
were obtained and trigonometric moments of their distribution were computed and used in the calculations, as described above.
During numerical calculations, we have tested approximations of orders 2 to 7. As a starting point we have set all coefficients to zero. We stop calculations when difference in the consecutive values of minimized function for one-dimensional minimization was slightly above machine-precision for single precision (float) numbers. We have also tried to start with coefficients slightly different than zero ( 0¡ 1e k , 0¡ 25e k or 0¡ 5e k , where e k is the unit vector in k-dimension), but it did not affect the final result.
To decide which order of approximation is best, we have used Shannon's entropy [9] as a measure of information. As seen in Fig. 6 , in our approach only one-fourth to onehalf of the original information from our input data (1-degree bin histogram) is retained. However, the original data are noisy so this should be viewed rather as filtering data which prevents over fitting. The 1-degree bin histogram has a lot of sharp peaks, which is undesirable because such peaks cause instability of numerical methods (e.g. in protein modeling in the next stage of the project). Also, the comparison of information entropy per parameter for our MaxEnt method against the standard histogram one is devastating for the histogram approach (see Fig. 7 ).
Our results suggest that the optimal expansion order is 4. This is the smallest order such that there are two peaks in the upper left region of the Fig. 5 ) that correspond to two different secondary structures observed in proteins. Moreover, as one can see in Fig. 6 , there is a sharp gain in information between approximation of order 3 and 4, but for higher order approximations the differences are much smaller. What is more important, one can observe a similar trend in the information per parameter vs. expansion order plot in Fig. 7 . Namely, the difference is bigger between approximations of order 4 and 5 than between any other two consecutive orders except 2 and 3. But approximation of order 2 is not acceptable because it poorly reproduces grouping of 
DISCUSSION
Our representation reproduces the distribution of the torsional angles in a protein mainchain with a reasonable accuracy. The number of parameters in our approximation is not arbitrary, it has been chosen based on the information-gain per parameter change. For our preferred approximation of order 4, this is 80 parameters.
Our representation is very economic: describing the [3] took 2025 parameters (4-degree bins). Moreover, in [3] a special smoothing function has been used to make plots more interpretable. This smoothness is built-in in our scheme and allows not only for easy interpretation but also for using it in further analytical calculations. Moreover, our approximating functions do not have sharp peaks, which will ensure numerical stability of later calculations. The exponential form of such a function is very convenient, because, when we multiply it by similar function encoding e.g. side-chain torsion angle distribution we obtain function of exactly the same form. Moreover, when we consider logarithm of these probabilities, the contributions from main-chain and side-chain are additive. This description will be very useful as a prior probability for multilevel Bayesian reasoning performed during building models of proteins.
Our next goals are to extend this approach to side-chain angles and to investigate the dependence of the amino acid conformation on the secondary structure of the protein.
We are also going to include knowledge of characteristic protein fragments and their sequential preference to further sharpen our prior. After these additions we will obtain a prior that will be very valuable for protein structure modeling from experimental data as well as protein structure validation or ab initio structure modeling using sequence information.
