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We study the force that non-interacting point-like active particles apply to a symmetric inert
object in the presence of a gradient of activity and particle sources and sinks. We consider two
simple patterns of sources and sinks that are common in biological systems. We analytically solve
a one dimensional model designed to emulate higher dimensional systems, and study a two dimen-
sional model by numerical simulations. We specify when the particle flux due to the creation and
annihilation of particles can act to smooth the density profile that is induced by a gradient in the
velocity of the active particles, and find the net resultant force due to both the gradient in activity
and the particle flux. These results are compared qualitatively to observations of nuclear motion
inside the oocyte, that is driven by a gradient in activity of actin-coated vesicles.
I. INTRODUCTION
The pressure exerted by active particles on surfaces
and objects has recently attracted much attention [1–
13]. While generally, the pressure that dry active mat-
ter exerts on flat surfaces depends on the details of the
particle-surface interaction, for spherical active particles
with uniform motion parameters it is a state function [1].
The particle density and also the pressure the particles
exert on a curved surface depend on the local and even
global surface curvature [3, 9, 14–17]. For spherical par-
ticles, when a gradient in the properties of the particle
motion - the speed and persistence time - exists, in the
small persistence length limit the force on an immersed
passive object is simply an integral over the object’s sur-
face of a local pressure which depends on the particle
properties (but not, for example, on the shape of the sur-
face). This force tends to push the object towards small
persistence length regions. In two dimensions or higher,
as the persistence length grows, additional contributions
to the force, which do depend on the object’s geometry,
emerge [13].
Recent experiments [18] showed that the nucleus of
the mouse oocyte moves from the cortex to the center of
the cell due to the active random motion of actin-coated
vesicles. The density and velocity of the vesicles were
measured as a function of the distance to the center of
the spherically symmetric cell. While the density of the
vesicles was found to be uniform, their measured velocity
increases from the cell center towards the cortex. Note
that the measured velocity vmes does not equal the mo-
mentary velocity of the vesicles. The measured velocity is
equal to a position difference over the sample time, and it
therefore depends on the time window used to determine
the particle displacements. The biological mechanisms
that give rise to the gradient in activity (or measured
vesicle velocity), are not known at present. In this work
we use this biological system as motivation to study the
physics of systems of dry active particles with activity
gradients. While in [13] we studied the force the parti-
cles apply to objects in a closed system, we study here the
possibility of particle creation/annihilation. Such active
systems, with particle turnover, have not been previously
studied, as far as we know.
We model the dilute fluid of vesicles, pulled by myosin
Vb molecular motors walking on actin filaments, as non-
interacting point-like active particles moving through a
viscous fluid (overdamped dynamics). The vesicles per-
form a locally random active motion, which is spatially
nonuniform. To identify the fundamental underlying
principles, we use a minimalistic modeling approach, only
taking the key ingredients - particle speed and persis-
tence - into account. We neglect further mechanisms,
that would only deter from the minimalistic approach. In
particular it is uncertain to which degree Hydrodynamic
forces matter, as vesicles can exchange momentum with
both the fluid and the actin network.
In a previous work [13], we showed that in a closed sys-
tem, it is possible to have a uniform particle density but
a spatially varying measured velocity vmes, and a force
pushing an inert object, only by having a spatially de-
pendent persistence time and a uniform speed, since the
density is inversely proportional to the speed [13, 19, 20].
In this paper, we explore the possibility that the persis-
tence time of the particles is uniform, while their speed
increases from the center to the edge of the system. Since
the density profile becomes highly non-uniform in such
a system, we explore if particle turnover can restore a
uniform density profile. However, the presence of par-
ticle turnover also introduces particle flows in the sys-
tem, and these fluxes can induce a force on the passive
object that conflicts with the force due to the activity
gradient. We test whether it is possible to achieve an
approximately uniform density while maintaining a force
towards the center, by using particle sources and sinks, in
two patterns that are common in biological systems. We
find a parameter regime where it is possible, and discuss
whether it could occur in the oocyte, where vesicle tra-
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2jectories were imaged in a two dimensional cross section
of the three dimensional cell [18], and thus the rates and
distribution of vesicle creation and annihilation could not
be directly measured.
In order to study this problem, we construct a 1D
model that emulates higher dimensional systems and is
analytically solvable. In addition, we study 2D simula-
tions with a similar geometry to the 3D oocyte experi-
ment and show that they give results that are similar to
the 1D model.
II. ONE DIMENSIONAL MODEL
We begin with a one dimensional model (sketched in
Fig. 1a) for point-like active particles obeying run-and-
tumble dynamics, which are confined by hard walls in
the domain −d ≤ x ≤ d. The motion of the particles
is characterized by the tumble rate α, which we assume
to be constant, and speed v(x), which is allowed to be a
function of the particle position [19, 21, 22]. We assume
that the walls have no effect on the orientation of the
particles. We neglect thermal diffusion and interactions
between the particles, for simplicity and since they are
negligible in the biological system of interest [18].
The bulk density of particles in such a system, in the
absence of fluxes, is ρ(x) ∝ 1/v(x) [13, 19, 20] (Fig. 1b).
Since a spatial variation in the bulk density is not ob-
served for the biological system that motivates our study
[18], we wish to explore processes that may allow us to
decouple ρ(x) from v(x). A possible mechanism is to use
particle sources and sinks, which is natural in biological
contexts where objects such as vesicles are formed and
have finite lifetimes. Such processes result in a steady
state density that balances between the v(x) and flux
effects.
We study the motion of an inert object inside the sys-
tem, representing for example the motion of the nucleus
inside the oocyte. We will assume that the motion of the
object inside the system is slow enough that the active
particles attain their steady state density at all times.
Furthermore, if the object’s motion obeys overdamped
dynamics, its velocity is proportional to the force ap-
plied to it. Thus we can calculate the mean steady state
force on an object held at a fixed position and obtain
the local velocity of a slow moving object. In 1D, such
an object is a piston. However, a hard piston divides
the system into disconnected parts. In order to avoid
this pathology, which is not present in higher dimensions
(where particles can move around an object), we make
the piston permeable: a particle accumulated at one edge
of the piston has probability p per unit time to cross to
the other side.
In Appendix A we show that in the absence of parti-
cle fluxes, as long as the crossing rate from side to side
is symmetric, the numbers of particles accumulated on
each of the edges of the piston is equal. Thus this piston
permeability destroys the mechanism of creating a force
on the piston by unequal accumulations on its two edges,
which occurs when a gradient in α exists [13]. Nonethe-
less, since we study here the motion of the piston due to
a gradient in v, where in the absence of flux, the particle
accumulation on all surfaces is equal due to the constant
α [13], we will use a symmetric permeable piston. We cal-
culate in Appendix B the steady state density in a closed
system with a symmetric permeable piston. The result is
plotted in Fig. 1b for v(x) = a|x| + b and α(x) = const.
The plot shows that increasing p decreases the (equal)
accumulation on the piston edges.
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FIG. 1. (a) Sketch of the 1D system with a permeable piston,
and the particle velocity throughout the system (b) For a
system with constant α and v(x) = |x| + 0.5 (N = 1): the
particle density (lines) and number of particles accumulated
on edges (dots), with (color) and without (gray) the piston
(Eq. B2, B3). Different colors specify different rates of particle
passing through the piston p (xp = 0.2, wp = 0.3). The bulk
densities are indistinguishable for the different p values, only
the edge accumulations vary substantially. All length scales
are measured in units of x0 ≡ 2d, all time scales are measured
in units of τ0 ≡ 200/α.
A. Uniform particle creation, annihilation at the
cortex
We study two spatial patterns of particle sources and
sinks. In the first, particles are uniformly created every-
where with a constant rate k+ per unit length, with a
random active force direction. Particles are annihilated
at the two boundaries of the system with rate k− per
particle. This choice is motivated for the vesicles in the
oocyte [18] by the existence of a large membrane reservoir
at the cortex. First, we will find the steady state particle
density and current in a system without a piston. The
rate equations for the density of left and right moving
particles L(x, t) and R(x, t) and the numbers of parti-
cles accumulated on the system boundaries at x = ±d:
3[13, 19, 21, 22]
∂tR = −∂x(v(x)R) + α(x)2 (L−R) + k+2
∂tL = ∂x(v(x)L) +
α(x)
2 (R− L) + k+2
∂tN
−d
L = −JL(−d)− α(−d)2 N−dL − k−N−dL
∂tN
−d
R = −JR(−d) + α(−d)2 N−dL
∂tN
d
L = JL(d) +
α(d)
2 N
d
R
∂tN
d
R = JR(d)− α(d)2 NdR − k−NdR
(1)
where JR = v(x)R and JL = −v(x)L are the currents of
right and left moving particles, and NxL/R is the number
of left/right-moving particles at the boundary position
x = ±d. Note that the number of particles accumu-
lated on a wall that are moving away from it is zero (i.e.
N−dR = N
d
L = 0). The resulting steady state density pro-
file can be calculated analytically (see Appendix C). For
a velocity profile linearly increasing from the center to the
edges, v = a|x|+ b, the steady state density ρ = R+L is
ρ(x) = k+a|x|+b
(
d(1 + αk− )− αa
(
|x| − d− ba log
(a|x|+b
ad+b
)))
NdR = N
−d
L =
k+d
k−
(2)
We find that the particle density is proportional to k+,
while the shape of the density profile depends on k−, as
shown in Fig. 2a. As k− is increased, the density does
not approach a flat profile, and the density difference
between the center and boundaries even increases. The
current of particles is towards the boundaries: J(x) =
k+x (Fig. 2b).
Next, we consider the same system with a permeable
piston with width wp and center at position xp. Each
of the two edges of the piston is a hard wall. Particles
accumulated on each edge pass to the other edge with
rate p. The equations describing this system and their
steady state solutions for a system with an impermeable
or a permeable piston appear in Appendix C. From the
steady state density of particles, we calculate the force
they apply to the piston. The force on each of the piston
edges is equal to the number of particles accumulated on
that edge, multiplied by the force a single particle applies:
γv, where γ is a friction coefficient. The total force on
the piston is the sum of the forces on each of its edges:
Fp = γ
(
N
xlp
R v(x
l
p)−N
xrp
L v(x
r
p)
)
(3)
where xlp = xp − wp/2 is the position of the left edge of
the piston, and xrp = xp + wp/2 is the position of the
right edge of the piston. The final result for the particle
density and hence for the force is too long to include here.
Details of the calculation appear in Appendix C, and the
force on the piston is plotted in Fig. 2c.
We find that increasing k−, while increasing k+ ac-
cordingly to keep their ratio constant, increases the par-
ticle flux towards the boundaries until a region near the
boundaries appears where the force on the piston is out-
wards (Fig. 2c). This region decreases in size as p in-
creases as shown in Fig. 2d.
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FIG. 2. For a system with a constant α and v(x) = |x|+ 0.5:
(a) The particle density (lines) and the number of particles
accumulated on edges (dots) (Eq. 2), both divided by the
total number of particles, for varying values of k−. The lim-
its of k+, k− → 0,∞, keeping 8dk+/k− = 1, are shown in
dashed black lines and black dots. (b) The particle current
J(x) = k+x for varying values of k+. ((a) and (b) - for a sys-
tem without a piston) (c) The force on the piston for varying
k− values (wp = 0.3, p = 1, 8dk+ = k−) (d) The maximal
position 0 ≤ xp ≤ d − wp/2 where the force on the piston is
towards the center: Fp(xp) ≤ 0 (wp = 0.3). As the particle
annihilation rate at the edges k− increases, a region near the
edge where the piston is pushed towards the edge is created
and grows. As the rate of particle passing through the piston
p increases, this region shrinks. For a low enough k− and high
enough p, the piston is pushed from the edge to the center.
All length scales are measured in units of x0 ≡ 2d, all time
scales are measured in units of τ0 ≡ 200/α. F0 ≡ γx0/τ0.
B. Uniform particle creation and annihilation
Next, we study the case of spatially uniform particle
creation and annihilation, where each particle has a fi-
nite lifetime of 1/k−. The rate equations for the particle
bulk density and boundary accumulations for a system
4without a piston are
∂tL = ∂x(v(x)L) +
α
2 (R− L) + k+ − k−L
∂tR = −∂x(v(x)R) + α2 (L−R) + k+ − k−R
∂tN
−d
L = −JL(−d)− α2N−dL − k−N−dL
∂tN
−d
R = −JR(−d) + α2N−dL
∂tN
d
L = JL(d) +
α
2N
d
R
∂tN
d
R = JR(d)− α2NdR − k−NdR
(4)
The steady state density for the case of a linear velocity
gradient v = a|x|+b is given by (calculation in Appendix
D)
ρ(x) = c1(ax+ b)
λ+ + c2(ax+ b)
λ− − k+(α+ k−)
a2 − k−(α+ k−)
(5)
where λ± = −1 ±
√
k−(2α+k−)
a2 , and c1, c2 are constants
that depend on the parameters. This expression for ρ
is valid in 0 ≤ x < d. The density in −d < x ≤ 0
can be determined from it using the problem’s reflection
symmetry. The accumulations at the boundaries for this
case are given in Appendix D.
The density profile for various particle turnover rates
is shown in Fig. 3a. In the limit of k− →∞, while keep-
ing the ratio k+/k− constant, the density approaches a
uniform distribution: ρ(x) → k+/k−, since particles are
created uniformly and in this limit are immediately an-
nihilated. As k− is increased, particle annihilation in
the dense regions increases and the density becomes flat-
ter. Particles are created uniformly, then move according
to the v(x) induced dynamics, typically leading them to
regions where they are slow and dense, where they are
annihilated. This creates particle currents in the system,
shown in Fig. 3b. We find that in most of the system the
current is inwards, due to the annihilation of particles in
the dense region at the center, while near the edges there
is a region of outwards current due to the annihilation of
particles accumulated at the edges.
As before, we calculate the mean force on a permeable
piston (given by Eq. 3) from the steady state density in a
system with the piston. The details of the calculation ap-
pear in Appendix D. The force on a piston is towards the
center, except for narrow regions near the edges, where
the current is outwards (shown in Fig. 3c). The extent of
this region of outwards force has a non-monotonic depen-
dence on k−, shown in Fig. 3d. Nevertheless, it always re-
mains highly localized near the boundaries, and through-
out most of the domain the force on the piston is towards
the center. Note that in the two limiting cases of k− → 0
and k− →∞ while keeping k+/k− constant, the current
density in the system vanishes. In the no turnover limit,
k− → 0, the system is closed and bounded and therefore
the current vanishes. In the infinitely fast turnover limit,
k− →∞, the current vanishes since particles are created
and immediately annihilated. Therefore a maximal cur-
rent in the system is achieved at some intermediate k−
value.
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FIG. 3. For a system with a constant α and v(x) = |x|+ 0.5
(k− is varied while setting k+ = k−/2d accordingly so that
the total number of particles is constant and equal to N =
2k+d/k− = 1 in a system without a piston.): (a) The particle
density (lines) and the number of particles accumulated on
edges (dots), for varying values of k− (Eq. 5). Dashed black
lines denote the limiting distributions: For k+, k− → ∞, the
distribution tends to uniform. For k+, k− → 0, the distribu-
tion tends to the one of the no-flux case (Fig. 1b). (b) The
particle current for varying values of k−. ((a) and (b) - for
a system without a piston) (c) The force on the piston for
varying k− values (wp = 0.3, p = 1) (d) The maximal po-
sition 0 ≤ xp ≤ d − wp/2 where the force on the piston is
towards the center: Fp(xp) ≤ 0 (wp = 0.3). For low enough
p, and a regime of k− values, there is a region near the system
edge where the force on the piston is towards the edge. For
the parameters chosen, this region is always very small (less
than 0.01 wide). All length scales are measured in units of
x0 ≡ 2d, all time scales are measured in units of τ0 ≡ 200/α.
F0 ≡ γx0/τ0.
III. TWO DIMENSIONAL MODEL
Following the insights we obtained from the one dimen-
sional study, we simulated a system in two-dimensions,
which is free of the pathologies of one dimension. The
two dimensional simulation is also more similar to the ex-
periments [18], where the motion is in three dimensions.
In two dimensions we work with active Brownian par-
ticles, whose direction of motion diffuses with rate Dr,
instead of run-and-tumble dynamics (Dr has a role simi-
lar to α [23, 24]). In these simulations, a circular domain
with radius R contains active particles that push a rigid
disk with radius Rd. Dr is constant while v(r) is a func-
tion of the distance from the system center. Similarly to
5the 1D model, we consider systems with a uniform cre-
ation of particles, with a random active force direction,
at rate k+ per unit area. We consider two possible cases
for particle annihilation at rate k−: annihilation at the
edge only, and a uniform annihilation rate (exponential
lifetime). For each case we use simulations to obtain the
steady state particle density and current density in the
absence of a disk, and the mean force on the disk when
it is placed at different radial positions.
Simulation details — We simulated 2D systems of non-
interacting active Brownian particles by numerically in-
tegrating the overdamped Langevin equation of motion
for each of the particles, using the Euler method. The
equation of motion for each particle is
∂tr = vnˆθ(t) +
1
γ
Fext (6)
∂tθ = η(t) (7)
where v is the self propulsion speed, r = (x, y) is the
particle’s position, nˆθ = (cos θ, sin θ) is a unit vector in
the direction of the motility force of the particle, and
η is white noise obeying 〈η(t)〉 = 0 and 〈η(t)η(t′)〉 =
2Drδ(t− t′). γ is the friction coefficient, and Fext is the
external force on the particle, due to interaction with the
system boundaries and objects inside the system.
The system and disk boundaries apply on the parti-
cles a force derived from narrow Lennard-Jones poten-
tials truncated at the minimum, leaving just the repulsive
part:
V (∆r) =
{
4
((
σ
∆r
)12 − ( σ∆r)6)+ , if |∆r| < 21/6σ
0, otherwise
(8)
where ∆r = r− rwall, with rwall being the position of
the point on the wall closest to the particle.
In order to the determine the force on a disk at different
radial positions, simulations were performed with a static
disk held at each position. The mean force measured on
such a disk is valid for a moving disk in the limit in which
its velocity is small with respect to the active particle
velocity [13].
In the simulations of the two dimensional system pre-
sented in Fig. 4 and Fig. 5, the parameters of the interac-
tion potential of the system and disk boundaries with the
active particles were  = 1F0x0, σ = 0.25x0. The particle
density, current density and force on an immersed disk
shown are averages calculated from 10 simulations, each
over a total simulation time of 104τ0. The simulation
step size was dt = 10−4τ0.
Results — We work in the small persistence length
limit (`p  Rd). In [13] we showed, in the absence of
particle turnover, that in this regime the force on the
disk is in the direction of minimal persistence length `p =
v/Dr (as is always true for the piston in the 1D model),
which is towards the center of the system when we choose
a constant Dr and a v(r) that increases from the center
to the edge.
We find that the particle density, current and force on
the disk in the 2D simulations behave qualitatively sim-
ilar to the results we obtained in the 1D system with a
permeable piston. In the case of edge annihilation of the
particles (Fig. 4), the current density in the rˆ direction in
d dimensions is Jr(r) =
k+
d r (as derived in Appendix E).
Therefore increasing the particle creation rate increases
the particle flux towards the system edges (Fig. 4b), re-
sulting in a less uniform density profile (Fig. 4a). For
small enough fluxes, the force on the disk is towards the
system center. As the flux grows, a region near the edge
where the force is outwards emerges, and eventually for
a large enough flux, the force on the disk is towards the
edge (Fig. 4c). Note that in order to qualitatively recre-
ate the 2D results, it is necessary to use a permeable
piston in the 1D model (compare Figs. 2 and 4): as seen
in Fig. 2d, p must be nonzero in order to have a force to-
wards the center throughout the system for some range
of small k− values.
For a system with uniform particle annihilation, in-
creasing the particle creation and annihilation rates flat-
tens the density, as expected (Fig. 5a). A current towards
the center is created in most of the system, except for a
small region near the edge (Fig. 5b). As creation and
annihilation rates increase, this current reaches a maxi-
mum and decreases, and does not grow indefinitely as in
the edge annihilation case. Therefore a force on the disk
towards the center of the system is maintained (Fig. 5c).
Overall, the 1D and 2D systems behave qualitatively sim-
ilar (compare Figs. 3 and 5).
IV. COMPARISON TO OOCYTE
EXPERIMENTAL DATA
In the oocyte, the measured radial current density of
the active vesicles is very small throughout the volume,
with a larger outwards current near the cortex (Fig. 6).
This is in agreement with the previous observation [18]
that the number of vesicles traveling inwards and out-
wards balance each other throughout most of the oocyte
volume, except near the cortex. Comparing with our
model calculations for the case of particle annihilation at
the edge (Fig. 2, 4), and the case of uniform annihilation
(Fig. 3, 5), we conclude that the observed current density
does not exactly fit either one of these simplified cases.
It is possible that the vesicle flux in the oocyte is weak,
therefore not substantially influencing the motion of the
nucleus or the vesicle density distribution.
Since the experimentally measured current density is
nearly zero within the noise level almost everywhere, an-
other possibility is that there is uniform creation and an-
nihilation with a fast enough vesicle turnover to cause
a nearly uniform density, and a weak enough current
density that can be within measurement noise of zero,
with a positive peak near the cortex (compare Fig. 5b
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FIG. 4. Simulation results for a 2D circular system, with par-
ticles created at rate k+ per unit area uniformly, and annihi-
lated at rate k− per particle at the system edge. For varying
k− at constant k−/k+ = piR2, (a) the particle density, divided
by the total number of particles, as a function of the distance
from the system center r. (b) the particle current density in
the rˆ direction as a function of r. (c) The force on a disk with
center at r inside the system. All length scales are measured
in units of x0 ≡ R/50, all time scales are measured in units
of τ0 ≡ 100/Dr. F0 ≡ γx0/τ0. v(r) = 50(r/R+ 1), Rd = 15.
and Fig. 6). Since the experimental system is three di-
mensional and our models one and two dimensional, it
is difficult to predict from them when will a 3D system
with uniform particle creation and annihilation have a
current density that we can consider small. Therefore,
we shall focus on determining if it is possible that in the
experimental system the particle turnover is fast enough
to create an approximately uniform density. In order for
the density to be approximately uniform, the particle life-
time 1/k− needs to be short enough for the nonuniform
velocity not to have a large effect. Thus the distance a
particle covers in its lifetime v/k− needs to be be smaller
than the distance over which the velocity substantially
varies v/∂xv, i.e. we must demand k−  ∂xv. Replac-
ing the derivative with a difference ratio that gives its
typical value in the system, we estimate that the density
will be approximately uniform when ∆v/`  k−, where
∆v is the velocity difference over the system and ` is
the system size. We can estimate this quantity for the
oocyte vesicles: the difference in the measured velocity
between the center and cortex is ∆v ≈ 7µm/min, the
oocyte radius is ` ≈ 35µm. Hence the density can be
approximately uniform if ∆v/` ≈ 1/5min−1  k−. In
the experiment, a cross section of the 3D cell was imaged.
Vesicles enter and exit the nearly 2D field of view of the
microscope as they move. Therefore the vesicle lifetime is
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FIG. 5. Simulation results for a 2D circular system, with
particles created at rate k+ per unit area uniformly, and an-
nihilated at rate k− per particle. For varying k− at constant
k+/k− (k+/k− = 100/piR2), (a) the particle density as the
function of the distance from the system center r. (b) the
particle current density in the rˆ direction as a function of r.
(c) The force on a disk with center at r inside the system.
All length scales are measured in units of x0 ≡ R/50, all time
scales are measured in units of τ0 ≡ 100/Dr. F0 ≡ γx0/τ0.
v(r) = 50(r/R+ 1), Rd = 15.
larger than the average measured trajectory time, which
is τ ≈ 1min. This gives an upper bound on the vesicle
annihilation rate k− < 1min−1. Hence we cannot rule
out that k− is up to 5 times larger than 1/5min−1.
We conclude from the comparison of the density, cur-
rent density and motion of the nucleus in the experi-
ment [18] to our model that it is possible that the vesicle
turnover is negligible and the gradient in the vesicle ac-
tivity is dominated by a gradient in the persistence time
(as we suggested in [13]). We cannot rule out the alter-
native option of a gradient in v, combined with a very
fast uniform vesicle creation and annihilation. In order to
determine whether the first option is correct, we suggest
high frequency measurement of the vesicle trajectories,
which would allow to determine whether microscopically
the persistence time or the velocity is space dependent.
To test the second option, we suggest measuring vesicle
trajectories in 3D in order to better estimate their life-
time 1/k−.
V. CONCLUSIONS
We solved a 1D model for the force on an object (pis-
ton) inside a system of active particles with a gradient in
their velocity, and two types of source and sink patterns
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FIG. 6. Vesicle current density (multiplied by the micro-
scope’s depth of field h) in the rˆ direction as a function of
the distance from the cell center r, for the mouse oocytes
studied in [18]. Except for a peak near the cortex, the cur-
rent density is close to zero within the noise. Error bars are
SEM of data from 8 experiments.
which are common in biological systems. A permeable
piston was used in order to mimic the behavior of higher
dimensional systems. We then showed in 2D simulations
that the force on a large disk behaves similarly to the
force on the permeable piston in our 1D model, despite
the more complex geometry of the 2D system.
When active particles have a gradient in their intrinsic
velocity, their density distribution is non-uniform [13].
We showed that uniform particle sources and particle
sinks at the system edge do not lead to a more uniform
particle density in active systems with an outwards ve-
locity increase. In addition, the outwards current created
by this source and sink pattern causes the force on an ob-
ject to become towards the system edge above a certain
flux magnitude. For the second source and sink pattern
we considered, where particles are uniformly created and
annihilated everywhere in the system, increased creation
and annihilation rates bring the particle density closer to
a uniform distribution, as expected. The force on an ob-
ject remains towards the center throughout the system,
except for a small edge region.
While we currently do not have measurements of vesi-
cle creation and annihilation patterns and rates, our
model allows us to gain insight about which patterns
could be consistent with the available experimental data,
namely the density distribution. Our results could guide
future experiments in trying to decipher the vesicle dy-
namics. More generally, our results expand the under-
standing of active systems with an activity gradient, by
considering different patterns of particles turnover. Such
systems may be realized in synthetic dry active systems
[25–27], as well as shed light on active processes in biol-
ogy [18].
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Appendix A: Equal accumulation on the edges of a
1D system with a symmetric permeable piston
Consider a 1D system with a permeable piston, where
particles on each of the piston edges can cross to the
other edge at rate p per particle. Assume that a parti-
cle that crosses the piston appears immediately on the
other side. It maintains its original active force orien-
tation with probability p0, and reorients to the inverse
orientation with probability 1 − p0. We will show that
the accumulation of particles on both sides are equal to
each other and independent of the value of p0.
The equations for the density of right and left moving
particles in the bulk of the system are:
∂tR = −∂x(v(x)R) + α(x)2 (L−R)
∂tL = ∂x(v(x)L) +
α(x)
2 (R− L)
(A1)
where JR = v(x)R and JL = −v(x)L are the currents
of right and left moving particles. The equations for the
steady state number of particles on the left edge of the
piston:
∂tN
xlp
L = JL(x
l
p) +
α(xlp)
2 N
xlp
R + p0pN
xrp
L = 0
∂tN
xlp
R = JR(x
l
p)− α(x
l
p)
2 N
xlp
R − pN
xlp
R + (1− p0)pN
xrp
L = 0
(A2)
where NxL/R is the number of left/right-moving par-
ticles at position x, xlp is the position of the left edge
of the piston, and xrp is the position of the right edge
of the piston. Summing the two equations and plug-
ging in the bulk steady state solution for −d < x < xlp,
L(x) = R(x) = 12ρ(x) =
c1
2v(x) gives that N
xlp
R = N
xrp
L , i.e.
the numbers of particles accumulated on the two edges
of the piston are equal.
If the crossing rate of the particles from side to side is
not symmetric, the numbers of particles accumulated on
the two edges of the piston are different: Suppose that
the rate of crossing the piston from left to right is p1 per
particle, while the rate of crossing in the opposite direc-
tion is p2 per particle. For simplicity, assume a crossing
particle maintains its active force direction. The equa-
tions for the steady state number of particles on the left
8edge of the piston are:
∂tN
xlp
L = JL(x
l
p) +
α(xlp)
2 N
xlp
R + p2N
xrp
L = 0
∂tN
xlp
R = JR(x
l
p)− α(x
l
p)
2 N
xlp
R − p1N
xlp
R = 0
(A3)
From these, we obtain N
xrp
L =
p1
p2
N
xlp
R , i.e. ratio of
numbers of particles accumulated on the two edges of
the piston is equal to the ratio of the crossing rates.
Appendix B: Solution of a 1D system with a
symmetric permeable piston, in the absence of
particle turnover
We will calculate the particle density in a 1D system
with a symmetric permeable piston, in the absence of
particle sources and sinks. The equations for the particle
density to the left of the piston - for the bulk density in
−d < x < xlp, the particle accumulation on the wall at
x = −d and the particle accumulation on the piston at
x = xlp:
−d < x < xlp :
∂tR = −∂x(v(x)R) + α(x)2 (L−R) ; JR(x) = v(x)R(x)
∂tL = ∂x(v(x)L) +
α(x)
2 (R− L) ; JL(x) = −v(x)L(x)
x = −d :
∂tN
−d
L = −JL(−d)− α(−d)2 N−dL
∂tN
−d
R = −JR(−d) + α(−d)2 N−dL
x = xlp :
∂tN
xlp
L = JL(x
l
p) +
α(xlp)
2 N
xlp
R + pN
xrp
L
∂tN
xlp
R = JR(x
l
p)− α(x
l
p)
2 N
xlp
R − pN
xlp
R
(B1)
In steady state, the left hand side of Eq. B1 vanishes.
Note that the steady state equations for the number of
particles accumulated on the edges give both relations
between the number of accumulated particles and the
adjacent bulk density, and relations between the bulk
densities R and L themselves, which serve as boundary
conditions for the bulk density equations. The steady
state solution of these equations:
−d < x < xlp :
L(x) = R(x) = 12ρ(x) =
c1
2v(x)
N−dL =
c1
α(−d)
N
xlp
R =
c1
(α(xlp)+2p)
N
xrp
L =
c1
(α(xlp)+2p)
(B2)
Similarly, the equations for the densities on the right
side of the piston give:
xrp < x < d :
L(x) = R(x) = 12ρ(x) =
c2
2v(x)
NdR =
c2
α(d)
N
xrp
L =
c2
(α(xrp)+2p)
N
xlp
R =
c2
(α(xrp)+2p)
(B3)
We have expressions for N
xlp
R and N
xrp
L from the equa-
tions on both sides. Compare them to get a relation
between the constants c1 and c2:
c2 =
α(xrp) + p
α(xlp) + p
c1 (B4)
Thus the equal accumulation on the two edges of the
piston is N
xlp
R = N
xrp
L =
c1
(α(xlp)+2p)
.
c1 is determined by the normalization condition:
N =
∫ xlp
−d
ρ(x)dx+N−dL +N
xlp
R +
∫ d
xrp
ρ(x)dx+N
xrp
L +N
d
R
= c1
[ ∫ xlp
−d
dx
v(x)
+
1
α(−d) +
1
α(xlp)/2 + p
+
α(xrp) + 2p
α(xlp) + 2p
(∫ d
xrp
dx
v(x)
+
1
α(d)
)]
(B5)
where N is the total particle number. The particle den-
sity for the case of a constant α and v(x) that increases
linearly from the system center to the system edge is
plotted in Fig. 1b.
The force on each of the piston edges is the number of
particles accumulated on the edge multiplied by the force
a single particle applies. The total force on the piston is
the sum of the forces on each of its edges:
Fp = N
xlp
R γv(x
l
p)−N
xrp
L γv(x
r
p)
=
c1γ
(α(xlp) + 2p)
(
v(xlp)− v(xrp)
) (B6)
where γ is a friction coefficient. While the number of
particles accumulated on a surface is generally a func-
tion of the local α, the symmetrically permeable piston
equates the number of particles accumulated on each of
its sides. Thus the force on the piston is proportional to
the velocity difference between its edges, and unaffected
by gradients in α.
Note that for α = const, taking p = 0 in the results
above gives exactly the same force as an impermeable
piston when choosing to divide the particles between the
two parts of the system according to the demand c1 = c2.
9Appendix C: Solution of 1D model with uniform
particle creation, and particle annihilation at the
boundaries
We study a 1D model system with uniform particle
creation and particle annihilation at the boundaries. We
first calculate the steady state particle density and cur-
rent density, in a system containing the active particles
alone. Next, we study the same system, with the addi-
tion of a piston inside. We find the average force the
active particles exert on the piston, by first solving for
the steady state particle density in the system with the
piston. While in this paper we focus on active particles
with a constant tumble rate α and a spatially varying
velocity v(x), we keep a possibly spatially varying α(x)
in the calculations for generality whenever it is possible
without much complication.
1. without a piston
The equations for the particle density in the case of
uniform particle creation in the system at rate k+ with a
random direction of motion, and particle annihilation at
the edges at rate k− per particle:
−d < x < d :
∂tR = −∂x(v(x)R) + α(x)2 (L−R) + k+2
∂tL = ∂x(v(x)L) +
α(x)
2 (R− L) + k+2
x = −d :
∂tN
−d
L = −JL(−d)− α(−d)2 N−dL − k−N−dL
∂tN
−d
R = −JR(−d) + α(−d)2 N−dL
x = d :
∂tN
d
L = JL(d) +
α(d)
2 N
d
R
∂tN
d
R = JR(d)− α(d)2 NdR − k−NdR
(C1)
The general steady state solution for ρ(x) ≡ R+L and
σ(x) ≡ R− L is:
−d < x < d :
σ(x) = k+x+c1v(x)
ρ(x) = 1v(x)
(− ∫ x−d α(x)v(x) (k+x+ c1)dx+ c2)
(C2)
The equations for the steady state number of particles
accumulated on the walls give the following boundary
conditions for the bulk density:
k−ρ(−d) + (α(−d) + k−)σ(−d) = 0
k−ρ(d)− (α(d) + k−)σ(d) = 0 (C3)
Also, they give an expression for the wall accumulation
as a function of the bulk density next to the wall:
N−dL = 2
v(−d)
α(−d)R(−d)
NdR = 2
v(d)
α(d)L(d)
(C4)
Assume the problem has reflection symmetry, i.e.
ρ(x) = ρ(−x) and σ(−x) = −σ(x), then from Eq. C2,
c1 = 0, and the two b.c. equations are the same and
yield c2 = k+d(1 +
α(−d)
k−
). Hence the solutions for ρ and
σ become:
−d < x < d :
σ(x) = k+xv(x)
ρ(x) = k+v(x)
(
d(1 + α(−d)k− )−
∫ x
−d
xα(x)
v(x) dx
)
N−dL = N
d
R =
k+d
k−
(C5)
For the case of v(x) = a|x|+ b, α(x) = α = const, the
solution is:
−d < x < d :
σ(x) = k+xa|x|+b
ρ(x) = k+a|x|+b
(
d(1 + αk− )− αa
(
|x| − d− ba log
(a|x|+b
ad+b
)))
NdR = N
−d
L =
k+d
k−
(C6)
The total particle number, given by the integration over
the density above, depends on both k− and k+. The
density is plotted in Fig. 4a.
Summing the two equations for the density of right
and left moving particles (Eq. C1), we obtain the fol-
lowing equation for the total particle density: ∂tρ =
−∂x(v(x)σ) + k+. This is a continuity equation of the
form ∂tρ = −∂xJ + source term, where J is the cur-
rent density. From this equation we find that the steady
state current density is J(x) = v(x)σ(x) = k+x (Fig. 4b).
Note it depends only on the particle creation rate k+ and
is independent of the annihilation rate per particle k−.
10
2. with an impermeable piston
The equations for the particle density on the left side
of the piston:
−d < x < xlp :
∂tL = ∂x(v(x)L) +
α(x)
2 (R− L) + k+2
∂tR = −∂x(v(x)R) + α(x)2 (L−R) + k+2
x = −d :
∂tN
−d
L = −JL(−d)− α(−d)2 N−dL − k−N−dL
∂tN
−d
R = −JR(−d) + α(−d)2 N−dL
x = xlp :
∂tN
xlp
L = JL(x
l
p) +
α(xlp)
2 N
xlp
R
∂tN
xlp
R = JR(x
l
p)− α(x
l
p)
2 N
xlp
R
(C7)
The solution:
−d < x < xlp :
L(x) = k+v(x)
[
− f(x)− 12x+ 12d+ xlp + (xlp + d)α(−d)2k−
]
R(x) = k+v(x)
[
− f(x) + 12x+ 12d+ (xlp + d)α(−d)2k−
]
x = −d
xlp :
N−dL =
2v(−d)
α(−d) R(−d) =
k+(x
l
p+d)
k−
N
xlp
R =
2v(xlp)
α(xlp)
R(xlp) =
2k+
α(xlp)
[
− f(xlp) + (xlp + d)
(α(−d)
2k−
+ 12
)]
(C8)
where
f(x) ≡
∫ x
−d
(x′ − xlp)α(x′)
2v(x′)
dx′ (C9)
Similarly, we solve equations for the density of particles
on the right side of the piston, and get:
xrp < x < d :
L(x) = k+v(x)
[
− f¯(x) + f¯(d)− 12x+ 12d+ (d− xrp)α(d)2k−
]
R(x) = k+v(x)
[
− f¯(x) + f¯(d) + 12x+ 12d− xrp
+(d− xrp)α(d)2k−
]
x = xrp or d :
N
xrp
L =
2v(xrp)
α(xrp)
L(xrp) =
2k+
α(xrp)
[
+ f¯(d) + (d− xrp)
(α(d)
2k−
+ 12
)]
NdR =
2v(d)
α(d) L(d) =
k+(d−xrp)
k−
(C10)
where
f¯(x) ≡
∫ x
xrp
(x′ − xrp)α(x′)
2v(x′)
dx′ (C11)
Therefore the force on the piston is:
Fp = γ
(
N
xlp
R v(x
l
p)−N
xrp
L v(x
r
p)
)
= k+γ
[
2v(xlp)
α(xlp)
− f(xlp) + (d+ xlp)
(α(−d)
2k−
+ 12
))
− 2v(x
r
p)
α(xrp)
(
f¯(d) + (d− xrp)
(α(d)
2k−
+ 12
))]
(C12)
Note that unlike for a closed system, here the number
of particles in each side of the piston is not conserved even
when the piston is impermeable. However, a permeable
piston will behave differently than an impermeable one,
since an impermeable piston divides the system into two
disconnected parts.
For the case of constant v and α, the equations are:
−d < x < d :
∂tR = −v∂xR+ α2 (L−R) + k+2
∂tL = v∂xL+
α
2 (R− L) + k+2
x = −d :
∂tN
−d
L = −JL(−d)− α2N−dL − k−N−dL
∂tN
−d
R = −JR(−d) + α2N−dL
x = d :
∂tN
d
L = JL(d) +
α
2N
d
R
∂tN
d
R = JR(d)− α2NdR − k−NdR
(C13)
The solution:
−d < x < d :
L(x) = k+2v2
[− α2 x2 − vx+ d(α2 d+ v + αvk− )]
R(x) = k+2v2
[− α2 x2 + vx+ d(α2 d+ v + αvk− )]
ρ(x) = L(x) +R(x) = k+v2
[− α2 x2 + d(α2 d+ v + αvk− )]
x = ±d :
NdR = N
−d
L =
k+d
k−
(C14)
The steady state number of particles in this system is:
N =
k+
v2
[2
3
αd3 + 2vd2(1 +
α
k−
)
]
+
2k+d
k−
(C15)
3. with a symmetric permeable piston
The bulk equations (true for −d < x < xlp, xrp < x <
d):
∂tL = ∂x(v(x)L) +
α(x)
2 (R− L) + k+2
∂tR = −∂x(v(x)R) + α(x)2 (L−R) + k+2
(C16)
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The equations for the particle accumulation on edges
in the left side of the piston:
x = −d :
∂tN
−d
L = −JL(−d)− α(−d)2 N−dL − k−N−dL
∂tN
−d
R = −JR(−d) + α(−d)2 N−dL ; N−dR = 0
x = xlp :
∂tN
xlp
L = JL(x
l
p) +
α(xlp)
2 N
xlp
R + pN
xrp
L ; N
xlp
L = 0
∂tN
xlp
R = JR(x
l
p)− α(x
l
p)
2 N
xlp
R − pN
xlp
R
(C17)
Similarly, the equations for the particle accumulation
on edges in the right side of the piston:
x = xrp :
∂tN
xrp
L = −JL(xrp)−
α(xrp)
2 N
xrp
L − pN
xrp
L
∂tN
xrp
R = −JR(xrp) +
α(xrp)
2 N
xrp
L + pN
xlp
R ; N
xrp
R = 0
x = d :
∂tN
d
L = JL(d) +
α(d)
2 N
d
R ; N
d
L = 0
∂tN
d
R = JR(d)− α(d)2 NdR − k−NdR
(C18)
The general steady state solution of the bulk equations
(C16) is
R(x) = 1v(x)
[
− ∫ α(x)(k+x+c1)2v(x) dx+ 12 (c2 + c1 + k+x)]
L(x) = 1v(x)
[
− ∫ α(x)(k+x+c1)2v(x) dx+ 12 (c2 − c1 − k+x)]
(C19)
where c1 and c2 are integration constants. This solution
applies in both the left and the right side of the piston,
but with different integration constants, so we have 4
unknown integration constants. In addition, we would
like to find N−dL , N
xlp
R , N
xrp
L , N
d
R. Hence overall we have
8 unknowns, and 8 linear algebraic equations for them
obtained by substituting the bulk solution into the equa-
tions for the steady state boundary accumulation equa-
tions (Eq. C17 and C18, with the left hand side equal
to 0). By solving these equations, we find the steady
state density. Due to the length of the solution, it is not
presented here. However, a plot of the solution for the
steady state density appears in Fig. 7.
From the particle density, the force on the piston can
be calculated as shown before, using Eq. 3.
In this system there is particle flux from the bulk,
where particles are uniformly created, to the edge, where
the particles exit the system. In order to get the piston
to move to the center, gradients in v and α must have a
stronger effect than this outward flow. For a piston with
zero width, there is no v, α difference between the two
sides and the force on the piston is always outwards.
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FIG. 7. The steady state particle density (lines) and number
of particles accumulated on edges (dots) for a 1D system with
uniform particle creation, edge annihilation and a permeable
piston with center position at xp = 0.2 and width wp = 0.3.
Results are shown for varying turnover rates at a constant
k−/k+ ratio: k− = 0.1, 1, 10 and k+ = k−/8d. All other
parameters are identical to the ones used for plotting the force
on the piston in Fig. 2c.
The force on the piston for v = a|x|+ b and a constant
k+
k−
is plotted in Fig. 2c of the main text. For a piston with
nonzero width, the velocity difference can counteract the
outwards flow of the particles to obtain an inwards force.
The larger k− is, the larger the particle flux outwards.
For small enough k−, we get inwards force on the piston.
For larger k−, the force on the piston becomes negative
in a region near the system edge, and positive from some
point inwards.
Appendix D: 1D model with uniform particle
creation and annihilation
We here study a 1D model system with uniform par-
ticle creation at rate k+ per unit length, and uniform
particle annihilation at rate k− per particle. The created
particles have equal probabilities to have a right or left
directed active velocity.
1. without a piston
The bulk equations (−d < x < d):
∂tL = ∂x(v(x)L) +
α
2 (R− L) + k+2 − k−L
∂tR = −∂x(v(x)R) + α2 (L−R) + k+2 − k−R
(D1)
The equations for the accumulation of particles at the
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walls:
x = −d :
∂tN
−d
L = −JL(−d)− α2N−dL − k−N−dL
∂tN
−d
R = −JR(−d) + α2N−dL
x = d :
∂tN
d
L = JL(d) +
α
2N
d
R
∂tN
d
R = JR(d)− α2NdR − k−NdR
(D2)
Summing and subtracting the two bulk equations, we
get equations for the steady state ρ ≡ R + L and σ ≡
R− L:
0 = −∂x(v(x)σ(x)) + k+ − k−ρ(x)
0 = −∂x(v(x)ρ(x))− (α+ k−)σ(x)
(D3)
From the second equation,
σ(x) = − 1
α+ k−
∂x(v(x)ρ(x)) (D4)
Plugging this into the first equation gives a second or-
der differential equation for ρ(x):
0 =
(
v′(x)2 + v(x)v′′(x)− k−(α+ k−)
)
ρ(x) (D5)
+ 3v(x)v′(x)ρ′(x) + v(x)2ρ′′(x) + k+(α+ k−)
In general, this equation is hard to solve. Hence we will
consider a case which can be solved analytically - where
v(x) linearly increases from the center of the system to-
wards the edges, i.e. v(x) = a|x| + b. Since our system
is symmetric to reflection x → −x and replacement of
R ↔ L, we can solve the problem in the half-system
0 ≤ x ≤ d and use the symmetry to conclude what is the
solution in the other half.
When we do this, the wall accumulation equations at
x = d give us a Dirichlet boundary condition on the
values of L and R. Since we now have a fake boundary
at x = 0, we need a boundary condition there. We use
the condition σ(x) = −σ(−x), which is true due to the
reflection symmetry of the original problem.
To sum up, the problem we currently wish to solve:
The bulk equations for 0 ≤ x ≤ d are Eq. D1 and hence
Eq. D3, D5 hold. Plugging v(x) = ax+ b into Eq. D5 we
obtain:
0 =
(
a2 − k−(α+ k−)
)
ρ(x) + 3a(ax+ b)ρ′(x) (D6)
+ (ax+ b)2ρ′′(x) + k+(α+ k−)
This is an Euler differential equation. Its general solu-
tion is:
ρ(x) = c1(ax+ b)
λ+ + c2(ax+ b)
λ− − k+(α+ k−)
a2 − k−(α+ k−)
(D7)
where λ± = −1±
√
k−(α+k−)
a2 , and c1, c2 are constants
to be determined by the boundary conditions. In addi-
tion, we have to find NdR. We solve for these 3 unknowns
using the three equations:
σ(0) = 0
σ(d) = k−v(d)N
d
R =
k−
ad+bN
d
R
NdR =
2v(d)
α L(d) =
ad+b
α (ρ(d)− σ(d))
(D8)
The first equation is true due to the reflection sym-
metry of the original system, and the last two equations
are a result of the equations for x = d in Eq. D2. Using
Eq. D4 we find that
σ(x) = − a
α+ k−
[
c1(λ+ + 1)(ax+ b)
λ+ (D9)
+ c2(λ− + 1)(ax+ b)λ− − k+(α+ k−)
a2 − k−(α+ k−)
]
Plugging Eq. D7, D9, into the conditions Eq. D8 we
obtain a system of equations for the unknowns c1, c2, N
d
R
which we can write in matrix form:
M =

a
α+k− (λ++1)b
λ+ a
α+k− (λ−+1)b
λ− 0
a
α+k− (λ++1)(ad+b)
λ+ a
α+k− (λ−+1)(ad+b)
λ− k−
ad+b
1
2 (ad+b)
λ+
(
1+
√
k−
α+k−
)
1
2 (ad+b)
λ−
(
1−
√
k−
α+k−
)
− α
2(ad+b)

(D10)
V =

a
a2−k−(α+k−)
a
a2−k−(α+k−)
1
2
α+k−
a2−k−(α+k−)
(
1 + aα+k−
)
 · k+ (D11)
M
 c1c2
NdR
 = V ⇒
 c1c2
NdR
 = M−1V (D12)
The solution of these equations gives the particle den-
sity, which is plotted in Fig. 3a of the main text. The
shape of the density depends on k−. In the limit of small
k−, the flux goes to zero and the density tends to the
zero flux solution where ρ ∝ 1v(x) . In the limit of large
k−, the distribution of particles is close to uniform. This
is because particles are created uniformly in the system,
and their lifetime 1/k− is so short that they barely move
before being annihilated. Thus the particle distribution
reflects the distribution with which they are created, as
opposed to the small k− limit where it reflects the distri-
bution resulting from the spatial variability in v(x).
13
Note there are two relevant timescales to compare with
1/k− for finding the shape of ρ(x): 1/α and d/v (Since
ρ(x) ∼ k+, its shape doesn’t depend on k+).
Similarly to the edge annihilation case, summing the
two equations for the density of right and left moving par-
ticles (Eq. D1), gives an equation for the total particle
density: ∂tρ = −∂x(v(x)σ) + k+ − k−ρ. This is a conti-
nuity equation of the form ∂tρ = −∂xJ + source term +
sink term, where J is the current density. Thus the
steady state current density is J(x) = v(x)σ(x), with
σ(x) given by Eq. D9 with the constants c1 and c2 given
by Eq. D12. This result is plotted in Fig. 3b.
2. with a permeable piston
As before, assume v(x) = a|x| + b. Denote: xp is the
position of the center of the piston; wp is the width of
the piston; xrp = xp + wp/2 is the position of the right
edge of the piston; xlp = xp − wp/2 is the position of the
left edge of the piston.
Assume that the right side of the piston is in the right
side of the system (xrp > 0). First, assume that the left
side of the piston is also in the right side of the system
(xlp > 0). We can now write equations for the density
of particles in the system: bulk equations for the three
regions I. xrp < x < d, II. 0 < x < x
l
p, III. −d < x <
0. The bulk equations are Eq. D1. In regions I and
II, v(x) = ax + b and the general solution of the bulk
equations is given by Eq. D7. Denote the two integration
constants in region I by c1, c2, and in region II by c3, c4.
In region III, v(x) = −ax+ b. Plugging this into Eq. D5,
it can be shown that the general solution to the Euler
equation for ρ(x) there is:
ρ(x) = c5(−ax+b)λ+ +c6(−ax+b)λ−− k+(α+ k−)
a2 − k−(α+ k−)
(D13)
Remember σ(x) in each region is found from ρ(x) using
Eq. D4. We thus find that in region I,
L(x) = c1A+(ax+ b)
λ+ + c2A−(ax+ b)λ− −B+
R(x) = c1A−(ax+ b)λ+ + c2A+(ax+ b)λ− −B−
(D14)
where we denote: A± = 12
(
1 ±
√
k−
α+k−
)
, B± =
k+(α+k−±a)
2(a2−k−(α+k−)) . In region II we have the same result
except for replacing c1 → c3, c2 → c4. In region III, we
similarly get:
L(x) = c5A−(−ax+ b)λ+ + c6A+(−ax+ b)λ− −B−
R(x) = c5A+(−ax+ b)λ+ + c6A−(−ax+ b)λ− −B+
(D15)
For each of the 4 edges in the system, we have two
equations for the change in particle accumulation - one
for right moving and one for left moving particles. Since
the number of particles moving away from the edge which
are accumulated on it is zero, we have 4 unknown num-
bers of particles on edges: NdR - the number of right mov-
ing particles accumulated at x = d, N
xrp
L - the number of
left moving particles accumulated at x = xrp, N
xlp
R - the
number of right moving particles accumulated at x = xlp,
N−dL - the number of left moving particles accumulated at
x = −d. Together with the 6 integration constants in the
general solutions for ρ(x) in the three regions, we have
10 unknowns. The edge equations give us 8 conditions.
The extra 2 conditions needed are continuity conditions
at x = 0, where we demand that all particle densities are
continuous: ρ(0−) = ρ(0+), σ(0−) = σ(0+).
The 8 steady state equations for particle numbers on
the edges are:
0 = ∂tN
d
L = JL(d) +
α
2N
d
R
0 = ∂tN
d
R = JR(d)− (α2 + k−)NdR
0 = ∂tN
xrp
L = −JL(xrp)− (α2 + k− + p)N
xrp
L
0 = ∂tN
xrp
R = −JR(xrp) + α2N
xrp
L + pN
xlp
R
0 = ∂tN
xlp
L = JL(x
l
p) +
α
2N
xlp
R + pN
xrp
L
0 = ∂tN
xlp
R = JR(x
l
p)− (α2 + k− + p)N
xlp
R
0 = ∂tN
−d
L = −JL(−d)− (α2 + k−)N−dL
0 = ∂tN
−d
R = −JR(−d)− α2N−dL
(D16)
We can write the 10 linear equations on the 10 un-
knowns in matrix form, and invert the matrix to find the
particle density in the system. Similarly, we can solve
the case xlp < 0, which is even simpler because there are
only 2 bulk regions and thus only 8 boundary conditions
(no continuity equation needed for x = 0, which in this
case is inside the piston). The final result for the steady
state density is plotted in Fig. 8. The resultant force on
the piston for various k− values are plotted in the main
text Fig. 3c.
Appendix E: The current in a d-dimensional
spherical system with uniform particle creation and
particle annihilation on the edge
For a spherically system with uniform particle creation,
the particle density is given by:
∂tρ(r) = −∇ · J(r) + k+ (E1)
where k+ is the particle creation rate per unit volume,
and J(r) = Jr(r)rˆ is the current density. Therefore ∇ ·
J = 1
rd−1 ∂r
(
rd−1Jr(r)
)
. In steady state, the solution of
Eq. E1 is Jr(r) =
k+
d r+
c
rd−1 , where c is a constant. Due
to the system’s reflection symmetry, c = 0 and therefore
Jr(r) =
k+
d r.
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FIG. 8. The steady state particle density (lines) and number
of particles accumulated on edges (dots) for a 1D system with
uniform particle creation and annihilation, and a permeable
piston with center position at xp = 0.2 and width wp = 0.3.
Results are shown for varying turnover rates at a constant
k−/k+ ratio: k− = 0.01, 1, 100 and k+ = k−/2d. All other
parameters are identical to the ones used for plotting the force
on the piston in Fig. 3c.
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