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Abstract
In this work, Huard type converse duality theorems for scalar and multiobjective second-order dual problems in nonlinear
programming are established.
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1. Introduction
Mangasarian [1] introduced the concept of second-order duality for the nonlinear programming problem
(NP) Minimize f (x)
subject to g(x) 5 0, (1)
where x ∈ Rn and the functions f : Rn 7→ R and g : Rn 7→ Rm are twice differentiable on Rn . By introducing
an additional vector p ∈ Rn he formulated the second-order dual for (NP) and established duality theorems under
convexity. Subsequently Mond [2] derived these results using simpler assumptions and under generalized convexity.
Mond and Weir [3] then reformulated the second-order dual and obtained the duality results under second-order
convexity and generalized convexity.
Husain et al. [4] formulated another second-order dual problem (ND) for (NP) as follows:
(ND) Maximize f (u)− 1
2
pT∇2 f (u)p
subject to r(∇ f (u)+∇2 f (u)p)+∇ yTg(u)+∇2yTg(u)p = 0, (2)
yTg(u)− 1
2
pT∇2
(
yTg(u)
)
p = 0, (3)
(r, y) = 0, (4)
(r, y) 6= 0, (5)
∗ Corresponding author.
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where r ∈ R, y ∈ Rm and p, u ∈ Rn , and using Fritz John necessary optimality conditions established the duality
results, eliminating the requirement of a constraint qualification.
Mond and Zhang [5] extended the concept of second-order duality by considering the following nonlinear
multiobjective programming problem:
(VP) Minimize ( f1(x), f2(x), . . . , fk(x))
subject to g(x) 5 0, (6)
where x ∈ Rn and f j : Rn 7→ R, j = 1, . . . , k and g : Rn 7→ Rm are differentiable functions. They established weak,
strong and converse duality theorems under generalized convexity assumptions for the Mond–Weir type second-order
dual to (VP).
Observing that in the Huard type converse duality theorem in [4], the assumption that the matrix ∇[r∗∇2 f (x∗)+
∇2(y∗Tg(x∗))]p∗ is positive or negative definite and the result p∗ = 0 are inconsistent, recently Yang et al. [6]
established the following converse duality theorem.
Theorem 1 (Converse Duality). Let (r∗, x∗, y∗, p∗) be an optimal solution of (ND) for which
(B1) either (a) the n × n Hessian matrix ∇2(y∗Tg(x∗)) is positive definite and p∗T∇ y∗Tg(x∗) = 0 or (b) the n × n
Hessian matrix ∇2(y∗Tg(x∗)) is negative definite and p∗T∇ y∗Tg(x∗) 5 0,
(B2) ∇(y∗Tg(x∗))+∇2(y∗Tg(x∗))p∗ 6= 0, and
(B3) the vectors {[∇2 f (x∗)] j , [∇2(y∗Tg(x∗))] j , j = 1, . . . , n} are linearly independent, where [∇2 f (x∗)] j is the
j th row of [∇2 f (x∗)] and [∇2(y∗Tg(x∗))] j is the j th row of [∇2(y∗Tg(x∗))].
If for all feasible (r, x, y, p), f (.) is pseudobonvex and yTg(.) is semi-strictly pseudobonvex, then x∗ is an optimal
solution of (NP) .
It may be noted that they replaced the positive or negative definiteness assumption (A1 in [4]) by (B1). However in
their proof letting α = 0, they obtain the equation
θ = α
r∗
for α, θ ∈ R (Eq. (19) in [6]) which helps to contradict (α, β, θ, ξ, η) 6= 0 and so ensures that α > 0.
But claiming that
α > 0 and θ = α
r∗
imply θ > 0
is erroneous since θ = αr∗ is obtained letting α = 0.
In this work, Section 2 contains a modified proof of Theorem 1. Also, we obtain an alternative proof of the converse
duality theorem replacing assumption (B2) by a weaker assumption ∇ f (x∗)+∇2 f (x∗)p∗ 6= 0.
The inconsistency observed by Yang et al. [6] in [4] has also appeared in the converse duality theorem for the
multiobjective problem studied in [5] for which a modified proof is presented in Section 3.
2. Converse duality
Proof of Theorem 1. Since (r∗, x∗, y∗, p∗) is an optimal solution of (ND), there exist α ∈ R, β ∈ Rn, θ ∈ R, ξ ∈ R
and η ∈ Rm such that the following Fritz John conditions [6,7] are satisfied:
−α
{
∇ f (x∗)− 1
2
∇(p∗T∇2 f (x∗)p∗)
}
− θ
{
∇(y∗Tg(x∗))− 1
2
∇(p∗T∇2(y∗Tg(x∗))p∗)
}
+
{
r∗(∇2 f (x∗)+∇(∇2 f (x∗)p∗))+∇2(y∗Tg(x∗))+∇(∇2(y∗Tg(x∗)p∗))
}
β = 0, (7)
βT[∇g j (x∗)+∇2g j (x∗)p∗] − θ
[
g j (x∗)− 12 p
∗T∇2g j (x∗)p∗
]
− η j = 0, j = 1, . . . ,m, (8)
βT[∇ f (x∗)+∇2 f (x∗)p∗] − ξ = 0, (9)
(αp∗ + βr∗)T[∇2 f (x∗)] + (θp∗ + β)T[∇2y∗Tg(x∗)] = 0, (10)
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θ
[
y∗Tg(x∗)− 1
2
p∗T∇2y∗Tg(x∗)p∗
]
= 0, (11)
ξr∗ = 0, (12)
ηTy∗ = 0, (13)
(α, θ, ξ, η) = 0, (14)
(α, β, θ, ξ, η) 6= 0. (15)
Eq. (10) and hypothesis (B3) yield
αp∗ + βr∗ = 0 (16)
and
θp∗ + β = 0. (17)
Using (2), (16) and (17) in (7), we have
(α − r∗θ)[∇ y∗Tg(x∗)+∇2y∗Tg(x∗)p∗] + [∇(∇2(r∗ f (x∗)+ y∗Tg(x∗))p∗)]r∗β
+ 1
2
∇(αp∗T∇2r∗ f (x∗)p∗)+ 1
2
∇(θp∗T∇2(y∗Tg(x∗))p∗) = 0. (18)
Now, suppose θ = 0. Then by Eq. (17), we get
β = 0
which along with (16) gives
αp∗ = 0.
Therefore Eq. (18) reduces to
α[∇ y∗Tg(x∗)+∇2y∗Tg(x∗)p∗] = 0
and using hypothesis (B2), we obtain
α = 0.
Also, Eqs. (8) and (9) yield
η = 0 and ξ = 0.
Hence (α, β, θ, ξ, η) = 0, which contradicts (15).
So
θ > 0.
Multiplying (8) by y∗j , summing over j and then using (11) and (13), we get
βT[∇(y∗Tg(x∗))+∇2(y∗Tg(x∗))p∗] = 0,
which along with (17) implies
θp∗T[∇(y∗Tg(x∗))+∇2(y∗Tg(x∗))p∗] = 0
or
p∗T∇(y∗Tg(x∗)) = −p∗T∇2(y∗Tg(x∗))p∗.
This contradicts hypothesis (B1) for p∗ 6= 0. Hence, p∗ = 0 and therefore Eq. (17) implies β = 0.
But as η = 0 and θ > 0, Eq. (8) gives
g(x∗) 5 0.
Thus x∗ is feasible for (NP) and because p∗ = 0 the two objectives are equal.
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Also, since for all feasible (r, x, y, p), f (.) is pseudobonvex and yTg(.) is semi-strictly pseudobonvex, by
Theorem 2.1 in [4], x∗ is an optimal solution of (NP). 
In the following converse duality theorem we replace assumption (B2) by the weaker assumption
(B4) ∇ f (x∗)+∇2 f (x∗)p∗ 6= 0.
The assumption (B4) is weaker than (B2) as in view of the dual constraint (2), the assumption (B2) implies (B4) and
not vice versa.
Theorem 2 (Converse Duality). Let (r∗, x∗, y∗, p∗) be an optimal solution of (ND) for which assump-
tions (B1), (B3) and (B4) hold. Then x∗ is feasible for (NP) and the two objectives are equal. Furthermore, if for
all feasible (r, x, y, p), f (.) is pseudobonvex and yTg(.) is semi-strictly pseudobonvex, then x∗ is an optimal solution
of (NP).
Proof. Since (r∗, x∗, y∗, p∗) is an optimal solution of (ND), we obtain Eqs. (7)–(17) as in the proof of Theorem 1.
Also, Eq. (7) with (2), (16) and (17) yields
(α − r∗θ)[∇ f (x∗)+∇2 f (x∗)p∗] − [∇(∇2(r∗ f (x∗)+ y∗Tg(x∗))p∗)]β
− 1
2
∇(αp∗T∇2 f (x∗)p∗)− 1
2
∇(θp∗T∇2(y∗Tg(x∗))p∗) = 0.
Now suppose θ = 0. Then (17) implies β = 0 which along with (16) gives αp∗ = 0.
Thus the above equality reduces to
α(∇ f (x∗)+∇2 f (x∗)p∗) = 0
and using hypothesis (B4) we obtain
α = 0.
Also, Eqs. (8) and (9) give η = 0 and ξ = 0, thus contradicting (15).
So
θ > 0.
Now rest of the proof follows as in Theorem 1. 
3. Converse duality in multiobjective nonlinear programming
In this section an attempt is made to eliminate a similar inconsistency for the second-order multiobjective dual of
(VP) of Mond and Zhang [5].
For multiobjective nonlinear problem (VP), we propose the following second-order dual:
(VD) Maximize
(
f1(u)− 12 p
T∇2 f1(u)p, . . . , fk(u)− 12 p
T∇2 fk(u)p
)
subject to ∇
(
λT f (u)+ yTg(u)
)
+∇2
(
λT f (u)+ yTg(u)
)
p = 0, (19)
yTg(u)− 1
2
pT∇2(yTg(u))p = 0, (20)
λ ≥ 0, (21)
y = 0, (22)
k∑
i=1
λi = 1. (23)
In the above problem we have considered a single dual constraint (20) instead of m constraints
y jg j (u)− 12 p
T∇2(y jg j (u))p = 0, j = 1, . . . ,m
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as taken in [5]. With m constraints in the dual we could not obtain the proof of the converse duality theorem (see
Remark 3.2).
We first state weak and strong duality theorems for (VP) and (VD). Their proofs are similar to [5] and hence are
omitted here.
Theorem 3 (Weak Duality). Let x and (u, λ, y, p) be feasible solutions of (VP) and (VD) respectively, and let
(λ1 f1, λ2 f2, . . . , λk fk) be second-order V -pseudo-invex and
∑m
j=1 y jg j be second-order V -quasi-invex with respect
to the same η at u. Then
fi (x) 6< fi (u)− 12 p
T∇2 fi (u)p, i = 1, . . . , k.
Theorem 4 (Strong Duality). Suppose that x¯ is a weak efficient solution of (VP) for which the Kuhn–Tucker
constraint qualification is satisfied. Then there exist λ¯ ∈ Rk and y¯ ∈ Rm such that (x¯, λ¯, y¯, p¯ = 0) is feasible
for (VD) and the objective function values of (VP) and (VD) are equal.
Furthermore, if the invexity assumptions of Theorem 3 hold for all feasible solutions of (VP) and (VD), then
(x¯, λ¯, y¯, p¯ = 0) is a weak efficient solution of (VD).
Theorem 5 (Converse Duality). Let (x∗, λ∗, y∗, p∗) be a weak efficient solution of (VD) for which
(C1) either (a) the n × n Hessian matrix ∇2(y∗Tg(x∗)) is positive definite and p∗T∇ y∗Tg(x∗) = 0 or (b) the n × n
Hessian matrix ∇2(y∗Tg(x∗)) is negative definite and p∗T∇ y∗Tg(x∗) 5 0,
(C2) ∇ fi (x∗)+∇2 fi (x∗)p∗, i = 1, . . . , k are linearly independent, and
(C3) the vectors {[∇2 fi (x∗)] j , [∇2y∗Tg(x∗)] j , i = 1, . . . , k, j = 1, . . . , n} are linearly independent, where
[∇2 fi (x∗)] j is the j th row of [∇2 fi (x∗)] and [∇2y∗Tg(x∗)] j is the j th row of [∇2(y∗Tg(x∗))],
then x∗ is feasible for (VP) and the two objectives are equal. Furthermore, if for all feasible
(x, λ, y, p), (λ1 f1, . . . , λk fk) is second-order V-pseudo-invex and
∑m
j=1 y jg j is second-order V-quasi-invex, then
x∗ is a weak efficient solution of (VP) .
Proof. Since (x∗, λ∗, y∗, p∗) is a weak efficient solution of (VD), there exist α ∈ Rk, β ∈ Rn, θ ∈ R, ξ ∈ Rk ,
η ∈ Rm and τ ∈ R such that the following Fritz John conditions [7] are satisfied:
−
k∑
i=1
αi
{
∇ fi (x∗)− 12∇(p
∗T∇2 fi (x∗)p∗)
}
− θ
{
∇ y∗Tg(x∗)− 1
2
∇(p∗T∇2y∗Tg(x∗)p∗)
}
+
{
∇2λ∗T f (x∗)+∇(∇2λ∗T f (x∗)p∗)+∇2(y∗Tg(x∗))+∇(∇2(y∗Tg(x∗)p∗))
}
β = 0, (24)
βT[∇g j (x∗)+∇2g j (x∗)p∗] − θ
[
g j (x∗)− 12 p
∗T∇2g j (x∗)p∗
]
− η j = 0 j = 1, . . . ,m, (25)
βT[∇ fi (x∗)+∇2 fi (x∗)p∗] − ξi + τ = 0 i = 1, . . . , k, (26)
k∑
i=1
(αi p∗ + βλ∗i )T[∇2 fi (x∗)] + (θp∗ + β)T[∇2y∗Tg(x∗)] = 0, (27)
θ
[
y∗Tg(x∗)− 1
2
p∗T∇2(y∗Tg(x∗))p∗
]
= 0, (28)
ξTλ∗ = 0, (29)
ηTy∗ = 0, (30)
(α, θ, ξ, η) = 0, (31)
(α, β, θ, ξ, η, τ ) 6= 0. (32)
Using hypothesis (C3), Eq. (27) yields
θp∗ + β = 0 (33)
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and
αi p∗ + βλ∗i = 0, i = 1, . . . , k. (34)
Using (19), (33) and (34) in (24), we have
k∑
i=1
(αi − λiθ)[∇ fi (x∗)+∇2 fi (x∗)p∗] −
[
∇(∇2λT f (x∗)+ y∗Tg(x∗))p∗
]
β
− 1
2
k∑
i=1
∇{(αi p∗)T∇2 fi (x∗)p∗} − 12∇{(θp
∗)T∇2(y∗Tg(x∗))p∗} = 0. (35)
Now, suppose θ = 0. Then Eq. (33) gives β = 0 and so Eq. (34) imply αi p∗ = 0, i = 1, . . . , k.
Therefore Eq. (35) reduces to
k∑
i=1
αi [∇ fi (x∗)+∇2 fi (x∗)p∗] = 0
and using hypothesis (C2), we obtain
αi = 0, i = 1, . . . , k.
Also, Eqs. (25) and (26) give
η = 0 and − ξi + τ = 0.
Using
∑k
i=1 λi = 1, the latter equation implies τ = ξTλ which by (29) yields τ = 0. Thus, ξ = 0.
Hence (α, β, θ, ξ, η, τ ) = 0, which contradicts (32). Therefore, θ > 0.
Multiplying (25) by y∗j , summing over j and then using (28) and (30), we have
βT[∇(y∗Tg(x∗))+∇2(y∗Tg(x∗))p∗] = 0,
which with (33) gives
θp∗T[∇(y∗Tg(x∗))+∇2(y∗Tg(x∗))p∗] = 0
or
p∗T∇(y∗Tg(x∗)) = −p∗T∇2(y∗Tg(x∗))p∗.
This contradicts hypothesis (C1) for p∗ 6= 0. So, p∗ = 0 and by (33) β = 0.
Also, η = 0 and θ > 0, so Eq. (25) gives
g(x∗) 5 0.
Thus x∗ is feasible for (VP) and because p∗ = 0 the two objectives are equal.
Also, since for all feasible (x, λ, y, p), (λ1 f1, . . . , λk fk) is second-order V -pseudo-invex and
∑m
j=1 y jg j is
second-order V -quasi-invex by Theorem 3, x∗ is a weak efficient solution of (VP). 
Remark 3.1. Since the dual constraint
∑k
i=1 λi = 1 plays no role in the proof of the weak duality theorem [5], it may
be omitted from the dual problem (VD). In that case the corresponding multiplier τ will not appear in the proof of
Theorem 5.
Remark 3.2. It may be noted that if the dual constraint yTg(u) − 12 pT∇2yTg(u)p = 0 is replaced by m constraints
y jg j (u) − 12 pT∇2y jg j (u)p = 0, j = 1, . . . ,m as in [5], then the multiplier θ corresponding to these constraints
would be a vector in Rm instead of θ ∈ R. In that case, though we obtain
θ jg j (x∗) = −η j , j = 1, . . . ,m,
we fail to obtain feasibility of x∗ for (VP), as on supposing θ = 0, we obtain a contradiction leading to θ 6= 0 or θ ≥ 0
and not θ j > 0 for all j .
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