We present a summary of data obtained with the 350 µm polarimeter, Hertz, at the Caltech Submillimeter Observatory. We give tabulated results and maps showing polarization vectors and flux contours. The summary includes over 4300 individual measurements in 56 Galactic sources and 2 galaxies. Of these measurements, 2153 have P ≥ 3σ p statistical significance. The median polarization of the entire data set is 1.46%.
INTRODUCTION
The University of Chicago 350 µm polarimeter, Hertz 7 , was operated at the Caltech Submillimeter Observatory (CSO) from 1994 to 2003. Many of the results have been published in some form but usually without giving complete information. In this paper we present a catalog of all the measurements giving coordinates, position angles, degrees of polarization, and uncertainties as well as maps showing polarization vectors and flux contours derived from the same measurements. An earlier paper by Dotson et al. (2000) presented a similar summary for results at 60 µm and 100 µm from the far-infrared polarimeter, Stokes, operated on the Kuiper Airborne Observatory.
For these bright sources we attribute the polarized flux to thermal emission from magnetically aligned nonspherical dust grains (e.g., Hildebrand 1988) . The degree and angle of the polarization are useful for investigating the intrinsic properties, alignment mechanism, and populations of dust grains (e.g., Hildebrand et al. 1999 , Hildebrand & Dragovan 1995 and the structure of magnetic fields (e.g., Hildebrand et al. 1990 , Houde et al. 2002 .
We discuss the instrument and observations in Section 2, and the instrumental and systematic effects in Section 3. In Section 4 we present the object list (Table 1) and table of results (Table 2 ). In Table 1 we also give references where earlier papers have been based on the same data. In all other cases, this is the first presentation of complete data sets.
All results in Table 2 and the figures are for polarization vectors. The inferred directions of the magnetic field vectors (not shown) are orthogonal to the polariza-tion vectors. The table contains all the data satisfying the criterion F > 3σ F , where F is the total unpolarized flux density.
INSTRUMENT AND OBSERVATIONS
The instrument, calibrations, and data analysis techniques have been described in detail by Schleuning et al. (1997) , Dowell et al. (1998) , and Kirby et al. (2005) . Here we give a brief overview of the instrument and observing techniques.
An interference filter provided peak transmission at 353 µm and a bandwidth of 62 µm (see Figure 1 in Dowell et al. 1998) . After passing through a quartz halfwave plate turned by a stepper motor, the incoming radiation was separated into orthogonal components of polarization by a polarizing grid inclined at 45
• to the optic axis. The reflected and transmitted components were detected simultaneously for each pixel on the sky by corresponding pairs of NTD germanium bolometers in arrays of 32 pixels each, arranged in a 6×6 matrix with the corners omitted. Winston cones concentrated the radiation into cylindrical cavities containing silicon bolometers cooled to 0.26 K by a dual stage 3 He cryostat. The half-wave plate was moved in 30
• steps through six positions. At each position standard chopped and beamswitched photometric observations were performed. The chop throw varied between 2 ′ and 8 ′ depending on the size of the object. The chop frequency was ∼ 3 Hz. Each data file took approximately 4 -5 minutes including time spent integrating, beam switching, and stepping the halfwave plate. In excellent weather conditions the noise equivalent flux density for measurement of polarized flux was 3 -4 Jy Hz −1/2 . Relative photometric measurements were obtained simultaneously with the polarimetric measurements. Array flat fielding was obtained by pixel dithering as described by Dowell et al. (1998) . The individual data files were corrected for their gain by normalizing to the bright flux peak. In most cases, we did not Nyquist sample the image plane; the center-to-center spacing of the detector array was measured to be 17.
′′ 8. As a result, the resolution in our flux maps is ∼ √ 2 × our nominal beamsize of 20 ′′ . Peak fluxes for all objects presented here are given in Table 1 and in the captions of Figures 2 -56. Fluxes for eleven objects were found in the literature (see Table 1 , "Flux Reference" column). These eleven objects, along with observations of W3OH, Mars, Uranus, and Jupiter, were taken as flux standards for calibrating all remaining objects. The calibrations were performed with respect to the standards within each observing run. Average fluxes are reported for objects observed in multiple runs.
Instrumental Effects
All of the measurements made during an observing run were combined to calculate the telescope and instrumental polarization as described by Platt et al. (1991) . The mean instrumental polarization across the array varied from 0.23% -0.38% on different observing runs. The telescope polarization varied from 0.04% -0.48% on different runs, with a mean value of 0.22%. All results were corrected for telescope and instrument polarizations as well as a polarization efficiency of 95%.
Systematic Effects
A major obstacle to the measurement of submillimeter polarization is the inevitable fluctuations in atmospheric transmission and emission. The removal of background sky emission is mostly achieved by observing reference regions away from the source of interest and subtracting the reference position measurement from the on-source position measurement. Rapid (3 -4 Hz) modulation ("chopping") of the telescope secondary mirror between off-source and on-source positions allows removal of most fluctuations in sky emission. Slow (∼ 0.05 Hz) beam switching ("nodding") facilitates removal of linear gradients in the sky emission. The effects of fluctuations in the transmission of the atmosphere are largely removed by observing two orthogonal components of polarization simultaneously. While the instrumental design of Hertz (two-component polarimetry) and our observing strategy (chop-nod) allow us to remove many of the effects of the sky fluctuations, these strategies do not allow us to correct for fluctuations on all the relevant physical and time scales, so there is still a residual noise in our measurements due to sky fluctuations. A relatively recent data analysis approach, developed by Kirby et al. (2005) , capitalizes on making repeated observations of the source and measurements of the atmospheric optical depth to further reduce the residual effects of sky fluctuation. While our traditional two-array measurement of the polarization (e.g., Platt et al. 1991 ) is quite effective at measuring polarized flux, the Kirby et al. (2005) approach significantly improves the estimation of the reduced Stokes parameters (polarized flux divided by total flux). This new approach has allowed us to extend measurements to fainter sources.
If the distance between the source and the reference positions is small compared to the size of the source, then it is possible to erroneously subtract source flux along with the sky background. Large chop throws (∼ 6 ′ ) were chosen for most Hertz observations in order to mitigate this problem. The size and range of directions of the chop used for each object are given in Table 1 .
Despite the large chop throws available at the Caltech Submillimeter Observatory, it is not always possible to avoid the problem of source flux in the reference beam. This is not a significant problem for submillimeter photometry as one can at least report the flux difference between the source and reference positions. However, this is not the case for polarimetry because the polarizations do not subtract simply. Methods to estimate these systematic uncertainties have been developed by Schleuning et al. (1997) and Novak et al. (1997) .
Estimates for the limits to these uncertainties include: (1) ∆P + sys , the maximum amount by which the actual value of P could be larger than the measured value, (2) ∆P − sys , the maximum amount by which it could be smaller, and (3) ∆φ sys , the maximum amount by which the measured position angle could be in error. The magnitudes of these limits are dependent on the ratio of flux in the source beam to that in the reference beam and the ratio of the polarization in the source and reference beams (for more details see Schleuning et al. 1997 and Novak et al. 1997) . For any given polarization measurement, these maximum uncertainties can be estimated if the polarized flux is known in both the source and reference positions. However, few large scale 350 µm photometric maps, and no large scale submillimeter polarimetric maps, exist from which to make these estimates. Therefore, we have made no effort to estimate these systematics here.
Positive Bias
Since polarization is an inherently positive quantity, a positive bias is introduced into any measurement with noise. For high signal-to-noise ratios (P/σ p 4) measurements can be best corrected for this bias using the relation
where P 0 is the corrected polarization, P m the measured polarization, and σ p the measured uncertainty in the polarization (e.g., Simmons & Stewart 1985) . Extending this relation to slightly lower signal-to-noise yields a bias less than 0.06 × P m for P m > 3σ p . Given this small level of bias, and the fact that equation (1) is not an exact solution for P/σ p 4, we have made no attempt to correct the polarizations presented in Table 2 . However, we caution that readers wishing to make precise comparisons between this archive and other polarization measurements should consider that some bias-correcting scheme may be appropriate for some studies.
The bias correction has been applied to all plotted vectors in Figures 2 -56, including those with P/σ p < 4. With this correction, any measurement with P m < σ p yields P 0 = 0. However, upper limits on the polarization can still be placed on these measurements (Vaillancourt 2006) . These points are shown by circles on the maps when P + 2σ p < 1%. This 2σ criterion represents confidence levels between 95 -99% depending on the exact level of the polarization signal-to-noise.
RESULTS
We have made two cuts to the polarization data set in order to eliminate excessively noisy points. First we require that each position be measured with at least 3 polarization files. Second, every measured point must have a flux signal-to-noise ratio ≥ 3. When the flux S/N < 3, we have not successfully measured total flux, making it impossible to have successfully measured the polarization. Even with flux S/N just above 3, it is unlikely that we have successfully measured the source polarization, but in many cases the flux information may be of use. We have made no cuts based on the value of the polarization or of the statistical uncertainty of the polarization measurements; such cuts could bias the statistics of the polarization distribution. The cuts we did apply should only reinforce the already existing bias of this data set towards brighter regions of submillimeter flux.
The distribution in degrees of polarization is shown in Figure 1 . Among the 4372 measured points, 2153 have 3σ or greater statistical significance, 990 ≥ 6σ, and 350 ≥ 12σ. The median P and P/σ p for all of the measurements are 1.46% and 2.93, respectively. The distribution of measured polarizations and how the distribution changes with wavelength are discussed by Hildebrand et al. (1999) .
The results are tabulated in Table 2 and shown in Figures 2 -56 . The plotted vectors have all been debiased (see Section 2.3). The results listed in Table 2 have not been debiased. All maps include a reference vector and a shaded circle indicating the Hertz beam size of 20 ′′ . Coordinates in right ascension and declination are offset from the coordinates given in the caption and Table 1 . Solid vectors denote measurements where P/σ P ≥ 3; dotted vectors denote 2 ≤ P/σ P < 3; and open circles denote P + 2σ P ≤ 1% . Note that any vector which meets the criterion P/σ P > 3 has ∆φ < 10
• and any vector with P/σ P > 2 has ∆φ < 15
• . Flux contours were generated by smoothing the data with a 20 ′′ gaussian, choosen to mimic the Hertz beam. No smoothing was applied to the polarizations and fluxes tabulated in Table 2 . We are grateful to the staff of the Caltech Submillimeter Observatory for their invaluable assistance. We would also like to thank Giles Novak, Dave Chuss, Martin Houde, and David Schleuning for assistance with the observations and many invaluable conversations. This work was supported by NSF grant AST 0505124 and by Vaillancourt's NASA Graduate Student Research Program (NGT 5-63). The CSO has been supported by NSF grants AST 05-40882 and 08-38261.
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