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Error correcting codes of all (k, p) group codes (p odd), i.e., linear 
mappings of k-tuples of zeros and ones into p-tuples of zero and ones, 
are viewed as a purely algebraic problem. This problem concerns the 
zeros of certain polynomials on pth roots of unity. These polynomials 
are parameterized via elements of subgroups of the smallest field 
containing the pth roots of unity. 
We introduce, in addition, the so-called jump-shift register codes. 
These are ((p -[- 1)/2, p) single error-correcting codes for p, a prime 
for which 2 has multiplicative order p -- 1. These noncyclic odes are 
placed in a pseudo-cyclic setting and are easily encodable 
and decodable. 
I. INTRODUCTION 
In their treatment of Bose-Chaudhuri codes, Mattson-Solomon 
(1961) have introduced a new way of looking at all cyclic codes. To 
every code word of odd length p is associated a certain polynomial. The 
components of the code vector are just the values taken by this poly- 
nomial on the pth roots of unity. Error correction properties of the 
codes are translated into finding roots of polynomials on the pth roots of 
unity. This approach as yielded some interesting new results for cyclic 
codes, and Bose-Chaudhuri codes in particular. 
We apply the new approach to all group codes and re-examine the 
problem in this context. We thus establish an isomorphism between all 
group codes and subgroups of direct products of certain fields, and using 
this approach obtain a new set of codes--pseudo-cyclic codes. These are 
codes for certain primes p -- ±3  modulo 8 for which 2 has order p - 1 
which are obtained using shift register techniques. These are analogous 
to certain Bose-Chaudhuri ((p q- 1)/2, p) codes, e.g., (12, 23), (9, 17), 
and (24, 47). 
* Operated with support from the U.S. Army, Navy, and Air Force. 
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I I .  GENERAL REPRESENTATION OF GROUP CODES 
Let us consider Vp(F ) ,  the  vector  space of d imens ion  p (odd)  over the  
field ~ F of two e lements  0 and  1. To every  a = (ao ,  a l ,  • • • a~_~) C Vp(F )  
we associate a po lynomia l  g~(x)  of degree less than  or equa l  to (p - -  1) 
such that  g,(fl~) = a~ where fl is a pr imi t ive  p th  root of un i ty .  (We choose 
g~(x)  = 0 for a = (0, 0, • • • 0) . )  The  condi t ion  that  g~(x)  = 0 or 1 for 
x = fl~, i = 0, 1, • • • p --  1, leads us, assuming  
p--1 
go(x) = F_, c~x ~, 
i=O 
to g~(x)  2 = g~(x) .  For  x = ~,  
p--1 
E 2 2i i 
C~ X ~ E CiX . 
~0 
We have thus  ~--~-o i (c~ 2 ~ c21)x u = 0 for x = fl~, where all powers of x 
are reduced modu lo  p. Th is  leads to the condi t ion  on the c~ : 
2 2 
Co = Co, ci = c2i, i=  1 ,2 ,  . . .  p - -  1. 
Note  that  we have a form for g~(x)  which involves very  few inde-  
pendent  constants .  These are Co E F and  cz~, c,2, " '"  c~,_~ where c~ 
2~ 
is not  con jugate  to c,~. for l~ ~ l~., i.e., c~j ~ cz~ for some s. 
We may actua l ly  express the c~ expl ic it ly in  terms of the components  
a~ and  the p th  roots of un i ty .  Us ing a prev ious ly  obta ined result  (Reed-  
Solomon,  1959) we have  2 
~o--1 
i --k 
ck = ~a~( /3 )  . 
We see that  
p--1 p--1 
E E " 2 CO ~ a i  ~ e l  ~ a~ ~ c2 ~ Cl ~ c4 ~ e l  ~ ' ' '  
1 Instead of F, we may choose any finite field, say L = GF(q m) (the Galois field 
of qm elements) and stipulate that p and q be relatively prime. We thus obtain 
from the equation 
go(x) q'~ = go(x) 
conditions on the c~, and establish an analogous representation for V~(L). 
Outline of proof: Let g(x) = ~-~.~o c~x ~, m < p. Then c~ = ~ g(x)x -k where 
the summation is over the pth roots of unity. Evaluate g(x) in the formula for 
ck, i.e., ck = ~ [~ c,xqx -k, interchange the order of summation, and use the fact 
that xP ~ 1 = (x -{- 1 ) (~-~ 1x ~) = 0, p an odd prime. 
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I t  is clear that the ci are in the smallest field K over F containing the 
pth roots of unity. .~ 
Clearly, if we make correspond to every a C Vp(F) a set of elements 
of K of the form (Co, cl, c~1 ,c~2, . . .  c,~;') where Co = 0 or 1 depending 
on the parity of the total number of ones in the vector a, and cl is the 
coefficient of x, cl I is the coefficient of x ~I, where il is the smallest integer 
such that il # 2~(p) for any s, i2is the smallest integer larger than i~ 
such that i2 # 2 ° or i2 ~ i12~(p), etc. The correspondence a --+ (Co, cl, 
c~i , c~2, • • • c~r_~) is an additive isomorphism (depending on the initial 
choice of ~) between Vp(F) and a subgroup of the direct product of 
F with r copies of K(F  X K~). I f  p is a prime, then Vp(F) is exactly 
isomorphic to F X K ~. 
I f  ¢ is a mapping of Vk(F) into Vp(F), then there is clearly a sub- 
group of this direct product which corresponds to ¢(Vk). The elements 
of ¢(Vk) are the values taken by g~(x) over the pth roots of unity. The 
polynomial g~(x) is given very simply by 
0(2)--1 r--1 0(ik)-- i  
go(x) = co + ~ (clx) 2~ + ~ ~_, (c,~x'~) ~ 
j= l  k~l  j=0 
where 0(i) is the smallest integer ml such that /2  ~ - 1 modulo p. 
Some values of r are r(7) = 2, r(13) = r ( l l )  -- 1, r(31) = 6. The 
Bose-Chaudhuri codes arise when r(n) > 2. They are obtained naturally 
from setting some of the c~ = 0. There is a natural difference quation 
and polynomial associated with this mapping and these codes are 
generated by a shift register (Solomon, 1960). 
We observe parenthetically that r depends on the multiplicative order 
/c of 2 modulo p, i.e., k is the smallest integer such that 2 k = 1 modulo p. 
This determines the number of conjugates a primitive pth root of 
unity will have and hence the degree of the polynomial (and/or the 
difference equation) which will generate the code. r is, of course, the 
number of irreducible factors of (x ~ + 1) / (x  + 1) over F. A full dis- 
eussion of these matters including a detailed analysis of the primes 
where r = 2 is to be found in "A New Treatment of Bose-Chaudhuri 
Codes" (Mattson, Solomon, 1961). 
For certain p congruent to 4-3 modulo 8, r(p) = 1. This means that 
the irreducible factors of x p + 1 are (x + 1) and (1 + x + x ~ + -- .  
x'-l). I t  is for these p that we construct a new classs of codes. CertMn 
values of such p are p = 11, 13, 29, 19, etc. Not  all p ----- 4-3 (modulo 
8) have this property, i.e., for p = 43, 2 has order 14, r(p) = 3, and for 
p = 157, 2 has order (52), r(p) = 3. 
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III. ERROR CORRECTING PROPERTIES  
A (k, p) group code is r error correcting (or detecting) if r = [d/2], ~ 
d odd  (d even) where  d is the min imum weight of all nonzero vectors in 
~(Vk)  C V~;d  = the smallest total number  of ones in anya  ~ 0 in 
~(Vk).  Clearly, d is equal to the min imum number  of ones taken on by  
ga(x) as a ~ 0 runs through ~(Vk).  This is p - -max imum number  of 
zeros of g,(x) (for any  a) as x runs through the pth roots of unity. The  
error correcting property of any  code is actually an  algebraic property 
of polynomials of this special form: What  is the max imum number  of 
zeros g~(x) can have  on the pth roots of unity? 
The  interesting fact here is that all group codes can be placed in this 
setting and  all coding problems can be looked upon in this more  algebraic 
light. Clearly, the determination of the zeros of these g~(x) may not be 
a simple one, but we  can certainly let the c's run through a subgroup of 
/( and  compute  g~(~) for such c very handily. 
IV. A NEW CLASS OF CODES 
A. JUMP-SHIFT REGISTER CODES 
We now consider a hitherto hard-core class of codes. These are the non- 
cyclic (k, p) codes for p prime of the form 81 4- 3 and r(p) = 1. The 
cyclic codes for these p are the simple (1, p), (p - 1, p) codes with 
known error correcting properties. They are generated by difference 
equations associated to the polynomials (x + 1) or (1 ~- x + x 2 -t- " '"  
xP-~). If we are searching for (k, p) codes, lc # 1, k # p - 1, we must 
rely on the old methods of generating them. We must find linear trans- 
formations T which map Vk(F) into Vp(F). 
We shall generate new codes still employing the shift register device 
that generates equences but we don't shift in the usual way; we shall 
jump shift the register and employ the values thus obtained differently. 
We are going to search for a new class of codes which are single error 
correcting. Our results are: 
There is a class of codes which send (p -}- 1)/2 bits 
into p bits which are at least single error correcting. 
These codes are generated using the shift register 
device for (p -- 1) length code words in a simple 
manner. 
3 [d/2] denotes the largest integer _-< d/2. 
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B. THE CODES 
Let  p be a pr ime of type r (p)  = 1, e.g., 11, 13. Then for f~, a pr imit ive 
pth root of unity, and any a = (ao, a l ,  . . .  ap_~) E Vp(F ) ,  We asso- 
ciate the polynomial  g,(x)  
g~(x) = co + cx + c2x 2 + c4x 4 + . . .  c 2(~-~)l~xp-~ 
.~ C 2(p't'l) 12xP- -2  _[_ . . . C2P--2x(P'~-I) /2 
such that  g,(fl~) = a~ C F. As noted above 
c0 = ~cP=-01 al = weight of a modulo 2 and c = ~-0  ~ a.~-~. 
Observe that  for c = 0, we obtain either the all-zero or all-one vector. 
For  c = 1, Co -- 1, we obtain ~"~Z~ xi which is 0 for x = ~i, i = 1, 
• -. p -- 1. For such a pair (1, 1), we obtain a vector of weight one. 
Forc= ~andc0  = 1, our zeros a rex  = ~i , i  = 0, . . .  p - l i~  k. 
Thus,  as c runs through the powers of f~, we obtain all possible vectors 
of weight one. 
To insure single error correcting, g,(x)  must have at most (p - 3) 
zeros on the pth roots of unity. We shall choose a set of c's to insure this 
happening. We rewrite g~(x) in descending powers of x 
2(p~- 1) 
go(x) = c ~(~- '~x  "-~ + c ~x ~-2 + . . .  + cx + co. 
To  el iminate vectors of weight one, we stipulate that  c p ~ 1 as above. 
For  g~(x) to have (p -- 2) zeros on pth roots of unity, we recog- 
nize immediate ly  that  co = 0 since the weight of such vectors is 2. 
Now the product  of the nonzero roots of g~(x) is given by c/c 2('-~)12 
th: i2~h~i;~p;o ~dS~ncetshe::t i :f ;  ~(sup~-°sed:°ibT~tuhs, r f ° t :  e °:h::sl:Y a
subgroup C of GF(2  p-~) of the elements c, 
c C C ~ c (2(~-~)/:-1)~ 1, 
the code (co, c), co C F, c C C will be a single error correcting code 
of dimension (dim C W 1). We shall now choose C for p = 8n~ 3 in 
such a way that  dim C = (p -- 1)/2. 
The field K which contains the pth roots of unity for this p has the 
form GF(2P-~), i.e., (p -- 1) is the degree of the smallest irreducible 
polynomial  f (x )  = 1 ~ x ~- x 2 • • • ~ x p-I which has ~ as a root. The 
field K = GF(2  r-~) has subfields, as we shall see very clearly. For 
p = 8n -t- 3, GF(2 ~-~) contains subfields of degree 2 and 4n ~- 1 over F. 
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Let a be a generator of the multiplicative group K* of GF(2 ~-1) = K,  
24n+1+1 
i.e.,K* a i , i=  0 , . . . ,2  p - l -  1. We notice now that i f~ = a } 
then the powers of ~ are a multiplicative group of order 24~+1 -- 1 and 
~herefore must be in the subfield of K ----- GF(24~+1) which is of degree 
4n ~- 1 over F. Choose ~ = a (~-'-1/~ a cube root of unity and inci- 
dentally in GF(22). The set C = ~GF(24~+1) is thus an additive sub- 
group of GF(2 p-l) and has the obvious property that 
C(2(p-1)J2_l)p ~ 1. 
For p = 8n -t- 5, we note that GF(2 s~+4) has subfields of order 4 and 
2n -~ 1, and, proceeding as before, we choose ~, a fifth root of unity 
_ (2p-1--1)/5 - a and let C = ~GF(24~+2). The code words associated with 
the pair (Co, c), co C F, c ~ C will yield a ((p + 1)/2, p) code which 
is at least single error correcting. 
We observe here the parallel to the ((p + 1)/2, p) Bose-Chaudhuri 
codes where r(p) = 2. There is a one-to-one correspondence b tween 
each p letter word and the tuple (Co, c) where co ~ F and 
c C GF(2(p  -- 1)/2).  These codes turn out to be at least one error 
correcting and are usually much more. The (12-23) Golay code is 
3-error correcting and the (24-47) code is at least 3-error correcting. 
The error correction properties of these cyclic codes seem to depend as 
much on the magnitude of p as on its congruence position relative to 8. 
It seems that these pseudo-cyclic ((p + 1)/2, p) codes will in general 
be more than single error correcting. The full error correcting properties 
have as yet to be investigated. 
For n-error correcting codes we must establish more criteria on the C. 
Once sufficient criteria are established, we may actually form the 
necessary subgroups and encode. 
C. ENCODING 
We present a possible nonsystematie method of encoding. We wish to 
encode the vectors (go(/3*)) for g~(x) = co ~ cx ~ c2x 2 ~ . . .  c2(~-~)~2x~-~ 
where c C {~'GF(2(~-~)/2), .y3= 1 for p - 3 (modulo 8) ; ~/5 = 1 for p = 
--3 (modulo 8), co C F}. Let ~ be a (p - 1) length sequence of zeros 
and ones which generates Vp_~(F) via the shift register Bose-Chaudhuri 
encoding procedure. We form the matrix B = (b~.), b,. = (~)2~'-~, 
2(p--1) ]2-]- 1 
i=  O, 1 , . . .p - -  1 , j~Owhere~= a ,b~,0 = 1. The powers of 
f~ are obtained by shifting the register 2 (p-~)/2 + 1 times. We jump-shift 
the register, so to speak. 
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The code words of length a = (a0, a~, - - .  ap_l) are obtained very 
simply by applying the matrix B to the column vector c = [co, c, c ~, 
• -. c2P-1]. These operations can be done in the shift register device 
employed for length p - 1. Bc is a column vector of length p whose 
entries are zeros and ones. 
The information bits to be translated, i.e., (xo, x l , . . ,  x(p_~)/~) 
corresponds to 
(p--l) /2 
Co = xo c = ~ ~ x~i C GF(2(~-I)/2), 
~ a basis for GF(2(p-1)/2). We translate (xo, x~, . . .  x(p_~)/~) into Co, 
and c by keeping Co and generate c by the shift register. (We can very 
simply translate x l ,  • ..  x(~_~)/~ as that  power of ~ corresponding to the 
binary number  represented by (x~, x2, . . .  x(p_i)/~) using for ~ a primi- 
tive element of GF(2 (p-~)/2)). 
D. DECODING 
I f  an error is made in transmission, we receive (go,(~i)) where c ~ = 
c + fl~ indicating an error was made in the kth coordinate. To compute 
c from c' = ~--~-~ a~'~ -~, simply shift the register that  power of ~ which 
whe~n added to c' yields an element of C. This is unique. We also add 1 
to the computed value of co ~ = ~ a,', since one error was made in 
transmission. The decoding technique here is identical to that used in 
Bose-Chaudhuri  codes (Peterson, 1961). 
This class of single error correcting codes serves as an interesting 
example of some of the possible uses involved in introducing a multipli- 
cation on vector spaces over F. For p where r(p) => 2 we may use Bose- 
Chaudhuri  or pseudo-cyclic modifications of such. 
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