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ある処理内容を順番に一台の計算機で処理することを逐次処理といいます。これに対し、処
理内容を複数の計算機に分割して、並列に処理することを並列処理といいます。
AP3000では、処理内容(プログラム)をプロセスと呼ばれる単位で管理します。また、並
列処理を行う場合のプロセスは特に並列プロセスと呼ばれています。各並列プロセスはAP3000
のノード(計算機)上で実行されます。それぞれのプロセス問でデータのやり取りを行う場合、
各ノード間に接続された高速ネットワークAP-Netで通信を行います。
AP3000では、各プロセスがノード毎に分離されており、なおかつメモリがノード毎に実装さ
れているため、異なるプロセスにあるデータを直接参照することができません。このような並
列計算機のことを分散メモリ型並列計算機といいます。
分散メモリ型並列計算機ではデータを参照するために、送信/受信という処理を行って参照
します。このような方式をメッセージパッシングと呼びます。
過去においては、メッセージパッシングライブラリは、並列計算機毎に存在するといってよ
いほど数多く存在していました。しかし現在では移植性等を考慮し、世界標準を目指しているMPI
が主流になってきました。
今回の講習では、 MPI/AP (AP3000用に最適化されたMPI)を使った並列プログラミングについ
て説明しました。
・並列処理と並列化の手法
並列処理とはどういうものなのか、また、処理(プログラム)を分割する際の、並列化
の手法について説明しました。並列化の手法は大きく分けて 4つに分類されます。
・サブルーチン(関数)分割による並列化
・ループ分割による並列化
・データ分割による並列化
・プロセッサプアームによる並列化
・メッセージパッシングとMPI
メッセージパッシングとはどういうものなのか、今回の講習で説明するMPIとはどうい
うものかについて、また、 MPIIAPを利用するための環境設定などについて説明しました。
MPIの特徴として、以下のような項目が挙げられます。
・世界標準を目指して検討されているメッセージパッシングライブラリ
・数多くのプラットフォーム上に実装されており、移植性が高い
・プログラムを最適化するためのインタフェースが豊富に用意されている
・基本的な通信
MPIIAPを利用した、基本的な通信(1対 lのメッセージの送受信など)について説明し
ました。
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- データの送信:MPCSEND 
・データの受信:MPCRECV 
・派生データ型
不連続な領域や、異なるデータ型を持つ配列を扱うために利用する、派生データ型につ
いて説明しました。
・データ型を繰り返す:MPCTYPE_CONTIGUOUS 
・データ型を等間隔で繰り返す:MPCTYPE_VECTOR 
・データ型を長さや変位を指定して繰り返す:MPCTYPE_INDEXED 
・データ型を長さや変位と型を指定して繰り返す:MPCTYPE_STRUCT 
・集団通信
1対全、全対全通信など、一般に集団通信と呼ばれる方法について説明しました0
・プロセス間で同期を取る:MPCBARRIER 
・プロセス間に放送する:MPCBCAST 
・プロセスからデータを収集する:MPCGATHER 
・プロセスにデータを分散する:MPCSCATTER 
・全プロセスでデータを収集する:MPCALLGATHER 
・全プロセスでデータを分散/収集する:MPCALLTOALL 
・各プロセスの入力に対して演算を行ない、結果を得る:MPCREDUCE 
・グループ
コミュニケータ(通信を行なう際、必須となる通信空間)を制御する方法として、コミ
ュニケータと可換である、グループという概念とその操作方法について説明しました。
・グループ内のプロセス妻女を得る:MPCGROUP_SIZE 
・グループ内のランクを得る:MPCGROUP _RANK 
・コミュニケータに対応するグループを得る:MPCCOMM_GROUP 
・グループの和を取る:MPCGROUP _UNION 
・配列で指定されるランクを含むグループの作成:MPCGROUP _INCL 
・コミュニケータに対応するグループ内のプロセス数を得る:MPCCOMM_SIZE 
・コミュニケータに対応するグループ内のランクを得る:MPCCOMM_RANK 
・コミュニケータを複製する:MPCCOMM_DUP 
・グループによって定義されたコミュニケータを作成する:MPCCOMM_CREATE 
・コミュニケータをサプグループに分割する:MPCCOMM_SPLIT 
・環境管理
MPI環境の開始や終了などについて説明しました。
・ノード名の獲得:MPCGET_PROCESSOR_NAME 
・時刻を浮動小数点で得る:MPCWTIME 
• MPI環境の開始:MPCINIT 
・MPI環境の終了:MPCFINALIZE 
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