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A method for the system analysis of a multistage photographic or communication system
is developed. By following the input signal through the system and estimating the output
signal and the output signal without noise, the information capacity after each stage can
be estimated. The relationship between the variance and the integral of the power
spectrum is used in accounting for the effects of each of the component characteristics:
modulation transfer function, density-log exposure relationship and granularity.
This method is implemented in a computer program which allows one to vary the
characteristics of the components and determine the resultant changes in information
capacity. Several variations of a specific photographic system, the color negative system,
are examined and discussed. The loss in information capacity is examined at the output
of the camera/film stage, printer/paper stage and the human visual system stage. One
clear result is that human visual system significantly reduces the information capacity of
the entire system. The technique has general application to any communication system
which can meet the requirements of the assumptions.
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II. INTRODUCTION
Information theoretic metrics are important in analyzing the capability of communication
systems. In multistage communication systems, such as a photographic system, there are
losses of information and fidelity through each stage. Quantifying and identifying these
losses is a valuable part of system analysis. Once techniques for system analysis are
developed, then each component of the system can be varied and the effect on the overall
system evaluated. Specifications for each component can be made and evaluated, thus
helping reduce bottlenecks in the transfer of information.
The objective of this research is to present a method of analyzing the information
capacity loss in a multistage communication system. From these methods, a computer
program is developed to estimate the information capacity at each stage. Essentially, the
technique estimates signal spectra
"with"
and "without noise"for each stage. From these
spectra, information theoretic metrics can be estimated. This analysis method is then
applied to a specific communication system, the color negative photographic system. As
in design of all other communications systems, there are always changes made in
components of the system. Evaluating the effect of these changes is an important part of
the decision making process. To exemplify this, typical variations of several of the
components will be examined and the results discussed. Further, the potential for
misapplication of information theoretic metrics in the analysis of photographic systems
Page 2
will be presented. As in all methods of system analysis, simplifying assumptions are
made to permit a tractable solution. These assumptions are described as they are
introduced and are based on references, data or experience.
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in. BACKGROUND MATERIAL
In figure 1 a general communication system is presented. This system can be defined as
a series of components or stages which take an input signal and eventually communicate
this signal to a receiver. In each of these components the signal is modified and noise
added. To aid in development of these communication systems, system analysis methods
have evolved. These methods allow one to examine the capability and performance of
the system in its their goal of efficiently transmitting the input signal to the receiver.
Looking at figure 2, physical measurements of the signal and signal with noise of each
stage can be obtained. These measurements can be used to estimate metrics which aid in
system analysis. When the system is characterized, variations can be made in each
component and these metrics can be monitored. All the components of the system must
be considered in this analysis including the receiver.
A. INFORMATION THEORY AND INFORMATION CONTENT
Shannon (16,17) inaugurated the field of information theory and provided scientists
and engineers with a new tool for system analysis. One metric which was described is
the channel or information capacity. In his paper, the input signal, x, is a continuous
function of time and the output, y, will be an altered version of the input. The
statistics of the transmitted signal can be characterized by the probability function:
P(x)
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and those of the noise by the conditional probability function:
piylx)
with the rate of information transmission, R, defined as:
R=H{x)-H(ylx)
where H(x) is the entropy of the input and H(y/x) is the conditional entropy of the
equivocation. From this, the channel capacity is defined as the maximum of R as we
vary the input over all members of the ensemble. Thus, after substituting the
definition of entropies, we must maximize
-jp(x)logp(x) + jjp(x,y)log^^dxdy
which can be written as:
\l ;>Cx,y)log p0c'y) dxdyp(*)p(y)
using the fact that:
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| jp(x,y)logp(x)dxdy = j p(x) logp(x)dx
the information capacity (bits/unit time) is expressed as:
C = lim MAX^ f (p(x,y)log2 p(pC'y) dxdy
Over the years following Shannon's work, derivations from this metric have been
made and applied to a variety of communication systems. Later in this section, these
derivations as applied to a specific communication system - the color negative
photographic system - will be described.
The utility of this metric can be shown in figure 2. With the appropriate measure
ments, estimates can be made of the information capacity of the signal as it passes
through the system. Losses in this metric can be determined for each stage. These
losses serve as a type of capability measure for the system. However, as pointed out
by Fellgett and Linfoot (6), the true utility of this metric depends on the task that the
communication system is required to do. Other aspects such as fidelity or similarity
must be considered if one is trying to examine the
"quality"
of the system. In certain
applications, information capacity, similarity and fidelity are highly correlated while
in other cases they are disparate metrics of quality. Information capacity always
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assumes that there is some suitable interpretation process that can extract this inherent
information, no matter how complex. However, in many practical cases this interpre
tation process is not entirely realized.
B. THE COLOR NEGATIVE PHOTOGRAPHIC SYSTEM
As stated by Higgins (7), the photographic system can be considered a communication
channel, and many of techniques developed for electronic communication systems can
be applied to the photographic system. The variations in voltage as a function of time
in an electronic systems correspond to variations in light as a function of distance in a
photographic system. Higgins andMees, et.al. (12) are excellent sources of informa
tion that describe the photographic system. In this section, I hope to provide a brief
overview of the major components of a specific photographic system and their
primary measurements as related to information capacity.
As described before and shown in figure 3, the photographic system is just another
communication system. Input signals in the form of images are transmitted from
stage to stage with modifications of the signal and noise addition occurring in each
stage. There are many perceived attributes of the photographic system that influence








As researched by Bartleson (2), all these items combine together in a non-Euclidean
fashion to influence the quality of images. The color negative photographic system is
shown in figure 4. An image (i.e. input signal) is captured through a camera lens on
the film. After development, the resultant film image is printed (i.e. communicated)
to the paper. This final image is then viewed by the photographer who compares the
variations in reflected light from the print to his/her memory of the scene. In this
research, three measurements will be considered because of their influence on the
information capacity (to be defined later) in each stage. These are:
Density-log Exposure curve (D-LogE)
Modulation transfer function (MTF)
Granularity spectrum or noise power spectrum
The D-logE curve represents the variation in film or paper density as a function of
input log exposure. A typical plot for photographic paper is shown in figure 5.
Density is calculated from the transmittance (or reflectance) of the photographic
material by the following equation:
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D=-log10CT)
Density and log10 of exposure are used because a plot of transmittance versus exposure
does not permit easy comparison of films or papers for development engineers.
The modulation transfer function(MTF) is analogous to the frequency response of a
stage in an electronic communication system. It is the modulus of the fourier
transform of the impulse response of the photographic material. Because the imaging
communication system is two-dimensional, the corresponding input impulse function
is either a point light source or a line source. These result in a point spread function
(i.e. similar to the impulse response function) or the line spread function, respectively.
The appropriate transform is performed and the modulation transfer function is
calculated. The othermeasurement method is to impart sinosoidal light patterns on
the component and measure the reduction in amplitude at different frequencies. This
method directly gives the modulation transfer function. For the photographic compo
nents (i.e. film and paper), this measurement must be corrected for the DlogE
characteristic of the component. Underlying these measurements is the assumption of
linear systems. Film and paper are not linear systems but for practical purposes they
can assumed to be linear as shown by Higgins (7, 8, 9) and Simonds (19). Based on a
multiple stage black and white system, their results demonstrated that one can use
linear systems analysis with little error as long as the slope of the density-log
exposure function for the first stage is less than or equal to about 0.6 . Even though
the waveform may be distorted, the magnitudes of the harmonics largely cancel one
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another, so that the amplitude is not affected. Examples of the modulation transfer
functions for a typical camera lens, film, printer lens and paper are shown in figures
6-9.
Finally, granularity is used to describe the
"noise"
of the photographic process. When
a uniformly exposed and processed photosensitive material is scanned with a small
aperture, there is a variation in density as a function of distance resulting from the
non-homogeneity of the emulsion. In the final print, this non-uniform appearance is
termed "graininess". The first common method of describing granularity is in terms





D; = individual density reading
E[D] = average density reading
n = number of samples
The a(D) contain no information on the distribution of frequencies of fluctuation since
they are obtained from the amplitude of the fluctuations. To obtain the frequency
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information, the granularity trace can be subjected to a type of Fourier analysis (18) to
obtain a noise power spectrum In this method of analysis, the integral of the spectrum
is related to the granularity.
1. PROBLEMS AND ASSUMPTIONS IN THE ANALYSIS OF PHOTO
GRAPHIC SYSTEMS
As mentioned earlier, the photographic system is typically considered a linear
system. Currently, this assumption is valid in a practical engineering sense,
however the validity of this assumption for future products is unknown. In a color
system there are obviously 3 (or more !) light sensitive layers (i.e. red, green and
blue) which are sensitized to broad regions of the visible light spectrum (i.e. "red",
"green"
and "blue"). In this research, only the green sensitive layer will be
examined and assumed to be completely independent of the other layers. In
reality, there is
"cross-talk" between the layers which can become very complex.
The effect of crosstalk on this research is unknown but will most likely be a
relative effect as opposed to an interaction.
C. THE HUMAN VISUAL SYSTEM
The human visual system (HVS) is complex and many references examine the signal
and noise aspects of it (4, 11,21). In this research, the HVS is regarded as another
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stage in a multi-stage imaging process. The methods outlined by Daly (4) are used.
Components of the HVS can be specified by MTFs and noise sources which are
dependent on the adaptation level. Further, the viewing distance is used to scale these
values.
The HVS is broken into components representing the effects of optics, photoreceptor
sampling and neural processing. Details and additional references of these compo
nents can be found in the paper by Daly. Briefly, the contribution by each
components is:
Pupil-Lens-Ocular Media
In this component, the optical effects of the eye itself are modeled. This included
MTF degradations due to diffraction, chromatic aberration and scattering. Pupil
diameter is estimated from the adaptation level. This pupil diameter is then used to
estimate the MTF from white-light foveal spread functions. The resultantMTFs are
shown in figure 10 for several adaptation levels. Since quantum fluctuations are
considered in the next component, this component is considered noiseless.
Photoreceptor Sampling
This process is modeled as an MTF degradation and a noise source. Each of these is a
function of the light adaptation level. The MTF effects are due to a variety of factors
and these relationships are shown in figure 11. Noise in this component is based on
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quantum fluctuations as modeled by a Poisson distribution where the variance equals
the number of photons reaching the retina. This number is attenuated by efficiency
factors and the result shown in figure 13.
Neural Processing
This last component also contains noise and MTF factors. The MTF for this stage is
based on contrast sensitivity functions for the entire HVS and the MTFs of the
previous two components. The result is primarily a low frequency attenuation (figure
12). A small noise component is considered which is described by (for hard-copy):
o = 0.003162 Adaptation Light Level
One must remember that all the MTF relationships are based on evaluation of
sinusoidal pattern and not complex images. In a typical, complex image the image
content may influence the true human visual response function.
D. APPLICATION OF INFORMATION THEORY TO PHOTOGRAPHIC
SYSTEM ANALYSIS
In the past, information theory and the information capacity and capacity metric has
been modified and applied to photographic systems to different degrees. The best
verbal definition of the amount of information in an image was given by Fellgett and
Linfoot (6):
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"...is the mathematical expectation of the logarithm of the number of distinguish
able images which might arise as the object varies statistically according to the
constraints or probability densities which express the prior knowledge of the object".
In 1955, Fellgett and Linfoot first applied information capacity to the assessment of
optical images. However, they stressed that there is amultitude of qualities required
of an image for proper assessment. One extreme is to produce an image which is
directly similar to an object. The other extreme is to produce an image which
contains the greatest possible information about an object, without regard to the
complexity of the interpretation processes which may be needed to extract this
information. The latter will be examined in this review. Fellgett and Linfoot started




where N = number of distinguishable levels as portrayed in their verbal definition and
A is the area. Their work concentrated on estimating log N for an imaging system and
formed the basis for most of the researchers following them. Two images were
defined:
{I,} = original image
(LJ = observed image
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and two spectral powers were defined as:
<E>(m,v) = spectral power of observed image
Q(m,v) = spectral power of all noise in observed image
The number of distinguishable levels in I2 is by definition:
logN = {entropyof{I2}) - {entropyofnoise in{72})
The definition of entropy was then examined. For a general variable Z, the entropy of
Zis:
{entropyofZ) = - p (Z) logp{Z)dZ
Jv
Where Z varies over a volume V. Shannon (15) showed that for a gaussian p(Z) and
an essentially bandlimited variable that in a two dimension space, this entropy can be
represented by:
{entropyofZ) =-\A\ J J logW{u,v)dudv + | A || F \ 2ne
where A is the bandlimited region of the input, F is the bandlimited region of any
operation on the input, and *F(k,v) is the power spectrum of p(Z).
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Now applying this relationship to determine log N results in:
logN~||A | ( (log{u,v)dudv + \A || F \ loglKe - U A \ ( ( logQ{u,v)dudv + \ A ||F|log27K
This simplifies to:
1 C C <E>(u v)
\ogN~-\A\ log-^-dudv
2 J Jf Q{u,v)
or per unit area (i.e. information capacity):
logV 1 f f 1 <>{u,v)I f, (u,
-dudv
This result will be used as the information capacity metric in this thesis, though it will
be simplified to one dimension. The next goal of Fellgett and Linfoot was to relate
0(m,v) and Q(h,v) to physical quantities. The following definitions were used:
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{a0} = original image intensities
{oj = observed image intensities without noise
{o2} = observed image intensities with noise
{r|0} = input image noise
{n,} = observed image noise in the final image
{n2} = noise added in the recording process
e0(M,v) = F[a0-[a0]]
e1(,v) = F[a1-[CT1]] = Tx1e0(M,v)
X{u ,v) = F [ (3 ]where P is the point spread function of the lens





F is the Fourier transform operation
Note that all the signals are deviated from their mean. With these definitions and




These relationships can be substituted in the earlier definition of log N to obtain a
relationships between information capacity and measurable parameters. This substitu
tion is the basis for most of the following references. In summary, Fellgett and
Linfoot produced a fundamental relationship between log N and either measured
spectra or physical quantities. This analysis for physical quantities is limited by a
gaussian input, and gaussian uncorrected noise. The former limitation is not a
difficult problem as many inputs approach a gaussian distribution and, in terms of
system analysis, this assumption is not detrimental. The latter assumptions are
contrary to the signal dependent nature of film and is eliminated in this thesis.
Jones (10) in 1961, evaluated the information capacity of the film alone. In his work
he made some adhoc allowance for the peak limited aspects of the film. First the








Wh{u,v) = two dimensional Wiener spectrum of output density
Wg{u,v) = two dimensionalWiener spectrum of granularity
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In this, and all subsequent references the noise in the input signal was considered
negligible. This assumption allows formulas to become tractable, however, it limits all
examinations to a single stage with noise present as the input signal for subsequent
stages with contain noise. This thesis eliminates this constraint and allows examina
tion ofmultiple stages. The output spectrum was related to physical quantities similar
to Fellgett et.al. An allowance for the clipping aspects of film was done by taking a
ratio of the dynamic range of the film relative to the dynamic range of an input image.
This ratio was then used in a equation to determine a factor to multiply the
information capacity without clipping and obtain an estimate of the information
capacity with clipping. This work requires the same assumptions as the previous
references, however it does make an initial allowance for the clipping aspects of film.
In this thesis, the clipping aspects of each stage in a photographic system will be
considered in a more direct manner.
The formulation of Shaw's (18) work in 1962 starts from the Fellgett and Linfoot's
equation expressed in a different form:
/ -B J I log2(l +S{u,v))dudv (bits/image)
where S(u,v) is the signal-to-noise power ration given by:
S{u,v) = T (u,v)-
n{u,v)
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p(u,v) is the spectral power of the fractional fluctuations in the object intensity
distribution, and B is the emulsion area. The object in this case was regarded as the
intensity distribution arriving at the surface of the film. n(u,v) is the spectral power of
the photographic noise at the mean recording level. T(u,v) is the photographic
contrast transfer function at this level.
As prescribed in Fellgett et.al, the information capacity was evaluated in a limited
frequency range. The limits were defined as points where T(u,v) becomes essentially
zero. This region will be defined as H. Since film can be considered isotropic,
measurements taken in one direction are sufficient for the evaluation. These assump




where po is a constant value of p(w) within the range of frequencies 0 < w < H and w
is the frequency in lines per mm. Measurements of the frequency response can result




where To is the absolute value of T(w) at low spatial frequencies. As explained by
Shaw, To can also be obtained from the Density-log Exposure characteristics of the
film:
dD
T{w) = E- -t{w)dE






This relationship allows one to include the sensitometric characteristics of the film in
one's estimation of information capacity. The result is:
T{w) = 0.434 -Y-r(w)
The noise power can also be expressed in terms of a normalized N(w) by the
following relationship:
n{w) = n0-N{w)
where no is the noise at very low spatial frequencies.
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Finally, the equation for information capacity can be written as:




Using this equation Shaw took measurements of various films and examined their
information capacity. Shaw's work presents the first reference which used terms that
are more familiar to the film community. It still requires the assumptions in previous
references and adds some additional constraints. It does not address the limited
dynamic range that Nelson did and does not address the remainder of the imaging
system.
Nelson (14) in a journal article aptly titled "Photographic System as a Communication
Channel"
performed a similar derivation to Shaw. However, he started from
Shannon's upper limit of information capacity, C as given by:
C=AF log; 1 +N
where delta F is the frequency bandwidth, P is the mean power of the output signals,
and N is the mean noise power of the noise. Noise and signal are uncorrected and
both gaussian. This equation is valid if the the spectra are flat over the region delta F.
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However, as explained by Nelson, if the signal and noise spectra are not flat over the
whole region, but are continuous and flat over smaller regions, than the capacity can
be estimated by adding the two regions together
C=AF1log2 +AF2-log;
( MN




where P(f) is the power spectrum of the output signal and N(f) is the power spectrum
of the noise. For a two dimensional signal, such as a photographic image, the
corresponding formula is:
2 J J 621 N{u,v)\
where P(u,v) represents the two dimensional power spectrum of the output signal and
N(u,v) is the two dimensional power spectrum of the noise. Since photographic
images can be assumed to be isotropic, the formula was simplified to:
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C=7ljl0g2
where /=V(2+v2). Similar to Shaw, Nelson expressed the signal to noise ratio as a






where K(f) is the spectrum of the input radiance modulation, H(f) is the film
modulation transfer function and N(f) is the film noise spectrum. Problems in the
previous references are identical here.
In an appendix to this paper, McAdams discussed some implications of a color system
where he estimated that instead of three times the capacity of a monochromatic
system, there should be 2.3-2.4 times the capacity.
In a short article, Barteneva (1) applied information capacity to the examination of
losses in the camera components of the system and estimated the relative losses of the
atmosphere, objective lens, shutter, diffraction, light scattering, image displacement
and system defocusing. Using the formula derived by Nelson (with some change in
notation):
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C=n flog2(l +0.186 (f-T2{w)-T?{w)-Ps{w))wdw
Gd{w)
where:
w = frequency (cycle/mm)
Y = contrast coefficient (gamma) of the film
Ps(w) = input signal spectrum
Gd(w) = granularity spectrum (i.e. noise power spectrum)
T(w) = MTF of the film
T^f) = MTF of the ith component of the camera stage
This was one of the first attempts at examining the component contributions to the
loss in information, though it only examined the camera lens. Limitations mentioned
earlier also apply to this reference.
Melnychuck (11) presented an image chain model to examine the discrete nature of
sampled images in digital image processing. The model included the majority of
system components from the object to output image. The research focused on the
losses in information capacity due degradation from improper exposure of the original
image on the film and not the entire system. However, this is the first reference which
outlined an entire imaging system including the human visual system. The clipping of
the input scene due to film's limited range (i.e. in underexposures) was represented by
a noise term in the model:
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a{clip)= xp{x)dx
A spectrum S (w) with the same variance was assumed and was of the form:
S=^,5i{a + w3)
Melnychuck used the one-dimensional representation of the information capacity
metric presented in previous references:
= 71 J log wdw
where
S(w) = power spectrum of output image without noise
Sn(w) = power spectrum of noise
An input image was measured to obtain an input spectrum, and the film MTF and
power spectrum were measured at different exposure levels. The output image
without noise was estimated at different exposure levels by multiplying the input
spectrum by the squared MTF. Further, the Sn(w) was estimated from the measured
power spectrum and the estimated noise spectrum due to clipping. From this data,
information capacity numbers were estimated. These estimates were then related to
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evaluations of image processed images at the various exposure levels. As outlined in
the definition of information capacity, the images must be processed to try to obtain
the maximum information. This research was limited by the examination of a single
stage, the assumptions mentioned earlier, and the method for quantifying clipping
noise.
The first application of a full system analysis without many of the previously
mentioned restrictions was by Sullivan, Bums, Daly (3,4), who applied information
capacity modeling in the analysis of film scanning systems. Their work provides the
basis for the this thesis. The concept is to include the whole system from the scene to
the human visual system and estimate the signal probability density function and
signal spectrum, along with the signal-noise probability density function and
signal-noise spectrum for each stage in the system. The information capacity can be
calculated at each intermediate point by using:
5J> Pn{u,v)
dudv
where Ps+n{u,v) is the output signal spectrum and P{u,v) is the noise spectrum. This
equation is identical to the one outlined by Fellgett and Linfoot and only requires the
constraint of an input gaussian distribution. Their application was mostly for digital
microfilm systems and did not address continuous tone photographic systems. In the
next section, this method will be further described and further extensions outlined as
applied in the current research.
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In all the previous research except the last one, the entire photographic system (i.e.
from the scene to the human visual system) has not been fully addressed. The general
equations could not account for the further transfer of noise in the system in
estimating information capacity and could not address adequately the clipping aspects
of photographic systems. Gaussian, uncorrected noise was assumed in most analysis
and this constraint will be reduced. This extension of Sullivan, et.al.'s work, provide
a more direct method of accounting for these factors.
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IV. DESCRIPTION OF CURRENT WORK
A. GOAL
The goal of this research is to extend the technique of Sullivan, et.al. by the
development of a method and a computer program for the analysis of the color
negative photographic system.
B. DESCRIPTION OF METHOD AS APPLIED TO A GENERAL COMMUNI
CATION SYSTEM
Figure 2 shows a general diagram for a multistage communication system. Each stage
has noise addition, frequency modulation and a DC input/output characteristic. If one
can estimate the signal spectra (with and without noise) for each stage, then metrics
based on these spectra can be calculated. In this analysis, the system is assumed to be
ergodic and is therefore wide-sensed stationary.
For these type of systems, the variance and signal spectrum can be related to each
other. The variance is defined as:
Variance = \{x - E [x ])2 p {x)dx
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where:
E[x] = mean or expected value of x
p(x) = probability density function of x
The power spectrum can be related to the variance through the following derivation.
The autocorrelation function is defined as:
R{x) = E[x{t)-x{t + x)]
This function exhibits the property that:
R{0) =E[x\t)]
If x is deviated from the signal mean (i.e. E[x] = 0), then R(0) equals the variance.










Variance= I P{w)dw - {E [x{t)]f
2k.
In the methods outlined in the background information (see background on Fellgett
and Linfoot's research), the signal which one uses to obtain the power spectrum is
always deviated from its mean. Therefore, for this research
Variance= I P{w)dw
2k.
because the E[x] is 0. Using this important link, a modification to either the
probability density function or signal spectrum can be used to alter the other physical
measurement.
In this research, three physical factors will be considered in each stage:
DC input-output characteristics (see figure 14)
Modulation Transfer Function (see figure 15)
Noise Power Spectrum (see figure 16)
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Let's individually consider these factors and their effect on the probability density
functions and power spectra:
Effect ofDC input-output characteristics
In the transfer of a signal from the input to the output of the stage, there is typically a
DC alteration of the signal as part of that stage. This transform can be non-linear and
will be used to alter the input probability density function (see figure 17). As
described in Peebles (15), each point in the pdf is mapped through the transfer curve
and a new pdf is constructed. The variance of the new pdf can be used to modify the
signal spectra. The signal and noise data is handled in the same manner. It is assumed
that the shape of the spectra is not affected. The justification for this goes back to the
linearity assumptions as presented by Higgins (7, 8, 9). The technique described
directly handles clipping of the input signal.
Effect of Signal dependent noise
In the case of signal dependent noise, a conditional probability distribution can
describe this noise at the potential input signal levels (see figure 18).
p {outputIinput)
This conditional probability distribution is obviously dependent on the input signal.
The joint output probability distribution (see figure 19 ) is then estimated by:
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p {output , input) = p {output/input) p {input)
Finally, the output signal is calculated by integrating the joint probability over the
input levels:
p {output) = p {output,input)d{input)
The variance of the output signal can be subtracted from the variance of the input
signal to obtain an estimate of the increased variance due to the noise. Given a general
functional shape for the noise power spectrum and the fact that the noise has an
expected value of zero, this additional variance can be expressed as a noise power
function-P(f), since we know that:
Variance =ijp<m
This noise power spectrum is added to the estimated signal spectrum which contains
noise. This will be referred to as the "signal with noise"spectrum. Inherent in this
technique is the assumption that the spectrum is not dependent on signal level. In this
analysis the following spectral shapes are considered: Bandlimited white noise,
triangular and exponential. Examples of each of these are shown in figure 20. Each
plot has the same variance.
Modulation Transfer Function
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As shown in Peebles (15, p. 185), the output power spectrum can be related to the
input power spectrum by the transfer function of the component:
^JhO =P^(vv)|//(kO|2
where H(w) is the transfer function of the component. In our terminology, the
transfer function is the MTF, so MTF affects the signal spectra by the following
formula:
PovpvM =MTF{w) MTF{w) Pmput{w)
The reduction in variance can be calculated and used to modify the probability density
functions.
Information TheoreticMetrics
Many metrics exist which can utilize the signal spectra
"with"
and "without noise".




I = Information capacity (bits/square millimeter)
ps+n(f) = Spectrum of signal plus noise
pn(f) = Spectrum of noise
f = frequency (cycles/mm)
This metric is for a two dimensional signal which is isotropic and separable. Based
on experience, the photographic system can be assumed to have these properties.
C. APPLICATION TO THE COLOR NEGATIVE SYSTEMS
The color negative system is just another communication system which takes an input
signal (i.e. an image) and transfers it to a receiver (i.e. observer). Therefore, the
previous evaluation method can be applied. As noted in the background information,
only the green record (i.e. group of film layers sensitive to the wavelengths of light
associated with green) of the color negative system will be examined. For a more
thorough analysis of amulti-color system, one would have to consider the interactions
of the color recording layers and the redundancy of information between these layers.
However, since the green record is a major contributor to luminance record, and to
make the analysis tractable, only data from this record was examined. For a
monochrome (i.e. black-and-white) system, the derived analysis method can be
applied with fewer assumptions and simplifications. As in all the backbround
literature, the photographic system is assumed to be ergodic. From figure 21, the
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following components can be identified:
Camera lens
The lens is characterized by its modulation transfer function.
Film
The film is characterized by its modulation transfer function, granularity, power
spectral shape, and DlogE curve.
Printer lens
The printer lens is characterized by its modulation transfer function.
Paper
Similar to the film, the paper is characterized by its modulation transfer function,
granularity, power spectral shape, and DlogE curve.
Human Visual System
The human visual system is characterized by noise and its modulation transfer
function which is dependent on the adaptation level.
In addition, the magnification of the film image to the print and the viewing distance
are considered.
Page 36
D. APPLICATION OF METHOD GENERAL DESCRIPTION OF ANALYSIS
The theory presented in previous sections has been used to analyze a color negative
system using a software program IQCN1. This analysis will examine the informa
tion capacity at various points in the color negative system:
Output of camera/film stage
Output of printer/paper stage
Output of human visual system stage
The structured specification of the program is given in Appendix A. This method is
one of several ways of specifying a program and a description of this method can be
found in DeMarco (5). It enables someone to look at the program at different levels
and provides valuable documentation. Simpler representations of the software is
shown in figures 22 to 26. These figures present block diagrams of the general
operation for each stage. For specific details, refer to the appendices. In Appendix B,
the source code for the program is given. IQCN1 can handle several changes in the
components as described in Appendix C. This flexibility allows one to quickly
examine how changes in the characteristics of any component can affect the




Probability density function (plots)
Power Spectra (plots)
Information capacity
These results are displayed, stored in a file and also sent to plotters (see Appendix D
for detailed descriptions and examples).
E. APPLICATION OF METHOD - SPECIFIC DESCRIPTION OF ANALYSIS
To provide a detailed description of this research, an example will be used. A
summary of the input to this example is shown in figure 27. Deviations by this
reference case will examined in the next section.
The program starts with a specification for the input exposure signal based on the
following parameters:
Mean
Mean exposure amount of input signal
Variance
Variance of input signal relative to the mean
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Power Spectral Shape
The spectral shape as defined by the equation: />(/) =a/(B"+f) where A is a scaling
factor, B andN are user selectable parameters, and f is frequency.
To determine a rough estimate of these input parameters, a database of images
digitized from 4.0 inch x 5.0 inch negatives was examined. The effect of the film and
other components of the system were removed to obtain the effective red, green and
blue input luminance for each pixel as sensed by the recording film. In this example,
B = 3, N = 3, standard deviation/mean = 0.3 and the mean = 0.5. The tie between the
variance and power spectrum described earlier is used to scale the shape of the power
spectrum (i.e. calcuCte the parameter A). The cumulative probability functions and
power spectra resulting from these parameters are shown in figures 28 and 29,
respectively.
Following this input specification, a camera lens MTF is estimated or read in from a
file. In this example, the MTF for a diffraction limited f/8.0 lens is calculated from
the following equation (20):
MTF (v) = (2/ji) (<}> - cos <|> sin <j>)
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where:
<|> = ax^XfrvyQNA .)) (radians)
v =frequency{cycles/millimeter)
X= wavelength{millmeters)
NA . = numericalaperture = 1/(2 /- number)
f- number = relativeaperture
This MTF is shown in figure 30 and is used to modify the power spectrum of the
signal, and the spectrum of the signal with noise. The reduced variance is then used
tomodify the cumulative probability functions. The results of these operations are
shown in figures 31 and 32 for the cumulative probability functions and power
spectra, respectively.
Similar to the cameraMTF, the filmMTF is either estimated from an equation or read
in from a file. In this example, a typicalMTF for the green record of a color negative
product is used (see figure 33). This MTF was measured by standard methods
described inMees (12). As before, theMTF is used tomodify the power spectrum of
the signal, and the spectrum of the signal with noise. The reduced variance is then
used to modify the cumulative probability functions. The results of this operation is
shown in figures 34 and 35 for the cumulative probability functions and power
spectra, respectively.
Next the density-log exposure characteristic is used to transform the modified inputs
to transmittance around a specific exposure point The DlogE curve is shown in figure
Page 40
36 and is measured by standard sensitometric and densitometric measurements
described in Mees (12). An exposure point of 1.8 logE was used. After one maps the
modified input exposure through the curve, the probability density functions and
spectra in figures 37 and 38 are obtained.
The film's granularity profile is specified from either a file or an equation. Figure 39
presents the dependence of granularity on transmittance (as calculated from density)
for the green record of a typical color negative product. This measurement was
derived from a microdensitometer trace of the film using a Perkin-Elmer PDS
microdensitometerModel 1010M. The granularity was calculated from this measure
ment. As described earlier, the noise of the film is added to the signal with noise
cumulative probability functions. Based on a specified noise spectral shape (i.e.
exponential , triangular or band-limited white noise), the associated noise spectrum is
estimated from the increased variance. The image magnification to the paper is used
to rescale this additional noise spectrum before adding it to the signal with noise
spectrum. In this case, an exponential spectrum with a a 1% peak response at 100
cycles/mm was used. This general shape is one exhibited in typical power spectra
measurements of this film type. The results of this operation are shown in figures 40
and 41.
The information capacity is then calculated based on the equation described earlier.
This information theoretic metric is estimated from the two image spectra (i.e. signal
spectrum, signal and noise spectrum). For this example, the result is:
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177 bits/square millimeter
Next the printer lens and paper parameters are used to alter the spectra for the next
stage. As in the camera stage, a printer lens MTF is estimated or read in from a file
and the spectra are modified. Here, a diffraction limited f/5.6 lens MTF is estimated as
shown in figure 42 and calculated in an identical manner to the cameraMTF. The
MTF is used to modify the power spectrum of the signal and the spectrum of the
signal with noise. The reduced variance is then used to modify the cumulative
probability functions. The result of these effects are shown in figures 43 and 44.
Following the printer lens MTF, the paperMTF is either estimated from an equation
or read in from a data file. Here a typical paperMTF is used (see figure 45) which
was measured by techniques described in Mees (12). The MTF is used to modify the
power spectrum of the signal and the spectrum of the signal with noise. The reduced
variance is then used to modify the cumulative probability functions. As a result of
these operations, the probability density functions and spectra in figures 46 and 47 are
obtained.
As in the camera/film section, the paper density-log exposure characteristic is either
read from a file or estimated from an equation. Figure 48 shows a typical paper DlogE
curve as measured by standard techniques described in Mees (12). An exposure point
of 0.85 logE was used. After the input signal to the paper stage is passed through this
curve, one obtains the results in figures 49 and 50.
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The effect of paper granularity (figure 51) is then estimated. The granularity was
calculated from power spectra measurements made by a special instrument developed
within Eastman Kodak. This input can be either from a file or from an equation. The
"noise" is added to the "signal withnoise"cumulative probability functions. Based on
a specified noise spectral shape, the associated noise spectrum is estimated from the
additional noise variance. For the paper, band limited white noise of 20 cycles/mm
was used. This shape was based upon examination of various paper power spectra.
The result of this operation is shown in figures 52 and 53.
The information capacity is then calculated based on the equation described earlier.
This information theoretic metric is estimated from the two image spectra (i.e. signal
spectrum, signal and noise image spectrum). For this example, the result is:
137 bits/square millimeter
The capacity has been reduced 23 % from the camera/film stage.
Finally, the human visual system is included in this image chain. The light level and
subject distance are entered. Here, a light level of 6 foot-lamberts and a viewing
distance of 355 millimeters are used. Modulation transfer functions are used to
represent the effects of the three major components of human visual system: optics,
photoreceptor sampling and neuron. These effects are shown in figures 54, 55 and 56
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and were derived from the equation presented in the literature review. Their total
effect on the spectra is shown in figure 58 and the associated effect on the cumulative
probability functions is presented in figure 57.
Using information described in the literature review, noise effects representing neuron
and sampling noise are considered. For this example, their values are shown in figure
59. The cumulative probability functions is modified for these effects and an
associated noise spectrum is calculated based the spectral shape parameters. This
noise spectrum is added to the signal with noise spectrum. For the human visual
system, band limited white noise of 20 cycles/mm was used. As a result of the human
visual system effects, the probability density functions and spectra shown in figures
60 and 61 are obtained.
The information capacity is then calculated based on the equation described earlier.
This information theoretic metric is estimated from the two image spectra (i.e. signal
spectrum, signal and noise image spectrum). For this example, the result is:
46 bits/square millimeter
From this example, one can see the value of this method in examining the effects of
changes in system components. In the next section, several variations in a check
system will be presented.
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V. DISCUSSION OF RESULTS
Several variations were examined using the convenient tool IQCN1. Due to the large
number of factors that can be varied, several of these factors were held constant for this
examination. A summary of the variations are shown in table 1 and the results listed in
table 2. These variations represent changes in the components that commonly occur in
the color negative system. The plots that resulted from each modeling run are in
Appendix E and the associated listings in Appendix F.
Effect of Input Variance and Spectrum Shape
In variations 1 through 4, one can see the effect of a change in the input spectrum shape
and increased variance. Variation 1 is the reference case for all changes. In Variation 2,
the flatter spectral shape provides more signal at a higher frequencies to overcome the
noise in that part of the spectrum. This results in a better signal to noise ratio at higher
frequencies, and therefore better information capacity for the camera/film and printer/pa
per stage. However, because the human visual system is a very bandlimited, much of this
high frequency improvement is eliminated. Variation 3 demonstrates an input signal with
increased variance and thus more power at all frequencies. As one might anticipate, the
information capacity is increased. Analogous to the comparison of variations 1 and 2,
variation 4 has a flatter input spectrum with the same variance as variation 3. As before,
this results in an increase in information capacity for the camera/film and printer/paper
stage, but lower information capacity for the human visual system as much of the high
frequency signal, whether it is signal or noise, is discarded.
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Effect of Increased Magnification of the Camera/Film Image
Variation 5 demonstrates the effect of an increased magnification from the camera-film to
the printer-paper stage. This change places more of the noise power at lower frequencies
in the final image. In addition, magnification places increased demand of the frequency
response for the various components of the system. The result of this is a significant loss
in information capacity in all stages relative to variation 1 (i.e. 56% in camera/film stage,
54% in printer/paper stage and 32% at the human visual system stage). The magnifica
tion chosen here is close to the magnification used in the 110 film format while the base
case is close to 35mm magnification.
Effect of Poorer Film Granularity
Variation 6 shows the effect of a 5x increase in the film granularity (see figure 62). As
anticipated, the information capacity is reduced. In the camera/film stage, the capacity is
decreased by 65%. For the printer/paper stage, the loss is about 64%. Finally, the human
visual system loss is about 48%.
Effect of Changes in Film Exposure Point
Many times the input scene is not located at the ideal exposure point on the film. This
deviation occurs frequently in the lower priced camera equipment which use color
negative films. A film exposure series (see figure 63) is examined in variations 7 through
9 and the results are presented in figures 64 to 66. Figure 64 presents the information
capacity plotted as a function of exposure deviation for the camera/film stage. As one
underexposes the film, the granularity of the film increases and parts of the input scene
become clipped. Results similar to these were obtained by Melnychuck (13) for a
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black-and-white system. As part of his work, Melnychuck showed that the information
content tracks the subjective quality of the processed images. At the other extreme,
overexposing the film improves the granularity (in this case) and locates more of the
input scene on the film DlogH curve. Similar plots for the output from the printer/paper
stage and the human visual system are shown in figures 65 and 66, respectively.
Effect of Changes in PaperMTF
The effect of a improved paperMTF (see figure 67) is demonstrated in variation 10. In
terms of information capacity, the improvement is small as shown in figure 61.
Effect of Changes in Paper Exposure Point
An exposure series for the paper is demonstrated in variations 1 1 and 12. Here is a case
(i.e. 1 stop underexposed) where quality cannot be related to the information capacity due
to poorer fidelity and similarity. Though the underexposed paper may have better
information capacity, the fidelity of the scene (i.e. relationship between the print
reflectances and the original scene) is poor. Much of the image is printed in the low
density
"toe"
portion of the paper curve thus rendering a print which appears lighter than
a more aesthetic position. With appropriate image processing one could probably extract
this increased information and display it with better fidelity and similarity thus resulting
in better quality. However, if the print is a tittle more underexposed, the information
content will drop off dramatically as valuable negative information is clipped. One can
see a similar effect in Variation 12 (i.e. one stop overexposed) where the information
content is already reduced.
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Effect ofViewing Distance
Finally, the effect of viewing distance is presented in variations 13 and 14. At the nearer
viewing distance, much more information is
"seen"
by the human visual system.
Intuitively, one sees more detail as you move closer to an image. At a further viewing
distances, the information capacity drops. Remember, that the units of information
capacity are bits/square millimeter. If one looks at an enlargement from a distance, even
though the bits/sq mm are lower than a smaller print, the information content (i.e. bits/sq
mm x area of picture) may be greater than a smaller print.
Obviously, many other variations can be examined, but these demonstrate some of the
more interesting variations. The model is general enough to handle other cases such as
(see Appendix C):
Changes in camera or printer lens aperture
Changes in paper granularity
Changes in filmMTF
Changes in the film or paper DlogH functions
Spectral shapes of the film or paper noise
Viewing Light level
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Table 1 - Description ofVariations Examined














Datafile: FILM DATA (see Notes)
Datafile: FILM2 IQFILM (see Notes)
Datafile: PAPER IQPAPER (see Notes)
Datafile: PAPER IQPAPER (see Notes)
355 mm
Exponential 1% at 100 cycles/mm
Bandlimited White Noise - cutoff 20 c/mm
6 foot-lamberts
Bandlimited White Noise - cutoff 20 cycles/mm at
0.355 metre viewing distance
Below is a table of the varations, the abbreviations are described on
the following page:
Var Scene Camera/film Printer/Paper
Sig. N Mag. Films Film Exp. Pt. Paper
MTF
Paper Exp. Pt.

























5. 0.3 3 7.50 FILM2 N(1.8) PAPER1 N (0.85)

























10. 0.3 3 3.88
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; set to 100 mm -




The following items were varied:
Sig. - Standard Deviation of scene exposure (relative to mean)
N Parameter in input scene spectral shape (P(f) = A/(B**N + f**N))
Mag. Magnification from camera/film stage to next stage
Films - Different film dlogh and granularity data (see notes)
Film Exp. Pt - Log exposure point on dlogh curve to locate mean of previous stage. N
refers to a
"normal"
exposure point, -2 is 2 stops underexposed relative to a normal
exposure point, -4 is 4 stops underexposed, etc.
PaperMTF - Name of paperMTF data file (see notes)
Paper Exp. Pt Same as Film Exposure point except using paper dlogh curve.
Viewing Distance - Viewing distance from final image to viewer.
Other Notes:
FILM DATA MTF data for the green layer of a typical color negative product
FILM2 IQFILM Granularity and Density-Log Exposure data for the green layer of a
typical color negative film product. Granularity data reduced by a
factor of 5.
FILM1 IQFILM Granularity and Density-log Exposure data for the green layer of a
typical color negative product.
PAPER IQPA- Granularity and Density-Log Exposure data for a typical color photo-
PER graphic paper.
PAPER 1 DATA MTF data for a typical photographic paper
PAPER2 DATA MTF data for an enhanced photographic paper
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TABLE 2 - INFORMATION CONTENT RESULTS

























1 with flatter spectrum
1 with greater Variance
3 will flatter spectrum
5 77 63 31 Greater magnification













Film - Underexposed 4 stops
Film - Underexposed 2 stops
Film - Overexposed 2 stops









paper - under 1 stop









Viewing distance 100 mm
Viewing distance 1000 mm
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VI. CONCLUSIONS AND RECOMMENDATIONS
The methods described in this thesis provide a useful technique for the evaluation of
multi-stage communications systems. These methods have been used to develop a
computer program - IQCN1, a useful tool for examining the information capacity losses
in a color negative system. Some of the results that one observes from this analysis are:
*
*
As one might intuitively expect, the shape of the input signal spectrum affects the
information transfer through the system. The efficiency of this transfer depends on
the individual properties of each stage. For example, even though more information
may have been passed to the printer/paper stage in variation 2, this information was
in a region that the human visual system does not receive. Therefore, the
information capacity at the human visual stage is reduced relative to variation 1 .
After the human visual system, there is a significant reduction in the information
capacity relative to the camera/film information capacity.
* Magnification of film negatives reduces the information capacity by demanding
better frequency response from the components and bringing more of the film noise
within the pass band of the human visual system.
* A large amount of information is lost in film negatives which are underexposed by
more than 2 stops.
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* Viewing distance significantly affects the information capacity at the human visual
system stage.
In the future, several different systems should be examined and evaluated to determine
the utility and limit of this method in the system analysis of photographic systems. As
mentioned by Fellgett and Linfoot, in certain situations information capacity may not be
the correct metric for evaluating the
"quality"
of the system, however it does address its
efficiency. These situations occur when aesthetic effects control the quality more than the
information in the image. More importantly, this method should be applied to other
communication systems and could be a valuable tool in their system analysis.
Page 53
VII. REFERENCES
1. Barteneva, O. A., "Information losses in a Photographic Image Reproduction
System", Soviet Journal Optical Technology, Volume 45, pp. 462-463, July 1978.
2. Bartleson, C. J., "The Combined Influence of Sharpness and Graininess on the
Quality of Color Prints", The Journal of Photographic Science, Volume 30, pp.
33-38, 1982.
3. Burns, P. D., Sullivan, J.
R.,"Information Content Modeling and Simulation of
Digital Imaging Systems", 25Th. Fall Symposium - Imaging, Society of Photograph
ic Science and Engineering, 1985.
4. Daly, S., "Human Visual System Components of an Image Chain Model for Imaging
Systems Design and Analysis", SPSE Paper Summaries - 25th. Fall Symposia, pp.
195-198.
5. DeMarco, T., Structured Analysis and Specification, Prentice-Hall, NY, (1979)
6. Fellgett, P. B., and Linfoot, E. H, "On the Assessment of Optical Images", Phil.
Trans. Roy. Soc. London, Ser. A, Volume 247, pp. 369-407 (1955)
Page 54
7. Higgins, G. C, "Methods for Analyzing the Photographic System, Including the
Effects ofNonlinearity and Spatial Frequency Response", Photographic Science and
Engineering, pp. 106-118. March-April 1971.
8. Higgins, G. C, "Methods for Engineering Photographic Systems", Applied Optics,
Volume 3, Number 1, January 1964, pp. 1-10.
9. Higgins, G. C, Lamberts, R. L., Wolfe, R. N, "Validation of Sine-Wave Analysis
for Photographic Systems". Optica Acta, Volume 6, 1959, pp. 272-278.
10. Jones, R. Clark, "Information Capacity of Photographic Films", Journal of the
Optical Society of America, 51, No. 11, pp. 1159-1171 (1961)
11. Levi, Leo, "Type of Noise in the visual system", Optical Engineering, Volume 20,
No. 1, pp. 98-102, Jan./Feb. 1981.
12. Mees, C. E. K., and James, T. H., The Theory of the Photographic Process,
Macmillan, New York, 1966.
13. Melnychuck, P.,"Information Theoretic Metrics for the Assessment ofDigital Image
Tone Restored Images", Rochester Institute ofTechnology, Master of Science thesis.
14. Nelson, C.N. /'Photographic System as a Communication Channel", Applied Optics,
Volume 11, pp. 87-91, January 1972.
Page 55
15. Peebles, P.Z., Probability, Random Variables, and Random Signal Principles,
McGraw-Hill, New York, 1980.
16. Shannon, C.E., "Communication in the Presence ofNoise", Proceedings of the IRE,
Volume 37, pp. 10-21, Jan. 1949.
17. Shannon, C.E.,"A Mathematical Theory of Communication", The Bell System
Technical Journal", Volume 27, pp. 379-423, pp. 623-656 (1948).
18. Shaw, R., "The Application of Fourier Techniques and Information Thoery to the
Assessment of Photographic Image Quality", Photographic Science and Engineering,
Volume 6, pp 281-286 (1962).
19. Simonds, J. L., Kelch, J. R., Higgins, G. C, "Analysis of Fine-Detail Reproduction
in Photographic Systems", Applied Optics, Volume 3, Number 1, January 1964, pp.
23-28.
20. Smith, Warren J., Modern Optical Engineering, McGraw-Hill, New York, 1966.
21. Snyder, A. W., Laughein, S. B., Stavenga, D. G., "Information Capacity of Eyes",
Vision Research, Volume 17, pp. 1163-1175 (1976).
Page 56
Vin. ACKNOWLEDGEMENTS
I wish to acknowledge my thesis advisor, Dr. Joseph DeLorenzo for his guidance in
researching and writing this thesis, along with my advisors Dr. Rodney Shaw and Dr.
Edward Salem.
I would like to thank Jim Sullivan for helping me get started on this topic, Scott Daly for
his assistance in the modeling of the human visual system, and Madjid Rabbani for
initiating my interest in information content by his interesting and clearly presented
courses on the topic.
Finally, special thanks goes to my lab head Dr. EdwardWalsh, division director - Dr.
Gerhard Popp and Eastman Kodak Company for allowing me the opportunity to advance
my education and work on this thesis. Without the Special Opportunity Graduate
Program, I would not have been able to spend the appropriate amount of time on the
course work leading up to the thesis and the thesis itself.
Page 57
IX. APPENDICES
Appendix 1 - Structured Specification of IQCN1
Appendix 2 - Source listing for IQCN1
Appendix 3 - List of Possible Variations for IQCN1
Appendix 4 - Example Session
Appendix 5 Plots of PDF and Spectra for cases described in Table 1
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Standard Deviation/Mean = 0.3
Mean = 0.5
Magnification to Next Stage
3.88 x
Camera Lens MTF
Diffraction limited lens at f/8
Film MTF
From file: FILM DATA. Typical MTF of green layer for a color negative film.
Film DlogH
From file: FILM2 IQFILM. Typical DlogH curve of green layer for a color
negative film. Exposure point is at 1.8 relative logE.
Film Granularity
From file: FILM2 IQFILM. Typical granularity data for the green layer of a
color negative film. Exponentially shaped power spectra with 1 % of peak at 1 00
cycles/mm.
Printer Lens MTF
Diffraction limited lens at f/5.6
Paper DlogH
From file: PAPER IQPAPER. Typical DlogH curve of for color paper. Exposure
point is at 0.85 relative logE.
Paper MTF
From file: PAPER1 DATA. Typical MTF for a color paper.
Paper Granularity
From file: PAPER IQPAPER. Typical granularity for color paper. Shape of power
spectra is assummed to be band-limited white noise at 20 cycles/mm.
Viewing Conditions
Light level of 6 foot-lamberts is typical of consumer viewing situations. A
viewing distance of 355mm is a standard viewing distance for 3.5 x 5.0 inch
color reflection prints. Shape of power spectra is assummed to be band-limited
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STRUCTURED SPECIFICATION OF IQCN1
On the following pages is the structured specification as defined by the
Yourdan technique (5). The software package PCSA (tm) was used to create this
specification. It can be divided into 4 sections
1. Context Diagram
Overall graphical description of the program. All inputs and outputs
of the model are included. The inputs and outputs are further defined
in the Data Dictionary (see below).
2. Data flow diagrams
A layered description of the software. All input and outputs of
parent diagrams and accounted for in each child. The lower level the
diagram, the more simple is the task. The lowest level are primitives
as defined by double circles. These primitatives are explained in
pseudo-code as mini-specifications (see below).
3. Mini-specifications
These are very elementary operations as defined by the primatives.
They are written in pseudo-code to give the programmer an
understanding of what is happening rather than code for a specific
programming language.
4. Data-dictionary
Definitions of all variables in the data flow diagrams.
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Minispec 1.1 - Create Signal pdfs
Inputs: SCENE MEAN
SCENEJVIODULATION






For all SIGNAL VALUES
Do
SIGNAL PROBABILITY = (l/sqrt(2.*PI*SCENE VARIANCE))*exp(-(SIGNAL
VALUES-SCENE.MEAN)**2/(2*SCENE_VARIANCE))
SUM = SUM + SIGNAL PROBABILITY
End
For all SIGNAL VALUES
Do
SIGNAL PROBABILITY = SIGNAL PROBABILITY/SUM
SIGNAL AND NOISE VALUES = SIGNAL VALUES




Calculate SIGNAL AND NOISE MEAN
Calculate SIGNAL AND.NOISE VARIANCE
Realized in:
SCENE2 FORTRAN




signal and noi se spectrum
Description:
Determine INTEGRAL from 0 to 20 cycles/mm of:
SIGNAL POWER = l/(B**n + FREQUENCY**N)
A = 2.*pi*SIGNAL VARIANCE/(INTEGRAL*2)
For all FREQUENCIES
Do
SIGNAL POWER = A/(B**N + FREQUENCY**N)















SIGNAL POWER = MODULATION TRANSFER**2 * SIGNAL POWER













NEWSIGNAL VARIANCE = 2. * (l/(2*pi)) * Integral (SIGNAL_SPECTRUM)
NEW SIGNAL AND NOISE VARIANCE = 2. * (l/(2*pi)) * Integral (SIGNAL AND NOISE
SPECTRUM)
SIGNAL VARIANCE FACTOR = NEW_SIGNAL VARIANCE/SIGNAL.VARIANCE
SIGNAL AND NOISE VARIANCE FACTOR = NEW SIGNAL AND NOISE VARIANCE/SIGNAL AND
NOISE_VARIANCE
SIGNALVARIANCE = NEW_SIGNAL_VARIANCE
SIGNAL.AND NOISE.VARIANCE = NEW SIGNAL ANDNOISE VARIANCE
Realized in:
MTFMD1 FORTRAN









For all SIGNAL LEVELS
Do
SIGNAL LEVEL = SIGNAL VARIANCE FACTOR*(SIGNAL LEVEL - SIGNAL MEAN)
End
For all SIGNAL AND NOISE LEVELS
Do
SIGNAL AND NOISE LEVEL = SIGNAL AND NOISE FACTOR*(SIGNAL AND NOISE LEVEL














SIGNAL POWER = MODULATION TRANSFER**2 * SIGNAL POWER













NEW_SIGNAL_VARIANCE = 2. * (1/(2*PI)) * Integral (SIGNAL.SPECTRUM)
NEW SIGNAL AND NOISE VARIANCE = 2. * (1/(2*PQ) * Integral (SIGNAL AND NOISE
SPECTRUM)
SIGNAL_VARIANCE_FACTOR = NEW.SIGNAL.VARIANCE/SIGNALVARIANCE
SIGNAL AND NOISE VARIANCE FACTOR = NEW SIGNAL AND NOISE VARIANCE/SIGNAL AND
NOISE.VARIANCE
SIGNAL.VARIANCE = NEW.SIGNALVARIANCE
SIGNAL_AND_NOISE_VARIANCE = NEW.SIGNAL.AND.NOISE VARIANCE
Realized in:
MTFMD1 FORTRAN









For all SIGNAL LEVELS
Do
SIGNAL LEVEL = SIGNAL VARIANCE FACTOR*(SIGNAL LEVEL - SIGNAL MEAN)
End
For all SIGNAL AND NOISE LEVELS
Do





Minispec 2.3.1 - Convert PDFs from Exposure to Tranmittance (film)
Input: CAMERAEXPOSURE.POINT





For all SIGNAL VALUES
Do
Determine LOGE DIFFERANCE between SIGNAL VALUE and SIGNAL MEAN
LOGE VALUE = LOGE DIFFERANCE + CAMERA EXPOSURE POINT
Map LOGE VALUE through film dloge curve to obtain DENSITY
INTERMEDIATE SIGNAL VALUE = 10.**(-DENSITY)
INTERMEDIATE SIGNAL PROBABILITY = SIGNAL PROBABILITY
End
For all SIGNAL AND NOISE VALUES
Do
Determine LOGE DIFFERANCE between SIGNAL AND NOISE VALUE and SIGNAL AND
NOISE MEAN
LOGELVALUE = LOGE DIFFERANCE + CAMERA EXPOSURE POINT
Map LOGE VALUE throueh film dloge curve to obtain DENSITY
INTERMEDIATE SIGNAL AND NOISE VALUE = 10.**(-DENSITY)
INTERMEDIATE SIGNAL AND NOISE PROBABILITY = SIGNAL AND NOISE PROBABILITY
End
Sort intermediate_pdfs in ascending order
Realized in:
DLHMD2 FORTRAN




For all INTERMEDIATE SIGNAL VALUES
Do
CUMULATIVE SIGNAL PROBABILITY = INTERMEDIATE SIGNAL PROBABILITY + previous
INTERMEDIATE SIGNAL PROBABILITY
CUMULATIVE SIGNAL AND NOISE PROBABILITY = INTERMEDIATE SIGNAL AND NOISE









For all SIGNAL VALUES
Do
CELL LOWER LIMIT = SIGNAL VALUE - 0.5*( 1/1 0000)
cell upper Limit = signal value + o.5*(i/ioooo)
LOWER CUMULATIVE PROBABILITY = Value ofCUMULATIVE PROBABILITY SIGNAL at
CELL LOWER LIMIT
UPPER CUMULATIVE PROBABILITY = Value ofCUMULATIVE PROBABILITY SIGNAL at
CELL UPPER LIMIT
SIGNAL PROBABILITY = UPPER CUMULATIVE PROBABILITY = LOWER CUMULATIVE
PROBABILITY
End
For all SIGNAL VALUES
Do
CELL LOWER LIMIT = SIGNAL AND NOISE VALUE - 0.5*0/10000)
CELL UPPER LIMIT = SIGNAL AND NOISE VALUE + 0.5*0/10000)
LOWER CUMULATIVE PROBABILITY = Value ofCUMULATIVE PROBABILITY SIGNAL AND
NOISE at CELL LOWER LIMIT
UPPER CUMULATIVE PROBABILITY = Value of CUMULATIVE PROBABILITY SIGNAL AND
NOISE at CELL UPPER LIMIT












For all SIGNAL VALUES
Do
SUM OF X = SUM OF X + SIGNAL PROBABILITY*SIGNAL VALUE
SUM OF XX = SUM OF XX + SIGNAL PROBABILITY*SIGNAL VALUE*SIGNAL VALUE
End
NEW SIGNAL MEAN = SUM OF X
NEW_SIGNAL_VARIANCE = "SUM.OF.XX - SUM_OF_X*SUM_OF_X
For all SIGNAL AND NOISE VALUES
Do
SUM OF X = SUM OF X + SIGNAL AND NOISE PROBABILITY*SIGNAL AND NOISE VALUE
SUM OF XX = SUM OF XX + SIGNAL AND NOISE PROBABILITY*SIGNAL AND NOISE
VALUE*SIGNAL AND NOISE VALUE
End
NEW SIGNAL_AND_NOISE_MEAN = SUM_OF_X
NEW SIGNAL,AND.NOISE.VARIANCE = SUM.OF.XX - SUM_OF_X*SUM_OF_X
SIGNAL.VARIANCE FACTOR = NEW_SIGNAL_VARIANCE/SIGNAL_VARIANCE
SIGNAL AND NOISE VARIANCE FACTOR = NEW SIGNAL AND NOISE VARIANCE/SIGNAL AND
NOISE.VARIANCE
SIGNAL MEAN = NEW SIGNAL MEAN
SIGNAL VARIANCE = NEW SIGNAL VARIANCE
SIGNAL AND NOISE MEAN = NEW SIGNAL AND NOISE MEAN
SIGNAL.AND.NOISE.VARIANCE = NEW.SIGNAL.AND NOISE_VARIANCE
Realized in:
PDFUNL FORTRAN











SIGNAL POWER = SIGNAL POWER*SIGNAL VARIANCE FACTOR






Minispec 2.4.1 - Construct Conditional Probability Distribution (film)
Input: film granularity curve
Output: conditionafprobability distribution
Description:
For all SIGNAL AND NOISE VALUES
Do
STANDARD DEVIATION = Value of GRANULARITY at SIGNAL AND NOISE VALUE
For all OUTPUT SIGNAL AND NOISE VALUES
Do
UPPER LIMIT = (-l.*LOG10(OUTPUT SIGNAL AND NOISE VALUE - 0.00005) -
(-l.*LOG10(SIGNAL AND NOISE VALUED/STANDARD DEVIATION
LOWER LIMIT = (-l.*LOG10(OUTPUT SIGNAL AND NOISE VALUE + 0.00005) -
(-l.*LOG10(SIGNAL AND NOISE VALUE))/STANDARD DEVIATION
CUMULATIVE PROBABILITY LOWER = Value of CUMULATIVE NORMAL DISTRIBUTION
at LOWER LIMIT
CUMULATIVE PROBABILITY UPPER = Value of CUMULATIVE NORMAL DISTRIBUTION
at UPPER LIMIT











For all SIGNAL AND NOISE LEVELS
Do
For all OUTPUT SIGNAL AND NOISE LEVELS
Do









For all OUTPUT SIGNAL AND NOISE LEVELS
Do
For all SIGNAL AND NOISE LEVELS
Do




For all OUTPUT SIGNAL AND NOISE LEVELS
Do




Minispec 2.4.4 - Determine Additional Variance (film)
Input: signal and noise statistics
signaland noisepdf
Output: signal and noise statistics
NOISEADDITIONAL VARIANCE
Description:
For all SIGNAL AND NOISE VALUES
Do
SUM OF X = SUM OF X + SIGNAL AND NOISE VALUE*SIGNAL AND NOISE PROBABILITY
SUM OF XX = SUM OF XX + SIGNAL AND NOISE VALUE*SIGNAL AND NOISE
VALUE*SIGNAL AND NOISE PROBABILITY
End
NEW SIGNAL,AND.NOISE.VARIANCE = SUM.OF.XX - SUM_OF_X*SUM_OF_X
NOISE ADDITIONAL VARIANCE = NEW SIGNAL AND NOISE VARIANCE - SIGNAL AND
NOISE.VARIANCE
SIGNAL_AND_NOISE_MEAN = SUM.OFX
SIGNAL,AND.NOISE VARIANCE = NEW_SIGNAL_AND_NOISE_VARIANCE
Realized in:
SNPDF3 FORTRAN
Minispec 2.4.5 Determine Noise Spectrum (film)
Input: NOISE.ADDITIONAL VARIANCE




If filmjower spectral shape = bandlimited white noise then
For all FREQUENCIES
Do
NOISE POWER = (2 * PI * NOISE ADDITIONAL VARIANCE)/(2.*CUTOFF
FREQUENCY/MAGNIFICATION)
End
Else If filmjowerspectral shape = triangular then
Do








Else If filnrpower spectralshape = exponential then
Do
CONSTANT EXP 1 = 4.604*MAGNIFTCATION/CUTOFF FREQUENCY
CONSTANT.EXP.2 = CONSTAMT.EXP.l * 2 * PI * NOIS~E_ADDITIONAL_VARIANCE/2.
For all FREQUENCIES
Do





Minispec 2.4.6 - Add Noise Spectrum to Signal and Noise Spectrum (film)
Input: noisespectrum
signaland noise spectrum



















Minispec 3.1.1 Modify Spectrum for Printer Lens MTF
Input: printer lens mtf
signalspectrum







SIGNAL POWER = MODULATION TRANSFERS * SIGNAL POWER













NEW.SIGNAL.VARIANCE = 2. * (1/(2*PI)) * Integral (SIGNAL.SPECTRUM)
NEW SIGNAL AND NOISE VARIANCE = 2. * (1/(2*PI)) * Integral (SIGNAL AND NOISE
SPECTRUM)
SIGNAL VARIANCE FACTOR = NEW_SIGNAL VARIANCE/SIGNAL VARIANCE
SIGNAL AND NOISE VARIANCE FACTOR = NEW SIGNAL AND NOISE VARIANCE/SIGNAL AND
NOISE.VARIANCE
SIGNAL.VARIANCE = NEW SIGNAL.VARIANCE
SIGNAL.AND.NOISE.VARIANCE = NEW.SIGNAL.AND.NOISE VARIANCE
Realized in:
MTFMD1 FORTRAN
Minispec 3.1.3 - Modify PDFs for New Variances (printer)
Input: variance.factors
signalstatistics






For all SIGNAL LEVELS
Do
SIGNAL LEVEL = SIGNAL VARIANCE FACTOR*(SIGNAL LEVEL - SIGNAL MEAN)
End
For all SIGNAL AND NOISE LEVELS
Do















SIGNAL POWER = MODULATION TRANSFER**2 * SIGNAL POWER













NEW.SIGNAL.VARIANCE = 2. * (1/(2*PI)) * Integral (SIGNAL.SPECTRUM)
NEW SIGNAL AND NOISE VARIANCE = 2. * (1/(2*PI)) * Integral (SIGNAL AND NOISE
SPECTRUM)
SIGNAL.VARIANCE.FACTOR = NEW.SIGNAL.VARIANCE/SIGNAL VARIANCE













signal and noise pdf
Description:
For all SIGNAL LEVELS
Do
SIGNAL LEVEL = SIGNAL VARIANCE FACTOR*(SIGNAL LEVEL - SIGNAL MEAN)
End
For all SIGNAL AND NOISE LEVELS
Do
SIGNAL AND NOISE LEVEL = SIGNAL AND NOISE FACTOR*(SIGNAL AND NOISE LEVEL




Minispec 3.3.1 - Convert PDFs from Exposure to Tranmittance (paper)
Input: PRINTER EXPOSURE POINT





For all SIGNAL VALUES
Do
Determine LOGE DIFFERANCE between SIGNAL VALUE and SIGNAL MEAN
LOGE.VALUE = LOGE DIFFERANCE + PRINTER.EXPOSURE.POINT
Map LOGE VALUE through paper dloge curve to obtain DENSITY
INTERMEDIATE SIGNAL VALUE = 10.**(-DENS1TY)
INTERMEDIATE SIGNAL PROBABILITY = SIGNAL PROBABILITY
End
For all SIGNAL AND NOISE VALUES
Do
Determine LOGE DIFFERANCE between SIGNAL AND NOISE VALUE and SIGNAL AND
NOISE MEAN
LOGELVALUE = LOGE.DIFFERANCE + PRINTER_EXPOSURE_POINT
Map LOGE VALUE through paper dlose curve to obtain DENSITY
INTERMEDIATE SIGNAL AND NOISE VALUE = 10.**(-DENSITY)
INTERMEDIATE SIGNAL AND NOISE PROBABILITY = SIGNAL AND NOISE PROBABILITY
End
Sort intermediate_pdfs in ascending order
Realized in:
DLHMD2 FORTRAN




For all INTERMEDIATE SIGNAL VALUES
Do
CUMULATIVE SIGNAL PROBABILITY = INTERMEDIATE SIGNAL PROBABILITY + previous
INTERMEDIATE.SIGNAL.PROBABILITY
CUMULATIVE SIGNAL AND NOISE PROBABILITY = INTERMEDIATE SIGNAL AND NOISE









For all SIGNAL VALUES
Do
CELL LOWER LIMIT = SIGNAL VALUE - 0.5*0/10000)
CELL UPPER LIMIT = SIGNAL VALUE + 0.5*0/10000)
LOWER CUMULATIVE PROBABILITY = Value ofCUMULATIVE PROBABILITY SIGNAL at
CELL LOWER LIMIT
UPPER CUMULATIVE PROBABILITY = Value ofCUMULATIVE PROBABILITY SIGNAL at
CELLUPPER LIMIT
SIGNAL PROBABILITY = UPPER CUMULATIVE PROBABILITY = LOWER CUMULATIVE
PROBABILITY
End
For all SIGNAL VALUES
Do
CELL LOWER LIMIT = SIGNAL AND NOISE VALUE - 0.5*( 1/10000)
CELL UPPER LIMIT = SIGNAL AND NOISE VALUE + 0.5*( 1/10000)
LOWER CUMULATIVE PROBABILITY = Value of CUMULATIVE PROBABILITY SIGNAL AND
NOISE at CELL LOWER LIMIT
UPPER CUMULATIVE PROBABILITY = Value of CUMULATIVE PROBABILITY SIGNAL AND
NOISE at CELL UPPER LIMIT





Minispec 3.3.4 - Calculate New Statistics (paper sensitometry)
Input: signaLpdf
signal.and noise_pdf




For all SIGNAL VALUES
Do
SUM OF X = SUM OF X + SIGNAL PROBABILITY*SIGNAL VALUE
SUM OF XX = SUM OF XX + SIGNAL PROBABILITY*SIGNAL VALUE*SIGNAL VALUE
End
NEW SIGNAL MEAN = SUM OF X
NEW.SIGNAL.VARIANCE = "SUM.OF.XX - SUM.OF X*SUM_OF_X
For all SIGNAL AND NOISE VALUES
Do
SUM OF X = SUM OF X + SIGNAL AND NOISE PROBABILITY*SIGNAL AND NOISE VALUE
SUM OF XX = SUM OF XX + SIGNAL AND NOISE PROBABILITY*SIGNAL AND NOISE
VALUE*SIGNAL AND NOISE VALUE
End
NEW.SIGNAL.AND.NOISE.MEAN = SUM_OF_X
NEW SIGNAL,AND NOISE.VARIANCE = SUM.OF.XX - SUM.OF.X*SUM.OF X
SIGNAL.VARIANCE.FACTOR = NEW.SIGNAL.VARIANCE/SIGNAL.VARIANCE
SIGNAL AND NOISE VARIANCE FACTOR = NEW SIGNAL AND NOISE VARIANCE/SIGNAL AND
NOISE.VARIANCE
SIGNAL MEAN = NEW SIGNAL MEAN
SIGNAL VARIANCE = NEW SIGNAL VARIANCE















SIGNAL POWER = SIGNAL POWER*SIGNAL VARIANCE FACTOR




















For all SIGNAL AND NOISE VALUES
Do
STANDARD DEVIATION = Value ofGRANULARITY at SIGNAL AND NOISE VALUE
For all OUTPUT SIGNAL AND NOISE VALUES
Do
UPPER LIMIT = (-l.*LOG10(OUTPUT SIGNAL AND NOISE VALUE - 0.00005) -
(-l.*LOG10(SIGNAL AND NOISE VALUE))/STANDARD DEVIATION
LOWER LIMIT = (-l.*LOG10(OUTPUT SIGNAL AND NOlSE VALUE + 0.00005) -
(-L*LOGl0(SIGNAL AND NOISE VALUE))/STA"NDARD DEVIATION
CUMULATIVE PROBABILITY LOWER = Value of CUMULATIVE NORMAL DISTRIBUTION
at LOWER LIMIT
CUMULATIVE PROBABILITY UPPER = Value ofCUMULATIVE NORMAL DISTRIBUTION
at UPPER LIMIT











For all SIGNAL AND NOISE LEVELS
Do
For all OUTPUT SIGNAL AND NOISE LEVELS
Do









For all OUTPUT SIGNAL AND NOISE LEVELS
Do
For all SIGNAL AND NOISE LEVELS
Do




For all OUTPUT SIGNAL AND NOISE LEVELS
Do




Minispec 3.5.4 - Determine Additional Variance (paper)





For all SIGNAL AND NOISE VALUES
Do
SUM OF X = SUM OF X + SIGNAL AND NOISE VALUE*SIGNAL AND NOISE PROBABILITY
SUM OF XX = SUM OF XX + SIGNAL A"ND NOISE VALUE*SIGNAL AND NOISE
VALUE*SIGNAL AND NOISE PROBABILITY
End
NEW.SIGNAL.AND_NOISE_VARIANCE = SUM_OF.XX - SUM_OF_X*SUM.OF_X











If paper shape = bandlimited white noise then
For all FREQUENCIES
Do
NOISE POWER = (2 * PI * NOISE ADDITIONAL VARIANCE)/(2.*CUTOFF FREQUENCY)
End
Else Ifpaperpower spectralshape = triangular then
Do
CONSTANT TRIANGULAR = (2 * PI * NOISE ADDITIONAL.VARIANCE/CUTOFFFREQUENCY)
For all FREQUENCIES
Do




Else If paperpowerspectral shape = exponential then
Do
CONSTANT EXP 1 = 4.604/CUTOFF FREQUENCY
CONSTANT EXP_2 = CONSTANT EXP.l * 2 * PI * NOISE_ADDITIONAL.VARIANCE/2.
For all FREQUENCIES
Do





Minispec 3.5.6 - Add Noise Spectrum to Signal and Noise Spectrum (paper)
Input: noise spectrum
signal.and noise spectrum








Minispec 4.1.1.1 - Determine Adaptation Level




ADAPTATION LEVEL = SURROUND LIGHT LEVEL * SIGNAL AND NOISE MEAN
ADAPTATION LEVEL = ADAPTATION LEVEL * 3.426
Realized in:
HVS 1 FORTRAN




PUPIL DIAMETER = (10**(0.8558-(4.01 x 10-4)*(LOG,n(ADAPTATION LEVEL)
7.597)**3.)) + 0.3
IfPUPIL DIAMETER is less than 2.0
Then PUPEL.DIAMETER = 2.0
PUPIL DIAMETER = PUPIL.DIAMETER * (1 x 103)
Realized in:
HVS 1 FORTRAN














INTEGRATIONTIME = -(LOG10(RETINALJLLUMINANCE)/1.8) + 0.25
INTEGRATIONTIME = ArcTan(INTEGRATION TIME)
INTEGRATIONJTME = 0.09*0.5*0.0 + INTEGRATION TIME) + 0.028
Realized in:
HVS 1 FORTRAN
Minispec 4.1.2.1 - Determine Sampling ApertureMTF
Input: RETINAL_ILLUMINANCE
Output: . hvs sampline mtf
APERTURELENGTHCONSTANT
Description:
APERTURE LENGTH CONSTANT = 0.0375 * EXP (-(LOG10(RETINAL ELLUMINACE) =
3.37./3.0))
IfAPERTURE LENGTH CONSTANT is less than 0.00475
Then APERTURELENGTHCONSTANT = 0.00475
If APERTURE LENGTH CONSTANT is greater than 0.0375
Then APERTURE LENGTH.CONSTANT = 0.0375
For all EYE FREQUENCIES
Do
HVS SAMPLING MODULATION TRANSFER = (((2.*3.14159*APERTURE LENGTH










For the RETINAL.ILLUMINACE and ADAPTATION LEVEL
Interpolate neural.mtf data to obtain hvsneural.mtf
Determine PEAK VALUE.MTF for hvs neural mtf
For all EYE FREQUENCIES
Do










Interpolate hvs_pupil_mtf from pupifmtf data for PUPIL.DIAMETER
Realized in:
HVS 1 FORTRAN
Minispec 4.1.2.4 - Adjust MTFs for Viewing Distance








VTEWING.SCALE_FACTOR = (ArcSin((l./(l. + VIEWING_DISTANCE*1000.)**2)))**0.5)
VTEWING.SCALE FACTOR = VEWING.SCALE FACTOR*180/3. 14159
For all EYE FREQUENCIES
Do










For all SIGNAL AND NOISE LEVELS
Do
FOOTLAMBERTS = SIGNAL,ANDNOISE LEVEL * ADAPTATIONLEVEL
CANDELAS PER_SQUARE.METER = FOOT LAMBERTS * 3.426
RETINAL ILLUMINACE = 3.14159*((1000.*PUPIL DIAMETER/2)**2)*CANDELAS PER
SQUARE_METER
PHOTON_FLUX = RETINAL_ILLUMINACE * 0.000525/(0.786 * 4.432 x 10"13)
PHOTONS = (0.1 INTEGRATION TIME*(2.*3.14159*(APERTURE LENGTH
CONSTANT**2)*PHOTON_FLUX")
PHOTON_NOISE = PHOTONS**0.5
F NOISE = PHOTON NOISE/(INTEGRATION TIME*(2.*3.14159*(APERTURE LENGTH
CONSTANT**2)*0.l")
T NOISE = F_NOISE*0.7868*(4.432 x 10"13))/0.000525
















For all SIGNAL AND NOISE LEVELS
Do




Minispec 4.2.1.1 Modify Spectra for HVS Sampling MTF
Input: hvs.sampling mtf
signal spectrum






SIGNAL POWER = HVS SAMPLING MODULATION TRANSFER**2 * SIGNAL POWER














NEWSIGNAL.VARIANCE = 2. * (1/(2*PI)) * Integral (SIGNAL.SPECTRUM)
NEW SIGNAL AND NOISE VARIANCE = 2. * (1/(2*PI)) * Integral (SIGNAL AND NOISE
SPECTRUM)
SIGNAL.VARIANCE_FACTOR = NEW_SIGNAL_VARIANCE/SIGNAL_VARIANCE
SIGNAL AND NOISE VARIANCE FACTOR = NEW SIGNAL AND NOISE VARIANCE/SIGNAL AND
NOISE.VARIANCE
SIGNAL.VARIANCE = NEW.SIGNAL_VARIANCE
SIGNAL.AND_NOISE_VARIANCE = NEW_SIGNAL_AND NOISE VARIANCE
Realized in:
MTFMD1 FORTRAN









For all SIGNAL LEVELS
Do
SIGNAL LEVEL = SIGNAL VARIANCE FACTOR*(SIGNAL LEVEL - SIGNAL MEAN)
End
For all SIGNAL AND NOISE LEVELS
Do
SIGNAL AND NOISE LEVEL = SIGNAL AND NOISE FACTOR*(SIGNAL AND NOISE LEVEL -













SIGNAL POWER = HVS SAMPLING MODULATION TRANSFER**2 * SIGNAL POWER














NEW.SIGNAL.VARIANCE = 2. * Integral (SIGNALSPECTRUM)
NEW.SIGNAL.AND.NOISE.VARIANCE = 2. * Integral (SIGNAL,AND.NOISE.SPECTRUM)
SIGNAL VARIANCE_FACTOR = NEW_SIGNAL_VARIANCE/SIGNAL_VARIANCE
SIGNAL AND NOISE VARIANCE FACTOR = NEW SIGNAL AND NOISE VARIANCE/SIGNAL AND
NOISE_VARIANCE













For all SIGNAL LEVELS
Do
SIGNAL LEVEL = SIGNAL VARIANCE FACTOR*(SIGNAL LEVEL - SIGNAL MEAN)
End
For all SIGNAL AND NOISE LEVELS
Do














SIGNAL POWER = HVS SAMPLING MODULATION TRANSFER**2 * SIGNAL POWER














NEW.SIGNAL.VARIANCE = 2. * (1/(2*PI)) * Integral (SIGNAL.SPECTRUM)
NEW SIGNAL AND NOISE VARIANCE = 2. * (1/(2*PI)) * Integral (SIGNAL AND NOISE
SPECTRUM)
"
SIGNAL.VARIANCE FACTOR = NEW.SIGNAL VARIANCE/SIGNAL VARIANCE
SIGNAL AND NOISE VARIANCE FACTOR = NEW SIGNAL AND NOISE VARIANCE/SIGNAL AND
NOISE.VARIANCE
SIGNAL.VARIANCE = NEW.SIGNAL.VARIANCE
SIGNAL.ANDNOISE.VARIANCE = NEW SIGNAL,AND.NOISE.VARIANCE
Realized in:
MTFMD1 FORTRAN









For all SIGNAL LEVELS
Do
SIGNAL LEVEL = SIGNAL VARIANCE FACTOR*(SIGNAL LEVEL - SIGNAL MEAN)
End
For all SIGNAL AND NOISE LEVELS
Do
SIGNAL AND NOISE LEVEL = SIGNAL AND NOISE FACTOR*(SIGNAL AND NOISE LEVEL








For all SIGNAL AND NOISE VALUES
Do
STANDARD DEVIATION = Value ofHVS SIGMA at SIGNAL AND NOISE VALUE
For all OUTPUT SIGNAL AND NOISE VALUES
Do
LOWER LIMIT = ((OUTPUT SIGNAL AND NOISE VALUE - 0.00005) - SIGNAL AND
NOISE VALUE)/HVS SIGMA
LIMIT = ((OUTPUT SIGNAL AND NOISE VALUE + 0.00005) - SIGNAL AND
NOISE "VALUE)/HVS SIGMA
CUMULATIVE ABILITY LOWER = Value of CUMULATIVE NORMAL DISTRIBUTION
at LOWER LIMIT
CUMULATIVE PROBABILITY UPPER = Value of CUMULATIVE NORMAL DISTRIBUTION
at UPPER LIMIT










signal and noise pdf
Output: joint_probability distribution
Description:
For all SIGNAL AND NOISE LEVELS
Do
For all OUTPUT SIGNAL AND NOISE LEVELS
Do





Minispec 4.3.3 - Construct Output Probability Distribution (HVS)
Input: joint_probability distribution
Output: signal and noisepdf
Description:
For all OUTPUT SIGNAL AND NOISE LEVELS
Do
For all SIGNAL AND NOISE LEVELS
Do




For all OUTPUT SIGNAL AND NOISE LEVELS
Do




Minispec 4.3.4 - Determine Additional Variance (HVS)
Input: signal.and.noise statistics
signal and noise_pdf
Output: signal and noisestatistics
NOISE ADDITIONAL.VARIANCE
Description:
For all SIGNAL AND NOISE VALUES
Do
SUM OF X = SUM OF X + SIGNAL AND NOISE VALUE*SIGNAL AND NOISE PROBABILITY
SUM OF XX = SUM OF XX + SIGNAL AND NOISE VALUE*SIGNAL AND NOISE VALUE*SIGNAL AND
NOISE PROBABILITY
End
NEW_SIGNAL_AND_NOISE_VARIANCE = SUM.OF.XX - SUM_OF_X*SUM_OF_X
NOISE.ADDITIONAL VARIANCE = NEW.SIGNAL_AND_NOISE_VARIANCE - SIGNAL_AND_NOISE.VARIAl
SIGNAL.AND NOISE.MEAN = SUM.OF_X
SIGNAL_AND_NOISE VARIANCE = NEW_SIGNAL_AND_NOISE_VARIANCE
Realized in:
SNPDF3 FORTRAN





If hvsjtower spectral shape = bandlimited white noise then
For all FREQUENCES
Do
NOISE POWER = (2 * PI * NOISE ADDITIONAL VARIANCE)/(2NCUTOFF FREQUENCY)
End
Else If hvs_power spectral.shape = triangular then
Do
CONSTANT.TRIANGULAR = (2 * PI * NOISE_ADDITIONAL_VARIANCE/CUTOFF.FREQUENCY)
For all FREQUENCIES
Do




Else If hvs_power spectral.shape = exponential then
Do
CONSTANT EXP 1 = 4.604/CUTOFF FREQUENCY
CONSTANT_EXP_2 = CONSTANT EXP.l * 2 * PI * NOISE.ADDITIONAL.VARIANCE/2.
For all FREQUENCIES
Do





Minispec 4.3.6 - Add Noise Spectrum to Signal and Noise Spectrum (paper)
Input: noise.spectrum
signal andnoise spectrum



















* Data Dictionary *
ADAPTATION-LEVEL = * light level to which the eye is adapted to
APERTURE-LENGTH-CONSTANT = * constant for sampling aperture
*
CAMERA-EXPOSURE-POINT = * Relative exposure level which the camera
would expose an 1 8% gray card
*
CUTOFF-FREQUENCY = * Frequency where power is 0 for band limited
white and triangular, and 1 % for exponential *
INFORMATION-CONTENT = * the integral of
pi*(signal-and-noise-spectrum/noise-spectrum)*f , result is in bits
per square mm
"
INTEGRATION-TIME = * The integration for the human visual system *
MAGNIFICATION = * magnification of image from film stage to paper
stage
*
NEURAL-NOISE = * Noise generated from the neural component of the
human visual system *
NOISE-ADDITIONAL-VARIANCE = * Additional variance in signal and
noise pdf/spectrum due to noise *
PRINTER-EXPOSURE-POINT = * Point in relative log exposure to the
paper that the mean of the film image will be printed *
PUPIL-DIAMETER = * Diameter of pupil after allowance for adapted
light level *
RETINAL-ILLUMINANCE = * Illuminance at the retina '
SCENE-MEAN = * Mean of input scene , ranges from 0 to 1 relative log
exposure
*
SCENE-MODULATION = * Variance divided by mean
*
SCENE-VARIANCE = * Variance of input signal in terms of relative log
exposure units
"
SIGNAL-AND-NOISE-MEAN = * Mean of signal with noise -
SIGNAL-AND-NOISE-VARIANCE = * Variance of signal with noise '
SIGNAL-AND-NOISE-VARIANCE = * Variance of signal with noise included
SIGNAL-AND-NOISE-VARIANCE-FACTOR = " new signal and noise variance /
old signal and noise variance
*
SIGNAL-MEAN = * Mean of signal *
SIGNAL-VARIANCE = * Variance of signal *
SIGNAL-VARIANCE-FACTOR = " new signal variance/old signal variance
*
SURROUND-LIGHT-LEVEL = * Light level in foot-lamberts of the
surround *
VIEWING-DISTANCE = ' Viewing distance from print to subject (in
meters ) *
band-limited-white-noise = NOISE-POWER + FREQUENCIES
"
noise will be constant from 0 to cutoff frequency *
camera-lens-mtf = [lens-mtf-equation | mtf-file]








dloge-arctan-function = DENSITY + LOGEVALUE
* DlogE based on the ARCTAN function "
dloge-datafile = DENSITY + LOGEVALUE
* DlogE data from a file "
dloge-straight-line = DENSITY + LOGEVALUE
*
straight line dloge with a D-min, D-max and
a gamma (slope) from D-min to D-max
*
exponential-noise = NOISE-POWER + FREQUENCIES * Noise has an
exponential shape with 1% of DC power at the cutoff frequency *
eye-parameters = PUPIL-DIAMETER + RETINAL-ILLUMINANCE +
INTEGRATION-TIME + ADAPTATION-LEVEL
film-dloge-curve = [dloge-straight-line | dloge-arctan-function |
dloge-datafile]
film-granularity-curve = [granularity-equation | granularity-file]
film-mtf = [mtf-equation | mtf-file]
film-parameters = film-granularity-curve + film-power-spectral-shape
+ film-mtf + film-dloge-curve + CUTOFF-FREQUENCY
film-power-spectral-shape = [band-limited-white-noise |
triangular-noise | exponential-noise ] + CUTOFF-FREQUENCY
granularity-equation = GRANULARITY + SIGNAL-AND-NOISE-VALUE
*
granularity as a function of signal-and-noise-value which was
converted from density - based on an equation "
granularity-file = GRANULARITY + SIGNAL-AND-NOISE-VALUE
*
granularity as a function of signal-and-noise-value which was





hvs-mtfs = hvs-sampling-mtf + hvs-neural-mtf + hvs-pupil-mtf
hvs-neural-mtf = HVS-NEURAL-MODULATION-TRANSFER + FREQUENCIES




hvs-pupil-mtf = HVS-PUPIL-MODULATION-TRANSFER + FREQUENCIES





* Results from passing PDFs through DlogE curve.. ..needs to





P(y/x)P(x) Conditional probability x input probabilities '
lens-mtf-equation = MODULATION-TRANSFER + FREQUENCY
* from diffraction limited equation *
mtf-equation = MODULATION-TRANSFER + FREQUENCY
* Gaussian MTF based on sigma *
mtf-file = MODULATION-TRANSFER + FREQUENCY
"
mtf from a data file *
neural-mtf-data = NEURAL-MODULATION-TRANSFER + HVS-FREQUENCIES
" data is a functin of adaptation level *
noise-spectrum = NOISE-POWER + FREQUENCIES
* Estimated noise power spectrum from any component
*
paper-dloge-curve = [dloge-straight-line |
dloge-arctan-function | dloge-datafile]
paper-granularity-curve = [granularity-equation | granularity-file [
paper-mtf = [mtf-equation | mtf-file]
paper-parameters = paper-mtf + paper-granularity-curve +
paper-dloge-curve + paper-power-spectral-shape
paper-power-spectral-shape = [band-limited-white-noise |
triangular-noise | exponential-noise] + CUTOFF-FREQUENCY
pdfs/spectra = signal-pdf/spectrum + signal-and-noise-pdf-spectrum
printer-lens-mtf = [lens-mtf-equation | mtf-file]
printer-parameters = printer-lens-mtf + PRINTER-EXPOSURE-POINT
pupil-mtf-data = PUPIL-MODULATION-TRANSFER + HVS-FREQUENCIES
* data is a function of pupil-diameter "
quantum-noise = HVS-SIGMA + SIGNAL-AND-NOISE-LEVELS
* Human visual system noise resulting from quantum aspects of the




* Probability density function of signal with noise included
*




' Signal and noise power spectrum *








* Signal Power spectrum *
signal-statistics = SIGNAL-MEAN + SIGNAL-VARIANCE
spectral-shape-parameters = HALF-POWER + CORRELATION
* these parameters are used in the function P = 1/B**N + F**N where
B=half power, N=correlation, F=frequency
*
triangular-noise = NOISE-POWER + FREQUENCIES
*
noise is




viewing-conditions = SURROUND-LIGHT-LEVEL + VIEWING-DISTANCE
APPENDIX B
SOURCE PROGRAM LISTING
The following pages contain the source listing in alphabetical order for the
program IQCN1. The following table of contents describes each subroutine
briefly:
EXECS for IBM-CMS Operating System
IQCN1 Sets up file definitions and runs program
FORTRAN Programs for IBM-CMS Operating System
IQCN1 Main line program
GETSYS Obtains tide, plot types






























Cascades the effect of the camera lens and film
Cascades the effect of printer lens and paper
Cascades the effect of the human visual system
Calculate Information Theoretic Metrics
Plots probability density function
Plot power spectrum
Obtains lens MTF
Obtains photographic material MTF
modifies pdf/spectra for MTF
Obtains DlogE curve
Modifies pdf/spectra for DlogE
Obtains granularity data
Modifies pdf/spectra for granularity
Outputs Spectra to a file for later analysis
Outputs PDFs to a file for later analysis
Outputs MTFs to a file for later analysis
Outputs DlogH curves to a file for later analysis
Outputs granularity data to a file for later analysis
Obtains lens MTF
Obtains photographic material MTF
modifies pdf/spectra forMTF
Obtains DlogE curve
Modifies pdf/spectra for DlogE
Obtains granularity data


































Modifies pdf/spectra for noise
Plots data
Plots data
Reads MTF from file
Interpolates data
Prompts user for input
Reads MTF from file
Interpolates data
Interpolates data
Modifies PDF for granularity
Calculates noise spectrum and adds to signal+noise
Renormalizes distribution
Page B-2
FILE: CAMFL1 FORTRAN AI
SUBROUTINE CAMFL1




































Purpose: To Modify the PDFs/SPECTRA for the effects of Camera




ASKI LNSMT1 MTFMD1 CLEAR
Passed variables:
NONE









HSP = Spectrum of signal
HSPDF = PDF of Signal
HSVAR = Signal variance
HSMEAN = Signal mean
HSNP = Spectrum of signal and noise
HSNPDF = PDF of signal and noise
HSNVAR = Signal and noise variance
HSNMEN = Signal and noise mean
HSBIN = Value of signal for PDF
HSNBIN = Values of signal with noise for S+N PDF
FREQ = Frequencies for spectra
SWGT = Frequencies for spectra
TYPE = Frequencies for spectra
XMAG = Magnification to next stage
HCUT = Cutoff frequency
NB
WILLIAM R. O'SUCH 10/01/87
q************************** ,*******************************************
COMMON/HSIGNL/HSP , HSPDF , HSVAR , HSMEAN
COMMON/HSANDN/HSNP , HSNPDF , HSNVAR , HSNMEN

































































FILE: CAMFL1 FORTRAN AI Last edited on: 2/04/88 16:00:13
INTEGER TYPE, CHANGE, SKIP
C OBTAIN MAGNIFICATION TO NEXT STAGE INFORMATION
XMAG =3.88
WRITE (6,*) '** Enter Magnification to next
stage'
WRITE(6,10) XMAG
10 FORMAT ( ' ',' DEFAULT: Magnification = '.F5.2)
WRITE(6,*) ' CHANGE? 1-yes 0-no
'
QUE = '===> '
IDEF = 0
CALL ASKI (QUE, IDEF)
IF (IDEF.NE.O) THEN




WRITE (9, 1000) XMAG
1000 FORMAT( '0' , 'Magnification to next stage : '.F5.2)
C OBTAIN CAMERA LENS MTF
WRITE(6,*) '** Camera Lens MTF
Specification'
WRITE(9,1001)
1001 FORMATCO' , 'Camera Lens MTF Specification')
CALL LNSMT1(HMTF, XMAG, 8.0)
C WRITE OUT DATA
IDENT = 'CAMERA LENS MTF'
CALL OUTMTF( IDENT, XMAG, HMTF)
C MODIFY INPUT SIGNAL SPECTRA/ PDF AND INPUT SIGNAL+NOISE SPECTRA
C AND PDF FOR MTF. THE SPECTRA IS FILTERED BY THE MTF AND THE
C PDF VARIANCE IS SCALED TO MATCH THE INTEGRAL OF THE SPECTRA
CALL MTFMD1 (HMTF,HCUT)
C OUTPUT PDF AND SPECTRA
IDENT = 'AFTER CAMERA LENS MTF'
CALL OUTPDF( IDENT)
CALL OUTSPT( IDENT)
C OBTAIN FILM MTF RESPONSE
CALL CLEAR




, 'Film MTF Specification')
2/04/88 16:00:13FILE: CAMFL1 FORTRAN AI Last edited on:
CALL GAUMT1 ( 250. , HMTF, XMAG)
C OUTPUT FILM MTF DATA
IDENT = 'FILM MTF
CALL OUTMTF( IDENT, XMAG, HMTF)
C MODIFY SPECTRA AND PDF FOR FILM MTF
CALL MTFMDKHMTF, HCUT)
C OUTPUT PDF AND SPECTRA
IDENT = 'AFTER FILM MTF'
CALL OUTPDF( IDENT)
CALL OUTSPT( IDENT)
C OBTAIN FILM DLOGH CHARECTERISTIC
CALL GETDLH( 1,0.6,0.3,3.0,1.4, FLOGH , FDENS , EXPPT)
C OUTPUT DLOGE DATA TO A FILE
IDENT = 'FILM DLOGH '
CALL OUTDLH ( IDENT , FLOGH , FDENS , EXPPT )
C TRANSFORM PDF THROUGH DLOGH CURVE AND MODIFY SPECTRA FOR CHANGE
C VARIANCE
CALL DLHMD2( FLOGH, FDENS, EXPPT)
C OUTPUT PDF AND SPECTRA
IDENT = 'AFTER FILM DLOGH'
CALL OUTPDF( IDENT)
CALL OUTSPT( IDENT)
C OBTAIN FILM GRANULARITY INFORMATION
WRITE(6,*) '** Film granularity
specification'
RMAG =3.88
CALL GRAN1 ( 1 , XMAG , RMAG ,0. ,1.0,0.01)
C WRITE OUT GRANULARITY DATA
IDENT = 'FILM GRANULARITY'
CALL OUTGRN (IDENT , XMAG )
C MODIFY PDF/SPECTRA FOR NOISE
CALL GRNMl(XMAG)























































FILE: CAMFL1 FORTRAN AI Last edited on: 2/04/88 16:00:13
CAM016
IDENT = 'AFTER FILM
GRANULARITY' CAM016
CALL OUTPDF ( IDENT) CAM016







FILE: CLIP1 FORTRAN AI Last edited on:






































Q* * * *
******************************** **********************************
SUBROUTINE CLIP1
Purpose: To clip signal and signal 8 Noise PDFs. Packing
Clipped values in the lowest and highest bins available





























Spectrum of signal and noise
PDF of signal and noise
Signal and noise variance
Signal and noise mean
Value of signal for PDF





COMMON/HSIGNL/HSP , HSPDF , HSVAR , HSMEAN
COMMON/HSANDN/HSNP , HSNPDF , HSNVAR , HSNMEN
COMMON/ INDVAR/HSBIN , HSNBIN , FREQ , SWGT , TYPE
REAL HSP(100),HSPDF(10000)
REAL HSNP(100),HSNPDF(10000)
REAL HSBIN( 100), HSNBIN( 10000)
REAL FREQ(100),SWGT(2)
REAL MEAN





























































CALL TRUN1 (HSBIN , HSPDF , MEAN , VAR , ELOW , EHIGH)





















































Purpose: To initialize plotting devices
:
Subroutines called:
! CLEAR IBM32 BANGLE BSHIFT PAGE NOBRDR CMSFVS KRIOMG
! ZETA QMS2 VT240
! Several of these subroutines are part of DISSPLA library
! Passed variables:
































ZETA Plotter (3rd floor)'/
QMS Laser Printer (1st floor)'/
VT240 Emulation (7171 Protocol Converter)'/









































































FILE: DEVICE FORTRAN AI Last edited on: 10/09/87 13:13:58
ENDIF
C
CFOR ANY ZETA PLOTTER
CCREATE OUTPUT FILE FOR DATA, CALL DRIVER, SET IDEV TO 5
C ZETA PLOTTER
IF (IDEV.EQ.2) THEN
C CALL CPFVSCSP PRT RSCS'.NRC)
C CALL CPFVS('TAG DEV PRT P0164',NRC)
C CMS = 'FILEDEF 66 PRINT'


















C CALL CPFVS('SP PRT RSCS'.NRC)
C CALL CPFVS('TAG DEV PRT P01C6',NRC)
C CMS = 'FILEDEF 97 PRINT (OPTCD
J'













































































FILE: DEVICE FORTRAN AI
C VT240 EMULATION



































































































FILE: DLHMD2 FORTRAN AI Last edited on:
SUBROUTINE DLHMD2 (LOGH , DENS , EXPPT )
10/02/87 13:20:29











































LOGH = Log Exposure array
DENS = Density values corresponding to log exposure values










HSP = Spectrum of signal
HSPDF = PDF of signal
HSVAR = Signal variance
HSMEAN = Signal mean
HSNP = Spectrum of signal and noise
HSNPDF = PDF of signal and noise
HSNVAR = Signal and noise variance
HSNMEN = Signal and noise mean
HSBIN = Value of signal for PDF
HSNBIN = Values of signal with noise for S+N PDF
FREQ = Frequencies for spectra
SWGT = Frequencies for spectra
TYPE = Frequencies for spectra
XMAG = Magnification to next stage
HCUT = Cutoff frequency
NB
WILLIAM R. O'SUCH 03/11/87
******************************************************************
COMMON/HSIGNL/HSP , HSPDF , HSVAR , HSMEAN
COMMON/HSANDN/HSNP , HSNPDF , HSNVAR , HSNMEN
COMMON/ INDVAR /HSBIN , HSNBIN , FREQ , SWGT , TYPE
COMMON/ SYSVAR /XMAG
COMMON/SAMP /HCUT , NB
REAL HSP(100),HSPDF(10000)
REAL HSNP( 100), HSNPDF( 10000)
REAL HSBIN( 10000), HSNBIN( 10000)
REAL FREQ(100),SWGT(2)
REAL L0GH(61) ,DENS(61) ,DENS2(183)
REAL HSOUTl ( 10000) , HSOUT2( 10000) , HSPDF1( 10000) , HSPDF2( 10000)
INTEGER TYPE , CHANGE , SKIP , LOW , HIGH
FILE: DLHMD2 FORTRAN AI Last edited on: 10/02/87 13:20:29
C REASSIGN DOGE CURVE TO ARRAY COMPATIBLE WITH ISEL ROUTINES
DO 10 I = 1,61
10 DENS2(I) = DENS(I)
C TRANSFORM EXPOSURE VALUES THROUGH DLOGE CURVES
DO 20 I = 1,10000
C PASS SIGNAL VALUES THROUGH CURVE
DIFF1 = LOG10(HSBIN(I)) - LOGIO(HSMEAN)
BLOGE1 = EXPPT + DIFF1
CALL AIXDD (0 . , BLOGE1 .DENS2 ,4)
C KEEP IN ASCENDING ORDER
HSOUTKlOOOO-I+1) = 10.**(-1.*BLOGE1)
HSPDFKlOOOO-I+1) = HSPDF(I)
C PASS SIGNAL AND NOISE VALUES
DIFF2 = LOG10(HSNBIN(I)) - LOGIO(HSNMEN)
BL0GE2 = EXPPT + DIFF2
CALL AIXDD (0 . .BL0GE2 .DENS2 , 4)




C REASSIGN NEW VALUES TO COMMON ARRAYS FOR SIGNAL, SIGNAL AND






C RECALCULATE PDF SO THAT INTERVALS ARE EQUAL
CALL PDFUNL(CS.CSN)
C RESCALE SPECTRUM BASED ON NEW VARIANCE VALUES




























































FILE: DLHMD2 FORTRAN AI Last edited on: 10/02/87 13:20:29 Tt_,






Y = Y ARRAY OF KNOWN VALUES
X = X ARRAY OF KNOWN VALUES
NP = NUMBER OF X,Y KNOWN PAIRS
XINT = X VALUES TO INTERPOLATE
YINT = INTERPOLATED Y VALUES
NPINT = NUMBER OF X,Y INTERPOLATED VALUES
FILE: FINT FORTRAN AI Last edited on: 12/15/87 9:28:34
























REAL Y(NP) ,X(NP) .XINT(NPINT) , YINT(NPINT)
INTEGER UV.LV
C START FROM BOTTOM OF ARRAY AND FIND NEIGBORHOOD
UV-1














210 IF (LV.LE.O) THEN
























































FILE: FINT FORTRAN AI Last edited on: 12/15/87 9:28:34
YINT(I) = Y(l) FIN005
ELSE FIN005
FIN005
C LINEAR INTERPOLATION FIN005
FIN005
SLOPE=(Y(UV)-Y(LV) ) / (X(UV)-X(LV) ) FIN006
CEPT= Y(UV)-SLOPE*X(UV) FIN006







FILE: FNC FORTRAN AI Last edited on: 10/02/87 14:51:39
DOUBLE PRECISION FUNCTION FNC(FREQ)
n* ************************************************************* ********


























SPEC: A = parameter in equation
B = parameter in equation







































FILE: GAUMT1 FORTRAN AI Last edited on: 10/02/87 15:33:35
SUBROUTINE GAUMT1(DSIG, HMTF , XMAG) 100000
100000
q* ********************************************************************* 100000
C SUBROUTINE GAUMT 1 100000
C 100000





C Subroutines called: 100000
C ASKI RDMTF1 FINT 100001
C 100001
C Passed variables: 100001
C DSIG = Default sigma for gaussian MTF 100001
C HMTF = MTF 100001
C XMAG = magnification to next stage 100001
C 100001
C Commoned data: 100001
C SPEC: A = parameter in equation 100001
C B parameter in equation 100001
C N = parameter in equation 100002
C 100002





COMMON /INDVAR/HSBIN, HSNBIN, FREQ, SWGT, TYPE 100003
100003
CHARACTER* 80 QUE 100003
REAL HMTF(IOO) 100003





1 WRITE (6,*) ' from a FILE - 1' 100004
WRITE(6,*) ' from a FUNCTION - 2' 100004
QUE = '===> ' 100004
IDEF = 2 100004
CALL ASKI (QUE, IDEF) 100004
100004
IF ( IDEF. NE. LAND. IDEF. NE. 2) GO TO 1 100004
100004
GO TO (100, 200), IDEF 100005
100005
C READ FROM FILE 100005
100005
100 CALL RDMTF1(DFRQ,DMTF) 100005
100005





FILE: GAUMT 1 FORTRAN AI
GO TO 999
Last edited on: 10/02/87 15:33:35
200 WRITE(6,*) 'Gaussina MTF - Default XSIG = ',DSIG
WRITE(6,*) '** Change? 1-YES O-NO'
QUE = '===> '
IDEF = 0





























































FILE: GETDLH FORTRAN AI Last edited on: 10/02/87 15:39:00































Purpose: Obtain the Density-log exposure relationship from
either a function or a datafile. The function can
either be a straight line or an arc tangent function.
Subroutines called:
CLEAR ASKI SEQ0P2 FINT PLTDLH
Passed variables :
I STAGE = Which stage
DGAMMA = Default gamma (slope) value
DDMIN = Default Dmin
DDMAX = Default Dmax
DEXPPT = Default Exposure point
LOGE = Array of Log Exposure values
DENS = Array of Density values at each LogE value

















CALL ASKI (QUE, IDEF)
Density - Log Exposure specification'
from a FILE - 1 '
from a FUNCTION (STRAIGHT LINE) - 2'
from a FUNCTION (ARC TAN ) - 3'
IF (IDEF.NE.1.AND.IDEF.NE.2.AND.IDEF.NE.3) GO TO 1
GO TO (100, 200, 200), IDEF
J OBTAIN FILENAME AND FILETYPE, THEN OPEN FILE
























































FILE: GETDLH FORTRAN AI Last edited on: 10/02/87 15:39:00




CALL SEQ0P2 (FNAME , FTYPE , LUNIT, RECFM,NERR)
IF (NERR.NE.O) THEN




C READ DATA FROM FILE 21 STEP
DO 110 I = 1,21
READ(20,120) FLOG(I) , FDEN(I)
120 F0RMAT(F5.2,1X,F5.2)
FLOG(I) - FLOG(I) + 3.
110 CONTINUE
CLOSE (UNIT=20)
C INTERPOLATE TO A 61 STEP CURVE THAT IS 0 TO 4 LOGE
DO 130 1=1,61
LOGE(I) = (I-1)*0. 066666666
130 CONTINUE
CALL FINT(FDEN , FLOG , LOGE , DENS ,21,61)
WRITE(9 , 1000)FNAME , FTYPE
1000 FORMAT (' ','Read DLogE data from file: \A8,1X,A8)
GO TO 500
] USE FUNCTIONS (STAIGHT LINE CURVE)
200 WRITE (6, 210) DGAMMA , DDMIN , DDMAX
210 FORMATC ','** Defaults: GAMMA =
'.F10.5,' DMIN = '.F10.5,
X' DMAX = ' .F10.5)
WRITE(6,*) '** Change? 1-yes
0-no'
QUE = ' > '
IDEF = 0






WRITE(6,*) '** Enter new Gamma, Dmin,
Dmax'
























































FILE: GETDLH FORTRAN AI Last edited on: 10/02/87 15:39:00
DO 240 1=1,61
LOGE(I) = (I-1)*0. 066666666
DENS(I) = LOGE(I) * GAMMA
IF(DENS(I).LT.DMIN) DENS(I) = DMIN
IF(DENS(I).GT.DMAX) DENS(I) = DMAX
240 CONTINUE
WRITE(9,1001) GAMMA , DMIN , DMAX
1001 FORMATC ' ,/lX, 'Straight Line Curve used for DlogE',
X/1X, 'Gamma = ' ,F6.2,
X/1X, 'D-Min = ' ,F6.2,
X/1X, 'D-Max = ' ,F6.2)
C PLOT RESULTING CURVE
500 CALL PLTDLH(ISTAGE,LOGE,DENS)
WRITE(6,*) '** At what LogE value should the mean be placed'
WRITE(6,510) DEXPPT
510 FORMATC ','** Default: '.F4.2)
WRITE(6,*) '** Change? 1-yes 0-no'
QUE = ' > '
IDEF = 0

















































FILE: GETSYS FORTRAN AI Last edited on: 10/02/87 15:43:56
SUBROUTINE GETSYS ( IPT , POINT , PLOT , IPTPDF , IPTSPE )
C* ******************************************************** *************
C SUBROUTINE GETSYS
Purpose : Obtain the following information:
number of stages









IPTPDF = Type of plot for PDFs




























Q* ***************** t. ***************************************************
INTEGER POINT ( 20 ) , PLOT ( 20 )
CALL CLEAR
WRITE(6,1000)
1000 FORMATC 1' , IX, 'List of possible components:'//
X5X, '1 lens-film' /5X, '2 lens-paper')
WRITE (6, 1002)
1002 F0RMAT(///1X, ' ** Enter number of components:')
READ(5,*) IPT
1 WRITE(6,1003)
1003 F0RMAT(1X, ' ** Enter sequence of components (i.e. 1,2)')
READ(5,*) (POINT(J),J=l,IPT)
DO 10 J = l.IPT
IF (P0INT(J).NE.1.AND.P0INT(J).NE.2) GO TO 1
10 CONTINUE
2 WRITE(6,1004)
1004 F0RMAT(1X, ' ** For each component, specify if you would like',
























































FILE: GETSYS FORTRAN AI Last edited on: 10/02/87 15:43:56
DO 20 J = l.IPT
IF (PLOT(J).NE.0.AND.PLOT(J).NE.l) GO TO 2
20 CONTINUE
3 WRITE(6,1005)
1005 F0RMAT(1X, '** Specify type of plot for PDF , SPECTRA
:'
,
X/1X, 'Linear-Linear = 0 Linear-Logarithmic = 1 ' ,
X/ IX, 'Logarithmic-Linear = 2 Logarithmic-Logarithmic =3')
READ(5,*) IPTPDF, IPTSPE
IF(IPTPDF.LT.0.OR.IPTPDF.GT.3) GO TO 3


















FILE: GRAN1 FORTRAN AI Last edited on: 4/08/88 9:39:27




Purpose Obtain granularity data as a function of linear scale
(i.e. transmittance or reflectance). Can be obtained

































Q* ************* ****************************************************** * *
Subroutines called:
CLEAR ASKI SEQOP2 FINT PLTGRN
Passed variables:






= magnification to next stage
= reference magnification
= default value for parameter A
= default value for parameter N













Value of signal for PDF








COMMON /INDVAR /HSBIN , HSNBIN , FREQ , SWGT , TYPE
COMMON/GRANUL /HGR
COMMON/ SAMP/HCUT , NB
REAL HSBIN( 10000), HSNBIN( 10000)
REAL FREQ(100),SWGT(2)
REAL HGR( 10000)
REAL FGRN(21), FDEN (21), DENSIT ( 1 ) , GRANUL ( 1 )
INTEGER TYPE





WRITE (6,*) ' from a FILE -
1'
























































FILE: GRAN1 FORTRAN AI Last edited on: 4/08/88 9:39:27
QUE = '===> '
IDEF = 2
CALL ASKI (QUE, IDEF)
IF (IDEF. NE. LAND. IDEF. NE. 2) GO TO 1
GO TO (100 ,200), IDEF
C GRANULARITY FROM DATAFILE
C OPEN FILE
100 WRITE(6,*) '** Enter Filename for
datafile'
READ(5,FMT='(A8)') FNAME





CALL SEQ0P2 (FNAME , FTYPE , LUNIT, RECFM, NERR)
IF (NERR.NE.O) THEN




C READ IN DATA
DO 110 I = 1,21





C INTERPOLATE GRANULARITY VALUES FOR EACH DENSITY VALUE
DO 130 1=1,10000
DENSIT(l) l.*LOG10(HSNBIN(I))
CALL FINT(FGRN , FDEN , DENSIT( 1 ) , GRANUL( 1 ) , 21 , 1 )
HGR ( I ) =SNORM *GRANUL ( 1 )
130 CONTINUE
WRITE(9, 1000)FNAME , FTYPE
1000 FORMATC ', /1X, 'Granularity data from file: ',A8,1X,A8)
GO TO 999
C USE FUNCTION
200 WRITE(6,*) 'Function Granularity = A*(D**N) + B'
WRITE(6,201) DA.DN.DB
201 FORMATC ', 'Defaults A = '.F10.5,' N = '.F10.5,' B = '.F10.5)
WRITE(6,*) '** Change? 1-yes 0-no'























































FILE: GRAN1 FORTRAN AI
IFN = 0
CALL ASKI (QUE, IFN)
Last edited on: 4/08/88 9:39:27
210
IF(IFN.EQ.l) THEN












WRITE(10,*) 'GRN ' , I , HSNBIN(I) ,DENSIT(1) ,HGR(I)
CONTINUE
WRITE(6,*) ' OBTAINED GRANULARITIES FOR MAG, RMAG ', XMAG, RMAG
WRITE(9, 1001)XA,XN,XB
1001 FORMATC ' ,/lX, 'Granularity data from function:',
X/1X, 'Sigma = '.F6.3,' * Density **
'.F6.3,' + \F6.3)
999 CONTINUE









































Purpose : To call subroutines to modify pdf/spectra for noise
Subroutines called:
SNPDF3 SNP2



















Q* * * ********************************************************* **********
IFLAG=1
C MODIFY PDF AND RETURN ADDITIONAL VARIANCE
CALL SNPDF3(IFLAG,HNV,IERR)
IF(IERR.EQ.l) WRITE(6,*) 'WARNING: SNPDF3 - LOSS OF DATA ( LOW) '
IF(IERR.EQ.2) WRITE(6,*) 'WARNING: SNPDF3 - LOSS OF DATA (HIGH ) '
Passed variables:















SIGNALSfNOISE SPECTRA: -NOISE IS ASSUMED TO BE UNCORRELATED





















































FILE: HVS1 FORTRAN AI Last edited on:
SUBROUTINE HVS1(TITLE , IPTPDF , IPTSPE)
12/08/87 16:47:25
Purpose To Modify the PDFs/SPECTRA for the effects of the
human visual system. Viewing distance and adaptation
level are used to estimate MTFs for the optical, samplingHVSOOO
and neural
neural and
components. Noise is estimated for the
sampling components.
Extra notes FILE KCSF and FILE KOTF





















































































Spectrum of signal and noise
PDF of signal and noise
Signal and noise variance
Signal and noise mean
Value of signal for PDF





Array of noise values
WILLIAM R. O'SUCH 10/01/87
DERIVED FROM HVS SUBROUTINE WRITTEN BY SCOTT DALY
******************************************
COMMON/HSIGNL/HSP , HSPDF , HSVAR , HSMEAN
COMMON/HSANDN/HSNP , HSNPDF , HSNVAR , HSNMEN
COMMON/INDVAR/HSBIN , HSNBIN , FREQ , TYPE
COMMON/DEV/IDEV
COMMON/GRANUL /HGR
CHARACTER* 30 IDPLOT , IDENT
CHARACTER* 80 QUE









































































PARAMETERS AND DIMENSIONS FOR STAND ALONE HVS ROUTINE
PARAMETER (NPUPIL=5 , NPOINT=180 , NADAPT=7)
PARAMETER ( JPOINT=100 , JPT2=10000 , NDISMX=20)
REAL OTF(NPUPIL.NPOINT) .MTFEYE(NPOINT)
REAL PUPSIZ(NPUPIL)
REAL NEUMTF(NADAPT,NPOINT) .ADAPT (NADAPT) .NEURAL (NPOINT)
REAL CDEG(NPOINT) , CONSAM (NPOINT) , CMM(NPOINT)









IDPLOT = 'HUMAN VISUAL SYSTEM'


















-READ IN HVS DATA


































































DO 20 J=l, NPOINT











VOS DATA FILE INPUT HVSOll
HVSOll
IN FORM OF MTF1,MTF2,MTF3, . . .MTFNPUPIL (FROM SMALL PUP TO BIG)
-NORMALIZED TO 1. 0 FOR EACH PUPIL
1042
0PEN(UNIT=8 , FILE=





FORMATCO* DATA NOT CORRECT FOR
DO 10 J-l,NPOINT
OTF IN HVS SUBROUTINE ' )
READ (8 , * )OTFDEG , (OTF(I , J) , 1=1 , NPUPIL)
DEGTES=OTFDEG-CDEG(J)
IF (DEGTES.GT. .02) THEN
WRITE(6,1043)











1000 FORMATCOGAIN IS LESS THAN ZERO; DISPLA ROUTINE NEEDS TO BE




















STORING OF ALL RELEVANT COMMON PARAMETERS






































































FILE: HVS1 FORTRAN AI Last edited on: 12/08/87 16:47:25
C HSBINl(L) = HSBIN(L)
C HSNBIl(L) = HSNBIN(L)
C4 CONTINUE
C
C ******* MEAN LEVEL OF ADAPTATION DETERMINATION
********************
C SOFT COPY- ADAPT TO IMAGE MEAN
C HARD COPY- ADAPT TO SURROUND ILLUMINANCE
C
CALL CLEAR
WRITE(6,*) '** Human Visual System
Specification'
WRITE(6,7318)
7318 FORMATCO** Soft copy or hard copy application? SOFT-1, HARD-0')
QUE = ' === > '
ISHC = 0




7317 FORMATCO** Enter surround illuminance in footlamberts
' )
QUE = ' === > '
FOOTLA = 6.
CALL ASKR(QUE, FOOTLA)
LIGHT= 3. 426* FOOTLA
1010
WRITE (9, 1010) FOOTLA
FORMATCO'
, 'HardCopy - Adapted to
',F8.2,' Foot-Lamberts')
ELSE
C ********* MEAN LIGHT LEVEL OF IMAGE *******************************
C
C
LIGHT IS MEAN IN FT-L, CONVERT TO CD/M**2
WRITE(6,*) 'ENTER MEAN LEVEL OF ILLUMINATION (FOOTLAMBERTS) ?'
READ(5,*) ILLUM
LIGHT= HSNMEN* ILLUM
LIGHT= LIGHT * 3.426








q ************** puPIL DIAMETER ***************************************
C PUPIL DIAMETER IS CALCULATED IN METERS
C


























































FILE: HVS1 FORTRAN AI Last edited on: 12/08/87 16:47:25
PUPIL=1E-3*PUPIL HVS021
C HVS021
q ************ RETINAL ILLUMINANCE ************************************ *HVS02 1
C HVS022
C INPUT INTENSITY IN CD/M**2 AT THE CORNEA : OUTPUT TROLANDS HVS022
C : OUTPUT PHOTON FLUX HVS022
C HVS022





q ************ INTEGRATION TIME *************************************** HVS022














C ******* PHOTORECEPTOR-NETWORK SAMPLING ***************************** *HVS024
C (EXPONENTIAL SAMPLING APERTURE) HVS024
C HVS024





IF(XLAM.LT. 0.00475) XLAM=. 00475 HVS024
IF(XLAM.GT. 0.0375) XLAM=.0375 HVS025
C HVS025
C CALCULATION OF SAMPLING APERTURE MTF HVS025
C HVS025
DO 5 J=l,NPOINT HVS025
C0NSAM(J)= (((2.*PI*XLAM*CDEG(J))**2. ) + l. ) * * (-1. 5) HVS025
5 CONTINUE HVS025
C HVS025








C CHOOSE APPROPRIATE NEURAL MTF FOR ADAPTATION LEVEL HVS026
C HVS026
CALL L0GINT(TR0LAN, ADAPT, NEUMTF , NADAPT , NPOINT, NEURAL) HVS026
C HVS026
C NORMALIZE NEURAL MTF AND SAVE PEAK VALUE AS NEURAL GAIN HVS026
C GAINEU= NEURAL GAIN HVS026
C HVS027
FILE: HVS1 FORTRAN AI Last edited on: 12/08/87 16:47:25
GAINEU=-100
DO 22 1=1, NPOINT









q ********** OPTICAL MTF
*****************************************
C
C PUPIL MTF INTERPOLATIONS
C
CALL LININT( PUPIL , PUPSIZ , OTF , NPUPIL , NPOINT , MTFEYE)
C





c ********** VIEWING MAGNIFICATION LOOP
**************************
C
C INCLUDING INFO CONTENT CALCULATION
C
C SETTING LOOP DISTANCES
C
WRITE (6,7319)
7319 FORMATC ODefault viewing distance: 0.355 meters')
WRITE (6,7320)
7320 FORMATCO** Change viewing distances? enter
- 1, else -
0'
ICHOOZ = 0
QUE = '===> '
CALL ASKI (QUE, ICHOOZ)
IF ( ICHOOZ. EQ.l) THEN
WRITE(6,7321)









7330 FORMATC OENTER NEW VIEWING DISTANCES (METERS)')
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SCALEF = (ARSIN((1./(1.+(VIEW(K)*1000.)**2.)))**0.5)
SCALEF = SCALEF* 180. /PI
WRITE(9,1012) VIEW(K)
1012 FORMATCO' , 'For Viewing Distance of '.F6.3,' meters')
C







C EYE-LENS-PUPIL STAGE (STAGE1 OF HVS; STAGE 7 OF KIMSIQ)
C
ISTAGE=7
CALL FINT(MTFEYE , CMM , FREQ , HVSMTF , NPOINT , JPOINT)
C WRITE (10,*) 'PUPIL MTF'
C WRITE( 10, 991 )(FREQ(I),HVSMTF(I), 1=1, JPOINT)
WRITE(6,310)
310 FORMATCO' , 'Modify PDF/SPECTRA for Optical MTF Effects of HVS')
C OUTPUT MTF DATA TO A FILE
IDENT = 'HVS-OPTICS'
CALL OUTMTF ( IDENT ,1.0, HVSMTF )
CALL MTFMD1 (HVSMTF , FMAX)
C
C
C SAMPLING STAGE (STAGE 2 OF HVS; STAGE 8 OF KIMSIQ)
C
CALL FINT(CONSAM , CMM , FREQ , HVSMTF , NPOINT , JPOINT)
C WRITE (10,*) 'SAMPLING MTF'
C WRITE(10,991)(FREQ(I),HVSMTF(I), 1=1, JPOINT)
991 FORMATC ' , 2(F10 . 5 , IX) )
WRITE(6 311)
311 FORMATCO' , 'Modify PDF/SPECTRA for Sampling MTF Effects of HVS')
IDENT = 'HVS-SAMPLING'
CALL OUTMTF ( IDENT, LO, HVSMTF)







QUANTUM NOISE DETERMINATION FOR EXPOSURE BINS (SIGMA)
HGR ARRAY CONTAINS THE STANDARD DEVIATIONS
DO 350 L=1,JPT2























































FILE: HVS1 FORTRAN AI Last edited on:
CDM2 = FTLAM * 3.426
TROLAN = PI* ((1000.* PUPIL/2. )**2.)*CDM2
PFLUX = TROLAN*WAVE/(VWAVE*WYSZEK)
PHOTON = (EFFIC*TIME*CAREA* PFLUX)
PNOISE = ( PHOTON) **0. 5
C FNOISE = PNOISE/ (TIME*CAREA*EFFIC)
FNOISE = PNOISE/ (TIME *CAREA)
TNOISE = (FNOISE*VWAVE*WYSZEK) /WAVE
CNOISE = TNOISE/(PI*(1000.*PUPIL/2.)**2. )
FLNOIS = CNOISE/3.426







































CONVERT SHN, TO VARIANCE /BANDWIDTH = NOISE POWER SPECTRA





C NEURAL NOISE- SIGNAL INDEPENDENT; 2.5 LOG UNITS BELOW MEAN
C ADD TO CURRENT GRANULARITY
DO 370 I=1,JPT2
GNEU = 0. 003162278 *HSNMEN
GONE = HGR(I)
HGR(I) - GNEU + HGR(I)
C WRITE(10,*) 'GRN NEURAL
'
, I .GONE ,GNEU,HGR(I)
370 CONTINUE
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C CONVERT FROM S.D TO VARIANCE/BANDWIDTH = NOISE POWER SPECTRA
C
C HN= HGR(l)*HGR(l)/(2.0 * FMAX)
C
C FREQUENCY INTERPOLATION OF NEURAL MTF
C
CALL FINT(NEURAL , CMM , FREQ , HVSMTF , NPOINT , JPOINT)
C WRITE(10,*) 'NEURAL MTF '.FMAX
C WRITE(10,991)(FREQ(I),HVSMTF(I),I=1,JPOINT)
WRITE(6,312)
312 FORMATCO' , 'Modify PDF/SPECTRA for Neural MTF Effects of HVS')
IDENT = 'HVS-NEURAL'
CALL OUTMTF (IDENT, 1.0, HVSMTF)
CALL MTFMD 1 (HVSMTF , FMAX )
IDENT = 'AFTER HVS MTF'
CALL OUTPDF( IDENT)
CALL OUTSPT( IDENT)
C ADD GRANULARITY NOISE TO PDF THEN SPECTRA
IFLAG = 0
WRITE(6,313)
313 FORMATCO' , 'Modify PDF/SPECTRA for noise effects of HVS')










OUTPUT PDF AND SPECTRA







3115 FORMATCOSTAGE 7 (HVS): VIEWING DISTANCE (METERS) = \F5.3)
CALL PDFPLT(TITLE, IPTPDF, 99)


























































HVS1 FORTRAN AI Last edited on: 12/08/87 16:47:25
C
C




































































END OF VIEWING DISTANCE-INFO CAPACITY LOOP
WRITE OUT RELEVANT ROUTINE PARAMETERS
OPEN(UNIT=10 , FILE=
' KINFO ' )
WRITE(10,1030)
FORMATC HSNMEN VSNMEN GAIN
*LIGHT')
WRITE ( 10, *) HSNMEN , VSNMEN , GAIN , LIGHT
WRITE(10,*)
WRITE(10,1031)
FORMATC PUPIL TROLAND PHOTON
* NOISE MEAN REL')
WRITE( 10 , * ) PUPIL , TROLAN , PHOTON , SVN
WRITE(10,*)
WRITE(10,1040)





FORMATC MTFEYE(l) CONSAM(l) NEURAL(l)
* GAIN')
WRITE ( 10 , * ) MTFEYE( 1) , CONSAM( 1) ,NEURAL( 1) , GAINEU
WRITE(10,*)
WRITE(10,1032)
FORMATC DISTANCE(M) HVS SYSTEM INFO-CAPACITY











































































AI Last edited on: 12/08/87 16:47:25
HVS SYSTEM VSNVAR
WRITE(10,1037)
FORMAT(' DISTANCE (M )
DO 501 1=1, NDIST
DO 511 J=l,3
























FILE: INF01 FORTRAN AI Last edited on:









































TITLE = Title for output
ID







= Spectrum of signal
HSPDF = PDF of signal
HSVAR = Signal variance
HSMEAN = Signal mean
HSNP = Spectrum of signal and noise
HSNPDF = PDF of signal and noise
HSNVAR = Signal and noise variance
HSNMEN = Signal and noise mean
HSBIN = Value of signal for PDF
HSNBIN = Values of signal with noise for S+N PDF
FREQ = Frequencies for spectra
SWGT = Frequencies for spectra
TYPE = Frequencies for spectra
NTYPE = Type of noise added from last stage
(avoids integration errors)




COMMON/HSIGNL/HSP , HSPDF , HSVAR , HSMEAN
COMMON/HSANDN/HSNP , HSNPDF , HSNVAR , HSNMEN
COMMON/ INDVAR/HSBIN , HSNBIN , FREQ , SWGT , TYPE
COMMON/ SAMP /HCUT , NB
COMMON/INTINF/NTYPE , CUTOFF
REAL HSP( 100), HSPDF( 10000)
REAL HSNP(IOO) , HSNPDF( 10000)
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DATA PI/3.14159265/
FBAND=FREQ(2)-FREQ(1)













C ONLY USE VALID FREQUENCIES FOR INTEGRATION
C IF BAND-LIMITED OR TRIANGULAR ONLY GO TO THE LOWEST CUTOFF
C FREQUENCY







C INTEGRATE SQRT( SIGNAL) * FREQUENCY
H(1)=H(1)+DSQRT(HS)*FR






C INTEGRATE (SIGNAL/NOISE) *FREQUENCY
IF(HN.NE.O.O) H(5)=H(5)+HS/HN*FR


























































iLE: INFOl FORTRAN AI Last edited on: 2/08/88 8:10:33
IF(HSN.NE.O.O) H(6)=H(6)+HS/HSN*FR





WRITE(99,1111) FR, HS.HSN, RATIO,AINT, H(7)









HSDEC=F1*SNGL(H(3) * *2/H(4) )
HDMAT=F1*SNGL(H(5))
HSMAT=F1*SNGL(H(6))










WRITE (6, 990) TITLE , CDATE , CTIME
WRITE(9,990) TITLE , CDATE , CTIME
FORMATC ' ,/lX,2A8,10X,A8,2X,A8)
WRITE(6,999) NSTAGE, ID
FORMATC ', 'Stage ',13, IX,' Output of ' ,A20)
WRITE(6,1000)
WRITE (9, 1000)





C WRITE (9, 1002) HAMP
1002 FORMAT( ' ' , 'Amplitude
C WRITE(6,1003) HQUAD
C WRITE(9,1003) HQUAD
1003 FORMATC ' , 'Quad
C WRITE (6, 1004) HSDEC
C WRITE(9,1004) HSDEC




























































FILE: INFOl FORTRAN AI
C WRITE (9, 1005) HDMAT
1005 FORMAT( ' ' , 'Match(D)
C WRITE(6,1006) HSMAT
C WRITE (9, 1006) HSMAT
1006 FORMAT ( ' ' , 'Match(S)
WRITE(6,1007) HINFO
WRITE (9, 1007) HINFO
1007 FORMATC ','Info Content ' , IX, 3(F10.2, IX))
RETURN
END
















FILE: IQCN1 FORTRAN AI Last edited on: 10/29/87 15:43:32
IQCOOO
IQCOOO




























This program predicts the final and intermediate information IQCOOO
content values for a color-negative system. For each stage IQCOOO
the output signal+noise pdf and spectra, and output signal pdf IQCOOO
and spectra are estimated. The variance is the tie between the IQC001
spectra and pdfs. Various operations such as MTF, noise, clippinglQCOOl
etc. are performed on either the pdf or spectra whichever is IQC001
easier to handle and the variance is used to connect them. The IQC001
first element is the scene and the final element is the Human
Visual System.
Subroutines called:





























INTEGER P0INT(20) , PLOT(20) , BEGIN, END , STAGE , SKIP , IPT , ISC
10 IDEV=0
CONT = 'N'






! GET DESCRIPTION OF SYSTEM
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C GET TITLE
WRITE(6,1005)
READ(5 , 1006) (TITLE(J) , J=l ,2)
C STORE IN SUMMARY FILE
WRITE(9,1009)(TITLE(J),J=1,2)
1009 FORMATC 1' , 'Model to Estimate Information Content for a two
X./1X, 'Photographic System',
X//1X, 'William R. C'Such',
X//1X, 'Title for this run: \2(A8))
C OBTAIN SCENE PDF AND SPECTRA, THEN PLOT THEM
CALL SCENE2
CALL PDFPLT(TITLE, IPTPDF, 0)
CALL SPTPLT(TITLE, IPTSPE, 0)
C MODIFY PDF AND SPECTRA FOR EACH SPECIFIED STAGE
STAGE = 1
DO 110 NSTAGE = l.IPT
WRITE(6,*) 'Component ', POINT (NSTAGE)
GO TO (30,40),POINT(NSTAGE)
30 CONTINUE
WRITE(6, *) 'Entering camera/film
section'
WRITE(9,1010)
1010 FORMAT( ' 1 ' , 'CAMERA-FILM SECTION ' )
PAUSE
CALL CAMFL1
IDSTAG = 'CAMERA LENS 'AND FILM'
GO TO 100
40 CONTINUE
WRITE(6, *) 'Entering printer/paper
section'
WRITE(9,1011)
1011 FORMATC 1' , 'PRINTER-PAPER SECTION ')
PAUSE
CALL PRTPA1
IDSTAG = 'PRINTER LENS AND PAPER'
GO TO 100
100 CONTINUE
C CALCULATE AND DISPLAY INFORMATION METRICS

























































FORTRAN AI Last edited on: 10/29/87 15:43:32
C IF REQUESTED, PLOT PDF AND SPECTRA
IF ( PLOT (NSTAGE ).EQ.l) THEN
CALL PDFPLT(TITLE , IPTPDF , POINT (NSTAGE ) )
CALL SPTPLT(TITLE , IPTSPE , POINT (NSTAGE ) )
ENDIF
110 CONTINUE
C EXAMINE OUTPUT WITH THE HUMAN VISUAL SYSTEM
WRITE(9 1012)
1012 FORMATC '1' , 'HUMAN VISUAL SYSTEM SECTION ')
CALL HVS1 (TITLE, IPTPDF, IPTSPE)




C ASK IF USER WOULD LIKE TO RUN ANOTHER SIMULATION
WRITE(6,1007)
READ(5,1008) CONT
IF(CONT.EQ. 'Y') GO TO 10
C FORMATS
1005 FORMATC IX, '** Enter 16 character title')
1006 FORMAT (2A8)
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DO 10 1=1, NPUP





DO 20 1=1, NPOIN
OTL= OTF(LV.I)
OTU= OTF(UV.I)
SLOPE= (OTU-OTL)/( PUPSIZ (UV) -PUPSIZ (LV))
CEPT= OTU-(SLOPE*PUPSIZ(UV))
























































FILE: LINT FORTRAN AI Last edited on: 10/05/87 13:33:52
SUBROUTINE LINT(X1 ,X2 , Yl , Y2 ,X, Y) LINOOO
LINOOO
q* ************* * **************************************** *************** Tjiwnnn
C SUBROUTINE LINT LINOOO
C LINOOO
C Purpose : Perform linear interpolation LINOOO
C LINOOO
C Subroutines called: LINOOO
C NONE LINOOO
C LIN001





C X = LIN001
C Y LIN001
C LIN001
C Commoned data: LIN001
C NONE LIN002
C LIN002










FILE: LNSMT1 FORTRAN AI Last edited on: 2/04/88 15:59:58
SUBROUTINE LNSMT1 (HMTF , XMAG, DFNO) LNS000
LNSOOO
/u ********************************************************************* LNSOOO
C SUBROUTINE LNSMT1 LNSOOO
C LNSOOO
C Purpose: Obtain the lens MTF from either a theoretical equation LNSOOO




C Subroutines called : LNSOOO
C ASKI RDMTF1 FINT LNS001
C LNS001
C Passed variables: LNS001
C HMTF = Estimated MTF LNS001
C XMAG = Magnification to next stage LNS001
C DFNO = Default F-number LNS001
C LNS001
C Commoned data; LNS001
C INDVAR: HSBIN = Value of signal for PDF LNS001
C HSNBIN = Values of signal with noise for S+N PDF LNS001
C FREQ = Frequencies for spectra LNS002
C SWGT = Frequencies for spectra LNS002
C TYPE = Frequencies for spectra LNS002
C LNS002





COMMON /INDVAR/HSBIN, HSNBIN, FREQ, SWGT, TYPE LNS002
LNS003
CHARACTER* 80 QUE LNS003
LNS003









1 WRITE (6,*) '** Lens MTF
specification' LNS004
WRITE(6,*) ' From a FILE -
1' LNS004
WRITE(6,*) ' From a FUNCTION -
2' LNS004
QUE = '=== > LNS004
IDEF = 2 LNS004
CALL ASKI (QUE, IDEF) LNS004*
LNS004
IF (IDEF. NE. LAND. IDEF. NE. 2) GO TO 1 LNS004
LNS005
GO TO (100, 200), IDEF LNS005
LNS005
READ FROM A FILE LNS005
LNS005
FILE: LNSMT1 FORTRAN AI Last edited on: 2/04/88 15:59:58
100 CALL RDMTFl(DFRQ.DMTF)




C INTERPOLATE DATA FROM FILE FOR PROGRAM FREQUENCY INTERVALS
CALL FINT(DMTF , DFRQ , XFINT , HMTF , 20 , 100)
GO TO 999
C USE DIFFRACTION LIMITED EQUATIONS
200 WRITE (6, 205) DFNO
205 FORMATCO' , 'Diffraction limited lens - Default is F-',F5.2)
WRITE (6,*) '** Change? 1-YES 0-NO'
QUE = ' === > '
IDEF = 0




WRITE(6,*) '** Enter new F-number'
READ(5,*) FNO
ENDIF
C DIFFRACTION LIMITED EQUATION
C XNA = NUMERICAL APERTURE
XNA = 1/(2. *FNO)






HMTF(I)=(2. /PI) *(ARCOS (OMEGA)- (OMEGA) *(1. -OMEGA* *2)**0 5)
ENDIF
210 CONTINUE
WRITE (9, 1000) FNO
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IF (BG.GT. ADAPT (NADAPT))THEN
DISP=ALOG10(BG)-ALOG10(ADAPT(NADAPT))









DO 10 1=1, NADAPT



































































FILE: LOGINT FORTRAN AI Last edited on: 10/05/87 13:39:24
MTU= ALOG10(MTF(UV,I)) LOG005
SLOPE= (MTU-MTL)/(ADAU-ADAL) LOG005
CEPT= MTU- ( SLOPE *ADAU) LOG005






FILE: MTFMD1 FORTRAN AI Last edited on: 4/08/88 9:30:05
SUBROUTINE MTFMD1 (HMTF , HCUT)
*********************************** ***************
SUBROUTINE MTFMD1



























































Spectrum of signal and noise
PDF of signal and noise
Signal and noise variance
Signal and noise mean
Value of signal for PDF







COMMON/HSIGNL/HSP , HSPDF , HSVAR , HSMEAN
COMMON/HSANDN/HSNP , HSNPDF , HSNVAR , HSNMEN
COMMON/ INDVAR/HSBIN , HSNBIN , FREQ , SWGT , TYPE
REAL HSP( 100) , HSPDF( 10000)









MODIFY SPECTRA AND CALCULATE NEW VARIANCES
























































FILE: MTFMD1 FORTRAN AI Last edited on: 4/08/88 9:30:05
C MODIFY SPECTRA FOR MTF AND CALCULATE NEW VARIANCE
DO 10 1=1,100









C CALCULATE RELATIVE CHANGE IN VARIANCE
RHS=(VHS/HSVAR) * *0 . 5
RHSN=(VHSN/HSNVAR) * *0 . 5
C WRITE (6,*) 'RELATIVE COMPRESSION RHS RHSN : '.RHS.RHSN
WRITE C6, 100)HSVAR, HSNVAR
100 FORMATC ' ' , 'Before modification: ' ,
X/ IX, 'Signal Variance = '.F8.5,' Signal + Noise Variance =',F8.5)
HSVAR=VHS
HSNVAR=VHSN
C MODIFY PDF'S BY A LINEAR TRANSFORMATION OF SIGNAL BINS
C IF BINS EXTEND PASSED 0-100, THE PDF'S ARE CLIPPED AND
C A NEW SET OF 100 BINS ARE GENERATED BY INTERPOLATION





IFCHSBINCD.LT. 0.0) LOW = maxclow.i)
IFCHSBINCD.GT.1.0) HIGH = MINCHIGH.I)
20 CONTINUE
IFCLOW.GT.O.OR.HIGH.LT. 10001) THEN
CALL CLIP1 CO. 0,1.0,1, HCUT)
CALL BINMD1 CHSBIN , HSPDF , LOW , HIGH)
ENDIF







FILE: MTFMD1 FORTRAN AI
40 CONTINUE
Last edited on: 4/08/88 9:30:05
IFCLOW . GT . 0 . OR . HIGH . LT . 10001 ) THEN
CALL CLIP1C0.0,1.0,3,HCUT)
CALL BINMD1 CHSNBIN , HSNPDF , LOW , HIGH)
ENDIF
WRITE C6,105 )HSVAR, HSNVAR
105 FORMATC ' ' , 'After modification: ' ,
X/ IX, 'Signal Variance = '.F8.5,' Signal + Noise Variance =',F8.5)
PAUSE
WRITE C 9, 1000) HSMEAN, HSVAR, HSNMEN, HSNVAR
1000 FORMATC ', /1X, 'Results from MTF effects ',
X/1X, ' Mean Variance',
X/1X, 'Signal ' ,F6.4, 1X.F8 .6,
























FILE: OUTDLH FORTRAN AI Last edited on: 12/08/87 15:45:22

























WRITE C 91, 100 ) IDENT, EXPPT, LOGECD, DENSCD




Purpose: Outputs DLogH data to file 92 as defined in the
startup EXEC - IQCN1.
Subroutines called:
Passed variables:
IDENT = Identification for stage
LOGE = Array of Log Exposure values
DENS = Array of Density values at each LogE value








































FILE: OUTGRN FORTRAN AI Last edited on:
SUBROUTINE OUTGRN C IDENT)
12/08/87 16:48:20




IDENT = output identification
Commoned data:
INDVAR: HSBIN = Value of signal for PDF
HSNBIN = Values of signal with noise for S+N PDF
FREQ = Frequencies for spectra
SWGT = Frequencies for spectra
TYPE = Frequencies for spectra
HGR = granularity data






































































































Purpose: Output the MTF to a file 91 which is defined in the
startup exec and will be located on the temporary disk
It will have the filetype MTFDATA.
FILE: OUTMTF FORTRAN AI Last edited on: 12/15/87 11:42:09



























HMTF = Estimated MTF
XMAG = Magnification to next stage
IDENT = Identification information
Commoned data;
INDVAR: HSBIN = Value Of signal for PDF
HSNBIN = Values of signal with noise for S+N PDF
FREQ = Frequencies for spectra
SWGT = Frequencies for spectra




COMMON / INDVAR /HSBIN , HSNBIN , FREQ , SWGT , TYPE
CHARACTER* 30 IDENT




DO 10 I = 1,100























































Purpose: Output PDF to a file as cumulative frequency
into file 93 as defined in IQCN1 EXEC
Subroutines called :
Passed variables:
ident = Identification information




















































Spectrum of signal and noise
PDF of signal and noise
Signal and noise variance
Signal and noise mean
Value of signal for PDF




COMMON/HSIGNL/HSP , HSPDF , HSVAR , HSMEAN
COMMON/HSANDN/HSNP , HSNPDF , HSNVAR , HSNMEN
COMMON/INDVAR/HSBIN , HSNBIN , FREQ , SWGT , TYPE



































































FILE: OUTPDF FORTRAN AI
DO 10 1=1,10000
Last edited on: 12/15/87 13:33:32
CUMS = CUMS + DBLE(HSPDF(D)
CUMSN = CUMSN + DBLE(HSNPDF(I))
IF(100.*((I-1)/100).EQ.(I-1)) THEN
WRITE(93,100) IDENT, IDS, HSBIN( I), CUMS, HSPDF (I)
100 FORMATC ' ,A30,1X,A14,1X,F10.8,1X,F10.8,1X,F10.8)
WRITE(93,101) IDENT, IDSN, HSNBIN( I), CUMSN, HSNPDF( I)


























Purpose: Output Spectra to a file as cumulative frequency
specifically file 94 as defined in IQCN1 EXEC
Subroutines called :
Passed variables :





















































Spectrum of signal and noise
PDF of signal and noise
Signal and noise variance
Signal and noise mean
Value of signal for PDF




COMMON/HSIGNL/HSP , HSPDF , HSVAR , HSMEAN
COMMON /HSANDN /HSNP , HSNPDF , HSNVAR , HSNMEN
COMMON/ INDVAR/HSBIN , HSNBIN , FREQ , SWGT , TYPE
REAL HSP(100),HSPDF(10000)
REAL HSNP( 100), HSNPDF( 10000)




CHARACTER* 14 IDS , IDSN
INTEGER TYPE
IDS = 'SIGNAL
IDSN = 'SIGNAL + NOISE'
DO 10 1=1,100
WRITE(94,100) IDENT,IDS,FREQ(D,HSP(I)























































FILE: OUTSPT FORTRAN AI Last edited on: 12/14/87 13:19:00
WRITE(94,101) IDENT, IDSN, FREQ(I) ,HSNP(I)











FILE: PDFPLT FORTRAN AI Last edited on:











































































Spectrum of signal and noise
PDF of signal and noise
Signal and noise variance
Signal and noise mean
Value of signal for PDF

















































COMMON/HSIGNL/HSP , HSPDF , HSVAR , HSMEAN PDF004
COMMON/HSANDN/HSNP , HSNPDF , HSNVAR , HSNMEN PDF004
COMMON/ INDVAR/HSBIN , HSNBIN , FREQ , SWGT , TYPE PDF004
COMMON /PVAR /LEG , X , Y , AMIN , AMAX , BMIN , BMAX PDF004
PDF004
REAL HSP(100),HSPDF(10000) PDF004
REAL HSNP( 100), HSNPDF( 10000) PDF004
REAL HSBIN( 10000), HSNBIN( 10000) PDF005
REAL YS( 10000), YSN( 10000), AMIN, AMAX, BMIN, BMAX, XS( 10000), XSN( 10000) PDF005
REAL FREQ(IOO) PDF005
PDF005
CHARACTER* 16 LEG(2) ,X(2) , Y(2) PDF005
FILE: PDFPLT FORTRAN AI
CHARACTER* 8 TITLE(2)
CHARACTER* 80 QUE
Last edited on: 10/20/87 17:04:53
INTEGER LF.NP, TYPE, POINT
WRITE(6,*) 'Creating plot of PDF Please
wait'
C SET NUMBER OF POINTS
C SET MINIMUM AND MAXIMUM VALUES FOR X AXIS (AMIN, AMAX)
C SET MINIMUN AND MAXIMUM VALUES FOR Y AXIS (BMIN, BMAX)
NP = 10000
ISK = 1
QUE = '** Scale plot from 0 to 1 (1) or Best Fit (2)'





QUE = '** Enter range around mean'
RANGE =0.4
CALL ASKR(QUE.RANGE)
AMIN = HSMEAN - 0.5*RANGE
AMAX = HSMEAN + 0.5*RANGE
C AMIN = AMAXKO. ,AMIN)






















FILE: PDFPLT FORTRAN AI Last edited on: 10/20/87 17:04:53
LEGC2)=' SIGNAL + NOISE $' PDF010
PDF011
C PLOT DATA PDF011
PDF011




FILE: PDFUNL FORTRAN AI Last edited on: 4/08/88 9:14:17




































Purpose: Take a distribution pCx) with non-uniform x increments





















= Spectrum of signal
= PDF of signal
= Signal variance
= Signal mean
= Spectrum of signal and noise
= PDF of signal and noise
= Signal and noise variance
= Signal and noise mean
= Value of signal for PDF
= Values of signal with noise for S+N PDF
= Frequencies for spectra
= Frequencies for spectra




COMMON/HSIGNL/HSP , HSPDF , HSVAR , HSMEAN
COMMON/HSANDN/HSNP , HSNPDF , HSNVAR , HSNMEN








REAL* 8 SUMS, SUMSN, SSX, SSNX, SSXX, SSNXX
INTEGER TYPE























































FILE: PDFUNL FORTRAN AI Last edited on: 4/08/88 9:14:17
NOTE WHERE INPUT PDF VALUES START AND END TO SPEED UP LATER
CALCULATIONS
*** SIGNAL PDF ***







DO 10 I = 2,10000











IF C ISCLP. EQ.l) THEN




CUMCD = CUMCI-D + DBLECHSPDFCD)
ENDIF
IF CISCLP.EQ.3) THEN
CUMCNSBIN) = CUMCNSBIN) + DBLECHSPDFCD)
CUMCD = CUMCNSBIN)
ENDIF
C WRITEC1L999) I, ISCLP, NSBIN, HSBINCD , HSPDFCD , CUMCD
999 FORMATC ' , 'EPDF
'
, 3CI5 , IX) , 1X.6CE10.4, IX) )
C WRITEC10.999) I , HSBINCD .HSPDFCD .CUMSCD
c x.hsnbinCD.hsnpdfCD.cumsnCD
C999 FORMATC ' , 'EPDF
'
, 15 , IX, 6CE10 .4, IX) )
10 CONTINUE
























































FILE: PDFUNL FORTRAN AI Last edited on: 4/08/88 9:14:17
C RECALCULATE CELL PROBABILITY IN EQUAL INCREMENTS SO THAT
C STATISTICS CAN BE CORRECTLY CALCULATED
SUMS =0.0
IBEGS = 1
DO 20 I = 1,10000
C DETERMINE MEAN, LOWER LIMIT AND UPPER LIMIT FOR
C EQUAL INCREMENT CELLS
ALM = Cl-0.5)/10000.
AL = ALM - CL/10000)*0.5
AU = ALM + CL/10000)*0.5
C INTERPOLATE CUMULATIVE DISTRIBUTION FOR UPPER AND LOWER LIMIT
C AND DETERMINE PROBABILITY OF CELL
C FOR SIGNAL ONLY PDF




IF CAL.LT. HSBINCD. AND. AU.GE.HSBINCD) THEN
ICHECK = 2
CALL RLINC 1 , AU . PU , IBEGS , IBEGJ , NSBIN)
HSPDFCD = SNGLCPU)
ENDIF
IF CAL.GE. HSBINCD. AND. AU.LE.HSBINC 10000)) THEN
ICHECK = 3
CALL RLINC 1 , AL , PL , IBEGS , IBEGS , NSBIN)
CALL RLINC 1 , AU , PU , IBEGS , IBEGJ , NSBIN)




CALL RLINCL AL , PL , IBEGS , IBEGS , NSBIN)






TO SIMPLITY LATER CALCULATIONS TRANSFER VERY SMALL VALUES TO 0 . 0
IF CHSPDFCD.LT. CO. 000001)) HSPDFCD = 0.0
SUMS = SUMS + HSPDFCD
FILE: PDFUNL FORTRAN AI Last edited on: 4/08/88 9:14:17
C WRITEC1L*) 'NS PDF ', I , ICHECK, ALM, HSPDFCD , SUMS
20 CONTINUE
WRITEC6, 25) SUMS
25 FORMATC ',' Sum of signal ' , 1CF10.7, IX))
*** for signal + noise ***





NOTE WHERE INPUT PDF VALUES START AND END TO SPEED UP LATER
CALCULATIONS




DO 30 I = 2,10000











IF C ISNCLP.EQ.l) THEN




CUMCD = CUMCI-D + DBLECHSNPDFCD)
ENDIF
IF CISNCLP.EQ.3) THEN
CUMCNSNBIN) = CUMCNSNBIN) + DBLE CHSNPDFCD )
CUMCD = CUMCNSNBIN)
ENDIF
C WRITEC10.999) I , ISCLP, NSBIN, HSBINCD .HSPDFCD . CUMSCD























































9:14:17FILE: PDFUNL FORTRAN AI Last edited on: 4/08/88
C WRITEC10.999) I .HSBINCD .HSPDFCD .CUMSCD
C X.HSNBINCD,HSNPDFCD, CUMSNCD
C999 FORMATC ' , 'EPDF ' , 15, 1X.6CE10.4, IX))
30 CONTINUE
WRITEC6,*) 'Signal + Noise - Cumulative distribution
determined'
C RECALCULATE CELL PROBABILITY IN EQUAL INCREMENTS SO THAT
C STATISTICS CAN BE CORRECTLY CALCULATED
SUMSN =0.0
IBEGSN = 1
DO 40 I = 1.10000
C DETERMINE MEAN, LOWER LIMIT AND UPPER LIMIT FOR
C EQUAL INCREMENT CELLS
ALM = Cl-0.5)/10000.
AL = ALM - CL/10000)*0.5
AU = ALM + CL/10000)*0.5
C INTERPOLATE CUMULATIVE DISTRIBUTION FOR UPPER AND LOWER LIMIT
C AND DETERMINE PROBABILITY OF CELL
C FOR SIGNAL AND NOISE PDF




CALL RLINC2.AU, PU, IBEGSN, IBEGJ, NSNBIN)
HSNPDFCD = SNGLCPU)
ENDIF
IF CAL. GE. HSNBINC 1). AND. AU.LE. HSNBINC 10000)) THEN
CALL RLINC 2 , AL , PL , IBEGSN , IBEGSN , NSNBIN)
CALL RLINC 2 , AU , PU , IBEGSN , IBEGJ , NSNBIN)
HSNPDFCD = SNGLCPU - PL)
ENDIF
IF CAL.LT. HSNBINC 10000). AND. AU.GT. HSNBINC 10000)) THEN
CALL RLINC 2 . AL , PL , IBEGSN , IBEGSN , NSNBIN)
HSNPDFCD = SNGL CCUM C 10000) - PL)
ENDIF
IF CAL. GT. HSNBINC 10000). AND. AU.GT. HSNBINC 10000)) THEN
HSNPDFCD =0.0
ENDIF
IF CHSNPDFCD.LT. CO. 000001 )) HSNPDFCD = 0.0























































FILE: PDFUNL FORTRAN AI
40 CONTINUE
Last edited on: 4/08/88 9:14:17
WRITEC6.45) SUMSN
45 FORMATC ',' Sum of signal + noise prob ' ,2(F10. 7, IX))





DO 50 I = 1,10000
ALM = Cl-0.5)/10000.
HSBINCD = ALM
HSNBINC I) = ALM
HSPDFCD = HSPDFCD /SUMS
HSNPDFCD = HSNPDFCD /SUMSN
SSX = SSX + DBLECHSPDFCD )*DBLECHSBINCD)
SSNX = SSNX + DBLECHSNPDFCD)*DBLECHSNBINCD)
SSXX = SSXX + DBLECHSPDFCD )*DBLECHSBINCD)*DBLECHSBINCD)
SSNXX = SSNXX + DBLECHSNPDFCD)*DBLECHSNBINCD)*DBLECHSNBINCD)
C WRITEC10.990) I .HSBINCD .HSPDFCD .HSNBINCD .HSNPDFCD




SV = SNGLCSSXX - SSX*SSX)




CONSN = SNV /HSNVAR
HSNMEN = SNM
HSNVAR = SNV
WRITE C6, 100) HSMEAN, HSVAR
100 FORMATC ','New signal statistics Cmean,variance )=
WRITE C6, 110) HSNMEN , HSNVAR
110 FORMATC ','New s + n statistics Cmean, variance)=
WRITE C 9, 1000) HSMEAN, HSVAR, HSNMEN, HSNVAR











































































FILE: PLOTXY FORTRAN AI Last edited on: 10/05/87 13:51:49
































COMMON / PXY/AMIN , AMAX , BMIN , BMAX , TITLE , XLABEL , YLABEL
INTEGER TYPE , NMP , LF , NP , POINT
CHARACTER * 20 TITLE , XLABEL , YLABEL
CHARACTER*4 AHEAD, LMES
CHARACTER * 8 CDATE , CTIME
CHARACTER *6 UFLOOR , UBLDG , UPLANT , UXTEN
REAL YHCNP),XHCNP)
REAL AMIN, AMAX, BMIN, BMAX
GET DATE, TIME AND USER INFORMATION
CALL UINFOCUNAME , UDEPT , UFLOOR . UBLDG , UPLANT , UXTEN , CDATE)
CALL TIME CCTIME)
IF CLF.EQ.1.0R.LF.EQ.3) NXC = ALOG10CAMAX/AMIN) +0.5











































































Last edited on: 10/05/87 13:51:49FILE: PLOTXY FORTRAN AI
CALL NUMODE C ' BRIT ' )
CALL SIMPLX
CALL BASALFC'L/CSTD' )


















CALL AXSPLTCBMIN.BMAX.5. , YORIG, YSTP, YAXIS)
CALL ALGPLTCAMIN.AMAX.7. .XORIG.XCYC)
CALL XLOGCXORIG.XCYC, YORIG, YSTP)






CALL AXSPLTCAMIN.AMAX.7. , XORIG, XSTP, XAXIS)
CALL ALGPLT CBMIN , BMAX , 5 . , YORIG , YCYC )
CALL YLOGCXORIG, XSTP, YORIG, YCYC)
DO 2 I-l.NP
IFCYHCD.LT. YORIG) YHCD=YORIG*l . 05





CALL ALGPLT CBMIN , BMAX , 5 . , YORIG , YCYC)
CALL LOGLOGCXORIG , XCYC , YORIG , YCYC)
DO 3 1=1, NP
IFCYHCD.LT. YORIG) YHCD=YORIG*1.05
IFCXHCD.LT. XORIG)

























































FILE: PLOTXY FORTRAN AI Last edited on: 10/05/87
IF CLF . EQ . 1. OR . LF . EQ . 2 . OR . LF . EQ . 3 )GOTO 1003































FILE: PLTDLH FORTRAN AI Last edited on: 10/05/87 13:55:20
SUBROUTINE PLTDLH C I STAGE , LOGE, DENS) PLT000
PLTOOO
n* ********************************************************************* PLTOOO
C SUBROUTINE PLTDLH PLTOOO
C PLTOOO




C Subroutines called: PLTOOO
C PLOTXY PLTOOO
C PLT001
C Passed variables: PLT001
C ISTAGE = PLT001
C LOGE = Log exposure data PLT001
C DENS = Density data PLT001
C PLT001
C Commoned data: PLT001
C PXY: AMIN = PLT001
C AMAX = PLT001
C BMIN = PLT001
C BMAX = PLT002
C TITLE = PLT002
C XLABEL = PLT002
C YLABEL = PLT002
C PLT002





COMMON/ PXY/AMIN , AMAX , BMIN , BMAX , TITLE , XLABEL , YLABEL PLT003
PLT003
REAL LOGEC61), DENSC61) PLT003
PLT003
CHARACTER* 20 TITLE , XLABEL, YLABEL PLT003
PLT003
C SET UP TITLES AND AXIS LIMITS PLT003
PLT003
IPC ISTAGE. EQ.l) TITLE = 'FILM SENSITOMETRY
' PLT003














BMIN = 0. PLT004
PLT004
PLT004
CALL PLOTTING SUBROUTINE PLT004
PLT005





FILE: PLTGRN FORTRAN AI Last edited on: 10/05/87 14:00:24




































= Value of signal for PDF
= Values of signal with noise for S+N PDF
= Frequencies for spectra
= Frequencies for spectra
















COMMON/ INDVAR/HSBIN , HSNBIN , FREQ , SWGT , TYPE
COMMON/GRANUL/HGR
COMMON/ PXY/AMIN . AMAX , BMIN , BMAX , TITLE , XLABEL , YLABEL
REAL HSBINC10000),HSNBINC10000)
REAL FREQC100),SWGTC2)
REAL HGR C 10000)
INTEGER TYPE
CHARACTER*20 TITLE , XLABEL, YLABEL
3 SET UP AXIS LABELS
IF C ISTAGE. EQ.l) TITLE = 'FILM GRANULARITY'
IF C ISTAGE. EQ. 2) TITLE = 'PAPER GRANULARITY'
XLABEL = 'LINEAR MEASURE'



























































FILE: PLTGRN FORTRAN AI
BMIN = O.OOl
BMAX = 1.
Last edited on: 10/05/87 14:00:24
PLOT DATA












FILE: PLTXY2 FORTRAN AI Last edited on: 2/09/88 16:39:02
































COMMON/ PVAR /LEG , X , Y , AMIN , AMAX , BMIN , BMAX
INTEGER TYPE , IFLAG , NMP , LF , NP , POINT , IPKRAYC200)
CHARACTER* 16 LEGNAM, LEGC2) ,XC2) , YC2)
CHARACTER*8 TITLEC2) , CDATE , CTIME




REAL AMIN, AMAX, BMIN, BMAX, AM, AN
C GET DATE, TIME AND USER INFORMATION
CALL UINFOCUNAME , UDEPT , UFLOOR , UBLDG , UPLANT , UXTEN , CDATE)
CALL TIME CCTIME)

























































FILE: PLTXY2 FORTRAN AI Last edited on:
IFCIFLAG.EQ.O)GO TO 1000
NYC=ALOG10CBMAX/BMIN)+ . 5
NYCY=AMAXO CNYCY , NYC )
1000 CONTINUE
C MARK POINTS EVERY NPMARK VALUES
NPMARK = NP/10
C SET UP LEGEND
MAXLIN=LINESTCIPKRAY , 200 , 16)
LEGNAM='CL)EGEND'
CALL NUMODEC ' BRIT ' )
CALL SIMPLX
CALL BASALFC'L/CSTD')














CALL MESSAGC ' CO)UTPUT



















CALL AXSPLTCBMIN.BMAX.5. , YORIG, YSTP. YAXIS)
CALL ALGPLT CAMIN , AMAX , 7 . , XORIG , XCYC )
CALL XLOGCXORIG, XCYC, YORIG, YSTP)
DO 1 1=1, NP
IFCYHCD.LT. YORIG) YHCD=YORIG*1.05
IFCYVCD.LT. YORIG) YVCD=YORIG*1.05


























































FILE: PLTXY2 FORTRAN AI Last edited on: 2/09/88 16:39:02
IFCLF.EQ.2)THEN
CALL AXSPLTCAMIN.AMAX.7. , XORIG, XSTP, XAXIS)
CALL ALGPLTCBMIN,BMAX,5. , YORIG, YCYC)
CALL YLOGCXORIG, XSTP, YORIG, YCYC)
DO 2 1=1, NP
IFCYHCD.LT. YORIG) YHCD=Y0RIG*1. 05
IFCYVCD.LT. YORIG) YVCD=YORIG*1.05






CALL ALGPLTCBMIN.BMAX.5. , YORIG, YCYC)
CALL LOGLOGCXORIG , XCYC , YORIG , YCYC)
DO 3 1=1, NP
IFCYHCD.LT. YORIG) YHCD=YORIG*1.05
IFCYVCD.LT. YORIG) YVCD=YORIG*1.05
IFCXHCD.LT. XORIG) XHCD=X0RIG*1. 05




IFCLF . EQ . 1. OR . LF . EQ . 2 . OR . LF . EQ . 3)GOTO 1003






















CALL LEGEND C I PKRAY , NMP, 6. 00, 3.4)
CALL ENDPLCO)
RETURN
FILE: PLTXY2 FORTRAN AI Last edited on: 2/09/88 16:39:02
END PLT016
FILE: PRTPA1 FORTRAN AI
SUBROUTINE PRTPA1
Last edited on: 12/08/87 16:45:46
































Q* * * *
******************************************************************
SUBROUTINE CAMFL1
Purpose: To Modify the PDFs/SPECTRA for the effects of Printer
lens MTF, paper MTF, paper granularity and paper DlogH
response.
Subroutines called :











HSP = Spectrum of signal
HSPDF = PDF of signal
HSVAR = Signal variance
HSMEAN = Signal mean
HSNP = Spectrum of signal and noise
HSNPDF = PDF of signal and noise
HSNVAR = Signal and noise variance
HSNMEN = Signal and noise mean
HSBIN = Value of signal for PDF
HSNBIN = Values of signal with noise for S+N PDF
FREQ = Frequencies for spectra
SWGT = Frequencies for spectra
TYPE = Frequencies for spectra
XMAG = Magnification to next stage
HCUT = Cutoff frequency
NB
WILLIAM R. O'SUCH 10/01/87
******************************************************************
COMMON/HSIGNL /HSP , HSPDF , HSVAR , HSMEAN
COMMON/HSANDN/HSNP , HSNPDF , HSNVAR , HSNMEN
COMMON/ INDVAR/HSBIN , HSNBIN , FREQ , SWGT , TYPE
COMMON/ SYSVAR/XMAG
COMMON /SAMP /HCUT , NB
REAL HSPC100),HSPDFC10000)





INTEGER TYPE, CHANGE, SKIP
CHARACTER* 30 IDENT
FILE: PRTPA1 FORTRAN AI Last edited on: 12/08/87 16:45:46
C OBTAIN PRINTER LENS MTF
C lens MTF is defined in image plane, so magnification
C from previous stage is used Cin SYSVAR COMMON)
WRITEC6,*) '** Printer lens MTF specification'
CALL LNSMT1CHMTF, XMAG, 5.6)
C WRITE OUT DATA
IDENT = 'PRINTER LENS'
CALL OUTMTF C IDENT, XMAG, HMTF)
C MODIFY INPUT SIGNAL SPECTRA/ PDF AND INPUT SIGNAL+NOISE SPECTRA
C AND PDF FOR MTF. THE SPECTRA IS FILTERED BY THE MTF AND THE
C PDF VARIANCE IS SCALED TO MATCH THE INTEGRAL OF THE SPECTRA
CALL MTFMDlCHMTF, HCUT)
C OUTPUT PDF AND SPECTRA
IDENT = 'AFTER PRINTER LENS'
CALL OUTPDF C IDENT)
CALL OUTSPT C IDENT)
C MTF is defined in print plane, so set magnification to 1.0
XMAG =1.0
C OBTAIN PAPER MTF RESPONSE
CALL CLEAR
WRITEC6,*) '** Paper MTF
specification'
CALL GAUMT 1 C 5 . , HMTF , XMAG )
C WRITE OUT DATA
IDENT = 'PAPER MTF
CALL OUTMTF C IDENT , XMAG , HMTF )
C MODIFY SPECTRA AND PDF FOR PAPER MTF
CALL MTFMDlCHMTF, HCUT)
C OUTPUT PDF AND SPECTRA
IDENT = 'AFTER PAPER MTF
CALL OUTPDF C IDENT)
CALL OUTSPT C IDENT)
C OBTAIN PAPER DLOGH CHARECTERISTIC
CALL GETDLHC 2 ,2.2,0.1,2.5,0.4,PLOGH , PDENS , EXPPT)























































FILE: PRTPA1 FORTRAN AI Last edited on: 12/08/87 16:45:46
C
C
IDENT = 'PAPER DLOGH'
CALL OUTDLHC IDENT , PLOGH , PDENS , EXPPT )
TRANSFORM PDF THROUGH DLOGH CURVE AND MODIFY SPECTRA FOR CHANGE
VARIANCE
CALL DLHMD2 C PLOGH , PDENS , EXPPT )
OUTPUT PDF AND SPECTRA
IDENT = 'AFTER PAPER DLOGH'
CALL OUTPDF C IDENT)
CALL OUTSPT C IDENT)
OBTAIN PAPER GRANULARITY INFORMATION
WRITEC6,*) 'Specification of Paper granularity
RMAG =1.0
CALL GRAN1 C2 , XMAG , RMAG , 0 . 000 ,1.0,0. 002)
WRITE OUT GRANULARITY DATA
IDENT = 'PAPER GRANULARITY'
CALL OUTGRN C IDENT , XMAG )
MODIFY PDF/SPECTRA FOR NOISE
CALL GRNMlCXMAG)
OUTPUT PDF AND SPECTRA
IDENT = 'AFTER PAPER GRANULARITY'
CALL OUTPDF C IDENT)
CALL OUTSPTC IDENT)











































FILE: QUITPL FORTRAN Gl Last edited on: 12/17/87 8:20:27
C QUITPL VERSION 1.20 05/26/87 S ******************************** *QUIOOO
SUBROUTINE QUITPL
PURPOSE
TO TERMINATE DISSPLA PLOT FILES. CMUST BE USED INSTEAD OF SYSTEM


















= FLAG FOR SAVING PLOT FILE.
= BUFFER FROM QUEUE.
= QMS OR ZETA PLOTTER ADDRESS CQMS ZETALIST)
= ADDRESS OF DEFAULT PRINTER.
= NEW FILENAME TO STORE PLOT DATA FILE.
















QMS OUTPUT FILE $$QMS$$$

















































- IF QMS LASER PRINTER CALLED, OUTPUT HAS BEEN STORED ON FILE 18
- IF ZETA PLOTTER WAS CALLED, OUTPUT HAS BEEN STORED ON
FILE 19.










FILE: QUITPL FORTRAN Gl Last edited on: 12/17/87 8:20:27
C AND TO CHANGE ZETA/QMS TAG TO PRINT FILE, NOT PUNCH IT.
C - MAY ALSO BE USED AT ANY OTHER TIME IN PLACE OF A DONEPL FOR ANY
C OTHER PLOT DEVICES.
C - ZETA PLOT FILE MAY BE KEPT FOR LATER USE WITH THE PROGRAM
C 'REPZETA'.












C WRITTEN BY STEVE SHANKER, 10/31/85 QUI006
C MOD 09/19/86 DUMMY CALL TO ZETA TAKES PLACE BEFORE DONEPL TO PREVENTQUI006
C MIS-INDEXING OF LAST PLOT QUI006
C 01/06/87 MOD TO HANDLE FILES TO KP30 SYSTEM CB-69) QUI006
























CHARACTER* 17 PRTADD, ADDRES
CHARACTER* 8 NEWNAM, OFORM
DATA NEWNAM/ ' ' /
-TERMINATE DISSPLA C SYSTEM CALL CONTAINING DONEPL)





-CHECK TO SEE IF ZETA DATA OR QMS DATA HAS BEEN CREATED
CALL CMSFVS C SET CMSTYPE HT'.NRC)
-DOES FILE 18 9 19 EXIST CQMS OR ZETA)
CALL CMSFVS C STATE $$QMS$$$ $$DATA$$ A'.NRCQ)
CALL CMSFVS C STATE FILE FT19F001 A'.NRCZ)
-TOP OF QMS/ZETA 'IF' LOOP
-IF RETURN CODE OF EITHER WAS ZERO, QMS OR ZETA PLOTTER WAS SELECTED
IF CNRCQ.EQ.O .OR. NRCZ.EQ.O) THEN
-RESET SCREEN DISPLAY TO 'ON'
CALL CMSFVS C SET CMSTYPE RT'.NRC)
-GET ADDRESS OF CURRENT PRINTER DEVICE
CALL CMSFVSC'EXECIO 2 CP CLIFO STRING TAG QU DEV PRT' NRC)








































FORTRAN Gl Last edited on: 12/17/87 8:20:27FILE: QUITPL
C QUI010
C--IF CURRENT PRINTER HAS NOT BEEN SELECTED, SET NULL ADDRESS QUI011





COTHERWISE REMEMBER CURRENT ADDRESS OF PRINTER DEVICE QUI011




C--MAIN LOOP FOR QMS AND ZETA OUTPUT ONLY QUI012
DO 70 J=l,2 QUI012
C QUI012






CSELECT ADDRESS OF QMS OR ZETA PLOTTER DESIRED QUI012
CALL CLEAR QUI013
IFCJ.EQ.l .AND. NRCQ.EQ.O) THEN QUI013
CALL CMSFVSC'EX QMSLIST ' , IRC) QUI013
READ C5,'CA22)') LINE1 QUI013
ELSE IFCJ.EQ.2 .AND. NRCZ.EQ.O) THEN QUI013
CALL CMSFVSC'EX ZETALIST ', IRC) QUI013
READ C5,'CA22)') LINE1 QUI013
ENDIF QUI013
C QUI013
C--CHECK BYTE 2. IF IT IS A '-', THIS FILE IS TO BE SAVED. ISAVE=1 QUI013
CCONVERT LINE1, BYTES 6-22 INTO A QMS OR ZETA ADDRESS QUI014




CIF NO PLOT IS DESIRED COPTION 0), DISCARD FILE, SET NRC FLAG=-3 QUI014
IF CJ.EQ.l .AND. ADDRES.EQ. 'DISCARD ') THEN QUI014
CALL CMSFVSC'ERASE $$QMS$$$ $$DATA$$ A', NRC) QUI014
NRCQ=-3 QUI014
ELSE IF CJ-EQ.2 .AND. ADDRES .EQ. 'DISCARD ') THEN QUI014





CCONTINUE ONLY IF DEVICE WAS SELECTED QUI015
IF CCJ.EQ.l .AND. NRCQ.NE.O) .OR. CJ-EQ.2 .AND. NRCZ.NE.O)) QUI015
* GO TO 70 QUI015
C QUI015
CIF FILE IS BEING SENT TO KP30, FORM MUST BE CHANGED BACK TO STANDARD QUI015
C IT WILL BE CHANGED BACK TO ORIGINAL FORM AFTER SENDING FILE QUI016
STRING= ' SPOOL PRT TO RSCS
' QUI016
CALL CPFVSC STRING, NRC) QUI016
FILE: QUITPL FORTRAN Gl Last edited on: 12/17/87 8:20:27
IFCADDRESCL4).EQ. 'KP30') THEN
CALL CMSFVSC EXEC AIGETF01 ' ,NRC)
READC5, 'CA8)') OFORM





C SET TAG TO CHOSEN OUTPUT ADDRESS
STRING='TAG DEV PRT '//ADDRES
CALL CPFVSC STRING, NRC)
C
C
CPRINT PLOT FILE WHILE SUPPRESSING LINE FEED CHARACTERS
IFCJ.EQ.l) CALL CMSFVSC'PRINT $$QMS$$$ $$DATA$$ A CCC'.NRC)
IFCJ.EQ.2) CALL CMSFVSC'PRINT FILE FT19F001 A CLI O'.NRC)
C
CRESET ADDRESS TO ORIGINAL PRINTER DEVICE
TAG='TAG DEV PRT '//PRTADD
CALL CPFVSCTAG.NRC)
C
CIF FILE WAS SENT TO KP30, RESET FORM BACK TO ORIGINAL
IFCADDRESCL4).EQ. 'KP30') THEN
STRING= ' SPOOL PRT TO RSCS FORM '//OFORM




C IF FILE IS TO BE KEPT, RENAME, OTHERWISE DISCARD IT
IFCISAVE.EQ.1) THEN
C
CKEEP PLOT FILE FOR LATER USE
CRENAME FILE, KEEP FILE TYPE OF $$DATA$$
20 CALL CLEAR
IFCJ.EQ.l) THEN
PRINT*,' In order to save this QMS LASER PLOTTER file:'
STRING=' Enter a new filename for this plot data.




' In order to save this ZETA PLOTTER file
STRING='Enter a new filename for this plot data.
* will be ' '$ZDATA$$' ')'
ENDIF
CALL ASKS C STRING, NEWNAM, 8,1)
C
CRESET SCREEN DISPLAY TO 'OFF'




































CCHECK TO SEE IF NEW FILE NAME EXISTS ALREADY
IFCJ.EQ.l) STRING= ' STATE '//NEWNAM//'





























FILE: QUITPL FORTRAN Gl Last edited on: 12/17/87 8:20:27
CRESET SCREEN DISPLAY TO 'ON'





CIF RETURN CODE IS NOT ZERO, SELECT ANOTHER NAME
IF CNEXIST.EQ.O) THEN
PRINT*,' '
IFCJ.EQ.l) PRINT*, NEWNAM, ' $QDATA$$ A already exists.
IFCJ.EQ.2) PRINT *, NEWNAM, ' $ZDATA$$ A already exists.
PRINT*
























CRENAME $$QMS$$$ OR $$DATA$$ OR FILE FT19F001 TO NEWNAM
IFCJ.EQ.l) THEN





PRINT*, 'QMS LASER plot data has now been stored in file ' .NEQUI023
*WNAM, ' $QDATA$$ A.'
"
QUI023
PRINT*, 'Use program ''REPQMS'' to direct data to the approprQUI023
*iate QMS LASER plotter.'
"
QUI024
ELSE IFCJ.EQ.2) THEN QUI024





PRINT*, 'ZETA plot data has now been stored in file
'
.NEWNAM,QUI024




' 'REPZETA' ' to direct data to the appropQUI024
'riate ZETA plotter. '
ENDIF
PRINT*, ' '
PAUSE 'Press ''ENTER'' to continue.
'
CIF FILE IS NOT TO BE SAVED, DISCARD IT
ELSE IFCISAVE.EQ.O) THEN
IFCJ.EQ.l) CALL CMSFVSC'ERASE $$QMS$$$ $$DATA$$ A', NRC)
IFCJ.EQ.2) CALL CMSFVSC'ERASE FILE FT19F001 A', NRC)
ENDIF
C






C--IF NOT A QMS OR ZETA PLOTTER
CRESET SCREEN DISPLAY TO 'ON'



























































CHARACTER * 8 FNAME , FTYPE , RECFM
REAL DFRQC20),DMTFC20)
100 WRITE C6,*) '
WRITE C6,*) '** Enter FILENAME for film MTF data to be used:'






CALL SEQ0P2 C FNAME , FTYPE , LUNIT, RECFM, NERR)
IF CNERR.NE.O) THEN -









WRITE C 9, 1000) FNAME, FTYPE


































































INDVAR: HSBIN = Value of signal for PDF
HSNBIN = Values of signal with noise for S+N PDF
FREQ = Frequencies for spectra
SWGT = Frequencies for spectra





COMMON/ INDVAR/HSBIN , HSNBIN , FREQ , SWGT , TYPE
COMMON/CUMPRB/CUM
REAL HSBINC 10000), HSNBINC 10000)
REAL FREQC100),SWGTC2)
REAL* 8 CUM C 10000)
REAL*8 X.Y.DX.DY.XM.RATX
INTEGER TYPE
C INTERPOLATE SIGNAL PDF
IF CID.EQ.1) THEN
DO 100 I = IBEGO, NMAX
IF CSNGLCX).GT.HSBINCD. AND. SNGLCX).LE.HSBINCI+D) GO TO 110
100 CONTINUE
C BEYOND DATA
























































FILE: RLIN FORTRAN AI
IBEGN = NMAX




DX = HSBINCI+1) - HSBINCD
DY = CUMCI+1) - CUMCD
XM = SNGLCX) - HSBINCD
RATX = XM/DX




INTERPOLATE SIGNAL AND NOISE PDF
DO 200 I = IBEGO. NMAX






DX = HSNBINCI+D - HSNBINC!)
DY = CUMCI+1) - CUMCD
XM = SNGLCX) - HSNBINCD
RATX = XM/DX











































FILE: SCENE2 FORTRAN AI
SUBROUTINE SCENE2


































Purpose: To Create the PDFs/SPECTRA for the input signal
Subroutines called :



























= Spectrum of signal
= PDF of signal
= Signal variance
= Signal mean
= Spectrum of signal and noise
= PDF of signal and noise
= Signal and noise variance
= Signal and noise mean
= Value of signal for PDF
= Values of signal with noise for S+N PDF
= Frequencies for spectra
= Frequencies for spectra
= Frequencies for spectra
= Cutoff frequency
= Parameters in equation for integration
= Type of spectrum
= Cutoff frequency
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i**********************************************************************
COMMON/HSIGNL/HSP , HSPDF , HSVAR , HSMEAN
COMMON /HSANDN /HSNP , HSNPDF , HSNVAR , HSNMEN
COMMON/INDVAR/HSBIN , HSNBIN , FREQ , SWGT , TYPE
COMMON/SAMP/HCUT.NB
COMMON/ SPEC/A, B,N
COMMON/ INTINF/NTYPE , CUTOFF
REAL * 8 DCADRE , FNC , V1 , V2 , AERR , RERR , ERROR
REAL HSPC 100), HSPDFC 10000)





























































FILE: SCENE2 FORTRAN AI
CHARACTER* 80 QUE
CHARACTER* 1 JUNK
CHARACTER * 8 FNAME , FTYPE , FMODE , RECFM
EXTERNAL FNC
DATA PI/3.14159265/
Last edited on: 4/08/88 9:28:35
Scene specification'
From FUNCTION - Enter 1'





QUE = ' > '
IAN = 1
CALL ASKI CQUE, IAN)
IFCIAN.NE.1.AND.IAN.NE.2) GO TO 1
GO TO C 100, 200), IAN
C INITIALIZE DEFAULTS FOR FUNCTION SPECIFICATION
C XMIN = LOWER LEVEL CBITONAL)
C XMAX = UPPER LEVEL CBITONAL)
C B AND N = PARAMETERS IN SPECTRA SPECIFICATION
C SWGT = WEIGHTING OF TWO MODES CFOR BIMODAL DSTR)
C MEAN = MEAN OF EACH MODE
C XMOD = STD DEV SPECIFICATION CSTD DEV = XMOD*MEAN)















WRITEC6 , 1000)B , N , XMODC 1 ) , TPDFC 1 ) . MEANCD






X /5X, ' MOX,
' ',20X,' '.
X //3X,'l. SPECTRUM' ,8X,
' 1/B* *N+F* *N'
,







' 2 . VARIANCE ' , 8X ,
' SIGMA/MEAN ' , 21X , F6 . 3 ,
/ 3X '3 PDF SHAPE ' , 7X ,
' 1 -NORMAL , 2 -LOGNORMAL
'





X /3x!'4! MEANC S)', 9X, 'REL EXPOSURE CO-1)
'























































FILE: SCENE2 FORTRAN AI Last edited on: 4/08/88 9:28:35
WRITEC6.1001)
1001 FORMATC/ IX, 'NOTE: INPUT SCENE AND IMAGE CHAIN ASSUMED TO BE
'
X, 'ISOTROPIC')
WRITEC6, *) '** Enter type of distribution
?'
WRITE C6 , * ) ' C 1-unimodal 2-bimodal)
'
QUE = ': => '
TYPE = 1
CALL ASKI CQUE, IAN)
IFCTYPE.EQ.2.0R.TYPE.EQ.3) THEN






WRITEC6, *) ' ** Unimodal distribution
specification'
WRITEC6,*)' to alter default values - enter 1, else enter 0
QUE = ' > '
CHANGE = 0
CALL ASKI CQUE, CHANGE)
IF CCHANGE.EQ.l) THEN









WRITEC6,*) 'TO ALTER DEFAULT VALUES ENTER 1, ELSE ENTER 0'
QUE = ' > '
CHANGE = 0
CALL ASKI CQUE, CHANGE)
IF CCHANGE. EQ.l) THEN
WRITEC6.1007)
1007 FORMATC IX, 'ENTER VALUES-'/





C INITIALIZE EXPOSURE VALUES FROM 0 TO 1 IN 0.0001 INCREMENTS





































































CALCULATION OF INPUT PDF'S: -FORM AND WIDTH ARE ASSUMED TO BE
- 10000 EQUALLY SPACED ESTIMATES IN RELATIVE EXPOSURE UNITS
































ifcfac.lt. 150.0) temp=expc-fac) *swgtc j) /hsbincd /tot
temp=temp/sqrtc2*pi*varcj))
hspdfCD=temp+hspdfCD






RESCALE PDF SO INTEGRAL = UNITY























































FILE: SCENE2 FORTRAN AI Last edited on: 4/08/88 9:28:35
DO 60 1=1,10000
HSPDFCD -HSPDFCD /SUM
HSNPDF CD =HSPDF CD
HSNBINCD=HSBINCD
60 CONTINUE
C RECALCULATE MEAN AND VARIANCE AND DISPLAY TO USER
CALL STSPDlCHSBIN,HSPDF, AM, AV)
WRITEC6.70) AM,AV




















CALCULATION OF INPUT SPECTRA: -SHAPE AND MODULATION ARE ASSUMED
-CUTOFF FREQUENCY IS 20 CYCLES/MM
-100 VALUES CALCULATED FROM 0 TO 20 CYCLES/MM





SPECIFY "CUTOFF" FREQUENCY FOR IMAGE






SCALE SPECTRA SO THE INTEGRAL OF THE SPECTRA = VARIANCE
CALCULATE INTEGRAL OF FUNCTION
XINT=SNGLCDCADRECFNC , VI , V2 , AERR , RERR , ERROR , IER) )
























































FILE: SCENE2 FORTRAN AI
C SCALE SPECTRA







C READ IMAGE PDF FROM FILE
200 WRITEC6,*) 'READING FILE .... '
C INITIALIZE PDF










CALL SEQOP2 C FNAME , FTYPE , LUNIT, RECFM, NERR)
IF CNERR.NE.O) THEN
WRITEC6,*) 'ERROR IN OPENING FILE '.NERR
GO TO 210
ENDIF





C READ IN DATA FROM FILE
C A2 = 1000*RELATIVE LOGE
C R = FREQUENCY OF RED PIXELS
C R = FREQUENCY OF GREEN PIXELS
C R = FREQUENCY OF BLUE PIXELS
SUM = 0.
DO 230 I = 1,10000
READC12,*,END=240) A1,A2,R,G,B
EXPOS = 10.**CCA2/1000.) - 2.25)































































C NORMALIZE PDF SO SUM IS EQUAL TO 1. 0
C SET SIGNAL AND NOISE PDF TO BE EQUAL TO SIGNAL ONLY PDF
DO 250 I = 1,10000
IF Cl.GT. IREAD) HSBINCD = HSBINCIREAD)
HSPDFCD = HSPDFCD / SUM







C CORRECT SPACING OF HSBIN TO BE EQUAL INCREMENTS
CALL PDFUNL CCONS . CONSN )
C OBTAIN MEAN AND VARIANCE

















CALCULATION OF INPUT SPECTRA: -SHAPE AND MODULATION ARE ASSUMED
-CUTOFF FREQUENCY IS 20 CYCLES/MM
-100 VALUES CALCULATED FROM 0 TO 20 CYCLES/MM
-INPUT NOISE IS ZERO
VI LOWEST FREQUENCY
V2 HIGHEST FREQUENCY





C SPECIFY "CUTOFF" FREQUENCY FOR IMAGE
C HCUT = HORIZONTAL CUTOFF
HCUT=SNGLCV2)





C SCALE SPECTRA SO THE INTEGRAL OF THE SPECTRA = VARIANCE








C OUTPUT SCENE DATA TO A FILE
IDENT = 'AFTER INPUT SCENE SPEC
CALL OUTPDF C IDENT)
CALL OUTSPTC IDENT)
C STORE SCENE SPECIFICATION AND STATISTICS IN FILE
WRITEC9,1011)B,N,XMODCD.TPDFCD.MEANC1)
WRITEC9.70) AM.AV

















X /9X, 'B' ,12X, 'Half-Power
CY/MM'
, 15X.F6.3,
X /9X, 'N' , 12X,
'Correlation'
, 22X.I5,
X /3X,'2. Variance' ,8X,
'Sigma/Mean'
.21X.F6. 3,
X /3X '3 PDF
Shape'
,7X,
' 1 -Normal , 2-Lognormal
'
,13X, 15,

































































































Purpose: To modify the signal + Noise spectrum for the additonal
variance. Noise can be either






XMAG = Magnification to the next stage













= Spectrum of signal and noise
= PDF of signal and noise
= Signal and noise variance
= Signal and noise mean
= Value of signal for PDF
= Values of signal with noise for S+N PDF
= Frequencies for spectra
= Frequencies for spectra
= Frequencies for spectra
= Type of spectrum
= Cutoff frequency
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*******************************************************************
COMMON/HSANDN/HSNP , HSNPDF , HSNVAR , HSNMEN
COMMON/ INDVAR/HSBIN , HSNBIN , FREQ , SWGT , TYPE
COMMON/INTINF/NTYPE , CUTOFF
REAL HSNPC 100) , HSNPDFC 10000)





DO 5 I = 1,100
HNCI) = 0.0
























































FILE: SNP2 FORTRAN AI
10 WRITEC6.100)
* Enter type of noise:',
1 . Bandlimited White Noise
'
,










CALL ASKI CQUE, IDEF)
IFCIDEF.LT.1.0R.IDEF.GT.3) GO TO 10





IF C IDEF. EQ.l) THEN




























, 'Bandlimited White Noise , Cutoff at '.F6.2) SNP007
SNP007
ELSE IFCIDEF.EQ.2) THEN SNP007
SNP008
CONS = XMAG* CCHVAR*2.*PI) /FCUT) SNP008
DO 300 I = 1,100 SNP008








CONS1 = 4. 605*XMAG/FCUT SNP009
C0NS2 = CONSl*CHVAR*2.*PI)/2. SNP009
DO 400 I = 1,100 SNP009








C MODIFY SIGNAL S? NOISE SPECTRA BY ADDING ADDITIONAL NOISE SPECTRUM SNP010
C SNP010
DO 500 1=1,100 SNP010
HSNPCD = HSNPCD + HNCD SNP010





WRITE C 9, 1003) FCUT
FORMATCO'
, 'Triangular Shaped Noise
ELSE IFCIDEF.EQ.3) THEN





, 'Exponentially Shaped Noise , Cutoff at '.F6.2)
ENDIF
FILE: SNP2 FORTRAN AI Last edited on: 4/08/88 7:53:47
WRITEC6,*) 'Spectrum modified ' SNP010
SNP011
NTYPE = IDEF SNP011




FILE: SNPDF3 FORTRAN AI Last edited on:







































IFLAG = Type of noise Cgaussian in linear or density)
HNV = Additional variance in signal with noise
















= Spectrum of signal
= PDF of signal
= Signal variance
= Signal mean
= Spectrum of signal and noise
= PDF of signal and noise
= Signal and noise variance
= Signal and noise mean
= Value of signal for PDF
= Values of signal with noise for S+N PDF
= Frequencies for spectra
= Frequencies for spectra
= Frequencies for spectra
= Granularity data
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i**********************************************************************
COMMON/HSIGNL/HSP , HSPDF , HSVAR , HSMEAN
COMMON/HSANDN/HSNP , HSNPDF , HSNVAR , HSNMEN
COMMON/ INDVAR/HSBIN , HSNBIN , FREQ , SWGT , TYPE
COMMON/GRANUL/HGR
REAL HSPC100),HSPDFC10000)
REAL HSNPC 100), HSNPDFC 10000)





REAL* 8 ZBIN , ZPROB , ARGL , ARGU , LV , UV , PCELL , HSUM
REAL*8 HTMP1.HTMP2
REAL* 8 SUMC












































































DETERMINE THE CONDITIONAL NOISE PDF'S FOR ALL POSSIBLE
ARGUMENTS I.E., PROBCZ-SN/SN) WHERE SN IS A DISCRETE INPUT
VALUE, Z IS A DISCRETE OUTPUT VALUE, AND Z-SN IS THE
NOISE. BECAUSE Z VALUES CAN SPAN THE FULL DYNAMIC
RANGE AND THE NOISE CAN BE SMALL CAUSING PROBCZ-SN/SN) TO
APPROACH A DELTA FUNCTION, 1000 OUTPUT BINS WILL BE USED.
THEY WILL BE LINEARLY SPACED FROM 0-100 IN RELATIVE EXPOSURE
UNITS. AFTER INTEGRATION THE RESULTS WILL BE SUMMED IN
GROUPS OF TEN TO PRODUCE 100 OUTPUT BINS. TO CONVERT THE
CONTINUOUS PDF'S TO DISCRETE PDF'S CONTINUOUS VALUES AT THE
CENTER OF EACH BIN ARE MULTIPLIED BY THE BIN WIDTH.
DETERMINE THE LIMITS OF NON-ZERO INPUT PROBABILITIES
TO IMPROVE THE PERFORMANCE OF THE CALCULATION OF
THE CONDITIONAL PDF FUNCTIONS
IERR = 0
IFL = 0
DO 10 K=l, 15000
HDTEMPCK) = CK - 0.5)/ 10000.
IF CK.GE. 1. AND. K.LE. 10000) THEN
WRITEC10,*)'OLDPDF ' .K.HSNBINCK) .HSNPDFCK)
HPTEMPCK) =0.0
IF CHSNPDFCK).LT. CO. 000001). AND. IFL. EQ.O) INL = K
IF CIFL. EQ.O. AND. HSNPDFCK). GE. CO. 000001)) IFL = 1
IF CIFL.EQ.1) INH = K










IF CINH.EQ.O) INH - 10000
WRITEC6,*) 'Limits of non-zero input PDF ', INL, INH
WRITEC9,*) 'Limits of non-zero input PDF ', INL, INH
IFC IFLAG. EQ.O) THEN
NOISE ADDITION IS GAUSSIAN IN LINEAR METRIC























































FILE: SNPDF3 FORTRAN AI Last edited on: 10/15/87 13:16:11
C pCout) = integral CpCout/in) * pCin)) dCinput)
HSUM =0.0
DO 30 IN = INL, INH
C SPEED UP LOOP
IF CHSNPDFCIN).LE.C0.0)) GO TO 20
C TO SPEED UP CALCULATION DETERMINE THE LOWEST AND HIGHEST LIMIT
C OF THE OUTPUT VALUES AND CALCULATE ONLY OVER THAT REGION
TLOW = HSNBINC IN) - 3.8*HGRCIN)
OLOW = INTCTLOW * 10000.)
IF COLOW.LT.l) IERR = 1
OLOW = MAX0COLOW.1)
THIG = HSNBINCIN) + 3.8*HGRClN)
OHIG = INTCTHIG * 10000.)
OHIG = MINOCOHIG, 15000)
IF COHIG.GT. 15000) IERR = 2
SUMC =0.0
C PERFORM CALCULATION OVER CONDITIONAL PDF
C CALCULATE CONDITIONAL PDF PCOUT/IN) BASED ON A GAUSSIAN
C DISTRIBUTION IN LINEAR VALUE
C INTEGRATE GAUSSIAN DISTRIBUTION OVER RANGE OF OUTPUT VALUES
C DETERMINE CONDITIONAL PROBABILITY
C DETERMINE JOINT PROBABILITY PCOUT/IN)*PClN)
C STORE JOIN PROBABILITY IN OUTPUT ARRAY AND EACH LOOP WILL
C SUM OVER ALL INPUT VALUES
DO 20 OUT = OLOW, OHIG
OUTT = OUT
IF COUT.GT. 10000) OUTT = 10000
ZBIN = DBLECHDTEMPCOUT))
ZPROB =0.0
C FIND OUTPUT PROBABILITY PCOUT/IN)
IF CCZBIN-0. 00005). GE. CO. 0)) THEN
ARGL = CCZBIN - 0.00005) - DBLECHSNBINClN)))/DBLECHGRClN))
CALL MDNORDCARGL.LV)




C CALCULATE PCOUT.IN) = PCOUT/IN) *PClN)
PCELL = DBLECHSNPDF C IN))* ZPROB
C WRITEC10,*) 'SNPDF L ', IN, OUT, ZPROB, HSNPDF C IN)
FILE: SNPDF3 FORTRAN AI Last edited on:



















SUM OVER INPUT CELLS FOR EACH LOOP OF IN
SUM OVER PCOUT, IN) OVER IN = PCOUT)
HSUM = HSUM + PCELL
HPTEMPCOUTT) = HPTEMPCOUTT) + PCELL
SUMC = SUMC + ZPROB
20 CONTINUE
IFCFLOATCIN/250).EQ.CFLOATCIN)/250.)) WRITEC6.45) IN, INH, HSUM
45 FORMATC ',' Input cell ' , 18, ' / ' , 18 , ' Sum of PCout.in ) \F10.5)
30 CONTINUE
ELSE
NOISE NORMAL IN DENSITY CLE. -LOG10CLINEAR METRIC))
Perform calculation of output pdf for each input cell
pCout) = integral CpCout/in) * pCin)) dCinput)
HSUM =0.0
DO 50 IN = INL, INH
SPEED UP LOOP
IF CHSNPDFCIN).LE.C0.0)) GO TO 40
TO SPEED UP CALCULATION DETERMINE THE LOWEST AND HIGHEST LIMIT
OF THE OUTPUT VALUES AND CALCULATE ONLY OVER THAT REGION
TLOW = 10.**C-L*C-L*LOG10CHSNBINCIN)) + 3 . 8*HGRClN)) )
OLOW = INTCTLOW * 100O0.) - 1
IF COLOW.LT.l) IERR = 1
OLOW = MAX0COLOW.1)
THIG = 10.**C-L*C-L*LOG10CHSNBINCIN)) - 3. 8*HGRClN) ) )
OHIG = INTCTHIG * 10000.) + 1
IF COHIG.GT. 15000) IERR = 2
OHIG = MINOCOHIG, 15000)
SUMC =0.0
PERFORM CALCULATION OVER CONDITIONAL PDF
CALCULATE CONDITIONAL PDF PCOUT/IN) BASED ON A GAUSSIAN
DISTRIBUTION IN DENSITY
INTEGRATE GAUSSIAN DISTRIBUTION OVER RANGE OF OUTPUT VALUES
DETERMINE CONDITIONAL PROBABILITY
DETERMINE JOINT PROBABILITY PCOUT/IN) *PCIN)
STORE JOIN PROBABILITY IN OUTPUT ARRAY AND EACH LOOP WILL



























































DO 40 OUT = OLOW, OHIG
OUTT = OUT
IF COUT.GT. 10000) OUTT = 10000
ZBIN = DBLECHDTEMPCOUT))
ZPROB =0.0
IF C CZBIN-0. 00005). GE. CO. 0)) THEN
ARGL = C-L*DLOG10CZBIN+0. 00005) -
x dbleC-l*logioChsnbinCin))))/dbleChgrCin))
CALL MDNORDCARGL.LV)





PCELL = DBLECHSNPDF C IN))* ZPROB
IF CPCELL.LT.CLD-10)) GO TO 40
HSUM = HSUM + PCELL
HPTEMPCOUTT) = HPTEMPCOUTT) + PCELL
SUMC = SUMC + ZPROB
WRITE C 10 , * )IN , OLOW , OHIG , OUT , HPTEMPCOUT)
40 CONTINUE
IFCFLOATClN/250).EQ.CFLOATClN)/250.)) WRITEC6.45) IN, INH, HSUM
50 CONTINUE
ENDIF
WRITE C6, 60) HSUM
60 FORMATC ', 'Completed Output Probability Calculations ',
X/lX,'Sum of Joint Probability '.F10.5)





HSNBINC I) = HDTEMPCD
WRITEC10,*)'NEW PDF ', I .HSNBINC I) , HSNPDFCD
HTMP1 = DBLECHSNPDFCD)*DBLECHSNBINCD) + HTMP1
HTMP2 = DBLECHSNPDFCD)*DBLECHSNBINCD)*DBLECHSNBINCD) + HTMP2
100 CONTINUE
FILE: SNPDF3 FORTRAN AI Last edited on: 10/15/87 13:16:11
C CALCULATE ADDITIONAL NOISE VARIANCE BY
C S+N VARIANCE OUT - S+N VARIANCE IN
C
HNVN = SNGLCHTMP2 - CHTMP1*HTMP1))
HNV = HNVN - HSNVAR
WRITEC6.105) HNV






110 FORMATC ','S stats Cmean, variance) ' ,F6.3, 1X.F8.6)
WRITEC6.120) HSNMEN , HSNVAR
120 FORMATC ','S + N stats Cmean, variance) ' ,F6. 3, 1X.F8 .6)
WRITE C 9 , 1000) HSMEAN , HSVAR , HSNMEN , HSNVAR
1000 FORMATC ', /1X, 'Results from addition of noise ',
X/1X, ' Mean Variance',
X/1X, 'Signal ' ,F6. 3, 1X.F8 .6,
X/1X, 'Signal and Noise ' ,F6. 3, 1X.F8.6)



































FILE: SPTPLT FORTRAN AI Last edited on: 4/08/88 9:38:39





































































= Spectrum of signal
= PDF of signal
= Signal variance
= Signal mean
= Spectrum of signal and noise
= PDF of signal and noise
= Signal and noise variance
= Signal and noise mean
= Value of signal for PDF
= Values of signal with noise for S+N PDF
= Frequencies for spectra
= Frequencies for spectra




COMMON/HSIGNL/HSP , HSPDF , HSVAR , HSMEAN
COMMON/HSANDN/HSNP , HNPDF , HSNVAR , HSNMEN
COMMON/ INDVAR/HSBIN , HSNBIN , FREQ , SWGT , TYPE
COMMON/ PVAR /LEG , X , Y , AMIN , AMAX , BMIN , BMAX
REAL HSPC100),HSPDFC10000)
REAL HSNPC100),HSNPDFC10000)
REAL HSBINC 10000) , HSNBINC 10000)
REAL YSC 100) , YSNC 100) , AMIN , AMAX , BMIN , BMAX , XSC 100)
REAL FREQC100)































































CHARACTER* 16 LEGC2) ,XC2) , YC2)
CHARACTER* 8 TITLEC2)





DO 3 I 4,4
TEST = 10. **I








BMIN=AMIN1 CBMIN , HSPC I ) )






LEGC2)=' SIGNAL + NOISE $'
PLOT SPECTRA









































FILE: STSPD1 FORTRAN AI Last edited on: 10/15/87 13:23:25
SUBROUTINE STSPDlCBIN, PDF , AM, AV) STSOOO
STSOOO
q* ********************************************************************* sTsnnn
C SUBROUTINE STSPD1 STSOOO
C STSOOO
C Purpose : Calculate statistics Cmeans and variances) STSOOO
C STSOOO
C Subroutines called: STSOOO
C NONE STSOOO
STS001C
C Passed variables: STS001
C BIN = Value STS001
C PDF = Probability of the value STS001
C AM Mean STS001
C AV Variance STS001
C STS001
C Commoned data: STS001
C NONE STS001
c STS001





REAL BINC 10000), PDFC 10000) STS002
REAL* 8 MEAN, VAR STS002
STS002
C CALCULATE MEAN STS002
STS002
MEAN = 0.0 STS003
DO 10 I = 1,10000 STS003
X = DBLECBINCD) STS003
PX = DBLECPDFCD) STS003
MEAN = MEAN + PX*X STS003
10 CONTINUE STS003
STS003
C CALCULATE VARIANCE STS003
STS003
VAR = 0.0 STS003
DO 20 I = 1,10000 STS004
X = DBLECBINCD) STS004
PX = DBLECPDFCD) STS004
VAR = VAR + CX - MEAN)*CX - MEAN)*PX STS004
20 CONTINUE STS004
STS004
AM = SNGLCMEAN) STS004




FILE: TRUN1 FORTRAN AI Last edited on: 10/15/87 13:25:23






Purpose To clip signal and signal 8 Noise PDFs. Packing
Clipped values in the lowest and highest bins available










































































































































LISTING OF POSSIBLE VARIATIONS





Measured spectrum from a file
Camera lens/film stage
Magnification from Camera/film stage to printer lens/paper stage
Camera lens Modulation Transfer Function









Input can come from either:
File
Straight Line function with gamma, min. density and max. density
ArcTan Function
Granularity




Shape can be either:





Printer lens modulation transfer function









Input can come from either:
File
Straight Line function with gamma, min. density and max. density
ArcTan Function
Granularity




Shape can be either:









The following output shows an example interactive session. The following is adescription of each response:
1. Command to start program - IQCN1.
2. Specify FILENAME (FTLETYPE assummed to be LISTING) for output listing In
this case VARIATION 1 is chosen.
3. Specify plotting device. In this case a QMS Laser printer is chosen.
4. Specify for number of components (i.e. stages). Up to 10 stages can be
chosen. In this case, a color negative system has two components - film
and paper.
5. Specify the sequence of components. In this case - 1,2 - indicates that a
film then a paper stage will be used.
6. Specification for plotting of each stage. In this case - 1,1 - indicates
that both the film and paper stage results will be plotted.
7. Specification for the type of plotting of PDFs and SPECTRA. In this case -
0,2 - indicates that a Linear-Linear plot is used for PDFs and a
Logarithmic-Linear plot is used for the SPECTRA.
8. Specify title for output and plots.
9. Specify scene (i.e. input signal). A 1 indicates that the scene is from a
function, while a 2 indicates that the data comes from a datafile. A
description of the defaults is shown.
10. Specify a bimodal or unimodal type distribution. A unimodal distribution
(i.e. default of 1) was chosen.
1 1 . Specify whether to change default values that were listed earlier.
12. Resultant scene statistics (mean and variance).
13. Specify scaling for PDFs. Either full scale (0-1) or centered around mean
(+/- 0.2).
14. Specify magnification to next stage. In this case, the default value of
3.88 x was chosen.
15. Specify camera lens MTF. Either from a datafile or a diffraction limited
equation. In this case the function was chosen.
16. Specify f-number for diffraction limited equation. In this case, the
default of f-8.0 was chosen.
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17. Results from modification of PDFs/Spectra for the lens MTF. Variances
before and after modification are listed.
18. Specify filmMTF. Either from a datafile or a gaussian function. In this
case, a datafile was chosen.
19. Specify FILENAME for filmMTF. FILETYPE is assummed to be DATA. FILM was
chosen.
20. Results from modification of PDF for film MTF. Variance before and after
modification is shown.
21 . Specify ifDensity-log Exposure curve is from a file, straight line
function or arc-tangent function. In this case, a datafile was chosen.
22. Specify FILENAME for DlogE data. FILM2 was specified.
23. Specify FILETYPE for DlogE data. IQFILM was specified.
24. Specify where on the log Exposure axis will the mean of the previous stage
be centered. In this case the default (i.e. 1.4) was not chosen and a new
value of 1.8 is chosen.
25. Results from transfer of input PDF through DlogE curve. New statistics are
listed.
26. Specify if film granularity data is from a file or a function. A file was
chosen.
27. Specify FILENAME for granularity data. FILM2 was chosen.
28. Specify FILETYPE for granularity data. IQFILM was chosen.
29. Results from modification of signal and noise PDF. Progress of calculation
is shown. Resultant statistics are shown.
30. Specify shape of noise. Either bandlimited white noise, triangularly shaped
noise or exponentially shaped noise. Exponential noise was chosen.
3 1 . Specify frequency where noise power is 1% of unity power. 100 cycles/mm
was chosen.
32. Resultant information content and other metrics.
33. Specify scaling for PDF plots. In this case the plot will be centered
around the mean (+/- 0.2).
34. Specify printer lens MTF from either a datafile or diffraction limited
equation. In this case the function was chosen.
35. Specify f-number for diffraction limited equation. In this case, the
default of f-5.6 was chosen.
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36. Results from modification of PDFs for the lens MTF. Variances before and
aftermodification are listed.
37. Specify if paperMTF is from either a datafile or a gaussian function. In
this case, a datafile was chosen.
38. Specify FILENAME for paperMTF. FILETYPE is assummed to be DATA. PAPER1
was chosen.
39. Results from modification of PDFs for paper MTF. Variances before and
after modification are shown.
40. Specify ifDensity-log Exposure curve is from a file, straight line
function or arc-tangent function. In this case, a datafile was chosen.
41. Specify FILENAME for DlogE data. PAPER was specified.
42. Specify FILETYPE for DlogE data. IQPAPER was specified.
43. Specify where on the log Exposure axis will the mean of the previous stage
be centered. In this case the default was not chosen and a new value of
0.85 was chosen.
44. Results from transfer of PDFs through DlogE curve. New statistics are
listed.
45. Specify if paper granularity data is from a file or a function. A file was
chosen.
46. The file PAPER IQPAPER is entered.
47. Results from modification of signal and noise PDF. Progress of
calculations are shown. Resultant statistics are shown.
48. Specify shape of noise. Either bandlimited white noise, triangularly shaped
noise or exponentially shaped noise. Bandlimited white noise was chosen.
49. Specify cutoff frequency. 20 cycles/mm was chosen.
50. Resultant information content and other metrics.
51. Specify scaling for PDF plots. In this case the plot will be centered
around the mean (+/- 0.2).
52. Specify if soft or hard copy. The default of hard copy was chosen.
53. Specify surround illuminace. The default of 6 ft-lamberts was chosen.
54. Specify viewing distance. The default of 355 mm was chosen.
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55. Results from modification of data for the neural, sampling and optical MTF
effects of human visual system.
56. Results from modification of data for the noise effects of the human visual
system. Progress of calculations are shown. Resultant statistics are
displayed.
57. Specify shape of noise. Either bandlimited white noise, triangularly shaped
noise or exponentially shaped noise. Bandlimited white noise was chosen.
58. Specify cutoff frequency. 20 cycles/mm was chosen.
59. Resultant information content and other metrics.
60. Specify scaling of PDFs..
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The following shows the output as stored in the listing file. Below is an
explanation of each numbered item.
1 . Description of input scene and resultant statistics.
2. Magnification to next stage.
3. Specification for camera lens and resultant effect of the statistics.
4. Specification for film MTF and resultant effect on the statistics.
5. Specification for film DlogE and resultant effect on the statistics.
6. Specification of granularity data and resultant effect on statistics.
7. Specification of noise shape with cutoff frequency.
8. Resultant information content metric and other metrics.
9. Specification for printer lens and resultant effect of the statistics.
10. Specification for paper MTF and resultant effect on the statistics.
11. Specification for paper DlogE and resultant effect on the statistics.
12. Specification of paper granularity data and resultant effect on statistics.
13. Specification of noise shape with cutoff frequency.
14. Resultant information content metric and other metrics.
15. Specification of hardcopy and adaptation level.
1 6. Specification of viewing distance.
17. Results from optical, neural and sampling MTF effects.
18. Results from noise addition.
19. Specification of noise shape with cutoff frequency.
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The following figures shows the output plots from the program. Below is a
brief explanation of each plot. In all plots the dotted red line represents
the signal with noise, while the blue solid line represents the signal only.
Input Signal
* Cumulative probability functions
* Noise power spectra
Film
* Film sensitometry (i.e. Density - log exposure curve)
* Film granularity. RMS granularity versus transmittance (i.e. linear
measure)
* Resultant cumulative probability functions
* Resultant noise power spectra.
Paper
* Paper sensitometry (i.e. Density - log exposure curve)
* Paper granularity. RMS granularity versus transmittance (i.e. linear
measure)
* Resultant cumulative probability functions
* Resultant noise power spectra.
Human Visual System
* Resultant cumulative probability functions
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RESULTS FROM TEST VARIATIONS - PLOTS
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RESULTS FROM TEST VARIATIONS LISTING
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