In this project we further investigate the idea of reducing the dimensionality of datasets using a Borel isomorphism with the purpose of subsequently applying supervised learning algorithms, as originally suggested by my supervisor V. Pestov (in 2011 Dagstuhl preprint). Any consistent learning algorithm, for example kNN, retains universal consistency after a Borel isomorphism is applied. A series of concrete examples of Borel isomorphisms that reduce the number of dimensions in a dataset is provided, based on multiplying the data by orthogonal matrices before the dimensionality reducing Borel isomorphism is applied. We test the accuracy of the resulting classifier in a lower dimensional space with various data sets. Working with a phoneme voice recognition dataset, of dimension 256 with 5 classes (phonemes), we show that a Borel isomorphic reduction to dimension 16 leads to a minimal drop in accuracy. In conclusion, we discuss further prospects of the method.
• f −1 preserves complements: 1 Introduction
An Informal Introduction
Suppose we have a data set consisting of points, where each point is a set of observations, and a set of corresponding responses for each point (where the response can take on a finite number of values). In statistical machine learning, we would like to predict the response for new observations, where we know the data but not the response.
For example, suppose we would like to predict if a person has a predisposition for heart disease based on their genome. We have a database of people with their genome and whether or not they have heart disease. Now suppose we have a person for whom we know their genome but we do not know if they have heart disease. We would like to predict, based on their genomic sequence, if they have heart disease, with the only information available to us being the dataset and the person's genomic sequence. In our example, the response class has two levels (has heart disease or does not have heart disease), so this example is of a binary classification problem.
Let X be the data set and Y be the set of responses we are trying to predict. The classifier is a function f : X → Y that attempts to predict the value of the response y for a data entry x. The accuracy of f is the proportion of the time that f correctly predicts y for a given x. Similarly, the error of f is the proportion of the time that f incorrectly classifies a sample point. We would like to find a classifier f that has an accuracy that is as high as possible (or equivalently, an error that is as small as possible).
There are various types of classifiers, some of which we will discuss below. For any classifier, in order to test its accuracy we take the dataset and split it into two disjoint subsets, the training set and the testing set. The training set is used in constructing the classifier f , and based on this we predict the values for entries in the testing set. We then compare the values we predicted to the actual values and compute the accuracy of our prediction.
There are many classifiers, including k-nearest neighbour (k-NN), support vector machine (SVM), and random forest. The simplest one is k-NN and it is the one we will be using in this project.
The Bayes error is the infimum of the errors of all classifiers on the data set. A classifier is said to be universally consistent if, as the number of sample points approaches infinity, the error approaches the Bayes error.
A More Precise Formulation
Let Ω be a metric space called the domain (possibly satisfying some additional criteria, such as separability or being a Banach space), {1, 2, ..., m} be a finite set, and µ be a probability measure on Ω × {1, 2, ..., m}.
A classifier is a Borel measurable function f : Ω → Y , that maps points in Ω to classes in {1, 2, ..., m}. Without loss of generality, many authors assume that that there are only two classes {0, 1}. [17] The misclassification error of a classifier f is err µ (f ) = µ{(x, y) ∈ Ω × {1, 2, ..., m} : f (x) = y}
The Bayes error is the infimum of the error of all possible classifiers * (µ) = inf f err µ (f )
Since the misclassification probability must obviously be in [0, 1], it follows that the Bayes error is well defined for any Ω (since [0, 1] is bounded below and complete) and is in [0, 1].
Suppose we have a set of n iid random ordered pairs, (X 1 , Y 1 ), (X 2 , Y 2 ), ..., (X n , Y n ), modelling the data. A classifier constructed from these n data points is denoted L n . The process of constructing L n is called learning.
A learning rule is a sequence of classifiers L = (L n ) ∞ n=1 , where L n is a classifier constructed from n data points. A learning rule L is said to be consistent if err µ (L n ) = µ{(x, y) ∈ Ω × {1, 2, ..., m} : L n (x) = y} → * (µ) in expectation as n → ∞. We say that L is universally consistent if L is consistent for every probability measure µ on Ω × {1, 2, ..., m}. One famous example of a universally consistent classifier (on R n ) is the k-Nearest Neighbour classifier (kNN).
k-Nearest Neighbour Classifier
In order to apply the k-Nearest Neighbour classifier (k-NN), we first compute the distance between the input point and all the data points, and we then find the k nearest neighbours of the input point. Then we do a majority vote for which attribute those k neighbours have, and select that as the attribute for the point being classified. Thus, for the k-NN classifier, we require a metric structure on the domain (to compute the distances), and not just a Borel structure.
Here is example pseudocode of k-NN.
Algorithm 1 k-NN pseudocode
Require: k ∈ N, X is the domain, Y is the response (must be a finite set {1, 2, ..., p}), a ∈ X, (x 1 , y 1 ), ..., (x n , y n ) ∈ X × Y {Calculate distances from input point to all the data points} for i = 1 to n do d i ← d(a, x i ) end for {Find response for the k nearest neighbours of the input point} for i = 1 to k do m ← arg min m {d m such that 1 ≤ m ≤ n not previously selected} a i ← y m end for {Find number of times each response occurs among the k nearest neighbours} for i = 1 to p do v i ← number of times i occurs in {a 1 , a 2 , ..., a k } end for {u 1 , u 2 , ..., u q } ← {y i |1 ≤ i ≤ p such that v i is maximal among v 1 , v 2 , ..., v p } {Find the most common responses among the k nearest neighbours} s ← RandomInteger(1, q) {Break ties by selecting a random response from the most common responses} r ← u s return r {Return most common response (or if a tie occurs, one of the most common responses)} Stone's theorem states that k-NN on R n is universally consistent. [4] Theorem 1.1. The k-NN classifier is universally consistent on R n provided k = k n → ∞ and kn n → 0 as n → ∞. [4] One problem is that the data is often very high-dimensional, with many columns of data for each entry. The problem is that finding the nearest k neighbours of a point (as n → ∞) is a computationally hard problem. [3] An important observation (noted in [3] ) is that Stone's theorem does not depend on the Euclidean structure (that is, the metric or topological structure) of the domain, as long as the Borel structure is preserved. This means that if we apply a map to the domain that is bijective and preserves the Borel structure, then kNN will still be universally consistent if applied to the new space that the domain is mapped to. This provides a way to reduce the dimensionality of a data set, as shown in the following section.
Borel Isomorphisms

Borel Sets
We recall from 0.4 that the Borel algebra on a metric space X is the smallest σ-algebra containing all open sets of X, and that a set is said to be Borel if it is in the Borel algebra. To proceed futher, we introduce the concept of generators of the Borel algebra. This subsection contains some further background results.
Definition 2.1. If X is a metric space, the σ-algebra generated by a set of subsets F ⊆ P(X) is the smallest σ-algebra that contains every set in F. The sets in F are called the generators of this σ-algebra.
It is obvious that the set of open subsets of a metric space generates the Borel algebra, since by definition the Borel algebra is the smallest σ-algebra containing all open sets. To show that a family of subsets F ⊆ P(X) generates the Borel algebra, it is sufficient to show that any open set can be created from F by taking countable unions and complements (recursively) of F, and that all of F are Borel sets, as shown in the following lemma. Lemma 2.2. Let X be a metric space and F ⊆ P(X) be a family of Borel subsets of X such that any open set U ⊆ X is in the σ-algebra generated by F. Then the family of sets F generates the Borel algebra.
Proof. Let A be the σ-algebra generated by F and B be the Borel algebra of X.
Since every B ∈ F is Borel and the Borel algebra is closed under countable unions and complements, it follows that any set in A is Borel, so A ⊆ B.
Since (by assumption) all open subsets of X are in F, all open subsets of X are in A and therefore A is a σ-algebra containing all open subsets of X. The Borel algebra B is the smallest σ-algebra containing all open subsets of X. It follows that B ⊆ A.
Since A ⊆ B and B ⊆ A, A = B.
An important result, that we will use later, is that the open balls of a separable metric space generate the Borel algebra. To prove this we will first need the following result. Proof. Let Y be a countable dense subset of X, and I = A Y . Then I is a countable dense subset of A.
If A = X, then it is obvious that A = x∈I B 1 (x), which is a countable union of open balls (of radius 1). If A = X, then X \ A is nonempty (so ∃w ∈ X \ A). Let
Since I is countable, it follows that F is a countable set of open balls. For any B (x) ∈ F , ∀y ∈ B (x), y ∈ A, so it follows that B (x) ⊆ A. Since F is a set of open balls in A, it follows that the union of the open balls ∪F is a subset of A.
Let x ∈ A and x = inf{d(x, y) : y ∈ X \ A}. Since I is dense in A, for some z ∈ B x/2 , z ∈ I. Then for any y ∈ X \ A,
It follows that, for all y ∈ X \ A,
Let z = inf{d(z, y) : y ∈ X \A} ( z is the radius of the ball around z in the set F ).
, it follows that the z = inf{d(z, y) :
< z , it follows that x ∈ B z (z), and hence x is contained in at least one of the open balls in F . Therefore, x ∈ F . This means that for all x ∈ F , x ∈ F , and hence F ⊆ X.
Therefore, there is a countable set F of open balls such that F = X (since F ⊆ X and X ⊆ F ).
We are now able to show that the Borel algebra of a separable metric space is generated by the open balls of that metric space. Proof. Let B r (x) be an open ball in R centered at x ∈ R of radius r. Then
We then define I n (for n ≥ 1) as
We find that
This means that for all n ≥ 1, I n can we written in terms of complements and countable unions (in fact, finite unions) of upper open rays.
We would like to to show that ∞ n=1 I n = B r (x) by proving subset inclusions both ways.
Let n ≥ 1 and z ∈ I n . Then
This means that z ∈ (x − r, x + r) = B r (x), which means that I n ⊆ B r (x). Since for all n ≥ 1, I n ⊆ B r (x), it follows that the union of all the I n is a subset of B r (x),
Let z ∈ B r (x) and let s = |x − z|, so that z = x ± s. Since B r (x) is an open ball of radius r, it follows that 0 ≤ s < r. We then set n > s r − s
We then find that
and that
r , which means that z ∈ I n , so
Therefore, since
Borel Functions and Isomorphisms
We recall the definition of a Borel function and isomorphism from 0.7 and 0.8, respectively. A function f : X → Y is a Borel isomorphism if and only if it is bijective, f maps Borel sets to Borel sets, and f −1 maps Borel sets to Borel sets.
Theorem 2.6. The composition of Borel isomorphisms is a Borel isomorphism.
Proof. Let X, Y , Z be metric spaces and f : X → Y , g : Y → Z be Borel isomorphisms. We need to show that g • f : X → Z is a Borel isomorphism, so that g • f is bijective, maps Borel sets to Borel sets, and whose inverse maps Borel sets to Borel sets.
• Show that g • f is bijective.
Follows from the fact that the composition of bijections is a bijection.
• Show that f • g maps Borel sets to Borel sets.
X → Z maps Borel sets to Borel sets.
• Show that the inverse of g • f is maps Borel sets to Borel sets.
Since both f : X → Y and g : Y → Z are bijective, the inverse of g
Z → Y is a Borel isomorphism and so g −1 (B) ⊆ Y is Borel. Furthermore f : X → Y is also a Borel isomorphism, so that the inverse f −1 : Y → Z is a Borel isomorphism and so f −1 (g −1 (B)) ⊆ Y is also a Borel set. Therefore the inverse maps Borel sets to Borel sets.
Since g • f : X → Z is bijective, maps Borel sets to Borel sets, and its inverse maps Borel sets to Borel sets, it is a Borel Isomorphism.
This means that if we find some Borel isomorphisms, their composition is a Borel isomorphism.
In general, proving that a function is Borel can be very difficult, as we must show that the preimage of any arbitrary Borel set is a Borel set. Fortunately, we have a theorem that provides an easier way to verify that a function is Borel, by allowing us to check that the inverse image of a generator is Borel instead of having to check every Borel set. In order to prove this theorem we must first prove a couple of lemmas.
Lemma 2.7. Let X, Y be metric spaces and F be a σ-algebra on
Proof. Since F is a σ-algebra, ∅ ∈ F and Y ∈ F, which means that f −1 (∅) = ∅ ∈ A and f −1 (Y ) = X ∈ A, so A contains the empty set and the entire space. Let A i ∈ F (i ∈ N) be a countable family of sets in F and f −1 (A i ) ∈ A be the corresponding countable family of sets in A. Then by Lemma 0.6,
A, and hence A is closed under countable unions. Let A ∈ F, so f −1 (A) ∈ A. Then by Lemma 0.6, f −1 (A)
This means that A is closed under complements. Since A contains ∅ and X, and is closed under countable unions and complements, A is a σ-algebra. Lemma 2.8. Let X, Y be metric spaces, f : X → Y be a function, and A and B be σ-algebras on X and Y , respectively. Then F = {B ∈ B : f −1 (B) ∈ A} is a σ-algebra.
Proof. We notice that both ∅, Y ∈ B, f −1 (∅) = ∅ ∈ A, and f −1 (Y ) = X ∈ A, so both ∅, Y ∈ F.
For any countable family
by Lemmas 0.6 and 2.7), which means that
For any set B ∈ F, since B is a σ-algebra B C ∈ B and f −1 B C = f −1 (B) C ∈ A (by Lemmas 0.6 and 2.7), which means that B C ∈ F. This means that F contains ∅ and Y , is closed under countable unions, and is closed under complements. Therefore, F is a σ-algebra on Y . Theorem 2.9. Let X, Y be metric spaces, f : X → Y be a function, A and B be the Borel algebras on X and Y , respectively, and C be a family of sets that generates the Borel algebra of Y . If for all B ∈ C,
For any set B ∈ C, B ∈ B and f −1 (B) ∈ A by assumption, which means that B ∈ D. It follows that C ⊆ D. Since B is the smallest σ-algebra containing C (since C generates B) and D is a σ-algebra containing C, this means that B ⊆ D.
Since D ⊆ B and B ⊆ D, it follows that D = B. This means that for any set B ∈ B, f −1 (B) ∈ A and hence f is Borel. We use this fact to show that any homeomorphism is a Borel isomorphism.
Theorem 2.11. Any homeomorphism (continuous bijection with a continuous inverse) is a Borel isomorphism.
Proof. Let X, Y be metric spaces and f : X → Y be a continuous bijection with a continuous inverse. We need to show that f : X → Y is a Borel isomorphism.
We already know f : X → Y is bijective. Furthermore, since f is a bijective continuous function, by Theorem 2.10 it follows that f is a Borel function. Furthermore, f −1 is also a continuous bijective function, so by Theorem 2.10 f −1 is also a Borel function. Since f : X → Y is a bijective Borel function whose inverse is Borel, it follows that f : X → Y is a Borel isomorphism. Theorem 2.12. Let X, Y be metric spaces and f n : X → Y be a sequence of Borel functions that converges pointwise to a function f : X → Y . Then f is Borel. [16] Proof. The following proof is based on the proof of Theorem 4.2.2 in [16] , but with more details added. Let
This means that inf{d(x n , y)|y ∈ U } < 1 m
, and so for some r <
Since f n converges pointwise to f , it follows that for all
which means that for all n ≥ N , f n (x) ∈ F 2m . It follows that for some m ≥ 1 and
Similarly, if there exists an N ≥ 1 such that for all n ≥ N , f n (x) ∈ F m , then it is obvious that f (x) ∈ F m and hence f (x) ∈ U . This means that if for some m ≥ 1 and
Combining these results, we find that Proof. The following sketch of a proof is based on Theorem 15.6 of [1]. We omit the technical details. If both metric spaces X and Y are countable sets of the same cardinality, then the Borel algebra on X and Y is simply the power set, so that any bijection between X and Y is a Borel isomorphism.
We therefore need to show that any two uncountable separable complete metric spaces are Borel isomorphic. Let X be an uncountable complete separable metric space. We need to show that X is Borel isomorphic to the Cantor set C.
We start with the fact that the closed unit inverval I = [0, 1] and C are Borel isomorphic, in fact, here a Borel isomorphism between I and C is can be constructed explicitly, by first taking the binary expansion of x ∈ I and then in the binary expansion replacing each digit 1 with with the digit 2, which is then the ternary (base 3) expansion of a value in the Cantor set (in the binary representation here, all numbers other than 1 are expressed without an infinite string of 1's, and the number 1 is expressed as 0.111...). [18] We then use the fact that I and the Hilbert cube I N are Borel isomorphic, which means that C and I N are Borel isomorphic. By Theorem 4.14 in Kechris, X is homeomorphic to a subspace of I N , which means that there is an injective Borel mapping from X to C. Also, by Theorem 6.5 in Kechris X there is a continuous injective function from C to X.
This means that there is a Borel injective mapping f : X → C and a Borel injective mapping g : C → X. Therefore, by the Borel Schröder-Bernstein Theorem (Theorem 15.7 in Kechris), there exists a Borel isomorphism between X and C. Since any uncountable complete separable metric space is Borel isomorphic to the Cantor set C, this means that any two uncountable complete separable metric spaces are Borel isomorphic.
This means all uncountable separable complete metric spaces are Borel isomorphic, for instance the Cantor set, the closed unit interval [0, 1], the real line R, Euclidean space R n , 2 space, the space of continuous functions on [0, 1] (with the supremum metric) C[0, 1], the product of finitely many unit intervals (with the Euclidean metric) [0, 1] n , and any separable Banach space other than {0} are all pairwise Borel isomorphic.
Borel Maps to R
Here we work out in detail a particular case, where the function is a mapping to R, as an example that will be used later in the project. For functions to R we have a theorem that provides a simpler way to verify that a function is Borel. ∈ R) , the open intervals (a, b) (where a, b ∈ R), and the closed intervals extending to infinity (closed rays) (−∞, a] and [a, ∞) (where a ∈ R), the inverse image of (a, ∞) in Theorem 2.15 can be replaced by any of these and the theorem remains valid. [11] Using this theorem, it becomes much easier to prove a function is Borel, as we only have to show that the preimage of (a, ∞) for any a ∈ R is Borel, instead of having to show that the preimage of any Borel set is Borel.
Since f is Borel and (−∞, −a) is a Borel set, f −1 ((−∞, −a)) is a Borel set, which means that (−f ) −1 ((a, ∞)) is a Borel set, and hence −f is Borel.
Theorem 2.18. If f : X → R is Borel, then for all c ∈ R, cf is Borel.
Proof. Let a ∈ R. Since f : X → R is Borel, this means f −1 ((a, ∞)) is Borel. Suppose without loss of generality that c > 0 (if c = 0, then f is the zero function, which is obviously Borel, and if c < 0, then by Lemma 2.17, −f is Borel and so cf = (−c)(−f ), which is then a positive constant multiplied by a Borel function). Then
Since f is Borel and
, ∞ is a Borel set, and so (cf ) −1 ((a, ∞)) is a Borel set, and so cf is Borel.
Theorem 2.19. The sum of two Borel functions is Borel, that is, if f, g : X → R are Borel functions, then f + g is Borel. [10] Proof. Elements of the following proof are based on [10] .
Let h = f + g. We need to show that h −1 ((a, ∞)) is Borel for all a ∈ R. We see that, for any a ∈ R,
We have that
Since both f and g are Borel, both f −1 ((b, ∞)) and g −1 ((a−b, ∞)) are Borel sets, and since h −1 ((a, ∞)) is the countable union (since over Q) of the intersection of these sets, it is a Borel set. Therefore, by Theorem 2.15, h is Borel.
Theorem 2.20. Any finite linear combination of Borel functions from X ⊆ R to R is Borel. [10] Proof. Let f, g : X → R be Borel functions and a, b ∈ R.
Since f and g are Borel functions, by Theorem 2.18 af and bg are Borel, and then by Theorem 2.19 af + bg is Borel.
From this, it follows by induction that higher finite linear combinations (ie. af + bg + ch) are also Borel.
Theorem 2.21. Let g n : R → R be a series of Borel functions such that their sum converges pointwise to a function f : R → R,
Proof. Let f k : R → R be a sequence of functions defined as
We notice that for all k ≥ 0, f k is the sum of a finite number of Borel functions (g 0 , g 1 , ..., g k ), and so by Theorem 2.19 it follows that f k is Borel.
We also notice that f (x) = lim
is a sequence of Borel functions that converges pointwise to a function f , and so by Theorem 2.12 f is Borel. Proof. Let f : R → R be a monotone increasing function, and let r ∈ R. There are three possible cases for f −1 ((r, ∞)):
2. For all x ∈ R, f (x) > r. Then f −1 ((r, ∞)) = R, which by definition is a Borel set.
3. There exists an x ∈ R such that f (x) > r and a y ∈ R such that f (y) ≤ r.
Then let L = inf{x ∈ R | f (x) > r}, since the set of all x ∈ R such that f (x) > r is bounded below (by y) the infimum exists. Then for all x > L, f (x) > r, and for all
, which is also a Borel set.
This means that ∀r ∈ R f −1 ((r, ∞)) is a Borel set, hence f is Borel.
Corollary 2.23. Any monotone decreasing function f : R → R is Borel.
Proof. Since f is monotone decreasing, −f is monotone increasing, which by Theorem 2.22 is Borel. Therefore, by Lemma 2.17 f is Borel.
Lemma 2.24. Both the floor function f (x) = x and the ceiling function g(x) = x are Borel.
Proof. The both the floor function f (x) = x and the ceiling function g(x) = x are monotone increasing on R, so by Theorem 2.22 they are Borel.
Dimensionality-Reducing Borel Isomorphisms
An extremely important example of a Borel isomorphism from [0, 1] n to [0, 1] is a map interchanging the digits of each value. This is useful for us because it can be used to lower the dimensionality of a data set. In fact, all dimensionality reducing Borel ismorphisms used in this project are based on this.
To understand this example of a Borel isomorphism (from [0, 1] 2 to [0, 1]), consider x = (x 1 , x 2 ) = (0.437, 0.982). Then (with base 10 in this example), f (x) = 0.493872, that is, the first digit from x 1 is taken, followed by the first digit from x 2 , followed by the second digit of x 1 , followed by the second digit of x 2 , and so on. The special case of a number being exactly one can be handled by treating it as the infinite string 0.99999999.... (or an infinite string of the largest number in the base). This technique can be used with any arbitrary base and from [0, 1] n to [0, 1] m (where m < n) in general.
We now need to show this is a Borel isomorphism. We start by precisely defining this Borel isomorphism. 
Equivalently
We now need to show that this is in fact a Borel isomorphism. Proof. We first flip the order of summation in f as follows:
Factoring b j out, we obtain,
We first prove that f : [0, 1] n → [0, 1] is a well defined map, in particular that the infinite series converges and that the range of f is [0, 1].
We first notice that
This means that
Multiplying by b, we find that
Taking the floor, we find
Since all terms are nonnegative, this means that if the series converges for the largest possible value for each term, it will converge for any possible values (and will converge absolutely, since each term is equal to its absolute value). It is obvious that the minimum possible value for the sum of the series is zero, by taking each term to be zero (the smallest possible value for each term). Taking the largest possible value for each term in the sum, we find that
This means that for all possible values of x 1 , x 2 , ..., x n (in [0, 1]), the series converges (by the comparison test) and furthermore 0 ≤ f (x 1 , x 2 , ..., x n ) ≤ 1.
We must prove that f is a bijection (onto [0, 1]).
To prove surjectivity, we notice that for any y ∈ [0, 1], y = 0.y 1 y 2 y 3 y 4 ..., so we set x 1 = 0.y 1 y n+1 y 2n+1 ..., x 2 = 0.y 2 y n+2 y 2n+2 ..., ..., and x n = 0.y n y 2n y 3n ..., in which case f (x 1 , x 2 , ..., x n ) = 0.y 1 y 2 ...y n y n+1 ...y 2n y 2n+1 ..., and so f is surjective onto [0, 1].
To prove that f is injective, suppose that (x 1 , x 2 , ..., x n ) = (x 1 , x 2 , ..., x n ). Then for some 1 ≤ i ≤ n, x i = x i , which means that x i and x i differ in some digit k. Then let y = f (x 1 , x 2 , ..., x n ) and y = f (x 1 , x 2 , ..., x n ), which means that y nk+i = x i,k (where y nk+i is the nk + i th digit of y and x i,k is the k th digit of x i ) and y nk+i = x i,k . Therefore y nk+i = y nk+i and hence y = y , which means that f is injective.
Next we show that f is Borel. We first show that g j is Borel (for 1 ≤ j ≤ n), where g j is defined by
We notice that g j is the pointwise limit of a series of functions
Since this series converges pointwise as k → ∞ to g j , this means that (by Theorem 2.12) g j is Borel.
We notice that
This is the linear combination of a finite number of Borel functions, which by Theorem 2.20 is Borel.
Since f is a Borel bijective mapping between two complete separable metric spaces, by Theorem 2.13 f is a Borel isomorphism.
Similarly, we can use this to define a Borel isomorphism g : [0, 1] n → [0, 1] m , where m < n. We do this by deciding which dimensions will be combined, and apply the above Borel isomorphism f to map each set of these to [0, 1]. For instance, if we want to do an 6 to 3 dimensional Borel isomorphic reduction (from [0, 1] 6 to [0, 1] 3 ), we apply f to combine dimensions 1 and 2 into one, dimensions 3 and 4 into one, and dimensions 5 and 6 into one.
Normalizing the Data
One problem is that elements in the original data may not necessarily be in [0, 1] and could take on values outside that interval. To fix this we force the data to the interval [0, 1] by applying the function h : [x min , x max ] → [0, 1] to each element of the data set (where x min is the minimum value in the data set and x max is the maximum value in the data set):
For any value x ∈ [x min , x max ], we have that
We also have that
Combining these results, we find that 
Then h is a homeomorphism and therefore a Borel isomorphism.
Proof. We first show that h has the inverse h
To show this we first show that h(h −1 (x)) = x,
We also need to show that h −1 (h(x)) = x,
Since h(h −1 (x)) = h −1 (h(x)) = x for all x in the domain, this means that h has the inverse h −1 and so is bijective. Since both h and h −1 are linear functions, both h and h −1 are continuous, which means that h is a bijective continuous function with a continuous inverse, or a homeomorphism. Since h is a homeomorphism, by Theorem 2.11 h is also a Borel isomorphism.
Since the function h : [x min , x max ] → [0, 1] defined above used to force data to [0, 1] is a Borel isomorphism and the composition of Borel isomorphisms is a Borel isomorphism (by Theorem 2.6), we can apply h to the data before applying the digit interchange Borel isomorphism and the result is still a Borel isomorphism.
Borel Dimensionality Reduction of Datasets
The reason we are interested in Borel isomorphisms is that if we apply a Borel isomorphism from a separable metric space X to a metric space where k-NN is universally consistent (such as R n or any metric subspace of R n ), then the k-NN learning rule is universally consistent on X with the Borel isomorphism applied. More formally [3] Theorem 2.28. Let X be a separable metric space and Y a metric space (with metric d) such that k-NN is universally consistent, f : X → Y be a Borel isomorphism, and ρ be a metric on X defined by
Then the k-NN learning rule on X with the metric ρ is universally consistent.
This result (proven in [3] ) means that in the limit, as the number of sample points goes to infinity, the error of the k-NN learning rule on any separable metric space converges to the Bayes error. This does not mean that for any particular sample size, the error after applying the Borel isomorphism will remain the same. For a particular number of sample points, it is possible that applying a Borel isomorphism may increase the error, but in the limit as the number of sample points goes to infinity, k-NN after applying the Borel isomorphism will converge to the Bayes error. In this project, we will see if dimensionality reducing Borel isomorphisms preserve the accuracy well and look at methods for increasing their accuracy. There are multiple approaches we will try, including adjusting the base and applying a linear transformation before performing the digit interlace Borel isomorphism.
Datasets
We used various datasets in our project, including the Yeast dataset and the Phoneme dataset. We use the kNN classifier with the Euclidean distance.
The yeast dataset is available at the UCI machine learning repository. [19] [20] In the yeast dataset, we have a total of 10 columns and 1484 entries. Of the columns, one is a string label indicating the sample, 8 are real values with data about the yeast sample, and the last is the category, which can take on 10 possible values. This means that the Yeast dataset has 8 dimensions. The classification accuracy is not very good, being approximately 57% on average with kNN applied directly, with no dimensionality reduction (this is still far better than random choice, as the most frequent outcome occurs approximately 30 % of the time, so the accuracy of random choices is expected to be no higher than approximately 30 %). The Yeast dataset is not very high dimensional, but is good for testing purposes as simulations run quickly on the Yeast dataset.
Another dataset is the phoneme dataset. [21] This dataset consists of various phonemes being spoken, with the data being the waveform data and the attributes being the phonemes spoken. This dataset has medium high dimensionality with 256 dimensions, so it is good as an actual dataset for practice. The phoneme dataset has 4508 entries and there are 5 possible classes for the response (corresponding to the different 5 phonemes being spoken). There is also an additional column identifying the speaker.
Optimal k
Whenever we use the kNN classifier, we need to find the optimal value of k for our dataset. This is the value of k that we use for that test so we may have the highest accuracy. In general, the value of k changes if we apply a transformation to the data (such as the digit interlace Borel isomorphism), so we should find the new optimal value of k for the dataset with that transformation applied. To find the optimal k, we split the dataset into the training and testing sets, and find the value of k such that kNN maximizes the accuracy on the testing set.
As an example, we find the optimal value for k for the Yeast dataset (with an 8 to 1 Borel isomorphic reduction performed). To do this we test the accuracy with k being integers between 1 and 30 (with 500 trials, with the dataset randomly split into training and testing sets, and an 8 to 1 reduction performed), and we obtain the box-and-whiskers plot in figure 4.1. From the values of k, the maximum is at k = 11. We notice that there is no significant difference between k = 11 and k = 13, for instance, but this is not important for us, we can simply select any k that appears to be optimal. We will therefore use k = 11 here.
For the phoneme dataset in its original form we find that k = 21 is optimal. After the Borel isomorphism is applied we need to find the new optimal value of k to use in our tests.
Optimal Base
One interesting problem is to determine the optimal base for the Borel isomorphism. Smaller bases (like 2) would result in finer mixing of the values in each column (that is, columns after the first one have a larger effect), while larger bases would result in a coarser mixing and will increase the effect of the first columns and reduce the effect of later columns. We will therefore try various bases on the datasets and see which produce the most accurate results. This is one way of expanding the forms of possible Borel isomorphisms (we can try multiple bases instead of only one base), and we can then pick the one with the highest accuracy. The importance of this work is briefly discussed further in the conclusion.
We first do a test of this with the Yeast dataset. To check this we selected bases between 2 and 20 and did a test of the accuracy of reducing 8 dimensions to 1 with that base. The result is summarized in the box-and-whiskers plot in figure 5.1.
We see from this plot that bases 3, 4, and 7 appear to be optimal for the Yeast dataset.
For the Phoneme dataset, the results for the accuracy of the base depend enormously on how many dimensions are compressed into one. If all 256 dimensions are compressed into one (for a 256 to 1 dimension reduction), then base 3 is the optimal base as expected, as seen in figure 5.2. However, if only 16 dimensions are compressed into one (for a 256 to 16 dimension reduction), then base 3 is suboptimal and larger bases perform better (with 14 having the highest performance), as seen in figure 5.3. The optimal base for 16, 32, 64, 128, and 256 dimensions compressed into one is summarized in table 5.3.1. Optimal base  16  256 to 16  13  32  256 to 8  24  64  256 to 4  3  128  256 to 2  3  256 256 to 1 3 
Dimensions Compressed into One Dimensions after Reduction
Accuracy of the Borel Isomorphic Dimensionality Reduction
We now consider the overall accuracy of classifying the data after applying the Borel isomorphism, compared to directly applying kNN without the Borel isomorphism.
For the Yeast dataset, we compare the accuracy of classifying the original dataset and reducing the number of dimensions from 8 to 4, 2, and 1. We then compare the accuracy of the Borel isomorphic dimensionality reduction for various numbers of dimensions compressed into a single dimension. We compare 8 to 1, 4 to 1, 2 to 1, and no dimension reduction against each other. We select the optimal base and k for each dimensionality reduction. We obtain the box-and-whiskers plot in figure 6. We find that the accuracy decreases from 57% with no Borel isomorphism to 50% with an eight to one Borel isomorphic reduction. This means that Borel isomorphic dimensionality reduction works well for the Yeast dataset.
A box and whiskers plot of the accuracy of the Borel isomorphism applied to the Phoneme dataset (with the optimal base and k for each dimensionality reduction) is in figure 6.2. The accuracy with no Borel isomorphic dimensionality reduction is approximately 90%. We see that for a 16 dimensions compressed into one, the accuracy decreases very little to 87 %, which is almost the original accuracy. For a Borel isomorphic reduction of the entire dataset to one dimension, the accuracy is approximately 77 %.
We also compare the Borel isomorphic dimensionality reduction to two more traditional methods, Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA). Principal Component Analysis applies an orthogonal transformation that converts the variables to a set of linearly uncorrelated principal components such that the first principal component has the largest possible variance, the second principal component has the second largest possible variance, and so on. Linear Discriminant Analysis looks for linear combinations of features that separates the data points into two or more classes. For the Yeast dataset, both PCA and LDA perform worse than the Borel isomorphic dimensionality reduction. For the Phoneme dataset, both PCA and LDA perform better than Borel isomorphic dimensionality reduction for smaller dimensionality reductions, but for reductions to very low dimensional spaces (such as 256 to 1 dimension) the Borel isomorphic dimensionality reduction performs better.
In this section, we simply applied the Borel isomorphism to the columns without doing any reordering of the columns. This may not be optimal, however. This is the idea for the next section.
Multiplication by Orthogonal Matrices
Motivation
In the initial dataset, the columns are in some order. When we apply the Borel isomorphism, we apply it to the columns in that same order, so that the first digit is from the first column, the second digit from the second column, and so on. This may not be optimal, however. For instance, it is possible that the first column may be a very weak predictor while a later column may be a strong predictor. One possible solution is to multiply the original data matrix by another invertible matrix, which (if we select the right matrix) may increase the accuracy. In this way, we enlarge the forms of available Borel isomorphisms, and we may choose the one with the highest accuracy. A further justification for enlarging the forms of possible Borel isomorphisms is a topic for future research.
Theorem 7.1. Multiplying the data matrix (with n columns) by any n by n invertible matrix and then applying any Borel isomorphism is a Borel isomorphism.
Proof. Multiplication by an invertible matrix is a bijective function (since multiplying by its inverse matrix is the inverse, is it bijective) and any linear map (like matrix multiplication) on a finite dimensional vector space is bijective [6] , and its inverse is also a finite dimensional linear map and is also continuous, which means that (by Theorem 2.11), multiplication by an invertible matrix is a Borel isomorphism. Since composition of Borel isomorphisms is a Borel isomorphism (by Theorem 2.6), the composition of multiplying by an invertible matrix and then applying any other Borel isomorphism is a Borel isomorphism.
This means that we can first multiply the data matrix by any invertible matrix of our choice and then apply the digit interchange Borel isomorphism.
The problem now is to find a matrix that improves the accuracy. We would like a matrix that represents a linear transformation that rotates vectors in the data set, preferably to one that improves the accuracy. Most invertible matrices correspond to linear maps that are distortions, dilations, and contractions. We are not interested in such transformations. We are only interested in linear transformations that correspond to rotations. Such matrices form a group (under multiplication, result proven below) called the Orthogonal group, denoted O(n). Furthermore if we restrict ourselves to matrices that preserve orientation, we form the Special Orthogonal group (SO(n)).
The Orthogonal and Special Orthogonal Groups
Definition 7.2. An n by n matrix R is an orthogonal matrix if multiplying the matrix by its transpose (in either order) results in the identity matrix: [5] 
We say that R is special orthogonal if it satisfies the additional condition that the determinant is one:
det(R) = 1
We denote the set of orthogonal n by n matrices O(n) and the set of special orthogonal n by n matrices SO(n). We now show the O(n) and SO(n) are groups under multiplication, with SO(n) being a subgroup of O(n).
Theorem 7.3. The set of n by n orthogonal matricies O(n) froms a group under multiplication, and the set of special orthogonal matrices SO(n) is a subgroup of O(n).
Proof. We first show O(n) satisfies the definition of a group:
We also find that
Show that I ∈ O(n).
Since
3. Since matrix multiplication is associative, it follows that multiplication of matrices in O(n) is associative.
Show every element in
Since Q T Q = QQ T = I, by the definition of a matrix inverse Q T is the inverse of Q, so
We see that
Similarly, we see that
Next we must show that SO(n) is a subgroup of O(n). Since a matrix in SO(n) must satisfy all the conditions a matrix in O(n) does, it is obvious that SO(n) is a subset of O(n). We use the subgroup test to show SO(n) is a subgroup of O(n). [14] 1. Show I ∈ SO(n).
Since I
T I = II T = I and det(I) = 1, I ∈ SO(n).
Show if Q, R ∈ SO(n), then QR ∈ SO(n).
Since QR ∈ O(n) (shown above) and det(QR) = 1, it follows that QR ∈ SO(n).
Show if
We have already shown that since Q ∈ O(n), Q −1 ∈ O(n).
Since det(Q) = 1, we find that
Combining these facts, we find that Q −1 ∈ O(n) and det (Q −1 ) = 1, which means Q −1 ∈ SO(n).
Theorem 7.4. For any matrix Q ∈ O(n), det(Q) = ±1.
Proof. Let Q ∈ O(n). Since Q T Q = I, it follows that det(Q T Q) = det(I) = 1. We find that
Since det(Q T Q) = 1, it follows that (det(Q)) 2 = 1, and so det(Q) = ±1.
is a group (by Theorem 7.3) and Q ∈ O(n), Q 2 ∈ O(n), and since det(Q 2 ) = 1, Q 2 ∈ SO(n).
Proof. By Theorem 7.4, for any matrix Q ∈ O(n), det(Q) = ±1, which means that det(Q) = 0. A matrix is singular if and only if its determinant is zero, which means that Q is invertible. Since multiplication by any invertible matrix is a Borel isomorphism (by Theorem 7.1), multiplication by Q is a Borel isomorphism.
One important property of O(n) is that the columns are orthogonal to each other. Proof. First we show that if Q ∈ O(n), then the rows of Q are orthonormal and the columns of Q are orthonormal. Let Q ∈ O(n).
The the column vectors of Q be v 1 , v 2 , ..., v n , so that Q = v 1 v 2 ... v n . Then we find that
, so the columns of Q form an orthonormal set.
Now let the row vectors of
This means that (for all i ∈ {0, 1, ..., n}) u i · u i = u i u T i = 1, and that (for i = j) u i · u j = u i u T j = 0, so the rows of Q form an orthonormal set. This means that if Q ∈ O(n), then the rows and the columns of Q both form orthonormal sets.
We now need to prove the opposite implication. Let Q be an n by n matrix such that the column vectors v 1 , v 2 , ..., v n are orthonormal and the row vectors u 1 , u 2 , ..., u n are orthonormal. This means that ∀i ∈ {0, 1, ..., n}, v i · v i = 1 and u i · u i = 1, and that if i = j, then v i · v j = 0 and u i · u j = 0.
Then we find that
Theorem 7.8. Multiplication by a matrix Q ∈ O(n) preserves the inner product, that is, for any vectors x, y ∈ R n , x, y = Q x, Q y .
Proof. First we denote the row vectors of Q as u 1 , u 2 , ..., u n , so that Q =
By Theorem 7.7, the row vectors u 1 , u 2 , ..., u n form an orthonormal basis. We then denote the transpose of each u i as v i , so v i = u 
Furthermore, we see that
Combining the above results, we find that x, y = Q x, Q y = a 1 b 1 + a 2 b 2 + ... + a n b n Theorem 7.9. Multiplication by matrices in O(n) preserves the length of vectors with the Euclidean norm, that is, for any vector x ∈ R n , ||Q x|| 2 = || x|| 2 .
Proof. Let Q ∈ O(n) and x ∈ R n . This result follows from Theorem 7.8 as follows,
Theorem 7.10. Multiplication by matrices in O(n) preserves the angle between vectors.
Proof. Let v 1 , v 2 ∈ R n , and let θ be the angle between between v 1 and v 2 . Also let θ Q be the angle between Q v 1 and Q v 2 . Then the angle θ satisfies [8] 
We then find that from the above fact and Theorems 7.8 and 7.9,
This means that cos(θ) = cos(θ Q ), and it follows that (if without loss of generality we assume 0 ≤ θ < π), θ Q = θ.
The group SO(n) corresponds geometrically to rotations of vectors in an ndimensional space (it is the group of linear transformations preserving length and orientation of vectors), while O(n) corresponds geometrically to improper rotations (preserving length of vectors, but not necessarily orientation). [5] 
Permutation Matrices
A special class of matrices in O(n) is the set of permutation matrices, which correspond to reordering the columns of the data matrix. Definition 7.11. A permutation matrix is an n by n matrix such that each row contains exactly one 1 and all other entries in that row are 0, and each column contains exactly one 1 and all other entries in that column are zero. [8] Theorem 7.12. Any permutation matrix is in O(n).
Proof. Let P be an n by n permutation matrix. By the definition of a permutation matrix, each row and each column contains exactly one 1 and the rest of the entries are 0's. This means that the dot product of any column or row vector with itself is 1. However, if v i and v j two distinct column (or row) vectors, then they cannot have a 1 in the same position since otherwise the row (or column) corresponding to that position would have more than one 1, but each row (or column) must have exactly one 1. This means that if i = j and v i , v j are column (or row) vectors, then v i · v j = 0.
Let v i be the column vectors of P , so that
Then we have that
This means that P T P = P P T = I, so that P ∈ O(n).
Not every permutation matrix is in SO(n) however, for an example consider P = 0 1 1 0 This is a permutation matrix, but det(P ) = −1, and so P ∈ SO(2).
Applying Orthogonal Matrices in Borel Isomorphic Dimensionality Reduction
One approach is to generate random matrices in O(n) or SO(n) and see which ones improve the accuracy. To generate a random matrix in O(n), we start with a random invertible matrix (since the set of singular matrices in the set of n by n matrices has measure zero, almost all random matrices are invertible, which means that we can simply start with a random matrix) and then we can apply the Gram-Schmidt algorithm to orthonormalize the columns. To generate a matrix in SO(n), we check the sign of the determinant and flip the sign of the first row if the determinant is negative, this will create an orthonormal matrix with a determinant of 1, which is therefore in SO(n).
One problem that we have is that multiplying the data by an arbitrary matrix in O(n) or even in SO(n) does not always keep the data in [0, 1].
Example 7.13. For instance, let
We can check that Q T Q = QQ T = I and det(Q) = 1, so Q ∈ SO(n).
Suppose one row of the data matrix is (0.7, 0.9). All entries of this row are in [0, 1]. However, when this row is multiplied by Q, we find that xQ = 0.7 0.9
Obviously neither entry of (−0.141, 1.131) is in [0, 1], in fact one entry is negative while the other is greater than one. This is a problem as the digit interchange Borel isomorphism assumes that the values are in [0, 1].
We can solve this problem by applying the Borel isomorphic function (from Theorem 2.27) f (x) =
x − x min x max − x min (7.2)
to the matrix after multiplication. Since the composition of Borel isomorphisms is a Borel isomorphism (by Theorem 2.6), this means that applying this function after the matrix multiplication maintains the Borel isomorphism. Another interesting approach is to consider just one column of the data set and the result column, and to rank the columns in how good the column by itself is at predicting the outcome. We then select, if all the dimensions will be reduced into one, that the first column to be the most accurate at predicting the outcome by itself, the second column to be the second most accurate, and so on. This means that columns that are the best predictors are given larger weight. In the event that there will be multiple dimensions in the output data set, say 4 dimensions, we compress columns ranked 1, 5, 9, 13, ... into one (in that order), columns ranked 2, 6, 10, 14, ... into one, columns ranked 3, 7, 11, 15, ... into one, and columns ranked 4, 8, 12, 16, ... into one. We can then generate a permutation matrix corresponding to ordering the matrices this way. Since this is a permutation matrix, it is in O(n) by Theorem 7.12, and so we can multiply the data set by it before applying the digit interlace Borel isomorphism.
Results
We test this with the Yeast dataset. We generate the identity matrix (as a control), permutation matrix, 100 random SO(n) matrices, and 100 random O(n) matrices. We then observe the accuracy of each of these and obtain the results summarized in table 7.0.1.
The results are summarized in the box-and-whiskers plot 7.1. We observe that generating a single permutation matrix has an accuracy better than the best random O(n) or SO(n) matrix. This suggests that there is no need to randomly generate matrices and that simply using the permutation matrix (generated by ranking the columns by accuracy and placing more columns that generate more accuracy predictions at the front) is the best approach for the Yeast dataset.
When we do a 16 to 1 Borel isomorphic reduction on the Phoneme dataset, we find that multiplication by the permutation matrix decreases the accuracy, while multiplication by matrices in O(n) and SO(n) increases the accuracy, as seen in figure 7.2. However, if we do a 256 to 1 Borel isomorphic reduction on the Phoneme dataset, we find that multiplication by the permutation matrix slightly increases the accuracy, and multiplication by random matrices in O(n) and SO(n) increased the accuracy even more, as we see in figure 7.3. We see that multiplication by matrices in O(n) or SO(n) is a good approach for the phoneme dataset, as it produces better results than the identity matrix and the permutation matrix. 
Effect on Base
We would like to see how multiplying by a matrix in O(n) affects the optimal base for the Borel isomorphism.
We test this with the Yeast dataset and the permutation matrix. When we try all integer bases between 2 and 30 after multiplying by the permutation matrix and applying the Borel isomorphism, we obtain the results in figure 7.4. We see that the the optimal bases appear to be base 5 and base 7 after the data set was multiplied by the permutation matrix.
Future Prospects
In this project we have been using only the k-NN classifier. A future project would be to try this with other classifiers, including support vector machine (SVM) and random forest. The familiar problem with random forests is that they are not universally consistent, however they work very well in practice. We would like to verify the accuracy of random forests after a Borel isomorphism is applied as well.
Here is what we see as the paramount direction for research. Having at hand a large family of Borel isomorphisms to choose from will definitely help to improve the accuracy, as we have seen on many examples. On the other hand, the question that needs to be asked is the following: how to make sure that this family is not too large to avoid the problem of overfitting, because for instance if every Borel isomorphism is allowed we can fit such an isomorphism to data perfectly, but there is no guarantee that a new incoming data point will be classified correctly. This is a very familiar problem in statistics and in statistical machine learning. In machine learning it is normally solved by devising a certain measure of complexity of a class, such as the VC dimension or more generally metric entropy. We believe that it's a very interesting and important direction for research to devise a similar measure of complexity for classes of Borel isomorphisms and deduce estimates for the guaranteed accuracy.
