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Abstract
On-Line Analytical Processing (OLAP) is a powerful method for analysing large data warehouse data.
Typically, the data for an OLAP database is collected from a set of data repositories such as e.g. operational
databases. This data set is often huge, and it may not be known in advance what data is required and when
to perform the desired data analysis tasks. Sometimes it may happen that some parts of the data are only
needed occasionally. Therefore, storing all data to the OLAP database and keeping this database constantly
up-to-date is not only a highly demanding task but it also may be overkill in practice.
This suggests that in some applications it would be more feasible to form the OLAP cubes only when
they are actually needed. However, the OLAP cube construction can be a slow process. Thus, we present
a system that applies Grid technologies to distribute the computation. As the data sources may well be
heterogeneous, we propose an XML language for data collection.
The user’s definition for a OLAP new cube often includes selecting and aggregating the data. In our
system this computation is distributed to the computers that store the original data. This reduces the network
traffic and speeds up the computation that is now performed in parallel. The sub results are sent back to the
’collecting server’. Usually, the results do not arrive simultaneously. However, the collecting server starts
to process a sub result immediately after it has arrived. Therefore, there is no need to wait that all sub result
are received.
We have implemented a prototype for the system. The implementation applies Spitfire software and
Mobile Analyzer technology. They both are Grid based products applying Grid Security Infrastructure.
1 Introduction
The contents of OLAP databases are typically collected from other data repositories, such as operational
databases. For a well-defined and targeted system, where the information needs are well known, it may
be straightforward to collect the right data at the right time. However, this collection process can be time
consuming. Further, there is constantly more and more data generally available, and also the information
needs develop. Consequently, it gets more and more difficult to anticipate the needs of OLAP users. This
leads to a situation, where it is increasingly difficult to know in advance, what data is required and when for





















Because of the huge volumes of data, it is very hard and expensive to prepare in advance for a potentially
wide selection of OLAP queries. It appears that collecting the right data on demand might be a better - or
even the only - alternative for some applications. This way the data is also up-to-date, as it is collected when
it is needed.
In distribute data warehouse environment it is natural to distribute the data selection and aggregation
computing, too. Aggregation functions (e.g. sum, average) usually used in OLAP are easy to distribute.
We have implemented the distributed computing applying Grid technologies [11]. The main principle in the
distribution is that the data is processed as much as possible in the local node. In addition to parallel the
computing, this can also remarkably decrease the network traffic.
However, we emphasize that our method is for the OLAP cube construction, not processing OLAP
queries. Thus, the cube construction is not supposed to happen as ’on-line’ as answering OLAP queries.
We still believe that construction of a new cube enables the OLAP server to answer much faster to users’
actual queries against the constructed OLAP cube. This is possible since a small cube is more efficient to
process than a large one: for example it can contain relatively more precalculated data than a large cube.
A further problem may well be that the data repositories or data warehouses involved in data collection
are often heterogeneous, yet their information should be integrated in the OLAP database. XML appears
to be a suitable solution for this problem. For example, relational data can be easily transformed to an
XML (eXtensible Markup Language) [4] presentation and an XML sublanguage can be translated to other
sublanguages using XSLT (Extensible Stylesheet Language Transformations). In a similar way, the OLAP
data can be easily transformed into a form suitable for an OLAP server. This enables us to use different server
products for data analysis, provided that they are able to read data in XML form.
Our prototype implementation is a Java program that applies the Spitfire database front end [19] and
distributed computing platform, called Mobile Analyzer [3]. The data used in our examples and to test our
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Figure 1: The General Architecture of the System
In Figure 1, the idea of the system is shown. The method is explained in more detail in Section 6, but
briefly the method works as follows:
1. The virtual “universal” data warehouse schema representing all possible analysis data is shown to the
user and the user defines the needed subset of the data.
2. The Collection Server analyses the request to discover measures, dimensions, and constraints for the
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cube.
3. The Collection Server sends requests to distributed data warehouses according to the distribution
model.
4. Each remote node analyses a request, performs needed selections and aggregations, and returns the sub
result to the Collection server.
5. The Collection server performs the final aggregations. This may be needed since the remote nodes can
return data that need to be aggregated further.
6. The Collection Server sends the data to the OLAP Server in order to construct a real OLAP cube.
7. The user can pose queries against the OLAP cube in the OLAP Server using tools provided by the
OLAP Server.
The rest of this paper is organized as follows. In the next section, we introduce the main terminology.
After that, the related work is briefly studied in Section 3. In Section 4, we give a formal presentation for
the OLAP cube and cube schema and study how an OLAP cube can be presented using XML. In Section 5,
we explain how users can define data to be included in the OLAP cube. The data collection and distributed
aggregation calculation is studied in Section 6 and the implementation of the system in Section 7. Finally,
the conclusions are given in Section 8.
2 Terminology
OLAP (On-Line Analytical Processing): a method using which the user pose on-line queries against multidi-
mensional databases.
OLAP server: a ’database’ server optimised for On-Line Analytical Processing.
OLAP client: a user software to pose queries to the server OLAP.
OLAP cube: a multidimensional database storing data used in user’s analysis.
OLAP query language: a query language capable to handle queries againts multidimensional OLAP cubes,
for example MDX [23].
SQL (Structured Query Language): a standard data definition, query and manipulation language for relational
data bases.
DATA WAREHOUSE: a database where data is stored to be analysed later.
HTTP, (Hypertext Transfer Protocol): an application-level protocol for distributed, collaborative, hypermedia
information systems [9]. HTTP and its derivate HTTPS (that includes crypting of data between its provider
and user) are commonly used in the World Wide Web (see http://www.w3.org). Using HTTP/HTTPS, a web
client issues requests to a web server and receives the results (the response of the server) that are then rendered
to the user.
2.1 XML
XML (eXtensible Markup Language): “the universal format for structured documents and data on the Web”
(http://www.w3.org/XML/). As such, XML is a metalanguage – a language for describing other languages
– which lets one design customized markup languages for different types of documents, using a declaration
syntax defined in recommendation [4] (see also http://www.ucc.ie/xml/). A particular XML language, like
that used in the output format of Spitfire, conforms to a Document Type Definition (DTD) that has been
expressed using the declaration syntax, i.e. a grammar.
According to the terminological conventions, an XML document consists of elements that are either
entities or attributes (of entities). An XML processor (a computer program) can parse an XML document for
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as long as these conventions (and some further constraints) are not violated – even if there is no DTD for this
document. But in addition to this, DTD ’A’ defines what element type names and attribute type names are
valid in a document whose type is ’A’, and in what order they must occur in the document.
A simple DTD and a document that conforms it are shown in Figure 2 (adapted from [18]). Here, ac-
cording to the DTD, in a valid PERSON document, there must be one or more names and zero or more
professions; a name must have attributes last and first, a profession must have attribute value; and each of the
attribute values may consist of arbitrary character strings.
<?xml version="1.0"?>
<!DOCTYPE person [
<!ELEMENT person (name+, profession*)>
<!ATTLIST name first CDATA
last CDATA>








Figure 2: A simple DTD and document.
2.2 Grid
Our system applies Grid technologies. Foster and Kesselman describe the Grid as follows: “The Grid is
a software infrastructure that enables flexible, secure, coordinated resource sharing among dynamic collec-
tions of individuals, institutions and resources.” [11] Thus, Grid can be seen as an layered approach where
applications (like Spitfire) access resources (like databases) and users and user group have access rights to
applications.
To facilitate the Grid, so-called Grid middleware packages have been created; among them Globus [10],
Legion [15] and GridEngine [8]. All of them provide services like resource management, authentication
and authorization of users, secure (encrypted) file transfers and remote program execution. In the case of
Globus, resource management is handled by services called Globus Resource Allocation Manager (GRAM)
and Monitoring and Discovery Service (MDS) [10]; authentication and authorization are based on X.509
certificates [28]; and for file transfer and remote program execution Globus has Global Access to Secondary
Storage (GASS) [10].
An essential part of our system is the Grid Security Infrastructure (GSI) [26], which allows secure connec-
tions to potentially all computers in the Grid. The user authentication is based on a common X.509 certificate,
thus separate user IDs or passwords are not needed. In the scope of this paper, data transfers are carried out
using “gsissh”, a data transfer program that authenticates the user on the basis of his certificates.
3 Related Work
In order to achieve scalability, commercial OLAP server products have been designed to exploit distributed
computing in a number of ways. For example, Microsoft’s OLAP architecture copes with a large number of
concurrent users by offloading aggregate processing and replicating cubes, or parts thereof, as ’local’ cubes
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on client hosts [16]. Apart from distributing the processing load, this approach can also reduce network traffic
by caching results on the client for subsequent re-use.
The use of XML is starting to spread to OLAP processing through the XML for Analysis Specification
[5]. At present, the use of XML is confined to describing the structure of the result of an OLAP query, as
well as providing the mechanism for transmitting the query and the results over the Internet. By contrast, our
approach uses XML to describe the cube structure itself.
In Microsoft Analysis Services, when the user creates a new cube, it is stored in units called partitions
[16]. Distributed partitioned cubes are stored on multiple servers. All of the metadata is stored on one of
these servers and the partitions stored on the other servers are called remote partitions. This architecture
facilitates coarse-grained parallel processing since query processing is performed on all servers containing
relevant partitions.
Golfarelli et al. [13] have studied how on OLAP cube schema can be designed based on XML data. They
present a semi-automatic method to build the OLAP schema from XML data sources.
Jensen et al. [20] study how an OLAP cube can be specified from XML data on the web. They also
propose a UML (Unified Modelling Language) based multidimensional model for describing and visualis-
ing the logical structure of XML documents. Finally, they study how a multidimensional database can be
designed based on XML data sources. Their method is also capable of integrating relational and XML data.
The aims of Jensen et al. are quite different from ours, since they concentrate on how to find the possible
multidimensional structure of the pre-existing XML data. We, instead, assume that the data was originally
intended for use in multidimensional analysis; it is mostly distributed for technical reasons.
Ammoura et al. [2] have designed a system that retrieves data from distributed data sources according to
user’s query and displays the results using virtual reality methods. XML is used in representing meta data and
communication with remote data sources. To represent user’s query against data sources, they have developed
an XML query language for OLAP called XMDQL. It has some similarities to MDX [23]. The system has
some similarities to ours but the aim is still quite different: their system is a query and presentation tool while
ours is for designing and populating OLAP cubes.
Aggregation calculation has been studied in many works. The main aim has been to perform calculations
as efficiently as possible. In this spirit, distributing the calculation is studied in some works (e.g. [27, 6, 22,
12]. In this works the data is originally stored in one place and then distributed to obtain parallel computing.
In some papers the correctness of aggregations has been studied (e.g. [21, 17]. This research is focused
in obtaining correct aggregations in the presence of dimension hierarchies but some of these results can be
applied to distributed aggregation calculation, too.
Gray et al. [14] have defined a data cube operator and studied properties of aggregation functions. They
classify aggregation functions into three groups according to how they can be calculated from subsets. The
groups are: 1) distributive, 2) algebraic, and 3) holistic functions. Distributive functions are relatively easy to
calculate in subgroups. The most common aggregation functions in this group are sum, min, max, and count.
An example about an algebraic function is (arithmetic) average. It is still relative easy to compute from sub
results. For holistic functions partitioning does not work, since there is no fixed size for sub results needed in
computation. In this paper our work focus in distributed or algebraic aggregation functions.
4 OLAP Model and XML Representation of the OLAP Data
First of all, we formalise our notion of an OLAP cube. We use the relational model in our formalisation, but
this does not mean that the implementation needs to be relational OLAP.
A dimension schema is a set of attributes. An OLAP cube schema C = D1 ∪D2 ∪ ...∪Dn ∪M∪ I, where
D1...Dn are dimension schemata, M is the set of measure attributes, I is a set of measure identification
attributes, and D1 ∪D2 ∪ ...∪Dn is a superkey for C. An OLAP cube c is a relation over the OLAP cube
schema C = D1 ∪D2 ∪ ...∪Dn∪M∪ I.
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If D is a dimension schema, then a relation d over D is called a dimension. It is generally assumed that
each dimension schema Dk is chosen in such a way that there exists a single-attribute key Kk for it, although
theoretically this would not need to be so. Also, if this is not the case, then an artificial key can be formed
with values concatenated from key attribute values, but this is certainly a complication in practice.
Let K1, ...,Kn be the respective single-attribute keys for dimension schemata D1, ...,Dn. Now K1, ...,Kn is
a superkey for C. This means that tuples over the relation schema K1, ...,Kn can be used as coordinates for
the OLAP cube measure items, i.e. to identify the OLAP cube measure items.
We assume that the measure items can also be identified independently of the dimension information, that
is, we assume that also I contains a superkey for C. This is a fairly natural assumption, as we generally think
that the measurements can be somehow directly identified. That is, the measures can be identified without
the classification data using e.g. date and time information about the measurement, or some artificial ID. This
may be needed in technical measurements, e.g. high energy physics. In addition, the special ID attribute is
useful for vertical distribution of the OLAP data. However, we allow the sets I and D to intersect. In the
extreme case, the set I may be a subset of D meaning that no different measure IDs actually exist.
According to our formal model, an OLAP cube is structurally a conventional relation, where the set of
dimension attributes forms a superkey for the relation. In addition, we assume that the measure attributes in
M are not on the left hand side of any functional dependency, that is, no measure attribute determines any
dimension attribute.
This model easily supports distribution, assuming that the values of I are stored along with the measure
attribute values. As the values of I form a superkey, they can be used to support both horizontal and vertical
fragmentation in distribution. In general, K1, ...,Kn would not be equally good to use for fragmentation, as it
is not so likely that all data repositories would contain information about all dimensions.
Although our formal model is based on relational model, an XML language is used to represent the actual
data. The OLAP cube relation could be presented as such an XML document that each tuple of the relation
would correspond to one row in the XML file. However, this kind of an XML document may contain a lot
of redundancy, since information on dimension hierarchies is repeated in every row. Therefore, we partly
normalise the OLAP relation and use the so the called star schema style XML formalism to represent the
OLAP cube schema and to store OLAP cube data.
An XML star schema contains one fact table containing the measure values, the measure IDs, and di-
mension keys, and several dimension tables containing dimension hierarchies. This model not only ensures
a more economical use of the storage space but also enables us to handle dimension information separately.
For example, in our world trade data application, the country dimension is now classified according to geo-
graphical facts. However, our system enables us to get the hierarchy for the country dimension from some
external data source. For example, it would be possible to classify the countries according to standard of
living statistics that are available in a different database.
Figure 3 shows a part of the XML definition for the OLAP schema of our example data warehouse. The
”*” symbols in the schema represent arbitrary strings that can appear as the values of the attributes. The
fact table contains the measure value(s) and the key of each dimension in the cube. In this data, no specific
measure ID attributes exist because of the nature of the data. Other parts are organised to represent the
dimensions and they match the names of the attributes in the fact table. An example about presenting the
OLAP data of our world trade example is seen in Figure 4.
5 Defining Contents of New OLAP Cubes
The database / data warehouse schema is represented as an OLAP schema to the user. For simplicity, we

















Figure 3: A part of the example OLAP cube schema in XML
<olap_cube name="trade">
<fact_table>
<row value="200" product="fine paper" export_country="Finland"
import_country="UK" year="1988"/>




<row product="fine paper" sub_group="paper" main_group="forest"/>




Figure 4: A part of the example OLAP cube in XML
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In principle, the user can give the query using different kinds of query languages. One possibility is to
use the query based OLAP cube design method [25]. According to the method, the user defines the contents
of the OLAP cube by forming MDX [23] queries against the conceptual schema of the data warehouse. In
the method the user can give several queries, and the systems determines the minimal query whose answer
contains the answers of all given queries. The method itself works with other query languages than MDX.
The user’s query is transformed to a set of selection constraints and roll up operations represented by an
XML document (see Figure 6). Figure 5 shows an example query or request and the XML form of the same
request is shown in Figure 7. The XML representation is designed as an internal representation of the user’s
query but, of course, the user can directly write his/her query in this form, too.
The query XML document has two parts:
1. Selection constraints: defines which dimension values are taken into account.
2. Roll up operations: defines to which level the data will be aggregated (rolled up).
Two special values are used in definitions: In selection constraints section the value ’-1’ means the lowest
level, and in the roll up operations section the value ’0’ denotes the top level in the hierarchy, the so called
’all’ level.
The selection constraints can be defined on any level of the hierarchy. They define which dimension values
are taken into account but they do not define any aggregation calculations. For example, giving a constraint
to determine that the continent of a country must be Asia, produces a result containing all countries of Asia.
The measure values are still stored in the country level. If no selection constraints are given, then all values
are taken into account. The form of the selection constraint is the following: Selection constraint: dimension,
level, operator, value.
The roll up operations determine in what level of details data will be stored in the new OLAP cube. A
roll up operation contains a dimension name and a level name. For one dimension, only the less detailed
level constraint has effect. For example, given a roll up operation that in the country dimension the level is
’continent’, no country level data will be stored in the new cube. The form of the roll up operation is the
following: Roll up operation: dimension, level.
Selection constraints:
year = {1980, 1990},





Figure 5: An example definition for new OLAP cube
The implementation of the aggregation calculation is descried in the next section. A part of the aggregated
data that corresponds with the query in Figure 6 is shown in Figure 8.
6 Distributed Aggregation Calculation










































Figure 8: An example about aggregated data
9
6.1 Related Work on Aggregation Computing
Lenz and Thalheim [17] and Gray et al. [14] have studied applying aggregation functions in OLAP cubes.
Gray et al. have classified aggregation functions according to their properties related to how the functions
can be distributed. Assume that {Xi, j|i = 1, ..., I; j = 1, ...,J} is a two dimensional set. Aggregation functions
can be classified into three groups.
1. Distributive: F({Xi, j}) = G({F{Xi, j}|i = 1, ..., I)| j = 1, ...,J}).
2. Algebraic: F({Xi, j}) = H({G({F{Xi, j}|i = 1, ..., I)| j = 1, ...,J}), where G is an M-tuple valued func-
tion.
3. Holistic: There is no constant M to indicate the need of the temporal storage space needed to stored for
each group to be able to summarize them.
To be able to distribute the computation efficiently, the aggregation function must be distributive or alge-
braic. In the rest of this work, we focused only distributive functions, but the results can be generalised to
algebraic functions, too. Instead, distributing computation of holistic functions can be too hard in practice.
An example about a holistic function is the mode, i.e. the most frequent value. To compute this requires that
the occurrences of all values in each group are stored and then summarized. In the worst case each value
exists only once. Thus, all data must be transmit to the central node and then perform the operation for whole
data again. In this case, the distribution obviously makes the process slower.
For example, the sum is a distributive function. Thus, it can be calculated as follows:
∑{1,2,3,4,5}= ∑{∑{1,2,3},∑{4,5}}.
Further, the average is not distributive but an algebraic function. Therefore, it can also be computed in groups
quite easily.
6.2 Architecture of Distributed Computing
We assume that the data warehouse is stored as a star schema, that is, it consists of (logically) one fact table
and one dimension table for each dimension. Each of these tables can be stored in multiple sub databases. The
distribution can be horizontal or vertical. In the vertical distribution we demand that the measure identifier is
stored in each sub database. The vertical distribution can be useful if the data has very high dimensionality.
The user analysing the data may be interested only a small subset of the dimensions. This kinds of situations
exists for example in high energy physics, or trade data situated in different sales offices.
The horizontal distribution of the fact table is simply described as predicate expressions by using the


















The horizontal distribution of the fact table enables us to distribute the aggregation computing. The idea
is to perform the computing where the data is stored. The computing can be performed faster and the amount
of data to be transmitted becomes smaller.
6.3 Computing Methodology
Figure 9 illustrates the computing methodology used in our system. It has one central component, called
a collection server, which sends request to remote databases and finally does the final aggregation, if it is
needed. The remote nodes can request data from each other. In our application this is the dimensional data
for roll up operations. The needed dimension data is joined with the fact table to find out to which categories
the item rolls up.
Col lection Server
Node 1: fact table a
Node 2: fact table b Node 3: dimension table c
Node 4: dimension table d
Request for 
dimension data
Needed part of  
dimension data Needed part of  
dimension data
Needed part of  
aggregated fact data






Needed part of  
aggregated fact data
Figure 9: The system architecture
Two main methods can be applied to aggregation computing: sorting and hashing [14, 1]. In the sort
method, the data is first sorted according to the grouping attributes and then the groups are aggregated. In
the hash based methods, a hash table is used instead of sorting. The values of the same group are hashed into
the same bucket and then aggregated. The hashing method is faster because no sorting is needed but on the
other hand it is more complicate to implement, especially if the whole hash table is too large to fit in the main
memory.
A query or request to distributed OLAP databases contains selection operations and/or roll up operations.
In case of selections only, no summarizing is needed, but roll up operations (usually) require that data must
be summarized. A query containing only selections is easier to evaluate since the remote nodes always return
complete data, meaning that no further processing is required in the collection server node. In remote nodes
each selection constraints can be evaluated by joining one fact table and one dimension table. However, a
query can contain several selections related to different dimensions, so several joins may be needed.
To optimise the process, the smaller table should be transmitted to the node of the greater one. To know
which one is greater, the information on the numbers of rows in tables are stored. In general it is natural to
assume that a fact table is greater than a dimension table, therefore the dimension table (or a relevant part of
it) is transmitted to the node where the fact table is stored. Usually the dimension table is smaller. Thus, it is
sent to fact table nodes where it is needed.
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A simplified semi-join method can be used when joining fact and dimension tables located in different
nodes. While in the general semi-join, the join column of the first table is first transmitted to the location
of the second table, then selected the matching values and transmitted them back to the first node where the
final join is done. In our simplified version, we only transmit the request of the needed column name and the
given selection constraints to the remote node, and when the selected values of the given column back to the
original location to perform the final join.
Evaluating roll up operations is slightly more difficult since the data must usually be summarized. If we
image the OLAP cube as a relation, after an roll up operation the relation would contain tuples whose key
attributes are the same. This is not allowed in relational model, so these duplicate keys must be removed by
summarizing the measure values.
Using hash techniques, summarizing data can be done in single pass. If we have n rows in the cube
relation, the time needed using only one central computer is n. If we have k computers and data is distributed
equally to all nodes, we first need n/k operations in each node to perform all remote aggregations, and then the
number of returned rows, n′, to do the final aggregation in the central node. In the worst case n′ = n meaning
that the distributed method is worse than a non-distributed one. However, in practice n′ is remarkable smaller
than n. Thus, the distributed method can be much faster.
6.3.1 Algorithms for Aggregation Computing
Algorithms 1 and 2 describe the OLAP cube construction process including data selection and aggregation
computing.
Input: Data warehouse schema, distribution schema, request for a new OLAP cube
Output: A part of aggregated OLAP cube and request dimension information in XML form.
Fact table part:
1: Divide the request to sub requests according to the fact table distribution.
2: Send the sub requests to the remote nodes. Each request contains the selection conditions and roll up
operations relevant for the node at hand.
3: Receive results from the remote nodes.
4: Perform the final aggregations using the hash or sort methods. The sort method can be used if the remote
nodes have also used it. In the sort method, sort the common result file by merging the results received
from the remote databases. Summarize the measure values of the rows that have the same dimension key
values. This can be done in the same pass as sorting.
5: Store the fact table part of the final OLAP cube.
Dimension table part:
1: Divide the request to sub requests according to the dimension table nodes.
2: Send a request to each dimension table node whose dimension information is needed in the final cube.
The request contains selection conditions and information which dimension levels are needed. Are levels
may not be required if roll up operations are performed.
3: Store the dimension parts to the OLAP cube file.
Algorithm 1: Collection Server
6.3.2 Complexity of the algorithms
Collection Server node The merge sort in the collection server requires that both merging files are read
ones. This is possible since they all are already sorted according to the same attributes. The summarizing
can be done in the same time than the sorting. This can be done first merging two first sub results and then
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Input: Distribution schema, sub request for a part of the new OLAP cube
Output: OLAP cube in XML form.
Fact table part:
1: Determine what dimension information is needed to perform selections and roll up operations.
2: Send requests to dimension table nodes. The request contains selection condition and the level attribute
to which the selection of the roll up operation refers. The requests are similar kinds to both the selection
and the roll up operations.
3: Receive the dimension information from remote nodes. The resulting dimension table contains the se-
lected rows of the dimension key and the requested level attribute. The table is sorted according to the
dimension key values.
4: Performs selections and leave only selected rows in the fact table. (What is the best algorithm for this?)
If roll up operations exists, then, in the same pass just after the selection phase, change the dimension
keys of the dimension to be rolled up to the values of the corresponding level attribute.
5: Perform roll up operations using hash or sort methods.
6: Return the result to the collection server node.
Dimension table nodes:
1: Receive a request.
2: Return the rows determined by the selection conditions of the requested attributes.
Algorithm 2: Remote nodes
merging the next sub result with the result of the previous merging. The process must be done as many times
as we have remote databases. The complexity will be O(p×n), where p is the number of remote databases
used and n is the number of rows in the whole result set.
When using the hash method, only a single pass of each value is needed. Thus, the complexity is O(n).
However, the hashing is more complex to implement and requires more computing and memory.
Retrieving the dimension information does not require any computation.
Remote nodes Fact table nodes. The complexity depends on the algorithm used for the join. If both the
fact table and dimension table are sorted according to the join attributes, the merge join can be used. Then,
the complexity will be O(n+m), where n and m are number of rows in the joining tables. If the tables are not
sorted, when the hash join can be applied. The third possibility is to sort the dimension table and then utilise
the binary search in it. The complexity will be O(n× log(m)), where n is the number of rows in the fact table
and m the number of rows in the dimension table.
The selection conditions require only a single pass and this pass can be merged to the join algorithm.
Remote dimension table nodes. In the dimension table nodes only selections and projections must be
performed. For the selections, only single pass is needed. In the projections, the resulting table always
contains the dimension key, so no duplicates need to be removed.
Example. We have 175 countries which roll up to 6 continents. We perform a roll up operation to
continent level. Assume that we have n rows in the original fact table of the cube. In centralised model,
we must do n operations to do needed aggregations. If we have distributed the countries according to the
continents (assuming that each continent have the same number of countries), we must do n/6 operations in
each remote node. Since each node contains only countries of the same continent, the number of the countries
is (according our assumption) 175/6 = 29. This 29 possible countries rolls up to only one possible continent,
thus the number of rows is now n/6/29 = n/174. Therefore, each remote node returns n/174 rows to the
central node, that is, n/29 in total. Thus, the total number of sequential operations is n/6 + n/29. Or if
we apply the fact that data is distributed according to the continents, we know that no similar rows can be
returned and therefore no aggregations are needed to perform in the central node.
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7 Example Implementation
The implementation of the system relies heavily on the use of XML and the Grid technologies. The system
is being implemented using Java and C language (DB2 OLAP Server does not have a Java API) and Spitfire
[19] software. As an OLAP server, we are using IBM’s DB2 OLAP Server but the system is not very OLAP
product dependent, for as long as the input format to an OLAP server is uniform.
The resent implementation only supports horizontal distribution. Another limitation is that the whole
dimension table of each dimension must be stored in a single relation. The current implementation of Spitfire
also limits the size of the result set.
The implementation contains several layers:
• Relational databases store raw data.
• Spitfire fetches the data from relational databases and transforms it into XML.
• Java program XMLCube collects and manipulates raw XML data to represent OLAP cube in XML
from.
• Java program LoadData creates a file containing the information about dimensions members. This
information is used by a C program to create a database outline in the DB2 OLAP server. C program is
needed because DB2 OLAP server does not have a Java API. LoadData also transforms XML OLAP
cube data into a form that the DB2 OLAP server can load.
• IBM DB2 OLAP server stores the OLAP cube and evaluates users’ queries.
• OLAP client tools pass users’ requests to the OLAP server and display the results of the queries to the
users.
Figure 10 illustrates the implementation of the system on a high level. The system performs the following
tasks:
• Reading the given request and concluding attributes and constraints.
• Constructing the OLAP cube schema and populating the cube by transfering the data from different
databases according to the distribution model.
– Finding which remote databases contain required data.
– Sending sub requests to remote database nodes using the Mobile Analyzer software. Each remote
node process the request and returns a part of the cube data.
– Collection of the XML OLAP cube from the results of the remote nodes and performing possible
final aggregations.
– Transforming the XML OLAP data to a form understood by the OLAP server and sending the
data to the OLAP server.
• After the OLAP cube is populated, the user can pose queries against it by using OLAP client tools
offered by the OLAP software package.
Figure 10 illustrates the architecture of the system. Each remote database has Spitfire and Mobile Ana-
lyzer installation. Using Spitfire the database can be accessed both locally and remotely. A Java program,
which is executed under Mobile Analyzer, preforms needed selections and aggregations. In principle, each
node have a ’local collection server’. The local collection servers use Spitfire to get dimension data what
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Figure 11: OLAP schema of our example database
7.1 Example data
We use world trade data to illustrate the system. The data contains pairwise import/export figures for ten
years of more than one hundred countries classified according to product groups. In Figure 11 we can see
the conceptual model of our example database. (However, product dimension should have two levels more.)
In the figure, we have used a conceptual description method based on (functional) dependencies between
concepts [24]. The model is capable of representing OLAP dimensions and facts easily. The model also












Figure 12: A star schema for our example OLAP cube
A star schema of our example application can be seen in Figure 12. The data contains four dimensions.
However, the destination and origin dimensions have the same hierarchy, since they both represent countries.
Figure 13 shows the XML definition for the OLAP schema of our example data warehouse. The fact table
section contains the measure value (named ’value’) and the key of each dimension in the cube. In this data,
no specific measure ID attributes exist because of the nature of the data. If such measure ID existed it would
also be written in the row.
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The rest parts of the document represent the dimensions. The dimension name (i.e. < ’dimension name’
>) is a descriptive name for the dimension and it can be different from the dimension key in the fact table.
The first attribute after ’row’ is the dimension key and it must match the names of the dimension keys in the
fact table.




<row value="*" product="*" year="*" dest="*" orig="*"/>
</fact_table>
<product>
<row product="*" name="*" level1="*" level2="*" level3="*"/>
</product>
<dest>
<row dest="*" name="*" level1="*"/>
</dest>
<orig>






Figure 13: An example OLAP cube schema
7.2 Fetching Data
7.2.1 Spitfire
Spitfire, developed in association with European Data Grid Project [7], provides HTTP/HTTPS-based ser-
vices for accessing relational databases (see [19]). In practice, a Spitfire installation is a web server whose
central component is Oracle corporation’s XSQL Servlet. Upon receiving a request that contain an SQL
query from a web client, XSQL Servlet returns a response in XML format
(see http://technet.oracle.com/tech/xml/xdk_java/content.html).
Other components of Spitfire contain a certificate based user authorisation system and a service index
[19].
Due to using HTTP, the system is able to access any web pages, the data can be stored as a normal file,
not necessarily using a relational database. However, the current implementation does not support this.
Spitfire enables us to use XSLT stylesheets to change the format of the answer. If the databases are
homogenous only one stylesheet is needed but in the case of heterogenous databases, a different stylesheet
may be needed for each database to ensure that they all return the data in the same OLAP cube format.
7.2.2 Mobile Analyzer
The computing facilities of the system are implemented using the Mobile Analyzer technology [3]. Mobile
Analyzer is a Java software that easily enables the execution of Java code in remote computers and automat-
ically transmit the result back. The basic architecture of the system is shown in Figure 15. The Proxy server
serves the requests of clients and dispatches jobs to proper analysis servers using the information stored in-




<row value="23.0" product="001" year="1980" dest="d13788" orig="o5"/>
<row value="23.0" product="001" year="1980" dest="d16638" orig="o1"/>




<row product="0012" name="meat" level1="0" level2="00" level3="001"/>




<row dest="d55578" name="NORWAY" level1="d5"/>
<row dest="d55752" name="SWEDEN" level1="d5"/>




Figure 14: A part of the example OLAP cube in XML
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Figure 15: Mobile Analyzer
The basic idea of Mobile Analyzer is that the user provides Java-classes that are executed remotely. The
system has facilities to retrieve results and status information back from the computing servers. Like Spitfire,
Mobile Analyzer uses a certificate based user authorisation system.
7.3 Distribution of Example Data
The distribution of the data warehouse is given as an XML document. The document contains one section
for the fact table and the other for dimension tables. Each row in the fact table section contains the dimension
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key, a value of the key, databasename, and table name. A row determines what database contains the data in
which the dimension at hand has the given value.
In our example system, the data is distributed according to years in such a way that each year is stored in












Figure 16: A distribution of a data warehouse
7.4 Performing Cube Construction
Each database node has a local collection server running in as a Mobile Analyzer agent taking care of the local
data processing. The database requests are sent to both local and remote databases as normal SQL queries via
HTTP using Spitfire. The database servers process the query and format the answers to our XML presentation
using XSLT stylesheets. Then the local collection server performs needed selections and aggregations and
finally returns the data to the global collection server.
To determine which database contains needed values, we use an algorithm implemented in the collection
server. The algorithm gets an OLAP cube schema with possible constraints and a distribution table as input.
The algorithm first groups the cube schema according to the constraints. We illustrate the process by a query
shown in Figure 6.






















According to our example query, we are interested in products as the main group level. This means
that the measure values must be aggregated. In the example query, we can compute final yearly values in
each remote node. However, if groups, according to which aggregations should be performed, are stored on
different servers, the final aggregated values cannot be computed locally.
The manipulation of the XML OLAP cube could be done by using standard XML tools, e.g. XSLT
transformations. However, in our example implementation we use the Java language.
In Figure 1 the architecture of the system was shown. The system works as follows:
• The collection server analyses the user’s query and sends requests to remote nodes.
• Each remote node analyses a request and performs needed selections and aggregations. A remote node
may ask dimension data from another node to perform roll up operations or selections on higher level
of the hierarchy. Finally, the remote node return an answer to the collection server. The answer is
computed as far as possible using only data in the fact table of the remote node. Each node containing
a part of fact table returns measure information required and each node containing dimension data
returns dimension data that is relevant according to the query.
• The collection server performs the final aggregations. This is needed since the remote nodes can return
data that need to be aggregated further.
Example. The fact table of the trade data is distributed according to years, and dimension tables according
to dimensions. The user requests a cube in which the import countries are rolled up to the continents. The
process progress as follows:
1. The collection server sends request to the remote databases.
2. Each node containing fact data requests ’country code’ and ’continent’ attributes in the importer di-
mension table from the node where the ’importer’dimension is stored. Those attributes of the importer
dimension are needed to be able to perform the roll up operation to the continent level. A year node
performs the roll up to the continent level and then aggregates the data. The aggregated data is return to
the collection server. The node having the importer dimension table rolls up the table to the continent
level, i.e. leaves out the ’country code’ and ’country name’ attributes, when it returns the dimension
table to the collection server.
3. The collection server does not need to perform any further aggregations, since the data received from
the remote databases is final. Some aggregations may be needed if one year would have been stored
in different databases, because all these databases would return a value concerning the importers in
continent level. These different values should be aggregated.
7.4.1 Selection Constraints
If the requests contain selection conditions to detailed data, these conditions are put in the WHERE clause of
the SQL query.
The current implementation supports only equality constrains, i.e. the members of dimensions to be
included in the resulting set must be listed. Further, there can be only one selection constraint per dimension
in other than the most detailed hierarchy level. These limitations are purely because of our simple prototype
implementation.
The evaluation of the selection constraints works as follows: The selection constraints of the lowest level
are sent to the database server as the where clause of SQL. These constraints can always be checked using
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only the information in the local database. The higher roll up operations are evaluated by the local collection
servers since the dimension information may be needed from remote databases. The current processing
method for selection constraints is based on first sorting the fact table and the dimension table according to
the dimension at hand and then selecting matching rows to be taken to the result. The unmatched rows are
removed both the fact table and the dimension table parts of the XML cube file.
7.4.2 Roll Up Operations
Roll up operations are done changing the value of the dimension key to the value to which the dimension key
value rolls up. After performing roll up operations, the data is usually needed to be aggregated. Aggregation
computing is performed in the local nodes as far as possible. However, depending on the distribution model,
the final aggregation values cannot always be calculated distributively but the final aggregation must be done
in one node.The current implementation is two phased:
1. The dimension keys of the dimension at hand in the fact table are changed to the values of ’the new most
detailed level’. For example, the country codes are changed to the continent codes. The right codes are
found in the dimension table section of the XML cube file. The lower level codes are removed from
the dimension table.
2. The new fact table is sorted. Now it is easy to notice whether the file contains duplicate rows. Fi-
nally, the duplicate rows are removed by summarizing the measure values of the rows having identical
dimension key values.
7.5 Loading Data into an OLAP Server
OLAP servers can load data in different ways but most OLAP servers can read at least textual data where
each column represents a dimension or a measure value and each row represents one “measure event”. The
columns are usually separated by spaces or tabulators. This kind of formulation can also be produced from
our XML data. However, when operating with large data sets, it is not meaningful to store large temporal
files. Actually, these files can become huge, since data in tabular format is often totally unnormalised and
may even contain mostly null values. Therefore, it is more desirable to use methods that do not require
intermediate files, for example the APIs of the OLAP systems.
In our prototype implementation we have used the IBM DB2 OLAP server. For loading the OLAP data
into the OLAP server is done by three programs:
1. MakeDimensionTrees: A Java program that reads the XML OLAP cube document and construct a tree
representation of dimension hierarchies. This output file is read by C program MakeOutline.
2. MakeOutline: A C program that reads the output of MakeDimensionTrees and uses OLAP API to
create a new application and database having the outline as defined in the file. The default aggregation
is set as addition.
3. LoadData: A Java Program that reads the XML OLAP cube file and constructs a text file that can be
loaded into the DB2 OLAP server using server command ’loaddata’.
7.6 Testing
We tested the implementation using four computers processing locally stored data in Tampere, Finland and
one computer collecting the sub results in Geneva, Switzerland. Depending the request, using five computers
was 2-3.5 times faster than using only one computer. The distributed computing became relatively faster
when the amount of locally processed data increased and the request contains many roll up operations and
selections.
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8 Conclusions and Future Work
We have presented a method to help in analysing large distributed heterogenous data warehouses. The
method helps the user to construct an OLAP cube from distributed data for his/her analysis requirements.
The method applies the XML language and we have given an XML presentation for OLAP cubes and OLAP
cube schemata. An OLAP cube in XML form can be easily transformed to a form that OLAP servers can
read. Finally, the actual data analysis is done by using an OLAP server product.
The current implementation constructs an OLAP cube into DB2 OLAP server from distributed Spitfire
data sources and user’s input. The aggregation calculation and data selection is done parallel in remote
databases as far as possible. All the input files are in XML and also the data from remote nodes are received in
XML. The input files contain an definition for ’universal cube’ representing the data warehouse as an OLAP
cube, the definition of the contents of the new OLAP cube, and the distribution schema of the distributed
data warehouse. The system constructs an OLAP cube as a file using a specific XML sublanguage, and also
construct the OLAP cube in DB2 OLAP server.
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