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Abstract. In this paper, the Constraint Programming is applied to the problem
of equitable division of sets. The solution applied here, find the best solution
available, based on all the possibilities. It is a NP problem, and had how cha-
racteristic in this implementation, the use of the fd sets library, that lets you
create variables of sets type. In the solution shown in this paper, the results ob-
tained and the run time, are compatible to the complexity of the problem. Also,
a mathematical modeling was created. It defines rules and formulas that can be
used to solve the problem. This affirmation reinforces that CP is an attractive
theory to the combinatorial problems to be applied to real problems, how the
problem showed in this paper.
Resumo. Neste artigo, a Programação por Restrições é aplicada ao problema
da divisão equânime de conjuntos. A solução aplicada no problema consiste
em encontrar a melhor solução disponı́vel, baseado em todas as possibilida-
des existentes. Problema de complexidade NP, teve como caracterı́stica nesta
implementação, o uso da biblioteca fd sets, que possibilita criar variáveis do
tipo conjuntos (Sets). Na solução exibida neste artigo, os resultados levanta-
dos, bem como o tempo de execução, são compatı́veis com a complexidade do
problema. Também, uma modelagem matemática sobre o problema foi criada.
Esta, define regras e especifica fórmulas a serem utilizadas na solução do pro-
blema. Este resultado fortalece a PR como uma teoria atrativa a problema
combinatoriais a serem aplicados a problemas reais, como o exemplo que é
apresentado neste artigo.
1. Introdução
Os problemas combinatoriais são onipresentes no mundo real e efetivamente podem re-
quisitar soluções: ótimas, aceitáveis, uma única, ou até mesmo, podem exibir a ausência
de uma solução. Em geral, estes são relacionados há problemas de: escalonamen-
tos, planejamento, jogos, atribuição, diagnósticos, multi-critérios, etc. Invariavelmente,
estes encontram-se com uma complexidade dentro da classe NP [Papadimitriou 1994,
Sipser 1996].
Das diversas áreas que atacam estes problemas, cita-se a Pesquisa Operacional
(PO), bem como a Inteligência Artificial (IA) e suas diversas áreas de pesquisas. Um
dos objetivos recorrentes da IA é a especificação de metodologias e técnicas que resol-
vam problemas especı́ficos, cujas soluções apresentem caracterı́sticas do comportamento
humano “inteligente”. Os objetivos atuais da IA estão distantes da definição original de
inteligência para uma máquina, formulada por Turing [Russell and Norvig 2010], a qual
exige senso comum em sua avaliação e aceitação.
A IA atual visa estabelecer uma tecnologia capaz de suportar o desenvolvimento
de programas com desempenho em tarefas que exijam uma sofisticação cognitiva, seja
em um domı́nio especializado ou não. Um programa que atenda a essa condição é con-
siderado inteligente. Essa definição de “inteligência” almeja um sistema com a capaci-
dade de aprender novos conhecimentos a partir de um conhecimento básico e, finalmente,
reproduzi-los com desempenho semelhante a um especialista.
Neste contexto, os problemas cuja estruturação de uma solução algorı́tmica exata
ou aproximada, os quais conduzam há um significativo número de espaço de estados, ra-
ciocı́nio diversos, incertezas, múltiplas avaliações, manutenção de verdades, dinâmica
temporal, evolução, etc, são de interesse da IA. Assim, um problema que exija uma
construção algorı́tmica, cuja complexidade ultrapasse a ordem O(nk), é um indicativo
de um problema de IA.
Neste artigo, um problema real com um significativo número de espaço de estados,
tem caracterı́stica para ser tratado com técnicas/teorias da IA. Uma das destas é conhecida
como a Programação por Restrições (PR) [Apt 2003], a qual se preocupa em resolver
problemas combinatoriais tı́picos das classes NP e E [Rossi et al. 2006, Dechter 2003].
A PR visa filtrar e consequentemente encolher o espaço de estados para encontrar uma
solução válida, todas ou algumas soluções, a otimizada, ou comprovar a inexistência de
uma solução.
Neste artigo, a resolução do problema da divisão equânime de conjuntos, signifi-
cativo quanto memória utilizada e espaço de estados é atacado por uma técnica conhecida
como a Programação por Restrições (PR) [Apt 2003], a qual se preocupa em resolver
problemas combinatoriais tı́picos das classes NP e E [Rossi et al. 2006, Dechter 2003].
O problema apresentado, consiste em dividir um conjunto inicial de números, em m sub-
conjuntos da forma mais igual possı́vel. É como dividir doze pessoas em dois times de
voleibol. Cada time deverá possuir seis integrantes, e suas habilidades devem estar ba-
lanceadas, para que o jogo seja disputado de forma justa. O objetivo deste problema é
dividir n números pertencentes a um conjunto inicial, em m sub-conjuntos que possuam
a mesma quantidade de números, e que estes números somados possuam valor o mais
próximo possı́vel da soma dos outros conjuntos.
Este artigo está organizado de acordo com: na seção 2 uma revisão do contexto
da PR e suas motivações. Na seção 3 segue por uma análise e modelagem do problema.
Na seção 4 é discutido aspectos técnicos desta solução escrito no solver ECLiPSe . Na
seção 5 alguns testes são exibidos afim de constatar a eficiência da PR.
2. Fundamentação Conceitual
Nesta seção é apresentada a classe dos Problemas de Satisfação de Restrições (PSR), e
uma sı́ntese dos objetivos da Programação por Restrições, como uma das técnicas diri-
gida a resolver os PSRs.
2.1. Problemas de Satisfação de Restrições
Um problema combinatorial clássico é apresentado por um conjunto de variáveis de um
sistema, as quais serão instanciadas por objetos de domı́nios, segundo um conjunto de
relações, as quais representam o relacionamento entre os objetos. A tarefa combinatorial
é dada pela ação de instanciar estes objetos as variáveis, de tal modo que todas as relações
sejam satisfeitas.
A esta classe de problemas combinatoriais é conhecida como Problemas de
Satisfação de Restrições (PSRs). A resolução dos PSR’s constituem em encontrar va-
lores as variáveis respeitando ou satisfazendo suas restrições. Deste modo, um PSR é
tipicamente um problema NP-Completo [Rossi et al. 2006]. O desafio de todo o proces-
samento por restrições está em gerar algoritmos que resolvam esta classe de problemas em
um tempo computacional aceitável. Invariavelmente, alguns destes problemas NP, podem
apresentar uma complexidade espacial consideravel, assim passam para classe P-SPACE
[Sipser 1996].
Dado este aspecto combinatorial e de complexidade NP, esta passa ter interesse
por outras áreas da pesquisa que lidam buscas heurı́sticas, tais como a Computação Evo-
lutiva (CE), ou ainda buscas completas com a IA clássica e a Pesquisa Operacional (PO),
etc. Em geral, destacam-se os problemas de escalonamentos, planejamento, roteamento,
contenção, alocação, etc, atacando-os com ferramentas da PR [Rossi et al. 2006].
2.2. Programação por Restrições
O objetivo da Programação por Restrições (PR) é resolver problemas por exploração das
restrições encontrando valores que satisfaçam uma solução [Apt 2003]. A PR provê uma
abordagem declarativa para resolução de problemas.
A tarefa principal de um algoritmo PR está em encontrar soluções (valores para
as variáveis) que obedeçam as regras impostas pelas restrições. Um resultado é dito
consistente quando atende a estes critérios [Barták 1999]. Para aplicações da PR exis-
tem algoritmos que se utilizam dos conceitos advindos da Pesquisa Operacional (PO), da
Programação em Lógica (PL), entre outros [Barták 2007].
2.3. Elementos da Programação por Restrições
Alguns fundamentos da PR se relacionam via restrições e declarações sobre um problema.
Os problemas devem ser modelados, categorizados, ou seja, representados de forma a
fazer com que se possa aplicar um determinado método de busca para encontrar a(s)
solução(ões). Diversas são as técnicas encontradas na IA para a modelagem e resolução
de problemas [Russell and Norvig 2010]. Formalmente um modelo em PR, segue uma
notação dada pela tupla (V,D,R), onde:
V : um conjunto de variáveis usadas na modelagem do problema, {x1, ..., xn};
D: um conjunto domı́nio(s), {D1, ..., Dn} em que as variáveis de V podem assumir va-
lores;
R: tem-se no de m conjunto de restrições um mapeamento do tipo (V × D)m → V .
Assim, uma restrição é dada por: rj(x1, ..., xn)
Logo, encontrar uma solução de um modelo em PR é logicamente expresso por:
∃x1∃x2...∃xn(r1(x1, ..., xn) ∧ r2(x1, ..., xn) ∧ ... ∧ rm(x1, ..., xn)) (1)
Onde a sua interpretação lógica consistente é uma resposta ao pro-
blema. A descrição de sua solubilidade é análoga ao mundo de Herbrand
[Russell and Norvig 2010]. Cada restrição é aplicada a um subconjunto de variáveis, vi-
sando a satisfatibilidade em de seus valores. Uma atribuição é dita consistente se esta não
violar nenhuma restrição. Assim, uma solução é encontrada quando todas as variáveis
possuirem um valor consistente [Apt 2003, Dechter 2003, Rossi et al. 2006].
Assim, encontrar uma solução para um problema (p) em termos de (V,D,R),
resume-se em encontrar uma construção de um modelo (Mp) para este problema. Logo,
um modelo deve ser especificado por esta tupla, tal que Mp = (V,D,R). Leia-se: um
modelo M para o problema p. Em resumo, busca-se uma consistência da equação 1,
computando-se sobre Mp de modo recursivo, aplicando suas restrições, propagação e
expansão, sistematicamente sobre um procedimento de busca. Detalhes: [Apt 2003].
Restrições
As restrições conduzem há um encolhimento no espaço de possibilidades (de estados) na
busca por uma solução. A ordem pela qual as restrições são impostas não é relevante, mas
sim, que ao final da conjunção dos termos seja atribuı́do o valor verdadeiro. As restrições
possuem propriedades importantes a serem citadas [Rossi et al. 2006], tais como:
• Elas constituem uma informação parcial, haja vista que esta não pode, por si só,
determinar o valor das variáveis do problema;
• As restrições são aditivas. Por exemplo: uma restrição r1 : X + Y ≥ Z pode ser
adicionada a uma outra restrição r2 : X + Y ≤ W ;
• As restrições raramente são independentes. Geralmente compartilham variáveis,
pois tratam sob um mesmo modelo. A combinação das restrições r1 e r2 resulta
na obtenção de uma expressão algébrica do tipo: Z ≥ X + Y ≤ W ;
• As restrições são ainda não-direcionais. Considerando a restrição X+Y = Z, esta
pode ser utilizada para determinar a sua forma equivalente em X (X = Z − Y )
ou em Y (Y = Z −X);
• As restrições são de natureza declarativa pelo fato de apenas denotarem as
relações que devem ser asseguradas entre variáveis sem especificar um procedi-
mento computacional para estabelecer esse relacionamento.
Afim de tratar essas restrições, variáveis, temos linguagens dirigidas há modelos
construı́dos sob o paradigma da PR. Essas linguagens possuem suporte a diversos tipos de
domı́nios. Dentre elas destacam-se as restrições booleanas, domı́nios finitos, intervalos
reais e termos lineares. Os mais utilizados são: inteiros, booleanos, reais (potencialmente
infinito), conjuntos, intervalos, etc. Detalhes encontram-se [Apt 2003].
2.4. Modelagem da Programação por Restrições
A partir das definição de modelo da PR, com os conceitos de restrições, domı́nios
e variáveis de um problema, evidencia-se uma aderência desta com o paradigma da
Programação em Lógica (PL) [Rossi et al. 2006, Marriott and Stuckey 1998]. O me-
canismo de busca embutido nas linguagens com PL é natural e imediato visando a
exploração, e consequentemente, a redução ou filtragem do espaço de estados. Assim,
este trabalho resolve um problema com a PR, mas utilizando uma linguagem especı́fica
da PL, com uma biblioteca e mecanismo de busca modificado ao paradigma da PR. Es-
tas linguagens da PR são conhecidas como solvers de Mp. O solver aqui utilizado é o
ECLiPSe(ver http://\eclipseclp.org/).
Estes aspectos da PR torna-a atrativa sob os seguintes requisitos metodológicos na
resolução de problemas diversos [Barták 2007]:
• Adequação a representação do conhecimento, caso este seja construı́do sob al-
guma notação matemática;
• Rápida prototipação, consequentemente baixo custo de desenvolvimento;
• Visão declarativa de suas restrições, possibilitando uma facilidade quanto aos tes-
tes e depuração;
• Flexibilidade na codificação dos algoritmos por abstrair caracterı́sticas de
programação em lógica.
Estes requisitos são imediatos ao se realizar uma prototipação, uma prova de con-
ceito, etc, de um problema de complexidade exponencial, no caso os problemas da classe
NP. As seções que se seguem, descrevem o problema aqui resolvido, sua modelagem,
implementação e resultados.
3. Divisão Equânime de Conjuntos
O problema da divisão equânime de conjuntos, pertence a um conjunto de problemas
que podem ser enfrentados por qualquer pessoa comum no seu dia-a-dia. Qualquer tipo
default de pessoa pode necessitar dividir uma carga. Todas as pessoas que já foram ao
mercado realizar compras para a casa, perceberam que não podem colocar uma grande
quantidade de itens na mesma sacola. Isto acontece, pois todo tipo de instrumento de
carga criado possui um limite de peso. Quanto este limite é ultrapassado, o instrumento
se rompe. Logo, os itens que são comprados devem ser divididos, para que possam ser
carregados com segurança. Quando algo de maior proporção é levado em consideração,
como uma transportadora de carga, é notável que a dificuldade em selecionar a forma que
os itens serão divididos torna-se um pouco mais complexa.
3.1. Motivação
Para que seja fácil entender o objetivo do problema, pode-se utilizar uma transportadora
como exemplo. Se uma carga de n caixas, todas com a mesma altura, largura e profun-
didade, porém com pesos inteiros variados, precisa ser transportada, e a transportadora
responsável sabe que são necessários m caminhões para realizar a tarefa, existe a necessi-
dade de divisão equânime das caixas entre os caminhões. A transportadora pode preferir
este tipo de divisão por vários motivos, como a melhor manutenção dos caminhões, eco-
nomia no combustı́vel total com a distribuição dos pesos, e o melhor aproveitamento da
aceleração dos caminhões, reduzindo o tempo total de viagem.
3.2. Modelagem
Para chegar ao objetivo final, que é possuir todos os sub-conjuntos de itens com o melhor
balanceamento possı́vel, uma sequência de passos deve ser realizada. Primeiramente, é
necessário verificar quantos itens (ou caixas) cada sub-conjunto (ou caminhão) deverá
receber. Para que este resultado seja obtido, cada sub-conjunto recebe uma identificação,










sendo x a identificação do sub-conjunto atual, m a quantidade total de sub-conjuntos, n
a quantidade total de itens,
∑x−1
i=1 q (i) a soma da quantidade de itens já estipulada para
os demais sub-conjuntos, e q(x) determina a quantidade de itens que o sub-conjunto deve
receber.
Após calcular a quantidade exata de itens de cada sub-conjunto, é possı́vel partir
para a próxima parte do problema: selecionar quais são os itens que são colocados em
cada um deles. A partir deste ponto, existem mn − 1 possibilidades de solução. Para que
seja possı́vel encontrar a melhor delas, é necessário examinar cada uma. Então, sejam
solution1, solution2..solution(m
n)−1 todas as soluções possı́veis, e seja dj,k a diferença
absoluta entre a soma dos elementos de dois conjuntos j e k, a maior diferença encontrada
entre dois conjuntos de uma mesma solução é dada por
diff solutionx = max(dy,z) onde 1 ≤ y ≤ (m− 1) e (y + 1) ≤ z ≤ m (3)
O último passo o objetivo ser alcançado é verificar o menor valor encontrado
dentre todas as soluções. Assim, o resultado esperado será dado pelo resultado de
diff solutionx que possuir valor igual a min(diff solution1..((mn)−1)).
Logo, a solução a ser escolhida é que a possuir a menor das maiores diferenças
entre a soma dos elementos de seus respectivos conjuntos.
4. Implementação
Para que a solução proposta neste artigo pudesse ser implementada, foram utilizados
métodos de programação com restrições. Utilizando uma abordagem válida, que atenda
as restrições abordadas na seção 3, nesta seção serão mostrados os passos utilizados para
a implementação da solução desejada.
Primeiramente, um laço que realiza a primeira equação mostrada na seção ante-
rior, aplica as restrições no vetor NumberEachSet, que é responsável por armazenar a
quantidade de itens que cada sub-conjunto receberá. Então, há uma preparação envol-
vendo as restrições do problema, restringindo valores especı́ficos a cada variável. Desta
forma, o solver saberá quais são as opções corretas para a solução esperada. Após todas
as preparações estarem completas, as restrições que envolvem as duas últimas fórmulas
citadas na modelagem do problema são criadas. Primeiro, a variável Absol tem como
restrição receber a diferença absoluta da soma de cada um dos conjuntos. Após isso,
a variável Diff é restringida em receber o maior dos valores calculados anteriormente.
Então, fica a cargo da função minimize buscar o menor Diff possı́vel para a situação,
através do método backtracking.
4.1. Biblioteca fd sets
A biblioteca testada na implementação, é um solucionador de restrições sobre o
domı́nio de conjuntos inteiros finitos. Sua utilização foi de importancia crucial para a
solução encontrada, visto que funções especı́ficas para conjuntos foram utilizadas, como
all disjoint(+Sets) que tem função de fazer com que todos os sub-conjuntos não possuam
itens repetidos. A principal desvantagem de utilizar este meio de solução, foi a impossibi-
lidade de utilizar a função search(+L, ++Arg, ++Select, +Choice, ++Method, +Option)
devido as limitações de tipagem de dados, gerando uma incompatibilidade.
Porém, mesmo com esta desvantagem, deve-se ressaltar a importância deste novo
tipo de dados na solução. Não sendo um tipo comum, este experimento abre portas às
novas soluções que utilizem deste grande potencial que são os Conjuntos. É de grande
utilidade para problemas que necessitem desta representação, pois a partir da utilização de
restrições é possı́vel fazer com que o conjunto, possua regras que devem ser controladas
por outras partes do programa, em linguagens que não possuem este recurso. Assim, o
resultado alcançado com sua utilização foi satisfatório, e ficou dentro das expectativas.
5. Resultados
As bibliotecas utilizadas para que os resultados citados nesta seção fossem obitdos, foram
fd, fd sets, ic e lists, disponı́veis no mesmo pacote de instalação do ECLiPSe .
Os testes consistem em executar o algoritmo com várias combinações de quanti-
dade de itens, e quantidades de sub-conjuntos. O objetivo da realização de tais testes, é
verificar qual a complexidade do algoritmo criado para a solução, e também o crescimento
de seu tempo de execução, tendo como comparação os dois fatores testados.
Na tabela 1 contém os testes realizados e seus determinados tempos de
execução, em segundos. O primeiro conjunto de itens utilizado, continham 10
números, dado por: 63, 135, 360, 422, 581, 631, 677, 728, 752,
941. Já o segundo conjunto utilizado, continham 20 números, composto
por: 38, 55, 67, 102, 117, 143, 153, 168, 171, 199, 214, 222,
248, 283, 288, 319, 330, 343, 367, 458.
5.1. Função search e seus Parâmetros
Devido as limitações de linguagem já comentadas, não foi possı́vel realizar testes com o
algoritmo implementado. Então, os tempos de execução demonstrados na tabela acima,
foram medidos a partir da execução default da solução, não levando em consideração
nenhuma heurı́stica, ou qualquer outro tipo de abordagem que visa reduzir o tempo de
execução. Uma sugestão para trabalho futuro, é encontrar uma solução que possa ser utili-
zada dentro da função tı́tulo desta seção, possibilitando o estudo de padrões de heurı́sticas
para este tipo de problema.
Tabela 1. Resultados (número de partições × quantidade total de itens)
Itens→










Para encontrar solução para o problema da partição, foi utilizada neste artigo uma
implementação feita com Programação por Restrições (PR). O algoritmo foi construı́do
para encontrar a melhor solução possı́vel, a partir de todas as combinações possı́veis, o
que prejudicou o tempo de execução. Utilizando backtracking para buscar todas as pos-
sibilidades de solução, quanto maior for a quantidade de itens, mais cresce a árvore que
contém tais resultados. Assim, justifica-se a escolha destas combinações de itens. O ob-
jetivo de verificar qual variável possui mais influência no tempo final de execução, foi
obtido.
Como é possı́vel observar na tabela, com um conjunto de 10 elementos, o re-
sultado com 3 partições teve um crescimento de 1840% em relação ao resultado com 2
partições. Já num conjunto com 20 elementos, o dobro do inicial, foi obtido 96950,28%
de crescimento. Novamente no conjunto com 10 elementos, os resultados com 4 e 8
sub-conjuntos (o dobro), tiveram um crescimento de 11534,10%, inferior a metade da
porcentagem alcançada dobrando a quantidade de itens.
Desta forma, não foi possı́vel fugir da natureza do problema, NP-Completo. Seu
tempo de execução cresce exponencialmente, e nenhuma heurı́stica pôde ser utilizada
devido a algumas restrições da linguagem. Porém, a implementação de um algoritmo
funcional, que busca o resultado esperado com precisão, possui nı́vel de dificuldade rela-
tivamente fácil, mostrando que a Programação por Restrições consegue aplicar problemas
reais, e que com um pouco mais de pesquisa, pode se firmar como uma alternativa na área
de problemas de decisão.
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