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Abstract
This thesis will describe two separate research projects that I have been working
on in the past two years at the Space Nanotechnology Laboratory (SNL). The first
project centers on the design and fabrication of a novel micro-mechanical device,
the so-called microcomb, which is used to assemble high-accuracy foil x-ray optics.
The second involves detailed theoretical characterization of vector Gaussian laser
beam propagation and interference, which is of crucial importance to the successful
implementation of a scanning beam interference lithography system (SBIL), currently
under development at SNL.
Traditional foil assembly tools and techniques are crude, hence incapable of sup-
plying any arcsecond resolution foil x-ray optics. Microcombs are at the core of
a unique assembly scheme, which promises subarcsecond, and ultimately diffraction-
limited image resolution. Like virtually all micro-electro-mechanical systems (MEMS)
devices, microcombs are fabricated in silicon. Thus far, two types of structures have
been designed and prototyped. They are called reference and spring microcombs.
The reference microcomb provides a highly accurate single point of contact, against
which, an x-ray reflecting mirror foil will rest. The spring microcomb has a built-
in micro-spring actuation mechanism, capable of imparting with precision minute
forces to the mirror foil. Working together, the reference and spring microcombs
can be used to shape and position the foils with unparalleled accuracy. Our initial
test has revealed subarcsecond foil assembly reproducibility, and +10 microradians
(2 arcseconds) slot-to-slot repeatability. Attaining diffraction-limited foil x-ray optics
may be the ultimate reward of this modern approach.
The second part of this thesis centers on the modeling of Gaussian beam propa-
gation and interference, which has always remained an intense area of research since
the advent of laser. Gaussian beam has traditionally been studied with a so-called
scalar paraxial approximation, which ignores the vector nature of the electric field,
and assumes a tight beam confinement to the axis of propagation. Under most cir-
cumstances, this simple approximation works very well. However, its applicability to
the SBIL system is yet to be proven. Capable of capturing and scanning the inter-
ference pattern of two millimeter-diameter Gaussian laser beams, SBIL is designed
to produce large-area gratings while restricting their spatial phase distortions to the
subnanometer level. Its potential application is considerable, including establishing
a plausible metrology standard for the semiconductor industry. The subnanometer
phase tolerance compels a complete understanding on the nature of Gaussian beam
propagation and interference. In particular, any potential source of phase contribu-
tion allowed by the theory of electrodynamics must be carefully investigated. This
thesis will take into account the full vector nature of the electric field, and study
beam properties beyond the usual scalar paraxial approximation.
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Chapter 1
Introduction: microcombs
Progress in x-ray astrophysics relies heavily on advances made in x-ray instrumen-
tation. The optical system onboard a next generation x-ray space telescope must
meet challenging performance specifications in collecting area, resolution and cost
metrics. Fortunately, vast investment made in the field of micro-electro-mechanical
systems (MEMS) research has made nanometer scale patterning, actuation, measure-
ment and control possible. As a result, it is realistic to implement a lightweight,
diffraction-limited x-ray optical system with a massive collecting area.
Between the two most popular x-ray optical designs, foil optics has overwhelming
advantages over the monolithic design in terms of weight reduction and unsurpassed
collecting area. However, traditional foil optical assembly only yields arcminute reso-
lution, poor compared to the arcsecond imaging routinely achieved by the monolithic
design. The error is due primarily to the lack of properly engineered foil assembly
tools and techniques.
Employing MEMS technology, a novel micro-mechanical device, the so-called mi-
crocomb, is produced to enable the high-accuracy assembly of foil x-ray optics. To
date, two types of microcomb structures have been designed and fabricated. They are
called reference and spring microcombs. Working together, they can position the foils
with submicron accuracy to ensure arcsecond or less resolution, and if necessary, also
shape the foils appropriately to optimize the focus. At the present prototyping stage,
subarcsecond foil assembly reproducibility, and t10 microradians (2 arcseconds) slot-
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to-slot repeatability have been demonstrated. Ultimately, foil positioning and shaping
accuracies on the order of a few tens of nanometers should be possible with the mi-
crocomb assembly scheme, which will make diffraction-limited resolution a reality.
In Sec. 1.1, the basic concepts of grazing incidence x-ray optics will be introduced,
with a focus on x-ray telescopes. Sec. 1.2 will detail the foil assembly scheme that
utilizes microcombs.
1.1 Concepts of grazing incidence optics
Microcomb is a device designed to facilitate the high-accuracy assembly of foil x-ray
optics. Hence it is useful to first introduce some basic concepts related to x-ray imag-
ing, in particular, those pertaining to the working principle and the design of grazing
incidence x-ray space telescopes. The brief introduction will provide qualitative an-
swers to the following set of questions:
* Why is there no ground based x-ray telescope?
" Why do all x-ray telescopes employ grazing incidence optics?
" What are some of the most popular grazing incidence x-ray telescope designs?
" What are the advantages for using foil x-ray optics?
The discussion is by no means a rigorous treatment of grazing incidence optics. For
thorough and comprehensive reviews, readers are referred to books by Attwood and
Michette [4, 54].
1.1.1 X-ray absorption
A form of electromagnetic radiation, x-ray covers a wavelength range from approxi-
mately 0.01 to 10 nm, corresponding to photon energies from 120 eV to 120 keV. It
is described by Maxwell's formulism of electrodynamics, one of the most successful
mathematical formulations of nature. In MKS units, the four Maxwell's equations
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V x E
V x H
V D
V B
B
=
at
(1.1)
(1.2)
(1.3)
(1.4)
where E is the electric field, H the magnetic field, D the electric displacement, B the
magnetic flux density, J the current density and p the charge density. In vacuum,
two constitutive relations express D and B in terms of E and H, respectively,
D
B
= EoE,
= poH,
(1.5)
(1.6)
where Eo = 8.854 x 10- F -m- is called the permittivity of free space and Po =
47r x 10'N - A 2 the magnetic permeability. When a V. operator is applied to Eq.
(1.2), the lefthand side turns identically zero while the righthand side transforms with
the help of (1.3). The result is the so-called charge continuity equation,
V.J -OP
at (1.7)
We can derive the vector wave equation, which governs the propagation of all
electromagnetic waves, by operating on Eq. (1.1) with Vx, and invoking the vector
identity V x (V x E) = V(V -E) - V 2E:
V x(V xE) = B
at
V(V -E) - V 2E -po -(V x H)
at
V (P) _V2E AoaOD+
Substituting in the constitutive relation for D and rearranging field terms to the left
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are
side of the equation and source terms to the right side, we obtain the vector wave
equation,
2- C2)2 E(r, t) = J(r, t) + c2Vp(r, t) (1.8)
where
c (1.9)
denotes the phase velocity of the electric field propagating in vacuum, also known
as the speed of light in vacuum. With concise mathematics, Eq. (1.8) explains the
physical phenomenon of an electromagnetic wave traveling in vacuum, a medium
characterized by yo and eo, and meanwhile interacting with matter, which is denoted
by p and J, the charge and current densities, respectively. An example might be an x-
ray incident at a shallow angle upon the gold surface of a mirror floating in outer space.
The wave scatters from the electrons within the gold substrate. Scattered radiation
then interacts with the incident wave to yield modified propagation characteristics
within the substrate, described by the index of refraction for gold at the particular
x-ray frequency. The result is the so-called total external reflection, where nearly
100% of the incident radiation is reflected off the gold surface. This is the principle
of grazing incidence optics in a nutshell.
To understand x-ray propagation in media such as air, and its reflection off ma-
terial boundaries such as a vacuum-gold interface, we must understand quantita-
tively the behavior of a material's index of refraction at x-ray frequencies. If we
model the incoming radiation as a transverse electromagnetic plane wavel, ET(r, t) ~
exp[-i(wt - k - r)], having an angular frequency w and traveling in a direction de-
fined by the wave vector k, we can simplify Eq. (1.8) by considering only the source
'Throughout this thesis, the form of a transverse plane wave is assumed to be exp[-i(wt - k -r)].
In the literature, the alternate form exp[+i(wt - k -r)] is also used.
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components that are transverse to k, i.e.,
( 2 i a1
-22 ET(r, t) =J~,t,(.0
where the letter T underscores that both the field and the current density are trans-
verse to k. A rigorous derivation of Eq. (1.10), based on the Fourier-Laplace trans-
form, can be found in Ref. [4], pages 28-31. Here, a heuristic argument will be given
instead. Assuming exp[-i(wt - k -r)] dependence for p and J, we can rewrite (1.8)
as
(-w2 c2 k2) ET = 0 [-iwJ + ic2kp]. (1.11)60
Define a unit vector
ET (1.12)
JETI
A dot product of t with (1.11) gives
(-w2 - c2k2) - Er - 1 [-iW - J , (1.13)
60
or equivalently, Eq. (1.10), where we have exploited the fact k = 0, and have
defined JT(r, t) = i -J. The harmonic functional form assumed for J and p is not a
limitation, for in general, any complex function can be superposed by a complete set
of spatial-temporal complex harmonics.
If ET is now incident upon a certain material, a bound electron inside the material
will feel the force exerted by the incident electric field, and will start to execute forced
harmonic motion. The positively charged nucleus provides the restoring force, and
a velocity dependent energy dissipation mechanism is also in place. The equation of
motion for such an electron is (Ref. [37], pages 309-310)
d 2X dx 2
m dt2 + my dt- +m x = -eET, (1.14)
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where x is the displacement away from the equilibrium, m the mass of the electron, y
a proportionality factor describing the magnitude of the velocity dependent damping,
w, the resonant frequency of the electron, and -e the charge of the electron. Since
ET(t) ~ e-iwt, we anticipate the same harmonic time dependence to be associated
with x. The derivative terms in Eq. (1.14) can then be calculated explicitly to yield
expressions for the displacement,
e 1
x(r, t) = - ET(r, t), (1.15)
m (W2 - W2) + i~W
and the velocity,
v(r, t) = .OET(rt) (1.16)
m (w2 - W2) + i~w at
Macroscopically, many oscillating bound electrons give rise to a current density that
is transverse to the wave propagation direction k,
JT(r,t) = -ena gv,(r,t)
e2na g BEr(r, t)
m (W2 _ W2) + iyw at (1.17)
where na is the average atomic density, and g, is the so-called oscillator strength that
indicates the number of electrons having the same resonant frequency w,. Note that
a summation of g, over all resonances gives the total number Z of electrons bound to
an atom, i.e.,
g = Z. (1.18)
Substituting the transverse current density into the simplified vector wave equation
(1.10), we have
- c2v2 ET(r, t) - e 2 2 2 t. (1.19)2com C (w2 - U2) + i7w at 2
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Rearranging the terms leads to
c a9 2_2v21 0, (1.20J)1 - 2- E(r, t)
COM (w2 W2) + i-r Ot2
or equivalently,
(92 1 V2 E(r, t) 0, (1.21)Ot2 ()
where
n(w) 1 1 - 2 (1.22)
com Z (w2  2 7w
is the index of refraction for the material.
Clearly, the refractive index is a function of the frequency associated with the
incident radiation, w. Physically, this indicates that the material is dispersive, i.e.,
electromagnetic waves with different frequencies travel inside the material at different
phase velocities. For most frequencies except those near resonances, we can ignore
the comparatively small imaginary terms in the sum. Thus, n(w) is real except in
regions where w ~- w. More specifically, if w is less than the lowest w, all terms in
the summation contribute with the positive sign, and the resulting n(w) is greater
than one. As w increases, more and more resonant frequencies fall below w, therefore
an increasing number of terms in the sum start to contribute with the negative sign.
For w greater than the highest wo, all terms in the sum contribute negatively, and
n(w) is always less than one. Near a resonant frequency, the dispersive behavior of
n(w) becomes particularly interesting. Since (w2 _ w2) is now approximately zero,
the sum is purely imaginary, which corresponds to energy dissipation inside the lossy
material, known as resonant absorption (Ref. [37], page 310).
Eq. (1.22) can be further simplified if w is in the x-ray range. At such high
frequencies, w2 is much greater than the quantity e2na/com. For example, gold has
an average atomic density of 5.89 x 1028 atoms/m 3, which leads to e 2na/com ~ 1.87 x
1032 sec 2. For 1 keV x-ray, W2 ~ 2.31 x 1036 sec- 2 , larger by four orders of magnitude.
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Hence, in the high frequency limit, (1.22) can be expanded to give
n(w) 2 com , (W2 _ w2) + yW (1.23)
Next, we define a quantity, known as the classical electron radius,
re 47rcomc 2
.
(1.24)
This is the radius of a spherical charge distribution with a total charge e that has
an electrostatic self-energy equal to the electron's rest mass energy.
re 2.82 x 10-15 m. Eq. (1.23) can then be written as
n(w) = 1 r- areAf2w27r
- reA 2f
27r
Numerically,
(w) - if 2 (w)], (1.25)
f fl w- if2 (W)
- (w2 - W2)±+jyW (1.26)
is the atomic scattering factor [34], and Ao is the wavelength in vacuum. When x-ray
frequencies are concerned, it is also customary to define 2
n(w) = 1-65+i3, (1.27)
where
- nareA fi(),
27r
# =nareA f 2 (w).27r
(1.28)
(1.29)
2 Had we adopted the wave form exp[+i(wt - k - r)], we would have defined n(w) = - 6 - i/3 to
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where
ensure intensity decay in the lossy medium.
For most media, J and 3 are small quantities. For gold and incident x-ray photon
energy of 1keV (Ao ~ 1.24 x 10-9 m), we have f1 = 51.72 and f2 = 25.31 (Ref.
[34]). Computations according to Eqs. (1.28) and (1.29) yield 6 ~ 2.10 x 10-3 and
# ~ 1.03 x 10-3, which are much less than unity. As we shall show next, the real part
of n(w) determines the phase velocity of the electromagnetic wave inside the medium.
For x-ray radiation, since (1 - 6) is only slightly less than one, the phase velocity is
barely above the speed of light in vacuum c. The imaginary part of n(w), namely,
/3, leads to a decay of wave intensity in the medium that corresponds to absorption.
Another important fact is 6's dependence on the atomic number Z, as hinted by Eq.
(1.28) where fi(w) is really a function of Z as well. See Ref. [4], page 90 for more
details. As Z increases, 6 will grow as well, which leads to larger critical grazing
angles for heavier atomic elements (Sec. 1.1.2).
Let us take the incident radiation to be a transverse plane wave traveling in the
z direction through a medium3 , air for example,
E(z, t) = Eoe-i(wt-kz), (1.30)
where EO is a constant amplitude vector and Eo - = 0. For radiation in the x-ray
band, the dispersion relation is given by
k - n(w) (1.31)
c
ko(1 - 6+i3)
= ki + ik 2 , (1.32)
where ko = w/c = 21r/Ao is the wave vector in vacuum, and
ki ko(1 - 6), (1.33)
k2 ko3. (1.34)
3 We have dropped the subscript T from the field expression. By definition, all plane waves are
transverse to the propagation direction.
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In terms of ki and k2 , the field can be written as
E(z, t) Eoe-k2ei(wt-kz). (1.35)
Due to the medium's lossy nature at x-ray frequencies, the first exponential above
involving k2 describes the decay of the field amplitude with distance. The second
describes a modified plane wave, whose phase fronts are now traveling at a velocity
4
w/ki, or c/(l - 6), which is greater than the speed of light in vacuum
To assess how much incident energy is lost, we must also compute the magnetic
field, H(z, t). Assuming H(z, t) ~ exp[-i(wt - kz)], Faraday's law, Eq. (1.1), simpli-
fies into
ki x E(z, t) = wpoH(z, t),
or
k
H(z, t) = [z x E(z, t)]
= n(w) F- [i x E(z, t)], (1.36)
where in obtaining the last equation, we have substituted in Eq. (1.31) and recalled
the definition for c, Eq. (1.9). Note also we have assumed that the medium is non-
magnetic, i.e., its permeability p is the same as po. This is certainly the case if we
are interested in studying media such as air.
The time-averaged power flow per unit area in the z direction is given by the
average of the complex Poynting vector (Ref. [80], page 25), defined as
< S > < E x H* >
1
= -Re{E x H*}. (1.37)
2
4The group velocity, vg, is always less than c. This can be easily verified by computing vg =
dw/dk.
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Substituting in expressions for E and H from Eqs. (1.30) and (1.36), respectively, we
obtain the time-averaged intensity as a function of z,
I(z) < S >|
= Re{n} -Eo 2 e- 2 k2z2 I'o 00
Ioe-2k2z, (1.38)
where Io is the intensity of the electromagnetic field at z = 0+, i.e., at a plane infini-
tesimally close to the entry interface. The intensity of the field decays exponentially
as it propagates deeper into the medium, with a 1/e attenuation length
1
Zabs =
A0  (1.39)
47r/3
For gold and 1 keV incident photon energy, we find Zab,~ 9.58 x 10-8 m, a penetra-
tion depth of merely 100 nm. We are now at a position to answer one of the questions
posted at the beginning of the section, "Why is there no ground based x-ray tele-
scope?" It is because of the strong atmospheric absorption. As indicated in Fig. 1-1,
more than 50% of the incident energy at 10 keV would have been absorbed after the
radiation propagates in air for only a short 1.3 m. Furthermore, because x-ray is so
severely extinguished by most substances, traditional refractive optics is difficult to
implement in this frequency range. Fig. 1-2 shows the 1/e attenuation length as a
function of the incident photon energy for silica, a common material used in making
ultraviolet (UV) lenses. Note by convention of x-ray physics, the incident angle is
measured with respect to the surface, not to the surface normal. A working refractive
lens at x-ray frequencies will have to have a thickness of no more than a few microns,
a challenge even with today's technologies. Assuming the lens could be made thin
enough to transmit x-rays efficiently, because the refractive index of the lens is only
slightly less than one (see Eq. (1.27)), the focal length must be extremely long for
rays coming in parallel to the optical axis (Ref. [54], page 29). This impracticality
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Air (composition N: 78% 0: 21% Ar: 0.94% C: 0.03%)
Pressure = 1 atm, Temperature = 20 *C, Path Length = 1.3 m
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Figure 1-1: For air, normalized transmission after a propagation distance of 1.3 m as
a function of incident photon energy.
Silica (SiO 2 ) Density = 2.2 g/cm 3 , Angle = 90 deg
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Figure 1-2: For silica, attenuation length Zabs as a function of incident photon energy.
Two resonant absorption edges are visible.
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compounds the difficulty of making an x-ray refractive optical system. Note both
Figs. 1-1 and 1-2 were generated with data obtained from http://www-cxro.lbl.gov/,
a Center for X-ray Optics, Lawrence Berkeley Laboratory website maintained by E.
M. Gullikson.
1. 1.2 Total external reflection
To understand the concept of grazing incidence, we will inevitably have to treat the
problem of x-ray reflection and refraction at an interface. Maxwell's equations (1.1)
through (1.4) require that electromagnetic fields satisfy four conditions across any
planar boundary. If no surface charge or current is present, the four conditions can
be written as (Refs. [37], pages 16-19; [80], pages 117-123; [32], pages 311-314)
i x (E1 - E2 ) = 0, (1.40)
f x (H1 - H 2 ) = 0, (1.41)
0, (1.42)
n. (D1 - D2) = 0, 1.2
f - (B 1 - B 2 ) = 0. (1.43)
According to Eqs. (1.40) through (1.43), the tangential components of E and H, and
the normal components of D and B must all be continuous across the boundary. The
normal unit vector nt points from medium 2 to medium 1, as shown in Fig. 1-3. The
incident (i), reflected (r) and transmitted (t) fields are all plane waves,
Ej = E0 e-i(ot-kir), (1.44)
Er = E0, e-i(wt-kr r), (1.45)
Et = Eot e-i(wt-kt-r), (1.46)
defined by wave vectors ki, k, and kt, respectively. At the boundary, z = 0, tangential
fields must be continuous everywhere, which leads to the requirement that tangential
components of the wave vectors must be continuous across the boundary. This is
known as phase-matching (Ref. [80], page 145). Employing the coordinates and angle
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notations presented in Fig. 1-3, we can write down the phase-matching condition,
kX = kisin#O
= ksin#0,
= kt sin #t. (1.47)
Since both the incident and the reflected waves propagate in vacuum, we have ki =
k, = ko = w/c. For waves traveling in medium 2, the familiar dispersion relation
holds (see Eq. (1.31)), kt = kon = ko(1 - +i#). With these substitutions, Eq. (1.47)
gives
4,r = #j, (1.48)
sinqOt = sin (1.49)
n
The first equation states that the angle of reflection must be equal to the angle of
incidence. The second is the so-called Snell's law, which relates the angle of refraction
to the angle of incidence, corrected for the change in the refractive index. Note that
both equations are obtained by phase-matching. Neither needs the polarization state
of the incident wave to be specified. Because the index of refraction is complex for
x-ray radiation, Snell's law asserts a complex refractive angle if the incident angle is
real. This property, as we shall see shortly, gives rise to an interesting phenomenon
called total external reflection.
First, consider the transverse-electric (TE) case, where the incident electric field
is polarized perpendicular to the plane of incidence, i.e., in the y direction (see Fig.
1-4). Both the reflected and the refracted fields must be similarly polarized, due to
field continuity. Boundary conditions (1.40) and (1.41) relate the amplitudes of the
electromagnetic fields across the boundary, while taking into account the geometric
factors,
Eoi + Eor Eot, (1.50)
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Figure 1-3: Snell's law arisen from the requirement that tangential components of the
wave vectors must be continuous across the boundary.
Hoi cos #1 - Ho, cos #, = Hot cos #t.
With the help of Eqs. (1.36), (1.48) and (1.49), Ho's can be expressed in terms of
Eo's, and #, and #t in terms of #i,
Eoi + EOr
(Eoi - EOr) cos #i
= Eot,
= Eot Vn2 - sin 20#,.
(1.52)
(1.53)
Solving for Eo, and Eot in terms of E0o, we get
Eor
Eoi
2 cos
Cos #i + n2 - sin 2 c4
cos #1 - jn 2 - sin2 /
Cos #i + n2 - sin2 /
(1.54)
(1.55)
where the complex refractive index n is given by (1.27). The reflectivity 5 R., is defined
'The subscript stands for s-polarization, which is a common way of referring to TE polarization
in the literature.
33
(1.51)
Medium 1
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xHr
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Figure 1-4: TE polarization: xz-plane defines the plane of incidence.
as the ratio of the reflected to the incident intensity at the interface z = 0. Using
the definition for intensity Eq. (1.38), and taking note that both the reflected and
incident waves propagate in vacuum, where the refractive index is one, we obtain
RS
IE0 i|2
1 |2
cos#
cos #i
2
- n2 - sin2 4
(1.56)2
± jn 2 ._sin 2 /,
For near-normal incidence, qi ~ 00. The reflectivity further simplifies into
RB,'
1 + n12
62 + 02
(2-6)2+0#2' (1.57)
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Figure 1-5: Grazing incidence reflectivity as a function of the grazing angle, for
radiation incident from vacuum onto an idealized material interface. Increasing the
value for # dulls the sharp transition in reflectivity. Plots are equally applicable to
TE and TM polarized waves.
where we have used n = 1 - J + i,3. At x-ray frequencies, 6, ,3 < 1, therefore
62±/3p2
Rs,1  4 . (1.58)4
For a vacuum-gold interface under 1 keV photon bombardment, we have from Sec.
1.1.1, 6 ~ 2.10 x 10- and,3 1.03 x 10-3, which leads to R, ~ 1.37 x 10-6. The
miniscule reflectivity effectively nullifies the use of any x-ray reflective optics under
near-normal incidence.
In x-ray physics, the incident angle is usually measured with respect to the inter-
face as shown in Fig. 1-4, i.e.,
0 = 90 -qg. (1.59)
At grazing incidence, 0 is very small. The trigonometric quantities in Eq. (1.56)
can be expanded using small angle approximations. We have cos gi = sin 0 ~ 0,
and sin2 gi = 1- cos2qgj =1-sin2 g 1- _2 In terms of these expansions and
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Figure 1-6: Grazing incidence and total external reflection.
n2 (1 _ + io) 2  6( )2 _ 32 + 2i3(1 - 6), the reflectivity at grazing incidence
becomes
2
R5, Z 0 - V(1 - 6)2 _ 02 +2i#(1 - 6) - (1 - 02) 2(.0R,4 = 2. (1.60)
0 + V(1 -6)2 _322+ 2ip(1 - 6) - (1 -602)
Since 6, 0 < 1, we are also justified to drop second order terms such as 62, 02 and 6/3,
|20 - V2 0- 2 5+ 2 i#
R5, 9 2.if32 (1.61)
9± 92 -26±2i#3
It is convenient to define a critical grazing angle
0c = 26. (1.62)
Physically, for a medium that is lossless, i.e., # = 0, 0c corresponds to the angle at
which R,,4 = 1. Numerical plots of Eq. (1.61) are shown in Fig. 1-5, for various ratios
6//. For radiation at grazing incidence from vacuum upon a material interface, it
is possible to have near 100% reflection. Since the reflection happens outside of the
material in vacuum, it is known as total external reflection (Fig. 1-6). Recall from Sec.
1.1.1 that 6 increases with the atomic number Z. Therefore 0c is greater if the material
has a higher Z, which means it will reflect x-rays more efficiently. Figs. 1-8, 1-7 and
1-9 show actual reflectivity curves for three metals that are widely used as coatings
for grazing incidence mirrors. All data were attained from http://www-cxro.lbl.gov/,
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Photon Energy (keV)
Figure 1-7: For nickle, reflectivities at 20mrad (1.1460) and 70mrad (4.011') vs.
incident photon energy.
a Center for X-ray Optics, Lawrence Berkeley Laboratory website maintained by E.
M. Gullikson.
The transverse-magnetic (TM) configuration is shown in Fig. 1-10. The incident
radiation is now polarized parallel to the plane of incidence, otherwise known as p-
polarization. The imposition of boundary conditions, similar to that done for the TE
case, leads to
Eoi
2n cos #i
n 2 cos #i + n 2 - sin20,
n2 cos #/ - n2 -sins
n 2 cos 4i + n2 - sin 2 0,
(1.63)
(1.64)
Consequently, the reflectivity for p-polarization is,
jEor 2
-EojIl
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Figure 1-8: For iridium, reflectivities at 20 mrad (1.1460) and 70 mrad (4.0110) vs.
incident photon energy.
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Figure 1-9: For gold, reflectivities
dent photon energy.
at 20 mrad (1.146') and 70 mrad (4.011') vs. inci-
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Figure 1-10: TM polarization: xz-plane defines the plane of incidence.
2
n 2 cos #5 - n2 -sin 2 5
2
n2 Cos #i + Vn2 - sin 2o,
(1.65)
The form of R, is not at all the same as R, Eq. (1.56). However, one can show
that both the near-normal and the grazing incidence reflectivities coincide with our
earlier expressions, (1.58) and (1.61). Hence, the physics of total external reflection
discussed in the TE case applies equally well to the TM case (Ref. [4], page 78). In
particular, Fig. 1-5 is correct for both polarizations.
1.1.3 Grazing incidence optics
The principle of total external reflection is the cornerstone of grazing incidence x-
ray optics, where nearly lossless imaging is achieved by bouncing the incoming x-ray
radiation off multiple mirror surfaces at grazing angles. Typical applications may
include designs of x-ray microscopes [42, 73], synchrotron beamlines and monochro-
maters [59, 69]. This thesis concerns solely with optics onboard grazing incidence
x-ray space telescopes.
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To date, all high resolution x-ray space telescopes have employed grazing inci-
dence optics, the only viable imaging tool for astronomy in the nanometer and sub-
nanometer wavelength regime. Alternatives are few. Multilayer interference coatings,
also known as multilayer mirrors, have made normal incidence reflective imaging possi-
ble at wavelengths around 10 nm in the extreme ultraviolet (EUV). However, practical
limitations on amorphous layer formation over stable and curved substrates have pre-
vented the method from reaching the theoretical 1 nm wavelength limit. Subnanome-
ter imaging with multilayer mirrors is impossible, since a single quarter-wave layer
has to be at least one atomic diameter thick, usually around 2.5 A [5, 75, 79]. Fur-
thermore, neither multilayer mirrors nor instruments like Fresnel zone plates provide
frequency-independent focusing, a fault that cannot be tolerated by x-ray astronomy,
since the field covers a broad energy spectrum that ranges from a few hundred eV to
tens of keV [4, 33, 54]. Grazing incidence optics, on the other hand, manage to avoid
all of these problems by exploiting the elegant physics of total external reflection.
To explain in some depth the imaging principles of different types of grazing
incidence telescopes, we shall often invoke the sine condition from geometric optics
(Ref. [10], page 168; Ref. [11]; Ref. [33], page 264). Let us imagine a bundle of
parallel light rays emanating from a very distant source. The sine condition states
that a coma-free 7 image will be formed only if
h _
hi = f, (1.66)sin 0
where h is the radial distance of the ray from the optical axis, 0 is the angle of the
final ray path with respect to the optical axis, and f must be a constant for all
rays, as depicted in Fig. 1-11. The gray curve, a portion of a sphere, represents the
so-called principal surface, which is defined by the loci of intersections between the
initial and final ray paths. It follows that if a grazing incidence telescope satisfies the
6 However, it is possible to use multilayer coatings to enhance the high-energy performance of
grazing incidence telescopes [15, 39, 38].
7Coma, or comatic abberation, refers to the resulting image blur when incoming radiation is
incident far from the surface normal. See Ref. [33], page 261-264.
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Figure 1-11: Sine condition.
sine condition, it will image with no coma, and its optics will carry a principal surface
that is in the shape of a sphere.
In 1948, Kirkpatrick and Baez proposed a grazing incidence optics design, which
used successive reflections from two 90'-crossed cylindrical mirrors to form x-ray
images [42, 43]. The first successful extra-solar image is taken by a Kirkpatrick-Baez
(KB) telescope onboard a sounding rocket in 1975 [29]. Fig. 1-12 shows a typical four-
bounce KB design. Mirror sets M1 and M2 provide strong focusing in the vertical
direction, while M3 and M4 in the horizontal direction. Incoming x-rays will see
a set of criss-crossed vacuum windows with boundaries defined by the thicknesses
of the mirrors. X-rays that strike the sides of the mirrors are blocked, and lost to
the subsequent imaging (Fig. 1-12 inset). Only those that impinge on the vacuum
windows can undergo multiple grazing incidence reflections. Each of the four nested
mirror sets has gradually varying curvatures to help focus all the incoming rays to one
point. The reason for employing M1 and M2 to focus rays in the vertical direction is
so that coma can be minimized by meeting the sine condition (Ref. [54], pages 59-
60; Ref. [55], page 265). Similar argument justifies the use of M3-M4 double bounce
focusing in the horizontal direction. To completely remove coma, i.e., to meet the sine
condition exactly, complex aspheric mirror surfaces must be used. The construction
of KB optics is inexpensive. Optical flat glass plates, shaped through mechanical
stressing, can be used as substrates for coating the high-reflectivity metal. However,
the coalignment of these many reflective elements to form an optimum image is a very
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Figure 1-12: Four-bounce Kirkpatrick-Baez telescope.
challenging task. For this reason, most8 grazing incidence x-ray telescopes employ
cylindrically symmetric designs as first proposed by H. Wolter in 1952 [91, 92].
The cross section of a simple paraboloidal mirror is shown in Fig. 1-13. X-rays
incident parallel to the optical axis z will focus perfectly to a point F at the origin.
However, rays incident off axis will not converge to the same point. In this case, the
sine condition is not satisfied, since the principal surface of the optic is a paraboloid,
not a sphere. As a result, severe coma will limit the image quality9 . To correct
the comatic defect, Wolter first proposed the addition of a confocal and coaxial hy-
perboloidal reflector, following the paraboloid. Fig. 1-14 shows the imaging scheme,
also known as a Wolter type I design. After reflecting twice at points P1 and P2, an
incoming ray parallel to z will focus to F2, one of the two foci of the hyperboloid.
The other focus, F1, is situated at the origin, and is shared by the hyperboloid and
8Effective KB telescope design remains an active research area, for instance, see Ref. [23].
'It is well known that other major optical aberrations, such astigmatism and spherical aberration,
are eliminated because of the cylindrical symmetry of the optic [33, 54].
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X-rays parallel to z
Focus (F1 )
Figure 1-13: A paraboloidal mirror with z as axis of revolution.
y
z
Mirrors
Figure 1-14: Wolter type I telescope. The paraboloid and the hyperboloid are coaxial,
and confocal at F1 .
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the paraboloid. The sine condition holds to a good approximation for this improved
design, as we shall now prove.
Due to symmetry, the proof will be discussed in the yz-plane for x = 0. In this
plane, cross sections of the paraboloid and the hyperboloid take on the shapes of a
parabola and a hyperbola, respectively. According to Appendix A, the generating
function for the parabola can be written as
y = d (2z + d), (1.67)
where d = 2 VF1. The symbol VF1 denotes the distance between the vertex of the
parabola and its focus. In general, AB denotes the distance between point A and B.
For any given point Pi = (zi, yi) on the parabola, we have
d = F1P1 - zi. (1.68)
On the other hand, the hyperbola has a center at C = (zo, 0), and two foci at
F1 = (0, 0) and F2 = (2zo, 0). Its generating function is (Ref. [78], page 39)
(z - zo) 2  y2
a2  b2 = 1, (1.69)
where a is called the semi-major axis of the hyperbola, b is the semi-minor axis, and
zo = v a2 ± b2. For a given point P2 = (z2 , Y2) on the hyperbola, Eq. (1.69) yields the
following geometric constraint,
1
a = (F1P 2 - F 2 P 2 ). (1.70)2
In Fig. 1-14, an x-ray photon enters the optic parallel to the z axis at a height yi.
After the initial reflection off the paraboloid at P1, the photon is on a heading towards
the focus F1, making an angle ai with respect to z. It subsequently reflects off the
hyperboloid at P2 , and converges to F 2 at an angle a 2 . The sine condition states, if
the optic is to be nearly coma-free, the quantity y1/ sin a 2 must be approximately a
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constant, i.e., it can not have a strong zi dependence. Let us check if this is indeed
the case. An alternative form of Eq. (1.68) is
FiPi = zi + d. (1.71)
The distance F1P2 can be computed in terms of F1P1 from basic geometry,
F1P2 = 2 F1P1Y1
= -(zi + d). (1.72)
Y1
Furthermore,
F2P2 - Y2 (1.73)
sin a 2
With the help of (1.72) and (1.73), Eq. (1.70) gives rise to an expression of y1/ sin a2,
through which we can verify the sine condition:
a = 1 [Y2 (Zi +d) - Y2
2 yi sin a2.
= 
1 Y2 (zi + d - )
2 y1 sin a 2
1 (zi + d - )
2 zi sin a 2
Y =zi +d - 2azi (1.74)
sin a 2  Z2
The last step is to express z2 in terms of zi. Substitute the coordinates P2
(z2, Y2) into the generating function (1.69), and recall the trigonometric relations
Y2 = z2 tan a 1 and cos ai = zi/F1P1 = zI/(zi + d):
(z2  zo) 2  2
(z 2 - zo) 2  Z tan2 a 1  1
a2  b2
(z2 -zo) 2  z (2zid + d2) 1 (1.75)
a2 b2z1
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Eq. 1.75 can be solved for z2 ,
Z2 = (1.76)
z o ± a (1 + d/zi)'
where the expression with the plus sign corresponds to a point on the left branch of
the hyperbola, and the minus sign a point on the right branch. For the particular
configuration in Fig. 1-14, we need keep the minus sign. Substituting (1.76) into
(1.74), we arrive at the desired result,
_Y1 d (zo2+ a2 ) (zo - a) 2
si +2 zi . (1.77)sin a2 b2 b2
For a typical Wolter type I telescope, a > b, thus zo can be expanded to yield
zo = v/a 2 + b2 ~ a (1 + b2 /2a 2 ). The zi-dependent term in Eq. (1.77) is proportional
to (b/a)2 . Therefore, to first order in b/a, the quantity y1/ sin a 2 is a constant, charac-
terized by the fixed geometric properties of the optic. We have shown quantitatively
that the sine condition is closely met by the Wolter type I design'0 .
Type I design is by far the most popular with x-ray astronomers, not only because
it has a simple mechanical configuration, but also because it easily accommodates
nested optics. Fig. 1-15 shows a nested Wolter type I telescope. Four coaxial shells
of mirrors bend incoming rays to a common focus. The advantage for using nested
optics is tremendous. Most of the celestial x-ray sources are weak. To conduct obser-
vations effectively, we strive to use a high-throughput telescope with a large collecting
area. However, due to the nature of grazing incidence, a single optic with practical
dimensions only offers very limited light collecting power. By nesting multiple optics,
we can dramatically increase the collecting area, hence the overall performance of the
instrument. The optics onboard European Space Agency (ESA)'s X-ray Multi-Mirror
(XMM) telescope, for example, is composed of three identical mirror modules. Each
ioVarious analytical attempts have been made to characterize the primary abberations associated
with a grazing incidence telescope [90]. In general, however, there are no simple analytical approaches
for modeling imaging properties. Fortunately, with the help of ever more powerful computers,
numerical ray-tracing algorithms can be applied to tailor-design telescope optics to match diverse
scientific goals [18, 88].
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Figure 1-15: A nested Wolter type I telescope.
consists of 58 Wolter type I mirrors that are nested in a coaxial and confocal config-
uration (Fig. 1-16) [3, 27]. Together, the three modules yield an impressive 6000 cm 2
effective collecting area at 0.1 keV, a roughly two order of magnitude increase from the
early European X-ray Observatory Satellite (EXOSAT), and more than 1600 cm2 at
8 keV. Nested optics has always been, and will continue to be an essential ingredient
in modern x-ray telescope design.
Figs. 1-17 and 1-18 show schematics for another two types of Wolter telescopes.
For comparable apertures and grazing angles, type II gives higher focal plane magni-
fication than type I, due to its longer focal length. But coma is more pronounced in
type II. Therefore, its role in x-ray astronomy has been limited to that of a narrow-
field imager, or the main optic in a dispersive spectrometer [17, 35, 53]. Wolter type
III has never been used for x-ray astronomy.
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Figure 1-16: A close-up view from the focus-side of an XMM mirror module. 58
nested mirrors are clearly visible. The thickness of the mirror shells varies from
approximately 0.5 mm (inner shells) to 1 mm (outer shells), and the diameter of the
shells increases from 300 mm to 700 mm. The distance between the shells, i.e. the free
aperture for incoming radiation onto each shell, ranges from approximately 1.8 mm
(inner) to 4mm (outer). Photo courtesy of D. de Chambure, XMM Project.
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Hyperboloid
Figure 1-17: Wolter type II telescope. The paraboloid and the hyperboloid are coax-
ial, and confocal at F2.
vspaceO.3in
Parabo-oid
Figure 1-18: Wolter type III telescope. The paraboloid and the ellipsoid are coaxial,
and confocal at F 2.
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1.1.4 Foil x-ray optics
Traditionally, mirrors used by Wolter type x-ray space telescopes, such as the Euro-
pean X-ray Observatory Satellite (EXOSAT), the Einstein X-ray Observatory (Ein-
stein) and the R6entgen-Satellit (ROSAT) are monolithic shells, i.e., each mirror in
a nested set is fabricated as a single undivided piece. This method of fabrication cul-
minated recently when the optics for the Chandra X-ray Observatory (Chandra)",
and the X-ray Multi-Mirror (XMM) telescope were being made.
Chandra (Fig. 1-19) was designed to image cosmic x-rays in the energy band
from 0.1 to 10 keV. As shown in Tables 1.1, 1.2 and Fig. 1-20, the telescope has a
collecting area of 1100 cm 2 at 0.1 keV, four times that of Einstein, and considerable
area between 6 and 7 keV, where iron lines from most astrophysical sources reside.
Chandra's optic consists of a set of four nested paraboloid-hyperboloid mirror pairs
with a focal length of 10 m, arranged in the usual Wolter type I geometry (Fig. 1-15).
The outermost pair has a diameter of roughly 1.2 m, while the innermost is 0.6 m.
All of the mirrors are 0.84 m in length, and range from 13 to 76 mm in thickness.
Each mirror is carefully carved out of a block of Zerodur, and meticulously figured
and polished [64, 65]. A layer of 330 A iridium (Z = 77) is used as mirror coating.
(See Fig. 1-8 for iridium reflectivity curves.) The finished mirror assembly yields an
on-axis angular resolution of 0.5 arcseconds, 8 times sharper than that of Einstein,
and by far the best among all x-ray telescopes manufactured to date [16, 87, 89].
At the end of Sec. 1.1.3, we have briefly introduced the XMM mirrors in the con-
text of nested optics. One of the most critical differences between XMM and Chan-
dra is in mirror fabrication. Instead of the more traditional figuring and polishing
technology used on Chandra, XMM adopts a novel Carbon Fiber Reinforced Plastic
(CFRP)/EPOXY mirror replication scheme, which allowed full mirror shells, 0.6 m
in length and 0.5 mm to 1 mm in thickness, to be fabricated from a set of precision
mandrels [58, 68]. The reduction in thickness allowed mirrors to be densely nested
(Fig. 1-16), which led to a dramatic increase in collecting area, 6000 cm2 at 0.1 keV
"Chandra is formerly known as the Advanced X-ray Astrophysics Facility (AXAF).
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Parameters EXOSAT Einstein ROSAT
aperture diameter (cm) 28 58 83
mirrors 2 nested 4 nested 4 nested
effective area at 0.1 keV (cm 2) 80 350 1140
grazing angles (arcminutes) 90-110 40-70 83-135
focal length (m) 1.09 3.45 2.4
mirror coating Au Ni Au
highest energy focused (keV) 2 4.5 2.4
on-axis resolution (arcseconds) 18 4 4
Table 1.1: Mirror parameters for various x-ray telescopes.
Parameters Chandra XMM BBXRT
aperture diameter (cm) 120 70/module 40/module
mirrors 4 nested 58 nested/module 118 nested/module
effective area at 0.1 keV (cm 2 ) 1100 6000 (3 modules) 1400 (2 modules)
grazing angles (arcminutes) 27-51 18-40 21-45
focal length (m) 10 7.5 3.8
mirror coating Ir Au Au
highest energy focused (keV) 10 10 12
on-axis resolution (arcseconds) 0.5 20 75
Table 1.2: Mirror parameters for various x-ray telescopes (continued).
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Figure 1-20: Mirror effective areas for various x-ray telescopes. The shape of the
curves is determined by the grazing angle, and the mirror coating. Imaging detec-
tor efficiencies are not taken into account. Hence, these are curves indicating the
uppermost efficiencies that the telescopes may possess.
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vs. Chandra's 1100 cm 2. The thin-walled shells also allowed a significant weight re-
duction. The net mass of the eight Zerodur paraboloid-hyperboloid mirrors onboard
Chandra is 950 kg. In contrast, the mass of all three mirror modules on XMM, includ-
ing the support structures, does not exceed 700 kg. Less weight translates directly
into more choices in launch vehicles and less launching cost. However, it should also
be noted that errors incurred during mirror replication and coalignment have resulted
in a 20 arcsecond resolution for XMM, 40 times worse than that of Chandra.
Larger collecting area, less weight, less cost and better resolution, these are the
parameters that will drive the design of any future x-ray space telescope.
One can certainly better the throughput by playing tricks with mirror coatings.
Chandra, for instance, has roughly the same collecting area as the earlier ROSAT,
but the use of iridium coating dramatically improved the optic's response in the high
energy regime. However, as XMM has demonstrated, no fancy coating technology
can replace the essential need to add more reflective surface area.
The nature of grazing incidence reflection makes it difficult to increase the through-
put of an x-ray telescope without impunity. The Hubble Space Telescope (HST) has
a 2.4 m diameter primary mirror. Normal incidence reflection in visible wavelengths
easily allows HST to have a collecting area that is comparable to the mirror's 4.5 m2
geometric area. Chandra, on the other hand, has eight paraboloidal and hyperboloidal
mirrors. The four paraboloids alone present a geometric area of over 9 m2 , twice that
of HST. Yet the instrument's total effective collecting area at 0.1 keV is only 1100 cm 2,
or 0.11m 2 . Fig. 1-21 shows just how a very inefficient process grazing incidence re-
flection can be. At energies greater than 2 keV, the fraction of effective area in the
two-bounce optic never exceeds 0.0025 for any given grazing angle of incidence. In
other words, at that angle, for every 10000 cm 2 geometric area present, we have only
a tiny collecting area of 25 cm 2 . Because the weight of the mirror is roughly propor-
tional to the geometric area, any attempt to increase the light gathering power in
the high energy band will result in a large disproportionate increase in mirror weight.
Even if it were feasible to employ the traditional monolithic technology to scale up
Chandra's mirrors, launching them into space would prove impossible, due to a lack
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Figure 1-21: (a) Efficiency of a gold surface as used in a two-bounce optic. (b) in a
four-bounce optic. Each curve corresponds to a different grazing angle.
of launch vehicles and monetary resources. The full shell replication scheme used on
XMM certainly is a step forward in terms of gaining collecting area while keeping
weight in check. However, future telescopes, such as the array of four Spectroscopy X-
ray Telescopes (SXT) on the Constellation X-ray Mission (Constellation-X), will have
large effective areas and small overall masses (Table 1.3). The XMM shell replication,
at least in its current form, is incapable of meeting the area and mass parameters
simultaneously [56, 83].
operational energy range 0.25-10 keV
effective area at 1.0 keV > 15000 cm2
effective area at 6.4 keV > 6000 cm 2
mirrors (Wolter type I) 70 nested, 1.6 m outer diameter
total mirror mass 415 kg
mirror and support structure total mass 750 kg
focal length 10 m
angular resolution (half power diameter) < 15 arcsec up to at least 6.4 keV
Table 1.3: Key parameters for the Constellation-X SXT optics. Data listed are for
an individual SXT.
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To complicate matter even further, the weight of the support structure must be
considered as well. Heavier mirrors need more rigid supports, which usually translates
into more added mass. Aside, as indicated in Fig. 1-21, imaging at high energies can
only be done at very small grazing angles. Small angle leads to a long focal length,
and consequently, a massive support structure [72].
A promising solution to the weight-throughput dilemma is the so-called foil x-ray
optics. Foil mirrors have been flown on various small, relatively low cost spacecraft,
such as the Broad Band X-ray Telescope (BBXRT), the Advanced Satellite for Cos-
mology and Astrophysics (ASCA) 12 and the Astro-E Satellite. They ensure not only
a high throughput by presenting an impressive collecting area, but also an ultra low
weight for the finished mirror assembly. The ASCA, for example, consists of four mir-
ror modules. Each is 10 kg in mass, and is composed of 960 conical1 3 foils arranged
in 120 nested shells (Table 1.4). Together, the mirrors offer an impressive 1300 cm 2
at 1 keV, and 600 cm 2 at 7keV (Fig. 1-20) [72, 82, 86]. In other words, ASCA carries
an area-to-mass ratio of 32.5 cm 2 /kg at 1 keV, roughly four times greater than that
of XMM.
Fig. 1-22 shows a photo of one of the five mirror modules on Astro-E, made
at NASA Goddard Space Flight Center (GSFC). The module has a 40 cm diameter,
and was assembled from four quadrants, which have been outlined in white for a
better illustration. Each quadrant consists of 175 densely packed aluminum foils, with
reflecting surfaces coated with gold (Fig. 1-23). Because four separate foils from four
segmented quadrants add up to form a complete mirror shell, the technology is often
termed segmented foil optics, an attempt to distinguish itself from the traditional
monolithic construction used on Einstein and Chandra, and the full-shell foil optics
used on XMM. The epoxy-replicated thin aluminum foils are extremely light (Fig. 1-
24). Therefore, even though the two-bounce conical optic has 175 nested mirror pairs,
totaling 1400 foils, its total mass, including that of the supports, is only 16 kg. The
1 ASCA is formerly known as Astro-D.
1
'1n the limit of small grazing angles or longer focal lengths, the curved Wolter type reflecting
surfaces can be accurately approximated by cones.
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parameters Astro-E XIS Astro-E XRS ASCA
number of mirror modules 4 1 4
focal length (m) 4.75 4.50 3.50
foil substrate aluminum aluminum aluminum
substrate thickness (pm) 155 155 127
gold coating thickness (A) > 1000 > 1000 500
inner diameter (mm) 118 119 120
outer diameter (mm) 399 400 345
foil length (mm) 101.6 101.6 100
number of nestings 175 168 120
foils per module 1400 1344 960
primary grazing angles (0) 0.18-0.60 0.19-0.63 0.24-0.70
effective area per module at 1.5 keV (cm2) 450 450 300
effective area per module at 7 keV (cm 2) 250 250 150
resolution half power diameter (arcmin) < 1.5 < 1.5 2.9
mass per module (kg) 16 16 9.84
Table 1.4: Key parameters for Astro-E X-ray Imaging Spectrometer (XIS),
X-Ray Spectrometer (XRS) and ASCA optics. Data were obtained from
http://heasarc.gsfc.nasa.gov/, a NASA High Energy Astrophysics Science Archive
Research Center website.
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Figure 1-22: One of five Astro-E mirror modules. Four segmented quadrants have
been outlined in white for a better illustration. Photo courtesy of R. Petre, GSFC.
Figure 1-23: An Astro-E mirror quadrant. Note the thirteen radial alignment bars
used to hold the foils in position. Photo courtesy of R. Petre, GSFC.
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Figure 1-24: Candidate foil substrates: (a) epoxy-replicated aluminum foil, (b) un-
coated carbon fiber composite (cyanate ester epoxy) and (c) molded Desag D263
glass. Photo courtesy of R. Petre, GSFC.
low weight, combined with the relatively straightforward process of foil fabrication
[77], reduces significantly the cost of production and launch of a foil mirror system,
as compared with the thick monolithic system used on Chandra.
Because of its high throughput, low mass and low cost, segmented foil optics
offers more bang for the buck, and may become the cornerstone for any future ultra-
high-throughput telescope design [22, 28]. It is currently being investigated as an
option to build the four SXTs on Constellation-X [60], NASA's next major x-ray
astrophysics mission. A scaled up version of the Astro-E foils can easily meet the mass
and collecting area requirements outlined in Table 1.3, however, Astro-E's angular
resolution must be improved at least by a factor of 8 to match the SXT's specification
of < 15 arcseconds.
We at the MIT Space Nanotechnology Laboratory (SNL), have been working
closely with a team of researchers from GSFC and the Smithsonian Astrophysical
Observatory (SAO) to dramatically improve the angular resolution that foil x-ray
optics may offer.
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1.2 Foil optics assembly scheme with microcombs
1.2.1 Angular resolution of foil x-ray optics
Angular resolution is an essential measure of an instrument's imaging performance.
For a diffraction limited telescope", the angular resolution is given by
AA6 = 1.22- (1.78)
where A is the wavelength of the incident radiation, and D is the diameter of the
telescope aperture (Ref. [33], pages 461-465). In simple terms, AO measures the
minimum angular separation between two stars that are capable of being resolved as
two distinguishable points at the focal plane of a telescope. Chandra, for example, has
an angular resolution of 0.5 arcseconds, the highest among all x-ray telescopes flown
to date. This makes Chandra ideal for studying x-ray sources in very crowded fields.
XMM, in comparison, has only a moderate resolution of 20 arcseconds. However,
with its high throughput, XMM is perfect for conducting spectroscopy on very faint
sources that are not too close to their neighbors. In this sense, the two missions are
complementary.
Presently, better angular resolution is the only advantage that the monolithic
thick shell mirrors, as used on Chandra, have over the segmented thin foils. Astro-E
carries the best segmented foil x-ray mirror system that GSFC has ever fabricated.
The angular resolution, according to Table 1.4, is less than 1.5 arcminutes. However,
to meet Constellation-X/SXT's requirement of less than 15 arcseconds, the resolution
must be improved at least by a factor of 8. In our paper [60], the resolution error
budgets for Astro-E and Constellation-X/SXT have been published. Table 1.5 below
reproduces the data. On Astro-E, the three dominant error sources, namely, repli-
cation mandrels, foil substrates and alignment process, all contribute equally. The
16 arcsecond intrinsic error refers to the fact that foils used on Astro-E are conically
4 A telescope with perfect optics has negligible aberrations. The spread of each image point is
only due to diffraction of the telescope's finite aperture size, which puts the ultimate limit on image
quality.
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Component Astro-E Current Constellation- Already implemented or
(arcsec) Status X/SXT planned improvements
(arcsec) (arcsec)
Mandrels 40 5 5 Better figured and polished
mandrels
Foil substrate 40 10 7 Stiffer material, more precise
forming
Alignment 40 40 7 Alignment with silicon micro-
combs; separate mounting and
alignment fixtures
Intrinsic 16 16 0 Curved mandrels
Overall 90 45 14
Table 1.5: Angular resolution error budgets for Astro-E and Constellation-X/SXT.
The overall errors are computed as root-sum-squared. The first two terms are included
twice, once for each reflection stage.
Component Astro-E Constellation-X/SXT
Optical design Conical Wolter type I
Mandrel Extruded Pyrex pipe Figured, polished metal or
quartz mandrels
Foil substrate Heat formed aluminum alloy Molded glass
Surface deposition Epoxy replication Epoxy replication
Alignment bars electrical-discharge machined MEMS produced silicon
aluminum
Alignment technique Gang alignment by alignment Separate mounting and align-
bar translation ment fixtures; position using sil-
icon microcombs; foils glued to
structure
Table 1.6: Comparison between Astro-E and Constellation-X/SXT components.
61
shaped, hence deviating slightly from the ideal Wolter paraboloids and hyperboloids.
The Current Status column posts some improvements already made since Astro-E.
The use of figured and polished mandrels has substantially reduced error contribution,
so has the stiffer and more precisely formed foil substrate (Fig. 1-24). Intrinsic errors
can be reduced by implementing curved mandrels to replicate proper paraboloidal
and hyperboloidal foils. As for alignment, MIT SNL has proposed a novel assembly
scheme, which utilizes silicon alignment bars produced with micro-electro-mechanical
systems (MEMS) technology. Preliminary tests at MIT have demonstrated that these
alignment bars, or, the so-called microcombs, are capable of arcsecond level foil place-
ment. It is expected that the current 40 arcsecond alignment error will be reduced
significantly once the microcombs are put into formal use. Table 1.6 sums up the
differences between the various Astro-E and Constellation-X/SXT components.
1.2.2 Assembly scheme with microcombs
This thesis concerns chiefly with the fabrication of silicon microcombs. However, it
is instructive to first summarize the old foil assembly scheme used on Astro-E, and
point out, in comparison, the advantages that our new scheme has over the old.
As depicted in Fig. 1-23, in each Astro-E quadrant fixture, the foils are held in
place front and back by thirteen radial bars, with grooves cut via electrical-discharge
machining (EDM). Fig. 1-25 shows an EDMed bar from ASCA, which is very similar
to those used on Astro-E. Typically, EDM can only machine parts to a tolerance
of i10 pm, and a surface roughness of about 1 pm [41]. Therefore, by design, the
nominal dimension of the grooves is 25 pm wider than the foil thickness, so as to
facilitate the side-way loading of the foils, and to compensate for the machining
inaccuracy and the rough groove surfaces produced by EDM. The bars are not only
used to hold foils in place, but also can be displaced radially by about 1 mm to tune
out large image distortions from the mirror as a whole. In that sense, they function
as alignment bars as well. The foils "float" loosely in the final assembly, i.e., they
are not glued into place, as any firm shaking of the fixture will testify instantly. It
is surprising that Astro-E could have achieved its 1.5 arcsecond resolution with such
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Figure 1-25: An EDMed bar from ASCA. The varying comb spacings are engineered
to concentrate a large number of foils near the center of the optic in order to generate
good high energy mirror response.
crude mounting and alignment scheme.
The 15 arcsecond resolution imposed by Constellation-X/SXT translates into a
foil positioning accuracy of greater than 2 pm. Since the traditional mirror assembly
scheme used on Astro-E is fundamentally flawed to meet SXT's specification, we have
devised an alternative, whose success relies on two key principles, the use of extremely
precise, MEMS produced silicon microcombs as alignment bars, and the separation
of alignment and mounting fixtures.
Fig. 1-26 illustrates the schematics for two types of alignment bars, so-called ref-
erence and spring microcombs, which we have designed and prototyped. The present
generation of combs is fabricated from 100 mm diameter double-side-polished silicon
wafers, and has a thickness of about 380 pm. Fig. 1-27 shows how the two types of
combs, when placed side by side, can be used to position foils. Fig. 1-28 is a three
dimensional zoom that shows more detail on how a foil is held in place. The ref-
erence comb is named after its purpose, which is to make contact with the foil at
a single reference point (A in Fig. 1-26). Since the comb is frabricated with preci-
sion, the relative locations of the reference points on the comb are highly accurate.
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Figure 1-27: Reference and spring combs used to position foils (side view).
Figure 1-28: Reference and spring combs used to position a foil (3D view).
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Figure 1-29: A compressed spring imparts a minute force to the foil.
Foil placement accuracy is thereby assured. Preliminary coordinate measurements
performed at GSFC have demonstrated actual spacing tolerances of 1 pm or less, for
both types of combs [60]. The spring comb is named after its built-in micro-spring
actuation mechanism, whose analytical design is summarized in Appendix B. When
the spring comb is moved towards the reference comb, a minute force is generated by
the compressed spring. As a result, the foil is steadfastly pushed into its final position
against the reference (Fig. 1-29). The spring makes contact with the foil also at only
one point (B in Fig. 1-26), which is precisely opposite of point A. The curved form of
the combs is to assure maxium convenience when the foils are loaded from the top,
and to minimize abrasion between parts. Attention to detail is also demonstrated
by the rounded corners around the strucutres, which help to minimize mechnical
stress during alignment. Three slots have been cut into each comb in anticipation of
mechanized comb actuation.
Preliminary ideas on how to incorporate silicon microcombs into the actual SXT
mirror hardware have been exchanged among SAO, MIT and GSFC [6, 7, 20]. MIT
has taken on the task to set up a simple, small scaled breadboard test in which
alignment accuracy achievable with the microcombs can be measured. The test setup,
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the so-called assembly truss (Fig. 1-30), has all the major characteristics that the real
SXT mounting and alignment fixtures will have. It does lack the necessary cylindrical
symmetry that Wolter type I reflectors possess, however, for trial purposes, the simple
planar design has proven to be more than sufficient.
Unlike what was done on Astro-E, the microcomb assembly scheme separates the
mounting from the alignment process, thus allowing improved accuracy. Glass foils
are first placed inside a flight frame, and held loosely by coarse combs, which could be
the same type of EDMed alignment bars as used on Astro-E. The flight frame is then
lowered into an alignment platform, consisting a diamond turned reference flat, top
and base plates, and a number of support struts. Reference and spring microcombs
are first attached to steel support bars that lend addtional strength and rigidity, then
placed in grooves in both the top and base plates. By design, a reference comb is
longer than a spring comb. It alone will come into a precision point contact with the
reference flat, which after dimond turning, has a global flatness of i0.5 pm over an
area of 130 x 105 mm2 . Held between the reference and the spring combs (Fig. 1-30
inset), foils can be displaced by precise amounts. If necessary, slight curvatures can be
imparted to the foils as well. When the desired alignment and angular resolution are
achieved, epoxy is dispensed into the grooves on the coase combs, and foils, already
aligned, are cemented in place. The flight frame is subsequently extracted from the
alignment platform. The platform and the microcombs are ready for reuse.
With the help of a laser autocollimator, we have recently demonstrated, us-
ing our prototype assembly truss, subarcsecond foil assembly reproducibility1 5 , and
±10 microradians (2 arcseconds) slot-to-slot foil placement repeatability. We are opti-
mistic that once microcombs are in formal use, the alignment error budget presented
in Table 1.5 will be reduced to the arcsecond level, and a segmented foil mirror can
be made to meet or exceed Constellation-X goals.
"Assembly reproducibility refers to placing and re-placing a glass sheet into the same set of comb
slots.
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Chapter 2
Microcomb fabrication
The microcombs are fabricated with micro-electro-mechanical systems (MEMS) tech-
nology. Combs are first lithographically patterned onto a silicon wafer, and then a
process called time multiplexed deep reactive ion etch (TMDRIE), is used to plasma
etch them through the wafer. Our prototype combs have shown slot spacing toler-
ance of 1 pm or less [60], and an average surface roughness of approximately 0.2 pm.
Conventional machining is incapable of providing these excellent tolerance and rough-
ness figures, nor are unconventional techniques such as electrical-discharge machining
(EDM) and laser cutting [21, 41].
MEMS is fundamentally about anisotropically etching silicon either in bulk or at
the surface to realize some micro-electro-mechanical structures. The range of require-
ments that MEMS places on etching technology is astonishing. Etch depth can span
from a few tens to hundreds of microns. Structural aspect ratios routinely exceed 30,
and etch area can be as small as 5% or as large as 80% of the total surface area. Be-
cause of its importance, Sec. 2.1 will be dedicated solely to a discussion of the unique
etching technique that we employed to make the microcombs. The overall comb fab-
rication process will be outlined at the beginning of Sec. 2.2. Subsequent subsections
will then detail each process step, concentrating on photolithography, oxide1 mask
etch and finally, TMDRIE itself. All cross-sectional images of the microcombs are
'Oxide is an abbreviation for silicon oxide throughout Ch. 2.
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taken with a Zeiss DSM 982 Gemini Scanning Electron Microscope (SEM).
2.1 MEMS etching
2.1.1 Time multiplexed deep reactive ion etch
In a reactive ion etch (RIE), silicon surfaces subject to ion bombardment etch much
more rapidly than those that are not. The ion bombardment either increases the sur-
face reaction rate, or as we shall soon point out, exposes the surface to the etchant by
removing passivation films that cover the surface. As a result, anisotropic trench pro-
files develop, with the bombardment direction defining the etch progression [13, 48].
Traditionally, to encourage etch anisotropy, RIE systems employ carefully balanced
plasma chemistry. For example, in a chlorine RIE, by adjusting the relative concen-
trations of C12 , BC13 and an inhibitor forming gas CHC13, one can coat the trench
with a layer of passivating film [12]. While directed ions preferentially remove the
layer from the base of the trench and allow further etching to continue in that direc-
tion, the passivation of the sidewalls safeguards them from further etchant attacks.
However, since the passivation, its removal and etching of the silicon occur simulta-
neously, maintaining good etch profiles is a difficult task. Too much passivation can
result in low etch rates or even etch termination, while too little may lead to loss in
anisotropy and lateral etching of the sidewalls. Furthermore, to attain structures with
a reasonably high aspect ratio using this simultaneous sidewall passivation technique,
one often has to use oxide masks, or even metal masks, because photoresist alone
can not withstand the aggressiveness of high energy ion bombardment. But even a
hard mask rarely provides silicon-to-mask selectivity that exceeds 20:1. Etch rates
typically vary between several hundred nm per minute and 1 tm per minute, while
etch depth is seldom above 20 pm [8, 40]. Clearly, the technique is not suited for
through-wafer MEMS processing.
Time multiplexed deep reactive ion etch (TMDRIE) is a technique invented by
Lirmer and Schilp [45]. Unlike conventional RIE, which employs a single plasma
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cycle that simultaneously etches and passivates, TMDRIE alternates sequentially be-
tween two cycles, one etches and the other passivates. Fig. 2-1 shows a schematic of
the TMDRIE process. The etch and passivation gases that we chose to use are SF6
and C 4 F8 , respectively. During passivation, C4 F8 is impact-dissociated by the high
energy electrons in the plasma to form ions and radical species, which then undergo
polymerization and form a layer of Teflon-like (nCF 2) film on the surfaces of the sil-
icon and the mask (step (c) in Fig. 2-1). During the subsequent etching cycle, SF6
dissociates in the plasma and releases abundant SF+ ions and free fluorine atoms.
The ions help to preferentially remove passivation from all surfaces subject to their
bombardments. The atomic fluorine then proceeds to isotropically etch the silicon
now exposed at the bottom of the trench, while leaving the sidewalls, still protected
by passivation films, largely untouched (step (d)). The next passivation cycle coats
the newly etched surfaces with fresh polymers, while replenishing old coatings. De-
tailed plasma chemistry has been documented in Refs. [8, 26, 36, 52]. The sequential
alternation between the etching and passivation cycles leaves telltale vertical striation
marks, or scalloping, on the trench sidewalls (Fig. 2-2). It is this scalloping pattern
that gives the finished microcombs a surface roughness of approximately 0.2 pum.
With its separated etching and passivation cycles, TMDRIE can be easily tuned
to provide accurate control of the etch anisotropy. Hence the process is ideally suited
for high-aspect-ratio MEMS applications.
2.1.2 Inductively coupled plasma generation
A plasma is a mixture of partially ionized gas, electrons, and energetic neutral parti-
cles. In a plasma etcher, plasmas are used not only to break up molecules and drive
reaction chemistry, but also to create and accelerate ions. Various substances, such as
silicon, oxide and silicon nitride, can be plasma etched. In terms of ease of operation,
repeatability, contaminant control and most critically for MEMS, high anisotropy,
etching with plasmas offers significant advantages over simple immersion wet etching.
Ref. [13] does a good job in introducing basic operating principles of a plasma etcher.
Over the years, many plasma sources have been invented, such as RIE, magnet-
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(a)
(c)
(b)
(d)
(e)
Silicon Mask Polymer
Figure 2-1: TMDRIE process schematic: (a) silicon with patterned mask, (b) isotropic
etching cycle, (c) polymer passivation cycle, (d) isotropic etching cycle again. The
two cycles alternate sequentially.
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Figure 2-2: SEM image of the sidewall scalloping caused by alternation between
the etching and passivation cycles. The vertical period is determined by the cycle
durations, and for the particular etch recipe used, is on the order of 1 pim.
ically enhanced RIE (MERIE), electron cyclotron resonance (ECR) and inductively
coupled plasma (ICP). Among them, ICP has been recognized as perhaps the most
cost effective and flexible excitation technique to create low pressure and high ion den-
sity plasmas, a necessity for producing high-aspect-ratio MEMS structures [9, 84, 85].
Low etch chamber pressure reduces the collisions between ions and neutral particles,
improves the ion directionality, and results in excellent profile control. High ion den-
sity is necessary not only because it leads to high etch rates, but also because it
decreases the Debye sheath thickness. Debye sheath refers to the region of strong
electric field in front of a material surface in contact with a plasma. It is created
when mobile electrons collide with the surface, and leave behind a region of net pos-
itive charge [19, 48]. This positive charge region leads to a potential profile that
is constant inside the bulk plasma but falls sharply across the sheath. Repelled by
the large potential drop, ions entering the sheath are accelerated into the surface.
Good ion directionality is assured only if ion-neutral collisions inside the sheath can
be minimized. For a given drop in potential, having a higher ion density leads to a
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thinner sheath and therefore less ion-neutral collisions, which helps to improve etch
profile control.
Fig. 2-3 illustrates the working principle of an ICP etcher. To guarantee maximum
power transfer to the plasma, a matching unit is used to match the impedance between
the plasma and the radio frequency (RF) power source via a tuning network. Recall
the Maxwell equation (1.1) from Sec. 1.1.1,
V xE= B (2.1)
at
It follows that a time-varying axial magnetic field B driven by a RF source will induce
an azimuthal electric field E, which effectively confines the plasma flow. Power is
coupled from the induced field to the plasma electrons within a layer near the plasma
surface by a collisionless heating process. Ref. [48] describes the physics of ICP
power absorption and coupling in detail. The circular flow paths do not intersect the
chamber walls; therefore contaminants due to wall sputtering are minimized. Strong
ambipolar diffusion 2 ensures a highly uniform plasma inside the etch chamber. By
RF biasing the wafer platen, we can also independently control the energy of the ions
impinging on the wafer surface. Typically, ICP etchers can operate at 20 times lower
pressure and 10 times higher ion density than the traditional capacitively driven RIE
etchers.
The ICP etcher that we are using to prototype the microcombs was acquired from
Surface Technology Systems (STS). The etcher is designed for 100 mm diameter wafer
processing, which sets a physical constraint on the length of the combs that we can
currently experiment with. A schematic layout and an actual photo of the etcher
are shown in Figs. 2-5 and 2-6. Power comes from two independent 13.56 MHz RF
supplies. A 1000 W power supply feeds the coil surrounding the etch chamber, which
provides inductive coupling to the plasma inside. Another 300 W supply biases the
wafer with respect to the plasma to ensure ion directionality. Vacuum pumping of the
2 Ambipolar diffusion refers to the diffusion process in which buildup of spatial charge creates an
electric field that causes electrons and ions to leave the plasma at the same rate in order to preserve
local charge neutrality [19].
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Figure 2-3: Inductively coupling to a plasma via an induced electric field.
Figure 2-4: SEM image of a 10 pm wide, roughly 150 pm deep trench etched with the
MIT STS-ICP system.
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13.56 MHz
RF Source
Ceramic Process Chamber
Process Height
(variable)
Temperature Controlled
Bellows Sealed Electrode
I t
Helium Cooling
Gas Inlet
Figure 2-5: Schematic of a STS-ICP system. Courtesy of STS.
Figure 2-6: Photo of the STS-ICP system used to prototype the microcombs. Cour-
tesy of MIT Microsystems Technology Laboratories. Note the plexiglass covered
load-lock and the etch chamber directly behind it.
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silicon etch rate 1.5-3.0 pm/min selectivity to photoresist 50 to 100:1
selectivity to oxide 120 to 200:1 sidewall profile 900 ± 20
uniformity across wafer +2.5 to 5% feature size 1 to > 500 pm
aspect ratio > 30 possible etch depth capability 10-800 pm
Table 2.1: Etching results attainable with a typical STS-ICP system. Data are from
Ref. [8].
etch chamber is handled by a Balzers TMH1000C turbo-pump. The integration of
TMDRIE etching process with ICP plasma generation make the STS etcher a potent
tool for carrying out MEMS research. Fig. 2-4 is a SEM image of a STS etched trench
with an aspect ratio of 15:1. Table 2.1 summarizes etching results attainable with a
typical STS etcher.
The hardware setup and actual performance of our etcher have been carefully
evaluated in Ref. [1]. Gas flow rates, durations of the etching and passivation cycles,
powers to the electrode and the coil, and angular positions of the automatic pressure
control valve have all be studied individually and in combinations to optimize the
capability of the system. Recipes developed based on these studies are customary for
every individual MEMS application.
2.1.3 Quartz handle wafer and backside oxide protection
During etching, the wafer is cooled from the back by helium gas (Fig. 2-5). The
measured temperature at the top surface of the wafer is around 40'C. The low
temperature enables the use of photoresist as a soft mask for etching silicon. We have
routinely achieved silicon-to-photoresist selectivity of 90:1. However, backside cooling
has also presented us with a problem. Microcombs require a through-wafer etch. But
a breach in the wafer means helium will leak into the chamber and contaminate
the plasma. To stop the leak, a quartz handle wafer is attached to the backside of
the device wafer, at a time when the device wafer is almost etched through. The
transparent quartz also gives us the convenience of visually determining the last-
minute etch progress.
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Though the quartz handle wafer solves the problem of helium breach, it has also
created an issue of its own. Due to feature size variations and a slight noncircular sym-
metry in the coupling coil itself, silicon etch rates at points across the wafer surface are
slightly different. The nonuniformity is on the order of 4% for our process. The effect
is not very noticeable during shallow etches, but over the hours of a through-wafer
etch, it gets amplified. The time period between the initial and final etch-throughs is
on the order of a few tens of minutes. During those minutes, etching agents, stopped
by the quartz handle wafer, will be redirected through the crevices between the de-
vice and handle wafers, and start to attack the silicon from the backside, leading to
significant feature loss (Fig. 2-7). As a solution, we grow a protective oxide layer on
the back of the device wafer. Fig. 2-8 demonstrates graphically how the protection
scheme works. Experimentally, we have found a thermal oxide layer of roughly 1.5 pm
in thickness works quite well. Note that if there were a breach in the oxide membrane,
etchant would have to attack the oxide again before it gets to the silicon. In that
sense, the oxide layer provides a comforting double protection.
2.2 Microcomb fabrication
The overall microcomb fabrication process is presented in Fig. 2-9.
2.2.1 Thermal oxide growth
The wafers are 100 mm diameter double-side-polished silicon wafers with an average
thickness of 380 pim. The growth of thermal oxide (step (a) in Fig. 2-9) is done in a
Bruce Technologies International BDF-4 furnace, with a wet oxidation recipe running
at 1150'C. Prior calculations using a projected parabolic growth rate coefficient of
B = 0.61 pm2 /hr lead to an oxidation time of approximately 3.7 hours for an oxide
layer thickness of 1.5 pm [13]. The actual oxidation time used is 4 hours with a final
oxide thickness of 1.6 pm.
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Etchant
Silicon Quartz
Figure 2-7: Feature loss due to backside etching of the silicon device wafer.
Etchant
Silicon Oxide Quartz
Figure 2-8: Backside oxide protection prevents premature feature erosion.
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a) Grow thermal oxide
c) Reactive ion etch oxide
111iIil
e) Attach quartz handle-wafer
I.m
b) Photolithography
d) TMDRIE
iE .E~
f) TMDRIE till through the wafer
g) Extract finished microcombs
Silicon Oxide
R
Resist
Figure 2-9: Microcomb fabrication process.
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2.2.2 Photolithography
The achieved comb spacing tolerance of less than 1 pm is partially a result of faith-
ful pattern transfer from a precision photomask onto the resist. The chrome-on-
quartz photomask (Fig. 2-10) is produced by Image Technology Inc., with a Micronic
LRS200-20 Laser Writer. The laser writer has a minimum spot size of 1.5 pm, and
an exceedingly fine address grid spacing of 50 nm. It is well suited for the purpose of
microcomb fabrication, since despite their macroscopic dimensions, the combs must
have feature placement accuracies well below 1 Am. We can easily fit two sets of
combs onto a 100 mm diameter wafer. To improve etch rate and uniformity, so-called
dummy structures have also been introduced.
Contact photolithography (step (b) in Fig. 2-9) consists of the following six steps:
1. Hexamethyldisilazane (HMDS) vapor prime;
2. resist dispense;
3. prebake;
4. contact exposure;
5. resist development;
6. postbake.
HMDS vapor prime is done inside an HMDS oven, with a programmed automatic
cycle. HMDS acts as an adhesion promoter. One side of the molecule bonds with the
surface of the wafer and the other with the photoresist.
The resist we used is AZ 4620 manufactured by Clariant, which responds well
to exposure sources ranging from 310 to 436 nm, and is designed specifically for
applications requiring resist thicknesses of 3 to 50 pm. The resist is dispensed onto
a spinning wafer, using a Solitec Model 5110 photoresist coater. The spinning recipe
used is listed in Table 2.2.
Prebake is done at 90'C for 60 minutes in a convection oven.
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chrome
Figure 2-10: Photomask pattern. Note the dummy structures added to improve etch
rate and uniformity. One set of combs is distinguished from the other by the addition
of square slots.
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time (sec) wafer spinning speed (RPM) function
15 1750 apply resist to wafer
60 1020 spread resist and ensure uniformity
10 5000 further ensure uniformity
Table 2.2: Resist dispense recipe.
A Karl Suss (KS) aligner, with a central wavelength of 320 nm and a flux of
6 mW/cm2 , is used to do the contact printing. The aligner is set at hard contact
mode, and at an exposure time of 600 sec.
Subsequent resist development is done with Clariant AZ 440 MIF developer. De-
velopment time is around 4 minutes, until the exposed areas have been completely
cleared away.
To improve resist stability and adhesion, as well as plasma etch resistance, we
postbake the wafers at 120'C for 30 minutes inside a convection oven.
In the end, an average resist layer thickness of 10.5 pm has been measured with a
Dektak tool. A SEM image of the resist profile is shown in Fig. 2-11. Note the rounded
resist profiles. Initially, we have speculated that the rounding might be caused by two
factors: first, the resist and the photomask were not in intimate contact when the
KS aligner was used in hard contact mode, which can result in excessive diffraction
around feature edges that in turn can lead to resist rounding; secondly, the resist
might be too thick. A test run done with a much higher wafer spinning speed (60
seconds at 5500 RPM) and with KS aligner in its vacuum contact modes did not
yield any significant profile improvement (Fig. 2-12). The resulting resist thickness is
around 6 pm.
It is our preliminary conclusion that ideal vertical resist profiles might not be
possible with AZ 4620 photoresist, which by design can be spun only to a minimum
thickness of 3 pam. As we shall see next, the rounded resist profile leads to nonvertical
oxide sidewalls in the subsequent pattern transfer. During the STS etch, both the
resist and the oxide serve as etch masks. While we prefer to have vertical sidewalls,
3 A vacuum is pulled between the resist and the photomask to ensure good contact.
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Figure 2-11: Resist profile after photolithography. 1020 RPM primary spinning speed.
KS aligner in hard contact mode.
Figure 2-12: Resist profile after photolithography. 5500 RPM primary spinning speed.
KS aligner in vacuum contact mode.
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Figure 2-13: Wafer with patterned resist.
the requirement is not absolutely necessary since we are presently only interested in
relative placement of the comb slots. That is, if the rounding of the resist and the
sloping of the oxide are the same everywhere across the wafer, which indeed seem to
be the case by inspection, the relative comb spacing tolerance should not be adversely
affected. The < 1 pam measured tolerance lends credence to this line of thinking.
Fig. 2-13 shows a close-up photo of the resist after patterning.
2.2.3 Oxide etch
An Applied Materials Precision 5000 (AME-5000) plasma etcher is used to transfer
the comb patterns from the resist into the underlying oxide layer (step (c) in Fig.
2-9). The etching is magnetically enhanced by two sets of electromagnetic coils that
are wired in series. There are two coils per set, and the two sets are driven 90' out of
phase. This sets up a rotating magnetic field, which effectively lengthens the mean
free paths of the plasma electrons, so that neutral atoms and molecules can be ionized
more effectively to increase the ion density and the etch rate [13].
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parameters gas stabilization etch
time (sec) 30 450
pressure (mTorr) 15 15
RF bias power (W) 0 400
magnetic field (Gauss) 90 90
CHF 3 flow rate (sccm) 30 30
Table 2.3: AME-5000 oxide etch recipe.
The pure CHF3 based etch chemistry is described in detail in Ref. [51]. Table
2.3 lists the particular recipe employed. Note that the 450 second etch time is the
time needed to clear the entire wafer, i.e., it includes the time spent on correcting
etch nonuniformities. The measured oxide etch rate near the center of the wafer is
4.3 nm/sec. The oxide-to-resist selectivity is near 4:1.
Fig. 2-14 is a SEM image showing the etched oxide profile. The slope in the oxide
is caused by photoresist rounding, and can be clearly seen in the inset image. The
sidewall deviates from the vertical by approximately 7'.
2.2.4 STS etch
The basic physics of etching silicon with the STS etcher has been described in Sec.
2.1. Here, we shall concentrate on presenting data and images specifically related to
microcomb fabrication (step (d) in Fig. 2-9).
The etch recipe we used to prototype the combs is presented in Table 2.4. It
balances the roles of passivation and etching to yield excellent anisotropy. The trench
shown earlier in Fig. 2-4 was done with this particular recipe, as was the result of a
two hour etch shown in Fig. 2-15. Table 2.5 summarizes key etch parameters obtained
after a one-hour STS run. As the etch continues, the etch rate slowly decreases. This
is expected since etchant must now travel greater distances down narrow trenches.
Nonetheless, the measured etch rate never fell below 2 ptm/min.
Fig. 2-16 demonstrates the isotropic nature of the TMDRIE etching process, il-
lustrated earlier in Fig. 2-1. The 1 pam undercut below the oxide mask is produced by
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Figure 2-14: Oxide profile after plasma etch. The slope in the sidewall is clearly
visible in the inset.
Figure 2-15: SEM cross-sectional view of a two hour STS etch. The etch leaves very
smooth bottom surfaces.
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Figure 2-16: Isotropic nature of the TMDRIE etching cycle led to the 1 pm undercut
below the oxide mask.
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parameters etch passivation
gas SF 6  C4 F8
time (sec) 14 11
gas flow rate (sccm) 105 40
maximum chamber pressure (mTorr) 32 10
RF induction coil power (W) 750 600
RF wafer platen bias power (W) 100 60
Table 2.4: STS silicon etch recipe.
silicon etch rate 2.5 ,m/min
selectivity to photoresist 90:1
selectivity to oxide 290:1
sidewall profile 0.80 undercut
etch uniformity across the wafer 4%
Table 2.5: Key parameters obtained after a one-hour STS etch.
the isotropic etch from the SF 6 plasma. Again, since the undercut is the same across
the entire wafer, it does not adversely affect the relative comb spacing tolerance.
2.2.5 Quartz handle wafer
A 2.5 hour etch would have gone through 85% of a 380 ptm thick wafer. At this time,
a layer of AZ 4620 photoresist is spun onto a quartz handle wafer, and the handle is
attached to the back of the device wafer. The resist not only secures the two-wafer
stack during loading and unloading, but also acts as a heat conduit to allow proper
backside cooling of the device wafer (step (e) in Fig. 2-9). From the point of view of
conduction cooling, the entire quartz wafer should be covered with resist to ensure
maximum thermal contact. However, since the resist is squeezed in between two
wafers, and is put inside a high temperature plasma environment, channels must be
made for resist outgassing, or we run the risk of a mini explosion inside the chamber.
We have found that a resist pattern in the shape of a target sign is ideal for both
outgassing and cooling purposes (Fig. 2-17). The resist is spun onto the quartz at
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Figure 2-17: Resist in a target pattern allows both effective outgassing and cooling.
The image looks at the back of the device wafer through the quartz, and has been
enhanced to bring out the resist pattern. The criss-crossed lines are due to the quartz
wafer's reflection of the ceiling panels.
3500 RPM and is roughly 7 tm in thickness. A 30 minute bake at 90'C is done prior
to wafer insertion into the etch chamber.
2.2.6 Etch throughs
Periodic inspections are conducted to warrant that all features have been etched
through and no unnecessary overetch is done. The time period between the initial
and final etch-throughs is on the order of 30 minutes (step f in Fig. 2-9). During
this time, the backside oxide does an excellent job protecting features from unwanted
erosions (Sec. 2.1.3). To improve etch uniformity, the wafer is rotated to a different
orientation inside the chamber after each inspection.
Fig. 2-18 shows a top-view photograph of a section of the etched through device
wafer. Note that the integrity of the resist etch mask has been preserved because
of good conduction cooling. However, two dummy structures, labeled 1 and 2 in
the photograph, show excessive mask erosion. A closer look reveals that there is no
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backside resist attaching them to the handle wafer. Once etched through, the two
become completely isolated from the rest of the wafer. Heat built up and had no way
of escaping. Excessive temperatures then caused the resist mask to lose resistance to
the etchant. The resist shown in the upper right corner, which is used to attach the
handle wafer to the device wafer, has bubbled under the intense heat generated by
the plasma. A portion of the oxide protection membrane can also be seen shining in
the lower left corner.
2.2.7 Resist and oxide stripping
First, an overnight acetone immersion is done to detach the quartz handle wafer from
the device wafer. The extracted microcombs are mounted onto a custom-designed
Teflon cleaning tool shown in Fig. 2-19. Standard piranha (H 2 SO4 : H2 0 2 = 3:1)
and buffered-oxide-etch (BOE) (H20: HF = 7:1 buffered with NH 4F) recipes are then
followed to strip the leftover photoresist and oxide, respectively (step (g) in Fig. 2-9).
SEM images of the finished reference and spring microcombs are shown in Fig. 2-20.
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Figure 2-18: A close-up top view of the etched through device wafer.
Figure 2-19: Photo showing the Teflon cleaning tool and mounted microcombs.
92
Figure 2-20: SEM images of the reference and spring microcombs.
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Chapter 3
Vector Gaussian beam modeling
Technology roadmaps are predicting minimum feature sizes in integrated circuit (IC)
manufacturing approaching 35 nm in the year 2014 (Fig. 3-1). Next generation litho-
graphic tools such as extreme ultraviolet (EUV) lithography [81] and electron pro-
jection lithography [61, 47] are currently under intense development. In addition to
the challenges of patterning and inspecting such small features, there is the critical
issue of pattern placement. The ability to accurately register and overlay features
from multiple mask layers is as important as the control of pattern critical dimension
(CD). For example, the overlay and the mask image placement errors will have to be
approximately 45% and 25% of CD, or 15 nm and 9 nm, respectively, for the 35 nm
generation lithography (Fig. 3-1). This implies that IC pattern-placement metrol-
ogy tools must be able to measure such errors to 2 nm, and metrology standards
used to calibrate metrology tools need an accuracy of around 0.6 nm. At MIT Space
Nanotechnology Laboratory (SNL), we are exploring a radically new metrologic par-
adigm, the so-called scanning beam interference lithography (SBIL), to produce such
"picoaccuracy" metrology standards [71].
3.1 Scanning beam interference lithography
Fig. 3-2(a) shows a schematic of the SBIL system that is under development. A resist-
coated substrate is placed on top of a laser-interferometer-controlled air bearing XY
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Figure 3-1: 1999 Semiconductor Industry Association (SIA) roadmap. Data were
obtained from http://www.semichips.org/, a SIA website. Data in the second table
are projected values; they are not part of the SIA roadmap.
stage. Two millimeter-diameter Gaussian laser beams (A = 351.1 nm) launched from
a vertically mounted optical bench interfere over the substrate, and create a small
patch of grating that has extremely linear phase. The stage then is scanned in a
serpentine manner to create gratings over the entire substrate (Fig. 3-2(b)). The
ultimate goal of this method is to produce. periodic patterns over a 300 mm diameter
area with subnanometer phase error. Already, we have proposed to use SBIL to
produce a national metrology absolute pattern placement standard (MAPPS). The
linear-phase gratings and grids can also be used to measure process-induced, pattern-
mastering and pattern-replication distortions commonly associated with lithographic
pattern generating systems [71]. Furthermore, it is possible to engineer a SBIL system
capable of writing large-area chirped linear gratings, which will suit a wide variety
of industrial and scientific applications such as integrated optoelectronics and high
resolution x-ray spectroscopy.
Perhaps the best way to appreciate the beauty of SBIL is by contrasting it with our
"traditional" interference lithography (IL) system (Fig. 3-3). Two spherical electro-
magnetic waves emanating from lens-pinhole spatial filters produce a standing-wave
interference pattern with a hyperbolic-phase progression at the substrate, about 1 m
away (Fig. 3-4). The interference pattern covers an area of roughly 10 cm in diam-
96
Argon-Ion Laser (X = 351.1 nm)
Air Bearing
Granite Slab
Blowup of Beam
Interference Region(a)
X Direction
Scanning Substrate
Grating %S
Image
Air Bearing
XY Stage
Resist
Coated
Substrate
(b)
Figure 3-2: (a) Schematic of the SBIL system under development. The goal is to
produce periodic patterns over a 300 mm diameter area with subnanometer phase
error. (b) A top-view depiction of the serpentine scan.
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Figure 3-3: Schematic of the traditional IL system. The p = 2 sinO formula is derived
by interfering two ideal plane waves.
eter. Ref. [25] did a thorough job at describing the IL optics, including a detailed
derivation and some experimental measurements of the hyperbolic-phase progression.
Although gratings made by IL have been successfully used in many different appli-
cations [24, 49, 50, 62, 70], they are inferior to linear-phase gratings when used as
metrology standards or tools for measuring distortions in pattern generating systems.
There are many reasons. It is extremely difficult to characterize the phase of an IL
produced grating to the subnanometer level, and it is almost impossible to set up
the IL system to expose a grating with a perfect hyperbolic phase [25]. One may
then raise the possibility of collimating the spherical beams with large, high quality
lenses. However, the resulting system will be too expensive to be practical. SBIL,
on the other hand, circumvents all of the previously mentioned problems. A SBIL
beam is only millimeter in size, so it senses only a subaperture of the collimating
lens, which may have a figure error much smaller than that associated with the full
'Lenses with figures better than A/300 (< 1 nm) over the full beam.
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Figure 3-4: (a) Simplified geometric parameters used in the traditional IL system. (b)
Plot of the phase difference between a hyperbolic-phase grating made by interfering
two spherical waves and a perfect linear-phase grating made by interfering two ideal
plane waves.
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aperture. As a result, commercially available lenses with figure errors of A/8 or A/10
can be used comfortably on SBIL to collimate beams. The small interference spot
on the substrate creates a small grating image with linear phase and very low phase
distortions. Large-area linear gratings can then be built by scanning the substrate.
Conceptually, SBIL is fairly easy to understand. Its implementation however, re-
quires detailed understanding of system optomechanics, effective control of sources of
phase disturbance, sophisticated environmental controls, and real-time digital signal
processor (DSP)-based phase-locking opto-electronics. In particular, from an optics
point of view, the laser beams employed by SBIL are intrinsically Gaussian in nature.
It is not clear whether spherical wavefronts derived from Fraunhofer approximation
still apply to SBIL. The subnanometer phase tolerance compels a complete under-
standing on the nature of Gaussian beam propagation and interference. Any potential
source of phase contribution allowed by the theory of electrodynamics must be care-
fully investigated. This thesis will take into account the full vector nature of the
electric field, and study beam properties beyond the usual scalar paraxial approxi-
mation.
In Sec. 3.2, we present a full vector analysis of Gaussian beam propagation by us-
ing the well-known method of angular spectrum of plane waves. The Gaussian beam
is assumed to traverse a charge-free, homogeneous, isotropic, linear and non-magnetic
dielectric medium. The angular spectrum representation, in its vector form, is ap-
plied to a problem with a Gaussian intensity boundary condition. Sec. 3.3 discusses
Gaussian beam interference based on results obtained in Sec. 3.2. Specifically, we
consider cases where the two interfering beams are represented by spherical, scalar
Gaussian and vector Gaussian models. For the purpose of accurately describing SBIL
phase distortions, we are interested in determining whether the vector Gaussian model
offers any significant improvement over the spherical and scalar Gaussian results.
More concretely, we would like to know, for what geometric parameters, the modeled
phase progression conforms best to the ideal linear phase.
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3.2 Gaussian beam propagation
Thanks to its elegant physics and intuitive simplicity, the angular spectrum repre-
sentation has been used to solve a variety of problems involving the propagation,
transmission and reflection of Gaussian waves. Its theoretical foundation has been
well anchored by a large number of authors. Traditionally however, the representation
has been used in its scalar form, and the propagating field has been calculated in con-
junction with the so-called paraxial approximation [44, 57, 93]. Though researchers
such as Agrawal and Pattanayak [2] have extended the solution beyond the paraxial
result, their approach to the problem remains scalar in nature.
Despite some added mathematical difficulties, the extension of the scalar solution
to the vector is relatively straightforward. Rooting from the full vector description of
the angular spectrum of plane waves, we adopt essentially the same scheme as that
implemented by Agrawal and Pattanayak. First, a specific boundary field distribution
with a Gaussian intensity profile is proposed, the use of which conveniently eliminates
one of the two transverse electric field components, y in our case. We then proceed
to calculate an exact solution of the propagating vector field, E(r), for any spatial
displacement r. The transverse x-component has been investigated by Agrawal and
Pattanayak. The result is expressed in terms of a power series expansion, with a
well-defined expansion parameter. The first term in the expansion corresponds to the
usual paraxial result, while higher order terms represent non-Gaussian corrections.
This paper focuses on deriving a similar expansion for the longitudinal z-component,
with the leading term of the expansion corresponding to the first non-fundamental
Hermite-Gaussian (HG) mode. The forms of these two series, and the relationships
among the various terms, satisfy those postulated by Lax, Louisell and McKnight
[46]. The main advantage of such an analytical approach, besides offering physical
insight, is its considerable simplification over the often lengthy numerical calculations.
A limitation associated with this expansion approach is the rapid divergence of
the higher order terms at distances far from the initial boundary plane. To quantify
the range of applicability for the series, we examine two schemes that are often used
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to approximate a scalar Gaussian beam: the paraxial approximation, valid for wave
descriptions close to the axis of propagation, and the spherical approximation, valid
at radial distances that are far greater than a wavelength. By studying the phase
difference between these two approximations, we are able to derive an expression
which quantifies the transition from the paraxial to the spherical regime. We show
that beyond this transition plane, higher-order terms contained in the aforementioned
series become increasingly divergent with distance, thus producing unphysical results.
To analytically study the beam behavior here, alternatives such as the method of
stationary phase [14] must be used.
Although this work is motivated by SBIL, the precise characterization of prop-
agating Gaussian waves is also useful in understanding and constructing other fine
metrology instruments [49, 76].
3.2.1 Vector Gaussian beam
In his classic papers, Rhodes [66, 67] derived the full vector representation of the
angular spectrum of fields. Following Carter [14], we rewrite Rhodes' results with a
slightly more intuitive notation, which also coincides with that used by Agrawal and
Pattanayak [2]:
Ex (r) = J A,(p, q)eik(px+qy+mz) dp dq, (3.1)
+oo
Ey(r) = 1 A,(p, q)eik(px+qy+mz) dp dq, (3.2)
Ez(r) = / [LAx(p, q) + Ay(p, q)] eik(px+qy+mz)d p dq. (3.3)
Eqs. (3.1), (3.2) and (3.3) together represent the solution to the vector wave equation
(V 2 + k2) E(r) = 0 (3.4)
in the z > 0 half-space. An harmonic time dependence, eiwt, has been suppressed in
the field expressions, and
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p1-p _92 ifp 2 + q2 <
m = f p (3.5)
i~p 2 +q 2 -1 ifp 2 q 2 >1.
The wave vector has a magnitude k = fiw/c.
Physically, each of the three electric field components is made up of plane waves
traveling in all directions, whose magnitudes are determined by the complex factors
A, (p, q) and Ay (p, q). Imaginary m values signify the existence of evanescent waves,
which propagate freely along the xy-plane but decay exponentially along the positive
z direction. Eqs. (3.1) to (3.3) demonstrate a simple physical principle: an electric
field that satisfies the wave equation can be expressed in terms of, at most, two scalar
functions, Ax and AY.
To find these scalar functions, it is enough to specify the two transverse field
components Ex and Ey, at a boundary plane z = 0. Our choice of boundary condi-
tions evolves from that of Agrawal and Pattanayak. Specifically, we adopt an initial
Gaussian intensity profile for the x-component,
z 2 + y2
Ex(x,y,0) = exp- , (3.6)
1 2w4
where wo is a measure of the beam width. For the y-component, we choose
Ey(x,y,0) = 0. (3.7)
By inverse Fourier transforming (3.1) and (3.2), substituting in (3.6) and (3.7), and
performing the consequent integrations, we find
k2 +
Ax(p, q) = -) /f0 Ex(x, y, 0) e--ik(px+q)dx dy
27r _-00
1 [ p2 + q21
= f 2 exp 2f 2  (3.8)
2kr f2 2f2a
Ay(p, q) = - 00 EY(X, y, 0) edik(y+qy)d d2,7r (-0
= 0, (3.9)
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where f = (kwo) 1 is proportional to the ratio of the wavelength over the beam
width. Combining (3.2) and (3.9), we obtain Ey(x, y, z) = 0. Thus the choice of a
zero y-component at the boundary plane ensures the vanishing of the y-component
throughout the z > 0 half-space. We need now only to concern ourselves with the x
and z components.
With Ax and Ay given by (3.8) and (3.9), the transverse (x) and longitudinal (z)
components of the electric field are represented by two double integrals. Due to the
cylindrical symmetry of the problem, the double integrals can be further reduced to
single ones:
/ 1 b2
Ex(r) = 0 je~2f eikmzJo(kpb)bdb, (3.10)
/C iX 1 b2 . b2
Ez(r) =-2e 2 eikmzJ 1 (kpb) db, (3.11)0 p f 2 1 -b 2
where b = lpz+ gz, p 2 + y2, and Jo and J1 are the zeroth and first-order
Bessel functions, respectively. When b > 1, m is complex, and the integrands decay
exponentially, becoming negligibly small as one retreats further than several wave-
lengths away from the z = 0 plane. Hence, as a first step to evaluate (3.10) and (3.11)
analytically, we drop the evanescent field components by lowering the upper limit of
integration from oo to 1:
/1 1 -2 
.
Ex(r) = J e2f e* Jo (kpb)b db, (3.12)
. o f2
F1 iX 1 _2 . b 2
Ez(r) = -e 2f e*k J1 (kpb) db. (3.13)
JO p f2 V 1_-b 2
In reality, we are most often interested in knowing the beam character tens if not
thousands of wavelengths away from the beam waist. At that distance, the approxi-
mation made in (3.12) and (3.13) is for all practical purposes the same as the exact
result.
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3.2.2 Power series expansion
Integral (3.12) has been thoroughly investigated by Agrawal and Pattanayak [2].
Integral (3.13) is the subject of study of this paper. Though at times we have to
build new tools to tackle this seemingly different problem, our basic approach closely
resembles that of Agrawal and Pattanayak's.
The following expansion of eikm2, identical to Eq. (13) in Ref. [2], is valid for b < 1:
eikmz exp(ikz /1 - b2 )
kzb2 n
2 ) Hl) (kz), (3.14)
1
1
n=O
H(1 ). (kz)
H (kz)
-
- ( 2eikz,
1
2 )2
7rkz
n-1
eikzi-n I
M=O
(-1 " (n+m-i1)!
2ikz m!(n - m - 1)!' n> 1, (3.15)
is the Hankel function of the first kind [30]. (Note the critical factor m! which is
missing in Agrawal and Pattanayak's paper due to a probable typographical error.)
Substituting (3.14) into (3.13), we can switch freely the order of summation and
integration because the region of integration falls within the radius of convergence of
the series. We then obtain
Ez(r) ix 1
p f2
(kz 2 00
2 1:
1
ni!
(3.16)HM1 (kz)T(p),
where
Tn(p) f1 b2 
b2n+2
.o/1 - b2
J1(kpb) db. (3.17)
An analytical evaluation of (3.17) is difficult. We opt for an alternative that
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where
7rkz
2 )
expands the integrand first. For b < 1, we have a convergent expansion
1 1 3
1 - b2  1+ b2 + b4 +- (3.18)
Direct replacement leads to
1 b2+2 (I+1 234
Tn(p) = e-2b 2 n+2 (+ b2 +8 b + -J 1 (kpb) db
= T1) (P) + T2) (P) + --- (3.19)
where
Tn1 )(p) = e 2f b2n+ 2 J1(kpb) db, (3.20)
1 1 
_ 2T( 2) (p) = - e b2n+4 J1(kpb) db, (3.21)
2 .
etc.
Though the transformed integrals seem easier to handle, their evaluations remain
thorny till we notice that for small f ratios, i.e., f < 0.4, or equivalently wo > 0.4 A,
values of the integrals will stay nearly the same as the upper limit of integration
extends to oc. In other words, the contribution to the integral from 1 to oo becomes
increasingly negligible as f decreases. Calculations [31] then yield
/OO b 2
Tn() = e b2n+2J(kpb) db
2n / ( !2 2 2 / 2 \
= (2f2 2 e2 L (3.22)
2 2w2) n 2w2)
1 00 _2
TQ(p) = -J e~2 2 b2n+4J1(kpb)db2 o
__ f ) 2n+5 (n + 1)! -0 L +1 (3.23)
2 Vf)2 2u e n~ K2w 2), (23
etc., where L' is the associated Laguerre polynomial.
By now, it already seems qualitatively plausible that (3.16) can be expressed in
terms of a power series expansion, with some f-power being the expansion parameter.
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To proceed with the quantitative derivations, we plug (3.19) into (3.16) and define
Ez(r) E (r) + Ez(r) + --- (3.24)
where
Ezjr)
E."(r)
=ix
p f2
ix1
p f2
(irkz 2
S2 .On!ri
(wrkz 2 0 1!
(kz nl
H (kz)T l (p),
(kz nl
H (kz)T2)(P),
(3.25)
(3.26)
etc.
First, focus on (3.25). Substituting in (3.15) and (3.22), we obtain, after perse-
vering through some heavy algebra,
2
__ Xf 25 ikz
S e 0 oe +1
(iz nL'
(27kzm}
where 1 = ko = wo/f is the so-called diffraction length, which characterizes the
longitudinal direction associated with the Gaussian beam. To further demonstrate
the physics wrapped in (3.27), we regroup the terms according to their m values and
perform the summations to obtain
fE(1 )(r) + f
Ez1 ) (r)
Ez)(r) + 0(f 5 ), (3.28)
1 +')
ix eik 2
W 1 ( + exp - (3.29)
In so doing, we take note of Endnote 11 in Ref. [2]. Similarly, we find for the second
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Ez (r) 2w2)X
(3.27)
Ez(r)
where
n-1 (n + m--1!
Sm!(n - M - 1!
- -e 2-oe iz<
WO k2wo (n + 1 n Ln+1 (2) X+ n1
(n + m - 1)! 
-1k)IE m!(n- m- 1)! (2ikz J
= f3 -- I 2Ll
1+- Cp 22 iz2wo 1 ) E 1)(r) + O(f 5 ).
Clearly, E,'"(r) and higher order terms will weigh in with O(f 5) or higher.
Combining (3.24), (3.28) and (3.30), we obtain for the longitudinal component
E2(r) = fEz1 )(r) + f 3 Ez3)(r) + 0(f 5 ), (3.31)
where
= {l+iz/l Li
iz/l
(1 + iz/)
2(1 +iz/l)
L' Ez() (r).
2222 (1 + iz/l)
(3.32)
Hitherto, (3.16) has been transformed into a power series expansion with an expansion
parameter f 2 . Compare (3.31) with Agrawal and Pattanayak's derivation for the
transverse component which has been further expanded to include the fourth-order
term,
Ex(r)
E )(r)
Ex (r)
- Ex)(r) + f 2Ef2)(r) + f 4Ex4)(r) + 0(f 6 ),
eikz
1 + iz/l exp
- (
2w 2 (1 + iz/l)'
2 2 Ef(),2ws2(1 + iz/l)
iz /1
(1 + iz/l) 2
(3.33)
(3.34)
(3.35)
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term
E' (r)
(3.30)
Ez3)(r)
where
E 4)(r) 3iz/ L4 ( +(1 + iz/l)4 2(1 + iz/l)
PLl E.0)(r (3.36)8g _ 2 W2(1 + iz/l)_
and where Lb = Lo. As may be intuitively evident, the longitudinal component is
much weaker in strength than the transverse, due to an additional multiplicative
factor f and a quadratic power dependence on 1/z. It is also out of phase with the
transverse component. Furthermore, unlike the transverse component whose lowest-
order term maintains a Gaussian intensity profile along z, the longitudinal component
possesses no such behavior due to its intrinsic x dependence. In fact, the leading term
in the longitudinal expansion corresponds to the first non-fundamental HG mode, as
will be discussed in the next section.
The term Ex )(r) is commonly referred to as the paraxial result, also known as
the fundamental HG mode. It is the "traditional" scalar Gaussian solution. The
Ex0 )(r) 2 intensity has a 1/e radius
w(z) = wo 1+ z 2 /12, (3.37)
and a 1/e 2 radius
w2 (z) = V2wo 1 + z 2/1 2 . (3.38)
We refer to Eqs. (3.31) and (3.33) together as the vector solution and Eq. (3.33)
alone the scalar. One may have noticed that E, at the boundary z = 0 does not
vanish. This is consistent with the theory of electrodynamics: if two boundary field
components are known, the third will be fixed automatically. For this reason, unlike a
scalar beam, the propagation of a vector beam does not allow a pure scalar Gaussian
intensity specification at the boundary.
109
0.0003
0.1
0.0002
0.0001 X\4V0.05
0
-0.1 (MM)
0 -. 05
0.05
x (mm) 0.1-.
Figure 3-5: A plot of Ez') as a function of x and y for wo = 1.3 pm, A = 351.1 nm
and z = 1 mm. Ez1) represents the first non-fundamental Hermite-Gaussian mode.
Note the mirror symmetry of the two humps about the x axis.
3.2.3 Discussion
One can show explicitly that Eq. (3.29) represents the first non-fundamental HG
mode with x mirror symmetry [93]. Fig. 3-5 shows a plot of E . The total
absence of the y mirror-symmetric term can be attributed to the simple boundary
field we considered. If instead of (3.6) and (3.7), we had adopted a more complicated
boundary field condition, for instance,
E.(x, y, 0) = exp -, (3.39)
vf2 . 2wo
1 zx2 +y21
E,(,y, 0) = -exp , (3.40)N[2 2woJ
then the analytical procedure outlined in the prior sections would have led to an
additional y mirror-symmetric field in E 3.
Eqs. (3.31) and (3.33) fit the forms of the two power series proposed by Lax,
Louisell and McKnight [46] (see Eq. (3.18)). Together the two render an explicit
description of a vector Gaussian beam propagation through space. Lax et al. also
derived four sets of differential equations (Eqs. (3.20), (3.19), (3.24) and (3.25), with
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g = 0) that relate the various terms in (3.31) and (3.33):
2ik a+ V Exf)(r) 0, (3.41)
E.1)(r) = iwo '--E)(r), (3.42)Ox
2ik-- + v) Ex)(r) -ki 2 ,(r) (3.43)
E' 3)(r) = iwo .F 2) (r) + il O ,()(r) (3.44)OX Oz
where V2 = &2/&x 2 + 02 /0y 2 is the transverse portion of the Laplacian. Note,
however, by the choice of their definition, the E's in (3.41) through (3.44) differ from
our E's by an absence of the factor eikz. (See Eq. (3.1) in Ref. [46].)
Eq. (3.41) is the well-known paraxial equation [44, 57, 93]. Its solution, E40),
is commonly referred to as the paraxial result, also known as the fundamental HG
mode. While EP) represents the first non-fundamental HG mode, terms E), Ep) and
higher correspond to vector non-Gaussian corrections to the paraxial optics. It can
be quickly verified that our expressions (3.29), (3.32), (3.34) and (3.35) satisfy the
above four differential equations. Hence the mathematics employed thus far is indeed
plausible.
As an illustration, the ratio of the vector field intensity to its scalar counterpart
is plotted in Figs. 3-6 and 3-7 for two particular sets of parameters. Since f < 0.25 in
both cases, the first two terms in the Ex expansion well approximate the exact integral
result (3.10), and the same holds for Ez (3.11). Hence the plots have been generated
using only these four terms. Note that in Fig. 3-6, where f = 0.043, the calculation
indicates a 1% difference between the scalar and vector intensities at the edge of
the region, while in Fig. 3-7, where f = 0.28, a > 40% difference is indicated. This
illustrates the general trend of the reduction in magnitude of higher-order Gaussian
terms (both scalar and vector) as f is reduced.
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Figure 3-6: A plot of the ratio of the vector field intensity, |E12+ | E2|2 , to the scalar
intensity, IE 12 , for z = 1mm, wo = 1.3 pm and A = 351.1nm (f = 0.043). A 1%
deviation is registered near the edge. The inset shows the scalar intensity profile
I E.| 2 , sampled over the same 0.2 mm x 0.2 mm region.
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Figure 3-7: A plot of the ratio of the vector field intensity, |E2 2+ jE| 12, to the scalar
intensity, |E;|2 , for z = 3.6 pam, wo = 0.2 pm and A = 351.1nm (f = 0.28). A > 40%
deviation is registered near the edge. The inset shows the scalar intensity profile
I E.| 2 , sampled over the same 5 pm x 5 pm region.
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Figure 3-8: For z = 20 mm, wo = 1.3 pm and A = 351.1nm (f = 0.043), the
solid line represents E 0) , the dotted line E 0) ± f 2E12) and the dashed line
E 0) + f 2E, 2) + f 4E,4) .
3.2.4 Range of applicability
Astute readers may wonder why, in Figs. 3-6 and 3-7, we have chosen propagation
distances so close to the z = 0 boundary plane. Fig. 3-8 shows a plot of the scalar field
intensity at a distance z = 20 mm, for wo = 1.3 tm and A = 351.1nm (f = 0.043):
the solid line represents E 0) , i.e., the intensity due to the first term in Eq. (3.33),
the dotted line E0) + f 2E12) and the dashed line E0) ± f 2E 2 ) ± f 4El4) . As
the trend clearly indicates, at this z, the higher-order terms in the expansion (3.33)
becomes increasingly divergent. Following the remarks prior to Eq. (22) in Ref. [2],
we speculate that the behavior arises from an interchange of summations. A similar
divergence in the longitudinal component (3.31) is also observed. Therefore, the series
expansion approach, at least in its truncated form, has a limited range of applicability
in the z direction, within which the approach offers sensible corrections to the paraxial
optics, but beyond which it gives unrealistic results, as Fig. 3-8 clearly demonstrates.
To quantify this range, we start by considering the evolution of a scalar Gaussian
wave (3.10, 3.33) from the paraxial to the spherical regime. The key is to realize
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Figure 3-9: A schematic showing the various coordinate measures used in deriving the
range of applicability zt for the series expansion. Beyond the range, paraxial optics
breaks down and the series expansion approach becomes invalid.
that beyond a certain transition point z = zt, paraxial optics will no longer render
a fitting description of the wave propagation. Hence the series expansion, which
provides higher-order corrections to the paraxial result, will correspondingly break
down.
Fig. 3-9 shows a schematic of the coordinates used in deriving zt. For p = Nzz + y
sufficiently small, we are very close to the z axis. We term this the paraxial regime.
Inside, the first term in (3.33), i.e., Eq. (3.34), gives an accurate description of the
scalar Gaussian beam. The paraxial phase is,
z p2z
<fpar(p, z) kz - arctan -Z+ )+ P. (3.45)1 2ws1 (1 + Z2/12)
On the other hand, for p large such that k r > 1, where r = Vp + 7 is the spherical
radius, Carter [14] showed, via the method of stationary phase, that (3.10) can be
approximated as
rz k p24
Ex~) -rep2 2r2 ei. (3.46)
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Hence the beam carries a spherical phase,
7r 7r
#kh(p, Z) = 2 + k r 2 + k p2 + z2. (3.47)
We term this the spherical regime. The difference between #pk and #,sph is denoted
A#(p,z) = # (p, Z)-#spph(pZ). (3.48)
The transition p = pt from the paraxial to the spherical regime is found by minimizing
A# with respect to p,
'2
Pt(z) = 1 2 + . (3.49)
Intuitively, Eq. (3.49) makes good sense. As z decreases, the paraxial regime should
incorporate a greater circular region in the xy-plane.
Now, take z -> 0. We have pt going to oc and the 1/e beam radius w(z) (Eq.
(3.37)) nearing wo. Since the entire beam is confined within pt, the paraxial regime
dictates the field character. As z moves away from z = 0, pt decreases, shrinking
down to 0 as z -+ oo, and w(z) increases, approaching oo. The beam now falls wholly
outside of pt, where the spherical regime reigns. Hence, to find boundary z = zt that
signals the transition from one regime to the other, we equate pt to the 1/e beam
radius w(z).
Pt(zt) = W(Zt) ->
1 2  ~ 21 2+ = o (3.50)
Solving for zt in the limit f < 1, we obtain
Ztl ( 2 - f 2 +/2 4 +v/ k 0 , (3.51)
\hih 2
which shows that zt scales as the third power of wo. In other words, the transformation
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from the paraxial to the spherical regime happens faster for smaller wo. Physically,
a Gaussian beam with a tiny initial radius will diverge very quickly. Its phase front
starts to resemble a sphere after traveling only a very short distance. The examples
depicted in Figs. 3-6 and 3-7 were chosen at the position z = zt, with zt = 1 mm in
Fig. 3-6 and zt = 3.6 pm in Fig. 3-7. Beyond these values, the paraxial optics quickly
breaks down and the series expansion approach becomes invalid.
The validity of Eq. (3.51) is quantitatively demonstrated in Figs. 3-10, 3-11 and
3-12. In Fig. 3-10, a numerical integration [63] of the scalar Gaussian field (3.10) is
carried out for A = 351.1 nm, wo = 1.3 pm and z = zt/2 = 0.5 mm, to obtain the exact
field magnitude and phase information. Magnitudes and phases due to the first three
terms in the expansion (3.33), i.e., E0), E0) + f 2E,2) and EO) + f 2 E 2) + f 4 Ex4 ), are
then calculated in sequence. Their deviations from the numerical results are plotted.
The deviations in magnitude and phase due to the spherical approximation are also
shown. As expected, within the beam radius, the results clearly show that the paraxial
regime dominates and the inclusion of higher order terms offer increasingly accurate
approximations. However, outside of the beam radius, the spherical approximation
takes over and provides a much better fit. Figs. 3-11 and 3-12 were done at the same A
and wo, but for z = zt = 1 mm and z = 2zt = 2 mm, respectively. The trend indicated
by the curves clearly casts doubt on the validity of the series expansion approach for
z > zt. If the series were well behaved, we would expect higher-order terms to
converge uniformly towards the numerical result. However, as shown in Fig. 3-12(b),
the diverging behavior of the second-order term is evident at z = 2zt. For z >> zt,
the divergence of higher-order terms only gets worse (Fig. 3-8). Therefore, beyond
the range of applicability demarcated by zt, our power series method is unreliable
and should not be used. Spherical approximation (3.46), on the other hand, becomes
increasingly accurate for larger z. Note that Eq. (3.46) is attained via the method of
stationary phase [14], and corresponds to the first term in an asymptotic expansion
(Ref. [10], page 752). Thus in general, if one seeks to describe the field outside of zt,
other analytical tools such as asymptotic approximations can be used.
116
|E |2
0.0035
0.003
0.0025
0.002
0.0015
0.001
0.0005
p (mm)
0.02 0.04 0.06 0.08 0.1
AIExI2  (a)
2IEx'12
scalar to order (0)
-.-.-.. ........ scalar to order (2)
0.003 - - - scalar to order (4)
spherical
0.002
0.001
0.02 0.06 0.08 0.1
(b)
Ap (rad)
0.5 scalar to order (0)
-- scalar to order (2)
0.4 - - - scalar to order (4)
-
spherical
0.3
0.2
0.1
0.04 0.06 0.1
-0.1 (C)
Figure 3-10: For wo = 1.3pum, A = 351.1nm and z = zt/2 = 0.5 mm. (a) The
numerically obtained scalar field intensity |E| 2. (b) The thin solid, dotted, dashed,
and thick solid lines represent differences from the numerical intensity by |E(0 12,
|E0) +f 2 E( 2 ) 2, E0) +f 2 E 2) + f 4 E 4 )2 and the spherical result, respectively. Results
are normalized to |E 12.x. (c) The thin solid, dotted, dashed, and thick solid lines
represent deviations from the numerical phase by E0), E0) + f2E 2), E0) + f2E 2) +
f 4 4) and the spherical result, respectively.
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Figure 3-11: For wo = 1.3 pm, A = 351.1nm and z = zt = 1 mm. (a) The numerically
obtained scalar field intensity |E2|22. (b) The thin solid, dotted, dashed, and thick
solid lines represent differences from the numerical intensity by |E0) 12, E0)+f 2E 2) 2,
|E10)+ f 2 E(2) + f4 E 4)12 and the spherical result, respectively. Results are normalized
to |Ex2,,x. (c) The thin solid, dotted, dashed, and thick solid lines represent devia-
tions from the numerical phase by E0), E(0 ) + f 2E(2), E(0 ) + f2E 2) + f 4 Ex4 ) and the
spherical result, respectively.
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Figure 3-12: For w0 = 1.3 pm, A = 351.1nm and z = 2zt = 2 mm. (a) The numerically
obtained scalar field intensity |E,|2 . (b) The thin solid, dotted, dashed, and thick
solid lines represent differences from the numerical intensity by |E)12, |E0) +f 2 E(2) 2,
|E0) + f2E 2) + f 4El4)12 and the spherical result, respectively. Results are normalized
to lEx 1ax. (c) The thin solid, dotted, dashed, and thick solid lines represent devia-
tions from the numerical phase by Ex0), E0) + f 2Ex2), Ex) + f 2E12) + f 4 Ex4 ) and the
spherical result, respectively.
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3.2.5 Vector corrections
In deriving the range of applicability for the series expansion approach, we considered
only the transverse component of the electric field, i.e., Eq. (3.33). Since our goal
is to study vector Gaussian beam propagation, it is also essential to investigate the
contribution from the longitudinal component.
We know from Sec. 3.2.2 that the leading term in the longitudinal expansion,
fE) in Eq. (3.31), is significantly weaker than ExO), which explains why Gaussian
beams have traditionally been expressed by the scalar paraxial approximation. To
study whether vector corrections are needed, we have to compare fEz1 ) to f2 Ex),
the next higher order term in the transverse expansion.
As shown in Fig. 3-5, for a given z, due to asymmetry, the intensity
2 2 2- 2+2Xf E()(x, y, z) = f2 exp - (3.52)
2o(1 + z2/12) 2  _ (1 + Z2/12)
takes on maximum values at two mirror-opposite points, (x, y = 0, z) and (-x, y
0, z). By maximizing fE')(x, y - 0, z) 2 with respect to x, we obtain the corre-
sponding maximum intensity
max e (1 + z 2 /1 2 ) (3.53)
at
zmax = Wo 1 + z 2 /12 . (3.54)
Eqs. (3.53) and (3.54) show that the location of the intensity maximum coincides
with the 1/e beam waist for E0) 2, and that the maximum intensity trails E0)1
of f2I fE~) 12maxby a factor of f 2/e. Furthermore, fEa) is also a monotonic decreasing function
of z, having a maximum value of f 2 /e at z = 0. At the transition range zt = /2 /f,
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assuming f < 1, i.e., zt > 1, we have
12f E 
~ma e z2
=t - ~0.184 f 4.
2e
Similarly, calculations aided by Mathematica show that the intensity
f 2 E12 )(pI Zt) 2 = f4 z2/12 
P 2 2
(1 + z2/12)3 2w2 (1 +'ize/l) 2
S2]
e 2 (1 + Z2/12)
has a maximum of
2
f2E 12
mazx
4 f4 0.073 f 4
e4
Pmax 2 wozt/l = 2vf2'. f.
At z = 0, we find that the term fFE,4) is finite and the term f 2 Ex2 ) is zero, while
at z = zt, Eqs. (3.55) and (3.57) demonstrate that these terms are comparable in
magnitude. Therefore, vector corrections must be included in any study that wants
to go beyond the scalar paraxial approximation Ex).
3.3 Gaussian beam interference
Now that we have developed a thorough understanding of both scalar and vector
Gaussian beam propagation, we would like to apply the results found in Sec. 3.2 to
describe the phenomenon of Gaussian beam interference.
Four interference models will be explored. In the linear model, two plane waves
interfere to create a standing-wave pattern with an ideal linear-phase progression,
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(3.55)
(3.56)
at
(3.57)
(3.58)
which serves as a phase-comparison standard. The spherical model approximates
the beams with Eq. (3.46). Interference due to spherical wavefronts lead to the
hyperbolic-phase progression briefly discussed in Sec. 3.1. We stress that the phrase
"scalar Gaussian" refers solely to the traditional paraxial Gaussian solution Eo),
given by Eq. (3.34). In the scalar Gaussian model, E0) is used to characterize the
beams. Any attempt to go beyond the scalar Gaussian model has to incorporate
vector corrections. Hence in the vector Gaussian model, we take into account both
the transverse (x) and longitudinal (z) components of the electric field. Specifically,
we carry the x-component to the second order and take the z-component to the first
order, i.e.,
Ex(r) = EL)(r) ± f2 E 2 )(r), (3.59)
Ez (r) = f E(1)(r), (3.60)
where fE(1) (r) and f 2 Ex2 ) are comparable in magnitude (Sec. 3.2.5). Of course, in
using Eqs. (3.59) and (3.60), we must observe the constraint set by zt, i.e., the power
series expansion is invalid for z outside of zt.
For the purpose of accurately describing SBIL phase distortions, we are interested
in finding out whether the vector Gaussian model offers any significant improvement
over the spherical and scalar Gaussian results. More concretely, we would like to
know for what geometric parameters, i.e., the beam waist size wo and the propagation
distance d, the modeled phase progression conforms best to the ideal linear phase.
MATLAB scripts used in generating phase-difference contours (Sec. 3.3), and in
studying SBIL optics (Sec. 3.3.7) are enclosed in Appendix C and D, respectively.
3.3.1 Field and coordinate transformations
Fig. 3-13 depicts the geometric layout of the interference. The electric fields in the
left (L) and right (R) arms travel a distance d before interfering at the origin 0. Each
arm makes an angle 0 with respect to the z axis. To study the interference pattern,
we must properly transform not only the electric field vector, but also the coordinate
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substrate at z= 0
7L
ZL ZR® R 'Y
-L OR'
XL YL XR
Distance |OOL| =OOR|= d
Figure 3-13: Geometric layout of the interference.
frame from (x,, y,, z,) to (x, y, z), where "*" stands for either L or R.
First, let us consider the electric field in the right arm. The propagation distance
d is irrelevant to a rotational transformation of the field vector. For convenience, we
may as well set d = 0. The origins OR and 0 now overlap (Fig. 3-14). The vector
rotation occurs strictly in the yz-plane with the axes x and XR coinciding with each
other. For a given E, geometry dictates
E( 1 0 0 / EXR\
Ey = 0 cos 6 - sin 0 EyR . (3.61)
Ez) 0 sin 6 cos 6 EZR J
The coordinate frame transformation from (XR, YR, ZR) to (x, y, z) includes the same
rotation. In addition, the propagation distance d offsets the respective origins (Fig.
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ZR
Z
,OR Ey
X,XR
Figure 3-14: Field rotation.
3-13). We have as a result
x 1 0 0 XR / 0
Y = 0 cos0 -sin0 YR + dsin0 (3.62)
z 0 sinO cos0 ZR -dcos0
or inversely,
(XR 1 0 0 x
YR 0 cos 0 sin 0 y-dsin90 . (3.63)
ZR 0 - sin 0 cos 0}\ z + dcos 0
The transformations in the left arm follow similarly,
E' \1 0 0 \/EXL\
E = 0 cos 0 sin 0 EyL , (3.64)
E' J0 -sin0 cos0 EZL /
yL = 0 cos0 y + dsin . (3.65)
z 0 sin 0::z ; z+dcosO
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Note that from now on, notations E(r) and E'(r) represent the right and left electric
field in the lab frame r = (x, y, z). ER(rR) and EL(rL) represent the right and left field
inside beam coordinate frames rR = (XR, YR, ZR) and rL = (XL, YL, ZL), respectively.
3.3.2 Phase and polarization
Given the fields E(r) and E'(r), the total field Etot(r) can be expressed as
Etat(r) = E(r) + E'(r). (3.66)
The intensity, i.e., the interference pattern, is
1(r) o |Etot(r)12 = |E(r) + E'(r)12. (3.67)
At the substrate, z = 0, we can record the intensity by using resist (Fig. 3-13). The
image is a grating pattern. We calculate the intensity evaluated at z = 0,
I(r),_o oc (E(r) + E'(r)) - (E(r)* + E'(r)*) Jz(=
= IE(r)12 + E'(r)|2 + 2 Re {E(r)* -E'(r)} . (3.68)
The first two terms in Eq. (3.68) represent the sum of individual intensities. The
last term represents the interaction between the two fields. It is this term that gives
rise to the phenomenon of interference. It is also this term that contains the phase
information associated with the resulting grating pattern.
For the linear, spherical and scalar Gaussian models, the polarization of the fields
are chosen to be in the plane of the substrate, more specifically, in the x direction. This
choice maximizes the contrast of the interference fringes, which in turn ensures good
resist contrast. The vector Gaussian beam is predominantly x-polarized. However,
the vector nature does install slight y- and z-polarized components at the z = 0 plane,
as we shall see in Sec. 3.3.6.
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3.3.3 Linear model
Assume the incoming fields are ideal plane waves. Inside the beam coordinate frames,
we have
ER(rR)
EL&(L)
= E0 eikZR in,
= Eo eikZL iL,
(3.69)
(3-70)
where k = 27r/A is the usual wave vector, and E0 is some constant field amplitude.
Substitutions into Eqs. (3.61) and (3.64) lead to
E(r)
E'(r)
= E0 eik(-y sin O+z cos O+d)
= E eik(ysin O+z cos O+d) ,
(3.71)
(3.72)
where the coordinate transformations (3.63) and (3.65) have been used to obtain
ZR = -ysin9+zcosO+d,
ZL = ysinO+zcos±+d,
(3.73)
(3.74)
respectively. The phase of the grating pattern #uin(x, y) is given by the phase of the
expression Re {E(r)* SE'(r)} z=O (see Eq. (3.68)),
- 2ky sin 0
4wr
- y sin 0.A
This is the same expression derived in Ref. [25]2. As expected, #uin(x, y) has no x-
dependence, and its y-dependence is strictly linear. The period, p, of the grating can
be calculated from (3.75),
27r d u
p dy
2 Note that the lab coordinate system used in [25] is different from ours. Hence the switch between
x and y.
126
#lin(x, y) (3.75)
4-7r in 0
A
A
P 2 sin 0 (3.76)
For A = 351.1 nm and 0 = 61.4', we have p = 200 nm.
3.3.4 Spherical model
The incoming fields are now comprised of spherical waves, given by Eq. (3.46). Inside
the beam coordinate frames, we have
ER(rR)
EL(rL)
. lZR
= -i exp
r=p
* ZL
rL
- kl(R + YR) eikrR R,
-
2rR( kl L +~; Y2) eikrL XL, (3.77)(3.78)
where rR x + yR + zi and rL = L + y2 + z4. A procedure similar to that
outlined in Sec. 3.3.3 will lead to the desired grating phase #,ph(X, y), after much
work. Alternatively, a clever shortcut is at hand. Notice we only need to evaluate
the phase of the expression Re {E(r)* - E'(r) . Hence, only phase terms from
Eqs. (3.77) and (3.78) interest us. After completing the proper field rotations and
coordinate transformations, we obtain the phases #E, and #E, evaluated at z = 0,
#E (X, y)
#OE (X, Y)
SkX2 y2 COS2 0 +(_ sin 0 + d)2,
= k/x2 + y2 cos2 6 +(y sin 0 + d)2,
(3.79)
(3.80)
The grating phase #,8ph(x, y) is simply the difference between #E and #E',
#sph(X, Y) = E# (X Y) - OE (X, Y)
= k (x2 + y2 cos2 0 +(y sin + d) 2 - x2 +y 2 cos2 0+ (-ysin0+d)2
- Id sin 0±+y)2±4x2± 2 cos2og
V(dsin o - y)2 + X2 + d 2 cos 2 o) (3.81)
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Eq. (3.81) is the same hyperbolic-phase expression derived in Ref. [25]. The deviation
of #ph(X, y) from #ujj,(x, y) is plotted in Fig. 3-4 for A = 351.1 nm, d = I m and
0 = 61.40.
3.3.5 Scalar Gaussian model
Eq. (3.34) represents the traditional parax
write
ER(rR)
EL(rL)
e ikZR
1 + iZR/l exp
eikzL
= exp1+iz/l
ial Gaussian solution. Using it, we can
x 2 + Y2
- R R, (3-82)
2wo (1 + iZR/l)
SLL (3-83)2w (1 + izL/l)
where wo is the initial beam
Straightforward substitutions
At z = 0, we have
E(x, y)
E (x, y)
radius and 1 = kw2 = wo/f is the diffraction length.
generate field expressions in the lab coordinate system.
X 2 + y2 cos2 6
2wo (1 +i(-y sin 0 + d)/l)j
X2 + y2 cos2O 1
2wo (1 + i(y sin 0 + d)/l) 
_
k, (3.84)
(3.85)
Fig. 3-15 shows the geometric layout of the scalar Gaussian interference. The scalar-
Gaussian grating phase #sG(X, y) can be evaluated with the help of Eqs. (3.68), (3.84)
and (3.85),
y 2ksin0 + d~acntn a ysin + x2 + y2 
cos 2 o
sG (xy) = 2c- arctan+ 20
y sin9 + d
+ ysin + d )
2
-y sin0 + d
-y sin± + d
Interestingly, the first term in Eq. (3.86) corresponds to the linear phase #1ju,(x, y)
derived earlier in Sec. 3.3.3. The others are nonlinear corrections due to the intrinsic
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eik(-y sin O+d)
= exp
1 + i(-y sin O + d)/le
eik(y sinO+d)
1 + i(y sin 0 + d)/ exp
(3.86)
Gaussian Laser Beams
(k =351.1 nm)
0
z
Figure 3-15: Geometric layout of the scalar Gaussian interference.
|El2 (or |E'12)
0.001
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Figure 3-16: Field intensity |E(x, y)12 at the z = 0 plane for A = 351.1 nm, 0 = 61.4',
wo = 25 pm and d = 30 cm. |E(x, y)| 2 = |E'(x, y)| 2 by symmetry. The elongation
along y is a result of the oblique incidence.
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curvature present in the scalar Gaussian wavefront.
It is useful at this point to consider a concrete example. Suppose A = 351.1 nm,
0 = 61.4', wo = 25 pm and d = 30 cm. The nominal grating period is therefore
p = 200 nm. Fig. 3-16 shows the intensity profile of a single beam at z = 0. By
Eq. (3.38), the 1/e 2 beam spot size is approximately 2 mm. Fig. 3-17 plots the
difference A#(x, y) between the scalar Gaussian phase #sG(X, y) and the linear phase
#1ju(x, y), for a 6 mm x 6 mm area. Within the beam spot, the phase deviation from
perfect linearity is well below 0.2 radians. Fig. 3-18 plots the difference A4(x, y) -
O7sG(X, y) - Osph(X, y). Within the 2mm beam spot, the scalar Gaussian deviation
from a perfect spherical-phase progression is well below 0.001 radians.
3.3.6 Vector Gaussian model
In the vector Gaussian model, we take into account both the transverse (x) and
longitudinal (z) components of the electric field. Specifically, we apply the power
series expansions derived in Sec. 3.2, and include in the fields the second order term
in the x-expansion and the first order term in the z-expansion. As a result, the two
interfering beams can be written component-wise as
EXR(r) = E((r) + f 2E (r), (3.87)
ER(r) = fE()(r), (3.88)
EL(r) = E(0)(r) + f 2E (r), (3.89)
EZL(r) fE() (r), (3.90)
where E0), f E)(r) and f 2 E(2) are defined in Eqs. 3.34, 3.29 and 3.35, respectively,
and f = (kwo)-1. Straightforward mathematical manipulations give the fields in the
lab frame for z = 0,
eik(-y sin O+d) 2 2 _ y2 cos 2 0 -
E(x, y) = exp - x
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A(x ,y) = $sG(X , y) - in(X , Y)
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Figure 3-17: Plot of A#(x, y) = #,G(x, y) - #01j(x, y) for A = 351.1nm, 0 = 61.4',
wo = 25 pam and d = 30 cm. (a) Three dimensional plot. (b) Two dimensional contour
plot. Contour level is in radians.
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Figure 3-18: Plot of A#(x, y) = 4sG(X, y) - Osph(X, Y) for A = 351.1 nm, 6 = 61.4',
W0 = 25 ptm and d = 30 cm. (a) Three dimensional plot. (b) Two dimensional contour
plot. Contour level is in radians.
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-i(-y sin 0 + d)
1
i(-y sin 0 + d)
x2 + y 2 cos 2 0
1
1
1i (-y sinG ± d)
x (sin 0y -
eik(y sin O+d)
1 + i(y sin 0 + d)/l exp
1
cos O6) ,
y + y2 cos 2
20 2(1± i(y sin 0 + d)
X
x 2 + y 2 cos 2 0
I
1
i(y sin 0 + d)
1 +
x (-sin 6y -
Even though the calculation leading to the vector Gaussian phase #vG(X, y) is
much more tedious than before, it is conceptually very simple, and the method used
to derive it is exactly the same as those used on 4u (x,y), #sph(x, y) and #sG(X, y)-
In the end, we have
= sG (x, y) + angle{
i(-y sin 0 + d)
i ± 2 X
z(-y sin 0+d)
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1+ f 2I. x
ixf
X + -X
W0
E'(x, y)
(3.91)
I
/)1x
-i(y sin 0 + d)
+ i(y sin 0 + d)) 2
ixf
x
w0
cos 62) , (3.92)
vG (Xi, y)
(1
1I
-i(y sin 0 + d)
L 2 +y 2 cos2  + f 2  1
2ws 1 (-ysinO + d) + i(y sin O + d)
X2 + y2 cos2 9
L2 
S2
2W2 1 +i(y sin 0 + d)20 1+
± (Xf) 2  cos 26 (9K
d)+i (-s-O±))j (3.93)WO + i(y sin 0 + d) i(-y sin 0 + d) '
where the notation angle{C} represents the phase angle of a complex number C. Of
course, in using Eqs. (3.87) - (3.90), we must observe the constraint set by zt (Eq.
(3.51)), i.e., the power series expansion is invalid for z outside of zt (Sec. 3.2.4).
Take the familiar example where the system parameters are A = 351.1 nm, wo -
25 pm, 6 = 61.4' and d = 30 cm. Eq. (3.51) gives zt ~ 7m, which is much greater
than d. Hence the vector Gaussian model can be safely applied. The phase difference
between vector and scalar Gaussian model, A#(x, y) = #vG(X, y) -~ 0sG(X, y), is plotted
in Fig. 3-19. The maximum deviation appears near the corners of the plot and is
around 5 x 10-4 rad. In actuality, since the beam intensity is mostly contained in the
central 2 mm x 2 mm region, the deviation is less than 5 x 10-6 rad, which translates
into a period variation on the order of 10- nm. Therefore, for at least this set of
system parameters, the scalar and vector Gaussian results are almost identical.
3.3.7 SBIL geometric parameters
The preceding analyses allow us to develop a MATLAB algorithm (Appendix D),
which studies the relationships among various SBIL geometric parameters, such as
the beam incident angle, propagation distance and initial beam waist radius. The
algorithm is simple to understand. Our laser wavelength A is not a variable. It is
fixed at A = 351.1 nm. Given a desired beam incident angle 0, the nominal grating
period is fixed around the ideal value of p = 2A (Eq. (3.76)). After propagating
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A$(x , y) = $vG(x , y) - OsG(X , y)
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Figure 3-19: Plot of A4(x, y) = #vG(X, y) - qsG(x, y) for A = 351.1nm, 0 = 61.4',
w0 = 25 pm and d = 30 cm. (a) Three dimensional plot. (b) Two dimensional contour
plot. Contour level is in radians.
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for a distance d, the beams interfere at the substrate. The 1/e spot has a radius
w2 (z = d) (Eq. 3.38). This of course, is only an estimate, for Eq. 3.38 applies exactly
only to the case of normal incidence. For Gaussian beams incident at oblique angles
(Fig. 3-15), Appendix E shows that the beam radius along y is quite different from
that along x. For example, for 9 = 61.40, the 1/ cos 6 factor (Eq. E.7) increases the
beam radius along y by a factor of two. Therefore, one would expect to see over the
full interference spot, a greater phase deviation along y than along x. For simplicity,
we ignore this field elongation in our current discussion and assume a more-or-less
round beam spot at the z = 0 plane. Then knowing the desired beam spot size
and the initial beam waist radius wo, we can solve for the propagation distance d.
The various models can then be utilized to calculate phase distortions. The smallest
grating period that we are thinking of writing with SBIL is around p = 200 nm, which
corresponds to an incident angle of approximately 9 = 61.40.
Fig. 3-20 shows the algorithmic output for A = 351.1 nm, 9 = 61.40 and a 1/e 2
spot size of 2 mm, i.e., w2 = 1 mm. The phase distortion is calculated for a point
at a corner of a 2 mm x 2 mm square region, where by symmetry the distortion is
maximum. Even though this is not a precise result since the beam spot is oval, not
square in shape, it does give us a good indication of the likely level of distortion. Note
that all phase distortions have been converted to units of nm. The results are very
interesting. While the grating phase does deviate quite significantly from linearity
for d < 60 cm, differences among the spherical, the scalar Gaussian and the vector
Gaussian models are for all practical purposes, negligible. Hence for SBIL, any one
of the three models will suffice to properly describe the beam propagation characters.
Fig. 3-21 shows zoomed views of plots (a) and (d). As we have indicated earlier in
Fig. 3-1, The MIT metrology standard sets the acceptable grating phase distortions
to around 2 nm for the next few years. For SBIL to operate in this regime, the
propagation distance must be on the order of 55 to 90 cm and the initial beam radius
is between 45 and 70 pim.
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0 = 61.4*, X = 351.1 nm, p = 200 nm
1/e2 beam spot size = 2 mm
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Figure 3-20: Plots of phase distortions and the wo vs. d curve for A = 351.1 nm,
0 = 61.4' and a 1/e 2 spot size of 2mm. (a) Phase difference between the scalar
Gaussian and the linear model. (b) Initial beam waist wo vs. propagation distance
d curve. (c) Phase difference between the scalar Gaussian and the spherical model.
(d) Phase difference between the vector Gaussian and the scalar Gaussian model. All
distortions are converted to units of nm.
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Figure 3-21: Zoomed views of plots (a) and (d) in Fig. 3-20 for A = 351.1 nm, 0 = 61.4'
and a 1/e 2 spot size of 2 mm. (a) Phase difference between the scalar Gaussian and
the linear model. (b) Initial beam waist wo vs. propagation distance d curve. The
phase distortion is in units of nm.
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Chapter 4
Conclusions
In the first part of the thesis, we have built a novel micro-mechanical device that
is capable of arcsecond-level foil placement. The so-called microcombs have been
successfully prototyped with micro-electro-mechanical systems (MEMS) technology.
Specifically, an inductively coupled plasma (ICP) etcher with a time multiplexed deep
reactive ion etching (TMDRIE) scheme has been used to etch the combs through a
100 millimeter diameter silicon wafer. The characters of ICP combined with those of
TMDRIE produced fast etch rate (> 2pm/sec) and good anisotropic profile control
(0.8* undercut). The finished microcombs have been measured to a relative spacing
tolerance of < 1 Am, and an average surface roughness of approximately 0.2 pm. Wafer
backside helium cooling has led to the use of a quartz handle wafer and a scheme of
backside oxide protection. While the quartz prevents helium from leaking into the
etch chamber, the oxide protects the wafer from etchant attacks during etch overruns.
Selectivity to silicon is achieved through the use of both photoresist and oxide masks.
The problem with the sloped resist profile can not be resolved easily with the
current fabrication scheme. However, it does not pose an immediate problem, for at
this point, only relative comb spacing tolerance needs to be made accurate. To attain
an absolute feature placement accuracy, a high-selectivity material such as aluminum
nitride can be used as an etch mask. The combs can then be pattern-transferred with
only a very thin layer of resist. Further accuracy can be achieved by substituting
contact lithography with a direct writing scheme.
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Microcomb design philosophy is described in Ch. 1. Brief introductions on x-ray
physics and foil x-ray optics are also presented to motivate the subject.
The second portion of the thesis revolves around Gaussian beam propagation and
interference. The scanning beam interference lithography (SBIL) system has been built
to manufacture gratings and grids that can be used as absolute metrology standards.
Utilizing two millimeter-diameter Gaussian laser beams, SBIL can produce large-area
gratings with nanometer and ultimately subnanometer phase distortions. A complete
understanding of Gaussian beam propagation and interference, and all contributing
phase error sources allowed by the theory of electrodynamics, is key to the successful
implementation of SBIL.
An angular spectrum analysis of vector Gaussian beam propagation is first pre-
sented. Starting with a particular boundary condition, a Gaussian beam is propa-
gated in the positive z-direction and expressions for the transverse and longitudinal
electric fields in the form of power series expansions are obtained. The usual parax-
ial result represents a dominant term in the expansion of the transverse field, while
the foremost term in the longitudinal expansion represents the first non-fundamental
Hermite-Gaussian mode. All higher terms, both in the transverse and longitudi-
nal directions, represent non-Gaussian corrections to the paraxial optics. In general,
higher-order terms, both transverse and longitudinal, increase as the expansion para-
meter f = (kwo)> increases. Finally, the series expansion is accurate only within the
region zt v 2 -. To study the beam analytically for z > zt, alternative approachesf
such the method of stationary phase must be sought.
Four different interference models, linear, spherical, scalar Gaussian and vector
Gaussian, are explored in the context of SBIL. It is shown quantitatively that any
of the three models, spherical, scalar Gaussian and vector Gaussian, can provide a
good description of the SBIL laser beams. To produce viable metrology standards
with nanometer-level phase distortions, SBIL must be operated in a regime where the
propagation distance must be on the order of 55 to 90 cm and the initial beam radius
is between 45 and 70 pim.
Future work in this area may include the study of pinhole spatial filtering, vector
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Gaussian beam-character dependence on initial boundary conditions and polariza-
tions, and the dependence of grating phase distortions on the shape of the beam
spot.
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Appendix A
Generating function of a parabola
Fig. A-1 shows a parabola with focus at the origin. The generating function in polar
coordinates can be written as (Ref. [78], page 38)
2a
1 - cos 0'
(A.1)
where r OP =v/zT + yz, 6= z/v'zzT+y2 and a is the distance from the vertex V
to the focus 0.
y
P (z, y)
/O
V a 0 0
Figure A-1: Parabola with focus at origin.
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In Cartesian coordinates, Eq. (A.1) becomes
y = d (2z + d),
where
d 2a.
Solving for d in terms of z and y, we get
d = z 2  y 2 -z
= r-z.
Alternatively, we can write
d = OP - z.
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(A.2)
(A.3)
(A.4)
(A.5)
Appendix B
Spring microcomb design
I want to thank my colleague Olivier Mongrard for allowing me to summarize his
work here.
As shown in Fig. B-1, when a spring microcomb is compressed, the leaf spring
experiences a force F. Since the overall length 1 of the spring is much greater than
Motion
F
Figure B-1: A compressed spring experiences a force.
its width h, it can be analytically modeled as a flexible cantilever, with one end fixed
and the other end receiving a load (Fig. B-2). Two well-known equations govern the
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>>h) F
h
Figure B-2: Cantilever with an end load.
state of the cantilever [74]. They are
F
-
F
Eh 3 t
4l13
=6
th 2 '
(B.1)
(B.2)
where 6 is the displacement of the cantilever, E is the Young's modulus for silicon, t
is the thickness of the wafer, and o is the stress felt at the base of the cantilever.
The minimum load Fmin is a sum of three terms,
Fmin = Fnonflatness + Fbending + F riction. (B.3)
The term Fnon flatness represents a force imparted to the spring due to a foil's intrinsic
nonflatness error, Fbending is due to any slight bending of the foil that we desire to
impart, and F-iction is due to the fact that the bottom of the foil, resting on the
microcomb, gives frictional resistance when the foil is pushed.
Knowing Fmin, we can apply Eq. (B.1) to solve for an "equilibrium" displacement,
* = 6* (Fmin). This would have been the actual displacement of the cantilever if all
foils had the exact same thickness. However, in reality, 6 must accommodate the
maximum thickness variation from foil to foil as well. Call it dmax. We then have
(B.4)max = * + dmax.
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Eqs. (B.1) and (B.2) can then be multiplied to rid the variables F and t,
o- 3Eh (B.5)
6 212
With 3ma, given by (B.4), we can solve for -max in terms of P*, dmax, 1 and h.
Alternatively, ormax can be expressed in terms of Fmin, dmax, 1 and h, since 6* is
a function of Fmin. That is to say, if we know the minimum force Fmin that the
1 (mm)
7
6
5 f
4
3
2.5--
2
1
.. . . h (mm)
0.1 0.2 0.3 0.4 0.5
0.26
Figure B-3: Spring design for Fmin = 0.18 N and dmax= 20 pm.
spring must hold, and the maximum foil thickness variation dma, we can generate
for each stress o-max input, a corresponding spring length 1 vs. width h curve. The
best dimensional design for the spring is chosen such that the cantilever presumption
1 >> h holds, while the stress at the base of the spring remains low compared with
the maximum stress that silicon can sustain (approximately 565 MPa).
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Our eventual design adopted the following set of parameters':
Fnon latness + Fending
Ffriction
Fmin
= 1.6 x 105 N/mm 2,
= 0.04 N,
= 0.14 N,
= 0.18N,
= 20 pm.
Fig. B-3 shows the 1 vs. h curves, where the spot marks the desired spring design.
The tangency allows the design to be insensitive to any small change in h. For chosen
o- = 300 MPa, we have 1 = 2.5 mm and h = 0.26 mm.
ANSYS finite element modeling is performed to check the accuracy of the above
analysis. For parameters derived from the analytical model, we arrived at an AN-
SYS stress of 424 MPa, greater than the intended 300 MPa. Spring dimensions were
adjusted accordingly to 1 = 3.5 mm and h = 0.35 mm, which yielded a final ANSYS
stress value of 288 MPa.
'The 0.04 N figure is obtained via ANSYS finite element modeling, where we have assumed a
20 pum displacement of a 400 pm thick glass foil, in which, 5 pm is due to foil nonflatness and 15 pm
due to foil bending. Since static friction coefficient is assumed to be one, Ffriction is equal to the
weight of the foil.
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Appendix C
MATLAB script for generating
phase-difference contours
The phase-difference contours in Ch. 3 are generated by the following MATLAB
script.
wO = 25e-3; %initial beam radius in mm
lambda = 351.le-6; %wavelength in mm
k = 2*pi/lambda; %wave vector in mm^(-1)
f = 1/ (k*wO); %dimensionless parameter
L = k*w0^2; %diffraction length in mm
d = 300; %propagation distance in mm
t = 61.4*pi/180; %incident angle
period = lambda/ (2*sin(t)) ; %linear nominal period for reference
yrange = 3; %in mm, range for Y from -yrange to yrange
ypts = 100; %data points in Y
xrange = 3; %in mm, range for X from -xrange to xrange
xpts = 100; %data points in x
V = [-5,-3,-l,-0.5,-0.2,0,0.2,0.5,1,3,5]; %contour lines for scalar (Gaussian - linear)
V2 = [-0.02,-0.012,-0.004,-0.002,-0.001,0,...
0.001,0.002,0.004,0.012,0.02]; %contour lines for (scalar Gaussian - spherical)
V3 = [-3e-4,-1.5e-4,-5e-5,-5e-6,0,...
5e-6,5e-5,1.5e-4,3e-4]; %contour lines for (vector Gaussian - scalar Gaussian)
X = linspace(-xrange, xrange, xpts); %define plot points in x (mm)
Y = linspace (-yrange, yrange, ypts); %define plot points in y (mm)
clear phi phi2 phi3;
for m = 1:xpts,
x = X(m);
for n = 1:ypts,
y = Y(n);
%scalar Gaussian phase
sG = 2*k*sin(t)*y + atan((-sin(t)*y+d)/L) - atan((sin(t)*y+d)/L) +
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(x^2+cos (t) A 2 *y^2) / (2*wO^2) *(((sin(t)*y+d)/L)/(1+((sin(t)*y+d)/L)A2)-...
((-sin(t)*y+d)/L)/(1+((-sin(t)*y+d)/ L)^ 2));
%vector Gaussian phase
%calculate x-component contribution
xtermR = 1+(fA2*(j*(-sin(t)*y+d)/L)/(1-j*(-sin(t)*y+d)/L)A2)*...
(1/2*(2-4*(xA2+cos(t)A2*yA2)/(2*wOA2*(1-j*(-sin(t)*y+d)/L))+...
((xA2+cos (t)^ 2*yA2)/(2*wO^2*(1-j*(-sin(t)*y+d)/L) ))^ 2));
xtermL = 1+(f^2*(-j*(sin(t)*y+d)/L)/(1+j*(sin(t)*y+d)/L)A2)*...
(1/2*(2-4*(x^2+cos (t)^ 2*yA2)/(2*wO^2* (1+j* (sin (t) *y+d) /L))+.
((x^2+cos(t)^2*y^2)/(2*wO^2*(1+j*(sin(t)*y+d)/L)))^2));
xterm = xtermR*xtermL;
%calculate y and z-component contributions
yzterm = (x*f/wO)^2*cos(2*t)/((1+j*(sin(t)*y+d)/L)*(1-j*(-sin(t)*y+d)/L));
term = xterm + yzterm;
vG = sG + angle(term);
%spherical phase
sph = k*(sqrt((d*sin(t) + y)A2 + (d*cos(t))A2 + xA2)-...
sqrt((d*sin(t) - y)A2 + (d*cos(t))A2 + xA2));
%linear phase
lin = 2*k*y*sin(t);
phi(n, m) = sG - lin; %diff between scalar Gaussian and linear, in radians
phi2(n, m) = sG - sph; %diff between scalar Gaussian and spherical, in radians
phi3(n, m) = angle(term); %diff between vector and scalar Gaussian, in radians
end
end
%generate contour plots
figure(1);
contour(X, Y, phi, V);
axis equal;
axis tight;
grid;
title(['Scalar Gaussian - Linear Phase. wO=' num2str(wO*10^3) 'um, d=' num2str(d) ...
'mm, p=' num2str(period*1e6) 'nm for \lambda=' num2str(lambda*le6) 'nm']);
xlabel('x (mm)');
ylabel('y (mm)');
figure(2);
contour(X, Y, phi2, V2);
axis equal;
axis tight;
grid;
title(['Scalar Gaussian - Spherical Phase. wO=' num2str(wO*10^3) 'um, d=' num2str(d)
'mm, p=' num2str(period*1e6) 'nm for \lambda=' num2str(lambda*1e6) 'nm']);
xlabel('x (mm)');
ylabel('y (mm)');
figure(3);
contour(X, Y, phi3, V3);
axis equal;
axis tight;
grid;
title(['Vector - Scalar Gaussian Phase. wO=' num2str(wO*10^3) 'um, d=' num2str(d) ...
'mm, p=' num2str(period*1e6) 'nm for \lambda=' num2str(lambda*1e6) 'nm']);
xlabel('x (mm)');
ylabel('y (mm)');
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Appendix D
MATLAB script for generating
SBIL-related plots
All plots in Sec. 3.3.7 are generated by the following MATLAB script.
%%Program PhaseDiff
%%calculates from given beam waist size wO, incident angle t,
%%and desired scanning beam spot size bs, the required propagation
%%distance d. Then proceed to calculate the differences between vG
%%and sG, between sG and sph, and between sG and lin.
clear all; %remove all variables
clf reset; %clear figure
t = 61.4*pi/180; %angle in radians 5deg -> 2um, 61.4deg -> 200nm
lambda = 351.1*10^(-6); %wavelength in mm
p = lambda/ (2*sin(t))*10^6; %nominal grating period in nm
k = 2*pi/lambda; % wave vector in mm^(-1)
bs = 1; %approximate scanning beam spot radius in mm
wO = 44*10^(-3); %starting beam waist in mm
wOmax = 70*10^ (-3) ; %max beam waist in mm
mpts = 1000; %number of points to plot
wstep = (wOmax-w0)/mpts; %beam waist (wO) step size
vGsGdiff = zeros(l, mpts);
sGsphdiff = zeros(l, mpts);
sGlindiff = zeros(l, mpts);
darr = zeros(l, mpts);
warr = zeros (1, mpts);
i = 0; %counter to count the number of bad points that fall out of
%the paraxial regime, i.e., d > sqrt(2) L/f
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for n = 1 : mpts,
f = 1/(k*wO); %dimensionless parameter
L = k*wO"2; %diffraction length in mm
%calculate the propagation distance d (mm) from wO and bs, the
%beam propagation distance
d = L*sqrt((bs/(sqrt(2)*wO))^2 - 1);
%calculate Zt
Zt = sqrt(2)*L/f;
%determine if d falls outside of Zt, if true, mark the point as
%bad
if d > Zt,
%count the number of points that fall out of the paraxial approximation
i = i + 1;
end;
%the beam occupies a bs(mm) x bs(mm) square, symmetry dictates maximum
%phase deviation occurs at the corner of the square (in reality, this
%only sets an upper limit because the beam spot is oval in shape)
y = bs; %y-coordinate of the corner
x = bs; %x-coordinate of the corner
%scalar Gaussian phase
sG = 2*k*sin(t)*y + atan((-sin(t)*y+d)/L) - atan((sin(t)*y+d)/L) +
(x^2+cos (t) ^2*y^2) / (2*wO^2) * (((sin (t) *y+d) /L) / (1+ ((sin (t) *y+d) /L)^ 2)-...
((-sin (t) *y+d) /L) / (1+ ((-sin (t) *y+d) /L)^ 2));
%vector Gaussian phase
%calculate x-component contribution
xtermR = 1+(fA2*(j*(-sin(t)*y+d)/L)/(1-j*(-sin(t)*y+d)/L)A2)*...
(1/2*(2-4* (x^2+cos (t)A2*y^2)/(2*wOA2*(1-j*(-sin(t)*y+d)/L))+...
((x^2+cos (t)^ 2*y^2)/(2*wOA2* (1-j* (-sin (t) *y+d) /L)))^ 2));
xtermL = 1+(f^2*(-j*(sin(t)*y+d)/L)/(1+j*(sin(t)*y+d)/L)^2)*...
(1/2*(2-4* (x^2+cos (t)^ 2*yA2)/(2*wOA2*(1+j*(sin(t)*y+d)/L))+...
((x^2+cos (t)^ 2*yA2)/(2*wO^2*(1+j*(sin(t)*y+d)/L) ))^ 2));
xterm = xtermR*xtermL;
%calculate y and z-component contributions
yzterm = (x*f/wO)A2*cos(2*t)/((1+j*(sin(t)*y+d)/L)*(1-j*(-sin(t)*y+d)/L));
term = xterm + yzterm;
vG = sG + angle(term);
%spherical phase
sph = k*(sqrt((d*sin(t) + y)^2 + (d*cos(t))^2 + x^2)-...
sqrt((d*sin(t) - y)^2 + (d*cos(t))^2 + x^2));
%linear phase
lin = 2*k*y*sin(t);
%calculate the difference between vector and scalar Gaussian phases in nm
vGsGdiff(n) = angle(term)/(2*pi)*p;
%calculate the difference between scalar Gaussian and spherical phases in nm
sGsphdiff(n) = (sG - sph)/(2*pi)*p;
%calculate the difference between scalar Gaussian and linear phases in nm
sGlindiff(n) = (sG - lin)/(2*pi)*p;
%record the propagation distance d and the beam waist size wO
darr(n) = d;
warr(n) = wO;
wO = wO + wstep; %step the beam waist size
end;
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mmpts = mpts - i; %get rid of the pts that fall out of the paraxial regime
ddarr = zeros(1, mmpts);
wwarr = zeros(l, mmpts);
vvGsGdiff = zeros(l, mmpts);
ssGsphdiff = zeros(l, mmpts);
ssGlindiff = zeros(1, mmpts);
for m = 1 mmpts,
ddarr(m) = darr(m+i)/10; %in cm
wwarr(m) = warr(m+i)*10^3; %in um
vvGsGdiff(m) = vGsGdiff(m+i);
ssGsphdiff(m) = sGsphdiff(m+i);
ssGlindiff(m) = sGlindiff(m+i);
end;
%%%%%%%%%%%%%%%%%%%%plot phase differences vs. propagation distance d
figure(1);
plot(ddarr, vvGsGdiff,'LineWidth',2);
title('Vector Gaussian - Scalar Gaussian vs. Arm Length');
ylabel('Vector Gaussian - Scalar Gaussian (nm)');
xlabel('Arm Length (cm)');
grid;
figure(2);
plot (ddarr, ssGsphdiff, 'LineWidth', 2);
title('Scalar Gaussian - Spherical vs. Arm Length');
ylabel('Scalar Gaussian - Spherical (nm)');
xlabel('Arm Length (cm)');
grid;
figure (3);
plot(ddarr, ssGlindiff,'LineWidth',2);
title ('Scalar Gaussian - Linear vs. Arm Length');
ylabel('Scalar Gaussian - Linear (nm)');
xlabel('Arm Length (cm)');
grid;
%%%%%%%%%%%%%%%%%%%%plot beam waist wO vs. propagation distance d
figure(4);
plot(ddarr, wwarr,'LineWidth',2);
title('Beam Waist vs. Arm Length');
ylabel('Beam Waist (um)');
xlabel('Arm Length (cm)');
grid;
%%%%%%%%%%%%%%%%%%%%%END
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Appendix E
Beam spot elongation
For the geometry shown in Fig. 3-15, let us focus on the scalar Gaussian beam incident
at z = 0 plane from the right-hand side.
Eq. (3.84) gives the expression of the Gaussian electric field E(x, y) for z = 0.
The intensity, I(x, y), can be found by squaring the field,
I(x,y) = |E(x,y)|2
2
eik(-y sin+) )
i(-y sin 0 + d)
1 +
X2 + y2 cos
oc exp Kwok\+(-y sin(
w 1+
x 2 + y 2cos 2 g
2w2 (I
+ d)2
i(-y sin 0 + d)
+
(E.1)
The 1/e 2 beam radius along the x direction is found from Eq. (E.1) by setting
y = 0,
wX = W1 0 1 + , (E.2)
which is the same expression as Eq. (3.38). On the other hand, for x = 0, we have
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from (E.1),
I(x = 0, y) Y2 cos
2 o
cx exp (E.3)
The beam radius along the y direction, wy, must be solved from the following equation,
= 2w 1+
For d > w., which is normally the case for SBIL, we have
w2 cos 2 ~ 2w(1
or equivalently,
cos0 l2
The ratio of wy/wx is
Wy 1
or cos0
Therefore, the beam spot appears elongated along y by a factor of 1/ cos 0.
(E.7)
For
O = 61.40, 1/ cos 0 ~~ 2, in which case, the beam radius along y is larger than that
along x by a factor of two. See Fig. 3-16 for a plot of the intensity profile.
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w cos 2 oY
(-wy sin 0 + d) 2>
12
(E.4)
(E.5)
(E.6)
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