INTRODUCTION
When trying to establish price stability, economic authorities monitor price levels as one of the key indicators of overall economic performance. One way to do this is by forecasting inflation dynamics. Historically, inflation forecasting has had mixed results. Inflation forecasting initially relied on univariate models, later on transitioning to multivariate models, and now the attention is shifting towards testing alternative forecasting techniques.
In Montenegro, following a period of major socio-economic and political instability (due to the breakup of Yugoslavia, the subsequent transition, etc.) and very volatile price dynamics, the last decade has witnessed more price stability (with periodic oscillations due to structural reforms: introduction of the Deutsch Mark, euro, and VAT). Moreover, each year the statistical base improves and grows, enabling an increased interest in applying econometric methods to forecasting macroeconomic variables.
The ideas presented in this paper draw on the recent research carried out by the US economists Stock and Watson (1998 , 1999 , 2002 . In a series of research papers these authors try to evaluate the utility (applicability) of factor analysis in forecasting key macroeconomic variables. They estimate several factors that summarize information from the entire US economy, based on a vast number of macroeconomic variables. In the next stage the factors obtained on the basis of principal components methodology are used to forecast output growth, inflation growth, etc. The factor forecasts obtained in this manner outperform the forecasts of the standardized time-series econometric models -univariate regression, auto-regression, and VAR models -which has spurred further testing of their applicability (Matheson, 2006; Camacho and Sancho, 2003; Camba-Mendez and Kapetanios, 2005) .
In this paper, using monthly statistical data for the period 2001-2012, we will test the ability of a vector autoregression model and a factor model to forecast the price index in Montenegro and carry out a comparative analysis of these methods.
For the purpose of forecasting we use the monthly consumer price index published by Monstat 1 with 2003 as a base year, which represents statistically the most relevant series for constructing forecasting models, despite certain inconsistencies due to methodology change in the observed period.
1
Besides the price index in Montenegro, in constructing the VAR and factor models we have also used other available series that we found to be potential and important inflation determinants. The challenges in the construction of these forecasting models, besides an insufficiently developed statistical base, lie in the specificities of the Montenegrin economy affecting the choice of variables included in the model. Montenegro has the characteristics of a small and open economy, using the euro as its currency. The agricultural and processing industries make up less than 20% of gDP, making the Montenegrin economy highly importdependent. Therefore inflation movement in Montenegro is specific, and the effect of the direct transmission of inflation in the euro, along with the growth of import prices, demands special analysis.
Following preliminary statistical analyses, the match and very close dynamics of price index and gross wages in Montenegro with the commodity price index were noted. These results are not surprising and they are in accordance with the economic theory and the knowledge of the economic situation in Montenegro. Prices in Montenegro grow mainly because of budget expenditure (with wages as the largest portion) and external factors, usually happening incidentally (oil and food price increases), whose movements can be monitored through the IMF Commodity Price Index. A vector autoregression model was constructed and its performance was tested on the basis of the correlation of these three variables.
In order to apply the method of principal components, twelve monthly time series were available: IMF Commodity Price Index (2005=100), consumer price index in Montenegro (2003=100), number of employees, euro/dollar exchange rate, IMF food and beverage index (2005=100), IMF fuel index (2005=100), gross wages, Eurostat's Harmonized Consumer Price Index in the EU, industrial production (2010=100), net wages, tourism arrivals, and tourism nights spent.
As these are monthly data we tested for the presence of seasonality and determined it to be pronounced in the following series: tourist arrivals and the number of tourist night spent. Using the program X12 -ARIMA 2 , we filtered the data for the two series and use seasonally adjusted data for the further analysis 3 .
2
An official program for seasonal adjustments used by the US statistical office (Census Bureau). Details on this method can be found on the web site: http://www.census.gov/srd/www/x12a.
3
Additive decomposition of the series is assumed. The use of seasonally adjusted data and the importance of elimination of the seasonal component are accentuated in many papers. Here, we are motivated by discussion in Camacho and Sancho, 2003 , in the context of application of factor models on Spanish data. This paper is organized as follows. Section II describes the methodology of the forecasting models: (a) vector autoregression model and (b) factor model based on principal component analysis. Section III presents the main empirical results with a comparison analysis at the end. Conclusions are offered in section IV. The appendix reports estimation details.
METHODOLOGY: ECONOMETRIC FRAMEWORK
The two alternative inflation-forecasting models utilized in this paper for the purpose of forecasting performance comparison, the vector autoregression (VAR) model and the factor model, are described in some detail in this section.
(A) VAR model specification and forecasting
Forecasting from a VAR model is similar to forecasting from a univariate AR model. The successful use of univariate models for forecasting has motivated researchers to extend the model class to the multivariate case. The VAR model has been used extensively to forecast inflation.
The attraction of the VAR approach as proposed by Sims 4 is mainly that there is no reliance on the restrictions of economic theory to indicate which variables occur in each equation. In VAR, every variable in the system is assumed to be endogenous. This contrasts with the standard theory-based method in which causal relationships between the variables are the starting point.
Let us consider a k-dimensional stochastic process X. We can define the reduced form of the general linear dynamic model of this process, a vector autoregression of order p, VAR(p), as follows:
The Sims, C. A., " Macroeconomics and Reality," Econometrica, 1980, 48, 1-48. 5 The representation of the VAR model is given according Kirchgassner & Wolters, 2007, p. 127-128 U t are interdependent because they contain shocks from all endogenous variables in relation to each other.
The system is stable if, and only if, all included variables are weakly stationary, i.e., all roots of the characteristic equation of the lag polynomial are outside the unit circle. It holds that
generally, at any prediction horizon in period t=n, the optimal predictor of future value X t+h is seen to be 6 :
It is easily seen by induction with respect to h that:
where x n (j):=x n+j for j≤0. Defining the J matrix of dimension K×Kp with J:=[I K : 0 : … : 0], we get the optimal predictor X n+h in time t=n+h for h period ahead as:
This formula may be used for recursive computing of the forecasts.
Using , if zero mean process, we can define forecast error as: (6) where Φ i are the MA coefficient matrices from MA representation. In the following lines we present the specification of the forecasting model proposed by Stock and Watson, aiming to forecast the value of variable y in period T+h with available data up to time T. The specification of the so-called approximate dynamic forecasting factor model follows Stock and Watson (2002) .
To be specific, let X it be the value of i times series variable in time t, y t the scalar times series variable to be forecast, and f t m the dimensional vector of factors at time t.
The dynamic factor model is defined as follows:
for i=1,…, N, where e t = (e 1t , …, e Nt )' is N × 1 vector idiosyncratic disturbances and β(L) and γ(L) are finite-order polynomials in variable L, and L is a standard lag operator. Therefore in (7) we assume that there is a linear dependence between scalar variable y at time t+h and factors up to t. Also, we suppose that something can be said on the future of the variable of interest using information from its own history; therefore we include the term γ(L)y t . It is important to note that the parameters from (7) cannot be estimated because not all predictors (factors f t ) are known. The true values of factors cannot be observed, but are estimated from (8). The main advantage of this static representation of the dynamic factor model is that factors can be estimated using the method of principal components. Accordingly, a time series of factors f t (principal components) is estimated from a set of data given in X it 7
. By the method of principal components we get the linear combinations of original variables which comprise the maximum variance and are mutually uncorrelated. In this way the original variables are transformed into new variables (linear combinations) called the principal components. The first principal component is constructed to include the maximum variance of the original set of data, and the following are computed so as to include the maximum of the variance that is not caught in the previously extracted components.
The coefficients of the regression in (7) are estimated by the least squares method on the data set up to time T, so we get estimated parameters (L) and (L).
7
The proof that the principal components of X t are a consistent estimator of the true latent factors is given in Stock and Watson, 2002a . The forecast is constructed as: (9) In order for the forecast to be the best in the MSE 8 sense, we assume that E(ε t+h | I t )=0, where I t is information available up to time t.
EMPIRICAL RESULTS (A) VAR analysis
The preliminary analysis draws attention to the very strong match between the price index in Montenegro, gross wages, and the commodity price index in the period 2001-2012 (graph 1). The value of the correlation coefficient signals the existence of a very strong direct relation between the mentioned variables (Table 1) . The results of the unit root test for the price index in Montenegro and the commodity price index demonstrate that the mentioned series are trendstationary, based on the standard ADF unit root test, with the results shown in Table 2 . Due to a break in the series of wages that occurred at the beginning of 2011 (in March), the result of the standard ADF unit root test is unreliable. Consequently, Zivot-Andrews's unit root test (for when the series has one structural break in the series) is used, where the break point is identified (March, 2011) and it is established that the series does not have the unit root. Based on the autocorrelation, heteroscedasticity tests, and residual normality, it is established that the model accomplishes all econometric criteria
11
. The model stability is a condition for implementing the remaining tests, so the stability of the VAR model must be established first. The test has confirmed that the model is stable and satisfactory. graph 2 demonstrates the real and model estimated inflation in the period from January 2011 to December 2012. Based on model (10) the inflation forecasts were done for the first six months of 2013 and the quality of the forecasts was tested applying the standard accuracy forecasts measures (mean square error, root mean square error, mean absolute error, mean absolute percentage error). Their values are shown in Table 3 . 10 Dummy variables are introduced in order to eliminate diversions from the studied dynamics. Here, exceptional variations are based on structural changes and external shocks (e.g., VAT introduction in April, 2013). The introduction of these variables contributes a more precise estimation of the controlled factors.
The test results are shown in Appendix. The very low values of the statistics in Table 3 indicate that there are excellent forecasting results for five periods ahead, but an overestimation in the sixth month.
Graph 2. Real and model estimated inflation in the period
graph 3 gives a very clear impression of the quality of the inflation forecast when the VAR model is applied, where the forecast inflation largely coincides with the real inflation. However, the forecast results of this model will be re-estimated while comparing them with the factor model. Based on the results presented in Table 4 , we can see that 85% of the total variance in the data is explained by the first two principal components, and the first four components explain more than 95% of variation in the data set. The first of the components explains the maximum variance -in this case, even 72.24%. The first component is computed as a linear combination of all series in the observed group, covering the maximum of their variances; hence it could be considered as a constructed index from 12 time series. The second principal component is again a linear combination of all 12 series, orthogonal on the first (completely independent from the first), explaining about 12.66% of variation in the data.
According to Kaiser criteria, for this analysis we can consider only the first two components as relevant, with eigenvalues higher than one.
If we insist on the interpretability of the components, the inspection of the correlation between the original variables and the principal components could signal that the first principal component is primarily characterized by prices (of imported goods), and the second by economic activity.
Using Akaike information criteria, we estimated the optimal lag length that should be included in the model and got the following specification: Due to the results of the relevant statistical and econometric tests 12 (residual normality test, autocorrelation test, heteroscedasticity test), it can be concluded that the estimated model of principal components is satisfactory. The presence of the lag-dependent variable as a regressor, as well as the dynamic structure of the model (impact of original variables from different periods) contributes to this conclusion.
The inflation simulation is made for the period Jan 2011 to Dec 2012. The next graph presents the series of the original and model estimated data. For the purpose of prognosis, it is necessary to explain the procedure of getting the values of factors for a period of prognosis. Bearing in mind that the aim of this paper is to compare the forecasting performance of different models, for out-of-sample factor estimation we used already known (statistically published) data for the first six months of 2013. In practice, however, prognoses are made on the basis of predicted movements of the relevant factors (or their combinations). That is why the so-called factor model is sometimes less reliable, with more chance of making a mistake, so that in practice autoregression models (univariate or multivariate) are more often used. However, predictions made by factor models are not only conditional but could also be alternatively given for different values of future determinants of inflation, in order to undertake corrective action if and where possible.
Therefore, for this comparison analysis, the known values of independent variables (out-of-sample) are used. Based on the model given in Table 5 , we got the price indexes as a measure of inflation for the first six months of 2013. The appropriate calculated statistics (indicators) in the process of evaluation of the forecast, signal that inflation could be forecasted very well with this model for the two-to three-step forecasting horizon, after which the forecasting error suddenly rises, to diminish again at the end of the prognostic periods. In Table 7 we give MSE statistics (the most often used measure for comparing the forecasting performance of two or more concurrent models) for a one to six month horizon. The best prognosis is the one with the smallest value of MSE statistics. It is clear from graph 5, and especially from Table 7 , that the factor forecasts in the horizon of the two periods is very close to the actual data, and that VAR model forecasts show smaller deviations from the real data for periods 3-5, while the sudden change in the inflation dynamics in June 2013 is better forecast by the factor model. 
CONCLUSIONS
Despite the fact that forecasting is difficult under the conditions of a short series of relatively bad quality in a period of massive structural economic change (introduction of VAT and the euro, and the global financial crisis), it can be concluded that the results of the presented forecasting models are not negligible and could have an important use value for further work in this field.
The results of this analysis show that for inflation forecasting in Montenegro, information from a larger group of variables representing domestic economic activity are relevant. The inclusion of a larger number of variables determining inflation in Montenegro leads to better prognoses, possibly especially in the longer term.
However, the presented analysis is not rigorous as it is carried out on the basis of concrete selected models, and with possible improvements it may be realistically expected that the results would be different. It should also be kept in mind that the use of additional information, however much it contributes to the improvement of the prognosis of the value of the dependent variable, demands independent prognoses of the factors used in the forecasting period, and therefore independent errors are possible, on top of potential errors in the very construction and choice of the forecasting model.
However, this analysis establishes guidelines for further work and some open questions for the improvement of the existing forecasting models, which will be possible to apply when the quality and quantity of the statistical base significantly improves. For example, it would be particularly interesting to examine the possibility of inclusion of other variables relevant to the movement of prices within the vector autoregression model, when the relevant data become available. Further, the estimation of the lag length of variables in the VAR model is a very interesting econometric question which is always challenging for a researcher, so the quality of the model is largely dependent both on the included variables and their lags and on possible external factors (trends, incidental shocks, etc.).
Additional questions relate to the factor models. The number of factors included in the forecasting model is relevant for the construction and quality of the factor model. Does a model with one, two, or more factors give better forecasting results? What criterion should be used for its determination? Also, in the construction of the principal components, a data availability issue emerges regarding relevant economic series, especially their values in the forecasting period. These and many other questions are a challenge for further research in this field, and so far remain unexplored in Montenegro. 
