Fog computing, similar to edge computing, has been proposed as a model to introduce a virtualized layer between the end users and the back-end cloud data centers. Fog computing has attracted much attention due to the recent rapid deployment of smart devices and Internet-of-Things (IoT) systems, which often requires real-time, stringent-delay services. The fog layer placed between client and cloud layers aims to reduce the delay in terms of transmission and processing times, as well as the overall cost. To support the increasing number of IoT, smart devices, and to improve performance and reduce cost, this paper proposes a task scheduling algorithm in the fog layer based on priority levels. The proposed architecture, queueing and priority models, priority assignment module, and the priority-based task scheduling algorithms are carefully described. Performance evaluation shows that, comparing with existing task scheduling algorithms, the proposed algorithm reduces the overall response time and notably decreases the total cost. We believe that this work is significant to the emerging fog computing technology, and the priority-based algorithm is useful to a wide range of application domains.
INTRODUCTION
Cloud computing has a strong foothold in the technology world as it provides numerous useful services to end users. Cloud computing, based heavily on virtualization technology [1] , provides many features such as huge processing power, great storage provision, and pay-per-use model. Cloud computing provides users with a set of deployment models that can be used to take advantages of cloud features. Cloud computing is a powerful technology providing many desirable features such as flexibility, scalability, performance-cost efficiency, and ease of test, adopting and deploying new technologies.
In-spite of these services, there are some drawbacks of cloud computing that cannot be ignored. For examples, the cloud and users may be physically far-away that may intolerably increase the delay, there can be a shortage of resources for executing the tasks, many resources could remain idle even though tasks need to be processed, etc.
Fog computing, also termed as edge computing, has been proposed to address the limitations of cloud computing [2, 5, 7] . It adds a virtualized layer between the end users and the back-end cloud data centers. Like cloud computing, it also uses vitalization technology to provide computing, data, storage, and networking services. Fog computing has become increasingly important and relevant especially due to the rapid deployment of Internet-of-Things (IoT) systems along with the support of emerging wireless communications such as 5G cellular networks.
More specifically, the need for fog computing arises when large amounts of data have been generated by time-sensitive applications that require low-latency computing. These data are from mobile devices, smart applications and Internet of Things (IoT) systems, including location-based augmented reality games, real-time smart grid management, real-time navigation with wearable devices, etc [5] . Fog computing provides a layer with extra resources to reduce the latency between IoT devices and the cloud computing infrastructure.
Note that fog computing does not replace cloud computing; instead, the extra fog layer helps mitigate the weakness of the cloud layer by providing real-time services that support mobility, low latency and geographical distribution.
In fog computing, as in cloud computing, resource allocation is the systematic approach to allocate available resources to the clients over the Internet [2] . The time and order of the resources being assigned in fog computing is especially crucial due to its stringent delay requirement. Efficient resource allocation would also achieve highest system throughput without charging clients exorbitantly. It is envisioned in the fog computing model that there are limited resources available to serve a large number of user requests with strict delay requirements. It is therefore desirable to serve tasks according to their priority levels [3, 8] . Otherwise, insufficient resources or inefficient resource allocation could lead to suboptimal use of virtual servers and possible loss of business for end users. Hence, it is of great importance to assign resources in a prioritized fashion to achieve the maximum profit.
This paper proposes a priority-based task scheduling algorithm in fog computing. It is based on a system model where a fog layer is used between the end-user clients and the cloud datacenter [2] ; the model is especially suited for those applications with very low latency tolerances. The fog layer consists of fog nodes each consists of micro datacenters. The fog nodes in the fog layer can communicate with each other for efficient resource allocation and load balancing. The tasks are first processed in the fog layer based on their priority levels. Only when all the micro datacenters in the fog layer are saturated that tasks are propagated to the cloud layer.
The paper is organized in the following order. Section 2 focuses on related studies. Section 3 describes the proposed architecture and the system design. In Section 4 the algorithm is described. Section 5 illustrates the simulation setup. Section 6 presents performance evaluation results. And lastly, the paper concludes with summary in Section 7. This paper is a continuation of our research on cloud and fog computing, and 5G networks [13, 14, 15, 16, 17, 18, 19] .
BACKGROUND AND RELATED WORK
In this section, four topics related to this work are discussed: fog computing, priority scheduling, resource allocation in cloud computing, and the CloudAnalyst simulator [11] .
Fog Computing
Recently there have been increasing number of research work on fog and edge computing. Agarwal, Yadav and Yadav proposed a threelayered architecture, and designed an efficient algorithm for resource provisioning in fog computing [2] . In the architecture, the fog layer is placed between the client layer and the cloud layer. The fog layer includes functional components such as Fog Server (FS), Fog Server Manager (FSM), and virtual machines (VM). They proposed the efficient resource allocation (ERA) algorithmThe 3-layer architecture model has been adopted in our paper; the ERA algorithm has been enhanced with priority scheme to reduce both the average response time and the total cost, as shown in Section 6.
Verma, Bhardwaj, and Yadav studied load balancing for fog computing [7] . The authors proposed a load balance algorithm between the layers of client, fog, and cloud. It tried to solve the issues related to deadlines, execution time, and resource allocation. The fog layer is assigned a threshold to control the number of tasks that can be executed. Once this threshold is surpassed, the task requests were forwarded to the cloud layer [7] . The threshold-based approach has been adopted in our paper in the priority-assignment algorithm, as illustrated in Section 3.2, to limit the request response time.
More recently, Xu, Palanisamy, Ludwig, and Wang studied resource allocation in fog (edge) computing [5] . They proposed Zenith, a model which allows service provides to employ a latency-aware resource scheduling algorithm through established contracts.
Priority-based Scheduling
Rapid resource allocation is of great importance in fog computing, as stringent response time is required for many applications utilizing fog computing. To provide users with real-time results, efficient ordering of resource allocation is crucial. Dakshayini and Guruprasad introduced an admission control and priority-based service scheduling policy for cloud computing environment [3] . The solution aimed at satisfying users' requirement, or Quality of Services (QoS), by minimizing the time a service request spends in the system queue, as well as at achieving high throughout by making efficient resource provision. The priority assignment algorithm has been adopted in our queueing system model, as described in Section 3.2.
Pawar and Wagh studied priority-based dynamic resource allocation in cloud computing based on Service Level Agreements (SLA) [8] . In particular, they considered multiple SLA parameters, and performed resource allocation by preemption mechanism for high priority task execution. The SLA parameters included required CPU time, memory, and network bandwidth.
Resource Allocation in Cloud Computing
Much task scheduling and resource allocation research have been available in the domain of cloud computing [4, 6, 9, 12] . They would provide useful references for the similar issues in fog computing. One of the earliest work was by Ingole, Chavan and Pawde, who proposed a task scheduling algorithm according to activity-based costing [4] . Another early work was by Elghoneimy, Bouhali and Alnuweiri, who discussed the task schedule limitations and VM scheduling in Hadoop MapReduce and in the cloud [9] . Singh, Paul and Kumar presented a survey of task scheduling algorithms [6] . They were divided into two types: static and dynamic scheduling, and included deadline and budget distribution based cost-time optimization algorithm, improved cost-based algorithm, PSO-based heuristic for workflow scheduling, etc. Bousselmi, Brahmi and Gammoudi focused on QoS-aware workflow scheduling [12] . All these research work helped us to design our algorithm, as well as to define the cost considered in the algorithm.
CloudAnalyst Simulator
The CloudAnalyst is used to simulate and evaluate our proposed algorithm, and is therefore briefly introduced here. It was a simulation tool developed by Wickremasinghe, to model and evaluate large-scale cloud applications in terms of geographic distribution of servers as well as workloads [11] .
Later on, CloudAnalyst was used by Marphatia, Muhnot, Sachdeva, Shukla and Kurup who developed an advanced version of FCFS that improved the performance and the memory usage of server and client [10] . In our work of priority scheduling of fog computing, Cloud Analyst simulator, with its wide range of useful system parameters, has been used to obtain the results of both cloud and cloud computing environments.
FOG COMPUTING ARCHITECTURE
Server virtualization is the core part of resource allocation, it also improves the overall response time and the cost of system usage. As shown in Figure 1 , the fog computing architecture we considered consists of an extra fog layer in a cloud computing environment; the fog layer utilizes the fog computing technology.
Design Model
This model considers a cloud-fog environment [2] . It includes three layers: client layer, fog layer and cloud layer ( Figure 1 ). Our proposed algorithm is implemented in the fog layer, which first checks if the resources available in fog nodes would satisfy the requirements for clients. If no sufficient resource is available, then the request is moved to the cloud layer. Furthermore, the algorithm in the fog node processes all the client requests, and serves them according to their priority levels.
The model may be described as follows, referring to Figure 1: 1. On the top is the cloud layer, consisting of cloud data centers. 2. In the middle is the fog layer. It has a number of fog node, or Fog Server (FS), which consists of micro datacenters and VMs. Within each FS is also a Fog Server Manager (FSM), which manages the resource within the FS, including processors and VMs. 3. In the bottom is the client layer, where each client sends requests to its nearby FS. 4. Upon receiving a client request, the FSM executes the following step (detailed algorithm presented in Section 4): a. If the requested cannot be served by its deadline, the request is rejected. b. Otherwise the FSM determines the priority queue for the request according to its priority level, its deadline, and the available resources (detailed priorityassignment algorithm presented in Section 3.2). 5. The FSM serves the requests in the priority queues in the order of the priority level. For each request:
a. If all the resources required by the request are available on the assigned FS, then the request is processed and the result is sent back to the client.
b. Else if the resources required may be satisfied by the fog layer, then the requested task (which may be divided into sub tasks) is sent to one or more of the remaining FS in the fog layer.
c. Else (no sufficient resource available in the fog layer) the request is sent to the cloud layer for processing.
Queuing and Priority Model
The many client requests which are received may have various deadlines that need to be followed so that the task is completed in time.
Based on this requirement, in the fog layer we enhance an existing priority scheduling algorithm; Table 1 summarizes the parameters used in this model [3] . Assumptions of the priority scheduling is presented below, 1. There are three priority levels, or termed as subscription catalogues (SB CAT ): 1 = High, 2 = Medium, and 3 = Low.
2. The service time of each of the request from the user i (req i ), is calculated as follows: The total service time, ST est T , required by all the tasks in the 3 priority queues is then:
Depending on the delay and the priority level of the request, it will be placed in one of the 3 queues. Total time req i spends in the fog layer is
where W i Q = is the total time req i spends in the queue µ i = is the total service time taken by the req i
The maximum delay, delay i T , a request is allowed is specified in SLA. To meet this QoS requirement for the req i
Priority Assignment Module
Following the design model and the queueing and priority model described above, the priority assignment algorithm is presented. It is based on the request's original priority level (SB CAT ) and on whether the maximum allowed delay falls within two level of thresholds. We first illustrate its high-level description, followed by a detailed discussion. The variables T 1 and T 2 in the above algorithm signify different periods of time. These variables are used to order the requests in the system according to their deadline. While deciding in which queue a request should be added to, as T 1 is less than T 2 , all the requests which have least deadline will be added to the high priority queue as shown in point 2.All the requests which have a later deadline, will be added to the other queues, so that all the high priority requests are processed first.
Priority Assignment Algorithm
In the above algorithm, the maximum allowed delay, delay i T , is checked against the estimated service time and then against the two threshold values. In Step 1, delay i T , is checked against the estimated service time, ST est,i ,. If it is smaller or equal to ST est,i , then immediately the request is assigned H, or high priority. Next, in Step 2, delay i T , is compared with the two threshold values T 1 and T 2 . If it is between them, the priority level is assigned according to the original priority of the request (SB CAT ). Finally, in Step 3, delay i T falls beyond T2 , so the priority level is assigned to be its original priority only if the corresponding priority queue is not full, otherwise it is assigned one level lower. This is because the request allows a longer delay (longer than T 2 ), so it is placed in a lower-priority queue when its high-priority queue is full, allowing higher-priority (and shorter delay tolerance) tasks to be executed first.
PROPOSED ALGORITHM
The proposed prioritized scheduling algorithm for fog computing is described in this section. The algorithm improved ERA (Efficient Resource Allocation) algorithm [2] by applying in the fog layer an improved version of prioritized scheduling [3] . The algorithm consists of two major steps.
Step A assigns each incoming request in its nearest FS, and within the FS places each request in an appropriate priority queue, following the Priority Assignment Module presented in Section 3.3.
Step B processes all the requests in the three priority queues within a FS, and reassigns some requests to other FS if there is insufficient resource available to serve the request within its deadline; finally, the request is sent to the cloud if the fog layer does not have sufficient resource to serve the request. Below, the high-level description of the algorithm is first presented, followed by a detailed discussion.
Prioritized Task Scheduling Algorithm Step A. Assign Each Request in FS and in Priority Queue
For each req i 1. req i is sent to nearest FS. The algorithm consists of two major steps.
FS calculates delay i T using equation (1) 3. /* Check deadline */ if ( ((ST est T /C ) + ST est,i ) > delay i T ),
Step A assigns each incoming request in its nearest FS, and within the FS places the request in an appropriate priority queue. Within this step, after assigning the incoming request to the nearest FS, its maximum allowed delay is calculated using equation (1) . Then, sub-step 3 checks if the all the resources (recall that C is the total number of processors) available at the fog layer would meet the maximum allowed delay. If not, the request is rejected right away (since sending to the cloud would incur even longer delay). Otherwise, in sub-step 4 the request in placed in one of the priority queues according to the Priority Assignment Module described in Section 3.3.
Step B processes all the requests in the three priority queues of a FS according to their priority levels (sub-steps 1-3). In sub-step 4, the request is served at the current FS if the FS has sufficient resource to satisfy the request's delay tolerance and meet its deadline, according to equation (4) . Else, in sub-step 5 the request is reassigned to another FS by executing Step (A) on the new FS; if needed (the requested task is large and needs more resources) the task is divided into subtasks and assigned to multiple FS. Finally, if there is insufficient resource available in the entire frog layer, then in sub-step 6 the request is sent to the cloud.
SIMULATION SETTING
CloudAnalyst simulator [11] is used to execute and analyze the proposed algorithm. This simulator is built on top of CloudSim. CloudAnalyst simulates a geographically distributed environment; it is used to evaluate the performance of the computing especially for large-scale cloud applications.
The simulator periodically generates bursts of request from the client devices to create traffic. Parameters like peak hours during which requests will be sent, average number of peak users during a particular moment and off peak average users can be specified using the GUI. The number of users online at a particular time is calculated using these parameters, namely, peakHours, peakAvgUsers and offPeakAvgUsers and also by using a Poisson distribution to randomly vary the number in a realistic manner. For our simulation, the arrivale rate during peak hours is 60,000 requests/hour and during non-peak hours the arrival rate is 6000 requests/hour. The duration of the simulation is set to 60 minutes. Every data center has 5 VMs with the following specifications: Linux operating system, Xen VMM, the cost of VM $/Hr is 0.1, and data transfer cost $/Gb is 0.1.For the execution of proposed algorithm, two phases are used to simulate the three layers: client layer, fog layer and cloud layer. The first phase is set for the communication between the client layer and the fog layer as can be seen in Fig. 2 . Only one fog data center is selected for each user base in this phase. User bases (Client) UB1, UB2, UB3 are set in region 4, 2, 1 respectively. Data Center (Fog Nodes) DC1, DC2 & DC3 are set in region 2, 1, 4 respectively.
The second phase involves the communication between fog and cloud layers. Here the fog layer becomes the client and the cloud layer becomes the data center to provide the resource usage and cost computation. In this phase, we set only one fog data center as the user base (UB1). We set one data center (DC1) in the cloud layer as the fog will choose the nearest data center when there are no more processes in the fog layer. The UB1 is set in the region 1 and the DC1 is set in the region 0.
For simulation of existing algorithms, user bases in the client layer and 3 data centers in the cloud layer are considered. The user bases, UB1, UB2, UB3 are set in the region, 4, 2, 1 respectively. The data centers, DC1, DC2, DC3 are set in the region, 0, 3, 5 respectively.
The client, fog servers and cloud servers are geographically placed throughout the globe and they are spread out over 6 regions. In each experiment, the proposed algorithm and three existing algorithms are evaluated and compared.
The main performance metrics include the average response time and the total cost. The total cost includes cost of servers in both fog and cloud layers (cost of processors, memory for queues, storage for VM, and network bandwidth for communication) and the cost of data transfer (cost of bandwidth and amount of data transferred) between clients and fog layers, and between fog and cloud layers if needed.
PERFORMANCE EVALUATION
The proposed architecture is implemented in two phases as mentioned above. For the existing algorithms, we have used optimize response time policy and reconfigure dynamically with load balancing policy.
Preliminary Result: Cloud-Only
In this section, in order to evaluate how priority scheduling affects performance in a cloud-only environment, we evaluate two task scheduling algorithms for cloud computing, with and without priority. The two algorithms, Optimize Response Time (ORT) and Reconfigure Dynamically (RD), are both existing algorithms available in CloudAnalyst [11] . The results include overall response time, response time of data centers, and the total cost associated with the processing of the tasks, shown in Table 2 The results show the priority scheduling integrated in the two existing algorithms and compared with the original algorithms. From the results, it can be observed that, for both ORT and RD, the priority version increases the overall response time, but decreases the cost. This result provides a basic reference to evaluate the merit of adding priority scheduling to the environment with both fog and cloud. In this basic setting of 3-layer (client-fog-cloud) architecture, we consider one UB (user base) and multiple servers, all in one region. The proposed algorithm is compared with ERA (Efficient Resource Allocation) algorithm [2] . As can be seen from Table 3 , Figures 5 and  6 , , the proposed algorithm performs better in terms of both response time as well as the cost. This is encouraging since only cost is reduced in the preliminary cloud-only study (Section 6.1) The further improved performance is because, with the additional fog layer, implementing priority scheduling in this layer places tasks in the proper priority levels according to their tolerance delay. Then, schedule according to priority levels improves the number of tasks successfully completed, which in turn reduces the overall response time and the total cost. In the real world, there are multiple fog centers and user bases in one particular region, hence multiple users and fog centers are considered in e-layer setting. Note that there are total 8 user bases and 4 fog centers in region 1. In regions 2 and 4, there is user base and one fog center each. The load of all the requests is uniformly distributed among the all the fog centers in the region. Again, the proposed algorithm is compared with three existing algorithms. The results are shown in Table 4 and in Figures 6 and 7 . Clearly the proposed algorithm performs better than the existing algorithms. In this setting, even though the overall average response times are very similar, the cost of the proposed algorithm is significantly lower than all the existing algorithms. 
Fog and Cloud: Multiple UB, Multiple Servers, One Region
The last experiment is carried out with multiple UB, multiple fog centers in multiple regions. For the 3-layer model, there are 8 UB and 4 fog nodes in region 1, 4 UB and 2 fog nodes in region 2 and, and 4 clients and 2 fog nodes in region 4. Table 5 , Fig. 8 and 9 show the comparison between the algorithms in this simulation. For the simulation between client and cloud layers the setup includes 5 clients in region 1, 1 data center in region 0, 4 clients in region 2, 1 data center in region 3, 4 clients in region 4, 1 data center in region 5. As can be seen from the charts, the overall response time of Priority Scheduling algorithm (Fog) is almost as same as ERA(Fog) algorithm. Yet the cost of the proposed Priority Scheduling algorithm is significantly lower in comparison with ERA. The performance in cost reduction is even more substantial in this more complex fog computing setting. Overall, the proposed algorithm achieves the lowest response time and the lowest cost.
CONCLUSION
The rapidly increasing number of IoT and smart devices has produced a huge amount of data and requests that need to be process real-time with very strict delay tolerance. Fog computing places a layer between the client and the cloud layers. Fog layer aids in processing the tasks requested by the clients with smaller response time. It in effect brings the cloud environment physically closer to the client. This paper has designed a priority task scheduling algorithm for the fog layer. Performance results have shown that in the fog computing (client-fogcloud) setting, the proposed prioritized scheduling has reduced the response time while also considerably decreased the cost. This is because it is able to efficiently prioritize tasks according to their delay tolerance levels, and results in higher overall throughput, which in turn reduces the overall average response time and the total cost. Future work includes improving the scheduling algorithm by applying dynamic priority settings in response to request traffic load, such as dynamically changing T 1 and T 2 threshold values, evaluating its energy efficiency, and applying prioritized scheduling in other cloud and fog settings.
