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KLOOSTERMAN PATHS OF PRIME POWERS MODULI, II
GUILLAUME RICOTTA, EMMANUEL ROYER, AND IGOR SHPARLINSKI
ABSTRACT. G. Ricotta and E. Royer (2018) have recently proved that
the polygonal paths joining the partial sums of the normalized classi-
cal Kloosterman sums S
(
a,b; pn
)
/pn/2 converge in law in the Banach
space of complex-valued continuous function on [0,1] to an explicit
random Fourier series as (a,b) varies over
(
Z/pnZ
)× × (Z/pnZ)×, p
tends to infinity among the odd prime numbers and n Ê 2 is a fixed
integer. This is the analogue of the result obtained by E. Kowalski and
W. Sawin (2016) in the prime moduli case. The purpose of this work
is to prove a convergence law in this Banach space as only a varies
over
(
Z/pnZ
)×, p tends to infinity among the odd prime numbers and
n Ê 31 is a fixed integer.
In memory of Alexey Zynkin.
1. INTRODUCTION AND STATEMENT OF THE RESULTS
1.1. Background. Let p be an odd prime number and n Ê 1 be an integer.
For a and b in Z/pnZ, the corresponding normalized Kloosterman sum of
modulus pn is the real number given by
Klpn (a,b) := 1
pn/2
S
(
a,b; pn
)= 1
pn/2
∑
1ÉxÉpn
p-x
e
(
ax+bx
pn
)
,
where as usual x stands for the inverse of x modulo pn and we also define
e(z) := exp(2ipiz) for any complex number z. Recall that its absolute
value is less than 2 by its explicite formula (see [RR18, Lemma 4.6] for
instance). For a and b in
(
Z/pnZ
)×, the associated partial sums are the
ϕ(pn)= pn−1(p−1) complex numbers
Kl j ;pn (a,b) := 1
pn/2
∑
1ÉxÉ j
p-x
e
(
ax+bx
pn
)
for j in J np :=
{
j ∈ {1, . . . , pn}, p - j}. If we write J np = { j1, . . . , jϕ(pn )}, the
corresponding Kloosterman path γpn (a,b) is defined by
γpn (a,b)=
ϕ(pn )−1⋃
i=1
[
Kl ji ;pn (a,b),Kl ji+1;pn (a,b)
]
.
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This is the polygonal path obtained by concatenating the closed segments[
Kl j1;pn (a,b),Kl j2;pn (a,b)
]
for j1 and j2 two consecutive indices inJpn . Finally, one defines a contin-
uous map on the interval [0,1]
t 7→Klpn (t ; (a,b))
by parametrizing the path γpn (a,b), each segment[
Kl j1;pn (a,b), Kl j2;pn (a,b)
]
for j1 and j2 two consecutive indices inJpn being parametrized linearly
by an interval of length 1/(ϕ(pn)−1).
The function (a,b) 7→Klpn (∗; (a,b)) is viewed as a random variable on
the probability space
(
Z/pnZ
)×× (Z/pnZ)× endowed with the uniform
probability measure with values in the Banach space of complex-valued
continuous functions on [0,1] endowed with the supremum norm, say
C 0([0,1],C).
Let µ be the probability measure given by
µ= 1
2
δ0+µ0
for the Dirac measure δ0 at 0 and
µ0( f )= 1
2pi
∫ 2
x=−2
f (x)dxp
4−x2
for any real-valued continuous function f on [−2,2].
Let (Uh)h∈Z be a sequence of independent identically distributed ran-
dom variables of probability law µ and let Kl be the C 0([0,1],C)-valued
random variable defined by
∀t ∈ [0,1], Kl(t )(∗)= tU0(∗)+
∑
h∈Z∗
e(ht )−1
2ipih
Uh(∗)
where the series should be summed with symmetric partial sums. The
basic properties of this random Fourier series are given in [RR18, Proposi-
tion 3.1].
In [RR18], it has been proved that the sequence of C 0([0,1],C)-valued
random variables Klpn (∗; (∗,∗)) on
(
Z/pnZ
)× × (Z/pnZ)× converges in
law1 to the C 0([0,1],C)-valued random variable Kl as p tends to infinity
among the prime numbers and n Ê 2 is a fixed integer. This is the analogue
of the result proved by E. Kowalski and W. Sawin in [KS16] when n =
1 where a different random Fourier series occur, the measure µ being
replaced by the Sato-Tate measure.
1See [RR18, Appendix A] for a precise definition of the convergence in law in the
Banach space C 0([0,1],C).
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1.2. Our results and approach. The purpose of this work is the following
substantial refinement of [RR18].
Theorem A (Convergence in law)– Let b0 be a fixed non-zero integer,
n Ê 31 be a fixed integer and p be an odd prime number. The sequence
of C 0([0,1],C)-valued random variables Klpn (∗; (∗,b0)) on
(
Z/pnZ
)× con-
verges in law to the C 0([0,1],C)-valued random variable Kl as p tends to
infinity among the odd prime numbers.
This result is not a purely technical problem. This question should be
seen as a very challenging one already highlighted as a key open problem
in [KS16]. Note that the case of prime moduli remains open.
The general strategy to prove Theorem A is the one used in [KS16] and
in [RR18]. It consists of two distinct steps.
First of all, the convergence in the sense of finite distributions2 of
the sequence of C 0([0,1],C)-valued random variables Klpn (∗; (∗,b0)) on(
Z/pnZ
)× to the C 0([0,1],C)-valued random variable Kl as p tends to in-
finity among the odd prime numbers is proved. This result is nothing
else than [RR18, Theorem A] and heavily relies on A. Weil’s version of
the Riemann hypothesis in one variable, see [Lor96]. Note that n Ê 2 is
fixed in this work, although most of our ingredients work for arbitrary n
as well. Indeed, the only place where n has to be a fixed integer is when
using [RR18, Theorem A] page 13.
Then, to deduce the convergence in law from the convergence of finite
distributions, one has to prove that the sequence of C 0([0,1],C)-valued ran-
dom variables Klpn (∗; (∗,b0)) on
(
Z/pnZ
)× is tight, a weak-compactness
property which takes into account that C 0([0,1],C) is infinite-dimensional.
See [RR18, Appendix A] for a precise definition. This is the main input in
this work.
Theorem B (Tightness property)– Let b0 be a fixed non-zero integer, n Ê
31 be a fixed integer and p be an odd prime number. The sequence of
C 0([0,1],C)-valued random variables Klpn (∗; (∗,b0)) on
(
Z/pnZ
)× is tight
as p tends to infinity among the odd prime numbers.
The proof of this tightness property in Theorem B follows the strategy
outlined in [KS16]. The core of the proof is a uniform estimate of the shape
1
pn/2
∑×
x∈I
e
(
ax+bx
pn
)
¿ p−δ
for some δ> 0 whenI is an interval of Z of length close to pn/2 and a and
b are some integers coprime with p. See [KS16, Remark 3.3] and [Kow16,
Page 52] for a discussion on such issues in the prime moduli case. It turns
out that for n large enough, such estimate follows from the work contained
in [Kor16].
2See [RR18, Appendix A] for a precise definition of the convergence in the sense of
finite distributions in the Banach space C 0([0,1],C).
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Finally, one can mention that it seems quite natural to consider the
same questions in the regime p a fixed prime number and n Ê 2 tends
to infinity, or even in a more complicated regime when both p and n
vary. This problem, both theoretically and numerically, seems to be of
completely different nature.
1.3. Organization of the paper. The explicit description of the Kloost-
erman paths and some required results proved in [RR18] are recalled in
Section 2. Section 3 deals with Korolev’s estimate for short Kloosterman
sums of powerful moduli. The tightness condition is proved in Section 4.
Theorems A and B are proved in Section 5.
1.4. Notation. The main parameter in this paper is an odd prime p, which
tends to infinity. Thus, if f and g are some C-valued function of one real
variable then the notations
f (p)=O A(g (p)) or f (p)¿A g (p) or g (p)ÀA f (p)
mean that | f (p)| is smaller than a constant, which only depends on A,
times g (p) at least for p large enough.
Throughtout the paper, n Ê 2 is a fixed integer and b0 is a fixed non-zero
integer.
For any real number x and integer k,
ek (x) := exp
(
2ipix
k
)
.
For any finite set S, |S| stands for its cardinality.
We will denote by ε an absolute positive constant whose definition may
change from one line to the next one.
The notation
∑×
means that the summation is over a set of integers
coprime with p.
2. BACKGROUND ON THE KLOOSTERMAN PATH
2.1. Explicit description of the Kloosterman path. Let us recall the con-
struction of the Kloosterman path γpn (a,b0) given in [RR18, Section 2] for
a in
(
Z/pnZ
)×.
We enumerate the partial Kloosterman sums and define z j ((a,b0); pn)
to be the j -th term of
(
Kl j ;pn (a,b0)
)
j∈J np . More explicitly, we organise the
partial Kloosterman sums in pn−1 blocks each of them containing p−1
successive sums. For 1É k É pn−1, the k-th block contains
Kl(k−1)p+1;pn (a,b0), . . . ,Klkp−1;pn (a,b0).
These sums are numbered by defining
z(k−1)(p−1)+`((a,b0); pn)=Kl(k−1)p+`;pn (a,b0) (1É `É p−1).
It implies that the enumeration is given by
z j ((a,b0); p
n)=Kl
j+
⌊
j−1
p−1
⌋
;pn
(a,b0) (1É j <ϕ(pn)).
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For any j ∈ {1, . . . ,ϕ(pn)−1}, we parametrize the open segment(
z j ((a,b0); p
n), z j+1((a,b0); pn)
]
and obtain the parametrization of γpn (a,b0) given by
∀t ∈ [0,1], Klpn (t ; (a,b0))
=α j ((a,b0); pn)
(
t − j −1
ϕ(pn)−1
)
+ z j ((a,b0); pn)
(2.1)
with
α j ((a,b0); p
n)= (ϕ(pn)−1)(z j+1((a,b0); pn)− z j ((a,b0); pn))
and
j = ⌈(ϕ(pn)−1) t⌉ namely j −1
ϕ
(
pn
)−1 < t É jϕ(pn)−1.
Since
(
z j ((a,b0); pn), z j+1((a,b0); pn)
]
has length p−n/2, we have
|α j ((a,b0); pn)| É ϕ(p
n)−1
pn/2
. (2.2)
2.2. Approximation of the Kloosterman path. For a in
(
Z/pnZ
)×, let us
define a step function on the segment [0,1] by, for any k ∈ {1, . . . , pn−1},
∀t ∈
(
k−1
pn−1
,
k
pn−1
]
, Klpn (t ; (a,b0)) := 1
pn/2
×∑
1ÉxÉxk (t )
epn
(
ax+b0x
)
.
(2.3)
where
xk (t ) :=ϕ(pn)t +k−1.
In addition, let us define for h in Z/pnZ and 1É k É pn−1,
∀t ∈
(
k−1
pn−1
,
k
pn−1
]
, αpn (h; t ) := 1
pn/2
∑
1ÉxÉxk (t )
epn (hx) . (2.4)
These coefficients are nothing else than the discrete Fourier coefficients
of the finite union of intervals given by 1 É x É xk (t) with (p, x) = 1 for
1É k É pn−1.
The sequence of random variables Klpn (∗; (∗,b0)) on (Z/pnZ)× is an
approximation of the sequence of C 0([0,1],C)-valued random variables
Klpn (∗; (∗,b0)) on
(
Z/pnZ
)× in the sense that∣∣∣Klpn (t ; (a,b0))−Klpn (t ; (a,b0))∣∣∣É 6
pn/2
(2.5)
for any a in
(
Z/pnZ
)× and any t ∈ [0,1]. See [RR18, Equation (2.3)].
Finally, by [RR18, Lemma 4.2] and [RR18, Remark 4.5],Klpn (t ; (a,b0))¿ log(pn). (2.6)
Note that (2.5) and (2.6) are essentially a consequence of the very classical
completion method.
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3. ON KOROLEV ’S ESTIMATE FOR SHORT KLOOSTERMAN SUMS OF
POWERFUL MODULI
A key ingredient in this work is the following particular case of an es-
timate proved by M.A. Korolev for short Kloosterman sums of powerful
moduli, see [Kor16, Theorem 1].
Proposition 3.1 (Korolev’s estimate [Kor16])– Let a b and c be integers
and N be a positive integer. If
max
(
p15,exp
(
γ1
(
log
(
pn
))2/3))ÉN É pn/2 (3.1)
then ∣∣∣∣∣ ∑×c<xÉc+N epn
(
ax+bx)∣∣∣∣∣ÉN exp
(
−γ2
(
log(N )
)3(
log
(
pn
))2
)
where γ1 = 900 and γ2 = 160−4.
Corollary 3.2– Let a b and c be integers and N be a positive integer. If
n Ê 31 then∣∣∣∣∣ ∑×c<xÉc+N epn
(
ax+bx)∣∣∣∣∣É 4N exp
(
−γ2
(
log(N )
)3(
log
(
pn
))2
)
.
Proof of Corollary 3.2. By Proposition 3.1, one can assume that
N <min
(
exp
(
γ1
(
log
(
pn
))2/3), pn/2),
which implies that
exp
(−γ2γ31)É exp
(
−γ2
(
log(N )
)3(
log
(
pn
))2
)
.
Trivially, one gets∣∣∣∣∣ ∑×c<xÉc+N epn
(
ax+bx)∣∣∣∣∣ÉN = exp(γ2γ31)exp(−γ2γ31)N
É 4exp(−γ2γ31)N
É 4exp
(
−γ2
(
log(N )
)3(
log
(
pn
))2
)
.

Corollary 3.3– Let a and b be some integers and
0< δÉmin(γ2n/16,n/2−15). (3.2)
If n Ê 31 then for any intervalI of Zwhose length satisfies
pn/2−δ É |I | É pn/2+δ,
one has
1
pn/2
∑×
x∈I
epn
(
ax+bx)¿ ( 1
pn
)δ/n
.
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Proof of Corollary 3.3. Let us denote by N the length ofI = (c,c+N ].
If pn/2−δ ÉN É pn/2 then∣∣∣∣∣ 1pn/2∑×x∈I epn
(
ax+bx)∣∣∣∣∣É 4 Npn/2 exp
(
−γ2
(
log(N )
)3(
log
(
pn
))2
)
É 4
(
1
pn
)γ2( n/2−δn )3
(3.3)
by Corollary 3.2. Note that (3.1) is satisfied since 15É n/2−δ.
Let us assume from now on that N > pn/2 and let us denote by k the
ceiling part of N /pn/2. One can decompose the intervalI into a disjoint
union of the k−1 intervals
I` :=
(
c+ (`−1)pn/2,c+`pn/2] , 1É `É k−1
of lengths pn/2 and of the interval
Ik :=
(
c+ (k−1)pn/2,c+N]
of length 0<N − (k−1)pn/2 É pn/2. For any 1É `É k−1,∣∣∣∣∣ 1pn/2∑×x∈I` epn
(
ax+bx)∣∣∣∣∣É
(
1
pn
)γ2/8
(3.4)
by Proposition 3.1. Note that (3.1) is satisfied since 15É n/2.
Let us deal with the last intervalIk . If N − (k−1)pn/2 < pn/2−δ then a
trivial estimate leads to∣∣∣∣∣ 1pn/2∑×x∈Ik epn
(
ax+bx)∣∣∣∣∣É
(
1
pn
)δ/n
(3.5)
whereas if pn/2−δ ÉN − (k−1)pn/2 É pn/2 then∣∣∣∣∣ 1pn/2∑×x∈Ik epn
(
ax+bx)∣∣∣∣∣É 4
(
1
pn
)γ2( n/2−δn )3
. (3.6)
Altogether, if N > pn/2 then∣∣∣∣∣ 1pn/2∑×x∈I epn
(
ax+x)∣∣∣∣∣É
(
1
pn
)γ2/8−δ/n
+4
(
1
pn
)γ2( n/2−δn )3+( 1
pn
)δ/n
. (3.7)
by (3.4), (3.5) and (3.6).
By (3.3) and (3.7), one gets∣∣∣∣∣ 1pn/2∑×x∈I epn
(
ax+x)∣∣∣∣∣É
(
1
pn
)γ2/8−δ/n
+4
(
1
pn
)γ2( n/2−δn )3+( 1
pn
)δ/n
¿
(
1
pn
)δ/n
since a simple computation ensures that
δ
n
É γ2
8
− δ
n
É γ2
(
n/2−δ
n
)3
by (3.2). 
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4. ON THE TIGHTNESS PROPERTY VIA KOLMOGOROV ’S CRITERION
The goal of this section is to prove the following proposition.
Proposition 4.1 (Tightness property)– Let n Ê 31 be a fixed integer and
b0 be a fixed non-zero integer. There exists α> 0 depending only on n and
β> 0 depending only on α and n such that
1
ϕ
(
pn
) ∑
a∈(Z/pnZ)×
∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣α¿n (t − s)1+β
for any 0É s, t É 1.
The proof of Proposition 4.1 is a consequence of the following series of
lemmas.
Lemma 4.2– Let n Ê 2 be a fixed integer, b0 be a fixed non-zero integer
and α> 0. If
0É t − s É 1
ϕ
(
pn
)−1
then
1
ϕ
(
pn
) ∑
a∈(Z/pnZ)×
∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣α É 2α(t − s)α/2.
Proof of Lemma 4.2. Note that
pn É 4
t − s . (4.1)
Let us assume that
j −1
ϕ
(
pn
)−1 < t É jϕ(pn)−1
where 1É j Éϕ(pn)−1. Two cases can occur. If
j −1
ϕ
(
pn
)−1 < s < t É jϕ(pn)−1
then by (2.1)∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣= ∣∣α j ((a,b0); pn)∣∣ (t − s)
É ϕ
(
pn
)−1
pn/2
(t − s)
É 2pt − s
by (4.1) and (2.2). If
j −2
ϕ
(
pn
)−1 É s É j −1ϕ(pn)−1 É t É jϕ(pn)−1
where 2É j Éϕ(pn)−1 then∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣É ∣∣Klpn (t ; (a,b0))− z j ((a,b0); pn)∣∣
+ ∣∣z j ((a,b0); pn)−Klpn (s; (a,b0))∣∣ .
KLOOSTERMAN PATHS OF PRIME POWERS MODULI II 9
The first term is less than∣∣α j ((a,b0); pn)∣∣(t − j −1
ϕ
(
pn
)−1
)
whereas the second term is less than∣∣α j−1 ((a,b0); pn)∣∣( j −1
ϕ
(
pn
)−1 − s
)
which leads to ∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣É 2pt − s
by (2.2).
This ensures the result. 
Lemma 4.3– Let n Ê 2 be a fixed integer, b0 be a fixed non-zero integer
and αÊ 1. If
t − s Ê 1
ϕ
(
pn
)−1
then
1
ϕ
(
pn
) ∑
a∈(Z/pnZ)×
∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣α¿ (t − s)α/2
+ 1
ϕ
(
pn
) ∑
a∈(Z/pnZ)×
∣∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣∣α . (4.2)
Proof of Lemma 4.3. By (2.5),∣∣∣Klpn (x; (a,b0))−Klpn (x; (a,b0))∣∣∣É 6
pn/2
for any 0É x É 1 and any a in (Z/pnZ)×. Thus, the left-hand side of (4.2)
is bounded by
1
ϕ
(
pn
) ∑
a∈(Z/pnZ)×
∣∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣∣α+Oα ( 1
pn
)α/2
which implies the result by the assumption on t − s. 
For 0É s, t É 1, we define
j = ⌈(ϕ(pn)−1)s⌉ and k = ⌈(ϕ(pn)−1)t⌉ (4.3)
such that
j −1
ϕ
(
pn
)−1 < s É jϕ(pn)−1 and k−1ϕ(pn)−1 < t É kϕ(pn)−1. (4.4)
These notations will be used in the proofs of Lemma 4.4, Lemma 4.5 and
Lemma 4.6.
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Lemma 4.4– Let n Ê 2 be a fixed integer, b0 be a fixed non-zero integer
and αÊ 1. If
1
ϕ
(
pn
)−1 É t − s É 1pn/2+δ
where 0< δ< n/2 then
1
ϕ
(
pn
) ∑
a∈(Z/pnZ)×
∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣α
¿ (t − s)α/2+ (t − s)αδ/n .
Proof of Lemma 4.4. Recall (4.3) and (4.4). By (2.3), one trivially gets∣∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣∣É |Is,t |
pn/2
whereIs,t is the non-empty interval in Z given by(
x j (s)=ϕ
(
pn
)
s+ j −1 , xk (t )=ϕ
(
pn
)
t +k−1] . (4.5)
Its length satisfies
|Is,t | = bxk (t )c−
⌈
x j (s)
⌉
Éϕ(pn) (t − s)+⌈(ϕ(pn)−1)t⌉−⌈(ϕ(pn)−1)s⌉
É 4(ϕ(pn)−1)(t − s)+1
É 8(ϕ(pn)−1)(t − s)
(4.6)
since (ϕ
(
pn
)−1)(t − s)Ê 1. Thus,∣∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣∣É 8p−δ.
This implies the desired result by Lemma 4.3. 
We recall the definitions of the constants γ1 and γ2 from Proposition 3.1.
Lemma 4.5– Let n Ê 31 be a fixed integer, b0 be a fixed non-zero integer
and αÊ 1. If
1
pn/2+δ
É t − s É 1
pn/2−δ
where 0< δÉmin(γ2n/16,n/2−15) then
1
ϕ
(
pn
) ∑
a∈(Z/pnZ)×
∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣α
¿ (t − s)α/2+ (t − s)αδ/(n/2+δ).
Proof of Lemma 4.5. Recall (4.3) and (4.4). Once again,
Klpn (t ; (a,b0))−Klpn (s; (a,b0))= 1
pn/2
∑
x∈Is,t
epn
(
ax+b0x
)
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by (2.3) for any a in
(
Z/pnZ
)× and whereIs,t is given by (4.5). According
to (4.6) for its length |Is,t |we have
pn/2+δÀ|Is,t |À pn/2−δ.
By Corollary 3.3,∣∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣∣¿ ( 1
pn
)δ/n
¿ (t − s) δn/2+δ
for any a in
(
Z/pnZ
)×, which implies the result. 
Lemma 4.6– Let n Ê 2 be a fixed integer, b0 be a fixed non-zero integer
and α be a non-zero even integer. If
1
pn/2−δ
É t − s É 1
where 0< δ< n/2 then
1
ϕ
(
pn
) ∑
a∈(Z/pnZ)×
∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣α
¿ (t − s)α/2+ (t − s)1+δ/(n/2−δ)−ε
for any ε> 0.
Proof of Lemma 4.6. Let us define for any 0É x É 1 the random variables
Klpn
(
x;
pn −1
2
;∗
)
:= 1
pn/2
∑
|h|É(pn−1)/2
αpn (h; x)Uh(∗).
Recall that each random variable Uh , h ∈ Z, is 4-subgaussian since it is
centered and bounded by 2 (see [Kow16, Proposition B.6.2]). It turns out
that for any real number u,
E
(
e
u
(
Klpn
(
t ; p
n−1
2 ;∗
)
−Klpn
(
s; p
n−1
2 ;∗
)))
= ∏
|h|É(pn−1)/2
E
(
e
u
αpn (h;t )−αpn (h;s)
pn/2
Uh (∗)
)
É ∏
|h|É(pn−1)/2
e
4
∣∣∣αpn (h;t )−αpn (h;s)∣∣∣2
pn u
2/2
by the independence of the random variables Uh , h ∈ Z. Thus, by defi-
nition, the random variable Klpn
(
t ; p
n−1
2 ;∗
)
−Klpn
(
s; p
n−1
2 ;∗
)
is σpn -sub-
gaussian, where
σ2pn =
4
pn
∑
|h|É(pn−1)/2
∣∣αpn (h; t )−αpn (h; s)∣∣2 .
Consequently,
E
(∣∣∣∣Klpn (t ; pn −12 ;∗
)
−Klpn
(
s;
pn −1
2
;∗
)∣∣∣∣α)É cασαpn
for some positive constant cα by [Kow16, Proposition B.6.3].
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Recall (4.3) and (4.4). By (2.4) and the discrete Plancherel formula,
σ2pn =
4
pn
|Is,t |
where Is,t is the non-empty interval in
(
Z/pnZ
)× given by (4.5) whose
length satisfies (4.6). Thus,
E
(∣∣∣∣Klpn (t ; pn −12 ∗
)
−Klpn
(
s;
pn −1
2
;∗
)∣∣∣∣α)É 32α/2cα(t − s)α/2. (4.7)
The same method of proof than the one used in [RR18, Proposition 4.1]
entails that
1
ϕ
(
pn
) ∑
a∈(Z/pnZ)×
∣∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣∣α
= E
(∣∣∣∣Klpn (t ; pn −12 ;∗
)
−Klpn
(
s;
pn −1
2
;∗
)∣∣∣∣α)+O ( logα
(
pn
)
pn/2
)
¿ (t − s)α/2+ (t − s)1+δ/(n/2−δ)−ε
by (4.7) for any ε> 0. See [RR18, Page 322] for more details.
One can apply Lemma 4.3 to conclude the proof. 
Proof of Proposition 4.1. Obviously, one can assume that
0É s < t É 1.
Let δ be any real number satisfying
0< δÉmin(γ2n/16,n/2−15)
and α be any even integer satisfying
α>max
(
n
δ
,
n/2+δ
δ
)
.
Let us define
β=min
(
α
2
,
αδ
n
,2,
δα
n/2+δ ,1+
δ
n/2−δ
)
−1> 0
and let us prove that
1
ϕ
(
pn
) ∑
a∈(Z/pnZ)×
∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣α¿α,δ,n,ε |t − s|1+β−ε
for any ε> 0.
By Lemmas 4.2, 4.4 and 4.5,
1
ϕ
(
pn
) ∑
a∈(Z/pnZ)×
∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣α¿|t − s|1+β
provided that
0É t − s É 1
pn/2−δ
.
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Let us assume from now on that
1
pn/2−δ
É t − s É 1.
By Lemma 4.6,
1
ϕ
(
pn
) ∑
a∈(Z/pnZ)×
∣∣Klpn (t ; (a,b0))−Klpn (s; (a,b0))∣∣α
¿α
(
(t − s)α/2+ (t − s)1+δ/(n/2−δ)−ε
)
¿ε (t − s)1+β−ε.

5. PROOF OF THEOREMS A AND B
Theorem B follows from Proposition 4.1 by Kolmogorov’s criterion for
tightness (see [RR18, Proposition A.1]).
Remark 5.1– The proof of tightness in [KS16, Lemma 3.2] has a small
mistake at the end, since the authors use the uniform bound
L˜p (t ;ω)¿ log(p)
to uniformize the exponent α across different estimates in order to apply
Kolmogorov’s criterion for tightness (see [RR18, Proposition A.1]). This
introduces an overlooked dependency on p when t − s is close to 1. One
can correct this problem either arithmetically (as done in the present
paper) by showing that one can take α to be a sufficiently large even
integer, or (as suggested by E. Kowalski) by proving a generalization of
Kolmogorov’s tightness criterion that involves different exponents α in
different ranges.
Theorem A follows from Theorem B and [RR18, Theorem A] by Prokho-
rov’s criterion for the convergence in law (see [RR18, Theorem A.3]).
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