In this article, I give an iterative closed form formula for the Hilbert-Kunz function for any binomial hypersurface in general, over any field of arbitrary positive characteristic. I prove that the HilbertKunz multiplicity associated to any Binomial Hypersurface over any field of arbitrary positive characteristic is rational. As an example, I also prove the well known fact that for 1-dimensional Binomial Hypersurfaces, the Hilbert-Kunz multiplicity is a positive integer and give a precise account of the integer.
Introduction
Let (A, n) be a Noetherian local ring of dimension d and of prime characteristic p > 0. Let I be an n-primary ideal. Then the 'Hilbert-Kunz function' of A with respect to I is defined as
where I (p n ) = n-th Frobenious power of I := the ideal generated by p n -th powers of elements of I.
The associated Hilbert-Kunz multiplicity is defined to be c(I, A) = lim
Let q denote an arbitrary positive power of p. Paul Monsky had proved in his paper [1] that
where c(I, A) is a real constant. In many cases, it has been proved that the Hilbert-Kunz multiplicity is rational, see for example [4] , [3] and [5] . However, Paul Monsky has suggested in his paper [6] that modulo certain conjecture, a certain hypersurface defined by a 5-variable polynomial has irrational Hilbert-Kunz multiplicity. Paul Monsky has few more papers in the same line (see for example [7] and [8] ).
In the present work, I give an iterative closed form formula for the HilbertKunz function for any binomial hypersurface in general, over any field of arbitrary positive characteristic. This work of course does not answer any question regarding irrationality of Hilbert-Kunz multiplicities, but this work generalizes the work of A. Conca ([4] ), in which he computes the Hilbert-Kunz function of monomial ideals and certain special kind of Binomial Hypersurfaces. In the paper [4] , Conca also proves that the Hilbert-Kunz multiplicity associated to certain special kind of Binomial Hypersurfaces is always rational. In this work, I prove that the Hilbert-Kunz multiplicity associated to any Binomial Hypersurface over any field of arbitrary positive characteristic is rational. As an example, I also prove the well known fact that for any 1-dimensional Binomial Hypersurface, the Hilbert-Kunz multiplicity is a positive integer and give a precise account of the integer.
The organization of this work is more or less clear from the table of contents. But to be precise, until section 4 begins, the matter of this work holds true for any hypersurface over any field of positive characteristic, need not have to be a Binomial Hypersurface! The process called 'Mutation' defined in section 3 is used in a very mild form for the work done here for Binomial Hypersurfaces. This process becomes more rich in its combinatorial nature if used for hypersurfaces which are defined by polynomials having more than 2 terms in it. Also, the filtration introduced in subsection 2.1 is effective for any general ideal J of a polynomial ring S = k[x 1 , · · · , x m ] where k is a field of arbitrary prime characteristic p > 0, not just when the ideal J is generated by a single polynomial. The iterative closed form formula for the Hilbert-Kunz function for Binomial Hypersurfaces appears in subsubsection 4.2.8. After which, in subsection 4.4, we discuss the example of the 1-dimensional case.
Stating the problem
Let S = k[x 1 , · · · , x m ] where k is a field of arbitrary prime characteristic p > 0, and J be an arbitrary ideal in S. Let m be the maximal ideal (x 1 , · · · , x m ) of S and let R = S/J. Thenm := m + J is a maximal ideal in R. Without loss of generality, we can assume that J ⊆ m, for otherwisem is the whole ring R. The 'Hilbert-Kunz function' of the noetherian local ring Rm with respect tomRm is given by:
where (mRm) (p n ) = n-th Frobenious power ofmRm.
Note that the rings
. So it is enough to compute the length l(
This function is called the Hilbert-Kunz function of R with respect tom. We are presently interested in the case when R is a hypersurface, that is, when the ideal J is generated by a single polynomial. Since we have assumed that J ⊆ m, the polynomial generator of J does not contain any constant term.
A filtration for computing the length l(
Let S denote the set of all m-tuples (u 1 , . . . , u m ) such that for each i ∈ {1, . . . , m}, u i ∈ {0, 1, . . . , p n − 1}. Clearly the set S has a natural partial order (let us denote it by ≤) on it, which is given by:-
for every i ∈ {1, . . . , m} or there exists at least one i ∈ {1, . . . , m} for which u i < u ′ i (let i min denote the least value of i for which u i < u ′ i ) and exactly one of the following two conditions hold: (i) i min = 1.
(ii) i min > 1 and u j = u ′ j for all positive integers j which are < i min .
It is easy to check that the set S equipped with the partial order ≤ is in fact a totally ordered set, and this set contains p mn many elements. Given any element (u 1 , . . . , u m ) ∈ S, let us define a monomial of the ring S corresponding to it as the product x
. This correspondence is clearly one-to-one. Hence there are p mn many such monomials, let us denote the set of all these p mn many monomials by M. Let us now arrange the elements of M in the same order in which the corresponding elements of S are arranged (with respect to the partial order ≤, starting from the lowest till the highest). By an abuse of notation, let us also say that the set M is a totally ordered set with respect to the partial order ≤. Let a 1 ≤ · · · ≤ a p mn denote the elements of M arranged with respect to the order ≤.
Corresponding to every a t where t ∈ {1, . . . , p mn }, let us now define an ideal (denote it by I t ) of the polynomial ring S as follows:-Declare I p mn to be the polynomial ring S itself. Now for any t ∈ {1, . . . , p mn − 1}, look at the monomial a t+1 , say
. Let B 1 be the monomial of S defined as x (α t+1,1 )+1 1 if α t+1,1 < p n − 1, and 0 otherwise. And for every i ∈ {2, . . . , m}, let B i be the monomial of S defined as the product x
n − 1, and 0 otherwise. Note that if i 0 denotes the maximum of all i ∈ {1, . . . , m} for which the monomial B i is non-zero, then B i 0 equals the monomial a t . For any t ∈ {1, . . . , p mn − 1}, define I t := the ideal of S generated by the monomials of the set {B i |i ∈ {1, . . . , m}} ∪ {x p n i |i ∈ {1, . . . , m}}. Note that the union mentioned above may not always be a disjoint union, in the cases when it is not a disjoint union some of the monomials of this set will become redundant as generators of the ideal I t . Note also that a t ∈ I t for all t.
Define the ideal
. Consider now the filtration given by:-
It is easy to check that the above filtration is a chain of ideals of the ring
starting from the zero ideal and ending in the ring
itself, which is having the property that each successive quotient is either one dimensional or zero.
2.2 The key checking for computing the length l(
The total number of successive one-dimensional quotients of the above mentioned filtration is the length l(
). It is now easy to check that for knowing that which successive quotient is one-dimensional and which one is zero, the only condition that needs to be verified is the following:-a t ∈ I t−1 + J or not for every t ∈ {1, . . . , p mn }?
It is easy to see that for any t ∈ {1, . . . , p mn }, if a t ∈ I t−1 + J, then the quotient
is zero, and the quotient
is one-dimensional otherwise. So the above mentioned checking is the Key Checking for computing the length l(
3 Mutation: A procedure for doing the key check
We are interested in the case when the ideal J is generated by a single polynomial, say J = (f ). In this section, we will first define a term order ⊲ on the set of all monomials in the variables x 1 , . . . , x m , and then with respect to ⊲, we will arrange the terms of the polynomial f , and with the help of all this notation, we will describe the procedure 'Mutation'.
The term order ⊲
Let us put an order (denote it by ⊲) on the set of all monomials in the variables x 1 , . . . , x m as follows:-
• On the set of all monomials in the variables x 1 , . . . , x m , ⊲ is the degree lexicographic order with respect to the order ⊲ defined on the variables
Say, the polynomial f has F many terms. Let us denote the most initial (with respect to ⊲) term of f as [F ], the next most initial term of f as [F − 1], · · · , and so on till the least initial term [1] . Hence we have 
The process Mutation
Given any term τ of the polynomial f , define [−τ ] := 1 τ
. Recall the set {M := a t |t ∈ {1, . . . , p mn }}. Let A be an arbitrary element of the set M. Recall the key check-condition that a t ∈ I t−1 + J or not. Say the monomial A chosen above from the set M equals a l for some l ∈ {1, . . . , p mn }. The keychecking condition for the monomial A says that 'A ∈ I l−1 +J or not'. Let us denote by A c the ideal I l−1 . We call A c the key ideal corresponding to A. Let us call any monomial (not equal to A) which belongs to the ideal A c as a convergent term with respect to the ideal A c , and any monomial which does not belong to the ideal A c as a non-convergent term with respect to the ideal A c . For convenience of terminology, we will henceforth omit the phrase 'with respect to the ideal A c ', unless otherwise needed, and continue calling a monomial to be convergent or non-convergent.
We will now describe the process 'Mutation with respect to A and f ', we will omit the phrase 'with respect to A and f ' because it is understood in this situation. Assume that there exists at least one term (not equal to the term [1] ) in the polynomial f which divides the monomial A. The process called 'Mutation' is well defined only under this assumption.
Step 1 And if there does not exist any non-convergent term in the existing product after step 1, then we proceed as in Route(b) above. In all the subsequent steps, proceed similarly as in step 2.
This finishes the description of the process 'Mutation'.
Definition 3.2.1. For any positive integer j, after performing step j (of multiplying some term further to f ) as mentioned above, let us call the product as a mutation-product after step j.
Remark 3.2.2. Note that since our choice of terms which are multiplied to f one after another (that is, step by step) is arbitrary, mutation-product after a fixed number of steps is not unique, in general. A mutation-product after a finite number of steps can also be the 0-polynomial. We say that the process 'Mutation' stops if by some choice of terms multiplied to f step-by-step, we obtain a mutation-product after a finite number of steps, which looks like aA + f initely many convergent terms, where a is a non-zero scalar.
Definition 3.2.5. A Mutator and a Mutant in A and f : Any term that is multiplied to f in the mutation process is called a mutator in A and f and, any non-zero term that appears in a mutation-product after any number of steps is called a mutant in A and f . In particular the monomial A (modulo a non-zero scalar coefficient) is a mutant. 
Similarly, we can assume without loss of generality that any mutant in A and f is of the form cA (ii) The term [1] of f doesnot divide the monomial A, but there exists term(s) of f not equal to [1] which divide A and the mutation process (with respect to the monomial A and the polynomial f ) stops.
Proof: If either (i) or (ii) of the theorem holds, then it is easy to prove that
A ∈ A c + J. In fact, the proof follows easily from the construction of the ideal A c corresponding to the monomial A. Now suppose A ∈ A c + J. Note that A can never belong to the ideal A c (the proof of this follows easily from the construction of the ideal A c .). Therefore the fact A ∈ A c + J implies that there exists a polynomial (say g) such that the product f.g equals aA + f initely many terms all belonging to A c where a is a non zero scalar in the ground field k. Otherwise, look at all the non-convergent terms present in H 0 . Clearly since the product f.g equals aA + f initely many terms all belonging to A c (where a is a non zero scalar in the ground field k), the non-convergent terms present in H 0 should not appear with non zero coefficients in the final product f.g. Hence there must exist at least one term in the polynomial g
contains some non-convergent term(s), then we can proceed similarly and that will again be a mutation process. Finally since the total number of terms in the polynomial g is finite and since the product f.g should not contain any non-convergent term, it follows that the process mutation stops and we are done, condition (ii) of the theorem holds.
The case of Binomial Hypersurfaces
In this section, we will study the case where the polynomial f contains only 2 terms, that is, f = 
The main theorem for Binomial Hypersurfaces
In this subsection, we will prove a theorem which will reduce the 'Key Checking Condition' mentioned above to checking of a combinatorial condition. The theorem which does this job is the following:- Since [2] divides A and mutation stops, it follows that there exists a positive integer N 0 , a (possibly empty) set {n 1 , . . . , n j } of positive integers all < N 0 and non-zero scalars a 0 , a n 1 , . . . , a n j , a N 0 such that A
N 0 ) looks like a 0 A+f initely many convergent terms. Since the scalars a 0 , a n 1 , . . . , a n j , a N 0 are non-zero, it is easy to see that the above product contains at least one non-zero term different from a 0 A, and hence the theorem.
A formula for the Hilbert-Kunz function for Binomial hypersurfaces
In this subsection, we will give a closed form iterative formula for computing the Hilbert-Kunz function for any Binomial hypersurface in general, over any field of positive characteristic. The notation and terminology remains the same as in the previous part of this article.
Notation and some lemmas required for the formula
Recall from subsection 3.1 the variables x 1 , . . . , x m and the term order ⊲ on the set of all monomials in these variables. Let f = [2] + [1] be the polynomial defining the Binomial hypersurface where [2] and [1] are defined as in subsection 3.1. For any i ∈ {1, . . . , m}, let x i,max and x i,min denote the maximum and the minimum powers respectively of the variable x i that appears in the expression of the polynomial f . For any i ∈ {1, . . . , m}, let ∆ i := the power of x i in the term [1] −the power of x i in the term [2] . Note that some of the ∆ i 's can be negative, some can be positive and, some can be 0. Without loss of generality, we can assume that ∆ 1 ≤ · · · ≤ ∆ m .
Let r be the integer such that 0 ≤ r ≤ m and, the ordered set {x 1 ⊲ · · · ⊲ x r } equals the set {x i |1 ≤ i ≤ m, ∆ i < 0}. For i ∈ {1, . . . , r}, let N i := x r+1−i and ∆ N i := ∆ r+1−i . Similarly, let s denote the number of x i 's for which ∆ i = 0 (Note that s can also be 0). Let x r+1 ⊲ · · · ⊲ x r+s be the elements of the set {x i |1 ≤ i ≤ m, ∆ i = 0}. For i = {1, . . . , s}, let Z i := x r+s+1−i and ∆ Z i := ∆ r+s+1−i . Finally, let t := m−(r+s) and let x r+s+1 ⊲ · · · ⊲ x m be the elements of the set {x i |1 ≤ i ≤ m, ∆ i > 0}. Let us denote by P 1 ⊲ · · · ⊲ P t the ordered set x r+s+1 ⊲ · · · ⊲ x m and for i = {1, . . . , t}, let ∆ P i := ∆ r+s+i . In other words, we can say that the ordered set x 1 ⊲ · · · ⊲ x m is the same as the ordered set
We call N i 's the negative difference variables, Z i 's the zero difference variables and, P i 's the positive difference variables.
Let A be an arbitrary element of the set M (this set has been defined earlier) such that [2] For any i ∈ {1, . . . , r}, let a i := −(∆ N i ) and b i := N i,min . For any i ∈ {1, . . . , r} and any positive integer n, let M a i ,n and r a i ,n be defined by the equation
Remark 4.2.2. Let A be any monomial in M which [2] divides, then it is of the form
where p n − 1 ≥ j q ≥ P q,min for any q ∈ {1, . . . , t}, p The following lemma and its corollary give an explicit account of M max,A for any monomial A in M which [2] divides. But for stating the lemma, we need some notation:-Let i ∈ {1, . . . , r} and let n be any positive integer. If b i ≥ a i , then let y a i denote the least positive integer ≥ (b i − r a i ,n ) which is divisible by a i . Let q a i be defined by the equation y a i = a i q a i . Let
And let
For any real number β, let < β > denote the smallest positive integer ≥ β. For any 1 ≤ i ≤ r, let
Proof: Straight forward calculation. The following corollary is immediate:- The notation Min c Pq,Mmax above stands for 'Minimum convergent with respect to P q and M max '. I leave it to the reader to find out the reason behind this notation.
Recall the order set P 1 ⊲ · · · ⊲ P t of positive difference variables. For any q ∈ {2, . . . , t} and any M max in M max [2] , let Let A t+1 := 0, D t+1,Mmax := 1,D t+1,Mmax := 0, C t+1 := 1.
Remark 4.2.5. Recall from remark 4.2.2 as well as from corollary 4.2.4 that given any monomial A in M [2] , the value of M max,A depends only on the powers of the negative difference variables appearing in A. It now follows that for each i ∈ {1, . . . , r}, if we fix numbers k
, then for any A in the set
. . , s} and, p n − 1 ≥ j q ≥ 0 f or every q ∈ {1, . . . , t}}, the value of M max,A is the same (call it M 0 max ).
Lemma 4.2.6. The total number of A's in the set P for which A / ∈ A c + J equals S M 0 max ,s where S M 0 max ,s is defined inductively as follows:- min ) where
and for every j ∈ {1, . . . , s},
Proof: Let us assume for a working convenience that Min c Pq,M 0 max < p n − P q,min for all q ∈ {1, . . . , t}. The case when Min c Pq ,M 0 max ≥ p n − P q,min for at least one q ∈ {1, . . . , t} can be worked out similarly, the details of which are left to the reader. Let F 1 be the subset of P consisting of all those monomials in P for which l s = l s−1 = . . . = l 2 = p n − 1 and l 1 is a fixed integer such that p n − 1 ≥ l 1 ≥ Z 1,min . Let F t denote the subset of P consisting of all those monomials in P for which l s = l s−1 = . . . = l 1 = p n − 1 and j 1 = . . . = j t−1 = p n − 1. Then for any monomial A in F t for which j t is such that p n −1 ≥ j t ≥ p n −Min c Pt,M 0 max , we have A ∈ A c + J. Similarly, for any monomial A in F t for which j t is such that p n − Min c Pt,M 0 max > j t ≥ P t,min , we have A ∈ A c + J if j t ≥ P t,max and A / ∈ A c + J if P t,max > j t ≥ P t,min . And for any monomial A in F t for which j t is such that P t,min > j t ≥ 0, we have A / ∈ A c + J. Hence the total number of monomials A in F t for which A / ∈ A c + J equalsD t,M 0 max . Next let F t−1 denote the subset of P consisting of all those monomials in P for which l s = l s−1 = . . . = l 1 = p n − 1 and j 1 = . . . = j t−2 = p n − 1. Then it is easy to check that the total number of monomials A in F t−1 for which j t−1 is such that
and A / ∈ A c + J equals A t . Similarly, the total number of monomials A in F t−1 for which j t−1 is such that p n − Min
. And the total number of monomials A in F t−1 for which j t−1 is such that P t−1,min > j t−1 ≥ 0 and A / ∈ A c + J equals C t . Hence the total number of monomials A in F t−1 for which A / ∈ A c + J equalsD t−1,M 0 max . We can proceed similarly (by considering the sets F t−2 , F t−3 , . . . and so on upto F 1 ) and then it is easy to check that the total number of monomials A in
t be an arbitrary element in the set P. Observe that for any j ∈ {1, . . . , s}, if l j is such that 0 ≤ l j < Z j,min , then the monomial A is neither divisible by [1] nor by [2] . Hence such a monomial A cannot belong to the ideal A c + J. So if we define P 1 as the subset of P consisting of all those monomials in P for which l s = l s−1 = . . . = l 2 = p n − 1, then the total number of A's in the set P 1 for which A / ∈ A c + J equals p tn if the value of the variable l 1 is fixed arbitrarily between 0 and Z 1,min (i.e., 0 ≤ l 1 < Z 1,min ) and equals S M 0 max ,0 if the value of the variable l 1 is fixed arbitrarily between Z 1,min and p n − 1 (i.e., p
Therefore the total number of A's in the set P 1 for which A / ∈ A c + J equals S M 0 max ,1 . Similarly, if we define P 2 as the subset of P consisting of all those monomials in P for which l s = l s−1 = . . . = l 3 = p n − 1, then the total number of A's in the set P 2 for which A / ∈ A c + J equals S M 0 max ,2 . Proceeding inductively, it is now easy to see that the total number of A's in the set P for which A / ∈ A c + J equals S M 0 max ,s . 
The formula for the HK function
We will now state the formula for the Hilbert-Kunz function for the general Binomial Hypersurface that we have considered above, from which it will follow that the associated Hilbert-Kunz multiplicity is always rational. But for stating the formula, we need some more notation, which we provide first.
Set G P (t−1) := P t,max , and for every q ∈ {1, . . . , (t − 2)}, let
, and for every l ∈ {2, . . . , s},
, and for every i ∈ {2, . . . , r}, let
For every i ∈ {1, . . . , r}, let
Clearly a ′ i ≤ a i for every i ∈ {1, . . . , r}. For any non-negative integer j such that M ar ,n − p ar − j belongs to the set M max [2] , let (N 1 ) j := Φ Ma r ,n−par −j , and for any i ∈ {2, . . . , r}, let
It is now an exercise to see that the formula for the Hilbert-Kunz function for the general Binomial Hypersurface under consideration will be:-
Let m ∈ {1, . . . , r} be arbitrary. Then for any integer j such that 1 ≤ j ≤X Nm,last , let C (Nm) j := Σ r−m+1 l=1
. And for any integer j such that X Nm,last ≤ j ≤X Nr,last , let us define C (Nm) j inductively as follows:
is as defined above and for any m ∈ {1, . . . , r − 1}, let
for anyX Nm,last < j ≤X Nr,last . 
where the formulae for
can be obtained from equation 4.3.1. The HK multiplicity is by definition the coefficient of p n(s+t+r−1) in the expression 4.3.2 above. It is a tedious job to produce an explicit formula for the HK multiplicity out of this expression, because there exists many terms in this expression above which are of the form p kn .(η) where k < t + s + r − 1 and η looks like constant(Σ θn j=ǫn j v ) where v is some positive integer, ǫ n and θ n are upper or lower integral parts of some real numbers which are of the form 'polynomials in p n with rational coefficients'. So factors like constant(Σ θn j=ǫn j v ) add to the degree of p kn and in some cases can make the degree of the resulting product equal to n(s + t + r − 1).
If we expand the above formula (expression 4.3.2) of the Hilbert-Kunz function, then inside the expansion, we will get terms which are of the form:-
• Finite (by 'finite', I mean depending upon n) sums of the form Σ θn j=ǫn j v where v is some positive integer, ǫ n and θ n are upper or lower integral parts of some real numbers which are of the form 'polynomials in p n with rational coefficients'.
• polynomials in p n with rational coefficients (including constant terms which are rational numbers).
• products of the above mentioned 2 types of terms.
It hence follows from the above discussion that the Hilbert-Kunz multiplicity associated to any general Binomial Hypersurface is always rational.
Example: The one-dimensional case
In this subsection, we will discuss the case of 1-dimensional Binomial Hypersurfaces, and will observe that using the above formula for the HilbertKunz function, we do get that in this case of 1-dimension, the associated Hilbert-Kunz multiplicity is an integer (see Chapter 6, Corollary 6.2 of [2] for example). In this case, this integer happens to be equal to the ordinary multiplicity because the HK multiplicity is equal to the ordinary multiplicity for 1-dimensional rings.
In the case of 1-dimensional Binomial Hypersurfaces, we have S = k[x 1 , x 2 ], J = (f ) where f = [2] + [1] , R = S/J and, the terms [2] and [1] of f are monomials in the 2 variables x 1 and x 2 . There are 3 possible cases:-(I) x 1 ⊲ x 2 where x 1 is a negative difference variable and x 2 is a positive difference variable. (II) x 1 ⊲ x 2 where x 1 is a negative difference variable and x 2 is a zero difference variable. (III) x 1 ⊲ x 2 where x 1 is a zero difference variable and x 2 is a positive difference variable.
We will first discuss the cases (II) and (III):-In cases (II) and (III), it is easy to check (without using the formula above) that
The Hilbert-Kunz function evaluated at p n = (x 1,min + x 2,min )p n − x 1,min x 2,min and
The associated Hilbert-Kunz multiplicity = x 1,min + x 2,min which is an integer.
We will now discuss case (I):-Since x 1 is a negative difference variable and x 2 is a positive difference variable, then using our notation in subsubsection 4.2.1, we can denote x 1 by N 1 and x 2 by P 1 . Then writing x 1 ⊲ x 2 is the same as writing N 1 ⊲ P 1 . In this case, there are 3 subcases:-Subcase(i): When a 1 < ∆ P 1 .
It is an exercise to check that using the above formula for the Hilbert-Kunz function, we get that for n large enough,
The Hilbert-Kunz function evaluated at p n equals (1 + E a 1 ,b 1 )P 1,min + a 1 P 1,min [p n (∆ P 1 −a 1 ) a 1 ∆ P 1 Hence the associated Hilbert-Kunz multiplicity equals
which is nothing but P 1,min + a 1 + N 1,min , which is an integer. Subcase(ii): When a 1 > ∆ P 1 . It is an exercise to check that using the above formula for the Hilbert-Kunz function, we get that for n large enough,
The Hilbert-Kunz function evaluated at p n equals (p n − N 1,max )P 1,max + (N 1,max − N 1,min )P 1,max + (N 1,min )p n Hence the associated Hilbert-Kunz multiplicity equals P 1,max + N 1,min , which is an integer. Subcase(iii): When a 1 = ∆ P 1 . LetÑ 0 be the smallest positive integer such that ifk >Ñ 0 , then P 1,min − 1 − r a 1 ,n − a 1 p a 1 < a 1k . Similarly, letÑ ′ 0 be the smallest positive integer such that ifk >Ñ ′ 0 , then P 1,max − 1 − r a 1 ,n − a 1 p a 1 < a 1k . Clearly thenÑ ′ 0 ≥Ñ 0 . It is an exercise to check that using the above formula for the HilbertKunz function, we get that for n large enough,
The Hilbert-Kunz function evaluated at p n equals
(1 + E a 1 ,b 1 )P 1,min + a 1 P 1,minÑ0 + a 1 ΣÑ ′ 0 k=Ñ 0 +1
(1 + r a 1 ,n + a 1 p a 1 + a 1k )+ a 1 P 1,max (< Hence the associated Hilbert-Kunz multiplicity equals P 1,max + N 1,min , which is an integer.
