Some trace formulas are given for an almost unperturbed Schrö-dinger pair of operators {U, V} and a self-adjoint operator V0 , where VQ satisfies the condition that {[/, V0} is a Schrödinger pair of operators and {V, VQ} is almost commuting.
Introduction
This paper is a continuation of previous works [5] and [6] . Let ßt? be a Hilbert space and {U, V} be a pair of self-adjoint operators on M?. This pair {U, V} is said to be a Schrödinger pair of operators if ,,, isV iVt -iUs -iVt ist T (1) e e e e =e I, -oo<s,t<+oo.
A condition equivalent to ( 1 ) Under certain conditions, the operator V in the almost unperturbed Schrö-dinger operator {U, V} is a perturbation of the operator V0 in the Schrödinger pair {U, V0} (see [5, Theorem 2] ). Therefore, in this paper we consider a triple {U, V, VQ} , where {U, V} is an almost unperturbed Schrödinger pair of operators, {U, VQ} is a Schrödinger pair of operators, and the pair {V, V0} satisfies the following condition (C) that this pair is almost commuting in the following sense: (6) \\[e's °, e" ]\\x < kmin(\s\, \t\), -oc<s,t<oo,
where || • ||, is the trace norm and k is a constant. This triple {U, V, V0} is said to be an almost unperturbed Schrödinger triple satisfying the condition (C). From [5] it is easy to see that if there is a trace class operator Dx such that
for some X, p eC\R, then (6) holds well.
There are several examples of this kind of triple. Let ßtf -L (R), for / e 3(P), where a(-) and ß(-) satisfy certain conditions. For example, if a(x) = c(x -p)(x -X)~ and ß(x) = ba(x)~x where a, p eC\R and b, c e C, then {Q, P, V} is an almost unperturbed Schrödinger triple of operators satisfying the condition (C). Another example is the triple {Q, P, ÍXPÍ2-1}, where Q is unitary and Q. -/ e 3? .
In this paper, we study trace formulas for the almost unperturbed Schrödinger triple satisfying the condition (C). A cyclic cocycle is given by the trace formula
(10) _ íe-'ri(so+<o) _e-iro(sl+!¡he><.ro+r,)ue(so+si)voe'«o+ti)]/\ = tr(r0 + rx,s0 + sx,t0 + tx)(e |l° °; -e °' ' >') 2 2 for (rQ + r, ) + (s0 + sx + t0 + tx ) / 0 , where t(-, •, •) is a continuous function (see Theorem 2) . Formula (10) is a refinement of (4). We also prove that there is a function c(t) such that e = Vt + c(t)e °, 
Cyclic Cocycle
Let G be a Lie group with elements e' g(p), where k e R and p = (r, s, t) e R . Suppose the elements in G are subject to the multiplication formula
where (px, p2) = (r, (s2 + t2) -r2(sx + tx))/2 for p} = (r;., Sj, tj), j = 1, 2.
For an almost unperturbed Schrödinger triple {U, V0, V} satisfying the condition (C) and the group G, define
p(e g(r, s, t)) = e e e °e Then {p(el g(p)): k e R, p e R3} is an "almost" Lie group of unitary operators in the sense of [4] , and 
Now we have to determine the form of 4>(-, •). For fixed t, e R , denote
Then (12) and (13) imply that (14) n(px +p2) = n(px)e'{P2^ + n(p2)ei{p' '().
Exchanging px and p2 in (14), we get another equation, and if we eliminate */(/>i + P2) from it and (14), we obtain The condition M (r, s, t) = R3 is equivalent to r2 + (s + t)2 = 0. Thus, if
(rx + r2)2 + (sx +s2 + tx+ t2)2 ¿ 0, then
Denote x(r, s, t) = q(r, s, t)eir(s+t)ß .
Lemma 1. Let {U, V0, V} be an almost unperturbed Schrödinger triple satisfying the condition (C). Then there is a locally bounded Baire function x(r, s, t) 2 2 definedon .# = {(r, s, t): r +(s + t) ^ 0} which is continuous in each variable separately such that
= x(rQ + rx,sQ + sx,t0 + tx)(e " ° "'-e °k ' ,;). Proof. We have to prove only the separate continuity of t . Suppose r ^ 0. In order to prove that x(r, s, t) is a continuous function of r, we have to prove only that the left-hand side of (16) is a continuous function of rQ(= r) for fixed rx, s0, t0 and tx , satisfying r, = 0, and e~ '+'l) ^ 1 . It is easy to see that (16) and (6) . We omit the details of the proof in tk~ other cases.
Putting r0 = r, s0 = s , t0 = r, = 5, = 0, tx = t into (16), we get 
for some X0, p0 e C \ R. Then the Pincus principal function for the almost commuting pair of self-adjoint (unbounded) operators {VQ, V} equals zero.
Notice that (19) implies (6), so Theorem 1 is a consequence of (18). Now, we have to obtain an expression for the function x. Using the Weyl commutation relation (1) of e" ande" °, we may calculate that (20) (\-etrs)y/(r,s, t) + (\ -e'r{s+t])(p(r, s, t) = 0.
Multiplying both sides of (17) by (1 -e'rs) and using (20) to eliminate y, we obtain (21) x(r, s, t)(e~'rs -\) = <t>(r, s, t) for(r,s,t)ejf, if e'rt 9¿ 1 . But both sides of (21) are continuous functions; therefore, (21) is still true even if e'rt -1 . Thus 
= (e 2 '2 -e x2)x(rx+r2,sx+s2,t).
Proof. Denote the left-hand side of (29) by y/(rx, r2, sx, s2, t). It is easy to see that (30) t//(rx, r2,sx, s2, t) = e 's'r2<t>(rx + r2, sx, s2, t) + e ,r,S2i//(rx, r2,sx+s2, t), where <p(r,sx,s2, 0 = tr(e e ' °[e 2 °,e ]) and / j\ * i 'r\U 'sKi ir,U itV ir~t itV ir~U,, y/(rx, r2, s, t) = tr(e ' e °(e 2 e -e 2 e e 2 )).
We may calculate that (31) y/(rx, r2,s, t) + e~l{r2S+ri']y/(r2, rx, s, t) = e~ir¡!y/(rx +r2,s,t).
Eliminating y/ from (31) and using another equation obtained from (31) by exchanging rx and r2, we get (32) y/(rx, r2,s,t) = (e"2' -e~"2S)x(rx +r2,s, t)
if eli-ri+r2><'s+!> j¿ i However, both sides of (32) are continuous functions. Therefore (32) holds even if elí-^+r^(-s+'> = i. Similarly, we have (33) <t>(r, sx,s2,t) = (e~'rSl -\)x(r,sx +s2,t).
Equation (29) now follows from (30), (32), and (33).
A LEMMA
For £ e L2(R), let Ç be the inverse Fourier transform of Ç . From (35) and (36), (34) follows.
For fixed s2 and t, <p(r, sx, s2, t) is a continuous function of (r,sx). Therefore, by (33), it is easy to see that x(r, s, t) is a continuous function of (r, s) for fixed t.
Form of e"
In this section, an expression for e'tV is given by using x(x, s, t). Let K be the space of all indefinitely differentiable functions with compact supports endowed with the topology defined in [2] and [3] and let K' be the space of all linear continuous functional (distributions) on K. Let Z be the space of Fourier transforms of the functions in K, and Z' be the space of the Fourier transforms of the distributions in K1. It is obvious that the function x(-, s, t) e K for fixed s and t and the function y/(-, r2, sx, s2, t) e K for fixed r2, sx, s2, and t. Let x(-, s, t) e Z' and ij/(-, r2, s2, t) e Z' be the inverse Fourier transforms of x(-, s, t) and y/(-, r2, sx, s2, t), respectively. Then, by (29),
y/(x, r2, sx, s2, t) = x(x + s2, sx +s2, t)e 2 2 -x(x, sx +s2, t)e 2 '. itV.
-itKiT, itV. irU isVn.,. n (e e °e (V, -e )-e (V(-e )e e °)¿; = 0 for all r, s, t e R and £, e K. Therefore the operator e~itV°(Vt -eitV) commutes e'r eis ° for r, s eR. Thus, there is a function c(t) such that (39) eitV = Vt + c(t)eitV".
Theorem 3. Let {Q, P, V} be an almost unperturbed Schrödinger triple of operators on L (R) satisfying (C), and let Vt be the operator defined by (38). Then there is a function c(t) such that (39) holds. If V is not of the form V = P + al, aeC, then the function c(t), satisfying the condition that {Vl + c(t)e"p : t e R} is a one-parameter group of operators, is unique.
Thus the operator V is determined by the function x(r, s, t) if the almost unperturbed Schrödinger triple {Í7, V0, V} satisfies the condition that U is simple.
Proof. We have to prove only the uniqueness of c(t). From the equation (Vh +c(tx)e">P)(Vt2 +c(t2)e,t2P) = Vt¡+h+c(tx + t2)ei{'<+'2)P, it is easy to see that
2n \J2%
x(v , z -tx-t2, tx+ t2) + c(tx + t2)S(z).
2n
Suppose b(-) is another function satisfying the condition that [Vt + b(t)en : t eR} is also a one-parameter group. Then (40) implies that
Exchanging the roles of tx and t2 in (41), we obtain the result that, if b(t.)-c(t.) ¿0 j =1,2, then (44) rQ(r,s, t) = tr(e *e (e -e )).
Then it is easy to calculate that (45) y/(rx, r2, sx, s2, t) = (el{r2'~riS2) -e-,V2)T0(r, + r2, sx + s2, t).
Comparing equations (29) and (41), we have (46) t = t0.
Since e" -e'! ° e ¿z? is a product of two Hilbert-Schmidt operators, it is easy to see that there is a kernel k(x, y, t) such that (47) ((e"V -e'tP)f)(x) = -}= f k(y, x, t)f(y) dy \x(e e (e -e )) = -== / e k(x, x -s, t)dx. V27T J Therefore, x0(x, s, t) = -k(x, x -s, t) or k(y, x, t) = -x0(y, y -x, t). From (46) and (47) it follows that e" -V. + e" , and the theorem is proved.
