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Abstract
A Lyapunov-based approach for trajectory tracking of the Schro¨dinger equation is proposed. In the finite dimensional case,
convergence is precisely analyzed. Connection between the controllability of the linear tangent approximation around the
reference trajectory and asymptotic tracking is studied. When the linear tangent approximation is controllable, such a feedback
ensures almost global asymptotic convergence. When the linear tangent system is not controllable, the stability of the closed-
loop system is not asymptotic. To overcome such lack of convergence, we propose, when the reference trajectory is a pure-state, a
modification based on adiabatic invariance. Simulations illustrate the simplicity and also the interest for trajectory generation.
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1 Introduction
Controllability of a finite dimensional quantum system:
ıΨ˙ = (H0 + u(t)H1)Ψ
where H0 and H1 are n×n Hermitian matrices with co-
efficients in C, can be studied via the general accessibil-
ity criteria proposed in [26] and based on Lie-Brackets.
More specific results might be found in e.g. [21] and [27].
In particular, the system is controllable if and only if
the Lie algebra generated by the skew-symmetric ma-
trices H0/ı and H1/ı is su(n), the Lie algebra of skew-
Hermitian matrices of dimension n. Thus controllabil-
ity of such systems is well characterized. However, such
a characterization does not provide in general a simple
and efficient way for control design and trajectory gen-
eration.
Optimal control techniques (see, e.g., [23] and [13] and
the reference herein) provide a first set of methods. An-
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other set consists in using feedback: see,e.g., [20] for
decoupling techniques, or [28,5,25] for Lyapunov-based
techniques.
In this paper we propose a Lyapunov-based technique
that can be relevant for trajectory tracking and genera-
tion. The control Lyapunov function is based on the con-
servation of probability and thus can be used whatever
the dimension of the system is. In the finite dimensional
case, we show that controllability of the first variation
around the reference trajectory is a necessary condition
for asymptotic convergence. The analysis is based on an
adaptation to bilinear quantum systems of the general
method proposed in [8] (see also [6]). Our design method
is close but different from the one proposed in [28,25].
The Lyapunov function is different and can be adapted
to tracking of any system trajectory. Moreover, we pro-
pose here to add a fictitious control ω (see (2)) to take
into account the physically meaningless global phase.
Such additional fictitious control simplifies notably the
control-design and the convergence analysis.
The paper contains three convergence analysis. They are
given in theorem 1 when the reference trajectory is a
pure-state, in theorem 3 when the reference trajectory is
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adiabatic and in theorem 6 when the reference trajectory
is analytic. In section 2, we introduce the additional fic-
titious phase control ω, we present the Lyapunov-based
tracking feedback and we discuss three simulations that
illustrate theorems 1 and 3. This section is tutorial and
technicalities are reduced to a strict minimum. The three
remaining sections are more technical and formal: sec-
tion 3 (resp. 4 and 5) is devoted to theorem 1 (resp. 3
and 6). In conclusion, we suggest extensions to the multi-
input and infinite-dimensional cases.
Preliminary versions of these results can be found
in [18,17]. Connected but different results can also be
found in [19] where Lyapunov design is developed for the
density operator ρ instead of the probability amplitudes
Ψ, and also in [1] that studies the stabilization around
degenerate pure state where the linear tangent system
is not controllable. The authors thank Claudio Altafini,
Jean-Michel Coron and Laurent Praly for interesting
discussions and comments.
2 Tracking feedback design
2.1 Dynamics and global phase
Consider the n-states quantum system (~ = 1)
ı
d
dt
Ψ = (H0 + u(t)H1)Ψ, (1)
where H0 and H1 are n×n Hermitian matrices with co-
efficients in C. Here H0 is a time independent Hamilto-
nian, corresponding to the free evolution of the system
in the absence of any external fields. The external inter-
action here is taken as a control classical field u(t) ∈ R
coupled to the system through the time independent
Hamiltonian H1. The wave function Ψ = (Ψi)
n
i=1 is a
vector in Cn, verifying the conservation of probability:
n∑
i=1
| Ψi |2= 1.
An important characteristic is that the choice of the
global phase is arbitrary: physically, the probability am-
plitudes Ψ and eıθ(t)Ψ describe the same physical state
for any global phase t 7→ θ(t) ∈ R.
The conservation of probability and global phase invari-
ance have important consequences on the geometry of
the physical state space: Ψ lives on the unit sphere of
C
n; two probability amplitudes Ψ1 and Ψ2 are identified
when exists θ ∈ R such that Ψ1 = exp(ıθ)Ψ2. Thus the
geometry of the state space does not coincides with the
unit sphere of Cn, i.e., S2n−1.
The usual way to take into account such geometry is to
reduced the dynamics on the minimal state space: when
n = 2, the dynamics reduces on S2, the unit sphere
of R3 called the Bloch sphere. This corresponds to the
geometric representation in terms of a fictitious spin 1/2
(see, e.g.,[3]). For n > 2 such reduction if less simple and
the state-space geometry corresponds to the complex
projective space of Cn, PCn.
In this paper, we propose another way to take into ac-
count such non trivial geometry of the physical state-
space. Instead of reducing the state dimension, we in-
crease the number of control by one. To u we will add
a second control ω corresponding to the time derivative
of the global phase. Thus we consider instead of (1) the
following control system
ıΨ˙ = (H0 + uH1 + ω)Ψ (2)
where ω ∈ R is a new control playing the role of a gauge
degree of freedom. We can choose it arbitrarily without
changing the physical quantities attached to Ψ. With
such additional fictitious control ω, we will assume in the
sequel that the state space is S2n−1 and the dynamics
given by (2) admits two independent controls u and ω.
Adding controls to take into-account symmetry is not
new. It has been already proposed for induction mo-
tors by Blaschke [2,12]. This point has been re-explained
in [14] and is widely used for induction motors (see, e.g.,
point (2) of the discussion page 141 in [4]).
2.2 Lyapunov control design
Take a reference trajectory t 7→ (Ψr(t), ur(t), ωr(t)), i.e.,
a smooth solution of (2) (or of (1) with ωr = 0):
ı
d
dt
Ψr = (H0 + urH1 + ωr)Ψr.
Take the following time varying function V (Ψ, t):
V (Ψ, t) = 〈Ψ−Ψr|Ψ−Ψr〉 (3)
where 〈.|.〉 denotes the Hermitian product. V is positive
for all t > 0 and all Ψ ∈ Cn and vanishes when Ψ = Ψr.
Simple computations show that V is a control Lyapunov
function when Ψ satisfies (2):
d
dt
V = 2(u− ur)ℑ(〈H1Ψ(t) | Ψr〉) (4)
+ 2(ω − ωr)ℑ(〈Ψ(t) | Ψr〉)
where ℑ denotes the imaginary part. With, e.g.,
u = ur − aℑ(〈H1Ψ(t) | Ψr(t)〉)
ω = ωr − bℑ(〈Ψ(t) | Ψr(t)〉)
(5)
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(a > 0 and b > 0 parameters), we ensure dV/dt ≤ 0.
Let us detail the important case when the reference tra-
jectory corresponds to an equilibrium: ur = 0, ωr = −λ
and Ψr = φ where φ is an eigen-vector of H0 associated
to the eigenvalue λ ∈ R (H0φ = λφ, ‖φ‖ = 1).Then (5)
becomes a static-state feedback:
u = −aℑ(〈H1Ψ | φ〉)
ω = −λ− bℑ(〈Ψ | φ〉).
(6)
2.3 Tutorial examples and simulations
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Fig. 1. populations (|Ψ1|2, |Ψ2|2, |Ψ3|2) and controls (u, ω);
initial condition (0, 1/
√
2, 1/
√
2); system defined by (7) with
feedback (8).
Take n = 3, Ψ = (Ψ1,Ψ2,Ψ3)
T and
H0 =

0 0 0
0 1 0
0 0 32
 , H1 =

0 1 1
1 0 1
1 1 0
 (7)
Let us use the previous Lyapunov control in order to
trap our system in the first eigen-state φ = (1, 0, 0) of
energy λ = 0. We have (⋆ means complex conjugate)
ℑ(〈H1Ψ|φ〉) = ℑ (Ψ⋆2 + Ψ⋆3)
and we take (6) with a = b = 1/2:
u = −1
2
ℑ (Ψ⋆2 + Ψ⋆3) (8)
ω = −1
2
ℑ (Ψ⋆1)
Simulations of figure 1 describes the trajectory with
Ψ0 = (0, 1/
√
2, 1/
√
2) as initial state. Other simulations
indicate that the trajectories always converge to φ. It
appears that such Lyapunov based techniques is quite
efficient for system (7). In theorem 1, it is shown that
almost global convergence is equivalent to the controlla-
bility of the linear tangent system around φ.
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Fig. 2. populations (|Ψ1|2, |Ψ2|2, |Ψ3|2) and controls (u, ω);
initial condition (0, 1/
√
2, 1/
√
2); H0 defined by (7), H1
by (9) and feedback by (10).
Let us consider another example that clearly illustrates
the limitation of such Lyapunov based technique: H0
and the goal state φ remain unchanged but H1 becomes:
H1 =

0 1 0
1 0 1
0 1 0
 (9)
The feedback becomes
u = −1
2
ℑ(Ψ⋆2), ω = −
1
2
ℑ(Ψ⋆1). (10)
Simulations of figure 2 start with (0, 1/
√
2, 1/
√
2) as ini-
tial condition for Ψ. We clearly realize that such a feed-
back reduces the distance to the first state but does not
ensure its convergence to 0. This is not due to a lack
of controllability. This system is controllable since the
Lie algebra spanned by H0/ı and H1/ı coincides with
su(3) [21]. As explained in theorem 1, such convergence
deficiency comes form the fact that the linear tangent
system around φ is not controllable.
To overcome such lack of convergence observed with sim-
ulations on figure 2, we will use (5) with a an adiabatic
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reference trajectory
ı
d
dt
Ψr = (H0 + ur(t)H1)Ψr, Ψr(0) = (1, 0, 0), (11)
where ur =
1
2 sin(2πt/T ) with a period T = 300, large
compared with the natural periods of H0 to ensure that
ur is a slowly varying time function. Take the following
tracking feedback
u = ur − 1
2
ℑ (〈H1Ψ|Ψr(t)〉) , ω = −1
2
ℑ (〈Ψ|Ψr(t)〉) .
(12)
Since ur varies slowly, adiabatic theory ensures that Ψr
will follow closely the first eigen-state of H0 +urH1 [16].
So when ur returns to 0, Ψr will almost return to the
first eigen-space spanned by (1, 0, 0): we have Ψr(T ) ≈
(exp(ıθ), 0, 0) for some phase shift θ. If during this slow
motion, the reference trajectory Ψr is in the neighbor-
hood of an eigen-state of H0 + urH1 where the linear
tangent system is controllable, this will strongly im-
prove convergence. This is effectively the case as shown
in figure 3 that illustrates the efficiency of combining
Lyapunov design and adiabatic invariance. Detailed re-
sults and rigorous proofs of such convergence improve-
ments are given by theorem 6. See also [1] for a different
method based on an implicitly defined control-Lyapunov
function that ensures local convergence then the linear-
tangent system around φ is not controllable.
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Fig. 3. system and initial conditions identical to figure 2;
adiabatic trajectory (11) tracking via the feedback (12).
3 Convergence analysis
The goal of this section is to prove the following theorem
that underlies simulations of figures 1 and 2.
Theorem 1 Consider (2) with Ψ ∈ S2n−1 and an eigen-
state φ ∈ S2n−1 of H0 associated to the eigenvalue λ.
Take the static feedback (6) with a, b > 0. Then the two
following propositions are true:
(1) If the spectrum of H0 is not degenerate (all eigen-
values are distinct), the Ω-limit set of the closed
loop system is the intersection of S2n−1 with the real
vector-space E spanned by the eigen-vectors Φ ofH0
such that 〈H1Φ|φ〉 = 0 and ℑ(〈Φ|φ〉) = 0.
(2) The Ω-limit set reduces to {φ,−φ} if and only if
H0 is not degenerate and E = Rφ. In this case: the
equilibrium φ is exponentially stable (on S2n−1); the
equilibrium −φ is unstable; the attractor set of φ is
exactly S2n−1/{−φ}. This case corresponds to the
controllability of the linear-tangent system at φ, a
time-invariant linear system that lives on the 2n−1
plane tangent to S2n−1 at φ.
For example of figure 1, it becomes clear that E = Rφ
since H0 is not degenerate and φ = (1, 0, 0) is almost
globally asymptotically stable. Notice the conditionE =
Rφ says that, physically, the goal-state φ is connected to
all other pure states via mono-photonic transitions (see,
e.g., [16]).
For example of figure 2, elements of E are of the form
(x, 0, z) where x ∈ R and z ∈ C; we observe effec-
tively that the Ω-limit set contains elements of the form
(x, 0, r exp(ıθ)) with x, r and θ inR such that x2+r2 = 1.
Physically, the transition between φ and state of energy
3/2 necessitates at least two photons: the feedback (10)
cannot find such multi-photonic processes.
The proof of theorem 1 mainly relies on the characteri-
zation of the Ω-limit set via LaSalle invariance principle.
It provides here a complete description of the invariant
subset via the linear system MΞ = 0 where M is de-
fined by (14) here below. Such description becomes very
simple when H0 is not degenerate.
3.1 Proof of proposition (1) of theorem 1
Up to a shift on ω and H0, we can assume that λ =
0. LaSalle’s principle (see, e.g., theorem 3.4, page 115
of [11]) says that the trajectories of the closed-loop sys-
tem converge to the largest invariant set contained in
dV/dt = 0 where V is defined by (3). The equation
dV/dt = 0 means that
ℑ(〈H1Ψ|φ〉) = ℑ(〈Ψ|φ〉) = 0,
Thus u = 0 and ω = 0. Invariance means that ı d
dt
Ψ =
H0Ψ,
d
dt
ℑ(〈H1Ψ|φ〉) = 0 and ddtℑ(〈Ψ|φ〉) = 0. Clearly
d
dt
ℑ(〈Ψ|φ〉) = 0 does not give any additional information
since H0φ = 0. Only
d
dt
ℑ(〈H1Ψ|φ〉) = 0 provides a new
independent equation: ℜ(〈H1H0Ψ|φ〉) = 0 that reads
ℜ(〈[H0,H1]Ψ|φ〉) = 0.
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Similarly d
dt
ℜ(〈[H0,H1]Ψ|φ〉) = 0 implies
ℑ(〈[H0, [H0,H1]]Ψ|φ〉) = 0.
And so on. Finally, the largest invariant set is character-
ized by ℑ(〈Ψ|φ〉) = 0 with the following conditions,
ℑ(〈H1Ψ|φ〉) = 0
ℜ(〈[H0,H1]Ψ|φ〉) = 0
ℑ(〈[H0, [H0,H1]]Ψ|φ〉) = 0
...
that corresponds to the “ad-conditions” obtained in [8].
At each step, we have the Lie bracket of the Hamiltonian
H0 with the Hamiltonian of the last step.
We can always assume that H0 is diagonal. Then we can
easily compute the commutator [H0, B] whereB = (Bij)
is a n× n matrix. With H0 = diag(λ1, ..., λn), we have
[H0, A]i,j = (λi − λj)Bij .
Let take B = H1 in order to simplify the notations. So:
[H0, B] = ((λi − λj)Bij)
[H0, [H0, B]] = ((λi − λj)2Bij)
...
[H0, [H0, ..., [H0︸ ︷︷ ︸
k times
, B]]...] = ((λi − λj)kBij).
Thus the previous system reads:
ℑ(ΣjB1jΨj) = 0,
ℜ(Σj(λ1 − λj)B1jΨj) = 0,
...
ℑ(Σj(λ1 − λj)2kB1jΨj) = 0,
ℜ(Σj(λ1 − λj)2k+1B1jΨj) = 0,
. . . (13)
Set
M =

1 . . . 1
(λ1 − λ2)2 . . . (λ1 − λn)2
(λ1 − λ2)4 . . . (λ1 − λn)4
...
...
...
(λ1 − λ2)2(n−2) . . . (λ1 − λn)2(n−2)

(14)
and
Ξ = ((1+ı(λ1−λ2))B12Ψ2, . . . , (1+ı(λ1−λn))B1nΨn)T .
Then (13) implies that M Ξ = 0. Indeed even if (13)
corresponds to an infinite number of linear relations,
using the Vandermonde structure of these equations one
can easily see that it suffices to consider its first n − 1
equations: higher order equations are necessarily linear
combinations of the first n−1 equations. Thus the linear
system M Ξ = 0 with ℑ(〈Ψ|φ〉) = 0 provides a complete
characterization of the Ω-limit set.
In the particular case where the free Hamiltonian H0
has a non-degenerate spectrum, M is invertible and thus
Ξ = 0. Then Ψ ∈ S2n−1 is in the Ω-limit set if and only if
B1jΨj = 0,∀j ∈ {2, ..., n}.
and ℑ(Ψ1) = 0.
3.2 Proof of proposition (2) of theorem 1
Notice first that in any case the Ω-limit set contains φ
and −φ.
If H0 has a non-degenerate spectrum and E = Rφ then
proposition (1) implies that the Ω-limit set is just {±φ}.
Now let us suppose that at least one of these two condi-
tions is not fulfilled.
Assume that E 6= Rφ. Thus exists an eigen-vector Φ
of H0 not co-linear to φ such that 〈H1Φ|φ〉 = 0. With
Ψ(0) = Φ as initial state, we have u(t) = 0 and ω(t) =
−λ and Ψ(t) = Φ for all t > 0. The Ω-limit set contains
Φ.
AssumeE = Rφ but thatH0 has a degenerate spectrum.
We will consider two cases:
(1) There exists an eigen-vector φk with length 1 of
H0 orthogonal to φ but with the same eigen-value
λ. Since E = Rφ, B1k = 〈H1φk|φ〉) 6= 0. With
Ψ(0) = B1k|B1k|φk as initial state, we have u(t) = 0,
ω = −λ and Ψ(t) = B1k|B1k|φk belongs to the Ω-limit
set.
(2) There exist two orthogonal eigen-vectors φk and φl
of H0, with length one and admitting the eigen-
values µ 6= λ. Since E = Rφ, B1k = 〈H1φk|φ〉) 6= 0
and B1l = 〈H1φl|φ〉) 6= 0. With Ψ(0) = (B1kφl −
B1lφk)/
√
|B1k|2 + |B1l|2, we have u(t) = 0, ω =
−λ and
Ψ(t) = e−ı(µ−λ)tΨ(0).
Thus the Ω-limit set contains (eıαΨ(0))α∈[0,2π].
The proof of the first part of proposition (2) is thus done.
Let us prove now that φ is locally exponentially stable
when H0 is not degenerate and E = Rφ. We will prove
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that the linear tangent closed-loop system is asymptot-
ically stable. This will automatically implies that the
equilibrium φ is locally exponentially stable. Set
Ψ(t) = φ+ ∆Ψ(t)
with ∆Ψ small. Then up to second order terms we have
ı d
dt
∆Ψ = (H0 − λI)∆Ψ− aℑ(〈H1∆Ψ|φ〉)H1φ
−bℑ(〈∆Ψ|φ〉)φ
and ℜ(〈∆Ψ|φ〉) = 0 (definition of the tangent space at
φ to the unit sphere S2n−1). Set W (∆Ψ) = 12 〈∆Ψ|∆Ψ〉.
Simple computations show that dW/dt ≤ 0 and E = Rφ
implies that the LaSalle’s invariant set of this linearized
system reduces to ∆Ψ = 0 on the tangent space at φ to
S
2n−1.
The fact that −φ is unstable results from the fact that
the Lyapunov function V reaches its maximum on S2n−1
only for Ψ = −φ. Thus if Ψ(0) 6= −φ, then necessary
Ψ(t) must converge to the other point of the Ω-limit set.
Thus limt7→+∞Ψ(t) = φ; the equilibrium−φ is unstable,
the attraction region of φ is S2n−1/{−φ}.
Let us finally prove that H0 non degenerate and E = Rφ
is equivalent to the controllability of the linear-tangent
system at φ.
Set Ψ(t) = φ+∆Ψ(t) with ℜ(〈∆Ψ|φ〉) = 0, u = ∆u and
ω = −λ + ∆ω with ∆Ψ, ∆u and ∆ω small. Then up to
second order terms, (2) reads
ı
d
dt
∆Ψ = (H0 − λI)∆Ψ + ∆uH1φ + ∆ωφ.
Take (φ1, ..., φn) an ortho-normal eigen-basis of H0 as-
sociated to (λ1, ..., λn) with φ1 = φ and λ1 = λ. Set
(z1, ..., zn) ∈ Cn the coordinates of ∆Ψ in this basis.
Then: ℜ(z1) = 0 and
d
dt
(ℑ(z1)) = −∆ω −B11∆u
ı
d
dt
z2 = (λ2 − λ1)z2 +B12∆u
...
ı
d
dt
zn = (λn − λ1)zn +B1n∆u
where Bij = 〈φi|H1φj〉. Controllability is then equiva-
lent to the fact that B1i 6= 0 and λi 6= λj for i 6= j
(use, e.g., Kalman controllability matrix). This is clearly
equivalent to H0 non degenerate and E = Rφ.
3.3 A technical lemma
The following lemma will be used during the proof of
theorem 3.
Lemma 2 Consider (2). Take φ ∈ S2n−1 an eigen-
vector of H0 associated to the eigen-value λ. Assume that
H0 is not degenerate and the vector-space E defined in
theorem 1 coincides with Rφ. Take θ ∈ R and consider
the following closed-loop system (a, b > 0)
(Υ)

ı d
dt
Ψ = (H0 + uH1 + ω)Ψ
u = −aℑ(〈H1Ψ | eı(θ−λt)φ〉)
ω = −bℑ(〈Ψ | eı(θ−λt)φ〉)
Then for all η > 0 and ǫ > 0 , exists T > 0, such that for
all θ ∈ R and Ψ0 ∈ Cn satisfying ‖Ψ0−exp(ıθ)φ‖ ≤ 2−η,
we have
∀t ≥ T, min
α∈[0,2π]
‖Ψ(t)− exp(ıα)φ‖ ≤ ǫ
where Ψ is the solution of (Υ) with Ψ(0) = Ψ0.
Notice that T is independent of θ: this point will be
crucial in the proof of theorem 3. The detailed proof of
this lemma is left to the reader. It relies on the following
arguments:
• Up to a shift of−λ on ω andH0, and multiplying Ψ by
e−ıθ, we can assume λ = 0 and θ = 0; one recognizes
feedback (6).
• ‖Ψ−φ‖ is a Lyapunov function that reaches its max-
imum value 2 only for Ψ = −φ.
• Ψ lives on the compact S2n−1 and according to propo-
sition (2) of theorem 1, the Ω-limit set of (Υ) is made
of two equilibrium {φ,−φ} with φ exponentially sta-
ble with attraction region S2n−1/{−φ}.
• The time taken by Ψ(t) to enter the sphere of cen-
ter φ and radius ǫ is a continuous function of Ψ(0) ∈
S
2n−1/{−φ}. It reaches its maximum on every com-
pact subset of S2n−1/{−φ}.
4 Lyapunov tracking of adiabatic trajectories
The goal of this section is to prove the following theorem
that underlies simulations of figure 3.
Theorem 3 Consider (2) and an analytic map u 7→
(φu, λu) where φu is an eigenvector ofH0+u1H1 of length
1 associated to the eigenvalue λu. Take a smooth map
f : [0, 1] 7→ [0, 1] such that f(0) = f(1) = 0. For T > 0,
denote by [0, T ] ∋ t 7→ Ψr(t) the reference trajectory
6
solution of
(Σr)

ı d
dt
Ψr = (H0 + ur(t)H1)Ψr
Ψr(0) = φ
0
ur(t) = f(t/T ).
and by [0, T ] ∋ t 7→ Ψ(t) the trajectory of closed-loop
system (see (5), a, b > 0 constant)
(Σ)

ı d
dt
Ψ = (H0 + u(t)H1 + ω)Ψ
Ψ(0) = Ψ0
u = ur(t)− aℑ(〈H1Ψ | Ψr〉)
ω = −bℑ(〈Ψ | Ψr〉).
Assume that exists s¯ ∈]0, 1[ such that the linear tan-
gent system of (2) around the steady state Ψ¯ = φu¯,
u¯ = f(s¯) = ur(s¯T ) and ω¯ = −λu¯ is controllable.
Then for all η > 0 and ǫ > 0, exists T¯ > 0, such that for
all Ψ0 ∈ S2n−1 such that ‖Ψ0 − φ0‖ ≤ 2− η we have
∀T ≥ T¯ , min
α∈[0,2π]
‖Ψ(T )− eıαφ0‖ ≤ ǫ.
The existence of the analytical map u 7→ (φu, λu) comes
from the following classical result of the perturbation
theory for finite dimensional self-adjoint operators ([10]
page 121):
Lemma 4 Let us consider the n×n hermitian matrices
H0 and H1 with entries in C and let us define
H(u) := H0 + u H1.
For each real u ∈ R, there exists an orthonormal basis
(φuj )j∈{1,...,n} of C
n consisting of eigenvectors of H(u).
These orthonormal eigenvectors can be chosen as ana-
lytic functions of u ∈ R.
For the case of figure 3, it is then clear that the eigen-
vector φ0 = (1, 0, 0) of H0 belongs to such an analytic
branch. Moreover simple numerical computations indi-
cate that for u¯ = 0.1, the tangent system around φu¯ is
controllable. Moreover, since φ0 is defined up a multipli-
cation by eıθ, θ ∈ [0, 2π], one can always choose φ0 such
that ‖Ψ0−φ0‖ ≤ 1. Thus, all the conditions of theorem 3
are fulfilled and we can adjust the final error by taking
T large enough. As suggested here below, one observes
that, asymptotically when ǫ > 0 tends to 0, the required
time T to ensure a final error less than ǫ increases as
−k log ǫ for some k > 0. Such asymptotics for T can be
interpreted as a kind of exponential convergence.
The proof of theorem 3 relies on the following adiabatic
theorem borrowed from [7,9]
Theorem 5 Consider the solution [0, T ] ∋ t 7→ Ψr(t)
of (Σr). Then for all ǫ > 0, there exists Tǫ > 0 such that
for all T ≥ Tǫ,
∀t ∈ [0, T ], min
α∈[0,2π]
‖Ψr(t)− eıαφur(t)‖ ≤ ǫ.
In fact, there exist precise results based on exponentially
precise estimates: the dependence of Tǫ is linear in log ǫ
(see, e.g., theorem(2.1) another version of adiabatic the-
orems presented in [15]; see also [22]). An enhanced ver-
sion of theorem 5 can be obtained where the dependence
of T¯ versus ǫ > 0 is linear in log ǫ as ǫ → 0. The re-
maining part of this section is devoted to the proof of
theorem 3.
PROOF. Take η > 0, ǫ > 0 and T > 0. Denote by
R ∋ t 7→ Ψ˜(t) the solution of the following closed-loop
system
(Σ˜)

ı d
dt
Ψ˜ = (H0 + u˜H1 + ω˜)Ψ˜
Ψ˜(s¯T ) = Ψ(s¯T )
u˜ = u¯− aℑ(〈H1Ψ˜ | eı(θ¯−(t−s¯T )λu¯)φu¯〉)
ω˜ = −bℑ(〈Ψ˜ | eı(θ¯−(t−s¯T )λu¯)φu¯〉)
where the angle θ¯ ∈ [0, 2π] is such that
‖Ψr(s¯T )− eıθ¯φu¯‖ = min
α∈[0,2π]
‖Ψr(s¯T )− eıαφu¯‖.
By the adiabatic theorem 5, exists Ta > 0 such that for
all T ≥ Ta:
∀t ∈ [0, T ], min
α∈[0,2π]
‖Ψr(t)− eıαφur(t)‖ ≤ η
2
. (15)
Since ‖Ψ−Ψr‖ is a time decreasing function we have
‖Ψ(s¯T )−Ψr(s¯T )‖ ≤ ‖Ψ(0)−Ψr(0)‖ ≤ 2− η
But for T ≥ Ta, ‖Ψr(s¯T ) − eıθ¯φu¯‖ ≤ η/2. Thus for
T ≥ Ta,
‖Ψ(s¯T )− eıθ¯φu¯‖ ≤
‖Ψ(s¯T )−Ψr(s¯T )‖+ ‖Ψr(s¯T )− eıθ¯φu¯‖ ≤ 2− η/2
Lemma 2 applied on (Σ˜) provides a Tb > 0 such that
∀t ≥ Tb, min
α∈[0,2π]
‖Ψ˜(s¯T + t)− eıαφu¯‖ ≤ ǫ
3
. (16)
One can always choose Ta large enough to ensure that
for all T ≥ Ta, s¯T +Tb ≤ T , s¯ < 1 and Tb is independent
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of T > Ta. This last point will be crucial in the sequel: it
results from the invariance with respect to time transla-
tion of lemma 2 and from the independence of Tb versus
θ¯ that depends a priori on T .
Let us compare now the solution of (Σ) and (Σ˜) for
t ∈ [s¯T, s¯T + Tb]. Both systems have for t = s¯T the
same initial value. They are both closed-loop dynamics
(dynamics (2) with the tracking feedback (5)). The only
differences are the reference trajectories : t 7→ Ψr(t) for
(Σ) and t 7→ eı(θ¯−(t−s¯T )λu¯)φu¯ for (Σ˜).
Let us prove that
lim
T→+∞
(
sup
t∈[s¯T,s¯T+Tb]
‖Ψr(t)− eı(θ¯−(t−s¯T )λ
u¯)φu¯‖
)
= 0.
(17)
For T large, these two reference trajectories satisfy on
[s¯T, s¯T + Tb] almost the same differential equations (1)
with almost the same initial conditions at t = s¯T :
maxt∈[s¯T,s¯T+Tb] |ur(t)− u¯| and |Ψr(s¯T )− eıθ¯φu¯| tend to
0 as T tends to +∞. Since the interval length Tb does
not depends on T , we have (17) by standard continuity
arguments.
For the same reasons, (17) implies for (Σ) and (Σ˜):
lim
T→+∞
(
sup
t∈[s¯T,s¯T+Tb]
‖Ψ(t)− Ψ˜(t)‖
)
= 0. (18)
Thus there exists T¯ > Ta such that for all T ≥ T¯ we
have via (17) and (18):
‖Ψ(s¯T + Tb)− Ψ˜(s¯T + Tb)‖ ≤ ǫ
3
‖Ψr(s¯T + Tb)− eı(θ¯−Tbλ
u¯)φu¯‖ ≤ ǫ
3
.
Since
‖Ψ(s¯T + Tb)−Ψr(s¯T + Tb)‖ ≤
‖Ψ(s¯T + Tb)− Ψ˜(s¯T + Tb)‖
+ ‖Ψ˜(s¯T + Tb)− eı(θ¯−Tbλ
u¯)φu¯‖
+ ‖eı(θ¯−Tbλu¯)φu¯ −Ψr(s¯T + Tb)‖
we have, for T ≥ T¯
‖Ψ(s¯T + Tb)−Ψr(s¯T + Tb)‖ ≤ ǫ.
Since ‖Ψ−Ψr‖ is a decreasing time function, we conclude
that, for T ≥ T¯ ,
‖Ψ(T )−Ψr(T )‖ ≤ ‖Ψ(s¯T + Tb)−Ψr(s¯T + Tb)‖ ≤ ǫ
since s¯T + Tb ≤ T .
5 Trajectory tracking
The goal of this section is to propose a generalization to
any analytic reference trajectory Ψr of proposition (2)
in theorem 1. Let us first write the complex dynamics as
a real dynamics in R2n.
With ℜ and ℑ for real part and imaginary part, set
Ψ˜ = (ℜ(Ψ),ℑ(Ψ))T , Ψ˜r = (ℜ(Ψr),ℑ(Ψr))T ,
G0 =
(
ℑ(H0) ℜ(H0)
−ℜ(H0) ℑ(H0)
)
,
G1 =
(
ℑ(H1) ℜ(H1)
−ℜ(H1) ℑ(H1)
)
,
G2 =
(
0 Id
−Id 0
)
.
The real matrices G0, G1 and G2 are skew-symmetric.
Now the closed-loop dynamics (2) with (5) reads:
d
dt
Ψ˜ = (G0 + uG1 + ωG2)Ψ˜
u = ur − a〈G1Ψ˜ | Ψ˜r〉R2n
ω = ωr − b〈G2Ψ˜ | Ψ˜r〉R2n
(19)
with 〈. | .〉R2n the Euclidean product in R2n. Set
A(t) = G0 + ur(t)G1 + ωr(t)G2
b1(t) = G1Ψ˜r(t)
b2(t) = G2Ψ˜r(t)
B(t) = (b1(t), b2(t))
(20)
Then the linear tangent system around the reference
trajectory (Ψ˜r, ur, ωr) reads:
d
dt
δ˜Ψ = A(t)δ˜Ψ + δu b1(t) + δω b2(t). (21)
where δ˜Ψ evolves in the tangent space to S2n−1 at Ψ˜:
δ˜Ψ(t) is an element of
T˜2n−1(t) = {v ∈ R2n | 〈v | Ψ˜r(t)〉R2n = 0}.
As ur and ωr are analytic functions of t, so are Ψ˜r(t),
A(t), b1(t) and b2(t). Thus, using the generalized Kalman
criteria for analytic time-dependent linear systems [24],
controllability of (21) is equivalent to:
span
(
Range
([
A(t)− d
dt
]i
B(t)
)
; i ∈ N
)
= T˜2n−1(t).
(22)
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Since the dependence in t is analytic, controllability of
the tangent system around time t0 is equivalent to con-
trollability around any time t.
Theorem 6 Consider (19) where
[0,+∞) ∋ t 7→ (Ψ˜r(t), ur(t), ωr)
is an analytic reference trajectory. The following two im-
plications are true:
(1) Assume that there exists η > 0 such that
∀Ψ˜(0) ∈ S2n−1, ‖Ψ˜(0)− Ψ˜r(0)‖ ≤ η
we have
lim
t→+∞
‖Ψ˜(t)− Ψ˜r(t)‖ = 0.
Then the linear tangent system (21) is controllable.
(2) Assume that ∀i ∈ N, supt≥0 | u(i)r (t) |< +∞ and
supt≥0 | ω(i)r (t) |< +∞. Assume also that there
exists a sequence {tk}∞k=1 with limk→+∞ tk = +∞
such that limk→+∞ Ψ˜r(tk) exists and equals Ψ˜
∞
r ∈
S
2n−1 and such that ∀i ∈ N
lim
k→+∞
([
A− d
dt
]i
B
)
|t=tk
exists and equals B∞i (A and B are defined in (20)).
Assume finally that the vector space spanned by Ψ˜∞r
and the images of all the operators B∞i coincides
with R2n. Then
∀Ψ˜(0) ∈ S2n−1/{−Ψ˜r}, lim
t→+∞
‖Ψ˜(t)−Ψ˜r(t)‖ = 0.
Assumptions of proposition (2) are quite technical but
we do not see any simplification. Controllability of
the tangent linear system around each t > 0, without
any assumption regarding the asymptotic conditioning
when t→ +∞, does not imply asymptotic convergence
of Ψ towards Ψr. Moreover LaSalle’s invariance princi-
ple becomes problematic when time dependence is not
pseudo-periodic. These assumptions can be interpreted
as an asymptotic controllability of the linear tangent
system (21) when t→ +∞.
Notice that when the analytic reference trajectory
(Ψ˜r, ur, ωr) is pseudo-periodic, controllability of (21)
automatically implies all the assumptions of proposi-
tion (2). This results from basic density and continuity
arguments on the torus associated to the finite numbers
of incommensurable frequencies.
The proof of theorem 6 is based on iterative applications
of Barbalat’s lemma: any uniformly continuous function
f : [0,+∞) → R such that exits the limit of ∫ t
0
f(s) ds
when t tends to +∞, necessarily converges to 0 as t →
+∞.
PROOF. Consider proposition (1) and assume that the
linear tangent system is not controllable. Take t0 > 0.
Then exists v ∈ S2n−1 orthogonal to Ψ˜r(t0) such that
BTt=t0v = 0
∀i ∈ N,
((
A− d
dt
)i
B
)T
t=t0
v = 0,
For any η > 0, the solution Φ˜ ∈ S2n−1 of
d
dt
Φ˜ = (G0 + urG1 + ωr)Φ˜
with initial condition (Ψ˜r(t0) + ηv)/
√
1 + η2 at t = t0
corresponds to a closed-loop trajectory. The maps
t 7→ 〈G1Φ˜ | Ψ˜r〉R2n and t 7→ 〈G2Φ˜ | Ψ˜r〉R2n
are analytic and all their derivatives at t = t0 vanish.
Thus they are identically zero : the closed-loop control u
coincides with ur and ω with ωr. Since ‖Φ˜−Ψ˜r‖ is always
equal to η this is in contradiction with the assumption
of proposition (1).
Let us prove proposition (2). Set
f1(t) = 〈G1Ψ˜(t) | Ψ˜r(t)〉R2n ,
f2(t) = 〈G2Ψ˜(t) | Ψ˜r(t)〉R2n .
Since ur, ωr and all their time-derivatives are bounded,
t 7→ Ψr(t) and t 7→ Ψ(t) and all their time derivatives are
bounded for t ∈ [0,∞). Thus the derivatives of f1 and
f2 of any orders are uniformly continuous on [0,∞) and
uniformly bounded. The Lyapunov function V is definite
positive and decreasing along the trajectory Ψ˜(t):
d
dt
V = −a(f1(t))2 − b(f2(t))2
Take i = 1 or 2. By Barbalat’s lemma, fi(t) tends to
0 as t tends to +∞. Since fi(t) = fi(0) +
∫ t
0
f˙i and fi
uniformly continuous, f˙i tends to 0. A simple recurrence
shows that any derivative of fi tends to 0. Standard
computations give, for any ν ∈ N,
f
(ν)
i = 〈∆˜Ψ | (
d
dt
−A)ν−1bi〉R2n
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where ∆˜Ψ = Ψ˜− Ψ˜r. Thus for any ν ∈ N
lim
t7→+∞
〈∆˜Ψ(t) |
([
d
dt
−A
]ν−1
bi
)
(t)〉R2n = 0. (23)
Let’s suppose that ∆˜Ψ does not converge to 0. As
‖∆˜Ψ‖(t) is a decreasing function of t this implies that
there exists a constant α > 0 such that ‖∆˜Ψ‖(t) > α
for all t > 0. Now, take the sequence {tk}: ∆˜Ψ(tk) is
bounded in R2n and so we may extract a subsequence
of {tk} (which for simplicity will be still denoted as
{tk}∞k=1) such that ∆˜Ψ(tk) converges to ∆˜Ψ
∞
when
k →∞. We have ‖∆˜Ψ∞‖ ≥ α.
Now passing to the limit in (23) we obtain:
B∞ν ∆˜Ψ∞ = 0 ∀ν ∈ N.
Thus last assumption of proposition (2) implies that
∆˜Ψ
∞
is co-linear to Ψ˜∞r , since the image of every B
∞
ν
is orthogonal to Ψ∞. Thus there exits β ∈ R such that
∆˜Ψ
∞
= βΨ˜∞r . Set
Ψ˜∞ = lim
k 7→+∞
Ψ˜(tk).
Then Ψ˜∞ = (1 + β)Ψ˜∞r . Since Ψ˜
∞ and Ψ˜∞r belong to
S
2n−1, we necessarily have β = 0 or β = −2. The case
β = −2 is impossible since ‖Ψ˜−Ψ˜r‖t=0 < 2. Thus β = 0
and we have a contradiction.
6 Conclusion
In this paper, we propose and analyze via theorems 1, 3
and 6 a simple Lyapunov tracking feedback (5) for any
finite dimensional Schro¨dinger equation with a single
physical control u. These theorems admit a straightfor-
ward extension to several controls. Such feedback design
can be also extended to any infinite dimension system
since it relies on the conservation of probability. How-
ever, the extension of the previous convergence analysis
is not immediate since it requires the pre-compacity of
the closed-loop trajectories, a property that is difficult
to prove in infinite dimension.
Another natural question arises when we consider the
key assumption requires by theorem 3. Assume that (1)
is controllable, i.e., that the Lie algebra generated by
ıH0 and ıH1 is su(n) [21]. Does there always exist u¯ ∈ R
such that around an eigenvector of H0 + u¯H1, the lin-
ear tangent system is controllable. All the examples we
tested validate this conjecture. Is it true for any control-
lable finite dimensional Schro¨dinger equation ?
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