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Stellingen
behorende bij het proefschrift
Non-motor components of slow brain potentials
door Geert van Boxtel
1.        De late golf van de Contingent Negative Fariation kan op basis van de functionele
relatie met taakvariabelen en op basis van schedelverdeling onderscheiden worden van
de Bereitschaftspotential.
2.       De late golf van de Contingent Negative Fariation bestaat uit twee verzamelingen
componenten: 6dn verzameling die is gerelateerd aan de uit te voeren respons en 66n
die daaraan niet gerelateerd is.
3.          De  negativiteit die gemeten kan worden voorafgaand aan stimuli die Kennis  van
Resultaten geven over de uitgevoerde taak bestaat uit tenminste twee componenten: de
eerste heeft een parietaal maximum en is gerelateerd aan de anticipatie van taak-
relevante informatie; de tweede heeft een meer frontaal maximum en is gerelateerd aan
andere aspecten van Kennis van Resultaten. Het gebruik van het label Stimulus-
Preceding Negativio' voor deze negativiteit dient beperkt te worden tot de aanduiding
van de eerste component.
4.        De negativiteit die geregistreerd kan worden voorafgaand aan stimuli die een instructie
bevatten over een later uit te voeren taak, kan met recht Stimulus-Preceding Negativity
genoemd worden.
5. Twee componenten die gewoonlijk in de Bereitscha#spotential onderscheiden worden,
de asymmetrische component ofwel Negative Shi#' en de Motor Potential, worden niet
in de late golf van de Contingent Negative Fariation gevonden, noch voorafgaand aan
de respons-stimulus, noch volgend op de respons-stimulus.
6.       Behalve met onderzoek, waarbij fysiologische maten gebruikt worden voor psycholo-
gische processen, dienen psychofysiologen zich meer dan thans het geval is bezig te
houden met onderzoek naar de aard van deze maten.
7.        De hoge echtscheidingspercentages in geindustrialiseerde landen doen vermoeden dat
het zogenaamde huwelijk tussen de psychofysiologie en de experimentele psychologie
geen lang leven beschoren is.
8.      Volgens William James (The principles  of Psychology, p 403) wist in  1890  iedereen
wat attentie is. Het feit dat het begrip attentie vandaag de dag vele betekenissen kan
hebben, doet vermoeden dat thans niemand meer weet wat attentie nu precies is. Dit
suggereert ten onrechte een fiasco  van   100 jaar attentie-onderzoek.
9.        De Nederlandse Volleybal Bond heeft er goed aan gedaan om zijn organisatie met de
afkorting NeVoBo aan te duiden. Sinds de bal, na de onlangs van kracht geworden
spelregelwijzigingen, ook met de voet geraakt mag worden, kan deze afkorting tevens
als Nederlandse Voetbal Bond gelezen worden. Ook de gemiste kans voor open doel
om na de tweede plaats van het Nederlands volleybalteam op het wereldkampioen-
schap van  1994 een langdurig sponsorkontrakt af te sluiten, suggereert dat de NeVoBo
zich veel met voetbal bezig houdt.
10a. De gewoonte van veel AIO's en OIO's om in hun proefschriften een cynische stelling
over het AIO-stelsel op te nemen, moet als een ineffectieve vorm van protest
beschouwd worden.
b.           AIO' s   en OIOs genieten een salariering en wetenschappelijke status   die   het   niet
aannemelijk maken dat ervan genoten wordt.
c.         Stelling  1 Ob is hier opgenomen omdat het opnemen van een cynische stelling over het
AIO-stelsel 6dn van de weinige mogelijkheden van protest is die AIO's en OIO's
hebben.
Tilburg, december  1994
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Electro-encephalography (EEG) is a technique for recording potential differences between
electrodes placed on the (human) scalp. EEG recordings can be classified into two categories:
'spontaneous' and event-related. The spontaneous EEG consists of periodic voltage
fluctuations classified according to their frequency content, for example alpha (8 - 12 Hz),
beta (13 - 30 Hz), gamma (31 - 50 Hz), delta (0.5 - 4 Hz), and theta (5 - 7 Hz). Event-related
potentials (ERPs) are discrete waveforms associated with an event. They are usually hidden
in the spontaneous EEG, and special techniques such as signal averaging are necessary to
make them more evident. ERPs may be exogenous or endogenous, that is, evoked by events
extrinsic or intrinsic to the nervous system. The most well known exogenous ERPs are the
Evoked Potentials (EPs), which consist of a discrete waveform in the EEG in response to the
presentation of a stimulus. For example, VEPs, AEPs, and SEPs are the potentials evoked by
the presentation of visual, auditory, and somatosensory stimuli, respectively. Examples of
endogenous ERPs are the P300, a positive peak at about 300 ms after a stimulus, and the slow
potentials (SPs), which are recorded preceding movement or other mental activities. The focus
of this thesis is on slow potentials recorded preceding movements and stimuli.
Slow potentials were first discovered in humans 30 years ago by W.G. Walter and his
colleagues at the Burden Neurological Institute in Bristol, England (Walter, Cooper, Aldridge,
McCallum, & Winter, 1964). When a subject was engaged in a forewarned simple reaction
time (RT) task, a sustained negative potential shift of about 20 BV was recorded in the
interval  of l s between a warning stimulus  (S l i a  single  click)  and an 'imperative' stimulus
(S2; repetitive flashes, terminated by a button press). The shift, which was termed Contingent
Negative Variation (CNV), was discernible in the raw EEG traces, but became more evident
when  noise was reduced by calculating averages  of 12 trials.   The CNV reached  its  peak
amplitude at the presentation of S2 and returned to baseline when the response was made. In
the name which was given to this phenomenon, the word "Negative" refers to the polarity of
the potential shift with respect to the normal baseline level of the EEG, given their choice of
the reference electrode. The word "Variation" was chosen as a tribute to the work of Richard
Caton in the previous century, to whom the discovery of the EEG is traditionally traced back.
The adjective "Contingent" was used to indicate the dependence of the phenomenon on the
statistical relationship between the two successive stimuli.
At about the same time Kornhuber and Deecke (1965) were studying brain electrical activity
accompanying voluntary motor actions at the University of Freiburg, Germany. They asked
their subjects to press a button at intervals of their own choice and recorded the electrical
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activity from the scalp on magnetic tape. Backward analysis of the tape recordings allowed
them to study the brain activity preceding the button presses. They found a slowly increasing
negative potential shift, starting about 1 s before the button press (depending on the rate of
responding), and increasing up to the instant of the motor act. The negative shift was labeled
Bereitschaftspotential or Readiness Potential (RP). Kornhuber and Deecke noted from the
beginning that the RP was similar to the CNV of Walter et al. (1964), as they wrote in their                    
original publication: "Vermutlich handelt es sich um einen ahnlichen neuronalen ProzeB"
[Probably it concerns a similar neuronal process] (Kornhuber & Deecke, 1965, p. 14).
The study of ERPs is important for neurophysiology and psychology. For neurophysiology,
ERPs provide a nonintrusive measure of the processes taking place in the brains of human
subjects, who are engaged in experimental tasks. ERPs contribute to understanding these
processes. It is becoming increasingly clear that the processes which the ERPs reflect are those
very processes that cognitive psychologists attempt to infer. Hence, ERPs are also relevant for
psychology. ERPs have been used in recent years as an aid in delineating stages of human
information processing (Coles & Gratton, 1986; Gaillard, 1988; Meyer, Osman, Irwin, &
Yantis, 1988; Van der Molen, Bashore, Halliday, & Callaway, 1991). This approach can only
be successful if more insight is gained into the functional significance of ERPs. The slow
potentials are important, since the use of constant foreperiods is very common in both research
fields. The processes taking place in such foreperiods are still poorly understood, yet they
influence behavioral outcome. Slow potentials are also important for studies in which more
transient ERPs are measured. For example, in research in which EPs to a single stimulus are
recorded, slow potential shifts can be expected to be present in the interval immediately
preceding the arrival of that stimulus. The baseline to which the EPs are compared is usually
situated in that interval. The amplitude of the subsequently elicited EPs depends on the
preceding slow potential shift (e.g., Smith, 1976). Hence slow potentials are important for the
methodology  of psychophysiological  research.
This thesis deals with non-motor aspects of slow potentials recorded from the human scalp
The emphasis is on the late wave of the Contingent Negative Variation, the functional
interpretation of which continues to be a matter of debate. In Chapter 2 a general overview
of the existing literature about slow potentials in humans is presented, and the main research
questions are formulated. Chapter 3 describes methodological and technical issues related to
the present research. The results of the experiments on which this thesis is based are presented
in Chapter 4, and a discussion follows in Chapter 5. The main conclusions are summarized
in Chapter 6. The experimental part of this thesis consists of four experiments,  the full details
of which are presented in Part B. In addition, Appendix A provides the results of a study into
the determination of EMG onset, and in Appendix B the results of the ERP components which
were not of primary interest for this thesis are presented.
Chapter 2
Slow Potentials in Humans
2.1 Initial CNV research
The early work of Walter and his colleagues was aimed at the concept of expectancy. Walter
et al. (1964) showed that the CNV developed in the interval between a click and a series of
flashes, which were terminated by a button press. The simple pairing of the click and the
flashes, without a motor response, did not result in an appreciable potential shift. If a flash
was used as S 1  and a series of clicks as  S2, the CNV did not change, indicating that the  CNV
did not depend on the modality of the stimuli. If S2 (and hence the response) was omitted,
the CNV gradually declined, and it was restored if the stimulus to be responded to was
reintroduced. Yet the CNV did not merely depend on the response, as they noted: "a purely
mental judgement of a time-interval, without operant response, is often accompanied by a
prominent CNV in trained subjects" (Walter et al., 1964, p. 382). The authors associated the
CNV to the probability that a response to S2 was required. Because the attitude of the subjects
and the instructions given to them also seemed of importance, the concept of'expectancy' was
judged to be the best description of the psychological process associated with the CNV, which
in  fact was known  for  some  time  as the 'Expectancy  (E)  wave'
The original work of Walter and his colleagues was replicated by Low, Borda, Frost, and
Kellaway (1966). In addition, they studied the question whether the CNV could be an
epiphenomenon of other bioelectric potentials. For instance, downward eye movements were
found to enhance the CNV as a result of the electric field associated with the corneoretinal
potential. However, consistent CNVs were recorded from a subject who had both eyes
removed, so that eye movements are at most sources of artifact in CNV recording. No
associations between the CNV and other physiological measurements, such as heart rate,
respiration and the Galvanic Skin Response (GSR) were found. Moreover, a comparison of
epidural and scalp recordings in a parkinsonian patient resulted in essentially identical CNVs.
Hence Low et al. (1966) concluded that the CNV originated in the brain and was not an
artifact of some other bioelectrical event. They criticized the term "contingent"  used by Walter
et al. (1964) to describe the potential shift, because the occurrence of the stimuli was not a
sufficient condition to elicit a CNV. Instead, they summarized their results as follows: "... in
all situations in which the subject intends to make an overt subjectively significant response,
the shift appears and may be maintained" (Low et al., 1966, p. 781). They preferred the word
conation, defined as intention to act, as the primary correlate of CNV changes.
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Irwin, Knott, McAdam, and Rebert (1966) focussed on the construct of motivation to explain
CNV findings. They reported two experiments in which they attempted to influence
motivational variables. The first   of these experiments   was a go/no-go   task in which   S 1
indicated whether or not to execute a manual response after S2. CNVs were recorded in both
situations, but they were largest when a motor response was required. According to the
authors,  S 1  determined the motivational value of S2. In the second experiment S2 was either
a weak or a painful finger shock, and  S 1 indicated which of the two would occur.  CNVs were
larger  when  S 1 indicated painful rather  than weak shock, and again larger during response
than during no-response conditions. Although an interpretation in terms of motor preparation
would have been possible, Irwin et al. (1966) preferred the use of motivation to explain their
results.
Attention and arousal were the central concepts in the CNV research of Tecce and his
colleagues. Attention was thought to bear a positive monotonic relation to CNV amplitude.
Tecce and Scheff (1969) inserted distracting stimuli into the task and observed that these
stimuli could be recalled and that RT was lengthened, which they interpreted as evidence for
an impaired processing of S2. The CNV was attenuated in all conditions in which the
distracting stimuli were inserted, hence reduced attention to the S2 was related to a reduced
CNV. However,  if the distracting stimuli drew attention away from S2, it is unclear why they
did not produce additional negativity reflecting the attention to those stimuli. Arousal was
thought to bear a nonmonotonic (inverted-U) relation to the CNV. This concept was
apparently introduced to accommodate a contradiction in CNV research. On the one hand the
CNV increased with augmented attentiveness and decreased with distraction, and on the other
hand an increase in CNV amplitude was also related to decreased arousal, as measured by
heart rate variability (Lacey & Lacey, 1970). Tecce (1972) recognized the danger of an
inverted-U relation of arousal and the CNV, that is, it could explain both positive and negative
relationships by the ascending and descending portions of the inverted-U curve. Consequently,
there was the risk that arousal levels were inferred a posteriori from the experimental data.
However, this observation did not influence Tecce's (1972) theoretical considerations.
2.2 The Readiness Potential: Movement-Preceding Negativity
Kornhuber and Deecke (1965) asked subjects to produce finger flexions at irregular but self-
paced intervals (usually   8   -    1 5   s).   The   EEG from large numbers of trials was stored   on
magnetic tape together with a trigger pulse indicating the initiation of the movement. Later
the onset of the electromyogram (EMG) was also used as a trigger. Backward and forward
averaging of the tape recordings was conducted to analyze the pre- and post-movement
epochs, respectively. Preceding the movement, a slowly increasing negative potential ofabout
10 - 15 pV was found. The negativity, called Bereitschaftspotential or Readiness Potential
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(RP), was larger over the hemisphere contralateral to the moving hand than over the ipsilateral
hemisphere, and larger over frontal than over occipital electrode positions.
Subsequent research has identified the existence of 3 components in the negativity recorded
preceding voluntary movements. Brunia (1987) has summarized the often confusing
, terminology used for both the pre- and post-movement potentials. In the terminology of
Deecke and Kornhuber (1977), the first component is called the Readiness Potential (RP). It
starts between  1  to  1.5 s before the movement, depending on the rate of responding, and is
initially bilaterally symmetrical with a maximum over the vertex. From about 500 msec
preceding EMG onset, it is larger over the contralateral hemisphere, at least for hand
movements. In the case of foot movements, an ipsilateral dominance is usually found (e.g.,
1 Brunia & Van den Bosch, 1984). This asymmetrical part is sometimes considered to be a
separate component (e.g., Libet, Wright, & Gleason, 1982).
The second component is the Pre-Motion Positivity (PMP). The PMP is a bilateral positive
potential with a maximum at the mid-parietal electrode. It starts at 90 - 80 msec preceding
EMG onset, and was suggested to reflect the cerebral process for the actual command to move
(Deecke & Kornhuber, 1977). The third component, which is unilateral and of negative
polarity, is called the Motor Potential (MP). It is restricted to the contralateral precentral area
in the case of hand movements, and might reflect the discharge of neurons in the motor cortex
(Deecke & Kornhuber, 1977).
It is possible that the RP is not only related motor processes. Kornhuber and Deecke (1965)
already observed   that   the RP increased   with ' intentional engagement' and decreased   with
'mental indifference' of the subjects. McAdam and Seales (1969) found that the RP increased
if the motor response was rewarded when it was 'correct'. They related the increase in the RP
to motivation. It should be noted, however, that the reward was given by means of a visual
stimulus, which might have elicited the negativity (see section 2.6). Nevertheless, the general
tendency to see the RP only in motor terms (and to see the CNV only in psychological terms)
might be an oversimplification.
Because the amplitude and scalp distribution of slow potentials recorded prior to movements
depend on the exact paradigm employed, the general term Movement-Preceding Negativio'
(MPN; Brunia, 1988) will be used throughout this thesis. The MPN reflects activity related
to the programming and the execution of movements in various paradigms. The RP is just an
instance of the MPN, which is recorded when voluntary movements at self-paced intervals are
made, and the term RP will be used in this restricted sense. The late CNV may contain
another instance of the MPN, related to the execution of a movement in a reaction time task.
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2.3 The CNV in longer foreperiods
An  important step forward  in CNV research  was  the  use of longer intervals between  St  and
S2. Connor and Lang (1969) were the first to do this, because they wanted to compare the
EEG with a slower response system, heart rate. An interstimulus interval of 8 s was used and,
although not statistically significant, two distinct waves were discernible in the data. An early
negative  peak,  with its maximum about  1 s after  S l,  and  a late negativity, which continued
to increase up to S2. A similar pattern could also be detected in the data of Lacey and Lacey
(1970). Weerts and Lang (1973), who studied the influence of eye movements on the CNV
using a foreperiod of 8 s, unexpectedly found the same result and recognized its theoretical
importance. They tentatively called these components the orienting wave and the anticipatory
wave, because they hypothesized that the former was related to the orienting response, and
the latter to the anticipation of S2. They showed that the orienting wave decreased over trials
(i.e. habituated, as an orienting response should), whereas the anticipatory wave increased.
The authors proposed that the classical CNV recorded in short foreperiod experiments,
consisted of the summation of these two waves. The amplitude  of the classical CNV remained
constant over trials because the decrease of the orienting wave was canceled by the increase
of the anticipatory wave.
Loveless and Sanford (1974a) recorded vertex CNVs using regular and irregular foreperiods
ranging  from  0.5  to  15  s.  They also observed the early  and late waves  of the CNV, which
they termed 0-wave and E-wave, respectively, for orienting and expectancy. The authors
noted the similarity of the E-wave and the Readiness Potential of Kornhuber and Deecke
(1965). In another study they (Loveless & Sanford, 1974b) showed that the 0-wave was not
related to 'preparatory  set',  but the E-wave  was.  When the subjects received speed instructions
('motor set'), RT was shorter and the E-wave was larger than when they received accuracy
instructions ('sensory set') or neutral instructions. Loveless initially interpreted the late wave
of the CNV to the concept of expectancy, that is, to the "anticipated occurrence of the
imperative signal" (Loveless & Sanford, 1975, p. 217). Later (Loveless, 1977), the concept
of motor preparation was emphasized, and the morphological similarity of the late wave with
the RP (section 2.2) became an important argument for this interpretation.
By the middle of the 1970s, the view that the CNV consisted of two separate waves was
firmly established. Unlike the late wave, the early wave was found to be related to the
properties of S 1,  such as its modality (Gaillard, 1976), intensity (Loveless and Sanford,  1975),
and duration (Klorman & Bentsen, 1975). The late wave was increasingly explained in terms
of motor preparation, because it varied with the motoric task demands imposed at S2, and
because of the similarity with the RP (section 2.2). Other arguments for multiple waves in the
CNV were found in the scalp topography of the potentials. Jarvilehto and Fruhstorfer (1970)
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had already argued that the short foreperiod CNV consisted of two components: one with a
central dominance (the MPN) and one with a frontal maximum, which they related to the
uncertainty of the subject. The experiments reported by Klorman and Bentsen (1975) and
Gaillard (1976), in which longer interstimulus intervals were used, clearly showed that the
early CNV had a frontal maximum and parietal minimum, whereas the late CNV showed a
central maximum. The existence of early and late components with a frontal and central
dominance, respectively, was demonstrated by McCarthy and Donchin (1978) to constitute the
CNV recorded in a short (l s) foreperiod by means of Principal Components Analysis (PCA).
Rohrbaugh, Syndulko, and Lindsley (1976) recorded CNVs in a 4 s interval between paired
stimuli (a tone and a flash, followed by a manual response). They compared the morphology
and scalp distribution of the CNV with the potentials elicited by unpaired tones and uncued
responses. The early wave of the CNV showed the same morphology and scalp distribution
as the potential recorded after the unpaired tone, that is, a frontal maximum and parietal
minimum (in fact, the amplitudes were positive at parietal leads) within 1 s after the tone. The
CNV late wave had a similar shape as the potential elicited by the uncued response and
exhibited a central maximum with slightly larger amplitudes over the hemisphere contralateral
to the responding hand. In the view of Rohrbaugh et al. (1976) the late CNV is essentially
a Readiness Potential. The same conclusion was reached by Gaillard (1978), who argued that
on a single trial level, the late wave of the CNV is that part of the RP which precedes S2. In
the averaged potentials, differences between the late CNV and the RP could emerge because
of the variability  in RT inherent in CNV experiments.  In this way, Gaillard (1978) explained
the fact that short RTs are usually accompanied by larger late CNVs than longer RTs. On
trials with a short RT, the RP is more fully developed before S2 than on trials with a longer
RT. Furthermore, short RTs have less variability than long RTs, so that in the averaged
potentials time-locked to the stimuli, the RP is less dispersed. Using the terminology of
section 2.2 the view of Rohrbaugh et al. (1976) and Gaillard (1978) can be paraphrased by
stating that the late wave of the CNV is just another instance of the MPN.
2.4 The late CNV as an index of motor preparation
In an influential article, Rohrbaugh and Gaillard (1983) reiterated their view that the CNV
consisted of independent early and late waves, of which the late wave was related to motor
processes, and hence an instance of the MPN. They expressed it concisely as follows: "The
late wave can be identified with the readiness potential, whereas the early wave is a response
to the S l" (Rohrbaugh & Gaillard,  1983,  p.  273). The authors used the following arguments
in favor of a motor interpretation of the late CNV.
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1. During short foreperiods  the  CNV is attenuated  when no motor response is required
(Irwin et al., 1966; Jarvilehto & Fruhstorfer, 1970). During longer foreperiods the late
CNV is attenuated or even absent when no response to S2 is required (Gaillard &
Perdok, 1980; Lang, Ohman, & Simons, 1978), or a delayed instead of an immediate
response (Perdok & Gaillard, 1979).
2.        The late CNV amplitude varies as a function of task variables which are assumed to
be related to motor preparation, such as foreperiod duration and foreperiod variability
(Loveless & Sanford, 1974a)
3.      The late CNV does not vary as a function of sensory tasks. For example, it is not
increased preceding difficult as opposed to easy discriminations, neither in RT tasks,
nor in signal detection tasks involving a delayed response (Perdok & Gaillard, 1979).
4.         Larger CNVs are found when larger amounts of muscular effort are required for the
response to S2 (Low & McSherry, 1968). A similar result was found for the RP
(Kutas & Donchin, 1977).
5.                The  late  CNV is increased under speed as opposed to accuracy instructions (Gaillard
& Perdok, 1980; Gaillard, Perdok & Varey, 1980; Loveless & Sanford, 1974b),and
preceding fast as compared to slow responses within the same series (Brunia &
Vingerhoets, 1980; Rohrbaugh et al., 1976).
6.     The late CNV is similar in morphology and scalp distribution to the RP, with a
maximum around the vertex, presumably over the motor cortex. Preceding manual
responses, both are dominant over the hemisphere contralateral to the movement side
(Rohrbaugh et al., 1976), whereas an ipsilateral dominance is found preceding foot
movements (Brunia, 1980; Brunia & Van den Bosch, 1984; Brunia & Vingerhoets,
1980; 1981; Boschert, Hink, & Deecke, 1983).
Rohrbaugh and Gaillard (1983) were very effective in coping with a number of possible
criticisms on their notion. Furthermore, they provided alternative explanations for data which
were interpreted to conflict with their view. Their alternative explanations can be subdivided
into three classes.
First, they contested the generality of some findings. For example, Donchin, Ritter &
McCallum (1978) summarized the differences in lateral asymmetry between the late CNV and
the RP, stating that the RP showed greater negativity contralateral to the responding hand,
while the late CNV was bilaterally symmetrical. Rohrbaugh and Gaillard contested this
interpretation by providing examples of contralaterally dominant late CNVs (Rohrbaugh et al.,
1976) and bilaterally symmetrical RPs (Deecke, Grozinger, & Kornhuber, 1976). Moreover,
they  stressed  the  fact  that the significant asymmetries  in  the  RP are confined  to  the  last  150
ms before the movement. Hence, considering the usual RT latencies in a CNV paradigm, these
asymmetries would be postponed until after S2. As another example of contesting the
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generality of findings, Rohrbaugh and Gaillard judged findings of modality-specific effects
on the late CNV as inconsistent and bordering on the range of experimental error.
The second approach used by Rohrbaugh and Gaillard to explain findings that contradicted
a motor interpretation of the late CNV was by suggesting a contribution of the early CNV.
CNVs recorded in short foreperiods were regarded to be susceptible to this effect. For
instance, Donchin, Gerbrandt, Leiffer, and Tucker (1972) reported that CNVs could be
recorded at the vertex in a foreperiod of 1 s, when the subjects were merely asked to guess
which one of two possible S2s would be presented, or when subjects performed an arithmetic
task in response to S2. Therefore, these authors concluded that the occurrence of the CNV
does not depend on a motor response to S2. Rohrbaugh, Peters, Varner, and Ellingson
(Rollrbaugh & Gaillard, 1983) replicated the Donchin et al. (1972) experiment using more
electrodes, and observed from a visual inspection of the data that the no-response CNVs were
smaller and had a more frontal distribution than the CNVs recorded in conditions which
required a response to S2. Their topography resembled that of the slow negative shift recorded
in response to an unpaired stimulus. Therefore, Rohrbaugh and Gaillard concluded that this
and other (e.g., Jarvilehto & Fruhstorfer, 1970; Syndulko & Lindsley, 1977) 'non-motor'
CNVs probably were early waves.
Finally, the third class of alternative explanations used by Rohrbaugh and Gaillard consisted
of interpretations in terms of motor activity. Three types of motor activity were suggested to
influence the late CNV. (1) Oculomotor activity is known to be preceded by RP-like potential
shifts (Kurtzberg & Vaughan, 1982). Hence studies in which S2 requires ocular scanning are
prone to the influence of such shifts. The studies of Klorman and Ryan (1980), and Simons,
Ohman, and Lang (1979), in which late CNVs were recorded preceding large slides to which
no motor response was required, were interpreted in this way. (2) Variation in response-
relevant muscle activity may account for late CNV differences. For instance, Rohrbaugh,
Varner, and Ellingson (Rohrbaugh & Gaillard, 1983) showed that EMG activity is larger in
forewarned RT paradigms than in uncued situations, and this finding may account for the fact
that CNVs are usually larger than RPs (Brunia & Vingerhoets, 1981; Grunewald, Grunewald-
Zuberbier, Netz, Homberg, & Sander, 1979; McCallum, 1978). (3) Non-instructed motor
activity, for instance compensatory postural adjustments, may accompany the overt motor
response (e.g., Haagh & Brunia, 1984; Lee, 1980), and may influence late CNV amplitude.
2.5 Comments on the motor interpretation of the late CNV
Although the amount of evidence accumulated by Rohrbaugh and Gaillard (1983) in favor of
a motor interpretation of the late CNV was impressive, their view has also been contested. It
should be stressed that the notion that the late CNV contains Movement-Preceding Negativity
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is not in dispute, and probably never has been. The contention that the MPN is the only
constituent of the late CNV is disputed.  It is the additional, presumably non-motor, negativity
that Rohrbaugh and Gaillard doubted the existence of, and attempted to reinterpret. The
following comments on the motor interpretation of the late CNV can be made.
1.               RPs usually start about   1 s before movement onset.   In CNV experiments  with   long
foreperiods, negativity is present throughout the foreperiod. For example, Rohrbaugh,
Syndulko, and Lindsley (Rohrbaugh and Gaillard, 1983) used an interstimulus interval
of 6 s, and by means of PCA they extracted a component which they related to the
late CNV, which started about 4 s before S2. Along with the finding that CNVs are
larger than RPs, this suggests that additional negativity is present during the foreperiod
of CNV experiments.
2.     The differences in scalp topography between RP and late CNV remain difficult to
reconcile with the view that both components reflect the same process. Unlike the late
CNV, the RP is usually small or even positive at frontal leads (Deecke & Kornhuber,
1977). Not every shift in scalp distribution justifies the identification of a separate
component (Gaillard, 1988), but ignoring topography variations does not clarify the
observed phenomena either. The statement that the late CNV lateralizes to the extent
that the RP itself lateralizes is an oversimplification. The general picture is one in
which lateral asymmetry has more often been found for the RP than for the late CNV
(Deecke & Kornhuber, 1977; Donchin et al., 1978; McCallum, 1988; Tecce &
Cattanach,  1982). An inquiry into the conditions that influence the asymmetry of both
phenomena may prove to be more fruitful than their equation. In addition, Rohrbaugh
and Gaillard did not provide evidence for their expectation that the most significant
lateral asymmetries in the late CNV would be situated within the RT interval instead
of in the foreperiod. Data from the present thesis do not provide evidence for this
notion. Figure 2.1 shows CNVs recorded at C3 and C4 from Experiment I (Part B),
along with the significance level  for the statistical test of the C3  - C4 difference.  If the
data were synchronized with respect to S2 the difference was significant only in the
more transient components, starting from about   150 ms after  S2.   I f  the  data  were
synchronized with respect to EMG onset, the difference was significant only from
EMG onset onwards. No lateral asymmetry was observed in the slow shift before
response onset. In sum, the asymmetrical component which is present in the RP can
not be observed in the late CNV, not even when averaged time-locked to EMG onset.
3.             Although  the  CNV is smaller in no-response  than in response conditions,  it  can  be
recorded when no motor response is required. Rohrbaugh and Gaillard attributed such
findings to a contribution of the early CNV in case of short foreperiods and to
increased ocular or other muscle activity when longer foreperiods were used. Ruchkin,
Sutton, Mahaffey and Glaser (1986) recorded late CNVs in the absence of a motor
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response, using an interstimulus interval of 3 s. The CNV was not caused by eye
movements, which were carefully controlled. It was also supposed to be unrelated to
other forms of covert motor activity, as the negativity had a parietal, and not a central
maximum. In addition, Ruchkin et al. (1986) showed that the negativity varied with
the information content of S2. For studies reporting negativity preceding stimuli
conveying knowledge of results without motor requirements, see the next section.
4. Attributing changes in slow potentials to covert motor activity, results in hypotheses
which are difficult to falsify. One could try to control as many as possible muscles in
the body, but if a potential change was still observed, it could always be argued that
some other muscle was active, from which the activity was not recorded. Moreover,
the  activity of muscles not directly involved  in the instructed response does not always
vary in the same direction. The activity of some muscles is increased, whereas the
activity of other muscles is decreased or shows no change (Haagh & Brunia, 1984;
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Van Boxtel, Damen, & Brunia,  1989). The net effect of the activity of the various
muscles is difficult, if not impossible, to determine. Furthermore, postural control may
for the largest part be mediated by subcortical structures (e.g., Massion, 1992) and
therefore may not be reflected in potentials recorded at the scalp.
5.                The  statement  that  the  late  CNV is affected  only by motor output variables,  not  with
sensory or psychological variables, may also be an oversimplification. Rohrbaugh and
Gaillard claim that the late CNV is larger preceding fast than slow responses. Indeed,
some studies have reported CNV - RT correlations (e.g., Brunia & Vingerhoets, 1980;
Rohrbaugh et al., 1976). However, other studies exists in which no or only small
correlations were found (e.g., McCallum & Papakostopoulos, 1973; Papakostopoulos
&  Fenelon, 1975). Reviews usually have concluded  that if a correlation between CNV
and RT exists, it is rather weak (e.g., Donchin et al., 1978; McCallum, 1988; Rebert
& Tecce, 1973). At least, the matter is not as straightforward as Rohrbaugh and
Gaillard suggest. Also, the claim that the CNV is not sensitive to perceptual or
psychological demands, does not seem warranted. The study by Ruchkin et al. (1986)
in which the CNV was found to be related to the information content of S2, has
already been mentioned. In section 2.5 many other studies about slow brain potentials
preceding task-relevant stimuli are reviewed. Furthermore, slow brain potentials have
been suggested to be sensitive to task complexity (McCallum & Papakostopoulos,
1973), and mental workload (McCallum, Cooper, & Pocock, 1988).
6.       Rohrbaugh and Gaillard viewed the RP as a unitary component related only to motor
preparation. However, the RP has been suggested to be sensitive to non-motor factors
as well, such as motivation (McAdam & Seales, 1969), attention (Deecke, Heise,
Kornhuber, Lang, & Lang, 1984), and decision making (Kornhuber, 1984). The
possibility that both the  RP  and the CNV consist of motor and non-motor components
has since long been recognized (e.g., Nbatanen & Michie, 1978).
In sum, the interpretation of CNV findings by Rohrbaugh and Gaillard (1983) was an
important attempt to integrate a large amount of research into a useful framework. The
influence of a motor contribution to the late CNV is now beyond doubt. Rohrbaugh and
Gaillard's (1983) review was also important because they indicated a number of methodolo-
gical issues which could bias the interpretation of CNV findings. such as the length of the
foreperiod and the concomitant contribution of the early wave, the influence of eye
movements, etc. On the other hand, they may have gone too far in attempting to fit research
findings into their framework.
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2.6 Stimulus-Preceding Negativity
The fact that a motor response was a sufficient, but not a necessary condition to elicit slow
potentials, has been suggested from the beginning of CNV research. Already mentioned was
the observation of Walter et al. (1964) that negativity could be recorded during time
estimation. Gullickson (1970) reported negativity preceding visual or auditory stimuli that did
not call for a response. Negativity preceding feedback stimuli is also known to exist since the
beginning of the 1970s (Hillyard, 1973; Weinberg, 1973). Because of the short interstimulus
intervals used, these studies   can be criticized based on Rohrbaugh and Gaillard' s   (1983)
argument that the early wave might contribute to these negativities. During longer foreperiods,
negativity was observed preceding slides inducing interest (Simons et al., 1979) or affection
(Klorman & Ryan, 1980). According to Rohrbaugh and Gaillard (1983), these studies can be
criticized because the slides occupied a large visual angle. Hence ocular scanning was likely
to occur and the potentials might be contaminated by artifacts associated with eye movements.
In more recent research the methodological shortcomings of the above mentioned studies were
taken into account. It has become clear that negativity can be recorded preceding stimuli to
which no immediate motor response is required. The negativity, which was labelled Stimulus-
Preceding Negativity (Damen & Brunia, 1987a), can be recorded prior to stimuli of the
following categories: (1) stimuli providing Knowledge of Results (KR) about prior
performance; (2) stimuli transmitting an instruction about a future task; (3) probe stimuli with
which the outcome of a previous task has to be matched.
2.6.1 SPN prior to KR stimuli
Grunewald-Zuberbier, Grunewald, Runge, Netz, and Homberg (1981; see also Grunewald &
Griinewald-Zuberbier, 1983) were studying slow brain potentials related to skilled positioning
movements. Their subjects had to produce self-paced angular displacements of the index
finger in order to reach a target zone, and to return to the starting position after each
movement. At a constant delay of 1.6 s after the return movement, the subjects received visual
KR about the correctness of the displacement produced. A contralaterally dominant RP was
recorded over pre- and postcentral electrode sites before the start of the movement. In the
interval between the return movement and the KR stimulus, an SPN was recorded, which
exhibited a right hemisphere preponderance, independently of the hand used.
Damen and Brunia (1985, 1987a) also recorded the SPN preceding visual KR stimuli. Their
subjects were engaged in a time production task, in which a button had to be pressed every
20 - 22 s. Visual KR about the correctness of the interval produced was presented either 2 or
4 s after the button press. The MPN was recorded prior to the button press, and it exhibited
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the familiar central contralateral maximum. A parietal maximum was observed for the SPN
recorded preceding the KR stimulus. A right hemisphere preponderance was also found for
this shift, but the asymmetry was larger with the delay of 2 as opposed to 4 s, and with left
as opposed to right button presses. A replication of these findings with different electrode
montages (Brunia & Damen, 1988; Damen & Brunia, 1987b) suggested that the SPN had
bilateral sources in the parietal cortex, and a right frontal source.
The negativity recorded by Ruchkin et al. (1986) preceding a stimulus without response
requirements, had a parietal maximum as well, and was of about the same magnitude (5 - 7
ELV). In their experiment, the subjects had to make a prediction about the similarity of S 1  and
S2. The arrival of S2 presented the subjects with the information about the similarity, and
therefore provided KR about their previous prediction.
In an attempt to answer the question whether the SPN is related to the informational or
motivational properties   of the eliciting stimulus, Chwilla and Brunia   (1991 a) varied   the
informational value of the KR by providing their subjects with no KR, false KR, or true KR
about produced time intervals. No appreciable SPN was recorded in the no-KR and false-KR
conditions; only in the true-KR condition did an SPN develop. The motivational properties
of the KR stimulus were varied by adding two levels of bonus to the experiment.  As the effect
of bonus  was very small, Chwilla and Brunia  (1991 a) concluded  that  the  SPN was mainly
determined by the information content of the KR stimulus.
Chwilla and Brunia  (1991 a) might  not have manipulated the motivational and informational
aspects of the KR independently. Because their subjects knew the nature of the KR stimulus
before a block started, they might have been less motivated in the conditions in which no or
false KR was presented. Damen and Brunia (1994) used a different approach to distinguish
between the informational and motivational aspects of the stimulus eliciting the SPN. They
asked subjects to press a button at self-paced intervals. The button press was followed after
2 s by an instruction stimulus about the interval to be produced. When this interval had
elapsed, the subjects had to press the button again, and this button press was followed after
2 s by a stimulus providing KR about the correctness of the interval produced. Hence, the
same physical stimuli were used either to convey an instruction, or KR, and an SPN was only
recorded in the latter case. By carefully controlling the confounding effect of post-movement
negativity, Damen and Brunia (1994) confirmed the right hemisphere preponderance of the
SPN, irrespective of movement side, resolving the discrepancy between their earlier results
(Damen & Brunia, 1985; 1987a), and those of the Grunewalds (Grunewald & Grunewald-
Zuberbier, 1983; Grunewald-Zuberbier et al., 1981) Damen and Brunia concluded that the
SPN is restricted to the anticipation of KR.
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2.6.2 SPN prior to instruction stimuli
The absence of the SPN preceding an instruction stimulus (Damen & Brunia, 1994) is at
variance with other studies in which SPNs were reported prior to such stimuli. For instance,
McCallum, Cooper, and Pocock (1988) recorded negativity in the 1 s interval between an
auditory warning stimulus and the onset of a set of letters to be used in a subsequent tracking
task. It had the same anterior-posterior scalp distribution as the SPN described above, but no
lateral electrodes were used. Frost, Neill, and Fenelon (1988) used an auditory matching task
with interstimulus intervals of either  1.2  or 2.4  s. They recorded  an  SPN with roughly  the
same anterior-posterior potential distribution preceding the instruction stimulus as well, but,
again, no lateral electrode sites were studied. Gaillard and Van Beijsterveldt (1991) did study
the lateral asymmetry in a visual discrimination task using an interstimulus interval of 2 s, and
they recorded a small SPN, but neither found a clear anterior-posterior distribution, nor a
difference between cerebral hemispheres. They did show that the SPN was larger preceding
an informative than a non-informative stimulus. Finally, Rtisler (1991) recorded SPNs in the
so-called double priming paradigm, again with the same anterior-posterior scalp distribution.
However, his findings on lateral asymmetry are contradictory, because in one experiment a
preponderance of the right hemisphere was reported (Experiment II, letter matching task),
while in another experiment a left hemisphere dominance was found (Experiment III, visually
primed delayed response task).
2.6.3 SPN prior to probe stimuli
Ruchkin, Johnson, Mahaffey, and Sutton (1988) recorded negativity   in  the   3.2 s interval
between a task stimulus and a probe stimulus. The task stimulus was used to indicate a
perceptual (pattern recognition) or conceptual (arithmetic) task, the result of which had to be
matched with the solution presented at the probe stimulus. The negativity preceding the probe
had a parietal maximum and increased with conceptual difficulty. It was larger at the left
central than at the right central electrode. Ruchkin et al. (1988) were mainly interested in the
activity following the task stimulus, but they recognized that anticipation of the probe stimulus
might be involved.
In a similar study using interstimulus intervals of 3 s, Chwilla and Brunia (1991 b) presented
subjects with an S l-S 2-S 3 sequence.  S l  was an auditory warning signal.  The task stimulus
presented at S2 consisted of two digits on which subjects had to perform an arithmetic task.
They  had to match their solution  with a probe stimulus  at S3. Preceding the probe stimulus
an SPN was recorded which was larger when the subjects had to respond immediately to the
probe stimulus than in case of a delayed response. The SPN showed a maximum over the left
hemisphere, which was larger during difficult (squaring and adding the two digits) as opposed
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to easy (adding the digits) arithmetic. Largely the same effects were obtained when an interval
of 6 s preceding the probe stimulus was used (Chwilla and Brunia, 1992). Chwilla and Brunia
(1991 b, 1992) stressed the importance ofemotional factors in the genesis of the SPN recorded
preceding the probe stimulus.
2.7 Summary and research question
In this review three anticipatory slow potentials were distinguished:
(1) Movement-Preceding Negativity is recorded prior to the execution of movements.
The MPN shows a maximum over central electrodes and exhibits a contralateral
dominance  in case of hand movements. An example of the MPN is the RP, which can
be recorded preceding voluntary movements executed at self-paced intervals.
(2) Stimulus-Preceding Negativity is recorded in anticipation of task-relevant stimuli.
The SPN has a maximum amplitude over parietal electrodes. It shows a right
hemisphere preponderance prior to stimuli providing KR, a left hemisphere dominance
preceding probe stimuli, whereas no laterality is observed preceding instruction stimuli.
(3)    The Late Wave of the Contingent Negative Variation is recorded preceding a
stimulus to which a speeded response is required. The late CNV usually shows a
centro-parietal maximum and no laterality or a contralateral dominance in case of hand
movements.
Damen and Brunia (19878. see also Brunia, 1988) proposed that the late CNV is the sum of
the MPN and the SPN, related to the preparation of the motor response and the anticipation
of S2, respectively. Their suggestion accounted for the finding that the late CNV is usually
larger than the MPN (Brunia & Vingerhoets, 1981; Grunewald et al., 1979; McCallum, 1978).
Furthermore, it could explain the differences in scalp distribution between the late CNV and
the MPN, since the right hemisphere preponderance of their pre-KR SPN could cancel the left
hemisphere advantage of the MPN when right hand responses were involved.
The research of this thesis was aimed at answering the following question:
Is it possible to distinguish a motor and a non-motor component (the MPN and
SPN, respectively) in the late wave of the CNV?
The goal was to distinguish these components in the traditional CNV paradigm using a fixed




3.1 The definition of components
Before attempting to distinguish motor and non-motor components in the late CNV, one
should address the question how ERP components can be defined and distinguished from each
other. Donchin et al. (1977) have made the distinction between observational and theoretical
definitions of components. An observational definition of a component is used to describe the
actual data obtained  in an experiment, for example based on polarity and sequence  (Nl,  Pl,
N2,   P2,   etc.), or polarity and latency   (N100,   P250,   etc.). A theoretical definition   of
components, by contrast, is used to identify a theoretical entity, which is believed to represent
some essential physiological, psychological, or hypothetical construct. Thus, the theoretical
component referred  to  as  'P300', may observationally appear  as  P250  or  P350.
The definition of theoretical ERP components was further elaborated by Donchin, Ritter, and
McCallum (1978). They also stressed the fact that the term 'component' is not synonymous
with  'peak' or 'deflection: In their view, ERPs recorded at the scalp are produced by patterns
of activity from different intracranial aggregates of neurons. ERP components are subsegments
of these potentials, whose activity represents a functionally distinct neuronal aggregate. They
note that functionally distinct aggregates need not be anatomically distinct neural populations,
but the aggregates should be distinctly affected by one or more experimental variables. The
following statement summarizes the view of Donchin et al. (1978): "A component is a set
of potential changes that can be shown to be functionally related to an experimental variable
or to a combination of experimental variables. A number of sources of such experimental
variables can be employed in any given study. Electrode site is one example. The essential
point is that a component can be assumed to exist only if it has been shown to vary
systematically as a function of some such independent variable." (p. 353). Four criteria were
used to distinguish ERP components: polarity, latency, scalp distribution, and the relation with
task variables.
Several authors have examined the criteria needed to distinguish theoretical components, and
its number has varied somewhat. For instance, Sutton and Ruchkin (1984) used a total of
seven criteria, whereas Fabiani, Gratton, Karis, and Donchin (1987) listed five criteria to
identify ERP components. The four criteria used by Donchin et al. (1978) seem to be the most
important ones, as they are always included in lists such as the above. Not all of these four
criteria are equally useful for the present purpose of distinguishing motor and non-motor
components in the late CNV. Polarity is not useful because the components under study are
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both assumed to be negative, and latency is not useful because they overlap. The two
remaining criteria, scalp distribution and the relation with task variables, roughly correspond
to what Gaillard (1988) has called the neurophysiological and information-processing
approaches to the definitions of ERP components. The former approach is directed towards
the discovery of the neurophysiological mechanisms generating the component, using scalp
distribution as the most important criterion. The latter approach is aimed at the definition of
components in terms of the psychological factors which determine their occurrence, by
manipulating task variables which are known from behavioral studies to influence a particular
psychological process.
The neurophysiological and information-processing approaches to the definition of ERP
components are not mutually exclusive. If a theoretical description of a component is to be
complete, it must ultimately include statements about the brain structures that generate the
observed scalp potentials. The recently developed methods to estimate the intracranial
generators of ERPs, such as equivalent dipole modelling (e.g., Achim, Richer, & Saint-Hilaire,
1988; BOcker, 1994) are expected to become increasingly important for this issue. In sum, the
relation to task variables and the scalp distribution of the observed potentials will be the
criteria used to distinguish motor and non-motor components in the late CNV. The scalp
distribution is a dependent variable resulting from the experimental data, whereas the task
variables are independent variables and can be manipulated by the experimenter.
3.2 Task variables
It follows from the above discussion that the existence of a component can only be inferred
if it shows systematic variation as a function of task variables or scalp distribution. The most
straightforward means to induce systematic variation in a perceptual and a motor component
is to compare conditions in which the stimulus and the response are present or absent. The
presence of the instruction stimulus was varied in Experiment I to infer the contribution of
the SPN in the late CNV. Varying the presence of the response would yield a go/no-go task.
The late CNV is known to vary as a function of go/no-go probability, which was one of the
arguments for the relation of the late CNV with motor preparation (section 2.4, p. 9).
However, by comparing go and no-go situations, one might not just be varying motor
processes, but also non-motor processes like stimulus-response translation. It is then
impossible to assess whether the expected effects are determined by the motor or non-motor
processes.
Another method to relate components to motor or perceptual processes is suggested by
experiments performed within the context of the Additive Factor Method (AFM; Sternberg,
1969). This method has been widely used to infer the existence of information processing
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stages, of which recent surveys (e.g., Spijkers, 1989; Steyvers, 1991) concluded that there are
seven in total: three perceptual stages (stimulus preprocessing, stimulus encoding, and stimulus
identification), one central stage (response choice), and three motor stages (response
programming, program loading, and motor adjustment). Task variables often used to influence
these stages are stimulus degradation (perceptual stages), stimulus-response compatibility
(central stage) and foreperiod variability (motor stages). If the late CNV is affected by one
or more of these variables, it could be related to the associated processing stage. The finding
that the late CNV is only slightly influenced by stimulus degradation (Perdok & Gaillard,
1979), but significantly by foreperiod variability (Loveless & Sanford, 1974a), was interpreted
by Rohrbaugh and Gaillard (1983; section 2.4) as evidence that the late CNV mainly reflects
motor programming.
There are some important drawbacks with this strategy. The relation between ERP
components and stages of information processing is unclear. In the words of Sanders (1990,
p.   160):  "...  it  is not self-evident that physiological components reflect  one  type of process,
and one type only and that their time relations are comparable with those of [Choice Reaction
Time]. They might refer as well to complex combinations of processes affecting different
AFM stages. [...]. Much more basic knowledge about the functional meaning of, and the time
relations between the components is required before such interpretations can even be
considered". As a consequence, the AFM does not allow predictions about the magnitude and
direction of the expected effects on the ERP components. For instance, is the late CNV
expected to be greater for degraded than for undegraded stimuli because more attentional
resources have to be invested? Or is it expected to be smaller because degraded stimuli induce
temporal variability in information processing? Also, in RT tasks the instant of the response
(foreperiod varibility) may be more important for correct task performance than the quality
of the stimulus (stimulus degradation), and therefore the effects of these variables on the late
CNV may be different in magnitude. Another problem is that the AFM has been used to infer
independent and sequential stages ofhuman information processing. Thus problems arise when
these serial stages are related to ERP components which overlap in time (see Van der Molen,
Bashore, Halliday, & Callaway, 1991, for a discussion). Furthermore, the AFM is a method
which focusses on reaction time, so the task variables used, both perceptual and motor,
influence RT. Hence in the case of stimulus degradation it is impossible to conclude whether
the effects on the late CNV are perceptual (the degradation per se) or motor (the possible
relation of the late CNV with RT).
Therefore another approach was used. The information content of stimuli is known to be
positively related to the magnitude of slow potentials in tasks in which no motor response is
required (Chwilla & Brunia,  1991 a. Ruchkin et al., 1986) Therefore, the task variable used
to influence the non-motor component in the late CNV was stimulus information content. By
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changing the instant at which information is transmitted it is possible to relate the presence
or absence of an ERP component at a particular instant to stimulus processes. Although this
method may be susceptible to some of the criticisms raised above, it has the advantage that
comparisons between ERP components elicited at various instants of a trial, with and without
overlap from other components, can be compared with each other.
The inference of a motor component in the late CNV is not as essential as that of a non-motor
component. The relation of the late CNV with motor variables has already been abundantly
demonstrated (section 2.4). Therefore the emphasis of the present research is on controlling
rather than varying response processes. Experiment III included a motor variable which is
known to affect slow potentials (response side), in order to study the effect of motor processes
on the non-motor component.
Considerable effort was undertaken to control motor processes:
1.        An isometric response was chosen in order to limit variation caused by the friction of
bones and tendons.
2.      An isotonic response was chosen because response force is known to influence slow
potentials (e.g., Kutas & Donchin, 1977; Low & McSherry, 1968). The required force
was related to the subjects' own maximum voluntary force.
3.             Subjects were extensively trained prior   to the experimental sessions to achieve
response constancy, and avoid tensioning the agonist muscles during the foreperiod.
4.      The force exerted on the response manipulandum was recorded to check the correct
execution of the response. Incorrect trials were discarded from further analysis.
5.            A response was chosen that allowed an accurate recording of the EMG. The response
device was placed between the thumb and index finger of the subjects. The m.
interosseus dorsalis I is involved in the execution of this response. The muscle is easy
to localize, situated directly under the skin, and has a low innervation ratio. In
addition, it is located on the dorsal aspect of the hand, so that forearm support can be
provided, which is likely to limit the tensioning of muscles not directly involved in the
response.
The resulting response was a squeeze with thumb and index finger on a force transducer, up
to a fixed force level. The speed with which the criterion force level had to be reached
constituted the experimental manipulation, about which the stimuli provided the instruction.
The difference in speed was kept as small as possible, and trials with different force
production speeds were always averaged.
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3.3 Technical requirements
In order to make the intended distinctions as reliably as possible, a number of requirements
related to the recording of physiological signals must be met. Some of these requirements
influenced the general setup and design of the experiments in this thesis.
1. Foreperiod duration. The present study focusses on the late wave of the CNV. To
avoid temporal overlap from the early CNV, a sufficiently large foreperiod should be
used. An interval of 3 s is commonly judged to be sufficient for separating early and
late CNVs (e.g., Loveless & Sanford, 1974b; Gaillard, 1976). In the present study a
foreperiod of 4 s was used. As a consequence, amplifiers with a sufficiently large time
constant should be used to prevent attenuation of the recorded waveforms. McCallum
(1988) recommended to use a time constant at least 3 times as long as the inter-
stimulus interval, which would mean  1 2  s in the present research. The amplifiers used
in the present research had a time constant of 30 s.
2.      Eye movements. Eye movements should be minimized to exclude the interpretation
of results by ocular artifacts. This can be done by using a fixation light during the
foreperiod (Weerts & Lang, 1973), and by using a small stimulus panel which requires
no ocular scanning (a panel of 20 by 30 mm was used). In addition, the electro-
oculogram (EOG) was recorded to monitor eye movements. Trials with excessive eye
movements were then rejected (Experiments I, II, and III), or the method developed
by Van den Berg-Lenssen, Brunia, and Blom (1989) was used to correct for ocular
artifacts (Experiment IV).
3. Electrodes. Electrically stable electrodes should   be   used. The electrodes  used   were
non-polarizable Ag-AgCl electrodes. Before the start of each experiment, the potential
differences between pairs of electrodes were checked, and only pairs with differences
less than 1 mV were used. The electrodes were always placed at different scalp sites
for different subjects. Interelectrode impedance was kept low (less than 3 kO,
compared to an input impedance of the amplifier of 300 MQ) Electrodes were affixed
to the scalp with collodion (Experiments I and II), or with conductive paste
(Experiments III and IV). Electrodes should be placed at least at bilateral frontal, cen-
tral and parietal positions, in order to study scalp distributions. This was done in all
experiments, and Experiment III included pre- and postcentral sites.
4. Reference electrode. A reference site should be chosen which allows the comparison
of lateral asymmetries. Linked mastoids were used for this purpose. In order to avoid
a shift of the effective reference site from the middle of the head towards the electrode
with the lower impedance, all active electrodes were referred to the left mastoid,
including activity from the right mastoid. Reference to the effective linked reference
site was subsequently computed off-line (Miller, Lutzenberger, & Elbert, 1991).
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5. Calibration. Calibration signals should be recorded which allow the precise
calculation of the system's amplifier gain. Donchin et al. (1977) recommended using
calibration signals on each trial with a duration of 1/4 or  1/2 of the recording epoch.
Because of the longer intervals used in the present research, this was impossible in
practice. Instead, trains of calibration pulses of 100 kiV peak-to-peak,  with a length of
the whole sampling epoch, were recorded at the beginning and end of each trial block.
The difference in the resulting amplifier gains was usually below 1%.
6.       Baseline. A stable baseiine should be chosen, against which the amplitudes of the
components  can be measured. The interval  o f  1000 msec preceding the first stimulus
on each trial was taken for this purpose. Long and irregular intertrial intervals were
used in order to make the start of the next trial unpredictable in time (rectangular
distribution of intervals ranging from 6 - 11  s, mean 8.5 s). In this way, slow potential
shifts occurring in the baseline epoch were avoided.
7.         Filters. In order to avoid aliasing, all sampled signals should be low-pass filtered with
a cut-off frequency of less than half of the sampling frequency (the Nyquist-criterion).
In all experiments, the EEG and EOG signals were low-pass filtered at 30 Hz, and the
EMG and force recordings at 50 Hz. The sampling frequency was 200 Hz for
Experiments  I  and  II,  and  128  Hz for Experiments  III  and  IV.
3.4 Experimental setup
All experiments reported in part B of this thesis used a fixed foreperiod of 4 s, demarcated
by the onset and offset of a visual fixation light on the stimulus panel. To keep the subjects
alert during the sometimes long recording sessions, an additional auditory warning stimulus
was presented concurrently with the onset of the fixation light. After the offset of the fixation
light the subjects were required to initiate their response as quickly as possible. As described
above, the response was a squeeze on the force transducer up to the individually determined
criterion force. The criterion force had to be reached at one of two different speeds,
designated as fast and slow. The required speed for a particular trial was indicated by
illuminating additional stimuli on the small panel. There were two instants at which these
additional stimuli were inserted, and these will be referred to as Sl and S2. S2 was always
inserted  at the offset  of the fixation light.   Sl was either presented concurrently   with  the
warning stimulus (Experiments I), or between the warning stimulus and S2 (Experiment II).
The former setup  will be referred  to  as  an  S l   - S2 paradigm, while the latter  will  be
designated   as   WS   -S l-   S2. In addition,   KR was presented   at   the   end   of a trial   in
Experiments  III  and IV, producing  a  WS  -  S l  -  S2  - S3 paradigm.
The instant at which these additional stimuli carried the information about the required
response determined the experimental conditions:
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1.             Information   at   Sl. The contraction speed was varied from trial to trial,   but  the
information about the required speed was given  at S l. Hence,   S l   acts  as a precue
(Rosenbaum, 1980), and the condition will be referred to as Precued.
2.       Information at S2. The contraction speed was also varied from trial to trial, and the
information about the required speed was presented at S2, producing a Choice
condition.
According to the hypothesis under study, the late CNV consists of two temporally overlapping
components, the MPN and the SPN. The MPN is assumed to be kept constant by precisely
controlling motor output. Variations in the SPN are induced by varying the information
content of the stimuli. There are two intervals in which the SPN was varied: (a) preceding S2
(with temporal overlap of the MPN); in this case the observed amplitudes should be larger in
the Choice than in the Precued condition, and the SPN is estimated by the Choice - Precued
difference; (b) preceding   S 1   (without temporal overlap   from  the   MPN);   in   this  case  the
observed amplitudes should be larger in the Precued than in the Choice condition, and the
SPN is estimated by the Precued - Choice difference. The setup of the experiments is
summarized in Figure  3.1.
Experiment I was a test for a simple prediction that follows from the main hypothesis of this
thesis: does the insertion of an additional task-relevant stimulus at S2 increase late CNV
magnitude? The expected result was indeed found, and interpreted as due to the presence of
the SPN. In Experiment II estimates of the SPN both with and without overlap of the MPN
(preceding S2 and S 1, respectively) were compared. The estimates were found to be equal in
amplitude,  but  not in scalp distribution. Because the duration  of the WS  -  S l  and the  S l  -  S2
intervals was unequal  (1  and  3  s), the comparison  of the  Pre-S 1 and Pre-S2 SPN estimates
might  not  have been adequate. In addition, the scalp distribution  of the  Pre-Sl SPN estimate
suggested a contribution of the early CNV to the Pre-S 1 SPN estimate. Therefore   in
Experiment III both intervals had a duration of 2 s, and included conditions in which trials
were started by the subjects instead of by a WS. Hence more comparable SPN estimates were
provided and the contribution of the early CNV was avoided. Experiment IV was an attempt
to resolve a conflict between studies in which the late CNV was larger in the Choice than in
the Precued condition, and those in which  it was smaller. Since  an S l-S 2 interval longer
than 2 s was wanted, but is was undesirable to lengthen the whole trial, the same setup as in
Experiment 1 was used.
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Figure  3.1.  Summary  of the  experimental setup used  in experiments  I  to  IV.  Not  included are
the onset and  offset  of the visual fixation light,  at  1  and  5  s,  respectively  (in all  experiments)
In the Precued condition  of Experiments  II to IV the  information at Sl  was repeated at S2,
so effectively no information was given by 82. In Experiment II an auditory KR stimulus was
presented  in  the  case  of errors  only  (not  shown).  Experiment  III  contained  conditions  in which
the WS was replaced by a voluntary contraction.
Chapter 4
Results
This chapter is a survey of the results of the four experiments which are described in detail
in Part B of this thesis. Some additional analyses on the data are also presented. The analyses
are limited to the comparison of the Choice and Precued conditions. For this purpose, all
physiological signals were averaged across force production speeds. The EEG measures were
submitted to Multivariate Analysis of Variance (MANOVA) with the following within-
subjects factors: Response Side (Left Hand, Right Hand; only Experiment III), Condition
(Choice, Precued), Blocking (Between, Within; only Experiment IV), Electrode (Frontal
Central, Parietal for Experiments I, II, and IV; Frontal, Precentral, Postcentral, Parietal for
Experiment III), and Hemisphere (Left, Right). For Experiment III, only the conditions in
which the trials were started by a warning signal were included in the present analyses. For
Experiment IV, a complete within-subjects design was analyzed (the between-subjects factor
Task was dropped).
In this chapter only  the slow negative potentials preceding  S l,  S2  and  S3 are presented  and
discussed. The terms 'larger'   and ' smaller'   will  be  used to denote  ' more negative'   and  'less
negative', respectively, and the terms 'maximum' and 'minimum' will be used in the same
manner for these negativities. The other EEG components are less important for the present
discussion,  but  for  the  sake of completeness the results  of the  N l,  P2,  P3  to  the S l, Early
CNV, and the P3 to the S2, will be presented in Appendix B.
4.1 Task performance
As  explained in section 3.2, considerable effort was undertaken to control the overt motor
response. This resulted in highly stable force and EMG patterns across the experimental
conditions,  as is immediately evident from Figure  4.1. The maximum force exerted  on  the
force transducer is given in Table 4.1. In Experiments I and II, the subjects produced a
slightly higher force in the Precued than in the Choice condition. A trend towards this
difference was found in Experiment III for left hand contractions and in Experiment IV
Between blocks. In sum, to the extent that differences in the maximum force exerted on the
transducer were found, they are such that the Precued condition is associated with slightly
higher forces than the Choice condition.
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Figure 4.1. Force and EMG recordings. Solid lines: Choice condition; dashed lines: Precued
condition. Thick lines: force traces, plotted against the right Y-axis, thin lines: EMG traces,
plotted against the left Y-axis. The signals were averaged time-locked to EMG onset.
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Table  4.1.  Maximum force  exerted on the force  transducer,  expressed as a percentage  of the
subjects'  Maximum  Voluntary  Force  (MVID.
Experiment Choice Precued                      F
I 9.88 11.18 12(1,9) = 8.90'
II 17.31 18.19 17(1,14) = 6.78*
III        Left Hand 8.36 9.33 PIt,17) = 3.19
Right Hand 8.46 8.72 F(1,17) = 0.54
IV Between Blocks 9.74 10.18 F(1,19) = 3.67
Within Blocks 9.56 10.06 F(1,19) = 2.71
*p < 0.05
Table  4.2.  Time  to  Criterion  Force   (TCF)   in  ms.  The  TCF  is  the  elapsed  time  between force
onset and the  instant at which the criterion force was reached.
Experiment Choice Precued                     F
1 232.67 180.12 F(1,9) = 52.91*
II 118.20 117.93 12(1,14) = 0.04
III      Left Hand 96.76 108.69 17(1,17) = 3.87
Right Hand 107.26 112.64 17(1,17) = 1.30
IV Between Blocks 101.85 102.55 F(1,19)=0.17
Within Blocks 104.11 107.95 F(1,19) = 2.48
*p < 0.05
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Another important response parameter is the rate of force production (Carlton, Carlton, &
Newell, 1987). Figure 4.1 indicates that, with the exception of Experiment I, the rates of force
production did not differ between conditions. In Table 4.2 the results of the Time to Criterion
Force (TCF) are presented.  The TCF is inversely proportional to the rate of force production.
The results confirm the impression obtained from Figure 4.1 that apart from Experiment I,
there were no differences between conditions in the rates of force production. In Experiment
I the subjects had a slightly higher force production rate in the Precued than in the Choice
condition.
Table 4.3.  Premotor RT (PRT) in ms.  The  PRT is the  time elapsed between the onset of S2
and  the  EMG  onset.  Note  that with sampling frequencies  of 200  Hzfor  Experiments  I  and II,
and  128 Hz for Experiments III and IV, the precision of the former two experiments is 5 ms,
and of the latter two is 7.81 ms. EMG onset was calculated using the method of Lidierth
(1986), adapted as in Appendix A.
Experiment Choice Precued            F
I 289.25 226.50 PIt,9) = 39.85*
II 238.74 178.74 17(1,14) = 67.29*
III        Left Hand 231.77 165.37 17(1,17) = 110.27*
Right Hand 248.26 180.56 17(1,17) = 99.93*
IV Between Blocks 270.31 207.81 17(1,19) = 96.51*
Within Blocks 277.73 208.59 17(1,19) = 110.83*
*p < 0.05
Carlton, Carlton, and Newell (1987) have shown that response execution, especially the rate
of force production, affects RT. More specifically, they showed that RT decreased (as a
negative exponential function) with an increase in the rate of force production. Fractionating
total RT into Pre-Motor and Motor RT by using EMG onset as the separator, yielded a similar
effect, but the absolute size of the effect was smaller for the Pre-Motor RT. Since, with the
exception of Experiment I, the rates of force production did not differ between conditions,  the
Pre-Motor RTs (PRTs) listed in Table 4.3 can be assumed to be unrelated to the execution
of the overt motor response. The longer PRTs  in the Choice  than in the Precued condition are
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therefore assumed to reflect structural differences between the conditions, for instance in the
time used for stimulus encoding, or stimulus-response translation.
The constant motor output was reached at the cost of high error rates (Table 4.4). More errors
were committed in the Choice than in the Precued conditions, except in Experiment I, in
which the response was less carefully controlled (see TCF data).
Table 4.4.  Percentage of errors.
Experiment Choice Precued                      F
I 11.17 10.44 17(1,9) = 0.40
II 39.37 28.92 F(1,14) = 16.88*
III       Left Hand 46.60 37.29 17(1,17) = 10.26*
Right Hand 42.57 31.94 F(1,17) = 9.52*
IV Between Blocks 30.08 25.02 17(1,19) = 6.86*
Within Blocks 31.03 25.85 17(1,19) = 9.86*
1 < 0.05
Taken together, the behavioral results indicate that the execution of the overt motor response
was highly constant across conditions. As a corollary, the effects on the EEG described in the
following sections, and especially the effects on the late CNV, can not be attributed to aspects
of the overt motor response. This is an important aspect of the research executed in the
context of this thesis, since assuming differences in overt motor activity was one of the
strategies used by Rohrbaugh and Gaillard (1983) to interpret late CNV effects in terms of
motor activity (see Section 2.4). In most experiments described in the literature the overt
response is not as accurately controlled (nor even recorded) as in the present experiments,
hence the alternative interpretation has always been difficult to disprove. Given the above
findings it is safe to conclude that this alternative explanation can be ruled out, and that the
late CNV differences to be presented are unrelated to the overt motor response.
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4.2 Pre-S2 Negativity (late CNV)
According to the main hypothesis, the late CNV should be larger in the Choice than in the
Precued condition, because in the Choice condition the information contained in S2 should
elicit an SPN overlapping the MPN. Hence, in the Precued condition the late CNV was
thought to consist mainly of the MPN, and in the Choice condition the late CNV was believed
to be the sum of the MPN and the SPN. Three separate analyses are presented: (1) direct tests
(plain MANOVAs) on the late CNV in all conditions; (2) Principal Components Analysis; (3)
comparison of averages which are either time-locked to S2 or to EMG onset.
4.2.1 Direct tests
The average negativity recorded  in the interval  of  100 ms immediately preceding  S2  were
submitted to MANOVAs, of which the results are given in Table 4.5. The means involved in
these analyses are displayed in Figure 4.2, as a function of electrode position (averaged over
hemispheres). Since the difference between the Choice and Precued condition is supposed to
estimate the SPN, this difference is displayed in Figure 4.3, as a function of electrode
position.
In agreement with the main hypothesis, the late CNV was larger in the Choice than in the
Precued condition in all experiments (Condition effect). The late CNV exhibited a centro-
parietal maximum and a frontal minimum (Electrode effect). It was larger over the left than
over the right hemisphere in Experiment II (Hemisphere effect) and in the Precued conditions
of Experiment III and IV (Condition x Hemisphere interaction). The latter finding is not
surprising, since the late CNV is assumed to consist mainly of the MPN in the Precued
condition.
The Choice-Precued difference (SPN estimate) showed a frontal maximum in Experiment III
(Condition x Electrode interaction). In Experiment I and to a lesser extent also Experiment
IV, a trend towards a frontal maximum existed. This is surprising since the SPN is expected
to show a parietal maximum (section 2.6). The Choice-Precued difference was larger over the
right than over the left hemisphere in Experiments III and IV (Condition x Hemisphere
interaction), in line with what one would expect for the SPN, at least preceding KR. In
Experiment III, the Hemisphere effect on the Choice-Precued difference was limited to right
hand responses (Response Side x Condition x Hemisphere interaction).
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Table  4.5.  MANOVA  Table for the  Pre-$2  Negativity  (Late CNV).  The values submitted to  the
MANOVA   consisted  of  the   single   subject   means  in  the   interval   of  100  ms   immediately
preceding S2.
Exp. I Exp. II Exp. III Exp. IV
df F df F df F df           F
Response Side (R) 1,17 0.00
Condition (C) 1,9 31.91* 1,14 25.63* 1,17 26.93* 1,19 8.45*
Blocking (B) 1,19 16.18*
Electrode (E) 2,8 8.79* 2,13 12.58* 3,15 30.80* 2,18 39.98*
Hemisphere (H) 1,9 0.65 1,14 8.64* 1,17 2.74 1,19 2.61
Rx C 1,17 9.44*
Rx E 3,15 0.75
Rx H 1,17 2.46
Cx B 1,19 3.55
Cx E 2,8 4.31 2,13 0.96 3,15 8.32* 2,18 2.66
Cx H 1,9 0.33 1,14 1.31 1,17 5.07* 1,19 6.43*
Bx E 2,18 0.20
Bx H 1,19 2.68
Ex H 2,8 0.21 2,13 4.71* 3,15 2.06 2,18 0.04
Rx Cx E 3,15 0.58
Rx Cx H 1,17 6.06*
Rx Ex H 3,15 5.48*
Cx Bx E 2,18 1.60
Cx Bx H 1,19 0.34
C x E x H          2,8 0.61 2,13 0.03 3,15 1.53 2,18 2.76
Bx Ex H 2,18 0.17
Rx Cx Ex H 3,15 0.14
C x B x E x H 2.18 1.69
*p < 0.05
Figures 4.2 and 4.3 suggest that in the Within-Blocks conditions of Experiment IV, the
difference between the Choice and Precued conditions was nearly absent (Figure 4.2) or even
reversed at C3 (Figure 4.3). However, the Condition x Blocking interaction did not reach
significance, so in the direct tests there was only a trend towards absence of the Choice-
Precued difference when the conditions were presented within blocks.
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Figure   4.2.   Means   involved  in   the   MANOVA   on   the   Pre-82   Negativity   (Table   4.5),    as   a
function  of electrode position,  averaged  over  hemispheres.
Taken together, these data provide evidence in favor of the existence of a non-motor
component in the late CNV. It was hypothesized that negativity must be greater in the Choice
than in the Precued condition, which was indeed consistently found. Whether the additional
negativity is an instance of the SPN remains inconclusive based on these tests. The right
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hemisphere preponderance of the Choice-Precued difference supports this notion, but the
tendency towards a frontal maximum of the difference contradicts it.
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Figure    4.3.    Means    of  the    difference   between   the   Choice   and   Precued   conditions    (SPN
estimate) on the Pre-Sl Negativity,  as  a function of electrode position.
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4.2.2 Principal Components Analysis
An important method to infer the existence of theoretical components from observed
waveforms is Principal Components Analysis (PCA). The use of PCA for psychophysiological
recordings was advocated by Donchin and his colleagues (see Donchin & Heffiey, 1978, for
an introduction). PCA decomposes the observed waveforms into a time-dependent and a time-
independent part. The time-dependent component loadings are the basic components that make
up the observed waveforms, while the time-independent component scores are the weight of
a component's contribution to the variance across experimental treatments (e.g., conditions,
scalp sites, subjects). The component scores may be subjected to the usual statistical analyses
such as MANOVA to test for differences between experimental treatments.
It is important to note that the components revealed by PCA depend on the variance in the
data. That is, components are only extracted in situations where there is amplitude variability
as a result of the experimental conditions, scalp sites, etc. Since in Experiments I, II, and IV
there was no systematic variation of motor factors, only one component with loadings
increasing up to the 32 would be expected. This component will reflect the SPN which was
thought to be present in the Choice condition and absent or much smaller in the Precued
condition. In Experiment III, in which response side was varied in addition to the information
content of S2, two components would be expected; one representing the SPN and one
representing the MPN, or at least the asymmetrical part of the MPN.
The PCA's were calculated according to the method described in Experiment I (Part B),
except for the fact that the data were averaged across force production speeds. Note that for
these negative components based on PCA from the covariance matrix, the terms 'maximum'
or   'larger'   will   be   used to denote 'more negative with respect   to the grand   mean'.   The
components with  the most prominent loadings during the  S l  - S2 interval are presented  in
Figure 4.4. The MANOVAs on the associated component scores are listed in Table 4.6.
The main effects on this component were the same as in the direct tests (Response Side,
Condition, Blocking, and Electrode effects). The component scores indicated that the
component had a parietal maximum, and the Choice-Precued difference tended to be larger
at frontal electrodes (Condition x Electrode interaction), at least in Experiment III. The
Hemisphere effect, which in the direct tests was only found in Experiment II, is found in
Experiments III and IV in this analysis. The component scores indicated a left hemisphere
preponderance. The Condition x Blocking trend of Experiment IV, reached significance in the
PCA, indicating that the component was larger when the conditions were administered
between blocks.
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Figure 4.4. Component loadings representing the SPN in the Sl - 82 interval, as extracted by
PCA  from  the  covariance   matrices.   The  percentages  of  explained  variance  are:   Experiment
I  -  29.82%;   Experiment  II  -  9.84%;   Experiment  III  -   12.36%;   Experiment  IV  -  57.54%.
There were no effects of Response Side in Experiment III, except for a Response Side x
Condition x Hemisphere interaction. However, the component scores involved in this test did
not indicate that the amplitude was largest over the hemisphere contralateral to the responding
hand. The scores indicated that the Condition effect was largest over the right hemisphere
(Condition x Hemisphere interaction), especially for responses with the right hand. Hence this
interaction points to an ipsilateral dominance of this component. In sum, this component is
not believed to represent the MPN, for which a contralateral dominance is expected.
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Table  4.6.  MANOVA  Table for the component scores  associated with the  components extracted
by  PCA from  the  covariance  matrix,  of which  the  loadings  are  presented  in  Figure  4.4.
Exp. I Exp. II Exp. III Exp. IV
df F df F df F df           F
Response Side (R) 1,17 0.01
Condition (C) 1,9 21.59* 1,14 69.92* 1,17 40.76* 1,19 6.69*
Blocking (B) 1,19 16.33*
Electrode (E) 2,8 9.72* 2,13 20.29* 3,15 22.26* 2,18 49.04*
Hemisphere (H) 1,9 0.02 1,14 1.69 1,17 5.55* 1,19 6.80*
Rx C 1,17 2.55
Rx E 3,15 0.72
Rx H 1,17 0.01
Cx B 1,19 5.82*
Cx E 2,8 0.72 2,13 0.19 3,15 14.46* 2,18 2.98
Cx H 1,9 0.18 1,14 1.47 1,17 15.77* 1,19 14.82*
Bx E 2,18 0.63
Bx H 1,19 0.89
Ex H 2,8 0.34 2,13 6.23* 3,15 3.58* 2,18 1.41
Rx Cx E 3,15 0.23
Rx Cx H 1,17 4.96*
Rx Ex H 3,15 1.90
Cx Bx E 2,18 0.48
CXBxH 1,19 1.47
Cx Ex H 2,8 1.12 2,13 0.38 3,15 4.20* 2,18 0.78
Bx Ex H 2,18 0.27
Rx Cx Ex H 3,15 0.21
Cx Bx Ex H 2.18 1.94
*p < 0.05
In addition to the components presented in Figure 4.4, the PCA calculated on the data of
Experiment III resulted in another component which exhibited high loadings  in  the  S l-S 2
interval. This component had no Condition effect (17(1,17) = 2.89), and had a precentral
maximum (Electrode: 17(3,15) = 9.93  ,p< 0.05). The amplitude had a maximum contralateral
to the responding hand (Response Side x Hemisphere: 17(1,17) = 28.72, p < 0.05), which was
largest over pre- and postcentral electrodes (Response Side x Electrode x Hemisphere: F(3,15)
= 12.86, p < 0.05). The contribution of this component to the late CNV interval (100 ms
preceding    S2) is illustrated in Figure    4.5. The central dominance contralateral    to    the
responding hand strongly suggest that this component is motor-related, and reflects (part of)
the MPN.
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Figure  4.5.  Component  scores  of motor-related component  extracted  by  PCA from  the  data
of Experiment III,  multiplied by the loading in the  late  CNV  interval  (100 ms preceding S2)
Because the PCA was computed on the covariance matrix, the point 0 on the Y-axis represents
the  grand  mean  of the  late  CNV  (-8.59   BIO.
In sum, PCA was successful in distinguishing motor and non-motor components in the late
CNV. In all experiments a non-motor component was extracted, and in Experiment III, both
a motor and a non-motor component was extracted. The non-motor component exhibited a
parietal maximum and was bilaterally symmetrical or larger over the left than over the right
hemisphere. The motor component of Experiment III had a precentral maximum and was
largest over the hemisphere contralateral to the responding hand. This distribution is consistent
with what one would expect for the MPN.
4.2.3 Comparison of averages time-locked to S2 and EMG onset
Another method to investigate whether the late CNV contains a non-motor component is to
compare averages computed time-locked to the stimuli or to the response. The stimulus-locked
average includes variability in the instant at which the response was given while keeping the
instant of stimulus presentation constant. Hence this average will emphasize stimulus-related
activity, whereas response-related activity will tend to be canceled. On the other hand, the
response-locked average includes variability in the instant of stimulus presentation, while
keeping the instant of the response constant. Hence this average will emphasize response-
related activity, whereas stimulus-related activity will tend to be canceled. Therefore, if the
Choice-Precued difference of the late CNV is larger in the stimulus-locked than in the
response-locked averages, it is probably related to the stimulus. If, by contrast, the Choice-
Precued difference is larger in the response-locked than in the stimulus-locked averages, it is
probably related to the response.
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Figure 4.6. Late CNV averaged time-locked to S2 and to EMG onset. Only the central
electrode contralateral to the responding hand was shown (Experiments 1,  II and IV: electrode
C3;   Experiment   III:   C4'  for  left  hand  responses  and  C3'  for  right  hand  responses).
A separate study was undertaken to investigate the accuracy with which the EMG onset could
be calculated on single trials. This was done because the most frequently used method to
determine EMG onset, a simple threshold comparison, by its nature overestimates the EMG
onset and was suspected to leave variability in the true EMG onset. Furthermore, little was
known about the accuracy with which different methods determined the onset. The results of
this study, which has applications beyond this thesis, are presented in Appendix A. The
method used to determine the single trial EMG onset was the method of Lidierth (1986),
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supplemented by the backward calculation and RT constraints as described in Appendix A.
Given the accuracy of this method, and given the accurate EMG recording used in these
experiments (Section 3.2), a precise comparison between stimulus- and EMG-locked averages
could be made.
Table 4.7.  MANOVA Table for  the Choice-Precued  difference  of the  Pre-$2  Negativity  (Late
CNV), averaged time-locked to S2 or EMG onset. The values submitted to the MANOVA
consisted of the single subject dgferences  between the Choice and Precued conditions.  For
the    stimulus-locked   averages    the   measures   were    calculated   on   the    interval    of   100    ms
immediately   preceding   S2,    for   the   response-locked   averages   they   were    calculated   on    the
interval  of  100  ms  preceding $2  -  EMG  onset.
Exp. I Exp. II Exp. III Exp. IV
df F df F df F df           F
Response Side (R) 1,17 9.41*
Average (A) 1,9 2.83 1,14 0.25 1,17 0.41 1,19 0.26
Blocking (B) 1,19 5.54*
Electrode (E) 2,8 4.17 2,13 0.66 3,15 6.65* 2,18 2.62
Hemisphere (H) 1,9 0.65 1,14 1.20 1,17 3.34 1,19 6.71*
Rx A 1,17 1.38
Rx E 3,15 0.73
Rx H 1,17 3.67
Ax B 1,19 2.75
Ax E 2,8 0.05 2,13 0.55 3,15 7.19* 2,18 2.27
Ax H 1,9 0.76 1,14 0.71 1,17 2.01 1,19 0.32
Bx E 2,18 2.06
Bx H 1,19 0.90
Ex H 2,8 0.60 2,13 0.02 3,15 1.56 2,18 2.45
Rx Ax E 3,15 1.87
Rx Ax H 1,17 2.34
Rx Ex H 3,15 0.17
Ax Bx E 2,18 0.79
Ax Bx H 1,19 1.53
Ax Ex H 2,8 0.24 2,13 0.10 3,15 1.14 2,18 0.15
Bx Ex H 2,18 1.79
Rx Ax Ex H 3,15 0.89
Ax Bx Ex H 2.18 1.36
*p < 0.05
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The Pre-S2 Negativity at the central electrode contralateral to the responding hand, averaged
time-locked to S2 and to EMG onset, is depicted in Figure 4.6. The corresponding
MANOVAs are presented in Table 4.7. Since these MANOVAs were calculated on the
Choice-Precued differences, the factor Condition was omitted. An additional within-subjects
factor Average (Stimulus, Response) was instead included.
The MANOVAs confirmed the impression obtained from Figure 4.6 that there were no
differences between the averages time-locked to S2 and to EMG onset. There were no main
effects of the factor Average in none of the experiments. Only in Experiment III there was
an interaction of the factors Average and Electrode. The means involved in this test indicated
that at the postcentral electrodes the Choice-Precued difference was larger in the response-
locked than in the stimulus-locked average, while the amplitude at the other electrodes were
identical in both averaging methods.
In conclusion, the comparison of averages time-locked to the stimuli and to the response has
not resulted in additional information about the relation of the late CNV with motor or non-
motor variables. The absence of effects is probably due to the fact that the attempts to arrive
at stable motor output reduced the temporal variability of the responses.
4.3 Pre-Sl Negativity
If the late CNV contains a component (the SPN) related to the information content of S2, then
this component would be expected to be elicited by  S 1  as well. Since Slis informative  in the
Precued and non-informative  in the Choice condition,  the  Pre-S 1  negativity is expected to be
larger in the Precued than in the Choice condition. In contrast to S2, no response was required
to  S l, but since  the  SPN is thought  to be non-motor in nature, the scalp distribution  in  the
two intervals should be similar.
The average negativity recorded  in the interval  of  100 ms immediately prior  to  the  Sl   was
submitted to MANOVAs, of which the results are given in Table 4.8. In Experiment I, the
interval immediately preceding    S 1    was    used for baseline correction, hence    no    Pre-S 1
Negativity is available. The means involved in the MANOVAs of Table 4.8 are displayed in
Figure 4.7, as a function of electrode position (averaged over hemispheres). Since the
difference between the Precued and Choice condition is supposed to estimate the SPN, this
difference is displayed in Figure  4.8,  as a function of electrode position.
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Table 4.8. MANOVA Table for the Pre-Sl Negativity. The values submitted to the MANOVA
consisted  of the  single  subject  means  in  the  interval  of  100  ms  immediately  preceding  Sl.
Exp. II Exp. III Exp. IV
df F df F df           F
Response Side (R) 1,17 0.11
Condition (C) 1,14 44.59* 1,17 20.37* 1,19 19.35*
Blocking (B) 1,19 14.79'
Electrode (E) 2,13 10.32* 3,15 15.82* 2,18 17.11*
Hemisphere (H) 1,14 0.03 1,17 0.98 1,19 0.69
Rx C 1,17 0.39
Rx E 3,15 0.60
Rx H 1,17 8.06*
Cx B 1,19 18.74*
Cx E 2,13 4.13* 3,15 1.31 2,18 4.97*
Cx H 1,14 2.74 1,17 3.25 1,19 4.68*
Bx E 2,18 11.04*
Bx H 1,19 2.10
Ex H 2,13 4.05* 3,15 0.40 2,18 1.69
Rx Cx E 3,15 0.64
Rx Cx H 1,17 1.38
Rx Ex H 3,15 0.51
Cx Bx E 2,18 13.18*
CXBxH 1,19 1.00
Cx Ex H 2,13 0.42 3,15 0.90 2,18 0.39
Bx Ex H 2,18 0.35
Rx Cx Ex H 3,15 0.13
Cx Bx Ex H 2.18 2.05
*p < 0.05
As  expected  the  Pre-S 1  Negativity was larger  in the Precued than  in the Choice condition  in
all experiments (Condition effects). The relation between  the   Pre-S 1   Negativity   and   the
information content of Sl is particularly clear in Experiment IV, where  S 1 always contained
information if the conditions were presented Within Blocks. In that case the Pre-Sl  Negativity
was equal to that found if the Precued condition presented Between Blocks (Condition x
Blocking interaction). Overall,  the  Pre-S 1  Negativity  had a central (Experiments  II  and  IV),
or a centro-parietal (Experiment III) maximum (Electrode effects) and was bilaterally
symmetrical (absence of Hemisphere effect).
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Figure   4.7.   Means   involved   in   the   MANOVA   on   the   Pre-Sl    Negativity   (Table   4.8).   as   a
function of electrode position,  averaged over hemispheres.
The Precued-Choice difference (SPN estimate) of the  Pre-S 1  Negativity was about equal  in
magnitude to the Choice-Precued difference (SPN estimate) in the Pre-S2 Negativity. It
showed a parietal maximum and a frontal minimum (Condition x Electrode interactions),
although the difference between frontal and parietal amplitudes in Experiment III was too
small to reach significance. This scalp distribution from that of the SPN estimate (Choice-
Precued difference) in the direct tests on the Pre-S2 Negativity, which had a frontal
maximum. The Precued-Choice difference was bilaterally symmetrical, except in Experiment
IV, where the amplitude was slightly larger over the right than over the left hemisphere
(Condition x Hemisphere effect).
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Figure 4.8. Means of the difference between the Precued and Choice conditions (SPN
estimate) on the Pre-Sl  Negativity, as a function of electrode position.
The PCAs calculated in Section 4.2.2 also revealed a component with loadings in the Pre-S 1
interval of Experiments II and III (Figure 4.9). The component scores resulted in effects
which corroborated the results of the direct tests presented above. The results of the
MANOVA on these component scores are given in Table 4.9. The PCA of Experiment IV
resulted  in a component  that was present both preceding  Sl   and  S2 (see Figure  4.4).  as  a
result of the fact that both the Between and Within Blocks conditions were included in the
same analysis. The loadings and the tests on the component scores are not repeated here.
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In sum, there is evidence that the informative  S l, to which no motor response was required,
was preceded by the SPN. It showed a centro-parietal maximum, but its lateral asymmetry
was unclear. In Experiment IV, a right hemisphere preponderance was found, and in
Experiment III a left hemisphere dominance if trials were self-initiated and the influence of
post-movement negativity was eliminated (see Part B; not analyzed in this chapter).
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Table  4.9.  MANOVA  table for  the  component scores  associated with  the  components  extracted
by PCA from the covariance matrix,  of which the loading are presented in Figure  4.9.
Exp. II Exp. III
df F df           F
Response Side (R) 1,17 1.69
Condition (C) 1,14 60.51* 1,17 80.96*
Electrode (E) 2,13 7.59* 3,15 6.48*
Hemisphere (H) 1,14 0.02 1,17 0.21
Rx C 1,17 0.01
Rx E 3,15 2.57
*
Rx H 1,17 8.16
Cx E 2,13 19.73* 3,15 1.66
Cx H 1,14 2.99 1,17 0.34
Ex H 2,13 1.91 3,15 0.50
Rx Cx E 3,15 0.49
Rx Cx H 1,17 0.42
Rx Ex H 3,15 1.51
Cx Ex H 2,13 0.16 3,15 2.06
Rx Cx Ex H 3.15 0.38
*p < 0.05
4.4 Pre-S3 Negativity
The negativity recorded preceding 33, which transmitted KR about the correctness of the
response given after S2, was analyzed only for Experiments III and IV. In Experiment I, no
KR was provided, and in Experiment II, a tone was presented only in case of errors. In
Experiments III and IV, KR was always provided. The MANOVAs calculated on the average
negativity recorded  in  the  100 ms interval immediately preceding  S3 are presented in Table
4.10. The means involved in these MANOVAs are displayed in Figure 4.10, as a function of
electrode position (averaged over hemispheres). Since the information content of S3 was not
varied  in  the  same  way  as  for  S 1  and  32, a figure comparable to Figure  4.3  and  4.8  (SPN
estimates) is not included for the Pre-S3 Negativity. This also implies that the comparison
between the Pre-S3 Negativity  with  the  Pre-S 1 or Pre-S2 Negativity  is less straightforward
than the comparison between  the  Pre-S 1 and Pre-S2 Negativities.
The Pre-S3 Negativity was larger in the Choice than in the Precued condition (Condition
effects). It is tempting to relate this effect to the percentages of errors made (Table 4.4),
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which was also larger in the Choice than in the Precued condition. The subjects may have
relied more on the KR in the Choice as opposed to the Precued condition. However, the Pre-
S3 Negativity was slightly larger when the conditions were presented Within Blocks than
Between Blocks in Experiment IV, and this effect does not correspond to a concomitant
difference in the error rate.
Table  4.10.  MANOVA  Table for the  Pre-S3  Negativity.  The  values submitted  to  the  MANOVA
consisted  of the  single  subject  means  in  the  interval  of 100  ms  immediately  preceding  S3.
Exp. III Exp. IV
F df F           df
Response Side (R) 1,17 0.20
Condition (C) 1,17 4.77* 1,19 5.85*
Blocking (B) 1,19 8.39*
Electrode (E) 3,15 12.01* 2,18 0.84
Hemisphere (H) 1,17 2.28 1,19 1.31
Rxc 1,17 3.78
Rx E 3,15 0.35
*Rx H 1,17 14.35
Cx B 1,19 0.91
CXE 3,15 2.20 2,18 2.47
CXH 1,17 0.04 1,19 2.30
Bx E 2,18 0.14
Bx H 1,19 0.12
Ex H 3,15 1.78 2,18 4.81*
Rx C x E 3,15 0.41
Rx Cx H 1,17 0.06
Rx Ex H 3,15 9.12*
Cx Bx E 2,18 1.49
CXBxH 1,19 0.72
CXExH 3,15 0.36 2,18 1.63
Bx Ex H 2,18 0.04




In Experiment III the Pre-S3 Negativity had a precentral maximum. It was bilaterally
symmetrical in the case of right hand responses, whereas a right hemisphere preponderance
was found for left hand responses (Response Side x Hemisphere interaction). This effect,
which was absent at frontal electrodes (Response Side x Electrode x Hemisphere interaction),
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suggests that the Pre-S3 Negativity was contaminated by post-movement negativity (Damen
& Brunia, 1994). Because in Experiment IV only responses with the right hand were involved,
there was no overall Hemisphere effect on the Pre-S3 Negativity, but the means involved in
the Electrode x Hemisphere interaction suggested a right frontal maximum for the Pre-S3
Negativity.
The PCA did not result in components that could be meaningfully related to the Pre-S3 SPN.
Components with high loadings towards the end of the sampling epoch were found in all
experiments (Component 1 in Experiments I, II, and III; Component 2 in Experiment IV), but
the tests on the associated component scores did not reveal meaningful effects. Wastell (1981)
has argued that PCA from the covariance matrix usually results in the extraction of such a
component, and reflects the increasing covariance as a function of time, starting from a pinned
initial value (the pre-WS baseline). Hence this component is more a reflection of the
autocorrelated nature of the data than of any experimental effects.
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Figure  4.10.   Means  involved  in  the  MANOVA  on  the  Pre-S)  Negativity  (Table  4.10),  as  a
junction of electrode position, averaged over hemispheres.
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In sum, S3, which contained KR about the correctness of the response, was preceded by a
negative shift. Although this shift may have been contaminated by post-movement activity,
there is some evidence that the right hemisphere and especially the right frontal cortex may
be involved in the generation of this negativity.
Chapter 5
Non-motor Aspects of Slow Potentials
5.1 Independence of SPN and motor processes
In Chapter 4 it was claimed that the negativities recorded preceding Sl,S2, and S3 contained
a component (the SPN) that is unrelated to motor processes. In order to assess the validity of
that claim, the objections against a non-motor interpretation of slow potentials, raised most
clearly by Rohrbaugh and Gaillard (1983), will be discussed. Although these objections were
aimed at the pre-S2 Negativity (late CNV), they may also be applicable to the negativities
recorded preceding  S 1  and S3. Recall from Chapter  2 that Rohrbaugh and Gaillard  (1983)
used three classes of arguments to provide alternative explanations fur non-motor components:
(1) contesting the generality of findings; (2) suggesting a contribution of the early CNV; (3)
reinterpreting findings in terms of motor activity.
5.1.1 The generality of the present findings
Comparisons across studies are difficult to make because of the numerous small differences
between them,  such  as the exact nature  of the tasks involved, the experimental procedures and
instructions  to the subjects, stimulus modalities,  and the duration  of the S l-S 2 interval.  In
addition, few researchers reported behavioral results such as the differences in error rates and
RTs between the conditions. Nevertheless, there is sufficient evidence to conclude that the
present results agree with other research.
The finding that the Pre-S2 Negativity (late CNK) was larger in a Choice than in a Precued
(or  Simple) RT procedure, agrees  with  what has generally been found using  long  S l   -  S2
intervals (McCallum & Curry, 1981; Podlesny & Dustman, 1982; Rohrbaugh, Syndulko, &
Lindsley, in Rohrbaugh & Gaillard, 1983; Simons, Hoffman, & MacMillan, 1983). Just as in
the findings of this thesis these studies reported a frontal maximum for the difference between
Choice and Simple conditions, except Podlesny and Dustman (1982), who used only one
parietal electrode. In studies using short (5 2 s) intervals, CNVs were found to be either larger
under Choice than Simple conditions (Donchin, Tueting, Ritter, Kutas, & Heffley,  1975;
Jarvilehto & Fruhstorfer, 1970; Kutas & Donchin, 1980), equal (Donchin, Gerbrandt, Leifer,
& Tucker, 1972; Syndulko & Lindsley, 1977), or even smaller (Kirst & Beatty, 1978; Macar,
Vidal, & Bonnet, 1990; MacKay & Bonnet, 1990; Poon, Thompson, & Marsh, 1976). In these
cases it is difficult to establish whether the early or the late CNV is affected. There is one
study (Sanquist, Beatty, & Lindsley, 1981) in which the late CNV was either larger or smaller
in the Choice than in the Simple condition, depending on the modality of S2 and the difficulty
of the discrimination to be made at S2. However, these differences were tested only by means
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of PCA, in which there is a risk that experimental variance is misallocated across components
(Wood & McCarthy, 1984). The authors neither reported direct tests, nor did they present
observed waveforms. Hence their results are difficult to interpret.
There are only a few studies that allow a comparison of the Pre-Sl Negativity. As in the
present thesis, those studies report a centro-parietal or parietal maximum for the negativity
preceding an informative stimulus (Frost, Neill, & Fenelon, 1988; McCallum, Cooper, &
Pocock, 1988; ROsler, 1991). In the study of Gaillard and Van Beijsterveldt (1991), no clear
sagittal distribution was found.
Finally, the results on the Pre-S3 Negativity are slightly different from what is generally found
in other studies. In contrast to the fronto-central maximum observed in Experiments III and
IV, most other studies found the negativity preceding KR stimuli to exhibit a parietal
maximum (Brunia& Damen, 1988; Chwilla& Brunia, 1991 a, 1991b; Damen& Brunia, 1985,
1987a, 1987b; Ruchkin et al., 1986). A contamination of the Pre-S3 Negativity with post-
movement negativity may be one of the reasons for this discrepancy. On the other hand
Brunia and Damen (1988) suggested, based on their topographical results, that the right frontal
cortex may be involved in the generation of the negativity recorded preceding KR stimuli.
5.1.2 The contribution of the early CNV
The early CNV was originally regarded to reflect the orienting properties of the warning
stimulus (e.g., Weerts & Lang, 1973; Loveless & Sanford, 1974a). Simons (1988) contested
this interpretation, mainly because the early CNV did not habituate. He considered the early
CNV to reflect stimulus processing. If this is true, then any stimulus may be followed by an
early CNV, not just the WS. Irrespective of whether the early CNV follows any stimulus or
only a WS, it is not believed to affect the conclusions about the non-motor negativities
recorded in the context of this thesis.
The Pre-S2 Negativity is not influenced by the early CNV because a sufficiently large interval
between  the   S 1   and  the   S2  was used (Experiment  I:   4 s; Experiment  II   and  IV:   3   s;
Experiment III: 2 s). The early CNV exhibits its maximum within 1 s from the eliciting
stimulus. Therefore, the influence of the early CNV is supposed to be minimal, at least in
Experiments I, II and IV. Some overlap was possible in Experiment III (2 s interval), but the
Pre-S2 Negativity exhibited the same effects as in the other experiments. The early CNV after
S 1   is  expected  to be larger  when  S 1 contains information (Precued condition)  than  when  it
does not contain information (Choice condition). Such an effect was only found in Experiment
IV. Nevertheless, a larger early CNV in the Precued than in the Choice condition implies that
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an overlap of the early and late CNVs would at most underestimate the Choice-Precued
difference.
Contamination of the early CNV is possible in the  1  s WS  - S l interval  used in Experiments
II and IV. This may be the reason for the more anterior distribution of the Pre-Sl Negativity
in these experiments, in comparison with Experiment III, in which an interval of 2 s was used.
In Experiment III a parietal maximum of the Pre-Sl  Negativity was found. Since the  WS  was
the same in the Choice and Precued conditions, the estimation of the SPN by means of the
Precued-Choice difference  in  the  Pre-S 1 Negativity should be unrelated  to the early CNV.
Indeed, in all experiments a parietal maximum of this estimate was found. In addition,
Experiment III included trials in which the warning stimulus was replaced by a response (see
Part B; not analyzed in Chapter 4). Hence, an early CNV was not present, but the Pre-Sl
Negativity with a parietal maximum was still recorded.
A possible effect of the early CNV on the Pre-S3 Negativity is difficult to assess, since at the
time the early CNV is expected, the fast positive potentials associated with the motor response
are also present. Because the Pre-S3 Negativity develops after the motor potentials, it is
unlikely that the early CNV, which, if it is related to the processing of S2, is expected to
occur before the response, exerts much influence on the Pre-S3 Negativity.
5.1.3 Motor activity
Three kinds of motor activity were thought by Rohrbaugh and Gaillard (1983) to influence
slow potentials: (1) oculomotor activity; (2) instructed motor activity; (3) uninstructed motor
activity.
1. Oculomotor activity. Kurtzberg and Vaughan (1982) showed that voluntary saccades
are preceded by a potential resembling the RP. This potential had a frontal maximum,
presumably because the frontal eye fields were involved in its generation. In the
experiments of this thesis, this activity is not believed to influence the recordings for
the following reasons:
• a very small stimulus panel was used, so there was no need for ocular scanning;
• there were small EOG differences between conditions (see Part B), but they were not
saccade-like and more probably reflect residual EEG in the EOG than vice-versa (Van
den Berg-Lenssen, Brunia, & Blom, 1989);
• in Experiment IV the EEG was mathematically corrected for the influence of eye
movements, but the effects on the slow potentials were still found.
2. Instructed motor activity. Given the constancy of the overt motor output (Section
4.1).  it was already concluded that response aspects  did not affect the potentials.
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3. Uninstructed motor activity.  In S l-S 2 paradigms the activity of postural (Haagh
& Brunia, 1984; Lee, 1980) and facial (Van Boxtel, Damen, & Brunia, 1989) muscles
increases up to S2. This increase might have been larger in the Choice than in the
Precued condition. Similarly, these muscles may be more active during response
execution, producing an additional MPN before S2. Although this possibility can not
be completely overlooked, it is also difficult to falsify. An attempt could be made to
control as many muscles of the body as possible, but it could always be argued that
other muscles were active, from which the EMG was not recorded. Postural activity
may be subcortically regulated (Massion, 1992), and hence may not contribute much
to the potentials recorded at the scalp. Also, it is unclear why postural activity would
differ between conditions. The increase of facial muscles, most notably the m.
corrugator supercilii, has been tentatively related to effort (Van Boxtel & Jessurun,
1993;  Waterink  & Van Boxtel, 1994), which  is not primarily a motor concept.  The
activity of other facial muscles, such as the m. zygomaticus major shows a decrease
up to S2 (Van Boxtel, Damen, & Brunia, 1989). The net effect of the activity of all
possible muscles is impossible to determine.
In  addition to these three kinds of motor activity, another argument for the explanation  of the
present results in terms of motor factors can be advanced. Since in the Choice condition
subjects did not know which response they had to prepare for, they could have prepared for
both responses, which may have increased motor preparation. Such a strategy could be useful
if the choice to be made at S2 was between the right and left hand, but in the present
experiments the choice was between two force production speeds involving the same agonist
muscle. Motor programming researchers (e.g., Klapp, 1977) would predict just the opposite
in such a case. For instance, Klapp, Wyatt, and Lingo (1974) explained differences in RT
between simple and choice conditions by assuming that preprogramming was possible only
in the simple condition. Hence one would expect the Pre-S2 Negativity to be larger in the
Precued than in the Choice condition, whereas in fact the reverse was found.
In conclusion,  it is highly improbable that the presumed non-motor components in the Pre-S l
and Pre-S2 Negativities are determined by motor factors. As a consequence, in line with the
main research question formulated in section   2.7  (p.   18),   it  can be concluded  that  the   late
CNV indeed contains a non-motor component in addition to the MPN. The question whether
this component is an SPN related to stimulus anticipation, will be addressed in the next
section.
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5.2 Interpretation of the SPN
This section addresses the question to which processes the non-motor components of the
negativities recorded preceding  S l,  S2,  and  S3 are related.
5.2.1 Pre-Sl SPN: anticipation of task-relevant sensory input
When  S 1  contained the instruction about the response  it was preceded by negativity  with  a
centro-parietal maximum.  When  the  WS -S l interval  was  1 s (Experiments  II  and  IV),  its
overall scalp distribution was somewhat more anterior as compared to an interval of 2 s
(Experiment III). It is possible that activity from the premotor or motor cortex was reflected
in  the  Pre-S 1 Negativity. Mauritz  and  Wise (1986) recorded single unit activity   in  the
premotor cortex of monkeys anticipating task-relevant information. However,  it is unclear why
this activity would be more pronounced in the interval of 1 as opposed to 2 s. Another, more
plausible interpretation is that the early CNV contaminated the negativity in the 1 s interval.
As  a  consequence,  the  Pre-Sl  Negativity more reliably estimates  the SPN preceding  Sl   in
Experiment III than in Experiment II and IV. Experiment III also included self-initiated
conditions,  and the  Pre-S 1  Negativity was still recorded, even though the  WS and early CNV
were absent. It was quite small in that case (about 1 BV), and showed a parietal maximum.
Estimating   the   SPN   by the Precued - Choice difference   of  the   Pre-S 1    Negativity   also
suggested a parietal maximum in all experiments. The laterality of the SPN requires further
investigation, as there are instances of a left hemisphere advantage (Rtisler, 1991, experiment
III; this thesis, Experiment III), a right hemisphere advantage (Roster, 1991, experiment II;
this thesis, Experiment IV), and bilateral symmetry (Gaillard & Van Beijsterveldt, 1991; this
thesis, Experiment II). The effect of stimulus modality on the SPN is also unknown.
The scalp distribution of the Pre-S 1 Negativity suggests at least a parietal source for the SPN.
This does not imply that other cortical areas, such as the premotor cortex (Mauritz & Wise,
1986) are not also involved in the process of anticipating task-relevant information, especially
since the information contained in the anticipated stimulus has to be translated into action. The
importance of the parietal cortex in stimulus processing is supported by several other lines of
evidence. First, it is common clinical neuropsychological knowledge that patients with
unilateral parietal lesions exhibit neglect for contralateral stimuli (see Mesulam, 1981, for an
overview). Secondly, it is known from single cell recordings in animals that the parietal cortex
is involved in stimulus processing, especially if that stimulus cues a response (Seal,
Hasbroucq, Mouret, Akamatsu, & Kornblum, 1991), Thirdly, the metabolism of the parietal
cortex, as measured by regional cerebral bloodflow, is known to be enhanced when human
subjects are involved in stimulus discrimination tasks (Roland, 1982).
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In conclusion,  the SPN elicited  by  S 1  reflects the anticipation of task-relevant sensory input,
involving the parietal cortex. The SPN is the component originally intended by Damen and
Brunia (1987a; Brunia & Damen, 1988), which was first related to stimulus anticipation
(Brunia, 1988), and later to attention (Brunia, 1993). It is also similar to the Directed
Attention Potential (DAP) recorded in the tracking tasks of Deecke and co-workers (Deecke,
Heise, Kornhuber, Lang, & Lang, 1984; Lang, Lang, Heise, Deecke, & Kornhuber, 1984).
5.2.2 Pre-S2 SPN: effortful control of task performance
If the anticipation of task-relevant sensory input is accompanied by the SPN (section  5.2.1),
then it must theoretically also be present prior to S2. However, based on the present findings,
there is little direct evidence to support the contribution of the SPN to the late CNV. First,
the non-motor component preceding S2 had a frontal, not a parietal maximum. This suggests
at least the presence of another component, a notion supported by the fact that the SPN was
only about 1 FlV in magnitude, whereas 3 tiV was found for the Pre-S2 SPN estimate.
Furthermore, in Experiment IV, the Pre-S2 SPN estimate tended to be smaller when the trials
were presented within blocks instead of between blocks.  It is improbable that the anticipation
process reflected in the SPN changes as a function of whether otherwise identical trials were
presented between or within blocks, but the Pre-S2 SPN estimate was nevertheless affected.
Hence the Pre-S2 SPN estimate is unlikely to be identical to the SPN related to stimulus
anticipation.
Other research does not present any direct evidence in favor of a contribution of the parietal
lobe, which is supposed to be involved in the generation of the SPN, to the late CNV. For
instance, Bocker (1994) fitted spatiotemporal dipole models on CNVs recorded from human
subjects. In his model for the late CNV, a dipole in the parietal cortex was not included.
Likewise, Sasaki and Gemba (1991) reported that in the parietal cortex of monkeys no
apparent potentials could be recorded in a CNV paradigm. However, in both of these
approaches simple RT tasks were used, in which the S2 did not contain information. Hence
the S2 may simply have been too uninformative to elicit the SPN. Ikeda, Shibasaki,
Nagamine, Terada, Kaji, Fukuyama, and Kimura (1994) recorded the CNV in a go-nogo
paradigm from a patient with a lesion in the cerebellar efferent pathway to the motor cortex.
The negativity recorded in this patient should be identical to the Pre-S2 SPN estimate of this
thesis, because the lesion abolished the MPN. No negativity was recorded from the parietal
electrodes, again supporting the notion that the SPN reflecting stimulus anticipation does not
contribute to the late CNV. However, it should be noted that the damaged pathway in this
patient may be part of a cerebro-cerebellar loop involving the parietal cortex (Allen &
Tsukahara, 1974; Goldberg, 1985). Hence more than just the MPN may have been affected
by the lesion.
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In sum, there is little evidence that the Pre-S2 SPN estimate is identical to the SPN related
to the anticipation of task-relevant sensory input. As a corollary, the contribution of the SPN
to the late CNV, which is not excluded because the Pre-S2 SPN estimate included negativity
at parietal electrodes, is at most small. The tendency towards a frontal maximum of the Pre-
S2 SPN estimate suggests least the presence of an additional component. Since the task to be
executed followed S2, this additional component, presumably involving the frontal cortex, is
probably related to task performance. The role of the frontal cortex in the generation of the
component which distinguishes the MPN from the late CNV is suggested by several other
lines of research.
In monkeys, self-paced movements are preceded by surface negative - depth positive
potentials in the motor cortex contralateral to the responding hand (Arezzo & Vaughan, 1975,
1980; Gemba, Sasaki, & Hashimoto, 1980), but not in the frontal cortex (Sasaki & Gemba,
1991). These potentials, which are morphologically similar to the scalp-recorded RP in
humans, were abolished after ablation of the cerebellar hemisphere ipsilateral to the response
side (Sasaki, Gemba, Hashimoto, & Mizuno, 1979; Sasaki & Gemba, 1981). When the
monkeys were trained to perform movements  in  a CNV paradigm  with  an  S l   - S2 interval
of 1 s, sustained surface negative - depth positive potentials were recorded in various areas
of the frontal and prefrontal cortex, as well as in the pre-motor, motor, and somatosensory
cortices. Cerebellar hemispherectomy resulted in suppression of the potentials only in the
motor cortex, but not in the frontal cortical areas. Hence the frontal cortex was shown to be
important in the generation of the component that distinguishes the CNV from the MPN.
However,  due to the short  S l  - S2 interval  it is impossible to determine whether the frontal
activity contributed  to the early  or  the  late  CNV.
The contribution of the frontal lobe to the late CNV in humans was recently shown by Ikeda,
Shibasaki, Nagamine, Terada, Kaji, Fukuyama, and Kimura (1994). They recorded slow
potentials in a patient with a focal midbrain lesion involving the decussation of the superior
cerebellar peduncle. Hence in this patient the cerebellar afferent input to the motor cortex was
absent. No RP could be recorded in this patient at any of the electrodes involved (frontal,
central, parietal, temporal). When the patient was engaged in a forewarned go-nogo task with
an  S l  - S2 interval  of 2 s, negativity  with a frontal maximum was recorded, irrespective  of
whether a response was actually produced (go trials) or not (nogo trials). The negativity
increased up to the presentation of S2 and was virtually absent in the first second after the  S l,
making a contribution of the early CNV unlikely. The magnitude of the negativity was about
3 tiV, which is strikingly similar to what was found in the present experiment for the Pre-S2
SPN estimate.
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There is a bulk of evidence linking the frontal lobe to various aspects of task performance,
both motor and non-motor. By measuring regional cerebral bloodflow, Roland (1982) showed
that the frontal cortex is activated during sensory discrimination tasks with visual, auditory
and somatosensory stimuli. The frontal cortex may be especially important if some degree of
effortful processing is involved. Mulder (1986) presented a model of information processing
that contains energetical and computational mechanisms. Following Pribram and McGuiness
(1975; see also Sanders, 1983) three energetical mechanisms are distinguished: arousal, effort
and activation. The effort system is called into action if task performance requires attention-
demanding controlled information processing, or if the state of the arousal and activation
mechanisms should be changed to meet the task requirements. Mulder (1986) suggests that
the frontal cortex is crucial in the regulation of energetical states.
These suggestions are supported by clinical evidence that the frontal lobes are important in
maintaining the level of cortical activity required for task performance (Luria,  1973), as well
as by recent experimental evidence. For instance, McCallum, Cooper, and Pocock (1988)
recorded slow potentials in humans during a tracking task. Increasing tracking difficulty
resulted in increased negativity, especially at frontal and central positions. In another tracking
experiment, Lang, Cheyne, Kristeva, Lindinger, and Deecke (1991) compared normal and
inverted tracking in human subjects. Slow potentials were larger in inverted than in normal
tracking, and the difference was largest at the frontal electrodes. Regional cerebral bloodflow
measurement during the same task confirmed the frontal origin of this difference, and
additionally showed that activity was also increased in the basal ganglia and cerebellum.
Morgan, Wenzl, Lang, Lindinger, and Deecke (1992) asked subjects to perform a perceptual-
memory task, in which they had to match a visual probe stimulus with a test set presented 2
s earlier. They reported that, preceding the test set, the slow potentials on trials which ended
in correct performance were larger than on trials which ended in incorrect performance. The
difference, which was found both when the subjects initiated the trials by a button press and
when the trials were started by the computer, was largest at the frontal electrodes.
In the present experiments, the tendency towards a frontal dominance of the Pre-S2 SPN
estimate can be explained by assuming that the Pre-S2 Negativity was larger in the Choice
than in the Precued condition, because more effort was required for task performance. The
finding that the subjective mental effort scores were larger in the Choice than in the Precued
condition of Experiment IV (see Part B), supports this interpretation. The present experiments
involved a motor task. Although it was argued above (section 5.1) that these results can not
be explained by motor factors, similar effects are expected in purely non-motor tasks. There
is indeed some evidence that this is the case.
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Ruchkin, Johnson, Canoune, and Ritter (1991) compared easy and difficult arithmetic and
found greater negativity preceding their task stimulus for difficult (division) than easy
(addition/subtraction) arithmetic (Ruchkin et al., 1991, Figure 3). These data should be
interpreted with care, because the task stimulus followed a warning stimulus by 0.8 s,
suggesting the influence of the early CNV. However, since the trials were initiated at self-
paced intervals by the subjects, and because the waveforms seem to consist of an early and
later negativity, the influence of the early CNV might be limited. Using a similar task, and
an interval of 2 s between warning and task stimuli, Chwilla and Brunia (1992) found the
negativity preceding the task stimulus to be greater in difficult arithmetic (squaring and adding
two digits) than in simple (adding two digits), but only if a trial was ended by unavoidable
aversive noise. Gaillard and Van Beijsterveldt (1991) reported greater negativity at frontal and
central electrodes preceding a difficult as opposed to easy auditory discrimination. In none of
these experiments the primary interest was in determining the frontal contribution to effortful
processing, so the exact nature of the effects was not always accurately described. It is an
interesting challenge for future research to determine the conditions under which this frontal
negativity can be reliably recorded.
In sum, the Pre-S2 SPN estimate is not believed to mainly reflect the SPN related to stimulus
anticipation. Although the SPN may also be present preceding S2, the Pre-S2 SPN estimate
probably reflects another component, related to the effortful control of task performance,
involving the frontal cortex. Clearly, this relation can only be hypothetical, based on the
present evidence. Further research is necessary to confirm the relationship, and to determine
whether the frontal activity is related to attention-demanding and/or compensatory effort
(Mulder, 1986).
5.2.3 Pre-S3 SPN: motivation and control of subsequent behavior
Just as preceding S2, the SPN related to the anticipation of task-relevant sensory input must
theoretically contribute to the Pre-S3 Negativity. The KR transmitted by S3 was not
manipulated   in  the  same  way  as the instruction conveyed  by   Sl   and  S2,  and the Pre-S3
Negativity may have been confounded by post-movement negativity (Chapter 4). As a
consequence, the comparison of the Pre-S l and Pre-S2 Negativities with the Pre-S3 Negativity
is difficult to make.
Hence the present findings on the Pre-S3 Negativity must be interpreted with caution.
Nevertheless, there was some evidence that the right frontal cortex contributes to its
generation (Section 4.4). Brunia and Damen (1988) suggested that negativity preceding KR
had bilateral parietal sources and a right frontal source. It is tempting to relate the parietal
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sources to stimulus anticipation as manifested  in  the SPN preceding  S l,  and the frontal source
to another component related to other aspects of the KR processing.
Bucker (1994) fitted spatiotemporal dipole models on the Pre-KR negativity, and provided
some evidence for this notion. His final SPN model included a parietal dipole and two fronto-
temporal dipoles, located in the Insulae Reili. The parietal dipole was buried deep within the
parietal lobe, but may represent the composite activity of two more superficially located,
bilateral dipoles in the parietal cortex. This dipole was interpreted by Bocker (1994) as
intermediate, reflecting the transition between two large positivities, because the source wave
of the dipole did not become negative immediately preceding the KR stimulus. However,
unlike in other experiments, the potential recorded at the scalp did not exhibit large negativity
either. It would be interesting to determine the parameters of this dipole in an experiment in
which the scalp potentials exhibit larger negativity over the posterior scalp. In such a
replication, the characteristics of the two frontotemporal dipoles should also be re-evaluated,
since the usual right hemisphere preponderance of the Pre-KR SPN was not found in Bocker's
(1994) study.
The Pre-KR SPN is often related to affective-motivational aspects of behavior (Chwilla &
Brunia, 1992; Damen & Brunia,  1994), and the possible contribution of the Insulae Reili,  with
its connections to the limbic system, supports this view (Bocker, 1994). The right hemisphere
preponderance of the Pre-S3 Negativity supports this notion as well, since the right
hemisphere is known to be preferentially involved in the control of affective-motivational
behavior (Kolb & Wishaw, 1985).
In their extensive review, Salmoni, Schmidt, and Walter (1984) also discussed the
motivational aspects of KR. However, they did not refer to an affective process which is
invoked when KR is presented, as the above interpretation implies. Rather, the motivational
function of KR was believed to be in the control of subsequent behavior: KR causes subjects
to try harder on subsequent trials. The suggestion that the frontal effort system discussed in
section 5.2.2 is involved in the generation of the Pre-KR Negativity receives some support
from the tendency toward a right frontal maximum for both the Pre-S2 SPN estimate and the
Pre-S3 Negativity. The present data provide insufficient evidence for this matter, but it is an
interesting hypothesis that requires further investigation.
5.2.4 Summary of SPN interpretation
In the preceding sections it was argued that the three estimates of the SPN in the present
experiments reflect three, or possibly two, separate components.
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The first component is the SPN proper, reflecting the anticipation of task-relevant sensory
input, a process in which the parietal cortex is involved. Evidence for this component, which
is the only component in this thesis for which the label SPN (Stimulus-Preceding Negativity)
is justified,  was most clearly obtained preceding S l, which  was an informative Stimulus  to
which no motor response was required. There were theoretical grounds to infer the
contribution of this component to the Pre-S2 and the Pre-S3 Negativities, but there was little
direct evidence to support the notion.
The second component, which was present preceding S2, and possibly also S3, was tentatively
related to the effortful control of task performance. The frontal cortex was thought to be
involved in the generation of this component.  It is too early to apply a descriptive label to this
component. More research is required into the conditions under which the component is
elicited.
Stimuli providing KR are also preceded by an ERP component which differs from the SPN
related to stimulus anticipation. The question whether it concerns a separate component,
possibly related to affective-motivational aspects of behavior, or the same as that before S2,
could not be ascertained based on the present data.
5.3 Neurophysiological basis of slow potentials
Slow brain potentials recorded at the scalp mainly reflect the summated activity of Excitatory
and Inhibitory Post-Synaptic Potentials (EPSPs and IPSPs) at the dendrites of neurons in the
superficial layers of the cortex. EPSPs depolarize the cell membrane and lead to an increase
of the probability that the cell will fire; IPSPs hyperpolarize the cell membrane and decrease
firing probability. Negativity recorded at the scalp reflects a predominance of EPSPs at the
dendrites, while positivity is associated with IPSPs, although this is clearly dependent on the
choice  of the reference electrode  used for recording.  The size, structure, and orientation of the
pyramidal tract neurons led to the conviction that the EPSPs and IPSPS at the apical dendrites
of these neurons dominate the potentials recorded at the scalp. The circumstance that the
proportion of pyramidal tract neurons is highest in the motor cortex, and decreases anteriorly
and posteriorly, may be one of the reasons why slow potentials often have a central
maximum, and consequently are often explained in motor terms.
In this section the results of this thesis are discussed in the context of neurophysiological
models which may constitute the basis of slow potentials, both motor and non-motor. These
models are: (1) the thalamic gating model of Skinner and Yingling (1977). (2) the threshold
regulation theory of Rockstroh, Elbert, Canavan, Lutzenberger, and Birbaumer (1989); (3) the
dual loop theory of Goldberg (1985). These three models all somehow assume that negative
62                                     Chapter 5
slow brain potentials reflect 'tuning' of cortical areas involved in the execution of a certain
task. This view agrees with what the CNV was originally thought to reflect, that is, "the
electric sign of cortical 'priming' whereby responses to associated stimuli are economically
accelerated and synchronized" (Walter et al., 1964, p. 383).
The description of the models is included here as a background of current thinking about the
nature of slow potentials in humans. It is not intended to use the present data to determine the
validity of one ofthese models over another. The models do not contradict each other. Rather,
they can easily be combined into a common framework.
5.3.1 The thalamic gating model
One of the most popular models used to describe the neurophysiological basis of ERPs is the
thalamic gating model of Skinner and Yingling (Skinner, 1978; Skinner & Yingling, 1977;
Yingling & Skinner, 1977). Based on lesion and cooling studies in the cat, it was presented
as a model of selective intermodal attention. It can be described briefly as follows: visual,
auditory, and somatosensory inputs project to the respective primary projection areas in the
cortex through specific thalamic relay nuclei (corpus geniculatum lateralis, corpus
geniculatum medialis, and n. ventralis posterolateralis, respect\vely). The activity within each
of these nuclei can be locally inhibited by neurons of the n. reticularis thalami, which
overlaps the sensory relay nuclei. Hence the reticular nucleus gates cortical input. Two
separate brain systems converge on these inhibitory neurons in the reticular nucleus: an
aselective system involving the mesencephalic reticular formation, and a selective system
involving the frontal cortex. The mesencephalic reticular formation can aselectively inhibit the
thalamic reticular nucleus, disinhibiting the thalamic relay nuclei and leading to diffuse
cortical arousal. The frontal cortex is capable of selecting input from one modality by
activating the inhibitory thalamic reticular nucleus overlying the nonselected relay nuclei. This
leaves the selected relay nuclei uninhibited and leads to local cortical activation of the selected
primary projection area.
Although the model originally was limited to the description of the regulation of sensory
input, it can be extended to include motor output as well. The n. reticularis thalami also
overlays, and can selectively inhibit, the thalamic motor relay nucleus, the n. ventralis
lateralis, which projects to the primary motor cortex (Scheibel & Scheibel, 1966). Thalamic
gating of motor output was already suggested by Massion (1976). It was incorporated in the
dual loop model of Goldberg (1985), and the threshold regulation theory of Rockstroh et al.
(1989). Brunia (1993) recently emphasized the importance of the gating of motor output
within the context of research on slow potentials.
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The ERP components of this thesis can be accommodated by the thalamic gating model as
follows. The SPN related to stimulus anticipation represents the opening of the gate to the
parietal cortex, in which the stimulus is processed. The MPN corresponds to the opening of
the gates to the primary motor and somatosensory cortices, the activity of which is necessary
for producing the response. The component related to the effortful control o f task performance
may reflect the activity in the frontal cortex, from which the gating is guided.
5.3.2 The threshold regulation theory
The thalamic gating model discussed in the previous section forms the basis of the threshold
regulation theory (Rockstroh, Elbert, Canavan, Lutzenberger, & Birbaumer, 1989; Birbaumer,
Elbert, Canavan, & Rockstroh, 1990). It is assumed in this theory that cell assemblies, or
neural networks, are fundamental units of brain function (Hebb, 1949). Because there is a risk
that such networks with their excitatory connections become activated beyond control, as in
epilepsy, it is likely that the cortex has some built-in regulatory mechanism. This control on
cortical excitability was thought to be achieved by the modulation of the firing thresholds of
cortical neurons, via thalamocortical fibers that synapse on the dendrites of the cortical
neurons. Lowering of thresholds for cortical excitability was thought to produce negativity at
the level of the scalp, whereas positivity was thought to be the result of high thresholds.
Within this theory, slow brain potentials are conceived of as 'cerebral potentiality', which
allocates activation to specific networks involved in the performance in a task. Preparation
for a task or anticipation of a task-relevant event was thought to lower the thresholds in the
networks that have to be activated in order to perform that task. The lowering of thresholds
would be manifested at the scalp as an increasing negativity. Recently, Rockstroh, Muller,
Wagner, Cohen, and Elbert (1993) provided evidence for threshold regulation in the CNV
paradigm. Using a standard S l  - S2 paradigm, they instructed subjects to respond to auditory
probe stimuli presented at various instants within the foreperiod. As expected, they found that
the evoked potentials were larger, and reaction times were shorter, when the probes were
presented  late  in  the  S l   - S2 interval, where negativity was greater.
The results of this thesis can be explained by the threshold regulation theory in much the
same way as in the thalamic gating model. Anticipation of a task-relevant stimulus would
lower thresholds in the parietal cortex, in which the stimulus is processed. For the execution
of the response, low thresholds are required  in the central motor areas. The frontal component
again would reflect the guiding of the threshold regulation.
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5.3.3 The dual loop theory
Goldberg's (1985) dual loop theory was presented in an extensive review of the function of
the Supplementary Motor Area (SMA) in motor control. The model describes two systems,
which can be anatomically and functionally distinguished. The first is a predictive feedforward
system involving a basal ganglia dependent loop, which gathers convergent inputs from wide
cortical regions and relays its output back to restricted areas of cortex, including the medially
situated SMA, via connections of the globus pallidus and thalamus. This system is thought
to be involved in the selection of the task-relevant features from the external context to the
motor system. A second responsive and feedback system involves a cerebellum dependent
loop, in which more limited regions of cortex, including more posterior areas, project to the
cerebellar cortex via pontine nuclei. These projections are then focussed back through the deep
cerebellar nuclei to the thalamus and thence to the primary motor cortex contralateral to the
moving limb. This loop is thought to perform context-sensitive adjustments of the movement
parameters determined by the feedforward loop. The two loops converge on the ventrolateral
nucleus of the thalamus, but they do not overlap, since the pallidal output projects to thepars
oralis and  the cerebellar output to  the pars caudalis of the ventrolateral nucleus. Both systems
are susceptible to gating at the thalamic level by the thalamic reticular nucleus.
The human Readiness Potential was described by Goldberg (1985) in terms of his model.  He
hypothesized that the early symmetrical part of the RP reflected the activity in the medial
feedforward system, while the later asymmetrical part was thought to reflect the activity of
the lateral feedback system. These suggestions received support from the recording of the RP
in patients with Parkinson's disease, in which the feedforward loop is defective (Dick et al.,
1989). These patients showed a smaller symmetrical RP component than age-matched
controls, but their asymmetrical component was larger, suggesting that they compensated for
the defect in the medial feedforward system by relying more on the lateral feedback system.
This is consistent with clinical evidence that these patients may improve their motor
performance if visual information is presented to guide the movements.
The dual loop model may be the basis of what has been called the MPN in this thesis. Since
the MPN was assumed to be constant across the present experimental conditions, the model
can not account for the non-motor components discussed. However, a description of possible
neurophysiological mechanisms underlying slow brain potentials is not complete without also
reporting on motor mechanisms.
Chapter 6
Summary and Conclusions
In this thesis an attempt was made to distinguish a motor and a non-motor component in the
late wave of the Contingent Negative Variation (CNV). The CNV is a slow brain potential
recorded  from the (human) scalp  in the fixed interval between two stimuli  (S 1   and  S2),  the
second of which requires a response. CNV research can roughly be classified into three
epochs, corresponding  to the three decades which have elapsed since its discovery  in  1964.
In the 1960s and early 1970s, primarily short (1  -  1.5 s) interstimulus intervals were used.  The
CNV was viewed as a unitary phenomenon, related to often loosely defined psychological
constructs,   such as expectancy, motivation, or attention. Research  in the 1970s and early
198Os, in which longer interstimulus intervals were used, revealed that the CNV consisted of
two  components: an early CNV which was related to properties  of the  S 1,  and  a  late  CNV,
which was believed to reflect the preparation for the response required at S2. The notion that
the late CNV mainly reflects motor preparation is a view that many researchers still hold
today. More recent research in the 1980sand early 1990s was aimed at elucidating the nature
of potentials recorded preceding or during non-motor tasks, often in paradigms other than the
traditional  S l   - S2 standard.
The main hypothesis addressed in this thesis was that the late CNV consisted of a component
related to the movement to be executed (Movement-Preceding Negativity, MPN) and a
component associated with the anticipation of the S2 (Stimulus-Preceding Negativity, SPN).
The contribution of the MPN to the late CNV had already been demonstrated and the presence
of additional, non-motor components such as the SPN could either be criticized for
methodological reasons, or was difficult to distinguish from variation in the magnitude of the
MPN. Therefore, considerable effort was undertaken in the present research to circumvent the
methodological difficulties, and to keep the MPN constant by carefully controlling the
characteristics of the overt motor response. Consequently, the main hypothesis was narrowed
to determining the contribution of the SPN to the late CNV.
Four experiments were realized to answer the research question. By varying the instant at
which an instruction about the response was presented  (S 1  or  S2), the instant of occurrence
of the SPN should change.  I f the instruction was presented  at S l (Precued condition), the SPN
was expected before  S 1  and  the MPN before  S2.  I f the instruction was presented before  S2
(Choice condition), both the SPN and the MPN were expected before S2, and neither of the
components before  S l. By calculating difference potentials between the Precued and Choice
conditions preceding   S l, and between the Choice and Precued conditions preceding   S2,
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estimates of the SPN with and without MPN overlap were made. Additional SPN estimates
were made by principal components analysis and by comparing averages synchronized to the
stimuli or to the response. The SPN was also expected preceding a stimulus that transmitted
knowledge of results about the correctness of the response  (S3),  but it could not be estimated
in the same manner as the SPN preceding Sl and S2.
Overall, the expectations were confirmed by the experimental data. The recorded negativity
was always largest preceding the stimulus that transmitted the instruction about the required
response. The arguments in favor of the notion that the SPN estimates were unrelated to
motor processes are extensively discussed against the background of the above mentioned
methodological problems. It is concluded that the differences on which the SPN estimates
were based could not be explained by variations of the MPN. Hence the SPN estimates were
concluded to be examples of non-motor components of slow brain potentials.
The finding that the late wave of the CNV contains a non-motor component in addition to a
motor component is an important result of this research. Nevertheless, the hypothesis of this
thesis could npt be completely confirmed, since it could not be concluded with certainty that
the non-motor component  was  the  SPN.  The  SPN  was most reliably recorded preceding  S l,
to which no response was required and hence no MPN overlap was present. The SPN had a
parietal maximum, which supports the notion that this component reflects the anticipation of
task-relevant sensory input. The non-motor component in the late CNV, by contrast, exhibited
a frontal maximum, although this was not found in all experiments. Thus it probably concerns
another component, tentatively related to the control of task performance after S2. The
negativity preceding the knowledge of results in S3 contained yet another component, possibly
related to affective-motivational processes. The latter component may also be the same as that
preceding S2, since both exhibited the same scalp distribution.
In sum, the late CNV consists of two, or possibly three components:
1. Movement-Preceding Negativity (MPN), reflecting the preparation for the response
to  be executed after S2.
2.      An as yet unlabelled component of frontal cortical origin, presumably reflecting a
process that controls task performance, both motor and non-motor.
(3) Stimulus-Preceding Negativity (SPN), reflecting the anticipation of task-relevant
sensory input.
It is the third of these components of which the contribution to the late CNV remains
uncertain. Therefore, it was included in parentheses. However, this component could be
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reliably recorded preceding task-relevant stimuli to which no immediate motor response was
required.
The study of non-motor components of anticipatory slow brain potentials is an important
contribution to the research into these potentials, since they were mainly described until now
in terms of motor processes. The results of this thesis show that the occurrence of anticipatory
slow potentials is certainly not limited to when a motor response is prepared. This finding has
notable consequences for psychological research in which these potentials are used as a
measure for motor preparation.
Epilogue
The core problem faced in this thesis concerned the distinction between motor and non-motor
processes. Much trouble was taken in the design and the analyses of the experiments to make
this distinction as reliably as possible. Although the distinction may be theoretically
interesting, its importance should not be overestimated. It is becoming increasingly clear that
perception and action are intimately related (e.g., Kelso, DelColle, & Schoner, 1990). The
distinction may lose its significance at a more detailed (neurophysiological) level. Although
on a very crude level the brain may be divided into motor and sensory areas (Luria, 1973),
the functions of those areas are never purely motor or non-motor. For instance, a brain
structure that is usually considered to be purely motor in nature, the basal ganglia, has been
shown by recent research to contain neurons which only respond to sensory input, both in the
monkey (Hikosaka, Sakamoto, & Usui, 1989), and in man (Kropotov, Etlinger, Ponomarev,
& Sevastyanov, 1992).
More important in this thesis than the distinction between motor and non-motor processes,
may be that the present approach allowed to study the component structure of a well-known
psychophysiological measure, the late wave of the Contingent Negative Variation. This
measure is often used as an index of motor preparation.  Much has been written recently about
the so-called marriage between experimental psychology and psychophysiology (e.g., Meyer
et al., 1988). Experimental psychology may profit from psychophysiology because
psychophysiology promises to provide non-intrusive measures of psychological activity.
Therefore, psychophysiologists are eager to apply descriptive labels to the measures they
study: the late CNV is an index of motor preparation, the P300 of stimulus processing, the
N400 of linguistic processing, etc. Instead of, or at least in addition to, using their measures
as research tools, psychophysiologists must reverse the research question, and make their
measures the subject of their studies. This aspect has been neglected in recent years, and this
may obstruct the progress in psychophysiology. The present thesis is an example of research
in which a psychophysiological measure was the subject of study.
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B. Experimental Part
Experiment I
The Contingent Negative Variation
in a Choice Reaction Time Task
Published in the Journal  of Psychophysiology, Volume  7  (1993),pp.  11-23, withB. van den
Boogaart, and C.H.M. Brunia as co-authors. Small changes were made in the text as published
to make the terminology more consistent with that used in this thesis.
1. Introduction
In 1964, Walter and his colleagues (Walter, Cooper, Aldridge, McCallum & Winter,  1964)
observed that a slow negative potential develops during the 1 s interval between a warning
stimulus  (Sl)  and a response stimulus  (S2) to which a rapid motor response was required.
From studies using longer intervals between  S 1   and S2 (Connor  &  Lang, 1969; Gaillard,
1978; Loveless & Sanford, 1974; Rohrbaugh, Syndulko & Lindsley, 1976; Weerts & Lang,
1973), it became evident that this negative potential, called Contingent Negative Variation
(CNV), consists of a succession of two distinct waves: an early wave, with a maximum about
1 s after the warning stimulus and a late wave, which has its maximum at the occurrence of
the response stimulus. The early wave is generally believed to reflect the orienting properties
of the warning stimulus (Loveless & Sanford, 1974; Rohrbaugh et al.,  1976). The functional
interpretation of the  late wave is still a matter of debate. Mainly because  of its similarity with
the Readiness Potential (RP), which is recorded prior to self-paced movements (Kornhuber
& Deecke, 1965), some authors argued the late wave of the CNV to be identical to the
Readiness Potential (Gaillard, 1978; Rohrbaugh et al., 1976; Rohrbaugh & Gaillard, 1983).
Others (Brunia, 1988; Brunia & Haagh, 1986; Brunia, Haagh & Scheirs, 1985; McCallum,
1988; Naamnen & Michie, 1978; Tecce & Cattanach, 1982) recognize that they have common
underlying physiological mechanisms, but contend that other mechanisms must contribute to
the generation of the CNV late wave as well.
The multi-component view of the CNV late wave is supported by a number of arguments.
First, CNVs are usually larger than RPs (Brunia & Vingerhoets, 1981). Second, CNVs can
be elicited in the absence of a motor response (Ruchkin, Sutton, Mahaffey & Glaser,  1986).
Finally, CNVs may be enhanced by increasing non-motor variables such as task difficulty
(McCallum & Papakostopoulos,  1973), or attentional demands (Tecce, 1972). Because  of the
short interstimulus intervals that some researchers have used, it can not always be ruled out
that some of these effects must be attributed to the early and not to the late wave.
Nevertheless, the contention that the CNV late wave is identical to the Readiness Potential
does not seem warranted (Brunia, 1988; McCallum, 1988; Naatanen & Michie, 1978).
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One recent hypothesis about the additional negativity that distinguishes the CNV late wave
from the Readiness Potential is very specific as to its nature: Brunia (1988) suggested that it
reflects the anticipation of the impending response stimulus, hence the term Stimulus-
Preceding Negativity (SPN) was coined for this component. In this view, the CNV late wave
consists of a RP superimposed on an SPN. The existence of the SPN was demonstrated in
other paradigms than the traditional CNV paradigm. The SPN was shown to occur in
anticipation of stimuli providing knowledge of results about the preceding performance in a
time production task (Brunia & Damen, 1988; Damen & Brunia, 1987) and in a self-paced
positioning task (Grilnewald & Grunewald-Zuberbier, 1983). The negativity exhibited a right
hemisphere preponderance. The SPN may be restricted to stimuli providing knowledge of
results about past performance, however, because Chwilla & Brunia (1991) showed it to be
absent in a time production task if fake or no knowledge of results at all was presented.
Evidence for the existence of the SPN prior to stimuli that precede performance originates
from the so-called double-priming paradigm (Rosler, 1991), in which two stimuli provide
partial information about the response to be executed at the response stimulus.
These changes in paradigm have been very useful for discovering the functional significance
of the CNV late wave. The present study attempts to fit the knowledge derived from these
paradigms into a more traditional CNV framework, that is, using a classical S l-S 2 paradigm.
If the SPN indeed contributes to the late wave of the CNV, then the amplitude of the CNV
late wave should be larger when an additional task-relevant stimulus is inserted at S2, as
compared to a situation in which no extra stimulus is presented concurrently with S2. This
hypothesis may be tested by using a choice RT task in which the extra stimulus, which
provides information about the response required on a particular trial, is either presented
together with  S 1 , or with S2. In the first case, the additional stimulus acts as a precue, and
therefore the term Precued is used for that condition. The second case is an instant of a
Choice RT task, and the condition will be labelled accordingly. According to Brunia's (1988)
hypothesis, the late wave of the CNV should be larger in the Choice condition than in the
Precued condition, because of the anticipation of the additional informational stimulus during
the foreperiod.
The responses to be executed were isometric contractions up to a fixed force level, related to
the maximum voluntary force of the subjects. The speed at which this force level had to be
attained was conveyed in the additional stimulus. It was expected that this setup, after
sufficient training. produces a highly constant motor output with minimal contamination of
peripheral effects such as the friction of bones and tendons. Moreover. it allows the study of
aspects of motor programming. The existence of a centrally represented motor program
(Keele, 1968) implies that it takes a certain amount of time to specify the relevant parameters
of a response, such as force and duration, to that program. The specification time is believed
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to be longer for more complex than for simple responses, leading to increased RTs (Henry
& Rogers, 1960). In a simple RT paradigm, preprogramming, that is, specification of the
parameters in advance of the response stimulus, is possible. Hence any differences in
specification times between the response alternatives are not expected to be expressed fully
in response latency. In a choice RT condition, however, the response to be executed is not
known until the presentation of the response stimulus, and parameter specification will take
place within the RT interval. Therefore, if the parameter specification times for the response
alternatives differ, this difference is expected to be reflected in response latency in a choice
RT protocol. Evidence that preprogramming can occur was presented by Klapp, Wyatt and
Lingo (1974). They had subjects perform responses with either a short ('dit') or a long ('dah')
duration, and observed an effect of response duration in a choice RT procedure, which
disappeared when a simple RT setup was used and the subjects were thoroughly trained.
Carlton, Carlton and Newell (1987) suggested that response latency is not so much determined
by force duration, as by the rate of force production involved in response execution. They
observed a negative relation between RT and the rate of force production, independent of
force duration and peak force. The results of the experiments reported by Klapp et al.  (1974)
were tentatively explained a posteriori by differences in the rate at which force is produced
in a choice RT protocol when contrasted with simple RT. The recording of a continuous force
trace and fractionation of RT will be used to evaluate the suggestions of Carlton et al. (1987).
2. Method
2.1 Subjects
Seventeen right-handed subjects participated in the experiment ( 11 men and 6 women). They
were paid at an hourly rate for their participation. The data of 7 subjects were discarded
because of an insufficient number of correct trials after the rejection of trials containing
artifacts (see Data Analysis). The remaining 10 subjects were 6 males and 4 females with ages
ranging from 20 - 38 years and an average of 25 years.
2.2 Apparatus
Each subject was seated in a dimly lit, sound attenuating, electrically shielded cubicle (Philips
Amplifon) at a table with a slightly sloping top (11 degrees of inclination). A small (20 by
30 mm) panel with five 2 mm light emitting diodes (LEDs), arranged in a plus-sign pattern,
was mounted centrally on the desk. The central LED was colored green and served as the
fixation light. The LEDs above and below the central LED were colored red and the LEDs
right and left of it were colored yellow. The red and yellow LEDs were used as the precue
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to provide information about the required response. A force transducer (strain gauge type,
Brosa EBM 6153, non-linearity < 0.15%, maximum displacement 0.035 mm) was mounted
upon the desk at the right side of the stimulus panel at a distance of 8 cm. The acoustic
warning stimulus was a pure tone of 400 Hz, 70 dBA, duration 200 ms. It was presented
through a loudspeaker mounted behind the subject at the ceiling of the cubicle and was gated
almost instantaneously (rise/fall   <  0.1   ms).   A  DEC   PDP 11/73 computer  was  used  for
experimental control and on-line A/D conversion (Data Translation DT 2764, range -10 to +10
V, 12 bit resolution).
2.3 Procedure
Before the start of the experiment, the subjects were instructed to squeeze the force transducer
as forcefully as possible and hold it for about 1 s to establish the maximum voluntary force.
This was repeated 3 to 5 times at intervals of about 2 min until a decline in force was
detected. The largest value noted  was  used  to  set the criterion force level  at  15%  of the
maximum voluntary force with a total tolerance window of 50%.  Thus, the actual force output
had to  be in the range of 11.25%  -  18.75% of the maximum voluntary force  to be considered
correct. Care was taken that only thumb and index finger contributed to the force exerted on
the transducer.
The subjects were thoroughly trained in order to minimize variance in contraction and RT.
Training, during which the subjects were verbally guided by the experimenter, was stopped
if the standard deviations of RT and contraction speed in a block of 60 trials were about  10%
of their respective mean values. This criterion was usually met after 2-3 blocks in both
conditions.
A trial started with the acoustic warning stimulus and concurrent illumination of the green
fixation  LED  (S 1). Switching  off this LED demarcated  the  end  of the fixed foreperiod  of 4
s and thus provided S2. The use of a fixation stimulus was recommended by Weerts and Lang
(1973) in order to minimize eye movements. Information about the contraction speed required
on a particular trial was provided by illuminating the two vertically arranged red LEDs (fast
contraction) or the two horizontally arranged yellow LEDs (slow contraction). This cue of 400
ms duration was either presented concurrently with S 1 (Precued condition) or with S2 (Choice
condition). For a fast contraction, the criterion force was required to be reached as quickly
as possible whereas a slow contraction was asked to be about twice as slow as a fast con-
traction. The contractions were required to be initiated as soon as possible after the response
stimulus and executed as accurately as possible.
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The lower and upper red LEDs, as well as the middle green LED, provided immediate force
feedback during execution of the response. The lower red LED was illuminated as soon as
force output exceeded 0.15% of the maximum voluntary force. Additional illumination of the
middle green LED indicated that the force output equalled the criterion value. In case of an
overshoot, the upper red LED was illuminated as well.
The experimental conditions were presented to the subjects in blocks of 60 trials with intertrial
intervals ranging from 6 -  11  s and an average of 8.5 s (rectangular distribution). Three blocks
of each condition were administered to the subjects, either in the sequence AAABBB or
BBBAAA.
2.4 Physiological recordings
The electromyogram (EMG) of the first dorsal interosseus muscle was recorded bipolarly from
the right hand with 2 mm Beckmann Ag-AgC1 surface electrodes. The electrodes were located
approximately  10 mm apart (center to center) parallel to the muscle fibre direction. The EMG
was amplified (3.8 - 520 Hz), high pass filtered (20 Hz), rectified and low pass filtered (50
Hz) and digitized at 200 Hz.
The electro-oculogram (EOG) was recorded bipolarly by a pair of 2 mm Beckmann Ag-AgC1
electrodes, attached above and at the outer canthus of the right eye. Beckmann Ag-AgC1 cup
electrodes (8 mm diameter) were positioned over lateral frontal, central and parietal scalp
sites, according to the international 10 - 20 system positions F3, F4, C3, C4, P3, P4. Linked
mastoids served as the reference. EEG and EOG signals were differentially amplified (time
constant 30 s), low-pass filtered at 30 Hz and on-line A/D converted at 200 Hz.
All   filtering  was  done by means  of a programmable filter (Sicos  MF 16, Butterworth,   48
dB/octave roll-off). Paper recordings of all signals were made on a Siemens-Elema 16 channel
inkjet polygraph to allow for visual inspection after the experiment.
2.5 Data Analysis
Criteria to select EEG records used for the averaging procedure were the following:
1.               Absence of movement and electrostatically induced arti facts.
2.        Change in EOG signal during the sampling interval (from 1 s before Sl until 2 s after
S2) less than 50 tiV.
3.            RT  in the range  of  100  to 400 msec after  S2.
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4.      Force level within limits (11.25% - 18.75% of the subjects' maximum voluntary
force).
After selection, at least 30 trials should remain for each of the four possible contraction
velocity (fast versus slow) and condition (Precued versus Choice) combinations. The correct
trials were averaged within condition blocks and separate averages were calculated for the two
contraction speeds.  The  1  s pre-S l  interval was used for baseline correction. The three single
block averages of each subject in each condition were again averaged and served as the basis
of the statistical calculations described below.
First, the data for each electrode position were reduced to 2 values representing the early wave
(mean amplitude of the interval between 950 and 1050 ms after Sl) and the late wave (mean
amplitude in the last 100 ms before S2). The SPSS-X statistical package was used to realize
direct tests on the early and late wave by means of Multivariate analyses of variance
(MANOVAs) on these mean amplitudes. MANOVA is currently the method of choice for
analyzing repeated-measures designs (Vasey & Thayer, 1987). The within-subjects factors for
the analyses were Experimental Condition (Choice, Precued), Contraction Velocity (Fast,
Slow), Electrode Position (Frontral, Central, Parietal), and Hemisphere (Left, Right). Post-hoc
tests were computed according to the Schefft method described by O'Brien and Kaiser (1985),
in which univariate F-statistics are compared to the critical Schefft value Fs at a probability
level of 5%.
In  a second procedure,  the  data  of each electrode position  in  the 6 seconds after  S 1   were
reduced   to 60 points by taking mean values of successive intervals   o f   100 ms. These
compressed wave forms were subjected to a principal components analysis (PCA). Using the
P4M program of the BMDP package, components with eigenvalues larger than 1 were
extracted from the correlation matrix. The resulting number of components was then extracted
from the covariance matrix in a subsequent PCA, and rotated to a Varimax criterion. Factor
scores were calculated for each of the cases and subjected to separate MANOVAs for each
component.
Following the work of Botwinick & Thompson (1966) and Weiss (1965), the EMG was used
to fractionate RT off-line into premotor and motor RT. Premotor RT is defined as the interval
between stimulus onset and the onset of EMG activity. To this end, EMG onsets were
calculated using the method of Lidierth (1986), which was shown by Van Boxtel, Geraats,
Van den Berg-Lenssen and Brunia (1993) to determine the EMG onset very accurately. The
premotor RTs were averaged within each block of trials and these single-block averages were
again averaged within conditions. The resulting means were subjected to a univariate analysis
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of variance with repeated measures using the SPSS-X MANOVA procedure. The factors were
Experimental Condition and Contraction Velocity.
Motor RTs were obtained by subtracting the premotor RT from the time at which force output
exceeded the running 2% confidence interval calculated over the preceding 20 samples (100
ms). This moment was also computed at a single trial level and the resulting motor RTs were
analyzed in the same manner as the premotor RTs.
The  rate of force production  used to attain the criterion level  of  15%  of the maximum
voluntary force was determined by measuring the interval between the force output exceeding
0.15% and 11.25% of the maximum voluntary force. This measure, called the time to criterion
force, is inversely proportional to the rate of force production.
The premotor RTs of the single trials were also used as a trigger for a subsequent averaging
pass in order to obtain EMG-locked averages. Except for the trigger, the procedure was
identical to the stimulus-locked averaging process. The means of the interval from 300 ms to
200 ms prior to EMG onset were subjected to a MANOVA.
3. Results
3.1 Performance
After practice, the total amount of errors   in   RT and force level   was   10.81%.   Slow
contractions to the criterion force resulted in slightly more errors than fast contractions
(13.11% versus 8.50%: 17(1,9) = 10.26, p <.05). The Choice and Precued conditions did not
differ in error rates (17(1,9) = 0.40, p > .05).
The force exerted  on the transducer is shown in Figure 1, separately  for the two conditions
and contraction velocities.  The  mean  time to criterion force  was  91.8  ms  for fast contractions
and 305.5 ms for slow contractions (F(1,9) = 57.88, p < .05). Subjects reached the criterion
force level earlier in the Precued than in the Choice condition (F(1,9) = 18.12, p < .05). The
interaction between the factors Experimental Condition and Contraction Velocity for the time
to criterion force (F(1,9) = 8.34, p <.05) supports the impression obtained from Figure 1 that
force production rates for slow contractions were lower in the Choice than in the Precued
condition.
Premotor RTs, which are displayed in Figure 2, were longer in the Choice than in the Precued
condition (F(1,9) = 39.85, p < .05). Slow contractions resulted in slightly longer premotor
RTs than fast contractions (F(1,9) = 11.47, p < .05) Figure 2 suggests that precuing
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contraction velocity resulted in nearly equal premotor RTs for both speeds. However, the
interaction between the factors Experimental Condition and Contraction Velocity only
approached statistical significance (17(1,9) = 3.16, p < .11). Motor RTs did not differ between
conditions (F(1,9) = 0.05, p > .05) and contraction speeds (12(1,9) = 3.15, p > .05)
//\\
// /,6\'.0./  \\ 00
1 , \   \\
/                             \\
1/          \    0
4                \     *//    \\ 00//                                       \
4                 \\ 0.
4                   \\ 0005% MVF 1     4                        \\   00
3/ ----3-------,.\  *.-
0.5 S
Figure  I.  Grand means  of the force recordings, averaged  time-locked  to  the  onset  of muscle
activity  (beginning  of trace).  Thick lines are from the  Choice  condition and  thin  lines from
the Precued condition. Solid lines are fast contractions and dashed lines are slow
contractions. MI/F = Maximum Voluntary Force.
3.2 Slow brain potentials
The recordings of all signals, averaged across subjects time-locked to the stimuli, are
displayed in Figure 3, separately for the two contraction velocities and experimental
conditions. In the description of the effects that follow, the term 'larger' will be used to
denote more negative amplitudes, whereas 'smaller' will be used to represent more positive
(or, alternatively, less negative) amplitudes.
3.2.1 Early wave
The amplitudes of the early wave did not differ between Experimental Conditions (17(1,9) =
3.51, p > .05), Contraction Velocities (17(1,9) = 1.78, p > .05) or Hemispheres (F(1,9) = 0.61,
p > .05). They did differ between Electrode Positions (F(2.8) = 11.45. p < .05). Posthoc
contrasts computed for this effect and Figure 3 indicate that parietal positions exhibited
smaller amplitudes than central positions (17(1,9) = 13.49 > Fs = 10.04), whereas central and
frontal positions did not differ (F(1,9) = 0.04 < Fs - 10.04)
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The main effect of the factor Electrode Position is influenced by the factor Contraction
Velocity, as indicated by an interaction of these factors (F(2,8) = 4.67, p < .05). The means
involved in this interaction are depicted in Figure 4. The figure shows that the early wave had
larger amplitudes for slow contractions than for fast contractions at frontal electrode sites,
whereas at central and parietal positions, the amplitudes did not differ between contraction
speeds. However, the F values computed for the effect of Contraction Velocity neither within
the contrast of frontal versus central positions (17(1,9) = 3.16), nor within any other contrast
with equally weighted electrode positions, exceeded the critical Schefft value Fs = 5.12.
3.2.2 Late wave
Figure 3 clearly indicates that the amplitudes of the late wave of the CNV are larger in the
Choice than in the Precued condition. This observation is supported by an effect of the factor
Experimental Condition on the late wave (F(1,9) = 33.31, p < .05). The amplitudes of the late
wave differed between electrode positions (F(2,8) = 8.77, p < .05). Post-hoc tests indicated
that frontal positions differed from central positions (17(1,9) - 19.67 > Fs = 10.04), but central
positions did not differ from parietal electrode sites (F(1,9) = 0.00). The interaction between
the factors Electrode Position and Experimental Condition (F(2,8) = 4.48, p < .05) supports
the impression obtained from Figure 3 that the effects of Experimental Condition were largest
over frontal electrode positions. In fact, the late wave was virtually absent over frontal
positions in the Precued condition. The post-hoc test for the factor Experimental Condition
within the contrast for frontal versus central positions (F(1,9) = 55.27 > Fs = 5.12) supports
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that impression as well. No effect of the factor Experimental Condition within the contrast for
central versus parietal electrode sites was found (17(1,9) = 4.18 < Fs = 5.12)
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Figure 3. Grand means of EEG, EOG, EMG and force recordings, averaged time-locked to
the  stimuli  (smoothed).  Thick  lines  are  traces  from  the  Choice  condition  and  thin  lines  from
the Precued condition. Solid lines are fast contractions and dashed lines are slow contrac-
tions.  Calibration:  1  s time base;  10  BV  (negative up) for  EEG and EOG,  15% of the  maxi-
mum voluntary force for force output (positive up), and 75  BV (positive up) for EMG.
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3.2.3 EMG-locked averages
Averaging the potentials with respect to EMG onset resulted in an effect of the factor
Experimental Condition on the amplitudes of the CNV late wave (F(1,9) = 12.76, p < .05),
just as in the stimulus-locked data. There also was an effect of the factor Electrode Position
(F(2,8) = 9.10, p < .05), suggesting a roughly identical potential distribution of the late wave
in both analyses. In the EMG-locked averages, however, its scalp distribution was not
influenced by the factor Experimental Condition, as in the stimulus-locked analysis, as the
interaction between the factors Electrode Position and Experimental Condition did not reach
significance (17(2,8) = 2.82, p > .05). EMG onset locked averaging and its resulting removal
of the latency j itter  of the premotor  RTs (and hence the effect of Contraction Velocity  in  it)
did result in an interaction between the factors Electrode Position and Contraction Velocity
(F(2,8) = 8.25, p < .05). The means involved in this effect suggested larger amplitudes of the
late wave at central and parietal sites for fast contractions, and at frontal sites for slow
contractions (Contraction Velocity within frontal versus central positions:  F(1,9) = 12.46 >
FS = 5.12).
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3.2.4 Principal Components Analysis
Seven components were extracted from the correlation matrix. Extraction of this number of
components from the covariance matrix and subsequent VARIMAX rotation resulted in the
component loadings that are displayed in Figure 5. The results of the MANOVAs on the
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associated component scores are listed in Table I. Together the components accounted for
92% of total variance.
Figure 5. Loading of the seven com- .--
ponents  extracted from  the  covariance
matrix  by PCA, plotted as a function 1 --
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The first component exhibited high loadings towards the end of the sampling epoch. Its
component scores did not present any statistical effects. Hence it is interpreted as a reflection
of the autocorrelated nature of the data (Wastell, 1981). The second component reflects the
CNV late wave. It has both an identical wave shape and its component scores show the same
effects  as the  late  wave when time-locked to EMG onset. The loadings of the third component
and the effects on the associated scores suggest that it corresponds to the transition between
the P300 after the warning stimulus and the early wave. Its peak latency is slightly shorter
than  the  1000  ms  that  we  used  in our direct tests,  but its loadings continue  to be prominent
well after that (cf Figure 5). We interpret component 4 to be related to the P300 after the
response stimulus, which was present in the Choice but not in the Precued condition.
Component  5 is thought to be associated to the evoked potential after the S 1 and components
6 and 7 to response execution. Because these latter phenomena were not subjected to direct
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tests, components 4,5,6 and 7 will not be further discussed. They were included in Figure
5 and Table I for the sake of completeness.
Table I. MANOVA table for scores of components from PCA of covariance matrix. C =
(Experimental) Condition, V = (Contraction) Velocity, P = (Electrode) Position, H =
Hemisphere.
Source df Component
1 2 3 4 5 6 7
C               1,9 2.69 25.86* 6.57* 46.28* 44.19* 5.44* 0.56
V    1,9 1.33 0.00 9.94* 1.77 15.58* 12.53* 1.06
P    2,8 0.63 11.30* 14.86* 7.01* 15.23* 2.99 1.07
H    1,9 1.91 0.06 1.97 20.13* 1.72 3.25 21.96*
CXV 1,9 0.29 0.77 0.00 0.98 0.80 0.87 5.47*
Cx P 2,8 0.10 0.50 4.70* 7.68* 8.25* 15.12* 7.06*
CXH 1,9 0.82 0.14 2.57 0.03 0.10 0.31 2.73
*Vx P 2,8 0.01 6.02 2.79 0.67 12.13* 5.23* 0.79
Vx H 1,9 0.48 0.58 1.88 1.07 1.34 0.96 3.22
PXH 2,8 2.14 0.37 4.74* 2.79 4.05 0.18 2.22
Cx Vx P 2,8 1.53 1.51 2.05 1.86 1.21 2.17 14.08*
Cx Vx H 1,9 1.36 0.01 0.18 0.47 0.00 1.63 1.46
Cx Px H 2,8 0.31 1.37 0.30 2.52 1.45 3.78 1.83
Vx Px H 2,8 0.21 2.24 0.32 1.24 0.91 0.31 4.40
C x V x P x H2,8 0.50 0.18 0.87 0.29 0.67 1.73 0.67
1 p < .05
4. Discussion
4.1 Performance
Slow contractions to the criterion force were clearly more difficult to execute than fast
contractions. Not only did subjects make more errors in slow contractions, they also delayed
their response. Precueing contraction velocity resulted in a reduction of the response delay of
slow as compared to fast contractions, a finding that is traditionally attributed to preprogram-
ming (Klapp et al.,  1974). The results of the present study provide support for the notion of
Carlton et al.  (1987) that response latency is related to the rate of force production needed for
its execution, with response duration being merely a by-product. Slow contractions in our
Choice condition were performed with a lower average rate of force production than slow
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contractions in the Precued condition. This difference is shown in Figure 1 and appeared as
an interaction between the factors Experimental Condition and Contraction Velocity on the
time to criterion force, which is inversely proportional to the rate of force production.
As a possible physiological mechanism underlying the negative relation between response
latency and the rate with which force is produced, the conduction velocity of motoneuron
axons should be considered. According to the size principle (Henneman, Somjen & Carpenter,
1965), the order of motor unit recruitment with increasing muscle contraction strength is
fixed, starting with the smaller motoneurons with axons of smaller diameter, and successively
adding larger motoneurons with bigger axons. Smaller axons conduct its spike more slowly
to the muscle than larger axons. For slow contractions, in which motoneurons are recruited
at relatively large intervals, this will not affect the recruitment order when recorded at the
level  of the muscle units (as in EMG recording). However, for fast contractions, in which the
larger motoneurons fire only a brief interval after the smaller ones, recruitment order seems
to be reversed when recorded at the muscle because of the faster axonal conduction in the
larger cells. This mechanism can account for differences between fast and slow contractions
of 5 - 10 ms (Desmedt and Godaux, 1979), which is about the residual premotor RT
difference in the Precued condition (cf. Figure 2).
In conclusion, our performance data can, at least partly, be explained by peripheral
mechanisms related to the rate of force production needed in response execution.
4.2 Early Wave
The early wave of the CNV is generally found to be frontally dominant and is believed to be
related to the warning stimulus, either as a manifestation of the orienting reflex (Loveless &
Sanford, 1974; Rohrbaugh, 1984; Rohrbaugh & Gaillard, 1983; Weerts & Lang, 1973) or of
stimulus processing (Simons, 1988). It is therefore somewhat surprising to find that early
wave amplitudes over the frontal cortex were larger prior to slow than to fast contractions,
irrespective of the experimental condition, because only in the Precued condition the warning
stimulus contained information about response speed. In fact, for fast contractions, the early
wave was larger at central than at frontal positions (cf. Figure 4), explaining why in the main
effect of the factor Electrode Position, no difference between frontal and central sites was
found. These findings suggest a relation of the early wave with response execution, rather than
with stimulus processing or orientation. Such a relation would be expected for the late wave
instead of for the early wave.
The direct tests that showed these effects were performed on the means of the interval
between  950  and   1050 ms after the warning stimulus, because Figure 3 suggested  that  the
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early wave reached its maximum at about 1 second after that stimulus. The PCA did not result
in components with high loadings at that interval, therefore it might simply have been an
inappropriate interval to analyze. However, one should be careful to infer latencies of
biologically relevant components from rotated principal components. Even so, the scores of
the third component, showing maximum variability across experimental manipulations at about
500 ms after the warning stimulus, not only exhibited main effects ofthe factors Experimental
Condition and Electrode Position, but also of the factor Contraction Velocity (cf. Table I).
Apparently, very early  in the  S l  - S2 interval processes are taking place, which are related
to the response to be executed, and in which the frontal cortex plays an important role.
Although this study can not be specific about the nature of this activity because the
informational value of the warning stimulus was confounded  with its orientational properties,
the results do suggest that the early wave is not only related to either orientation or stimulus
processing, but also to aspects of motor programming or task performance. A similar
suggestion was also made by McCallum and Curry (1981), who related early wave amplitudes
to the making of a decision about whether or not to execute a motor response in a go/no-go
task.
4.3 Late Wave
The main prediction of this study was that the late wave of the CNV would be larger in the
Choice than in the Precued condition, because the subjects were anticipating the informational
response stimulus as well as preparing the response (Brunia, 1988). The results were clearly
in agreement with this prediction. Both the direct tests on the amplitudes of the late wave and
the tests on the component scores of the PCA support this conclusion.
In this view, the late wave of the CNV  in the Precued condition is identical to the Readiness
Potential. Indeed, the scalp distribution of the late wave in that condition (cf. Figure 3)
resembles that of the RP to the extent that its maximum amplitudes can be found at central
or parietal electrode sites and that it is small or even positive at frontal leads (Deecke &
Kornhuber, 1977). Higher amplitudes over the hemisphere contralateral to the responding hand
were not found in this study, though. This could be viewed as an indication that even in the
Precued condition, the late wave of the CNV is not exactly identical to the Readiness
Potential. Possibly, a very small residual SPN with a right hemisphere preponderance
preceding the non-informative response stimulus counteracted the contralateral dominance. Or,
this could be the consequence of the reaction time demands in our paradigm, which are absent
in the situation in which Readiness Potentials are recorded.
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In the Choice condition, the late wave would consist of a Readiness Potential superimposed
on a larger SPN prior to the informative response stimulus. The finding that the difference
in amplitude between the Choice and Precued conditions was largest at frontal electrode
positions, suggests at least a frontal source for the SPN. Brunia and Damen (1988) suggested
that the SPN prior to a stimulus providing knowledge of results in a time production task had
a frontal and a pal:ietal source. In the present study larger amplitudes in the Choice than in
the Precued condition were also found at parietal electrode positions, but as the largest
difference was observed at frontal sites, a predominance of the frontal source for this task is
suggested.
Averaging the late wave time-locked to EMG onset instead of to the stimulus eliminates the
latency jitter of the response and introduces variability in the instant at which the response
stimulus was presented. Hence it could be expected that the part of the late wave that is
related to the response stimulus (the SPN) spreads out in the average. Because the SPN was
supposed to be present only in the Choice condition, the amplitudes in that condition were
expected to decrease as a result of averaging time-locked to the onset of muscle activity,
possibly even becoming equal to those of the Precued condition.  This was not observed in this
experiment. Perhaps, as a result of the thorough training, the variability in response latency
was too small to eliminate most ofthe presumed stimulus-related negativity. Or, the additional
negativity in the Choice condition is also associated with the response, and not with the
response stimulus as we assumed. This suggestion is supported by the fact that averaging
time-locked to muscle activity onset, thereby also eliminating the effect of contraction speed
that was present in the premotor RT, introduced a difference between fast and slow
contractions at frontal electrode positions in the late wave, irrespective of the experimental
condition. Interestingly, the principal components analysis on the covariance matrix of the
stimulus-locked data extracted a component corresponding to the late wave, of which the
factor scores exhibited the same effect as the direct tests on the EMG-locked data.
The results of other studies that have compared simple and choice RT tasks are generally in
agreement with our findings. Larger amplitudes of the CNV in choice as compared to simple
RT procedures have been reported, both using short (Jarvilehto & Fruhstorfer, 1970; Kutas
& Donchin,  1980) and long (McCallum & Curry, 1981; Rohrbaugh & Gaillard, 1983; Simons,
Hoffman & MacMillan, 1983) inter-stimulus intervals. These studies generally also reported
the most prominent differences to be at frontal electrode sites. However, there are other
studies, in which no difference was observed between choice and simple RT setups (Syndulko
& Lindsley, 1977) or even smaller amplitudes were found in choice than in simple RT
(MacKay & Bonnet,  1990; Poon, Thompson & Marsh, 1976). The pattern of results of both
the studies that are in agreement with the present inquiry and those that seem to contradict
it, suggests that the amplitudes of the CNV late wave are larger in a choice than in a simple
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RT procedure when task demands are high and constraints on RT are imposed. If task
demands are low. or if subjects are allowed to express an increase in task demands as
(substantially) longer RTs, late wave amplitudes in choice RT are about equal to or lower than
in simple RT. These suggestions favor an interpretation of the CNV  late wave in terms of task
performance rather than of motor preparation and stimulus anticipation.
A possible problem with the interpretation of the results of this study is that the paradigm
which was used inherently confounds stimulus anticipation and response preparation. As a
consequence, it is not possible to make a sure statement as to whether the SPN in this setup
is really associated with the anticipation of the response stimulus. It could also be argued that
it is related to the larger task demands in the Choice as compared to the Precued condition.
The percentage of errors in the conditions did not differ, but it is possible that the subjects
were only able to reach the same error level in the Choice condition if they spent more effort.
The SPN could then be related to the amount of effort expenditure or task load, rather than
to stimulus anticipation.  In this sense the SPN would seem to be related to the notion of the
nonmotor CNV ("true CNV") of Ntiatanen and Michie (1978), which was also associated with
task demands. However, according to these authors, the nonmotor CNV is centrally dominant,
whereas the results of the present study suggest a frontal source. The issue remains unsettled
and merits further study.
5. Conclusions
The existence of the Stimulus-Preceding Negativity has been demonstrated up to now by
separating it in time from other slow brain potentials, either using stimuli providing
knowledge of results (Brunia & Damen, 1988; Damen & Brunia, 1987; Grunewald &
Grunewald-Zuberbier, 1983), or in the double priming paradigm (ROsler, 1991). The present
study did not isolate the SPN based on its temporal distance from other potentials, but by
means of the scalp distributions obtained in simple and choice RT tasks in an otherwise more
conventional CNV paradigm. As such, the results of this inquiry support a multi-component
view of the CNV late wave, in which it consists of a centrally dominant component (the
Readiness Potential) and a frontal component. A similar conclusion was already drawn by
Jb:rvilehto and Fruhstorfer (1970) using an auditory discrimination task with a interstimulus
interval of 1 s. They hypothesized that the frontal component was related to the uncertainty
of the subjects, but due to their short interstimulus interval it was not clear whether it was an
effect that was revealed in the early or in the late wave. Central and frontal components of
the CNV were recently also demonstrated intracortically in monkeys performing a simple
forewarned RT task, the classical CNV task, using an interstimulus interval of 1 second
(Sasaki & Gemba, 1991). These authors related the frontal component to conative activity.
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The hypothesis that the additional negativity which distinguishes the Readiness Potential from
the CNV late wave, reflects the anticipation of the upcoming response stimulus (Brunia, 1988)
is also supported by the present inquiry. Insertion of a task-relevant stimulus did in fact
increase CNV late wave amplitudes. This finding is also supported by studies in the monkey,
which have shown that task-relevant stimuli, to which no immediate motor response was
required, were preceded by increased firing rates of neurons in the premotor cortex (Mauritz
& Wise,  1986). The original findings were interpreted in terms of event predictability and not
of the anticipation of sensory input, but they do not contradict the latter view.
In conclusion, the results of this study indicate that the late wave of the CNV consists of two
components. The first component is dominant at central electrode sites and is related to overt
motor behavior, and hence similar to the Readiness Potential. The second component is
frontally dominant and its relation to behavior is less straightforward. It is possible to relate
it to stimulus anticipation, but alternative explanations, for instance in terms of task demands,
can not be ruled out. The latter interpretation may well have a larger heuristic value.
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Experiment II
Motor and Non-motor Aspects
of Slow Brain Potentials
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1. Introduction
The Contingent Negative Variation (CNV) is a slow negative brain potential recorded from
the human scalp in the 1 s foreperiod of a simple reaction time (RT) task (Walter, Cooper,
Aldridge, McCallum, & Winter, 1964). These authors thought the CNV to be "the electric
sign ofcortical 'priming' whereby responses to associated stimuli are economically accelerated
and synchronized" (p. 383). In subsequent research the CNV has been related to rather loosely
defined concepts, such as motivation (Irwin, Knott, McAdam, & Rebert, 1966), conation
(Low, Borda, Frost, & Kellaway, 1966), or attention (Tecce, 1972).
Connor and Lang (1969) were the first to use a longer interstimulus interval than the
traditional  1  s, and they found that the CNV consisted of two components: an early negativity
peaking within one second after the warning stimulus, and a late negativity increasing up to
the instant at which the response stimulus was presented. Further studies led to the notion that
the early wave reflects the orienting properties of the warning stimulus (Loveless & Sanford,
1974; Weerts & Lang, 1973), although this interpretation has been challenged more recently
(Simons, 1988). The functional interpretation of the late CNV has been a matter of debate.
Initially, it was thought to be related to the anticipation of the response stimulus (Loveless &
Sanford, 1974; Weerts & Lang, 1973). Other investigators associated it with motor preparation
(Gaillard, 1978; Loveless, 1977; Rohrbaugh & Gaillard, 1983; Rohrbaugh, Syndulko, &
Lindsley, 1976). An important argument for the latter position was its similarity to the
Readiness Potential (RP), a slow brain potential recorded prior to self-paced movements
(Kornhuber & Deecke, 1965).
In a somewhat different view, it is recognized that the late CNV contains an RP, but it is
argued that a non-motor component may contribute to the late CNV as well (Brunia & Haagh,
1986; McCallum, 1988; Tecce & Cattanach, 1982). The existence of the non-motor
component is suggested by studies in which negativity was recorded preceding stimuli without
motor requirements, for instance (1) stimuli with an emotional content (Klorman & Ryan,
1980; Simons, Ohman, & Lang,  1979); (2) stimuli providing knowledge of results (KID about
the correctness of prior performance (Brunia & Damen, 1988; Damen & Brunia, 1987;
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Grunewald & Granewald-Zuberbier, 1983; Ruchkin, Sutton, Mahaffey, & Glaser, 1986); (3)
stimuli providing an instruction about a future response (Frost, Neill, & Fenelon, 1988;
Gaillard & Van Beijsterveldt, 1991; ROsler, 1991); (4) probe stimuli with which the outcome
of a previous task has to be matched (Chwilla & Brunia, 1991, 1992; Ruchkin, Johnson,
Mahaffey, & Sutton, 1988).
Because the non-motor component always precedes task-relevant stimuli, it has been labelled
Stimulus-Preceding Negativity (SPN; Brunia, 1988; Damen & Brunia, 1987; Gaillard & Van
Beijsterveldt, 1991; Rosler,  1991).  The late CNV may be the sum  of two components:  the RP
reflecting preparation for the response, and the SPN reflecting the anticipation of the
upcoming response stimulus. In a previous study an attempt was made to distinguish these
components  in the  late CNV, using a conventional  S l  - S2 paradigm (Van Boxtel,  Van  den
Boogaart, & Brunia, 1993). Subjects had to attain a fixed-force level at two different speeds
in a choice-RT task. The required speed was indicated by an instruction stimulus, which was
either inserted at S 1 or at S2. It was hypothesized that the late CNV should be enhanced when
the instruction was presented at S2 as compared to S l. The rationale was that the subjects had
to  anticipate an additional stimulus  in the former  case,  and  that this stimulus  (of the third  type
in the above calegorization) would elicit an SPN. The expected result was indeed found, and
two overlapping components were distinguished in the late CNV: the RP with a maximum
over central electrode sites, and the SPN that was frontally dominant.
The present study has two objectives. The first is to replicate the finding that the late CNV
is enhanced if a task-relevant stimulus has to be anticipated at S2. Such a finding provides
evidence for an SPN overlapping the RP. Three improvements to the previous study are made
in the present experiment. (1) Motor output is very tightly controlled. In the previous study
motor output was less well controlled, resulting in a lower force production rate when the
information was presented at S2 than at  S l. It could be argued that the effect on the late  CNV
was due to this difference, and hence of motoric origin. (2) The information content of the
stimulus that transmitted the instruction about response speed is varied, instead of its physical
presence or absence. In the previous study it was not clear whether the effect on the late CNV
was due to the presence of the stimulus or to the instruction contained in it. (3) A control
condition is included  in which no instruction is presented neither at  S 1  nor at  $2.
The second objective of the present study is to estimate the amplitude and scalp distribution
of the SPN by recording the SPN both with and without overlap with the RP. To this end,
an additional warning stimulus  (WS) was inserted before S t, producing  a  WS   -   S l   -   S2
paradigm.  The  pre-S 1   negativity was compared  to the negativity before S2 under three
conditions when the instruction information was presented at S l, when it was presented at S2,
and when the instruction was given before a block of trials. In this way the contribution of
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the RP and the SPN to the late CNV is estimated. This is done to investigate the possibility
that the effect on the late CNV in the previous experiment was due to an enhanced RP instead
of an additional SPN.
2. Method
2.1 Subjects
Nineteen right handed subjects, who were paid at a flat hourly rate, participated in the
experiment.  The data of 4 subjects were discarded because of an insufficient number of trials
available for analysis (see Section 2.5). The remaining subjects were 6 women and 9 men
with ages ranging from 20 - 29 years and an average of 24.4 years.
2.2 Apparatus
Each subject was seated in a dimly lit, sound-attenuating, electrically-shielded chamber at a
table with a slightly sloping top (11° of inclination). A panel of 20 by 30 mm was mounted
centrally on the desk at a viewing distance of 45 cm, and 70° of inclination. The panel
contained 5 LEDs of size 2 mm which were positioned in a plus-sign pattern at a visual angle
of  1.27°. The central  LED was colored green and served  as the fixation light.  The  LEDs
above and below the central LED were colored red and the LEDs right and left of it were
yellow. These LEDS were used to provide the information about the required response. To
the right side of the panel at a distance of 8 cm, a linear force transducer (strain gauge type,
Brosa EBM 6153, non-linearity < 0.15%, maximum displacement 0.035 mm) was positioned
on the desk in such a way that, with the subject's forearm resting on the desk, the location
of the transducer was between the thumb and index finger. Two acoustic stimuli were used;
a warning stimulus  (400   Hz,   70 dBA, duration   150  ms),  and a stimulus that provided
knowledge of results  (2000  Hz,  70 dBA, duration  150  ms). Both stimuli were presented
through a loudspeaker mounted behind the subject at the ceiling of the experimental chamber
and were gated almost instantaneously (rise/fall < 0.1 ms).
2.3 Procedure
The experiment consisted of two sessions separated by one week. In the first (training)
session, the subject was instructed to squeeze the force transducer as forcefully as possible and
hold it for about 1 s to establish the maximum voluntary force (MVF). This was repeated 3
to 5 times at intervals of about 2 min until a decline in force was detected. The largest value
noted was used to set the criterion force level at 25% of MVF with a total tolerance window
of 50%. Thus, the actual force output had to be in the range of 18.75% - 31.25% of MVF to
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be considered correct. Care was taken that only thumb and index finger contributed to the
force exerted on the transducer.
After determination of the maximum voluntary force, the subject was instructed about the
sequence of events that made up an experimental trial. A response was defined to be a
squeeze on the force transducer up to the criterion force range. The lower and upper red LEDs
on the stimulus panel, as well as the middle green LED, were used to provide immediate force
feedback to the subject. The lower red LED was illuminated as soon as force output exceeded
1.5% of MVF. The middle green led was illuminated if the force output was in the criterion
range (18.75% - 31.25% of MVF) and the upper red LED was lit in case ofan overshoot. The
criterion force was required to be reached either rapidly (30 - 100 ms from response onset to
criterion force) or slowly (130 - 200 ms from response onset to criterion force), depending
on the instruction for that particular trial.
A trial started with the auditory warning stimulus (WS) and concurrent illumination of the
green LED that served as a fixation stimulus during the foreperiod. The offset of the fixation
light demarcated the end of the foreperiod of 4 s and provided the response stimulus (S2), to
which the subject had to respond as quickly as possible. Information about the required
response (fast or slow) was provided by illuminating the two vertically arranged red LEDs
(fast contraction) or the two horizontally arranged yellow LEDs (slow contraction). This
instruction stimulus  of 1 5 0 ms duration was presented  at  S l,   1 s after  WS,  and  at  S2.  In the
case of errors in response, contraction speed, or force level, the auditory KR stimulus was
presented 2 s after S2. The trials were administered to the subjects in blocks of 60 trials with
intertrial intervals ranging from 6 - 11 s and an average of 8.5 s (rectangular distribution).
There were three experimental conditions: Simple, Precued and Choice. The conditions
differed with respect to the moment at which the information about contraction speed was
provided: no information (Simple), information   at   S 1    (Precued), or information   at   S2
(Choice). In the Simple condition, subjects were informed about the required speed in the
whole block before it started. Since  S 1  was the same  as S2, no information about contraction
speed was delivered at either stimuli. In the Precued condition, the speed instruction was
revealed  by  S l,  and the required contraction speed varied from trial to trial   in a pseudo-
random fashion. In the Choice condition, the required response speed also varied from trial
to  trial,  but the information conveyed  at  S 1  had no relation  with that presented  at  S2.
The training session consisted of one or two blocks of fast and one or two blocks of slow
contractions, depending   on the subject' s ability, using the Simple condition. During these
blocks, the subjects were verbally guided by the experimenter to produce correct contraction
speeds while refraining from agonist muscle tension during the foreperiod. Then, three blocks
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of the Precued condition were administered, followed by three blocks ofthe Choice condition.
In the experimental session a very short training was administered again, after which the
electrodes were affixed to the subjects. Then, the subjects performed two blocks in the Choice
and two blocks in the Precued condition, either in the sequence ABAB or BABA, followed
by one block of fast contractions and one block of slow contractions using the Simple
protocol. The presentation order of the experimental conditions, including the Simple
conditions, were counterbalanced across subjects, but the Simple conditions were always
presented after the Choice and Precued conditions, in order to ensure the maximum level of
practice.
2.4 Physiological Recordings
The electromyogram (EMG) from the first dorsal interosseus muscle of the right hand was
recorded bipolarly by 2 mm Beckmann Ag-AgC1 surface electrodes. The electrodes were
located approximately  10 mm apart (center to center), parallel  to the muscle fiber direction.
The EMG was amplified (3.8 - 520 Hz), full-wave rectified, high-pass filtered at 20 Hz, low-
pass filtered at 50 Hz, and digitized at a rate of 200 Hz. Actually, this order of signal analysis
was wrong. The correct order should have been amplifying, high-pass filtering, rectifying,
low-pass filtering and digitizing. The error is likely to attenuate absolute EMGs, but not the
relative differences between contraction speeds and experimental conditions, an expectation
which was confirmed by a follow-up study.
The electro-oculogram (EOG) was recorded bipolarly by three pairs of 2 mm Beckmann Ag-
AgC1 electrodes. In order to monitor horizontal and vertical eye movements, two pairs we
affixed vertically above and below each eye, and one pair at the outer canthi. The extensive
EOG recording was used for a separate study into eye movement correction methods. For
illustrative purposes, only the vertical EOG from the right eye will be displayed. Beckmann
Ag-AgC1 cup electrodes with a diameter of 8 mm were used to record the electroen-
cephalogram (EEG) from the following lateral frontal, central and parietal scalp sites of the
international 10 - 20 system:  F3, F4, C3, C4, P3, P4. Reference site for these derivations was
the left mastoid process. An electrode was also placed over the right mastoid and reference
to the average of the mastoids was realized in the computer software. EOG and EEG signals
were differentially amplified (time constant 30 seconds), low-pass filtered at 30 Hz
(Butterworth, 48 dB per octave roll-off) and on-line A/D converted at 200 Hz. The 1 s
interval before WS was used for baseline correction.
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2.5 Data Analysis
The criteria to include a trial record in the averaging procedure were:
(1)       Absence of excessive eye movements. This was checked by an automatic procedure,
in which the EOGs were first digitally low-pass filtered at 5 Hz (only for artifact
detection). Then, for each EOG channel it was checked whether the minimum and
maximum EOG voltages did not differ more than 80 pV Furthermore, the non-
baseline interval (6 seconds, from WS until 2 seconds after S2) was divided into 4
parts of 1.5 seconds each, of which the mean voltage should not differ more than 40
HV from the baseline.
(2)     Absence of movement and electrostatically induced artifacts. To this end, the EEG
records were checked in a similar procedure as the EOG, but the EEG signals were
low-pass filtered at 2 Hz (only for artifact detection), and the mean amplitude in one
of the four non-baseline intervals should not differ more than 25 pV from the baseline.
(3) Reaction times  in the range  from   100  to  400 ms after  S2.  RT was defined  as  the
instant at which  the force exerted  on the transducer exceeded  1.5%  of the subject's
maximum voluntary force.
(4)       Force level within limits (18.75% - 31.25% of MVF).
(5) Force level reached within  30  -  100 ms after  RT for  fast and within  130  -  200  ms for
slow contractions.
After artifact rejection, at least 30 trials should remain for each condition. Subjects who did
not meet this criterion were discarded from further analysis. Of the remaining correct trials,
an average was computed for each condition separately. The negativities in two intervals were
analyzed:  (1) the pre-Sl negativity, defined as the mean amplitude in the interval of 100 ms
preceding  S l;  (2) the pre-S2 negativity  (late CNV), defined  as  the mean amplitude  in  the
interval  of  100 ms prior  to S2. These measures were subjected to multivariate analyses  of
variance (MANOVAs) using the SPSS-X package. The within-subjects factors were Condition
(Choice, Precued, Simple), Electrode (Frontal, Central, Parietal), and Hemisphere (Left,
Right). In order to examine the contribution of muscle tension to the measured ERPs, mean
agonist EMG activity during the pre-S 1 and pre-S2 intervals  were also analyzed.
A separate analysis was aimed at estimating amplitude and scalp distribution of the SPN. The
SPN  preceding  S 1 was estimated by subtracting the means  of the  pre-St   negativity  in  the
Simple condition from the means obtained in the Precued condition. The SPN preceding S2
was estimated by subtracting the means of the pre-S2 negativity in the Simple condition from
the means obtained in the Choice condition. MANOVAs were performed on these estimates
with  factors  Time  (pre-S 1, pre-S2), Electrode (Frontal, Central, Parietal) and Hemisphere
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(Left, Right). To separate the effects of an overall difference in amplitude between the SPN
before  S 1   and  S2 from their scalp distributions,  the  data were rescaled according  to  the
method of McCarthy  and  Wood (1985)  for all tests except the main effect of the factor Time.
EMG was used to fractionate RT off-line into premotor and motor RT. Premotor RT was
defined as the interval between the onset of S2 and the onset of the EMG. EMG onset was
calculated on single trials by an adapted version of the method of Lidierth (1986), which was
shown by Van Boxtel, Geraats, Van den Berg-Lenssen and Brunia (1993) to be very accurate.
Single trial motor RTs were obtained by subtracting premotor RT from total RT, which was
defined  as the instant at which force output exceeded  1.5%  of MVF.  The  rate of force
production used to attain the criterion force level was determined by measuring the interval
between the force output exceeding  1.5% and 18.25% of MVF. This measure, called the time
to criterion force, is inversely proportional to the rate of force production. These three
measures and the number of errors were subjected to separate MANOVAs with within-
subjects factors Condition (Choice, Precued, Simple) and Velocity (Fast, Slow).
For all MANOVAs, post-hoc tests were computed according to the Scheffe method described
by O'Brien and Kaiser (1985), in which univariate F-statistics are compared against a critical
Scheffd value Fs at a probability level of 5%.
3. Results
3.1 Task Performance
The difficulty of the task was reflected in a high overall error rate of 32.2%. Error rates
differed between Conditions (F(2,13) = 11.91, p < 0.05). Error rates in the Choice condition
(39.4%) were larger than in the Precued (28.9%) and in the Simple (28.2%) conditions
(Choice versus Precued: F(1,14) = 16.88 > Fs - 8.21; Precued versus Simple: PIt,14) = 0.09)
Error rates were also higher for slow than for fast contractions; 44.2% versus 20.2%
respectively (17(1,14) = 54.47, p < 0.05).
The force exerted on the transducer is shown in Fig. 1, separately for the experimental
conditions and contraction velocities. It can be seen from this figure that the rates of force
production were highly constant across experimental conditions. The analysis of the time to
criterion force. which is inversely proportional to the force production rate, revealed a
significant effect of Velocity (F(1,14) = 1655.31, p < 0.05) and no effect of Condition



















0 200 400 600 800 1 000
Time (ms after EMG onset)
Figure  1.  Force  output for fast and slow contractions  in the  three  experimental  conditions  of
the experiment, averaged time-locked to EMG onset (time point 0).
Premotor RTs differed between Conditions (12(2,13) = 37.18, p < 0.05). Post-hoc tests
confirmed the impression obtained from the means involved in the analysis, that premotor RTs
in the Precued and Simple conditions did not differ (17(1,14) = 0.07) but that those of the
Choice condition were larger (F(1,14) = 67.30 > Fs = 8.21). A main effect of Velocity was
also found (17(1,14) = 11.37, p < 0.05), but Condition and Velocity did not interact (F(2,13)
= 1.76, p > 0.05). Motor RTs did not differ between Conditions (12(2,13) = 0.14), but they
were slightly larger for slow than for fast contractions (F(1,14) = 22.51, p < 0.05).
There were no differences between conditions in the levels of agonist EMG activity during
the intervals in which ERPs were measured (pre-Sl: F(2,13) = 1.88, p > 0.05; pre-S2: F(2,13)
= 0.18).
3.2 Slow Brain Potentials
The recordings of all signals averaged time-locked to the stimuli across contraction velocities
and subjects, are presented in Fig. 2, separately for the three experimental conditions. In the
description ofthe effects that follows, the terms 'larger' and 'smaller' indicate 'more negative'
and 'less negative', respectively.
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Figure 2. Grand means of EEG, EOG, EMG and force recordings, averaged across
contraction velocities  and  subjects.  Calibrations:   1   second  time  base,   10  BV  (negative  up)  for
EEG and EOG:  100 BV (positive up) for EMG and 25% of the maximum voluntary force
(positive up) for the force output.
3.2.1 Pre-S2 negativity (late CNV)
It can be seen in Fig. 2 that the late CNV increased gradually up to the presentation of S2.
The pre-S2 negativity was larger when S2 contained information (Choice condition) than
when it did not (Precued and Simple conditions). This is supported by a main effect of
Condition (17(2,13) = 17.42, p < 0.05), and by the post-hoc test of Choice versus Precued
(F(1,14) = 25.63 >Fs= 8.21) and Precued versus Simple (F(1,14) = 0.03). The pre-S2
negativity was largest at central electrodes (Electrode: F(2,13) = 12.86, p < 0.05). Its
amplitude was smaller at frontal than at central sites (17(1,14) - 27.24 > Fs = 8.21), whereas
the latter was not different from that obtained from parietal leads (F(1,14) = 3.53 < Fs =
8.21). The pre-S2 negativity was larger over the left than over the right hemisphere (F(1,14)
= 14.21, p < 0.05). There were no interactions (Condition by Electrode: F(4,11) = 0.78;
Condition by Hemisphere: 17(2,13) = 0.80; Electrode by Hemisphere: F(2,13) = 3.17, p >
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0.05; Condition by Electrode by Hemisphere: 17(4,11) = 3.16, p > 0.05). The means involved
in these tests are presented  in  Fig.  3.
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Figure 3. The negativity recorded preceding Sl  (left panel) and preceding S2 (right panel),
averaged over hemispheres,  as a function of condition and electrodes.
3.2.2 Pre-Sl negativity
The  pre-S 1 negativity recorded between  WS  and  S 1   reached a maximum  at the instant  at
which   S 1 was presented.   If  S 1 contained information about contraction speed (Precued
condition), the amplitude was larger  than  when  S 1  did not contain information (Choice  and
Simple conditions): 17(2,13) = 21.30, p < 0.05. Post-hoc tests indicated that the amplitude in
the Choice condition did not differ from the Simple condition (F(1,14) = 3.41 < Fs - 8.21),
whereas the amplitudes  in the Choice and Precued  conditions did differ  (F(1, i4)  =  44.59  >
Fs  =  8.21).   The  pre-Sl   negativity  had a central maximum  (F(2,13)  =  9.01, p  <  0.05).  The
means involved in these tests are presented  in  Fig.   3.
3.2.3 Estimation of the SPN
Fig.  4 displays the estimates of the SPN obtained by subtraction of the amplitudes recorded
in the Simple condition. There was no difference in overall amplitude between the estimates
(Time: F(1,14) = 0.03). However, the scalp distributions were not identical for the SPN
estimates before S 1  and S2. The MANOVA on the rescaled data revealed interactions of Time
and Electrode (12(2,13) = 9.39, p < 0.05), Time and Hemisphere (F(1,14) = 4.80, p < 0.05)
and of Time, Electrode, and Hemisphere (F(2,13) = 5.12, p < 0.05). Simple effects confirmed
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the suggestion obtained from Fig. 4 that the pre-S 1 SPN estimate differed in anterior-posterior
direction (17(2,13) = 18.45, p < 0.05), but not between hemispheres (F(1,14) = 0.00). The pre-
S2 SPN estimate, by contrast, was larger at the central and parietal scalp sites over the right
than over the left hemisphere (Electrode by Hemisphere: 17(2,13) = 4.07, p < 0.05).
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Figure 4. SPN estimates preceding S 1  (left panel) and preceding S2  (right panel). The means
are differences between Precued and Simple conditions for the pre-Sl SPN and between
Choice and Simple conditions for the pre-S2 SPN.
4. Discussion
The first aim of the present study was to replicate the finding that the late CNV is enhanced
if a task-relevant stimulus has to be anticipated at S2 (Van Boxtel, Van den Boogaart, &
1 Brunia, 1993). The present results confirm this finding, which is consistent with the view that
I
the late CNV is the sum of the RP and the SPN. The enhanced late CNV is not related to
differences in the instructed overt motor response, since the force output patterns in all
conditions were highly similar (Fig. 1) Neither is the enhanced late CNV related to
uninstructed agonist muscle activity, since there were no differences between conditions in
agonist EMG activity during the foreperiod.  In sum, given the amount of training the subjects
received, and these patterns of force production and agonist EMG,  it is unlikely that variations
in the instructed motor response produced the enhancement of the late CNV. This conclusion
supports the notion that the late CNV increase is due to the SPN.
If the  SPN is related to stimulus anticipation, it should also precede S l, where it is assumed
not to be confounded by an overt motor response and to have no overlap with the RP.
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Negativity was indeed recorded preceding  S l, even though a motor response was not required
(see Fig. 2). The negativity was always largest preceding the stimulus by which the
information is transmitted. In the Choice condition the increase occurred preceding S2, in the
Precued condition preceding  S l,  and  in the Simple condition  it  did not occur  at  all.   The
increase was of the same magnitude (about 4 kiV) whether the information was transmitted
by  S l  or by S2. These findings support the notion that the  late  CNV is the sum  of the RP and
the SPN component.
The   amplitude and scalp distribution   of  the SPN before   Sl   and   S2 were estimated   by
subtraction of the means of the Simple condition from the Choice and Precued conditions
(Fig. 4). The amplitude of the SPN was the same before Sl  and S2. However, their scalp
topographies differed.  The pre-S 1 SPN estimate had a centro-parietal maximum and exhibited
no lateral asymmetry. The pre-S2 estimate, on the contrary, showed no clear maximum in the
anterior-posterior distribution over the right hemisphere, and a reduction in amplitude over
the left central and parietal electrode sites. Hence, both the sagittal and the coronal
distributions of the estimates differed. This finding is di fficult to reconcile with the notion that
both estimates reflect the same component. However, not every difference in topography
should be regarded as a separate component (Gaillard, 1988). It is possible to attribute the
differences between   the   pre-Sl and pre-S2 estimates to variations   in the experimental
configuration in which they were recorded, such as the length of the interstimulus interval.
The  amplitudes  of  the  pre-Sl   negativity were sustained at frontal leads  and more sharply
rising at central and parietal sites. This distribution has also been found in other studies in
which Sl was informative (Frost, Neill, & Fenelon, 1988; Gaillard & Van Beijsterveldt,  1991;
Rosler, 1991). It also resembled SPNs recorded preceding KR (Brunia & Damen, 1988;
Damen & Brunia, 1987; Grunewald & Grunewald-Zuberbier, 1983; Ruchkin et al., 1986) and
probe stimuli (Chwilla & Brunia, 1991,1992; Ruchkin et al., 1988). The negativity recorded
during the exposure of affective slides (Klorman & Ryan, 1980) showed a frontal maximum.
but eye movements may have contributed to this result (Rohrbaugh and Gaillard, 1983).
Hence the sagittal distribution of SPNs recorded preceding stimuli of three and perhaps all
four categories distinguished in the Introduction is similar.
The negativities recorded before the different types of stimuli do differ with respect to their
lateral distribution. In the above-mentioned experiments (Klorman & Ryan, 1980; Simons et
al., 1979) laterality was not studied. Negativity before instruction stimuli usually does not
lateralize (Gaillard & Van Beijsterveldt, 1991; this study), while that before probe stimuli
shows a left hemisphere preponderance (Chwilla & Brunia, 1991, 1992). On the contrary, a
right hemisphere preponderance is found for the pre-KR negativity (Brunia & Damen, 1988;
Damen & Brunia, 1987; 1994; Grunewald & Grunewald-Zuberbier, 1983). The instruction and
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probe stimuli are followed by a response, whereas KR stimuli are preceded by it (Brunia,
1988; R8sler & Heil, 1991). Possibly the future use of the right hand for the response in the
probe and instruction studies activated the left hemisphere already before that stimulus, and
therefore canceled the right hemisphere preponderance of the SPN. The present finding of a
large  pre-S 1  negativity over central electrodes supports this possibility. Two other studies
provide support for a possible motor contribution. Mauritz and Wise (1986) recorded activity
in the premotor cortex of monkeys preceding an instruction stimulus without an immediately
ensuing overt response. In humans, Gaillard and Van Beijsterveldt (1991) found an SPN in
the interval of 2 sec between WS and S l, with an early negativity that was frontally dominant
and  a later negativity  that  was more central.
The distinction of motor and non-motor components in the late CNV remains problematic.
Although it cannot be explained by variations in the instructed motor response, the late CNV
increase may still be related to motor processes. There are three possibilities how motor
preparation could be enhanced in the present context. First, as suggested by Rohrbaugh and
Gaillard (1983),an increase in eye movements should be considered. Voluntary saccades are
known to be preceded by readiness potential-like negativities (Kurtzberg & Vaughan, 1982).
If the subjects made more saccades in the Choice as opposed to the Precued and Simple
conditions, the increase could have been caused by this additional shift. The present EOG data
supply little support for this possibility (Fig. 2). There are small EOG differences between
conditions, but these are not saccade-like and more likely reflect residual EEG in the EOG
(Van den Berg-Lenssen, Brunia, & Blom, 1989). Secondly, since in the Choice condition
subjects did not know which response they had to prepare for, they could have prepared for
both responses, which may have increased motor preparation. Such a strategy could be useful
if the choice to be made at S2 was between the right and left hand (e.g., Miller, 1982), but
in the present experiment the choice was between two force production velocities involving
the same agonist muscle. Motor programming researchers (e.g., Klapp, 1977) would predict
just the opposite in such a case. For instance, Klapp, Wyatt, and Lingo (1974) explained
differences in RT between simple and choice conditions by assuming that preprogramming
was possible only in the simple condition, not in the choice. A third and more feasible
possibility for contamination of motor processes has been suggested by Rohrbaugh and
Gaillard (1983). The late CNV amplitude could have been affected by non-instructed motor
activity. During the foreperiod of an RT task the activity of specific postural (Haagh &
Brunia, 1984) and facial (Van Boxtel, Damen, & Brunia, 1989) muscles increases up to the
presentation of S2. This increase might have been larger in the Choice than in the Precued
and Simple conditions. Similarly, muscles not directly involved in the response may be more
active during response execution, producing an additional RP before S2. Although this
hypothesis provides a possible alternative explanation and therefore cannot be overlooked, it
is also difficult to falsify. An attempt could be made to control as much as possible muscles
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of the body, but it could always be argued that other muscles were active, from which the
EMG was not recorded.
Taken together, the results of this experiment show that the late CNV contains a component
which is unrelated to the instructed overt response, in addition to a RP related to motor
preparation. The magnitude of this component and the fact that it is enhanced if task-relevant
information has to be extracted from the stimulus that it precedes, suggests that it is an SPN
related to stimulus anticipation. However, its scalp distribution is different if it is recorded
with or without overlap with a RP.  Also,  the SPN before S t, which was assumed to  have  no
overlap with the RP may have been influenced by motor processes. It appears that the
distinction between motor and non-motor components in the late CNV is difficult to make.
This is not a matter of insufficient discriminative power of slow brain potentials, since, for
example, they can discriminate between finger and foot movements (Brunia, 1980). The late
CNV might just not be preferentially related to either motor or sensory processes, but might
reflect a more general energetical state (Hockey, Coles, & Gaillard, 1986) required to perform
a task. Similar suggestions have been made by other authors (e.g., Namanen, 1978; Rockstroh,
Elbert, Canavan, Lutzenberger, & Birbaumer, 1989). There is a risk that such an interpretation
is just as aspecific as the interpretation by means of general psychological constructs that were
criticized in the Introduction, and that it may accommodate nearly every result a posteriori.
The present study is not conclusive on that matter.
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1. Introduction
The  late  wave  of the Contingent Negative Variation  (CNV) [31], which  can be recorded  in
the interval between two successive stimuli   S 1   and   S2, the second of which requires   a
response, has been interpreted in terms of motor preparation [22]. An important argument for
this position was the similarity of the late CNV and the Readiness Potential (RP) [15], which
can be recorded prior to self-paced movements. This motor view has been challenged by
findings that negativity can be recorded prior to stimuli to which no motor response is
required, for instance (1) affective slides [14,26]; (2) stimuli providing knowledge of results
(KR) about prior performance [5,11, 24]; (3) stimuli transmitting an instruction about a future
response [8,9,20,23,27]; (4) probe stimuli with which the outcome of a previous task has
to be matched [3,4,25]. Because the negativity always precedes task-relevant stimuli, it has
been labelled Stimulus-Preceding Negativity (SPN) [l, 5]
It has been suggested that the late CNV is the sum of the RP reflecting preparation for the
response  and  the SPN reflecting the anticipation  of S2 [1]. Support  for this hypothesis  was
provided by the finding that the late CNV is enhanced when an additional stimulus containing
an instruction about the required response was presented  at   S2, as opposed  to  Sl   [28]
Because the overt motor output and hence presumably also the RP was kept constant, the
increase was interpreted to be due to the presence of an SPN preceding S2. The SPN was then
temporally isolated   from  the   RP by inserting a warning stimulus   (WS)  one s before   S l,
producing a W S-S l-S 2 paradigm [27]. Negativity was always largest preceding   the
stimulus that contained the instruction, and the increase was of the same magnitude
irrespective of whether the instruction was given  in  S 1   or  S2.
The present experiment had three objectives. The first objective was to replicate the above
finding that an informative stimulus can elicit an SPN of which the magnitude is independent
of whether it temporally overlaps the RP. This would provide evidence for the contribution
of the SPN to the late CNV. In the above mentioned study [27] an interval of 1  s was used
between  WS  and  S 1   and  3 s between  Sl   and  S2.  In the present study equal interstimulus
intervals of 2  s were used. Second, the scalp distribution of the SPN preceding the instruction
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stimulus was estimated and compared to that of the SPN preceding a KR stimulus. The pre-
KR SPN has been shown to have a right hemisphere preponderance [2,5,11], whereas the
pre-instruction SPN is bilaterally symmetrical [9,27]. An important difference between these
stimuli is that instruction stimuli precede and KR stimuli follow a movement. Possibly the
future use of the right hand in all studies in which a pre-instruction SPN was recorded,
activated the left hemisphere already before that stimulus and therefore canceled a possible
right hemisphere preponderance. To compare the scalp distributions ofthe pre-instruction and
the pre-KR SPN without a possible contamination of the response, the present experiment
involved responses of both the right and the left hand. Third, the  SPN was recorded preceding
an instruction stimulus if it followed a WS [8, 9, 20, 23, 27], but not if it followed a
voluntary movement [6]. This raises the question whether the pre-instruction SPN is really
related to the instruction stimulus. Although its scalp distribution excludes an interpretation
as an early wave, it may have been an after-effect of the WS or somehow dependent on the
association of the WS and the instruction stimulus. To clarify this matter, the present
experiment contained trial blocks in which the WS was replaced by a voluntary response of
the subjects. If the SPN is related to the instruction stimulus, no difference was expected
between SPNs recorded following a WS or a voluntary contraction.
2. Method
2.1 Subjects
Twenty-two right handed subjects were paid at a flat hourly rate. The data of 3 subjects were
lost due to magnetic media errors and  1  subject was discarded because of too many artifacts.
The  remaining 1 8 subjects were 1 2 women  and  6  men with ages ranging  from  1 9  - 42 years
and an average of 25.7 years.
2.2 Apparatus
Each subject sat in a dimly lit, sound attenuating, electrically shielded cubicle (Philips
Amplifon) at a table with a slightly sloping top (11 degrees of inclination). In the middle of
the table, at a viewing distance of 45 cm, a small panel of 20 x 30 mm was placed,
containing 5 LEDs of 2 mm size positioned in a plus sign pattern. The central LED was
colored green and served as the fixation light. The LEDs above and below the central LED
were colored red and the LEDs left and right of it were yellow. These LEDs were used to
provide the information about the required response. An acoustic warning stimulus (1500 Hz,
70 dBA, 150 ms duration) was presented through a loudspeaker mounted behind the subject
at the ceiling of the experimental chamber.  At a distance of 8 cm right and left of the central
stimulus panel linear force transducers (strain gauge type, Brosa EBM 6153, non-linearity <
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0.15%, maximum displacement 0.035 mm) were positioned on the table in such a way that,
with the subject's forearms resting on the table, the location of the transducers was between
the thumb and index finger.
A DEC PDP 11/73 computer was used for experimental control and on-line A/D conversion
of the physiological signals (Data Translation DT 2764). All filtering was done by means of
a programmable filter (Sicos  MF 16, Butterworth  type, 48 dB/octave roll-off).
2.3 Procedure
Before the start of the experiment, the subjects were instructed to squeeze the force transducer
as forcefully as possible to establish the maximum force of each hand separately. This was
repeated 3 to 5 times at intervals of about 2 minutes until a decline in force was detected. The
largest values noted were used to set the criterion force levels for the left and right hands at
15% of the maximum with a tolerance window of 50%. Thus, the actual force output had to
be  in the range  of  11.25%  -  18.75%  of the maximum force  of the respective  hand  to  be
considered correct.
After determination of the maximum force, the subjects were instructed about the sequence
of events that made up an experimental trial. A response was defined to be a squeeze on the
force transducer up to the criterion force range. The three vertically arranged LEDs were used
to aid the subjects in controlling their force. The middle green LED was illuminated as soon
as force output was in the criterion range and the upper LED was lit in case of an overshoot.
The criterion force was required to be reached either fastly (10 - 100 ms from force onset to
criterion force) or slowly (110 - 200 ms from force onset to criterion force), depending on
the instruction for that particular trial. A trial started with the auditory warning stimulus (WS)
and concurrent illumination of the green LED, that served as a fixation stimulus during the
foreperiod. The offset of the fixation light demarcated the end of the foreperiod of 4 s and
provided the response stimulus (S2), to which the subject had to respond as quickly as
possible (reaction time within 500 ms). The instruction about the required response (fast or
slow) was provided by illuminating the two vertically arranged red LEDs (fast contraction)
or the two horizontally arranged yellow LEDs (slow contraction). This instruction stimulus
of  150 ms duration was presented  at  S 1   (2 s after  WS)  and  at  S2. Two seconds after  S2,  a
visual stimulus providing KR about the force production speed was presented (S3). If the
response was executed correctly (reaction time, force production speed and force level within
limits)  S3  was  the  same  as the instruction stimulus presented  at  S l   or  S2. On errors,  all  5
LEDs on the display were lit. The trials were administered to the subjects in blocks of 80
trials with intertrial intervals ranging from 6 t o l l s  and an average  of 8.5 s (rectangular
distribution).
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There were two experimental conditions: Precued and Choice. The conditions differed with
respect to the moment at which the information about contraction speed was provided:
information  at  S 1   (Precued), or information  at S2 (Choice).   In the Precued condition,  the
speed instruction was revealed  by   S 1 and repeated   at   S2.   In the Choice   condition,   the
information conveyed  at  S 1  had no relation  with that presented  at  S2  and the subjects  were
instructed to respond as indicated by S2.
Half of the trial blocks were started by the acoustic WS and concurrent illumination of the
central fixation LED. These blocks will be referred to as the S-initiated blocks. In sum, these
blocks consisted of the sequence of WS  -  S l  -  S2  - S3, separated by intervals of 2  s.  The  1
s interval immediately preceding the WS was used for baseline correction. The other half of
the trial blocks were essentially the same as the S-initiated blocks. The only difference was
that the trials were started by the subjects themselves, by means of a voluntary contraction up
to the criterion force. These blocks will be referred to as the R-initiated blocks. The instant
at which the criterion force was reached, the middle green LED was switched on, and
remained illuminated for 4 s, that is, up to the S2. Sl and S3 were inserted as in the S-
initiated blocks. Hence these blocks consisted  of the sequence R-S l-S 2- S3, separated by
intervals   of 2 seconds.   The   1 second interval   from   2.5   to   1.5 s before the voluntary
contraction was used for baseline correction.
All trial blocks were presented twice to the subjects, once for responses with the right hand
and once for the left hand. Thus there were 8 blocks (2 response sides, 2 initiations and 2
conditions). Two blocks of simple voluntary contractions without any following events were
also  recorded,  one  for the right and  one  for the  left hand. The total  of 10 blocks recorded  for
each subject was distributed over 2 days, and their order of presentation was counterbalanced
across subjects. The subjects were always informed about the nature of a trial block before
the block started.
2.4 Physiological Recordings
The electromyogram (EMG) of the first dorsal interosseus muscle was recorded bipolarly from
the right and left hand with 2 mm Beckmann Ag-AgC1 surface electrodes. The electrodes were
located approximately  10 mm apart (center to center), parallel  to the muscle fibre direction.
The EMG was amplified (passband 3.8 - 520 Hz), high-pass filtered at 20 Hz, full-wave
rectified, low-pass filtered  at  50  Hz, and digitized  at  a  rate  of  128  Hz.
The electro-oculogram (EOG) was recorded bipolarly by a pair of 2 mm Beckmann Ag-AgC1
electrodes, one vertically above the right eye and one at the outer canthus of the right eye.
In this way, both vertical and horizontal eye movements could be monitored. Beckmann Ag-
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AgCI cup electrodes with a diameter of 8 mm were used to record the electro-encephalogram
(EEG)  from the following lateral frontal, central, and parietal scalp sites:  F3,  F4,  C3',  C4',
C3",  C4",  P3,  P4. The positions C3'  and C4' were positioned  1 cm anterior of the  10-20
system positions C3 and C4, whereas C3" and C4" were 2 cm posterior of C3 and C4. These
electrodes were placed in this way to record activity from pre- and postcentral scalp sites.
Reference site for these derivations was the left mastoid process. An electrode was also placed
over the right mastoid and reference to the average of the mastoids was realized in the
computer software. EOG and EEG signals were differentially amplified (time constant 30 s),
low-pass filtered  at  30  Hz  and A/D converted  at  128  Hz.
2.5 Data Analysis
A single trial record was included in the average of a condition block if it contained no eye
movements or electrostatical artifacts. This was checked by an automatic procedure described
extensively elsewhere [27]. Furthermore, only trials with reaction times less than 500 ms and
force output within the criterion force range (11.25% -  18.75% of the maximum force) were
selected for averaging. Of the remaining trials, including fast and slow force production
speeds and trials on which errors in contraction speed were made, a within subjects average
was computed for each trial block, and these averages served as the basis of the statistical
calculations. Three negativities were analyzed, defined as the mean amplitude of the interval
of  100 ms before the stimuli  that they preceded:  the pre-S 1  negativity, the pre-S2 negativity
and the pre-S3 negativity. The EMG was used to fractionate reaction time (RT) offline into
premotor and motor RT. Premotor RT was defined as the interval between the onset of the
response stimulus and the onset of EMG activity. EMG onset was calculated by the method
of Lidierth [18], adapted according to the recommendations of Van Boxtel et al. [29].
These measures were subjected to multivariate analyses of variance (MANOVAs) using the
SPSS-X package. MANOVA is currently the method of choice for analyzing repeated
measures designs with high intercorrelations among the means on which comparisons are
based [30]. All analyses included the within-subjects factors Response Side (Left, Right),
Initiation (Stimulus, Response), Condition (Choice, Precued). The MANOVA on the prernotor
RT and error rates included the factor Velocity (Fast, Slow) and the analyses on the pre-
stimulus negativities included the factors Electrode (Frontal, Precentral, Postcentral, Parietal)
and Hemisphere (Left, Right). Post-hoc tests were computed according to the Scheffd method
described by O'Brien and Kaiser [21], in which univariate F-statistics were compared against




The difficulty of the task was expressed in a very high overall error rate of 39.33%. Subjects
made slightly more errors with the left hand (41.99%) than with the right hand (36.37%):
F(1,17) = 5.67, p < 0.05. More errors were made in the Choice than in the Precued condition
(44.29% versus 34.36%; F(1,17) = 30.65, p < 0.05) and in slow as compared to fast
contractions (56.91% versus 21.74%; F(1,17) = 179.29, p < 0.05). The means involved in the
interaction of Initiation and Velocity (F(1,17) = 8.06, p < 0.05) suggest that for slow
contractions, about the same amount of errors was made for S- and R-initiated trials (56.76%
versus 57.05%), but for fast contractions, the subjects made slightly less errors in the R-
initiated than the S-initiated blocks (19.38 versus 24.11%). The interaction of the factors
Condition and Velocity (F(1,17) = 9.88, p < 0.05) supports the impression that an especially
large number of errors was made for slow contractions in the Choice condition (Choice: fast
24.11%, slow 64.47%; Precued: fast 19.38%, slow 49.34%).
Premotor RTs were longer in the Choice than in the Precued condition (275.5 ms versus 205.0
ms, F(1,17) = 182,84, p < 0.05). Slow contractions resulted in longer premotor RTs than fast
contractions (259.5 ms versus 221.0 ms, 17(1,17) = 49.56, p < 0.05). The means in the
interaction of Condition and Velocity (17(1,17) = 6.17, p < 0.05) suggested that the difference
between fast and slow contractions was smaller in the Precued (181.2 versus 209.2 ms) than
in the Choice condition (260.9 versus 290.2 ms).
3.2 Pre-Sl negativity
The pre-S l negativity (see Fig.  1) had a centre-parietal maximum (Electrode: F(3,15) = 14.58,
p < 0.05). Posthoc tests indicated that the amplitude at frontal electrodes was smaller than
precentral electrodes (17(1,17) = 48.42 > Fs = 11.19), whereas the amplitudes at other
positions did not differ (precentral versus postcentral: F(1,17) = 7.29; postcentral versus
parietal: 12(1,17) = 4.55)
When  Sl   followed  the  WS, the amplitude  of the  pre-Sl   negativity was larger  than  when  it
followed the voluntary contraction (Initiation: F(1,17) = 37.00, p < 0.05) Testing of simple
effects revealed that it was different from zero in the S-initiated blocks F(1,17) = 20.48, p <
0.05), but not in the R-initiated blocks (17( 1,17) = 0.21). When S 1 was informative (Precued
condition), the amplitudes of the pre-S 1  negativity were about  1 BV larger than when it was
not informative (Choice condition), as indicated by an effect of the factor Condition: 17(1,17)
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= 12.77, p < 0.05). This was true for both S- and R-triggered blocks, as the interaction
between Initiation and Condition was not significant (F(1,17) = 0.53).
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Figure   1.   Mean   EEG,   averaged  over  contraction  velocities,   response  sides,   and  subjects.
Upper panels: S-initiated blocks; lower panels: R-initiated blocks. Left panels: left
hemisphere;    Right   panels:   right   hemisphere.   Number   of  trials   in   averages   (left   hand.   right
hand):  S-initiated,  Choice  (879,  881),  Precued  (990,   1040);   R-initiated,  Choice  (765,  870),
Precued (932,987).
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The means involved in the interaction of Initiation, Response Side, and Hemisphere (17(1,17
= 7.65, p < 0.05) are shown in Fig. 2. Testing of simple effects confirmed the impression
obtained from this figure that the negativity recorded over the left hemisphere was larger than
over the right hemisphere in the S-initiated blocks, when contractions with the left hand were
made (F(1,17) = 4.52, p < 0.05), but not in any of the other situations (S-initiated, right hand:
F(1,17) = 0.01; R-initiated, left hand: F(1,17) = 0.41; R-initiated, right hand: F(1,17) = 0.95).
Fig. 2 suggests that there is a trend towards larger negativity over the hemisphere contralateral
to the response side for the R-triggered blocks. To exclude contamination of after-effects of
the motor response, the RPs from the control condition were subtracted from the
initial 4.5              s in the R-initiated blocks. This resulted in overall larger negativity over the left than over the
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Figure 2. Means involved in the interaction of the factors Initiation, Response Side and
Hemisphere for the pre-Sl  negativity
3.3 Pre-S2 negativity
The pre-S2 negativity exhibited a postcentral/parietal maximum reflected in an effect of
Electrode (F(3,15) = 36.39, p < 0.05). Posthoc tests revealed that postcentral negativity was
equal to parietal negativity (F(1,17) = 0.81), and the amplitude declined towards more frontal
scalp sites (Postcentral versus Precentral: F(1,17) = 29.43; Precentral versus Frontal: F(1,17)
= 95.97, both> Fs = 11.19). There was no overall difference in pre-S2 negativity between
S- and R-initiated blocks (F(1,17) = 1.96, p > 0.05) but this depended on electrode site
(Initiation by Electrode: 17(3,15) = 4.43, p < 0.05). Simple effects of Initiation within
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Electrode show that negativity over frontal positions was slightly larger in the S-triggered than
in the R-triggered blocks (17(1,17) = 6.51, p < 0.05). For the other scalp sites, no differences
between initiation modes were observed (Precentral: 17(1,17) = 1.73, p > 0.05; Postcentral:
F(1,17) = 1.33, p > 0.05; Parietal: F(1,17) = 0.08).
The pre-S2 negativity was about 3 BV larger in the Choice than in the Precued condition
(F(1,17) = 46.61, p < 0.05; see Fig. 1). Overall, it was bilaterally symmetrical (F(1,17) =
3.59, p > 0.05), but in the Precued condition amplitudes were larger over the left than over
the right hemisphere, resulting in an interaction of Condition and Hemisphere: F(1,17) 9.89,
p < 0.05). This effect was especially clear for responses with the right hand (Response Side
by Condition by Hemisphere: 17(1,17) = 4.46, p < 0.05). Furthermore, the negativity over
frontal and precentral scalp sites, but not over postcentral and parietal positions, was slightly
larger over the left than over the right hemisphere (Electrode by Hemisphere: F(3,15) = 5.01,
P < 0.05).
3.4 Pre-S3 negativity
This negativity had a centro-parietal maximum and a minimum over frontal electrodes
(F(3,15) = 9.38, p < 0.05). Posthoc tests revealed that frontal negativity was smaller than
precentral negativity  (F(1,17) = 29.45  < Fs =  11.19), and that the amplitude at the other scalp
sites did not differ (Precentral versus Postcentral: F(1,17) = 0.16; Postcentral versus Parietal:
F(1,17) = 0.57). An overall difference between hemispheres was not found (17(1,17) = 1.85,
p > 0.05). However, the means involved in the interaction of Response Side and Hemisphere
(17(1,17) = 16.07, p < 0.05) and the appropriate simple effects of Hemisphere revealed that
after contractions with the right hand, no hemisphere difference was present (12(1,17) = 0.00),
but after contractions with the left hand, a right hemisphere preponderance was present
(F(1,17) = 6.54, p < 0.05). This effect was not present at frontal scalp sites (Response Side
by Hemisphere by Electrode: 17(3,15) = 6.97, p < 0.05).
3.5 Pre-Sl versus pre-S3 Negativity
The pre-Sl and pre-S3 means were subjected to a MANOVA with an additional factor Time
(S 1,   S3). Only S-triggered trials were included  in the analysis. The pre-S3 negativity  was
about 3 BV larger than the pre-Sl negativity (17(1,17) = 21.54, p < 0.05). The pre-Sl
negativity was larger in the Precued than in the Choice condition, and the reverse was true
for the pre-S3 negativity (Condition by Time: 17(1,17) = 27.66, p < 0.05). The scalp
distribution of the negativities differed (Electrode by Time: F(3,15) = 10.65, p < 0.05). At
frontal positions no negativity was recorded preceding S 1,  but more than 3 BiV preceding  S3.
The shifts were also different with respect to their coronal distributions (Hemisphere by Time:
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12(1,17)= 5.01, p < 0.05; Response Side by Hemisphere by Time: 17(1,17) = 27.72,p < 0.05).
Fig. 3 shows that no hemisphere difference was observed for contractions with the right hand.
For  left hand responses  the  pre-S 1   negativity was larger  over  the  left  than  over the right
hemisphere, whereas the pre-S3 negativity showed a right hemisphere preponderance. This
effect was most pronounced over central scalp positions (Response Side by Electrode by
Hemisphere by Time: (17(3,15) = 19.59, p < 0.05).
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Figure  3.  Means of the pre-Sl  and pre-S3  negativities as a function Of response side.
4. Discussion
An unequivocal result of the present study is that negativity can be recorded prior to task-
relevant stimuli independent of overt motor output.   It was observed preceding S l, which
contained an instruction about the required response at S2, and prior to S3, which provided
KR about the correctness of that response. The parasagittal distribution of the negativities was
roughly identical, with a frontal minimum and increasing amplitudes to parietal electrodes.
Other studies reported similar distributions for negativity recorded preceding instruction
stimuli [8,9,20,23,27], KR stimuli [2, 5, 6, 11, 24], and probe stimuli [3,4,25]. The
negativity recorded during the exposure of affective slides [14, 26] showed a frontal
maximum,  but eye movements  may have contributed  to this result  [22].  Such a distribution
supports the idea that these negativities are SPNs, a sensory anticipatory negativity in which
the parietal cortex is likely to be involved.
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There is less agreement about the coronal distributions of these negativities. Overall they were
bilaterally symmetrical,  but  the  pre-Sl negativity exhibited  a left hemisphere preponderance
in the S-initiated blocks in the case of left hand responses, and in the R-initiated blocks for
responses with either hand when the influence o f the preceding post-movement negativity was
subtracted. For the pre-S3 negativity on the contrary, a larger amplitude was found over the
right hemisphere in the case of left hand responses. In sum, negativity preceding instruction
stimuli tended to exhibit a left hemisphere preponderance, whereas negativity preceding KR
stimuli tended to be larger over the right hemisphere. The latter result agrees with other
findings about negativity preceding KR stimuli [2,5,6].
It  may be questioned to which extent  the  pre-S 1 negativity really  is  an  SPN.  It  was  much
smaller than the pre-S3 negativity and it was not only related to  S t, but also to the preceding
event, since it was smaller when it followed a response (R-initiated blocks) than when it
followed a stimulus (S-initiated blocks). It was nearly absent when it followed a response, a
finding which confirms recent observations [6]. There  is  also some evidence that the pre-Sl
negativity was  an SPN, since the pre-S 1  negativity was about  1 pV larger when Sl contained
information than when it did not, and this difference was unrelated to the preceding event.
However, a magnitude of only  1 kiV suggests a minor  role  of the SPN preceding  S 1.  In  a
previous experiment  [27] a difference of 3  FiV was found,  but a shorter WS  - S l interval was
used  (1 as opposed  to  2  s).  In sum, there is evidence  that  S 1 was preceded  by  an  SPN,  but
it is probably of modest importance.
Since  S 1   and  $2  were  both instruction stimuli, this would imply  that  the  SPN  did  not
contribute much to the pre-S2 negativity either. The present difference of about 3 pV between
the Choice and Precued conditions agrees with what has previously been found [27,28]. The
difference has been interpreted to reflect the SPN temporally overlapping the RP for the
following reasons. First, motor output was highly constant across conditions. Hence the RP
was assumed to be constant as well, suggesting that the difference was of non-motor origin.
Secondly, the pre-S2 difference was about equal in amplitude to the pre-S 1  difference,  so  SPN
estimates obtained both with and without overlap from the RP were about equal in amplitude.
As the latter result was not obtained in the present experiment, it is unclear whether the pre-
S2 difference is an SPN.
One could argue that, although variations in the instructed motor response can not account for
the pre-S2 increase, it may still be related to motor processes. There are three possibilities
how motor preparation could be enhanced in the Choice as opposed to the Precued condition.
First, an increase in eye movements should be considered [22]. Voluntary saccades are known
to be preceded by RP-like negativities [16]. If the subjects made more saccades in the Choice
as opposed to the Precued condition, the increase could have been caused by this shift. The
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present EOG data supply little support for this possibility (Fig. 1) There are small EOG
differences between conditions, but these are not saccade-like and more likely reflect residual
EEG in the EOG. Secondly, since in the Choice condition subjects did not know which
response they had to prepare for, they could have prepared for both responses, which may
have increased motor preparation. Such a strategy could be useful if the choice to be made
at S2 was between the right and the left hand, but in the present experiment the choice was
between two force production velocities involving the same agonist muscle. Motor
programming researchers [e.g., 13] would maintain that motor programming is not possible
prior to S2 in such a choice RT situation. A third and more feasible possibility for
contamination of motor processes is that the pre-S2 negativity could have been influenced by
non-instructed motor activity. During the foreperiod of an RT task the activity of specific
postural and facial muscles increases up to the presentation of S2. This increase might have
been larger in the Choice than in the Precued condition. Although this hypothesis provides
a possible alternative explanation and therefore can not be overlooked, it is also difficult to
falsify. An attempt could be made to control as many as possible muscles of the body, but it
could always be argued that other muscles were active, from which the EMG was not
recorded.
These alternative explanations of the pre-S2 difference assume that the difference is not the
result of an SPN, but of an enhancement of the RP. Studies have been reported in which the
RP was found not only to vary with motor but also with non-motor variables. For instance,
McAdam and Seales [19] observed an enhanced RP if the motor response was rewarded when
it   was ' correct'. However,   in   this and similar   [12, 17] studies, the motor response   was
followed by a stimulus. Hence it is possible that the RP was contaminated by an SPN which
developed because the subjects not only prepared for the response, but at the same time also
anticipated the KR conveyed by the stimulus. This possibility receives support from the
observation that the enhancement was largest over the right parietal area [17], at which the
pre-S3 negativity observed in the present experiment showed a maximum as well, at least for
left hand responses. Hence it is questionable whether these non-motor variations are in essence
variations in the RP.
Yet there is other evidence that factors different from the overt motor response may influence
the RP. Dick et al. [7] found that the RP in patients with Parkinson's disease was smaller as
compared to normal controls at an early time interval (NS 1), especially over midline positions.
When the negativity reached   its   peak   (N 1) there   was no difference between patients   and
controls. They tentatively explained these findings by assuming, based on the work of
Goldberg [10], that the RP is generated by two anatomically distinct systems. The first is a
predictive feedforward system involving the basal ganglia and the medial Supplementary
Motor Area (SMA), while the second is a responsive feedback system involving the sensory
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cortex and the dorsolateral premotor area. Dick et al. proposed that patients with Parkinson's
disease may compensate for a defect in the predictive medial basal ganglia - SMA system by
relying on the responsive dorsolateral system. In the present experiment, the enhancement of
the pre-S2 negativity could be explained by variations in the RP assuming that in the more
difficult Choice condition, the responsive dorsolateral system was activated in addition to the
predictive medial system. Because the premotor cortex is involved in the dorsolateral system,
the largest differences in the pre-S2 negativity between the Choice and Precued condition
would be expected at the precentral electrodes. The present data did not provide evidence for
this expectation, however.
5. Conclusions
The first objective of the present study was to replicate the previous finding [27] that an
informative stimulus can elicit an SPN irrespective of the temporal overlap with the RP. Since
an SPN  o f only about  1  pV Was found preceding S 1  (without RP overlap) and of about 3  BV
preceding S2 (with RP overlap), the present study only partially confirmed the previous
finding. As a corollary, the present results support the hypothesis that the SPN contributes to
the late CNV. However, this contribution is probably of only modest importance, while for
the larger part an interpretation in terms of variation in the RP could not be completely ruled
Out.
The second aim of this study was to compare SPNs recorded preceding instruction or KR
stimuli. The two negativities were clearly different, both in amplitude and in scalp
distribution. The pre-KR SPN was much larger than the pre-instruction SPN, and it exhibited
a right hemisphere dominance, while the pre-instruction SPN tended to be larger over the left
hemisphere. Possibly the pre-KR SPN differs from the pre-instruction SPN in that it involves
some form of affective-motivational processing [4,6] for which the right hemisphere is
important.
The third purpose of this study was to study the influence of the event preceding an
informative stimulus on the SPN elicited by that stimulus. The pre-instruction SPN was
smaller when it followed a response than when it followed a warning stimulus, but in both
situations it was about 1 PV larger when information was contained in the stimulus.
Therefore, in both situations the informative instruction stimulus was preceded by an SPN,
however, it is of only modest important.
Taken together, these results show that task-relevant stimuli are preceded by slow negative
shifts which are unrelated to the motor response. The late CNV contains such a shift, although
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its contribution is probably small. The identification of the component structure of these slow
negative waves is clearly wanted if further insight into anticipatory processes is to be gained.
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Experiment IV
The Contingent Negative Variation in a Choice Reaction
Time Task Presented Between or Within Blocks
1. Introduction
The Contingent Negative Variation (CNV) was first recorded in the interval of 1 s between
two stimuli, the second of which required a response (Walter et al.,  1964). The use of longer
interstimulus intervals revealed that the CNV consists of two negative waves; an early wave
with a maximum within  1 s after the first stimulus (S 1) over the frontal scalp, and a late wave
increasing up to the second stimulus (S2), with a central maximum. The early wave is affected
by the modality, intensity, and duration of S l,  and was therefore interpreted as related  to  the
processing  of  S l.  The  late  wave was thought  to  be a reflection of motor programming,
because it varies with the motor output required by S2, and because it is morphologically
similar to the Readiness Potential (RP; Kornhuber & Deecke, 1965), a slow brain potential
recorded prior to self-paced movements.
There has been considerable debate over the question whether the late wave of the CNV
reflects only motor programming (Gaillard, 1978; Rohrbaugh & Gaillard, 1983; Rohrbaugh,
Syndulko, & Lindsley, 1976), or whether both motor and non-motor processes are reflected
in it (Brunia, 1988; McCallum, 1988; Tecce & Cattanach, 1982). The latter position was
supported by the finding of a negative shift called Stimulus-Preceding Negativity (SPN;
Damen & Brunia, 1987) prior to task-relevant stimuli such as those providing Knowledge of
Results (KID. Since subjects engaged in a fixed foreperiod reaction time (RT) task can be
expected to anticipate the occurrence of S2 in addition to preparing for the response, Brunia
(1988) hypothesized that the late CNV consists of both Movement- and Stimulus-Preceding
Negativities (MPN and SPN).
In a recent series of experiments we tried to provide evidence for this hypothesis. If both the
MPN and the SPN contribute to the late CNV, then the late CNV should be larger when a
task-relevant stimulus is inserted  at  S2, as opposed to presentation  at  S l.  This was tested  in
an  experiment  with  an  S l  - S2 interval  of 4  s (Van Boxtel,  Van  den  Boogaart, & Brunia,
1993). Presenting task-relevant information at S2 results in a Choice condition, while the
condition in which information was given at S 1 was referred to as Precued. The contribution
of the SPN to the late CNV was estimated by the Choice-Precued difference of the negativity
recorded preceding S2. The expected result was indeed found, and the difference had a frontal
maximum.
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In a subsequent experiment we estimated the amplitude and scalp distribution of the SPN both
with and without overlap  of the  MPN by inserting a warning stimulus (WS)  1 s before  S 1,
and using  an S l -S 2 interval  of 3 s (Van Boxtel & Brunia, 1994a). The negativity preceding
S 1 was thought  to be larger  in the Precued  than  in  the  Choice condition, whereas the reverse
should be true preceding S2. The SPN without overlap of the MPN was estimated by the
Precued-Choice difference of the negativity preceding S l, and the SPN overlapping the MPN
by the Choice-Precued difference of the negativity preceding S2. It was found that both SPN
estimates were of the same magnitude (about 3 BV), but their scalp distributions differed. The
pre-S 1 SPN estimate had a parietal maximum, whereas no clear distribution was found for the
Pre-S2 estimate.
Because the duration of the  WS  -S l  and the  Sl -S 2 intervals was unequal, the comparison
of the Pre-S 1 and Pre-S2 SPN estimates might not have been adequate. In addition, the Pre-S l
estimate might  have been contaminated  by the early  CNV  in the short  WS  - S l interval.
Therefore a third experiment was done in which both intervals had a duration of 2 s, and
which included conditions in which trials were started by the subjects instead of by a WS
(Van Boxtel & Brunia, 1994b) Hence more comparable SPN estimates were provided and
the  contribution  of the early  CNV was avoided.  It was found  that  the  Pre-S 1 SPN estimate
had a magnitude of about 1 BV and a parietal maximum, while the Pre-S2 SPN estimate was
about 3 BV and had a frontal maximum. Therefore it was concluded that the estimates were
not identical.
The finding that the late CNV was larger in a Choice than in a Precued (or Simple) RT
procedure, agrees with what has generally been found using long S l  - S2 intervals (McCallum
& Curry, 1981; Podlesny & Dustman, 1982; Rohrbaugh, Syndulko, & Lindsley, in Rohrbaugh
& Gaillard, 1983; Simons, Hoffman, & MacMillan, 1983). These studies also reported a
frontal maximum for the difference between Choice and Simple conditions, except Podlesny
and Dustman (1982), who used only one parietal electrode. In studies using short (5 2 s)
intervals, CNVs were found to be either larger under Choice than Simple conditions (Donchin,
Tueting, Ritter, Kutas, & Heffiey, 1975; Jarvilehto & Fruhstorfer, 1970; Kutas & Donchin,
1980), equal (Donchin, Gerbrandt, Leifer, & Tucker, 1972; Syndulko & Lindsley, 1977), or
even smaller (Kirst & Beatty, 1978; Macar, Vidal, & Bonnet, 1990; MacKay & Bonnet, 1990;
Poon, Thompson, & Marsh, 1976). In these cases it is difficult to establish whether the early
or the late CNV is affected.
In  our most recent experiment (Van Boxtel & Brunia, 1994b)  an  S l  - S2 interval  of 2  s  was
used and the late CNV was still found to be larger in the Choice than in the Precued
condition. A controversy exists between this finding  and the results obtained  in  S l   -  S2
intervals of 2 s in which the late CNV was smaller in a Choice than in a Precued condition.
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Especially interesting is the controversy between the research conducted in Marseille (Macar,
Vidal, & Bonnet, 1990; MacKay & Bonnet, 1990, Vidal, 1993) and our own research, since
comparable experimental setups were used. The most prominent differences in the
experimental setup used in Marseille and Tilburg concerned the degree of control over the
response output and whether the conditions were presented to the subjects between or within
blocks. In our own research the response output was very tightly controlled, and the choice
to be made at S2 concerned a small difference in the rate of force production. The choice to
be made in the research of the Marseille group concerned the duration of the response, and
the response output was much less strictly controlled. Presentation of the experimental
conditions between blocks was used in our own research, whereas the results obtained by the
Marseille group were based on within blocks presentation.
The present experiment was an attempt to induce variations in the late CNV as a function of
the degree of control over the response output as described above, and of whether the
experimental conditions were presented between or within blocks. The emphasis was on the
different blocking methods, since both motor preparation and stimulus anticipation were not
thought to vary as a function of the blocking method. Hence if the late CNV is found to vary
as a function of the blocking method, a relation of the late CNV with processes other than
motor preparation and stimulus anticipation is suggested. Reaction time researchers have
usually preferred the presentation of conditions between blocks in precuing experiments, since
the number of stimulus-response alternatives can be kept constant (Zelaznik, Shapiro, &
Carter, 1982). ERP researchers prefer presentation within blocks because the physiological and
psychological state is more comparable between the conditions (Gaillard, 1988).
2. Method
2.1 Subjects
Twenty right handed subjects with normal or corrected-to-normal vision and hearing were
paid  per  hour for their participation. There  were  11  male  and 9 female subjects  with  ages
ranging  from  19  to 37 years (average 23.7 years).
2.2 Apparatus
Each subject sat in a dimly lit, sound attenuating, electrically shielded cubicle at a table with
a slightly sloping top (11 degrees of inclination). In the middle of the table, at a viewing
distance of 45 cm, a small panel of 20 by 20 mm was placed, containing 5 LEDs of 2 mm
size positioned in a plus-sign pattern. The central LED was green and served as the fixation
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light. The LEDs above and below the central LED were red and the LEDs right and left of
it were yellow. These LEDs were used to provide information about the required response.
Twelve additional red LEDs with a diameter of 2 mm were positioned on the surface of the
table in a plus-sign pattern, such that the stimulus panel was the middle of the plus-sign.
Three LEDs were mounted above the stimulus panel, three LEDs below it, 3 LEDs to the left
of it and three LEDs to the right. The visual angles were approximately 5,20, and 35 degrees
in the vertical plane, and 5,25, and 45 degrees in the horizontal plane. These LEDs were used
for the eye movement calibration trials.
A linear force transducer (Brosa EBM 6153, non-linearity < 0.15%, maximum displacement
0.035 mm) was mounted on the desk at a distance of 8 cm to the right of the stimulus panel.
It was positioned   in   such   a   way   that,   with the subject' s forearm resting   on   the   desk,   the
location of the transducer was between the thumb and index finger of the right hand.
An acoustic warning stimulus (1500 Hz, 70 dB, 150 ms duration) was presented through a
loudspeaker mounted behind the subject at the ceiling of the chamber. It was gated almost
instantaneously (rise/fall  <  0.1   ms)
The physiological signals were amplified by isolation amplifiers based on Intronics IA296
modules (time constant 30 s). All filtering was done by means of a programmable filter (Sicos
MF16,   Butterworth, 48 dB/octave roll-off).   A   DEC   PDP 11/73 computer   was   used   for
experimental control and on-line A/D conversion (Data Translation DT 2764, range -10 to +10
V, 12 bit resolution.
2.3 Procedure
Before the start of the experiment, the subjects were instructed to squeeze the force transducer
as hard as possible with thumb and index finger of the right hand and hold it for about 1  s.
To establish the maximum voluntary force (MVF) this squeezing was repeated 3-5 times at
intervals of about 2 min until a decline in force was detected. The largest value noted was
used to  set the criterion force level to  15% of MVF,  with a total tolerance window of 50%.
Thus, force output had to be in the range of 11.25 -  18.75% of MVF to be considered correct.
The response of the subjects was a squeeze on the force transducer up to the criterion force
range. The three vertically arranged LEDs were used to aid the subjects in controlling their
force. The lower red LED was lit if the force exerted on the transducer was between  1.5%
and  11.25% of MVF. The middle green LED was illuminated if the force output was in the
criterion range and the upper red LED was lit in case of an overshoot.
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The subjects were randomly assigned to one of two groups. The first group of 10 subjects was
given the strictly controlled force production task, in which the criterion force had to be
reached either rapidly (10 - 100 ms from force onset to criterion force) or slowly (110 - 200
ms from force onset to criterion force), depending on the instruction for that particular trial.
The other group  of 10 subjects was given  the  much less constrained time production task,  in
which the criterion force could be reached at any velocity, but the target force had to be
maintained either for a short (10 -  300 ms) or long (310 to  900 ms) duration, again depending
on the instruction. These two tasks were varied between subjects because a pilot study
indicated that the presentation order of the task influenced the force output patterns so that
they were virtually identical when the time production task followed the force production task,
but not vice versa.
The information about the required response was delivered in a visual instruction stimulus of
150 ms duration, in which the illumination of the two vertically arranged red LEDs indicated
either a fast (force production task) or a short (time production task) contraction, and the two
horizontal yellow LEDs a slow (force production task) or a long (time production task)
contraction. Illumination of both pairs of LEDs effectively conveyed no information about the
type of response. A trial started with the acoustic warning stimulus (WS) and concurrent
illumination of the green fixation LED. Switching off this LED marked the end of the fixed
4 s foreperiod and thus provided the response stimulus. There were two occurrences of the
visual instruction stimulus; the first  (Sl)  at   1 s after  the  WS   and the second  (S2)  at  the
response stimulus. S2 always consisted of the illumination of either the red or the yellow
LEDs. The presentation  of  S 1   constituted the experimental condition.   St could either  be
identical to S2 so that advance information was provided (Precued condition), or both pairs
of LEDs were lit so that no advance information was given (Choice condition). The visual
knowledge of results stimulus (S3) consisted of illumination of all five LEDs on the stimulus
panel if errors in reaction time, force level, or contraction velocity/force duration were made.
If no errors were made, S3 was identical to $2.
The trials were administered to the subjects in blocks of 70 trials with intertrial intervals
ranging from 6 - 11 seconds and an average of 8.5 seconds (rectangulardistribution). The
experimental conditions were presented to the subjects either between blocks or within blocks.
Each subject was administered 2 Choice blocks, 2 Precued blocks and 4 blocks consisting of
35 Choice and 35 Precued trials. The presentation order of the blocks was counterbalanced
across subjects, and the subjects were always informed about the nature of a block before it
started. Before each block, an eye movement calibration trial was recorded (see Physiological
Recordings). After each block, the subjects were asked to rate their mental effort by a rating
scale with normalized verbal labels (Zijlstra & Meijman, 1989).
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2.4 Physiological Recordings
The electroencephalogram (EEG) was recorded by Beckmann Ag-AgCl cup electrodes with
a diameter of 8 mm from the following lateral 10-20 system electrode sites: F3, F4, C3, C4,
P3, P4. The reference for these derivations was the left mastoid process. An electrode was
also placed over the right mastoid, and reference to the average of the mastoids was realized
in the computer software. The electrodes were affixed to the scalp by means of Grass EC2
electrode paste.
The electrooculogram (EOG) was recorded bipolarly by 3 pairs of 2-mm Beckmann Ag-AgC1
electrodes, positioned above and below each eye and at the outer canthi. These three pairs
were used to record horizontal and vertical eye movements and to correct the EEG for ocular
artifacts using the method described by Van den Berg-Lenssen, Brunia, and Blom (1989). An
eye movement calibration trial was recorded before each block in order to estimate the
correction parameters for that block. In these calibration trials, the subjects were asked to
make eye movements of pseudo randomly determined visual angles, for which the twelve
LEDs placed in the table were used.
The EEG and EOG signals were differentially amplified (time constant 30 s), low-pass filtered
at 30 Hz, and A/D converted at a rate of 128 Hz. The electromyogram (EMG) of the first
dorsal interosseus muscle of the right hand and the force exerted on the transducer were also
recorded but they are not presented here.
2.5 Data Analysis
A trial was included in the analyses if it did not contain any artifacts induced by movements
or electrostatical events after the eye movement correction procedure. This was checked by
an automatic procedure described in detail elsewhere (Van Boxtel & Brunia 1994a).
Furthermore, only trials with reaction times less than 500 ms and force output within the
criterion force range were selected for averaging. Of the selected trials within-subjects
averages were calculated separately for the two conditions (Choice, Precued) and blocking
methods (Between, Within), resulting in the following 4 combinations: Choice/Between,
Precued/Between, Choice/Within, Precued/Within. The following ERP components were
analyzed:  (a)  the mean of the interval  of 100 ms immediately before  S 1  (Pre-S 1  Negativity);
(b) the mean of the interval of 100 ms before S2 (Pre-S2 Negativity). These measures were
subjected to separate multivariate analyses of variance (MANOVAs) using the SPSS-X
package. There was a between-subjects factor Task (Force Production, Time Production), and
the within-subjects factors were Condition (Choice, Precued), Blocking (Between, Within),
Electrode (Frontal, Central, Parietal), and Hemisphere (Left, Right).




The percentage of errors for the two tasks, conditions, and blocking methods are given in
Table I. The subjects who were given the force production task committed nearly twice as
much errors than the subjects who received the time production task (17(1,18) = 25.57, p <
0.05). They also made more errors in the Choice than in the Precued condition (F(1,18) =
15.88, p < 0.05). The difference between conditions was larger in the force production than
in the time production task (F(1,18) =  6.90, p < 0.05) Overall, the percentage of errors was
equal for between and within blocks presentation (17(1,18) = 0.55). However, more errors were
made within blocks than between blocks in the Choice condition of the time production task
and in the Precued condition of the force production task (F(1,18) = 5.35, p < 0.05).
Table L Percentage of errors by Task (Force Production, Time Production), Condition
(Choice, Precued) and Blocking method (Between, Within)
Condition Choice Precued
Blocking Between Within Between Within
Task
Force Production 41.71 41.15 31.11 34.75
Time Production 18.46 20.90 18.92 16.95
3.1.2 Reaction Times
The reaction times are given in Table II. The force production and time production tasks did
not differ in average RT (12(1,18) = 0.15). RTs were longer in the Choice than in the Precued
condition (17(1,18) = 147.42, p < 0.05). The difference between conditions was slightly larger
if the conditions were presented within blocks than between blocks F(1,18) = 5.44, p < 0.05).
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Table II. Reaction time in ms by Task (Force Production, Time Production), Condition
(Choice, Precued) and Blocking methods (Between, Within).
Condition Choice Precued
Blocking Between Within Between Within
Task
Force Production 320.50 333.40 253.66 255.59
Time Production 310.48 321.23 255.90 250.54
3.1.3 Effort scores
Since the effort scores were given by the subjects after each block oftrials, no separate ratings
were available for the Choice and Precued conditions presented within blocks. Therefore, the
effort scores were analyzed by a MANOVA with a within-subjects factor Block (Choice,
Precued, Within).
The subjects who were given the force production task reported a higher mental workload
than the subjects in the time production task (17(1,18) = 6.06, p < 0.05). The effort scores
differed between the blocks (17(2,17) = 4.24, p < 0.05). The scores given to the Choice and
Within blocks were about equal (68.15 versus 69.31), whereas the score for the Precued block
was lower (60.58).
3.2 Slow Brain Potentials
The   grand   mean EEG traces are shown in Figure 1, averaged over subjects and tasks,
separately for the experimental conditions and blocking methods. The results of the
MANOVAs  on  the  Pre-S 1 and Pre-S2 Negativities are presented in Table  III.
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Table III.  MANOVA table for the Pre-Sl  and Pre-Sl negativities. The values submitted to the
MANOVAs  consisted  of single  subject  means  of the  100-ms  interval  preceding  Sl  and  S2.
respectively.
Effect                                                 df                                Pre-Sl Negativity Pre-S2 Negativity
Task (T) 1,18 0.52 2.81
Condition (C) 1,18 18.71' 8.08*
Blocking (B) 1,18 14.06* 15.33*
Electrode (E) 2,17 16.16* 37.76*
Hemisphere (H) 1,18 0.93 2.97
Txc 1,18 0.37 0.17
Tx B 1,18 0.07 0.00
Cx B 1,18 18.76* 3.40
Tx E 2,17 0.78 0.46
Cx E 2,17 5.54* 2.70
*
Bx E 2,17 11.02 0.19
Tx H 1,18 7.60* 3.58
Cx H 1,18 4.49* 6.58*
Bx H 1,18 2.05 2.54
Ex H 2,17 1.76 0.05
Tx Cx B 1,18 1.02 0.20
Tx Cx E 2,17 1.57 1.35
Tx Bx E 2,17 0.55 1.93
Cx Bx E 2,17 18.05* 1.64
Tx Cx H 1,18 0.23 1.45
Tx Bx H 1,18 0.62 0.03
Cx Bx H 1,18 1.02 0.33
Tx Ex H 2,17 0.89 0.64
Cx Ex H 2,17 0.37 2.66
Bx Ex H 2,17 0.33 0.13
Tx Cx Bx E 2,17 1.36 0.74
Tx Cx Bx H 1,18 1.32 0.55
Tx Cx Ex H 2,17 0.05 0.65
Tx Bx Ex H 2,17 1.06 0.71
Cx Bx Ex H 2,17 2.54 1.88
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Figure   1.  Grand  mean of the  EEG  recording,  averaged over  subjects  and  tasks,  separately for
the blocking methods conditions and electrodes.
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3.2.1 Pre-Sl Negativity
The  Pre-S 1  Negativity  had a centro-parietal maximum.  It was larger in the Precued  than  in
the Choice condition, and when the conditions were presented within as opposed to between
blocks. The Condition x Blocking interaction supported the impression obtained from Fig. 1
that the Pre-S 1  Negativity was equal in the combinations Choice/Within, Precued/Within, and
Precued/Between, and that they were lower in the Choice/Between situation, that is, when the
subjects  knew that there  was no information  in  S l. This effect was largest  at the parietal
electrodes and smallest at the frontal electrodes (Condition x Blocking x Electrode). The
differences between the Precued and Choice conditions and the Within and Between blocking
methods were largest at the parietal electrodes.
The Pre-S 1  Negativity was of the same magnitude in the force and the time production tasks.
The force production task resulted in slightly greater amplitudes only over the right
hemisphere (Task x Hemisphere). Overall  the Pre-Sl  Negativity was bilaterally symmetrical,
but the means involved in the Condition x Hemisphere interaction revealed a slight right
hemisphere preponderance in the Precued condition.
Taken together, these results indicate that the anticipation of the instruction transmitted by S 1
elicited negativity with a parietal maximum and a slight right hemisphere advantage.
3.2.2 Pre-S2 Negativity
There were no effects of the factor Task on the Pre-S2 Negativity. The Pre-S2 Negativity had
a centro-parietal maximum and was bilaterally symmetrical. It was larger in the Choice than
in the Precued condition, and when the conditions were presented between than within blocks.
The difference between the Choice and Precued conditions was about  1.5  BV  when  the
conditions were presented between blocks, and about 0.5 pV when presented within blocks,
but the Condition x Blocking interaction failed to reach significance. The means involved in
the Condition x Hemisphere interaction revealed that the Choice - Precued difference was
slightly larger over the right (1.5 HV) than over the left (0.5 tiV) hemisphere.
4. Discussion
The main purpose of this study was to induce variations in the late wave of the CNV as a
function of whether Choice and Precued conditions were presented between or within blocks,
and of the type of task to be performed. This was done to study conflicting results on the late
CNV recorded in Choice and Precued conditions obtained by different researchers. Some
researchers found the late CNV to be larger in a Precued as opposed to a Choice condition
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(Macar, Vidal, & Bonnet, 1990; MacKay & Bonnet, 1990; Vidal, 1993), whereas our own
research revealed the opposite (Van Boxtel et al., 1993; Van Boxtel & Brunia, 1994a, 1994b).
The most salient differences in the setups used by these research groups concerned the nature
of the task and whether the conditions were presented between or within blocks.
The behavioral data clearly indicated that the force production task was more difficult than
the time production task. While the pattern of reaction times was equal in both tasks, the
subjects who received the force production task committed nearly twice as many errors than
the subjects who were given the time production task. The effort scores of the subjects in the
force production task were also larger than of those in the time production task. These clear
differences between the tasks did not result in effects on the recorded negativities. This might
be the consequence of the presentation of the tasks between subjects instead of within
subjects. The absolute magnitude of the potentials recorded at the scalp depends on individual
characteristics such as the thickness of the skull and meninges. Although we were aware of
this fact at the outset of this study, variation between subjects was still preferred over
counterbalancing tasks. A pilot study indicated that the force patterns in the time production
task were very similar to those of the force production task if the time production task was
given after the force production task. Hence with counterbalancing the two tasks would have
been nearly indiscriminable in half of the subjects, which was undesirable for the study of
differences between the tasks.
Another possible reason for the absence of effects of the factor Task on the recorded
negativities is simply that these negativities are not sensitive to the intended manipulation. Or,
possibly a tonie difference in the background EEG was present, which could not be measured
with the AC coupled amplifiers that were used. In any case, the present study did not provide
evidence for the notion that the difference in the late CNV between the Choice and Precued
conditions depended on the nature of the tasks used by the two groups of researchers.
The other factor that was thought to result in effects on the late CNV difference between the
Choice and Precued conditions concerned the method by which the conditions were presented.
In our own research we consistently found larger late CNV amplitudes in the Choice as
opposed to the Precued condition when administered between blocks, whereas in Marseille
the opposite was found when the conditions were presented within blocks. The results of the
present study indicated that the late CNV was larger in the Choice than in the Precued
condition, both when presented between and within blocks. Although the magnitude of the
Choice - Precued difference was slightly larger for between than for within blocks, the
associated statistical test (Condition x Blocking interaction) did not reach significance.
Certainly there was no question of a reversal of the Choice - Precued difference in the late
CNV as a function of blocking method. Since the comparison of the blocking methods was
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done within subjects, this negative finding can not be attributed to individual characteristics
of the subjects.
In sum, the present study was unsuccessful in eliciting differences in the late CNV as a
function of the nature of the task as used by the researchers in Marseille and Tilburg, nor as
a function of whether the experimental conditions were presented between or within blocks.
As a consequence, the controversy between the results obtained by these two groups of
researchers in similar experimental setups remains unsolved.
The present experiment provided additional evidence for the relation of the SPN with the
anticipation of task-relevant input.  In our previous research the Pre-S 1  Negativity was larger
in the Precued (information  in  S l)  than  in the Choice (no information  in  Sl ) condition,  and
the difference had a parietal maximum (Van Boxtel & Brunia, 1994a, 1994b). In the present
experiment the conditions were also presented within blocks.  In this case  S 1 always transmits
information   and   the   Pre-S 1    Negativity was found   to be equal in amplitude and scalp
distribution to that in the Precued condition presented between blocks. This finding supports
the  notion  that the informative  S 1  elicited  an  SPN  and that the parietal cortex is involved  in
the anticipation of task-relevant sensory input.
The lateral distribution of the SPN remains unclear. In our own research we found evidence
for bilateral symmetry (Van Boxtel & Brunia, 1994a), a left hemisphere preponderance (Van
Boxtel & Brunia, 1994b), and a right hemisphere preponderance (this experiment). Other
researchers have also reported contradictory results on the lateral distribution of the SPN
elicited by informative stimuli (e.g., ROsler, 1991). Negativity recorded preceding stimuli
transmitting knowledge of results about prior performance was found to be larger over the
right than over the left hemisphere (Damen & Brunia, 1994; Grunewald & Grunewald-
Zuberbier, 1983). However, this negativity might contain two overlapping components. The
first component, with a parietal maximum, is the SPN related to the anticipation of the
information contained in the stimulus. The second component, which is more frontal (Brunia
& Damen, 1988; Bucker, 1994), is possibly related to the affective-motivational properties of
the processing of the knowledge of results.
The distribution of the Choice - Precued difference of the Pre-S2 Negativity, which we have
used previously to estimate the SPN elicited by S2, differs from the distribution of the SPN
elicited  by  S l.  The SPN preceding  S l   had a parietal maximum, whereas  the SPN estimate
preceding S2 was more frontal. The frontal dominance of the Pre-S2 SPN estimate agrees
with our previous findings (Van Boxtel et al., 1993, Van Boxtel & Brunia, 1994b). If the
information conveyed  by  S 1   elicits  the  SPN  with a parietal maximum,  then  the  SPN  must
theoretically be also present preceding S2. Hence the Pre-S2 SPN estimate might also consist
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of two overlapping components,  one with a parietal maximum (the SPN per se) and the other
with a more frontal dominance.
The suggestion that the frontal component is related to the effortful control of task
performance cannot be substantiated based on the present data. The main effect on the effort
scores concerned the difference between the force and time production tasks. However, no
concomitant effects on the Pre-S2 Negativity were found, although this absence might be the
consequence of the between-subjects analysis. The comparison of the blocking methods did
show a correspondence between the effort scores and the Pre-S2 Negativity, albeit a weak
one. The effort scores of the conditions presented within blocks were about equal to those of
the Choice condition presented between blocks. The Pre-S2 Negativity at frontal electrodes
in both conditions presented within blocks were also nearly equal to those of the Choice
condition presented between blocks (Fig. 1). It is unfortunate that no separate effort ratings
were available for the Choice and Precued conditions presented between blocks, so that a
more direct comparison of the effort scores and the Pre-S2 Negativity was possible.
The suggestion discussed above,  that the  late wave  of the CNV contains a frontal component
related to the effortful control of task performance, is an interesting possibility that merits
further study. The relation between the frontal cortex and effort is supported by a bulk of
clinical and experimental evidence (e.g., Mulder, 1986). In further investigations of this
relation, it is necessary to record measures of the central nervous system (e.g., slow brain
potentials) as well as of the autonomic nervous system (e.g., pupil dilation, heart rate
variability).
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Detection of EMG Onset in ERP Research
Published in Psychophysiology, Volume 30 (1993),pp 405-412, with L.H.D. Geraats, M.M.C.
van den Berg-Lenssen, and C.H.M. Brunia as co-authors.
1. Introduction
The precise detection of the onset of the electromyogram (EMG) is important for at least two
reasons. First, the onset is often used as a trigger for recording movement-related brain
potentials in the electro-encephalogram (EEG) Kornhuber and Deecke (1965), for instance,
used EMG onset as the synchronization point of the Readiness Potential, which is recorded
prior to self-paced movements. Also in Reaction Time (RT) paradigms involving externally
paced movements, EMG onset has been used to compare stimulus-locked with response-locked
brain potentials (e.g., Gaillard & Perdok, 1980). Second, following the work by Weiss (1965)
and Botwinick and Thompson (1966), EMG onset is often used to fractionate the RT interval
into premotor and motor RT in order to determine whether RT effects are located centrally
or peripherally. This approach is becoming more and more important in modern mental
chronometry, in which the RT interval is fractionated into an increasing number of epochs,
each of which is being associated with a different psychological process. Psychophysiology
provides a number of methods intended to provide the events used to delineate these epochs.
However, as Meyer, Osman, Irwin and Yantis (1988, p.57) pointed out, one ofthe weaknesses
of the physiological approach to mental chronometry concerns the accuracy with which these
events can be measured. The aims of the present study are to determine how accurately one
of these events, EMG onset, can be measured and to find its most accurate measure.
Before answering the question of when EMG onset occurs, one should address the question
of what kind of EMG change is judged to be meaningful. In many experiments, the recorded
EMG activity is followed by an overt response, such as a button press or a squeeze on a strain
gauge. In this case, the significance of the EMG change can be deduced from the presence
of the overt response. However, an increasing number of researchers are becoming interested
in partial responses, in which EMG changes may occur that only lead to subthreshold overt
responses or to no overt responses at all. There are no general criteria for assessing what
constitutes a meaningful EMG change in these cases. For instance, the studies of Coles,
Gratton, Bashore, Eriksen and Donchin (1985), De Jong, Coles, Logan and Gratton (1990),
Smid, Mulder and Mulder (1990), and Smid, Lamain, Hogeboom, Mulder and Mulder (1991)
all used different criteria. The focus of the present study is on detecting a phasic change in
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EMG activity which is related to a full overt motor response. The term EMG onset Will refer
to this event in the remainder of this paper.
Most researchers have determined EMG onset by comparing the rectified signal with a preset
threshold voltage. The advantages of this method are that it is extremely simple and that it
may be performed both on-line on the analog signal and off-line on the digitized trace. The
method also has some drawbacks. The preset threshold level must be determined for each
subject individually. If the threshold level is set too low, the method will be extremely
sensitive to small preliminary bursts of EMG activity (possible partial responses) and hence
will underestimate EMG onset. If it is set too high, it will overestimate the onset. Moreover,
this method is susceptible to trial-to-trial differences in EMG rise time.
The method proposed by Barrett, Shibasaki and Neshige (1985), relies entirely on visual
estimation of the EMG onset. The point at which the EMG trace exceeds the threshold voltage
preset by the experimenter is determined by a computer, which then displays the rectified
EMG on the screen and draws a vertical line through that point. The vertical line can be
moved by cursors and the precise onset can be determined manually by the experimenter. This
method allows for precise EMG onset determination but is very laborious if large numbers
of trials and subjects are involved, and, moreover, it allows for a certain degree of subjectivity
in onset determination.
Although several automated methods for EMG onset detection have been described in the
literature (Coles et al., 1985; De Jong et al., 1990; Greeley, 1984; Haagh, Spijkers, Van den
Boogaart & Van Boxtel, 1987; Lidierth, 1986; Popivanov, 1986; Smid et al., 1990; 1991),
very little is known about the accuracy ofthese methods. Only Greeley (1984) presented some
data on the accuracy of his method and showed averaged ERPs for different accuracy settings.
The precision with which the EMG onset can be determined is likely to be influenced by the
quality of the EMG signal that is recorded.  In many studies the exact nature of the response
is only of secondary importance. and often a simple button press with the index finger is used.
For the detection of the EMG onset, this response has some serious drawbacks because the
finger flexors, such as the m. flexor digitorum superficialis, which flexes the middle phalanges
of the fingers, are located at the palmar aspect of the lower arm. They are difficult to localize
individually and are not situated directly under the skin. Hence only a diffuse measurement
is possible. Moreover, many experimenters may want to supply their subjects with a support
for the lower underarm during the course of an entire session, which presents problems if
electrodes are attached in the same location.
For these reasons we have used a contraction between thumb and index finger (the so-called
pincers grasp) and recorded EMG activity from the m. interosseus dorsalis I. This muscle is
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located on the dorsal aspect of the hand and connects the lower phalanx of the index finger
with the lower phalanx of the thumb. Although its main function is abducting the index
finger, its synergistic action is finger flexion. It can be very easily localized, is located directly
under the skin and has a low innervation ratio. Hence very accurate recording is possible.
Furthermore, its location is such that artifacts from moving electrode wires can be controlled
while still providing forearm support.
The next question that arises in determining the accuracy of EMG onset detection is how to
obtain a reference EMG onset against which the methods should be compared. In most
applications, rectified EMG is used, which is recorded at low sampling rates and hence with
low antialiasing filter frequencies. Commonly available filters produce a phase shift, resulting
in an overestimation of EMG onset ifjudged from this signal. The surface EMG represents
the summated activity of many motor unit action potentials (see Desmedt & Godaux, 1979,
for a study on EMG and single motor unit activity in the first dorsal interosseus muscle). To
obtain a reference, the activity of motor units should be recorded and the methods, which use
the rectified and filtered EMG, should match the start of motor unit activity. For practical
reasons, an intermediate position could be taken. If the raw, unrectified surface EMG is
recorded at a high sampling rate with a high antialiasing filter frequency, the EMG onset can
be visually determined in that signal, thus serving as a reference against which the onsets
produced by the various methods on the rectified and filtered EMG can be compared.
Finally, the accuracy of any EMG onset detection algorithm is likely to depend on the rise
time of the EMG. For fast (ballistic) contractions, the onset can probably be more accurately
determined than for slowly rising (ramp) contractions. Part of our current research uses
ballistic and ramp contractions to compare slow brain potentials in simple and choice RT
paradigms (Van Boxtel & Brunia, 1990). For these reasons, ballistic and ramp contractions
were incorporated in this study.
The EEG was recorded to assess the effects of producing averages time locked to the various
EMG onset detection methods. It was expected that the amplitudes of the averages triggered
by the EMG onset detection methods would be larger than those triggered time locked to the
stimulus (Gaillard & Perdok, 1980).
2. Method
2.1 Algorithms
The algorithms that we have implemented are threshold voltage comparison and the methods
described by Greeley (1984), Haagh et al., (1987), Lidierth (1986) and Popivanov (1986).
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Only the algorithms presented in papers whose main purpose was to find an EMG onset
detection method were implemented. This does not imply that other methods (e.g., Coles et
al., 1985; De Jong et al., 1990; Smid et al., 1990; 1991) are not suitable. An exception was
the method of Haagh et al. (1987), which was incorporated because it was previously used
in our laboratory. Throughout the remainder of this report, these methods will be referred to
by the last name of the first author who described the algorithm.
In the implementation of the algorithms, we replaced all fixed entities by parameters. The
optimal values of these parameters were determined in a pilot study involving two subjects,
for whom the procedure was exactly identical to that involved in the present study. The
optimization criterion was minimum mean and variance of the difference between visually and
automatically determined onsets. The optimal parameters found will be reported with the
description of each method.
2.1.1. Threshold Voltage Comparison
Besides the simple threshold comparison, another method (suggested by Haagh et al., 1987)
was implemented, which could possibly make the threshold voltage independent of the
subjects. In this method, the confidence interval of a fixed number of samples (N), starting
at the response stimulus, is calculated until a sample is detected that is larger than the upper
confidence limit. The upper confidence limit can be adapted by a factor (F), so that the onset
is said to be at sample I if for the voltage 11 the following equation is satisfied:
VI M+F·t(a,N-1)' . S                            (1)
vN-1
where M is the mean, S is the standard deviation of the previous N samples, and t is the value
from Student's t distribution at probability level a and N- 1 degrees of freedom. In our pilot
study this method performed better than the simple threshold voltage comparison, and the
parameters were N = 15, a = 0.01, = 2.624 and F =  10.5. This method of thresholdt(0.01,14)
voltage determination also served as the basis for the threshold voltage needed for the other
algorithms described below. For these methods, different values for F were found while the
values for N and a remained unaltered.
2.1.2 Greeley
This method, originally proposed as an on-line technique, implemented in hardware, is briefly
as follows: if several successive points of digitized rectified EMG, within a fixed interval,
have larger amplitudes than the preset threshold level, the onset is said to be detected. The
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software implementation was slightly adapted to make it easier to optimize by specifying that
ni  samples out of n2 equidistantly spaced samples in an interval of T ms should have larger
amplitudes than the threshold level, without the assumption of successivity. The pilot study
revealed  that the threshold level should be determined by equation  1,  with  F  =  11.  Furt-
hermore, the optimal values for nl' n2 and T were found to be 3,6 and 64 respectively (based
on a sampling frequency of 200 Hz). Hence for each candidate onset sample number k, n2 =
6 equidistantly spaced samples were taken from the subsequent interval of T = 64 ms (12
samples), resulting in the series k+1, k+3,  ... k+11. Of these series, nt = 3 samples must be
above threshold level.
2.1.3 Haagh
If the EMG has a larger amplitude than the upper limit of the confidence interval determined
by  equation   1,   with  F  -   1, the onset  is  said  to be reached   if the successive samples,
corresponding to an interval of T ms, have increasing amplitudes. From the pilot study, a
value  of 10  ms  for  T was derived.
2.1.4 Lidierth
This algorithm relies on threshold voltage comparison followed by an analysis of the EMG
burst duration. If the rectified EMG has a larger voltage than the threshold level, a check is
made to determine that the burst has a minimum length of T  ms and a maximum length of
T2 ms. However, transient decreases below the threshold are ignored if they are not longer
than T3 ms. The pilot study indicated that the threshold voltage should be calculated from
equation   1,  with  F =  6  and that values  of 90,   1000  and  0  ms  for  Ti'  T2  and T3 should  be
taken when ballistic contractions  were  made, and values  of 90,  1000,  and  10  ms  in the  case
of ramp contractions.
2.1.5 Popivanov
This is a slightly more complicated procedure. If the rectified EMG exceeds a preset threshold
value at sample /, cumulative sums are computed forward and backward for a preset interval
C. This procedure is iterated for next samples I with voltages Fi until the ratio of the
cumulative sums becomes equal  to or higher  than a preset number A:
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I+C         I
E V,hA  E  V,                                     (2)
i=I i=I-C
The pilot study indicated that the threshold voltage should be calculated from equation  1,  with
F= 7, and C= 10 ms and A = 2.5.
2.2 Subjects
Five right handed subjects (3 male and 2 female), who were paid at an hourly rate,
participated in the experiment. They all had normal or corrected-to-normal vision and hearing,
and their ages ranged from 25 to 43 years (M = 33.3 years).
2.3 Apparatus
Each subject was seated in a dimly lit, sound attenuating, electrically shielded cubicle, at a
table with a slightly sloping top. A small (20 by 30 mm) panel with five 2-mm light emitting
diodes (LEDs), arranged in a plus-sign pattern, was mounted centrally on the table. The
central LED was colored green and served as the fixation light. The two LEDs above and
below the middle green LED were red and the LEDs right and left of it were yellow. A force
transducer (strain gauge type, Brosa EBM 6153) was placed to the right of the central panel
at  a  distance  of  8  cm. The acoustic warning signal  was  a  pure  tone  of  1500  Hz,  70  dB,
duration  150 ms and the knowledge-of-results (KID stimulus was a pure tone of 2000 Hz,  70
dB,  duration  150  ms. Both tones were presented through a loudspeaker positioned behind the
subject at the ceiling of the cubicle. A DEC PDP 1 1/73 computer was used for experimental
control and on-line A/D conversion (12 bit resolution).
2.4 Physiological recordings
The EMG of the first dorsal interosseus muscle was recorded bipolarly from the right hand
with 2-mm Beckmann Ag-AgC1 surface electrodes. The electrodes were located approximately
10 mm apart (center to center), parallel to the muscle fiber direction. The EMG was amplified
(passband  3.8  -  520  Hz) and processed  in  two ways prior  to A/D conversion at  1000  Hz  (cf.
Figure  1): the first trace was low-pass filtered at 400 Hz (Figure la, referred to as raw EMG)
and the other trace was high-pass filtered at 20 Hz, full-wave rectified, and low-pass filtered
at  50  Hz  (Figure  1 c, referred to as filtered EMG). The effects of rectifying and filtering the
EMG  (Figure  1)  show the problem of overestimation  of EMG onset in filtered data. Strong
low-pass filtering with commonly available filters and their concomitant phase shift results
in  a later onset,  even if estimated visually (cf. Figures  la  and lc). Other filter settings  were
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tried, in particular for the high-pass filter, but because the differences were negligible, only
the 20 - 50 Hz data are presented. A cutoff frequency of 50 Hz is a proper antialiasing
frequency for common sampling rates in EEG research.
(a) Raw EMG Figure  I.  Single  trial  EMG  of a fast
300
\                       contraction. (a) raw EMG (low-pass
i                                                                                                                      
  antialiasing   jiltered   at   400   Hz);    (b)
                                           
  high-pass jiltered (20 Hz) 
and rec-
, . -  t)1,-
--
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The electro-oculogram (EOG) was recorded bipolarly by a pair of 2-mm Beckmann Ag-AgC1
electrodes, attached above and at the outer canthus of the right eye. For EEG recording, 8-
mm-diameter Beckmann Ag-AgC1 cup electrodes were placed at positions C3  and C4 of the
international 10-20 system. Linked mastoids served as a reference. EEG and EOG signals
were differentially amplified with an AC coupling time constant of 30 s and low-pass filtered
at 30 Hz.
The EMG, EEG and output from the force transducer were on-line A/D converted at  1000 Hz.
All filtering was done by means of a programmable filter (Sicos MF16, Butterworth, 48
dB/octave roll-off). Paper recordings of all signals were made on a Siemens Elema inkjet
polygraph to allow for visual inspection after the experiment.
2.5 Procedure
Before the start of the experiment, each subject was asked to squeeze the force transducer as
hard as possible with thumb and index finger of the right hand and hold it for about  1  s.  To
establish the maximum voluntary force (MVF) this squeezing was repeated 3-5 times at
intervals of about 2 min until a decline in force was detected. The largest value noted was
used to  set the criterion force level to  15% of MVF,  with a total tolerance window of 50%.
Thus, force output  had  to  be  in the range  of  11.25%  -   18.75%  of  MVF  to be considered
correct.
A trial started with the auditory warning stimulus and concurrent illumination of the green
fixation LED. Switching off this LED marked the end of the fixed 3-s foreperiod and thus
provided the response stimulus, after which the subjects had to respond as quickly as possible
with the right hand. Information about the response type was provided by illuminating either
the two vertically arranged red LEDs (fast, ballistic contraction, reaching the low level of the
criterion force within   100 ms after response onset)  or  the two horizontally arranged yellow
LEDs (slow, ramp contraction, reaching the low level of the criterion force between  110 and
200 ms after response onset) together with both the warning and the response stimuli. The
contractions were required to be initiated as soon as possible after the response stimulus and
to  be executed as accurately as possible.  RTs  had  to be between  100  and 500 ms.  In  the  case
of RT or contraction velocity errors, the auditory KR stimulus was presented  1.5 s after the
response stimulus. The subjects were thoroughly trained before the experimental session was
started. The experimental conditions were presented to the subjects in two blocks of 80 trials,
one block consisting of fast contractions and one block of slow contractions. The intertrial
intervals ranged  from  6 to  11  s,  with an average  of 8.5 s (rectangular distribution).
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2.6 Data analysis
2.6.1. Visual onset estimation
For each trial of all subjects, onsets were visually determined in the raw EMG trace (Figure
1 a).  To  this  end, each trial was displayed  on a computer screen, which was divided  into  two
parts. In the upper part, the raw EMG trace and the force output in the interval from the
response stimulus to the end of the sampling interval were displayed. Markers defining a
moveable window  of  100 ms, initially  set at RT-100  to  RT, were added. This window  and
the raw EMG trace that it contained were enlarged in the lower part of the screen, to which
a 5 millisecond grid was added to aid reading the onset to the nearest millisecond. In the pilot
study involving two subjects, the onsets were visually estimated jointly by five researchers
from our laboratory with experience in EMG recording and visual EMG onset estimation. The
instant at which the first motor unit action potential became visible in the EMG trace was
taken as the visual EMG onset, if it was almost immediately followed by an interference EMG
pattern and by a change in force output. Because this procedure led to hardly any disagree-
ment between the judges, the onsets in the present study were visually determined by only one
of these judges, using the same criteria.
2.6.2 Automated onset estimation
Few   researchers   will   want to sample their signals   at a frequency   as   high   as   1000   Hz.
Therefore, the onsets were calculated by the automated methods on the filtered EMG trace
(Figure   1 c), which was sampled  down  from   1000  to  200 Hz. Automated onset estimation
involved three separate steps:
1.       An initial estimate of the EMG onset was provided by the plain application of the
methods described in the Algorithms section.
2.       Because the algorithms all rely in some way on threshold voltage comparison, which
by its nature detects the onset at a point in time after the first change in EMG level,
the initial estimates   from    step    1    were adj usted by calculating backwards   to   the
previous local minimum in the EMG record.
3.           If this adjusted onset was not in an interval of 120 ms prior to force onset (defined as
the sample at which force output exceeded 0.15% of MVF), the EMG onset was
judged to be incorrect and the trial was eliminated from further analysis.
For each method, the difference between the visually and automatically estimated onsets was
calculated separately for each of the three steps on a single trial basis. Then, means and
standard deviations of these differences were computed for each subject and contraction
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velocity. The mean of these differences is an indicator of the average match of the onsets
calculated by the method with the visual onsets. The standard deviation of the differences
indicates the amount of latency jitter that a method cannot eliminate. Obviously, a good
algorithm produces a high number of correct trials, whereas the mean and standard deviation
are close to zero.
Rather than performing statistical tests with relatively low power, there is another way of
looking at the data that is in better agreement with the main interest of this study. The main
goal of this study was to find the method with the highest percentage of correctly estimated
onsets as near as possible to the visually determined onsets. This process can be visualized
as a cumulative distribution of the percentage of trials that is correctly estimated as a function
of the tolerated error of the estimate. For instance, assuming that the onsets are correctly
determined when they are within 5 ms from the visually determined onsets, how many trials
would be classified as correct? This number was calculated for absolute difference intervals
of 5, 10, 15,20, 25 and 30 ms (corresponding to 1-6 samples at 200 Hz) and a cumulative
distribution of the average percentages of the five subjects was made for fast and slow
contractions separately, again for each of the three steps involved in the analysis. In the pilot
study, this analysis was a better discriminator between the methods than were the correlations
between visually and automatically determined onsets.
The EEG traces were averaged within condition blocks time locked to the stimuli. In addition,
averages time locked to each of the EMG onset detection methods and to the visually
determined onsets were produced. In these averages, the onsets of the single trials were used
as a synchronization trigger.
3. Results and Discussion
The average percentage of trials for which no correct onset could be found, after each step
in the analysis, is listed in Table I for the contraction velocities and EMG onset estimation
methods. Obviously, application of RT bounds to the estimates (Step 3) resulted in more trials
being rejected. All methods produced more incorrect trials after Step 3 for slow contractions
than for fast contractions. The algorithms producing the least number of incorrect trials were
those of Greeley and Lidierth.
Means of the difference between the visually and automatically determined onsets are given
in Table II. After Step 3, all methods except Popivanov show an excellent match of the
automated with the visual onsets; the differences were < 5 ms (one sample at 200 Hz).
However, the good match largely depends on the adjustments made in step 2. The method of
Greeley produced  a  very good match  even  at the initial estimate  (Step  1). The method  of
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Haagh initially underestimated the onset, which was corrected after Step 3, but resulted in
rejection of a relatively high number of trials. Popivanov's method always resulted in an
overestimation of the yisual onset. Lidierth and threshold showed a good match after Step 2.
Of these methods, Lidierth produced the least number of rejected trials.
Table  I.  Average  percentage  of rejected trials for different methods to  determine  EMG onset.
Method
Steps Greeley Haagh Lidierth Popivanov Threshold
Fast Contractions
1          0.29 (0.65) 0.55 (0.75) 0.81 (1.18) 0.89 (1.33) 0.29 (0.65)
2          0.58 (1.30) 1.10(1.51) 1.10(1.51) 1.18 (1.61) 0.58 (1.30)
3         1.73 (2.38) 8.47 (6.67) 2.31 (1.65) 4.54 (3.37) 2.93 (2.06)
Slow Contractions
1          0.00 (0.00) 0.60 (0.83) 2.70 (4.90) 0.89 (1.99) 2.26 (5.05)
2          0.00 (0.00) 1.37 (1.37) 2.70 (4.90) 0.89 (1.99) 2.86 (4.77)
3          8.67 (4.40)  13.57 (7.91) 7.36 (4.33)  14.00 (7.47)  13.48 (7.28)
Note: Standard deviations are given in parentheses.
Table III lists the standard deviations ofthe differences between the visually and automatically
determined onsets. A considerable improvement was found, especially after Step 3 of the
analysis, whereas the differences between Steps 1 and 2 are relatively small. The method of
Lidierth produced the best results if only the first step was executed. All other methods relied
on the following steps to reduce the standard deviation, especially for slow contractions. After
Step 3, Lidierth and Greeley showed the smallest standard deviations.
The cumulative percentage of correctly estimated trials as a function of the tolerated error is
given in Figure 2. In Figure 2a, the data for fast contractions are given, whereas the
percentages for slow contractions are presented in Figure 2b. These figures clearly show the
effects  of the various steps  of the analysis. After the initial estimates  (Step 1), Greeley  and
Haagh methods seem to produce the best results, especially for fast contractions. Subsequent
calculating backwards to the nearest local minimum (Step 2) results in similarly accurate
results for both methods. Only Popivanov does not reach the level of the other methods for
slow contractions. The result of imposing RT bounds on the adjusted onsets (Step 3) slightly
improves the match between visually and automatically determined onsets. As expected, the
accuracy of the methods was less for slow than for fast contractions.
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Table II. Average difference (ms) between visually and automatically determined EMG onsets
for five methods.
Method
Steps Greeley Haagh Lidierth Popivanov Threshold
Fast Contractions
1          5.79 (2.22)  -0.28 (7.33)  14.99 (2.10)  22.65 (8.26)  13.35 (2.77)
2         2.81 (1.75)  -4.56 (7.38) 5.31 (2.05)  10.39 (7.97) 1.64 (2.01)
3          3.99 (0.84) 3.73 (1.93) 4.85 (0.65) 8.10 (3.18) 4.10 (1.33)
Slow Contractions
1          3.3410.20)  -4.33 (9.21)  12.25 (2.59)  41.60 (8.49) 8.83 (8.96)
2         -0.86 (9.93)  -7.56 (9.70) 2.38 (3.11) 30.3-410.02)  -2.49 (9.93)
3              3.48 (4.37) 1.66 (3.65) 3.34 (2.43)  19.54 (8.81) 4.22 (4.63)
Note: Standard deviations are given in parentheses.
The following preliminary conclusions can be draw from these data. If a researcher is
interested in determining the average EMG onset, as in most applications of mental
chronometry, Steps 1 and 2 should be executed. Step 2 results in an improvement of the
estimated EMG onset (Table II, Figure 2) and does not lead to an increase in the number of
rejected trials (Table III). Application of Step 3 improves the estimates only slightly, but
results in a larger number of trials for which no onsets can be found. If, however, the aim of
the research is to eliminate latency jitter of the overt response, then application of Step 3  is
desirable. Elimination of jitter is desired in most ERP applications, where averages time
locked to EMG onset are to be calculated. The standard deviations of the difference between
the visually and automatically determined onsets are greatly improved by Step 3 and not by
the previous steps. The price to be paid is a larger number of rejected trials.
The average EMG onsets for fast and slow contractions that were actually calculated by the
methods after all three data analysis steps, and the visually determined onsets, are presented
in Figure 3a. In agreement with Table II and Figure 2, these onsets (or premotor RTs) are all
slightly larger than the visually determined onsets. The difference in premotor RT between
fast and slow contractions is of the same magnitude for the visual onsets and for all the
methods, except for the Popivanov method, which produces a difference between fast and
slow contractions, which is not expected in a simple RT task (Klapp, Wyatt & Lingo, 1974).
Within-subjects correlations between premotor and motor RTs (Figure 3b) were around zero
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for fast contractions (ranging from -0.19 for Popivanov to +0.14 for Visual) and negative
(ranging from -0.30 for Visual to -0.40 for Popivanov) for slow contractions.
Table III. Average standard deviation of the difference (in ms) between visually and
automatically determined EMG onsets for five methods.
Method
Steps Greeley Haagh Lidierth Popivanov Threshold
Fast Contractions
1         11.77 (7.39) 29.82(16.25)  10.88 (6.74) 21.61(14.47)  18.95 (7.80)
2         11.69 (5.78) 28.88(15.60) 9.92 (4.36) 21.89(15.91)  17.62 (6.59)
3          6.21 (2.14) 8.65 (5.04) 6.27 (2.24) 9.47 (3.75) 8.58 (2.57)
Slow Contractions
1 26.65(17.22) 32.49(10.54)  13.09 (5.18) 44.49(13.14) 30.38(12.24)
2 26.35(16.57) 30.6X11.26)  13.36 (5.15) 46.54(12.58) 28.57[12.93)
3         11.24 (2.65)  11.75 (4.48)  10.61 (3.10)  19.72 (4.67)  11.85 (3.92)
Note: Standard errors are given in parentheses.
For the EEG data, the averages triggered time locked to the onsets determined by the different
detection methods were expected to result in larger amplitudes when contrasted with the
stimulus-locked average. These larger amplitudes were not found. The EMG-locked averages
did have a slightly different waveshape than the stimulus-locked averages. However, there was
no difference in amplitude between stimulus- and EMG-locked averages, nor did averages
triggered by the various EMG onset detection methods differ. This effect might seem to limit
the usefulness of a precise onset detection method for investigators who are primarily
interested in ERPs, but it should be noted that the absence of any differences might be due
to the usage of a simple RT paradigm, which has inherent low variability in contraction
velocity and RT. We analyzed one of our experiments involving two-choice RT performance
(Van Boxtel & Brunia, 1990) with the different EMG onset detection methods, and found
significant differences, both in the values of EMG onsets produced by the methods and in the
potentials averaged time locked to these onsets. No visually determined onsets were available
in that study. Furthermore, even if no differences are observed in the EEG, the presence of
any effects of the methods on the premotor RT affects the relation between the psychophysio-
logical measures and behavior, and this is the relation that most researchers are ultimately
interested in.
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Figure  2.  Cumulative  distribution  of the percentage  of correctly  estimated  trials  as  afunction
of the  tolerated error in milliseconds.  EMG onset estimation consisted  of 3  steps:  Step  I
Initial estimate provided by the methods; Step 2: calculating backwards to the previous local
minimum;   Step   3:   imposing   RT  constraints.   (a)  fast   contractions,    (b)   slow   contractions.
4. Conclusions
Most research in which EMG onset detection is needed relies on initial onset estimates, such
as those obtained in  our  Step  1.  The  accuracy  of such onsets is highly dependent on  the
specific nature of the method used. Therefore, we strongly recommend that these methods be
supplemented at least by the backward calculation of Step 2 and possibly by the RT bounds
of Step 3 if the measurement of an overt response is available. For our own research, the
method proposed by Lidierth (1986), added to the calculations of Steps 2 and 3, is most
appropriate. This method produces EMG onsets that match the visually determined onsets
within 10 ms in more than 80% of the trials for both fast and slow contractions. It is
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conceptually simple, easy to optimize to specific criteria, and is much faster than visual onset
determination. However, another type of research may have other requirements. For instance,
research involving partial responses requires a procedure which is sensitive to small, short
bursts. Although we think that Lidierth's method could be optimized to meet these
requirements, the method of Haagh et al. (1987) might be appropriate for this kind of research
as well because it underestimates the onset of the EMG accompanying an overt response and
hence seems to detect small bursts prior to it.
Because of the many different possible requirements, the suggestion  from this study  is not that
all studies that determine EMG onsets should do so using this or that algorithm. Rather,
studies in which EMG onset or fractionation of RT are important should report data on the
accuracy with which the onsets can be detected. This study provides suggestions as to how
accuracy determinations can be made.
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Appendix B
Results of Other ERP Components
In this section the results of the ERP components that were not of primary interest for the
present thesis are presented. These components are the Nl, P2,  P3  and the early CNV. The
most important effects resulting from these analyses are briefly discussed first. The MANOVA
tables can be found on the subsequent pages.
1. Nl (Table I)
The Nl is a sharp negative peak elicited by the auditory warning stimulus. It had a central
maximum in all experiments, and a slightly greater amplitude at frontal than at parietal
electrodes. Overall, it was bilaterally symmetrical, but the means involved in the Electrode
x Hemisphere interaction found in Experiments III and IV indicated that the Nl was slightly
larger over the right than over the left hemisphere at frontal electrodes. At the other electrodes
it was slightly larger over the left than over the right hemisphere.
2. P2 (Table II)
The  P2  is a sharp positive  peak that immediately followed  the  N l.  It  had a central maximum
and was bilaterally symmetrical in Experiments Il and III, whereas a left hemisphere
preponderance was found in Experiments I and IV. The Electrode x Hemisphere interaction
found in Experiments I, III, and IV indicated that the P2 was larger over the right than over
the left hemisphere at the frontal electrodes. The P2 was larger in the Precued than in the
Choice condition only in Experiment I (Condition effect).
3. P3 to Sl (Table IID
The  S 1  elicited  a P3 component, which was larger  when  S 1 contained information (Precued
condition) than when no information was transmitted (Choice condition). The relation between
the  P3  and the information content  of S 1   was  particularly  clear in Experiment  IV, in which
a Condition x Blocking interaction was found. The means involved in this test indicated that
the P3 was larger when  S 1 transmitted information (Precued/Between and Within situations),
as opposed to no information transmission (Choice/Between).
The P3 had a parietal maximum in all experiments, but the differences between electrode
positions were only significant in Experiment I. The results on the lateral symmetry of the P3
were inconsistent between the experiments, but the various interactions with the factor
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Hemisphere always indicated greater amplitudes over the right than over the left hemisphere,
as a function of response side (Experiment III), Condition (Experiment IV), or Electrode
(Experiment II).
4. Early CNV (Table IV)
The early wave of the CNV exhibited a frontal maximum and a parietal minimum in all
experiments. It was found to be bilaterally symmetrical in Experiments I and II, whereas a
left hemisphere preponderance was found in Experiments III and IV. The early CNV tended
to be greater in the Precued (information in Sl) than in the Choice (no information in Sl)
condition, but the Condition effect reached significance only in Experiment IV. In
Experiments I and II the Condition effects approached significance.
5. P3 to S2 (Table V)
The P3 elicited  by S2 exhibited similar effects  as  the P3 elicited  by  S l.  It  had a parietal
maximum and a right hemisphere preponderance in all experiments. It was also related to the
information content of S2, since it was larger in the Choice than in the Precued condition. The
Condition effect was largest at the parietal electrodes (Condition x Electrode interaction). The
effect of the factor Blocking observed in Experiment IV indicated that the  P3 to  S2 was larger
when the conditions were presented between than within blocks.
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Table  I.  MANOVA  Table for  the  NI.  The values  submitted  to  the  MANOVA  consisted  of the
most negative value recorded in the interval of 200 ms after the warning stimulus.
Exp. I Exp. II Exp. III Exp. IV
df F df F df F df           F
Response Side (R) 1,17 0.21
Condition (C) 1,9 0.86 1,14 0.82 1,17 1.28 1,19 0.30
Blocking (B) 1,19 0.62
Electrode (E) 2,8 16.08* 2,13 55.48* 3,15 7.74* 2,18 37.12*
Hemisphere (H) 1,9 0.17 1,14 0.10 1,17 1.24 1,19 0.12
Rxc 1,17 0.07
Rx E 3,15 3.26
Rx H 1,17 0.01
Cx B 1,19 4.61*
Cx E 2,8 0.75 2,13 2.10 3,15 0.86 2,18 3.85*
Cx H 1,9 0.07 1,14 0.01 1,17 0.63 1,19 0.54
Bx E 2,18 0.43
Bx H 1,19 1.86
Ex H 2,8 3.69 2,13 0.75 3,15 6.18* 2,18 7.10*
Rx Cx E 3,15 3.03
Rx Cx H 1,17 1.16
Rx Ex H 3,15 3.52*
Cx Bx E 2,18 0.73
Cx Bx H 1,19 0.00
CXExH 2,8 0.35 2,13 1.86 3,15 1.31 2,18 2.19
Bx Ex H 2,18 0.60




Table II.  MANOVA Table for the  P2.  The values  submitted to  the  MANOVA  consisted of the
most  positive  value  recorded  in  the  interval from  WS+100  to  WS+300  ms.
Exp. I Exp. II Exp. III Exp. IV
df F df F df F df          F
Response Side (R) 1,17 0.05
Condition (C) 1,9 55.14* 1,14 1.13 1,17 0.05 1,19 1.61
Blocking (B) 1,19 0.09
Electrode (E) 2,8 12.99* 2,13 22.98* 3,15 11.11* 2,18 27.63*
Hemisphere (H) 1,9 5.86* 1,14 1.98 1,17 0.01 1,19 11.32*
Rxc 1,17 0.00
Rx E 3,15 0.07
Rx H 1,17 0.72
CXB 1,19 0.29
CXE 2,8 3.01 2,13 2.54 3,15 0.16 2,18 0.15
CXH 1,9 3.30 1,14 0.09 1,17 0.32 1,19 0.33
Bx E 2,18 0.19
Bx H 1,19 0.39
Ex H 2,8 7.80* 2,13 1.14 3,15 14.21* 2,18 11.27*
Rx Cx E 3,15 2.38
Rx Cx H 1,17 0.03
Rx Ex H 3,15 0.15
CXBxE 2,18 6.73*
CXBxH 1,19 0.08
CXExH 2,8 5.05* 2,13 2.26 3,15 2.23 2,18 0.47
Bx Ex H 2,18 2.81
Rx Cx Ex H 3,15 0.26
Cx Bx Ex H 2.18 1.80
*p < 0.05
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Table  III.  MANOVA  Table for  the  P3  elicited  by  Sl.  The values  submitted  to  the  MANOVA
consisted  of the  maximum  value  recorded  in  the  interval  of  200  ms  after  Sl +300  ms  for
Experiment I, and in the interval of 500 ms after Sl for the other experiments.
Exp. I Exp. II Exp. III Exp. IV
df F df F df F df           F
Response Side (R) 1,17 0.15
Condition (C) 1,9 22.75* 1,14 20.49* 1,17 14.57* 1,19 2.32
Blocking (B) 1,19 8.76*
Electrode (E) 2,8 35.05* 2,13 1.93 3,15 0.09 2,18 0.93
Hemisphere (H) 1,9 0.37 1,14 0.20 1,17 5.22* 1,19 1.60
Rxc 1,17 1.58
Rx E 3,15 0.56
Rx H 1,17 12.01*
Cx B 1,19 21.08*
Cx E 2,8 0.83 2,13 7.74* 3,15 3.24 2,18 5.10*
Cx H 1,9 4.03 1,14 0.90 1,17 0.17 1,19 5.06*
Bx E 2,18 0.54
Bx H 1,19 2.20
Ex H 2,8 1.08 2,13 7.97* 3,15 2.26 2,18 3.10
Rx Cx E 3,15 1.49
Rx Cx H 1,17 14.72*
Rx Ex H 3,15 1.15
Cx Bx E 2,18 3.64*
CXBxH 1,19 0.22
Cx Ex H 2,8 3.02 2,13 0.09 3,15 0.79 2,18 0.74
Bx Ex H 2,18 0.20
Rx Cx Ex H 3,15 0.96
Cx Bx Ex H 2.18 4.18*
*p < 0.05
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Table  IV.  MANOVA  Table for  the  early  CNV.  The values  submitted  to  the  MANOVA  consisted
of the  single  subject  means  of the  interval  between  950  and  1050  ms  after  Sl.
Exp. I Exp. II Exp. III Exp. IV
df F df F df F df          F
Response Side (R) 1,17 0.46
Condition (C) 1,9 3.82 1,14 4.24 1.17 1.99 1,19 7.98*
Blocking (B) 1,19 1.05
Electrode (E) 2,8 12.12* 2,13 5.00* 3,15 11.91* 2,18 9.47*
Hemisphere (H) 1,9 0.61 1,14 1.03 1,17 5.24' 1,19 5.61*
Rx C 1,17 5.14*
Rx E 3,15 0.31
Rx H 1,17 0.83
Cx B 1,19 0.00
Cx E 2,8 0.64 2,13 0.87 3,15 4.62* 2,18 5.35*
C x H              1,9 1.04 1,14 0.01 1,17 8.94* 1,19 14.35*
Bx E 2,18 0.60
Bx H 1,19 1.30
E x H              2,8 3.08 2,13 2.78 3,15 2.42 2,18 5.02*
Rx Cx E 3,15 0.38
Rx Cx H 1,17 4.79*
Rx Ex H 3,15 0.94
Cx Bx E 2,18 6.24*
CXBxH 1,19 0.03
Cx Ex H 2,8 0.14 2,13 0.45 3,15 1.73 2,18 4.67*
Bx Ex H 2,18 0.09
Rx Cx Ex H 3,15 0.66
Cx Bx Ex H 2.18 3.50
*p < 0.05
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Table V. MANOVA Table for the P3 elicited by S2. The values submitted to the MANOVA
consisted of the  maximum value  recorded in the  interval  of 500 ms  after S2.
Exp. I Exp. II Exp. III Exp. IV
df F df F df F df           F
Response Side (R) 1,17 1.15
Condition (C) 1,9 18.69* 1,14 11.03* 1,17 30.85* 1,19 41.37*
Blocking (B) 1,19 9.45**
Electrode (E) 2,8 2.76 2,13 7.68* 3,15 27.42* 2,18 5.35
Hemisphere (H) 1,9 10.48* 1,14 74.14* 1,17 11.79* 1,19 15.36'
Rxc 1,17 0.14
Rx E 3,15 0.14
Rx H 1,17 6.56*
CXB 1,19 3.90
Cx E 2,8 6.22* 2,13 7.09* 3,15 11.73* 2,18 15.86*
C  x  H                                1,9 1.85 1,14 0.26 1,17 0.73 1,19 0.20
Bx E 2,18 0.98
Bx H 1,19 0.61
Ex H 2,8 0.65 2,13 2.39 3,15 1.16 2,18 2.15
Rx Cx E 3,15 1.40
Rx Cx H 1,17 0.76
Rx Ex H 3,15 9.77*
CXBxE 2,18 1.20
CXBxH 1,19 0.36
CXExH 2,8 0.10 2,13 0.92 3,15 1.24 2,18 1.21
Bx Ex H 2,18 0.23




In dit proefschrift werd gepoogd een motorische en een niet-motorische component in de late
golf van de Contingent Negative Variation (CNV) te onderscheiden. De CNV is een langzame
hersenpotentiaal die op het hoofd (van de mens) geregistreerd kan worden in het interval
tussen 2 stimuli  (S 1  en S2), waarvan de tweede een respons vereist.  In  het CNV onderzoek
kunnen sinds de ontdekking  in 1964 ruwweg drie perioden  van  elk  10 jaar onderscheiden
worden.
In de jaren zestig en begin zeventig werden voornamelijk korte (1 - 1.5 s) interstimulus
intervallen gebruikt. De CNV werd gezien als een enkelvoudig fenomeen, dat gerelateerd werd
aan dikwijls vaag gedefinieerde psychologische constructen zoals verwachting, motivatie of
aandacht. Uit onderzoek in de jaren zeventig en begin tachtig, waarbij langere interstimulus
intervallen gebruikt werden, bleek dat de CNV uit twee componenten bestond: een vroege golf
die  aan de eigenschappen  van  Sl  gerelateerd  was,  en  een  late  golf die de voorbereiding  op
de vereiste respons na S2 zou reflecteren. De stelling dat de late golf van de CNV
voornamelijk een index van motor preparatie is, wordt ook vandaag de dag nog door veel
onderzoekers onderschreven. Meer recent onderzoek in de jaren tachtig en begin negentig was
gericht op het verhelderen van de aard van hersenpotentialen die voorafgaand aan of tijdens
niet-motorische taken geregistreerd worden,  vaak in andere paradigma' s  dan de traditionele
Sl  - S2 standaard.
De voornaamste hypothese die in dit proefschrift getoetst werd, was dat de late golf van de
CNV bestaat uit een component die gerelateerd is aan de uit te voeren beweging (Movement-
Preceding Negativity, MPN), en een component die de anticipatie van S2 reflecteert
(Stimulus-Preceding Negativity, SPN). De bijdrage van de MPN aan de late golf van de CNV
was al aangetoond en de aanwezigheid van andere, niet motorische componenten zoals de SPN
kon ofwel om methodologische redenen bekritiseerd worden, of was moeilijk te onderscheiden
van variatie in de grootte van de MPN. Daarom is er in dit proefschrift veel aandacht besteed
aan het vermijden van de methodologische problemen en aan het constant houden van de
MPN door de eigenschappen van de overte motorische respons nauwkeurig te controleren. Als
gevolg hiervan werd de hypothese teruggebracht tot het bepalen van de bijdrage van de SPN
aan de late golf van de CNV.
Vier experimenten werden uitgevoerd voor de beantwoording van de onderzoeksvraag. Door
variatie van het moment waarop een instructie over de respons gegeven werd (informatie in
S 1  of in  S2),  zou het moment van optreden van de SPN moeten veranderen.  Als de instructie
in S 1  gegeven werd (Precued conditie), werd er een SPN voorafgaand aan S 1  verwacht en een
MPN voorafgaand aan S2. Als de instructie in S2 gegeven werd, zouden zowel de SPN en
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de MPN voorafgaand aan S2 op moeten treden en geen van beiden voorafgaand aan  S l.  Door
verschilpotentialen te berekenen tussen de Precued en Choice condities voorafgaand  aan  S l,
en tussen de Choice en Precued condities voorafgaand aan S2, werd de grootte van de SPN
met en zonder MPN overlap geschat. Aanvullende schattingen van de SPN werden gemaakt
door principale componenten analyse en door de vergelijking van gemiddelden die ofwel
synchroon aan de stimuli of aan de respons berekend werden.  De SPN werd ook verwacht op
te treden voorafgaand aan een stimulus die kennis van resultaten over de correctheid van de
respons gaf (S3), maar hiervan kon de geen schatting gemaakt worden zoals van de SPN
voorafgaand aan St en S2.
Globaal werden de verwachtingen door de experimentele data bevestigd. De geregistreerde
negativiteit was altijd het grootst voorafgaand aan de stimulus die de informatie over de uit
te voeren respons bevatte. De argumenten voor de stelling dat de SPN schattingen niet
gerelateerd waren aan motorische processen, worden uitgebreid behandeld met het oog op de
boven genoemde methodologische problemen. Geconcludeerd wordt dat de verschillen waarop
de SPN schattingen gebaseerd zijn niet verklaard kunnen worden voor variaties van de MPN.
Derhalve worden de SPN schattingen geYnterpreteerd als voorbeelden van niet-motorische
componenten van langzame hersenpotentialen.
Dat de late golf van de CNV naast een motorische ook een niet-motorische component bevat
is op zichzelf een belangrijk resultaat van dit onderzoek. Toch kon de hypothese van dit
proefschrift niet volledig bevestigd worden. Op basis van de uitgevoerde experimenten kon
namelijk niet met zekerheid vastgesteld worden dat de niet-motorische component de SPN
was.   De   SPN   werd het meest betrouwbaar geregistreerd voorafgaand  aan   S l,   waar  geen
respons op volgde en dus geen MPN aanwezig was. De SPN had een parietaal maximum,
hetgeen de stelling ondersteunt dat deze component een reflectie is van de anticipatie van
taak-relevante sensorische input. De niet-motorische component in de late golf van de CNV
vertoonde echter een frontaal maximum, ofschoon dit niet in alle experimenten gevonden
werd. Het betreft hier dus waarschijnlijk een andere component, die voorzichtig gerelateerd
werd aan de controle over de taakuitvoering na S2. De negativiteit voorafgaand aan de kennis
van resultaten in S3 bevatte nog een andere component, mogelijk gerelateerd aan affectief-
motivationele processen. Deze laatste component is wellicht dezelfde als die voorafgaand aan
S2, daar beide dezelfde schedelverdeling hadden.
Samenvatting 179
Samenvattend kan gesteld worden dat de late gol f van de CNV  uit twee, of mogelijk uit drie
componenten bestaat:
1. Movement-Preceding Negativity (MPN), die de voorbereiding op de respons die na
S2 uitgevoerd moet worden weerspiegelt.
2.    Een nog onbenoemde component die in de frontale cortex gegenereerd wordt en
waarschijnlijk een proces reflecteert dat de uitvoering controleert van zowel motorische
als niet-motorische taken.
(3)  Stimulus-Preceding Negativity (SPN), die de anticipatie van taak-relevante
sensorische input weerspiegelt.
Het is deze laatste component waarvan de bijdrage aan de late golf van de CNV onzeker
blijft. Daarom is deze tussen haakjes gezet. Deze component werd echter wel betrouwbaar
geregistreerd voorafgaand aan taak-relevante stimuli waarop niet onmiddellijk gereageerd hoeft
te worden.
De bestudering van niet-motorische componenten van anticipatoire langzame hersenpotentialen
vormt een belangrijke bijdrage aan het onderzoek naar deze potentialen, aangezien zij tot nu
toe vooral in termen van motoriek beschreven werden. De resultaten van dit proefschrift laten
zien dat anticipatoire langzame hersenpotentialen zeker niet alleen optreden wanneer een
motorische respons voorbereid wordt. Deze bevinding heeft met name consequenties voor
psychologisch onderzoek waarin deze potentialen gebruikt worden als maat voor motorische
preparatie.
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