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Abstract
The investigation of multivariate generalized Pareto distributions (GPDs) has begun only recently and
there are slightly varying deﬁnitions of GPDs available. In this article we investigate the one from Section
5.1 of Falk et al. [Laws of Small Numbers: Extremes and Rare Events, second ed., Birkhäuser, Basel, 2004],
which does not differ in the area of interest from those of other authors. We ﬁrst give an interpretation of
the case of independence in terms of the peaks-over-threshold approach. This case is also used in dimension
d = 3 by Falk et al. [Laws of Small Numbers: Extremes and Rare Events, second ed., Birkhäuser, Basel,
2004] as a counterexample to show that GP functions are not necessarily distribution functions on their
entire support. We generalize this counterexample to an arbitrary dimension d3 and demonstrate also that
other GP functions show this behavior. Finally we show that different GPDs can lead to the same conditional
probability measure in the area of interest.
© 2007 Elsevier Inc. All rights reserved.
AMS 1991 subject classiﬁcation: 62G32; 62E15
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1. Introduction
In recent years there has been a growing interest in multivariate generalized Pareto distributions
(GPDs). Different to the univariate case, where GPDs have turned out to be crucial models for the
peaks-over-threshold (POT) approach by the Balkema–deHaan–Pickands Theorem (see Reiss and
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Thomas [17, Section 1.4]), the role ofmultivariate GPDs in the framework of extreme value theory
is, still, under scrutiny. Recent results, however, in Rootzén and Tajvidi [19], Tajvidi [22], Beirlant
et al. [2] and Falk et al. [7] show that multivariate GPDs can again be used for (multivariate) POT
approaches. The goal of the present text is to investigate multivariate GPDs and to derive some
mathematical results on these distributions. We refer to Reiss and Thomas [17], Coles [4] and
Beirlant et al. [2] for general introductions to extreme value theory and especially the univariate
POT approach.
A fact illustrating that multivariate GPDs are a recent research topic is that there are slightly
varying deﬁnitions of multivariate GPDs under investigation. For this manuscript we stick to the
deﬁnition of Section 5.1 of Falk et al. [7], whichwas originally introduced byKaufmann and Reiss
[12] for the bivariate case. There are two other deﬁnitions closely related to this one. The ﬁrst one is
to be found in Paper B of Tajvidi [22], and the other is presented in Section 8.3 of Beirlant et al. [2]
and is investigated in more detail in Rootzén and Tajvidi [19]. These deﬁnitions are both identical
to ours in the region of interest, see Section 10.1 of Reiss and Thomas [17] and Section 8.3 of
Beirlant et al. [2]. In contrast to the univariate case it is not intuitively clear, how exceedances
over high thresholds are to be deﬁned. A different approach with a different understanding of
extreme observations, which results in a single-parameter family also called multivariate GPDs,
is described in Balkema and Embrechts [1]. Extreme value distributions (EVDs) are also often
used as models for threshold exceedances due to a point process limiting result, see for example
Coles and Tawn [5], Joe et al. [11] or Coles and Tawn [6]. A recent semiparametric approach
to model a random variable in its tail, which contains EVDs as a special case, is described in
Heffernan and Tawn [9].
Most of the extreme value literature deals only with the bivariate setup, see Section 9.4 of
Beirlant et al. [2]. This is only natural, since it is often the case in extreme value theory that things
tend to get complicated when going from the bivariate to the trivariate case. That is due to the
fact that the Pickands dependence function, which governs these models, is a univariate function
in the bivariate case. Therefore, the step from dimension 2 to 3 is, for the dependence function,
the step from dimension 1 to 2. This leads to more complicated formulas, and not every assertion
valid in the bivariate case carries over to the trivariate case. Some examples of this phenomenon
in GPD models will be shown in Theorem 6 and Corollary 9. However, higher-dimensional cases
are naturally of great practical importance.
In Section 2 we begin with the deﬁnitions and notations necessary for the understanding of
the present text. In Sections 3–5 we present examples of multivariate GPDs and use them to
show some general properties of GPDs. We begin with the two extreme cases of independence
and complete dependence in Section 3, showing thereby the slightly different interpretation of
the independence case in contrast to multivariate EVDs. After that we investigate an important
parametric family, the logisticmodel in Section 4.We thereby generalize a known counterexample
from Falk et al. [7] to an arbitrary dimension d3 and to other cases than the independence case,
showing that GP functions are not necessarily distribution functions. The asymmetric logistic
model, which is a generalization of the logistic model is investigated in Section 5 and is used to
show that two GPDs with different angular measures can induce the same conditional probability
measure close to the origin.
2. Multivariate GPDs
In this section we will give a short introduction on multivariate GPDs. Further details can be
found in Chapters 4 and 5 of Falk et al. [7].
1290 R. Michel / Journal of Multivariate Analysis 99 (2008) 1288–1301
Let X = (X1, . . . , Xd) be a random vector, which has a distribution function W with the
representation
W(x) = 1 +
(
d∑
i=1
xi
)
D
(
x1∑d
i=1 xi
, . . . ,
xd−1∑d
i=1 xi
)
= 1 + log (G (x1, . . . , xd)) (x1, . . . , xd) = x ∈ U (1)
in a neighborhood U of 0 in the relative topology of the negative quadrant (−∞, 0)d . Then X
follows a GPD with uniform margins. D is thereby a Pickands dependence function fulﬁlling
(2) and (3) below and G an EVD with negative exponential margins. Correspondingly a random
vector X = (X1, . . . , Xd), which has a distribution function W∗ with the representation
W∗(x) = 1 + log (G∗ (x)) , x ∈ U
in a neighborhood U of the right upper endpoint u of the EVD G∗ with arbitrary extreme value
margins, is said to follow a GPD.
These deﬁnitions of GPDs are in analogy to the relation between extreme value and GPDs in
the univariate case, where also W∗ = 1+ logG∗ holds, see Section 1.4 of Reiss and Thomas [17].
Remark 1. The marginal distributions of a GPD W∗ are univariate GPDs close to the right upper
endpoint of the distribution. By a suitable marginal transformation we can always transfer a GPD
into a GPD with uniform margins. Unless otherwise stated at special occasions, we will in the
course of this text always consider GPDs W with uniform margins.
The GP function W = 1 + logG is not a distribution function on the entire set of the negative
quadrant with W(x)0, see Section 5.1 in Falk et al. [7] for a counterexample with dimension
d = 3. We will give a generalized version of this counterexample for arbitrary dimension d3
in Section 4. However, in a neighborhood of 0 the function W(x) coincides with a distribution
function, see Lemma 5.1.3 in Falk et al. [7]. Actually in the bivariate case it turns out that a GP
functionW is a distribution function on the entire set where W(x)0 (see Lemma 5.1.1 in Falk et
al. [7]) but not in the higher multivariate cases. This is an example, where a property of a bivariate
GPD cannot be transferred to higher dimensions. We will see another example for this strange
behavior in Section 5.
We have a ﬂexible deﬁnition of a GPD, since we do not make assumptions on the structure of
the GPD away from the origin. The two other deﬁnitions from Tajvidi [22], Section 8.3 of Beirlant
et al. [2] and Rootzén and Tajvidi [19] are in the extreme area, where all components are large,
according to Section 10.1 of Reiss and Thomas [17] and Section 8.3 of Beirlant et al. [2] identical
to ours. For the deﬁnition in Tajvidi [22] components of observations, which fall short of given
threshold lines, are set to the value of the threshold. Thus, the threshold lines which are null sets
with regard to the Lebesgue measure have positive probability, and the support of the distribution
is limited. Also the univariate margins are not univariate GPDs. The deﬁnition from Section 8.3
of Beirlant et al. [2] speciﬁes the GPD distribution as
W(x) = 1− logG(0) · log
G(x)
G(min(x, 0))
,
where the minimum (and the following inequalities) are to be taken componentwise. G is the
corresponding EVD (with arbitrary margins). This leads to W(x) = 0 for x < 0 and W(x) =
1 − logG(x)logG(0) for x > 0, which is our deﬁnition in the extreme area x > 0 after a suitable marginal
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transformation. Actually this representation was used in Lemma 5.1.3 of Falk et al. [7] to show
that a GP function close to the origin can be extended to a valid distribution function on the
entire negative quadrant. From the above deﬁnition the structure of W in areas, where only some
components are large can also be gained. Remark that due to the minimum in the deﬁnition, the
distribution W might not be differentiable at the axes of the coordinate system.
Balkema and Embrechts [1] introduce a one-parameter family on the upper half space Rd−1 ×
[0,∞), which extends the univariate GPDs and is thus also called family of multivariate GPDs
or Pareto-parabolic distributions. It is derived by looking at exceedances, where only one com-
ponent (or a linear combination of the components) of a random vector exceeds some high
threshold. The most prominent example is the so-called Gauss-exponential model with the
density
g(u, v) = exp
(
v + uT u/2
)/
(2)(d−1)/2,
where v > 0 and u ∈ Rd−1. This density is just the product of an exponential density and d − 1
standard normal densities. The Pareto-parabolic distributions are not complete in the sense that
they do not consist of all possible distributions describing exceedances over the corresponding
thresholds but they cover a lot of important cases.
Before we come to the justiﬁcation of our deﬁnition of a GPD we will consider the structure
of a GPD a little closer.
With Rd :=
{
x ∈ (0,∞)d
∣∣∣∑di=1 xi < 1} and Rd = {x ∈ [0,∞)d ∣∣∣∑di=1 xi1} being the
open and closed unit simplex in Rd , the Pickands dependence function D : Rd−1 → [0, 1] can
be written as
D(t1, . . . , td−1)
=
∫
Rd−1
max
(
u1t1, . . . , ud−1td−1,
(
1 −
d−1∑
i=1
ui
)(
1 −
d−1∑
i=1
ti
))
(du), (2)
where  is a measure on Rd−1 with

(
Rd−1
) = d and ∫
Rd−1
ui(du) = 1, 1 id − 1. (3)
 is called the angular (or spectral) measure. The Pickands dependence function D fulﬁlls
max
(
t1, . . . , td−1, 1 −
d−1∑
i=1
ti
)
D (t1, . . . , td−1) 1.
Both bounds are Pickands dependence functions themselves, the so-called cases of complete
dependence and independence, see Section 3.
Every GPD can also be written as W(x1, . . . , xd) = 1 − ‖x‖D , x ∈ (−∞, 0)d , close to 0 with
some norm ‖ · ‖D , see Section 4.3 in Falk et al. [7] and Hofmann [10] for further details.
GPDs are used for POT methods in the univariate case. We will give a short justiﬁcation that
multivariate GPDs can also be used in multivariate POT models.
Let a d-dimensional random vector follow a distribution function F in the multivariate do-
main of attraction of an EVD G with margins G1, . . . ,Gd not necessarily negative exponential.
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Then we know by Proposition 5.15(b) in Resnick [18] that the marginal distributions F1, . . . , Fd
of F are in the univariate domains of attraction of the EVDs G1, . . . ,Gd , i.e., Fi ∈ D(Gi),
i = 1, . . . , d. Deﬁne by
G∗(x1, . . . , xd) = G
(
G−11
(
exp
(
− 1
x1
))
, . . . ,G−1d
(
exp
(
− 1
xd
)))
the corresponding EVD with standard Fréchet margins and by
F∗(x1, . . . , xd) = F
(
F−11
(
1 − 1
x1
)
, . . . , F−1d
(
1 − 1
xd
))
the transformation of F to standard Pareto margins. Denote by
X∗ =
(
X(1)∗ , . . . , X(d)∗
)
=
(
1
1 − F1(X1) , . . . ,
1
1 − Fd(Xd)
)
the correspondingly transformed vector X. Then we know by Proposition 5.15(a) in Resnick [18]
that for x = (x1, . . . , xd) with xi > 0, i = 1, . . . , d, the following equation holds with the
notation 1 = (1, . . . , 1) ∈ Rd :
lim
t→∞
1 − F∗(tx)
1 − F∗(t1) =
− logG∗(x)
− logG∗(1) . (4)
If we restrict ourselves to xi > 1, i = 1, . . . , d, we can express the above equation (4) in
terms of conditional probabilities for X∗ with the convention that inequalities for vectors hold
componentwise and, thus, X∗x means X(i)∗ > xi for at least one index i:
1 + logG∗(x)− logG∗(1) = 1 − limt→∞
1 − F∗(tx)
1 − F∗(t1) = 1 − limt→∞
P
(
X∗tx
)
P
(
X∗t1
)
x>1= 1 − lim
t→∞
P
(
X∗tx,X∗t1
)
P
(
X∗t1
) = 1 − lim
t→∞P
(
X∗tx|X∗t1
)
= lim
t→∞P
(
X∗ tx|X∗t1
)
. (5)
Thus, we see that under the condition X∗t1 the distribution of the exceedances of X∗ in the
area, where all components exceed the threshold (since x > 1), converges to a GPD with Pareto
margins with a scaling factor of − 1logG∗(1) > 0. After suitable marginal transformations we can
thus assume that under the condition Xu for some threshold u the approximation of the original
distribution function F by a GPD with uniform margins is reasonable.
A more detailed version of the result (5) showing equivalence to F ∈ D(G) can be found in
Theorems 2.2 and 2.3 of Rootzén and Tajvidi [19] for a slightly different version of a multivariate
GPD, see Remark 1. In Section 5.2 of Falk et al. [7] it is also shown that multivariate GPDs are,
as in the univariate case, POT-stable. Thus altogether the GPDs are natural candidates for POT
approaches in the multivariate case.
Result (5) was used in Eq. (2.9) of Smith et al. [20] to model exceedances over high thresholds
without putting it into a multivariate GPD context, which we do in this paper. A variant of (5)
leading to an extreme value approximation of exceedances over high thresholds was used in
Section 2 of Ledford and Tawn [14] to model the corresponding exceedances. Together with a
limiting point process result in Coles and Tawn [5] and Joe et al. [11] threshold exceedances are
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often assumed to follow EVDs. Statistical estimation in such models is done for example in Coles
and Tawn [6].
EVDs arise as limiting distributions of suitably scaled maxima. Since min xi = −max(−xi),
the corresponding limiting distributions G˜ for suitably scaled minima can easily be given as
G˜(x) = G(−x), where G(x) = P(X1x1, . . . , Xdxd) is the survivor function of an EVD G,
see Section 9.1 of Reiss and Thomas [17]. One can correspondingly deﬁne GPDs in this case as
W˜ (x) := 1 + log G˜(x) = 1 + logG(−x). They are natural candidates for the modeling of the
distribution of shortfalls below a certain threshold. To our knowledge these distributions have not
been investigated yet.
3. The cases of independence and complete dependence
In this section we will investigate the cases of independence and complete dependence and
show that in a GPD setup the case of independence has to be interpreted in a slightly different
way than in the extreme value setup.
Choose the angular measure  such that it has only mass in the vertices of Rd−1, i.e.,
({ei}) = 1, i = 0, . . . , d − 1,
where ei , i = 1, . . . , d − 1 denote the standard unit vectors of Rd−1 and e0 := 0. Thus ei ,
i = 0, . . . , d − 1, are the vertices of the unit simplex Rd−1. It is easy to see that conditions (3)
hold for this . One is also able to see by short elementary calculations that this leads to
D(t1, . . . , td−1) = 1 (t1, . . . , td−1) ∈ Rd−1,
and
W(x1, . . . , xd) = 1 +
d∑
i=1
xi = 1 − ‖x‖1 (x1, . . . , xd) ∈ (−∞, 0)d close to 0.
In the case of an EVD with this angular measure , the corresponding random vector X has
independent components X1, . . . , Xd . Therefore, this case is referred to as the independence
case. In the generalized Pareto setup, however, the behavior is different. Actually in this case no
observations fall into an area close to 0, which we show in the next theorem.
Theorem 2. Let (X1, . . . , Xd) be distributed by W(x) close to 0 with D(t) = 1 for all t ∈ Rd−1.
With Ks := {x ∈ (−∞, 0)d | ‖x‖∞ < s}, s > 0 we denote the (open) cube with edge length s in
the negative quadrant. Then there exists b > 0 close to 0 such that
P((X1, . . . , Xd) ∈ Kb) = 0.
Proof. By deﬁnition of a GPD there exists a b > 0 close to 0 such that (X1, . . . , Xd) has the
distribution function W(x1, . . . , xd) = 1 − ‖x‖1 = 1 +∑di=1 xi on Kb. Thus by Theorem A.2.2
in Bhattacharya and Rao [3] the density of W on Kb is
d
x1 · · · xd W(x1, . . . , xd) = 0,
and the assertion follows. 
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However, it is still justiﬁed to speak of this case as the case of independence with the fol-
lowing rational: Let Y = (Y1, . . . , Yd) be a random vector with distribution function F and tail
independent components Yi . Suppose that the distribution function of Yi is in the univariate do-
main of attraction of exp(x), x0 for each i = 1, . . . , d. Then F is in the domain of attraction
of exp (−‖x‖1), see Proposition 5.27 in Resnick [18]. Thus by (5) or the results of Section 2 in
Rootzén and Tajvidi [19] we know that observations falling over a high threshold have after a suit-
able marginal transformation asymptotically the distribution 1 + log (exp (−‖x‖1)) = 1 − ‖x‖1
in the extreme area. So W(x) = 1 − ‖x‖1 is the asymptotic exceedance distribution of random
vectors with tail independent components, meaning that random vectors with tail independent
components have in the limit no observations close to the origin. Because of this we can, still,
speak of W(x) = 1 − ‖x‖1 as the independence case.
For practical purposes one should checkones observations for tail independence before applying
a GPD model to make sure that one is not in the case of independence. Otherwise observed data
are likely to show dependence even though one has tail independence, see also Section 8.4 of
Coles [4]. In the case of tail independence a multivariate analysis of the tails can be reduced to the
analysis of the tails of lower-dimensional margins. Suggestions for tests for tail independence are
given for example in Section 6.5 of Falk et al. [7] or in Falk and Michel [8] for EVD and related
models, in Section 9.5.2 of Beirlant et al. [2] also for other models.
In the sequel we will introduce the other extreme case, the case of complete dependence. If we
choose the angular measure  such that it has only mass in the point (1/d, . . . , 1/d) ∈ Rd−1, i.e.,
 ({(1/d, . . . , 1/d)}) = d
then we get from (2) by elementary calculations
D(t1, . . . , td−1) = max
(
t1, . . . , td−1, 1 −
d∑
i=1
ti
)
(t1, . . . , td−1) ∈ Rd−1,
and
W(x1, . . . , xd) = 1 − ‖x‖∞,
for (x1, . . . , xd) ∈ (−∞, 0)d close to 0. Here we have X1 = · · · = Xd with probability 1, i.e.,
the random variables are completely dependent. This can be seen as follows.
Theorem 3. Let X1 < 0 be uniformly distributed on (−1, 0), and put Xd := Xd−1 := · · · := X1
with probability 1. Then the joint distribution function of (X1, . . . , Xd) on the negative quadrant
is W(x) = 1 − ‖x‖∞ for ‖x‖∞1 and equal to 0 elsewhere.
Proof. Choose x = (x1, . . . , xd) ∈ (−1, 0)d . Then
W(x) = P(X1x1, . . . , Xdxd) = P(X1x1, . . . , X1xd)
= P(X1 min(x1, . . . , xd)) = 1 + min(x1, . . . , xd)
= 1 − max(|x1|, . . . , |xd |) = 1 − ‖x‖∞.
If one component of x is smaller than −1, we have obviously W(x) = 0. 
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In case the random vector (X1, . . . , Xd) follows an EVD with this angular measure , we also
have X1 = · · · = Xd with probability 1. Therefore, this case is referred to as the case of complete
dependence (see also Kotz and Nadarajah [13, Section 3.2]).
Remark that we have shown in Theorem 3 that in the case of complete dependence the GP
function is a distribution function on its entire support.
4. The GPD of logistic type
We introduce in this section an important parametric family, the logistic family. We use it to
show that in any dimension d3 there are inﬁnitely many examples of GP functions, which are
not distribution functions on their entire support.
Let (X1, . . . , Xd), d2, Xi < 0, i = 1, . . . , d, be a multivariate random vector, whose
distribution function W has for (x1, . . . , xd) in a neighborhood of 0 the representation
W(x1, . . . , xd) = 1 +
(
d∑
i=1
xi
)
D
(
x1∑d
i=1 xi
, . . . ,
xd−1∑d
i=1 xi
)
with
D(t1, . . . , td−1) =
⎛
⎝d−1∑
i=1
ti +
(
1 −
d−1∑
i=1
ti
)⎞⎠
1/
,  ∈ [1,∞).
The function W is called the GPD of logistic type, D the Pickands dependence function of
logistic type.
The EVD of logistic type is, due to its simplicity, one of the most extensively studied and most
frequently applied multivariate EVDs, see Section 3.5.1 of Kotz and Nadarajah [13] for more
information.
We start our examination of the GPD of logistic type by giving a simple representation of W.
The corresponding norm in this case is the usual ‖ · ‖-norm, which makes the logistic model a
very natural model.
Lemma 4. We have
W(x1, . . . , xd) = 1 −
(
d∑
i=1
(−xi)
)1/
= 1 − ‖x‖,
in which xi < 0, i = 1, . . . , d, x = (x1, . . . , xd) and x lies in a neighborhood of 0.
Proof. Follows by elementary calculations, see for example Lemma 2.3.4 of Michel [15]. 
Remark 5. With this representation the case  = ∞ of complete dependence can also be included
in the logistic family, since we know from functional analysis that
lim
→∞
‖x‖ = ‖x‖∞,
for any x ∈ Rd . This can be seen as follows. From ∑di=1 |xi | max1 id |xi | we con-
clude ‖x‖‖x‖∞ and lim inf→∞ ‖x‖‖x‖∞. On the other hand, the inequality
∑d
i=1 |xi |
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d max1 id |xi | implies‖x‖d1/‖x‖∞ and, thus, lim sup→∞ ‖x‖‖x‖∞,which shows
the assertion.
The parameter  can now be interpreted as governing the dependence, since  = 1 is the case
of independence and  = ∞ the case of complete dependence. Values of  close to 1 imply a
great deal of independence, large values of  a great deal of dependence.
However, the distribution function for  = ∞ is not differentiable, which is why it has to be
excluded from some assertions.
In Remark 1 it was stated that a GP function W is not necessarily a distribution function on its
entire support in the negative quadrant. In Section 5.1 of Falk et al. [7] an example was given for
this by showing that in the trivariate case W(x1, x2, x3) = max(1 + x1 + x2 + x3, 0) does not
deﬁne a distribution function, since it would assign the probability − 12 to the cube
(
− 12 , 0
]3
. This
example corresponds to the case where D = 1, i.e., the case of independence, which corresponds
to the logistic case with  = 1. We will show in the sequel that this counterexample also holds for
dimensions d3, and we show additionally that this example can be transferred to cases where
D is not the constant 1. This is done with the help of the logistic model. Recall that it was shown
in Section 5.1 of Falk et al. [7] that a bivariate GPD is a distribution function on its entire support
in the negative quadrant. The main result we present here shows that no such assertion is possible
for any dimension d3.
Theorem 6. The following assertions hold for any dimension d3:
(i) The GP function
W1(x) = max (1 − ‖x‖1, 0)
for x = (x1, . . . , xd) with xi < 0, i = 1, . . . , d does not deﬁne a distribution function.
(ii) There exists a 0 > 1, depending on d, such that the function
W(x) = max (1 − ‖x‖, 0)
for x = (x1, . . . , xd) with xi < 0, i = 1, . . . , d does not deﬁne a distribution function for
any 1 < 0.
Proof. We prove assertion (i) by showing that the cube K :=
(
− 12 , 0
]d
would be assigned
a negative probability if W1 were a distribution function. By Section 4.1 of Falk et al. [7] the
probability of K under W1 would be
P(K) =
∑
m∈{0,1}d
(−1)
(
d−∑dj=1 mj)W1
(
0m1
(
−1
2
)1−m1
, . . . , 0md
(
−1
2
)1−md)
with the convention that 00 := 1. Note that if more than one argument of W1 is − 12 , i.e., mj = 0
for more than one index j = 1, . . . , d, then W1 equals 0 at this point. Thus the above sum reduces
to those summands, where at most one component of m is 0. With
1A(x) =
{
1 if x ∈ A,
0 else,
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denoting the indicator function of a set A, the probability of K can be written as
P(K) = W1(0, . . . , 0) +
d∑
j=1
(−1)(d−(d−1))W1
(
−1
2
· 1{j}(1), . . . ,−12 · 1{j}(d)
)
= 1 +
d∑
j=1
(−1)
(
1 − 1
2
)
= 1 − d
2
.
We have 1 − d2 < 0 if d3 and, thus, W1 cannot deﬁne a distribution function there.
We will show assertion (ii) by using assertion (i) together with a continuity argument. Since
we know from functional analysis that
lim
→1
‖x‖ = ‖x‖1
for any x ∈ Rd , we can conclude the pointwise convergence
lim
→1
W(x) = W1(x) (6)
for x in the negative quadrant.
Let m = (m1, . . . , md) ∈ {0, 1}d and deﬁne the point
pm :=
(
0m1
(
−1
2
)1−m1
, . . . , 0md
(
−1
2
)1−md)
∈ Rd
with the convention 00 = 1 as above. Since the cardinality of {0, 1}d is 2d , the pm deﬁne 2d
different points.
Let ε > 0 be given. By the pointwise convergence (6) of W, there exists a m > 1 for any
m ∈ {0, 1}d such that
|W(pm) − W1(pm)| < ε2d
for all 1 <  < m. Put 0 := minm∈{0,1}d m > 1. Then we have
|W(pm) − W1(pm)| < ε2d (7)
for all 1 <  < 0 and all m ∈ {0, 1}d . If we assume that W is a distribution function, we have
for the probability P(K) under W∣∣∣∣P(K) −
(
1 − d
2
)∣∣∣∣
=
∣∣∣∣∣∣
∑
m∈{0,1}d
(−1)
(
d−∑dj=1 mj)W (pm) −
∑
m∈{0,1}d
(−1)
(
d−∑dj=1 mj)W1 (pm)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
m∈{0,1}d
(−1)
(
d−∑dj=1 mj) (W (pm) − W1(pm))
∣∣∣∣∣∣

∑
m∈{0,1}d
|W (pm) − W1(pm)| (7)<
∑
m∈{0,1}d
ε
2d
= ε.
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We know that 1− d2  − 12 for d3. If we choose ε = 14 , then we know that there exists a 0 > 1
such that we have P(K) − 14 for any 1 <  < 0. Thus W cannot be a distribution function
for  < 0. 
We have shown in Theorem 6 that GP functions close to the independence case do not deﬁne
a distribution function on their entire support for arbitrary dimension d3. However, we have
seen in Theorem 3 that the GP function is a valid distribution function on its entire support
in the case of complete dependence for any dimension. An open question is, how far one has to
divert from the independence case or, respectively, how close one has to be to the case of complete
dependence such that aGP function is a valid distribution function on its entire support. Is there, for
example, a 0 in the logistic case such that for  < 0 the corresponding GPD is not a distribution
function and for  > 0 the corresponding GP function is a distribution function on its entire
support? Or is  = ∞ the only case, where a GP function is a distribution function on its entire
support?
Theorem6was shownby computing the probability of the cube
(
− 12 , 0
]d
. These considerations
can surely be generalized to cubes (−a, 0]d with a > 0 suitably chosen. What these examples do
not show, however, is the underlyingmathematical structure, which results in this strange behavior
for d3.
5. The GPD of asymmetric logistic type
The family of asymmetric logistic distributionswas ﬁrst introduced in Tawn [23] for the extreme
value case. It is derived there as a limiting distribution of componentwise maxima of storms
recorded at different locations along a coastline and is a generalization of the logistic model. We
use it here to show that GPDs are, in a certain sense, not uniquely determined when modeling
threshold exceedances.
Let B := P({1, . . . , d})\{∅} be the power set of {1, . . . , d} containing all nonempty subsets,
and let 1 be arbitrary numbers for every  ∈ B with || > 1 and  = 1 for || = 1.
Furthermore, let 0j,1, where j, = 0 if j /∈  and the side condition
∑
∈B j, = 1
is fulﬁlled for j = 1, . . . , d. Then the distribution function
Was(x1, . . . , xd) := 1 −
∑
∈B
⎧⎨
⎩
∑
j∈
(−j,xj )
⎫⎬
⎭
1/
(8)
for xi < 0, i = 1, . . . , d, close to 0 is called the GPD of asymmetric logistic type.
Remark 7. Due to the side conditions for the j, we have in this model 2d−1(d +2)− (2d +1)
free parameters, 2d −d−1 for the various  and the rest for thej,, see Section 2 in Stephenson
[21]. In the case j,{1,...,d} = 1 for j = 1, . . . , d and  = 1 we have again the (symmetric)
logistic distribution.
With d = 2 and the short notations 1 := 1,{1,2}, 2 := 2,{1,2},  := {1,2}, formula (8)
reduces to
Was(x1, x2) = 1 + (1 − 1)x1 + (1 − 2)x2 −
(
(−1x1) + (−2x2)
)1/
.
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In the case d = 3 we have
Was(x1, x2, x3) = 1 + (1 − 1 − 3 − 7)x1 + (1 − 2 − 5 − 8)x2
+(1 − 4 − 6 − 9)x3 −
(
(−1x1)1 + (−2x2)1
)1/1
−
(
(−3x1)2 + (−4x3)2
)1/2 − ((−5x2)3 + (−6x3)3)1/3
−
(
(−7x1)4 + (−8x2)4 + (−9x3)4
)1/4
with the corresponding short notations for the j, and .
Lemma 8. The function
was(x1, . . . , xd) =
(
d−1∏
i=1
(i − 1)
)(
d∏
i=1
i,
) ( d∏
i=1
(−xi)
)−1
×
⎛
⎝ d∑
j=1
(−j,xj )
⎞
⎠
(1/)−d
is the density of Was for xi < 0, i = 1, . . . , d and x close to 0.
Proof. This can be seen by tedious, but elementary calculations and an induction, see the proof
of Lemma 2.3.18 in Michel [15]. 
Note that in the density in Lemma 8 only the parameters with the set  = {1, . . . , d} in the
index occur. In contrast to the extreme value case the lower hierarchical parameters do not play
a role close to the origin.
The next corollary follows from Lemma 8 and is another main result of this article. To our
knowledge it has not been mentioned anywhere else.
Corollary 9. Let W1 and W2 be GPDs. The fact that there exists a neighborhood U of 0 (in the
relative topology of the negative quadrant), such that
PW1(B) = PW2(B)
for all Borel sets B ⊆ U does not necessarily entail that W1 and W2 and correspondingly the
angular measures 1 and 2 are identical.
Proof. We will show the assertion by looking at the case d = 3. Let W1 and W2 be two trivariate
GPDs of asymmetric logistic type with identical parameters 7, 8, 9, and 4 in the notation of
Remark 7 but with different parameter 1. Then we know by Lemma 8 that W1 and W2 have the
same density close to the origin, i.e., PW1(B) = PW2(B) for all Borel sets B close to the origin.
Let Gi = exp(Wi − 1), i = 1, 2 be the corresponding EVDs. The angular measures 1 and 2
belonging to G1 and G2 and, thus, W1 and W2 are given in Section 3.5.1 of Kotz and Nadarajah
[13] in terms of their measure densities. These measure densities depend (on the lower boundaries
of R2) on the parameter 1 and are, thus, different for different 1, leading to 1 	= 2. 
Remark that the difference between the two angular measures in the proof of Corollary 9 lay
in the lower-dimensional boundaries of the unit simplex. Both measures agreed in the interior.
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The proof of Corollary 9 can also be done with dimensions d > 3, since it only needed free
lower hierarchical parameters. Since these exist in the asymmetric logistic case only for d > 2,
we again see an example of the fact that things tend to get complicated or even sometimes strange,
when going from dimension d = 2 to dimension d = 3.
As a consequence, when modeling exceedances with GPDs it is in some cases, thus, possible by
Corollary 9 to do this with different GPDs, which lead however to the same probability measure,
since only the area around the origin is of interest. For distributions Fi ∈ D(Gi), i = 1, 2 from
the domains of attraction of different EVDs G1 	= G2 it may be possible to model exceedances
over high thresholds of F1 not only by W1 but also by W2 and vice versa.
It will be interesting to observe how this effects statistical estimation procedures. When doing
for example ML estimations for the parameters of the asymmetric logistic model, one should
be prepared that there will be a nonuniqueness of the solution of the ML equation. One has
to determine by further conditions how uniqueness can be produced. Depending on how the
appropriate solution is picked, one will also be faced with problems when showing the asymptotic
unbiasedness and normality of the estimation procedure, since observations coming from W1
may be determined to come asymptotically from W2 	= W1 and the estimation can, thus, not
be asymptotically unbiased in terms of the parameters of the asymmetric logistic model. Testing
procedures in parametric models may face similar problems.
Another consequence is that parametricmodels shouldbe checked for this problemofnonunique-
ness and adjusted accordingly, if possible, to avoid these problems with estimation procedures.
6. Final remarks
We have investigated in this paper multivariate GPDs, which have recently attracted attention.
We have given an interpretation of the so-called case of independence. We have also generalized
a known counterexample, showing that GP functions are not necessarily distribution functions,
to an arbitrary dimension and to inﬁnitely many logistic GPDs. It was also shown that different
GPDs can induce the same conditional probability measure close to the origin.
GPDs will surely be an active research topic in the years to come. When modeling threshold
exceedances with them it will surely be necessary to estimate and test in these models (both
parametrically and nonparametrically), which may prove to have some pitfalls, as we have seen.
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