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In its 2012 National Lakes Assessment, the EPA determined that nutrients are the most
widespread stressor of US Lakes, with one-third of US lakes containing excess nitrogen and/or
phosphorus. In response, states are developing numeric nutrient criteria to regulate the allowable
amount of nutrients in surface waterbodies. In this study, we estimate the recreational value of
improved water quality as a result of reduced nutrients in Mississippi lakes using a travel cost
model. A major challenge, however, is the lack of water quality data for many Mississippi lakes.
We introduce a water quality prediction model to impute water quality measures for lakes that
lack water quality data. We compare welfare estimates from travel cost models based on the
limited available water quality data to models using predicted water quality measures to evaluate
the extent to which inadequate data affects welfare estimates for improved water quality.
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CHAPTER I
INTRODUCTION
Globally, freshwater comprises about 3 percent of earth’s surface water. Of this small portion,
lakes contain about 90 percent of surface freshwater (Shiklomanov & Rodda 2003). As the
largest portion of surface freshwater, lakes provide significant value for people. Lakes serve as
flood control mechanisms and drinking water supply, but they also provide recreational
opportunities and wildlife habitat. One study estimated that the average global value of
ecosystem services lakes provide is between $106 and $140 (USD) per person per year (Reynaud
& Lanzanova 2017). Given the many ecological services from which people derive benefits, the
value of lakes can be difficult to measure. While its estimation is challenging, the monetary
measure of the benefits people receive from lakes matters.
For example, when evaluating an environmental policy, the benefits and costs need to be
compared to judge the desirability of the policy from an economic point of view. For example, in
the case of a new dam, economists would estimate the costs of construction, property purchase
for the new reservoir area, and/or lost habitat in the area. For benefits in the same scenario,
economists would measure the benefits related to fewer flood events, new lake recreation
opportunities, higher property values from lake proximity, and/or ecosystem services from new
aquatic habitat.
In this paper, we estimate the recreational benefits of improved water quality in
Mississippi lakes for Mississippi residents. In response to pressure from the US Environmental
1

Protection Agency (EPA), the Mississippi Department of Environmental Quality is developing
numeric nutrient criteria to reduce the amount of nutrients—specifically, nitrogen and
phosphorus—entering Mississippi surface waterbodies. Other states are developing similar
policies simultaneously as part of a nationwide effort to reduce nutrients in surface water,
especially surface water reaching the Gulf of Mexico (EPA 2017a). The allowable nutrient
concentrations would vary by surface water type and by region. Along with maximum allowable
concentrations, policymakers will likely suggest best management practices to reduce nutrientpolluted runoff (e.g. agricultural fields, urban areas, or wastewater plants) from land surrounding
a waterbody with nutrient concentrations exceeding the numeric nutrient criteria. As part of the
policy development process for numeric nutrient criteria in Mississippi, in this thesis we estimate
the potential recreational benefits from fewer nutrients in lakes as a result of numeric nutrient
criteria.
While nutrients are beneficial in certain amounts, they are harmful in excess. The US
Environmental Protection Agency (EPA) reports that 40 percent of lakes in the US contain
excessive levels of phosphorous and 35 percent contain excessive levels of nitrogen, making
nutrients the “most widespread stressor” affecting US lakes (EPA 2016). Moreover, the EPA
recognized no significant improvement in water quality between 2007 and 2012 (EPA 2016).
From this, the EPA has determined that recent efforts to improve water quality have not been
effective in causing significant change, so new policies must be implemented to improve water
quality. Thus, the EPA is targeting nutrients as the next step to improve water quality. Excess
nutrients in lakes are associated with more frequent and/or more severe algal blooms, foul odors,
poor water clarity, and more aquatic vegetation (Dodds 2006; Barica 1981). All of these negative
impacts affect recreational uses in some way. Algal blooms reduce oxygen in the water, creating
2

less desirable fishing environments. Algal blooms, poor clarity, and aquatic vegetation
negatively affect swimming areas in lakes. Foul odors discourage all forms of recreation,
including shore activities such as hiking and camping.
In this study, we focus on the recreational benefits of improved water quality for
Mississippi residents. Recreation comprises one of the most important reasons to protect water
quality, accounting for nearly 60 percent of the benefits people gain from water quality
improvements (Soderqvist & Scharin 2000; Rodgers et al. 1990). Since demand for recreational
use occurs outside of an established market, economists have developed non-market methods to
measure the recreational value of environmental resources. In this study, we use a travel cost
model to estimate the recreational value of improved water quality in Mississippi lakes.
Harold Hotelling is credited with developing the initial insight for the travel cost model in
a letter to the National Park Service in 1947. Clawson and Knetsch (1966) formally introduced
the concept in a book outlining the foundational needs and focuses for future recreational
demand research. In a travel cost model, recreationists are assumed to choose to visit a lake that
results in a higher level of utility relative to the other lakes available to visit. The full set of lakes
from which a recreationist chooses makes up the choice set. The person’s choice is assumed to
be a function of their own individual characteristics (e.g. demographics and preferred
recreational activity) as well as information about all of the sites in the choice set (e.g. water
quality parameters, whether there are developed beaches, restroom facilities, boat ramps, etc.).
Maximum expected utility is calculated under status quo conditions and under some alternative
conditions (e.g. specific water quality improvements in specific lakes), and the difference in
these expected utilities is divided by the marginal utility of income to arrive at a value for the
water quality improvements (Parsons 2003).
3

We designed and administered a survey eliciting previous recreational decisions and
demographic information from a sample of 1,019 Mississippi residents. From these survey
results, we have previous trip information for a total of 104 Mississippi lakes. However, water
quality data are available for only 17 of the lakes during the survey season. Without some other
innovation, the lack of water quality data constrains a recreationist’s choice set in the model from
a potential maximum of 104 lakes to only 17 lakes. As demonstrated by previous researchers,
incorrectly specifying the choice set of recreational sites has the potential to introduce bias in
welfare estimates or inconsistency in parameter values (Haab & McConnell 2002). Either of
these issues undermines confidence in benefit estimates and diminishes their usefulness in policy
evaluation.
To address this problem, we incorporate a method from the water science literature to
predict water quality data for the lakes without data. Using lakes that have water quality data, we
will estimate a linear regression model that predicts water quality parameters from geophysical
conditions surrounding the lake. Nutrients enter a lake through runoff from the land that
surrounds the lake. Thus, this model predicts the amount of nutrients in a lake based on the types
of land distributing runoff into the lake. The end result of this model will allow us to predict total
phosphorus within a year for any lakes that lack total phosphorus data using our estimated
function.
Using these water quality predictions, we will estimate the benefits to Mississippi
residents from reduced nutrients in Mississippi lakes using a travel cost model. Our goal is to
examine two effects in our travel cost models: the effect of an artificially small lake choice set
and the effect of water quality prediction on welfare estimates. We present the results of four
travel cost models in a later chapter. The first travel cost model, which we refer to as Model 1, is
4

based on actual water quality data for 17 lakes. The second (Model 2) is based on predicted
water quality data for 17 lakes given the same explanatory variables as the first. Model 3 uses
predicted water quality data for 94 lakes with the same explanatory variables as models 1 and 2.
The final model (Model 4) uses predicted water quality data for 94 lakes, but includes two
additional explanatory variables that are not present in models 1-3. We can examine the effect of
water quality prediction on welfare estimates by comparing models 1 and 2. We analyze the
effect of an artificially small choice set by comparing models 2 and 3. Models 1-3 contain the
same variables to provide a cleaner comparison, but Model 4 contains two additional variables
we expect to be important based on previous studies.
We hypothesize that there will be a significant difference between the welfare estimates,
and that water quality data scarcity creates the possibility of incorrectly estimating benefits from
the proposed policy. We also use a water quality improvement scenario similar to another travel
cost model application in the literature with complete water quality data to better compare the
welfare estimates under different data constraints to an established welfare estimate with full
data (Egan et al. 2009). From this, providing results from all four models illustrates the effect
that data prediction can have on welfare estimates and model specification relative to an accepted
model and welfare estimate in the travel cost model literature. Our hope is that providing these
estimates will highlight the need for more and better data to use in economic analysis.
The remainder of this thesis outlines the steps we took to create and analyze the data we
needed to estimate benefits from nutrient reduction in Mississippi lakes. Chapters 2 through 5
report the background, methods and results for the water quality prediction model. Specifically,
Chapter 2 will summarize relevant literature to the water quality model we estimate, Chapter 3
outlines the data needed to estimate the model, Chapter 4 formalizes the water quality prediction
5

model, and we present the results from water quality prediction in Chapter 5. We describe the
travel cost model in chapters 6-8. We describe similar applications of the travel cost model and
water quality prediction in Chapter 6. Chapter 7 details the data needed for the travel cost model
while Chapter 8 presents the empirical process to estimate the travel cost model and welfare
estimates. We conclude with the results of the travel cost model in Chapter 9 and our conclusions
for policy implications in Chapter 10.
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CHAPTER II
LITERATURE REVIEW FOR WATER QUALITY PREDICTION
Researchers have studied the relationship between land use and water quality since the early
1970s (see Beaulac & Reckhow 1983 for a thorough literature review). At that time, researchers
tended to quantify this relationship by calculating the amount of nutrients a particular land use
would export to a nearby waterbody through runoff. For example, we might expect that a land
use such as cropland would export more polluted runoff compared to grassland or natural forest.
Calculating coefficients specific to each land use on a lake-watershed basis was cumbersome and
data-intensive for researchers. While imperfect, researchers often transferred these nutrient
export coefficients from one study to different lakes and watersheds in the absence of better
methods to calculate site-specific values. As computing technology progressed, researchers
calculated these export coefficients in a more modern manner: linear regression (Meeuwig &
Peters 1996). While the technique changed, the concept remained similar. The coefficients
estimated using linear regression provided an estimate of the nutrients that land use exported to
the nearest waterbody. Over time, even the interpretation of the coefficients has changed as
researchers focused more on producing parsimonious models with strong predictive power and
focused less on the interpretation of individual coefficients (e.g. compare Coats, et al. 2008 to
Yang, et al. 2017).
There are advantages to moving away from calculation-driven models toward a more
statistical approach. First, Meeuwig & Peters (1996) found that regression-based models can
7

predict water quality measures better than the calculation-driven models. Second, regression
models require data that are more readily-accessible relative to the data requirements of a
calculation-based model. Thus, scientists can develop studies in more contexts using regression
models that would not be possible with the calculation-based models. US governmental agencies
provide much of the data necessary to run a regression-based model, but researchers must collect
their own finely-detailed data to create a similar calculation-driven model. For example, where a
researcher would only need the percent area of a land use for the regression model, she would
need the slope of the land, the nutrient load applied to the land use, the rate at which water would
run off of the land use, and more for each land area surrounding the lake to find a similar export
coefficient using a calculation-based model. The reduced data collection burden of regression
models alone lends itself to replication in more contexts, giving greater credence to its predictive
abilities.
Researchers have used regression methods to relate water quality with watershed
characteristics to identify high pollutant-producing land uses that if targeted with regulations
could yield greater reduction in nutrient pollution (e.g. Coats et al. 2008; McFarland & Hauck
1999). In these papers, watershed characteristics could include population densities, land uses
(e.g. cropland), soil types (e.g. well-drained), and other measures that could affect the nutrient
export from a watershed to a lake. In applications similar to Coats et al. (2008), the regression
models are used to identify significant contributors to water pollution, not for prediction. In
recent years, however, researchers have begun to create and test regression models to predict
water quality measures outside of the original sample, similar to the application of the water
quality model in this thesis. Yang, et al. (2017) discuss the application of water quality
regression models to areas of scarce water quality data in China for the purpose of policy
8

analysis. Knoll et al. (2015) demonstrate the validity of out-of-sample predictions from their
original sample of 109 lakes. Yang & Jin (2010) argue that using a water prediction model could
help to identify “hot spot” areas of poor water quality in unmonitored stream reaches. Avila, et
al. (2018) and Thoe, et al. (2014) both used a similar process applied to different water quality
measures to compare the predictive ability of different models out of sample. Both found that
more complex models outperformed the multiple linear regression model but note that even the
simpler models have more policy use than no estimates at all (Avila et al. 2018; Thoe et al.
2014). Application of linear regression to predict water quality based on land use characteristics
is not limited to lakes alone, but is also frequently used to predict stream water quality (e.g. Jones
et al. 2001; Johnson, Myers, & Patil 2001; Gergel et al. 2002).
Among the papers detailing water quality linear regression models, there are a few
consistent explanatory variables. Most papers incorporate a spatial measure of the total
watershed area such as acres or square kilometers (Horton 2014; Yang et al. 2017; Coats et al.
2008; Yang & Jin 2010; Knoll et al. 2015; Meeuwig & Peters 1996). Some papers consider both
land use characteristics and hydrologic soil groups (Horton 2014; Yang et al. 2017; Gemesi et al.
2011; Coats et al. 2008; Yang & Jin 2010). Others include land use characteristics but exclude
hydrologic soil groups (Meeuwig & Peters 1996; Knoll et al. 2015). A majority of papers include
a measure for average slope in the watershed (Horton 2014; Yang et al. 2017; Gemesi et al.
2011; Coats et al. 2008; Yang & Jin 2010). However, two papers exclude slope (Meeuwig &
Peters 1996; Knoll et al. 2015).
Other explanatory variables appear less consistently in the literature. A few papers
incorporate a measure accounting for roads or similar impervious areas (Coats et al. 2008;
Horton 2014). A few papers account for measures of population density (Meeuwig & Peters
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1996; Yang et al 2017; Horton 2014). Meeuwig & Peters (1996) and Coats, et al. (2008) consider
precipitation. Two papers include a measure of lake size in perimeter and/or area (Meeuwig &
Peters 1996; 2014), while one paper considers lake depth (Knoll et al 2015).
The literature in this area is moving towards more advanced regression techniques that
either account for spatial effects in the movement of water through the watershed or utilize more
advanced forms of machine learning to estimate the model. For example, Yang & Jin (2010)
compare the water quality predictions from spatial regression models and linear regression
models. Yang & Jin (2010) also find that spatial regression models result in more conservative
(i.e. smaller prediction values and narrower standard error margins) water quality predictions
relative to linear regression models. Yang et al. (2017) find similar results when comparing
spatial and linear regression water quality models. Gemesi, et al. (2011) push for water quality
research to move toward spatial regression when accounting for watershed characteristics. Knoll
et al. (2015) use a form of machine learning—the regression tree—to predict lake eutrophication
status and find that their model predicts well out-of-sample on a national scale.
While researchers in water science are progressing towards more advanced models and
estimation techniques, they still demonstrate in recent papers that the linear model predicts well
out-of-sample (e.g. Yang & Jin 2010). Our goal in this thesis is to bridge the gap between water
quality prediction and water quality valuation in a novel way. Since we focus more on the
introduction of an established water quality prediction model to economics literature and less on
advancing modelling techniques in water science, the linear regression model fits best with our
application. We hope that this thesis will spark interest for future collaboration between water
scientists and economists to employ cutting-edge models and methods from both fields.
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CHAPTER III
DATA REQUIREMENTS FOR WATER QUALITY PREDICTION
There are a few types of data needed to complete this thesis. In Chapter VII, we will describe the
survey data gathered to report recreational trip information for Mississippi residents which
provides the necessary travel cost information and the site attribute data collected for use in the
travel cost model. In this section, we describe the water quality data we have available and more
fully outline the data scarcity constraint driving this research. We also specify the spatial datasets
necessary to construct the water quality regression model and the process we used to create our
water quality panel dataset. Within each section of data descriptions, we outline the steps we
took to construct each of the final datasets used in our analysis.
In order to estimate how people value water quality when making recreational choices to
Mississippi lakes, we must have a measure of water quality for each lake. We accessed water
quality data for Mississippi using the EPA Water Quality Portal Data Discovery Tool. This tool
allows us to access data from multiple sources to maximize the amount of data we retrieve for
Mississippi lakes. The tool queries water quality data from the EPA Storage and Retrieval Data
Warehouse (STORET), USGS National Water Information System (NWIS), and USDA
Agricultural Research Service’s Sustaining the Earth’s Watersheds Agricultural Research Data
System (STEWARDS) (EPA 2017b). We downloaded the water quality data for this project on
May 8, 2018 so the data are current for water quality through 2017, which covers our survey
period.
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We searched for measures of total phosphorus, total nitrogen, chlorophyll-a, and Secchi
depth. There were too few observations of total nitrogen and chlorophyll-a to make them viable
options for water quality measures. We chose to use total phosphorus as our water quality
measure instead of Secchi depth for two reasons. First, it is the more policy relevant measure of
water quality since the policy under consideration would reduce nutrients, such as phosphorus, in
the water. Second, predicting water quality using nutrients as the water quality measure is more
prevalent and defensible in the water quality literature we studied compared to predicting Secchi
depth. We downloaded all observations reported in the Water Quality Portal Data Discovery
Tool for total phosphorus. The key variables are the Station ID, the lake name, the latitude and
longitude of the site measured, the date the water quality was measured, the numeric measure of
water quality and its units (milligrams of phosphorus per liter of water), and the method of
measurement.
We retrieved a dataset with 3289 observations, 146 stations, and 106 lakes across years
spanning from the early 1980s to 2017. A few lakes have more than one station from which
organizations collected water quality measures. The units and methods of measurement in this
dataset are inconsistent prior to 2008. After 2008, all observations have milligrams per liter as
their unit and are measured using the Phosphorus by Colorimetry. The National Environmental
Methods Index provides access to a document outlining the method for collecting and measuring
total phosphorus in the water sample, but the details of the method itself matter less than the
overall consistency of the measure (O’Dell 1993). Prior to 2008, the method of measurement is
either not reported, is listed as unknown, or is listed as one of four other methods. To maintain a
consistent measure of phosphorus, we removed observations before 2008 from the dataset. We
also dropped any observations with an organization name outside of Mississippi (e.g. Alabama,
12

Texas, Georgia). There were a few observations that represent different lakes but were recorded
under the same lake name. We renamed these observations with a nominal order to distinguish
between them (e.g. Beaver Lake 1 & 2, Sixmile Lake 1 & 2).
There were multiple instances of lakes with more than one phosphorus reading in a given
year. Most studies use an annual average water quality measure for economic analysis, so we
calculated the average value of total phosphorus for each lake in a given year. After combining
the observations into their respective annual average, the total phosphorus dataset contained 187
observations for 74 lakes in 9 years ranging from 2008 to 2017 (there were no total phosphorus
values for any lakes in 2010). Of these 74 lakes, we could not locate 9 lakes in the spatial dataset,
described below, which we subsequently used to connect the water quality data to watershed and
land use spatial datasets. After removing observations for those 9 lakes, our final total
phosphorus dataset contained 166 year-lake observations. Of the 65 remaining lakes, 34 lakes
were visited by at least one of our survey respondents in 2017 and these 34 lakes make up 66 of
the 166 observations. For the survey year of 2017 specifically, total phosphorus data was
measured for 20 of the lakes, 17 of which are in the survey choice set. Thus, if we only used
available data to estimate the travel cost model, we would need to constrain the full choice set of
104 lakes to 17 lakes. Moreover, the 17 lakes in our choice set with data in 2017 are not
representative of the entire state. None of the 17 lakes are located in the southwest portion of the
state, so even the site aggregation methods used by other researchers (discussed in Chapter VI)
are not possible in our context.
This problem provides the foundation for the rest of the data section, which outlines the
data we need to predict water quality measures for the other 87 lakes in 2017 which survey
respondents visited in 2017, but for which we have no measure of total phosphorus. To be
13

consistent with other papers using a linear regression prediction model, we need explanatory
variables measuring the percent area of various land uses (e.g. cropland, developed, etc.) and soil
types (e.g. well-drained, impervious, etc.) within each watershed. We also need total areas for
both watersheds and lakes. The final dataset needed for the linear regression will allow us to
regress annual average total phosphorus on watershed characteristics for each lake across all
years to predict total phosphorus in lakes with missing water quality data.
In order to correctly connect each lake with its corresponding watershed area and land
uses within that watershed, we accessed the National Hydrography Dataset created by the USGS
and other government agencies using the Mississippi Automated Resource Information System
(MARIS) (MARIS 2019). The National Hydrography Database provides geo-referenced
information on all surface waterbodies that comprise the US “surface water drainage system”
(USGS 2018). MARIS clipped the national dataset to provide a dataset of only Mississippi
waterbodies and then converted the latitudes and longitudes into a NAD 1983 Mississippi
Transverse Mercator projection (USGS 2018). The dataset contains 194,438 waterbodies
(including waterbodies that are not lakes), but we kept only the lakes for which we had total
phosphorus measures between 2008 and 2017 and any additional lakes visited by survey
respondents but for which no total phosphorus measures were available. This yielded 128 georeferenced lakes, each with their corresponding surface areas measured in square meters. All data
cleaning with the National Hydrography Dataset (NHD) was conducted in ArcGIS software.
Many of the lakes in our survey choice set or in the water quality dataset were unnamed
in the NHD. We first marked the lakes we needed that were named in the NHD. Occasionally
more than one lake would share an identical name. In that case, we verified which lake was the
correct lake for our choice set or data set using latitude and longitude locations or other visual
14

confirmation (e.g. lake shape, nearest town, etc.). We then identified each of our unnamed lakes
by hand in the NHD. We searched by location (using nearest town and lake shapes as guides)
and manually renamed the lakes. As a result of this process, 10 of the 104 lakes in the survey
choice set were not included in this dataset for one of three reasons which we describe in the
following paragraphs.
First, we excluded 6 lakes which are technically a portion of a river or stream system, and
which were not recognized as separate waterbodies in the NHD. Second, we excluded 3 lakes
whose listed names in the NHD matched those visited by a survey respondent, but whose geospatial data in the NHD did not seem to match with the actual lakes respondents claim to have
visited. Finally, 1 lake was removed because it was located in Alabama and was also technically
part of a river system. These 10 lakes removed account for only 2 percent of all single day trips
taken in the summer of 2017 by all respondents, and only 1 of the 10 lakes could possibly be
considered a popular lake for respondents.
We use watersheds as a proxy for the land area providing polluted runoff to each lake.
While there is a concern that a whole watershed may be too broad of a spatial scale to represent
the land area providing polluted runoff for some of the lakes in our dataset, Johnson, Myers, and
Patil (2001) found that land use characteristics for an entire watershed were sufficient to predict
water quality in stream segments. Using a Digital Elevation Model to determine the individual
drainage area for each lake is another alternative we do not explore here.
We accessed the Watershed Boundary Dataset through MARIS. The Watershed
Boundary Dataset maps all drainage areas in the US at varying levels of detail. Each hydrologic
unit (denoted by a hydrologic unit code, or HUC) comprises all of the land that drains to a single
point. The longer the hydrologic unit code, the finer the detail of the watersheds’ delineation. For
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example, a watershed with an 8-digit HUC could contain one or more smaller watersheds
identified by a 10-digit HUC. At this time, the 12-digit HUC (HUC-12) is the finest measure
universally mapped in the US, and is the HUC we use. We overlaid the spatial datasets of
Mississippi lakes and of Mississippi watersheds to match lakes in our dataset with their
corresponding watershed (which either contained entirely or intersected with one of the lakes).
The important attributes associated with each watershed polygon in the spatial data is each
watershed’s 12-digit hydrologic unit code and each watershed’s area in acres.
The Cropland Data Layer spatial dataset the USDA National Agricultural Statistics
Service creates each year provided the land use information. The Cropland Data Layer (CDL)
reports parcel-level land covers in a geo-referenced raster format annually. We classify land uses
into eight categories: cropland, forest, shrub, barren, water, developed, wetlands, and grassland.
Because land uses change over time, we incorporate the CDL corresponding to every year of
water quality data available between 2008 and 2017. From this, we are able to associate average
water quality measures from a lake in a given year with the land uses present in the watershed
within the same year.
For the soil information included in the water quality prediction model, we use the Soil
Survey Geographic (SSURGO) database created by the USDA Natural Resource Conservation
Service. This data set contains attributes for about 18,000 soil series present in the entire US
(USDA 1995), but we use only the 1,597 soil series for Mississippi. While there are many
attributes available, we only consider the hydrological group, which represents the extent to
which water will or will not infiltrate the soil. This characteristic directly relates to runoff, which
is relevant to our study, and is also consistent with soil characteristics included in other papers
predicting water quality from surrounding land attributes. There are 7 classes of hydrologic
16

group: A, A/D, B, B/D, C, C/D and D. The combination classes (e.g. A/D) all have the same
description in the metadata and are a generic indicator of a soil “that can be drained and [is]
classified” (USDA 1995). The other classes of hydrologic group range from well-drained soils
with high infiltration rates (A) to soils that have slow infiltration and produce more runoff (D)
(USDA 1995). Soil varies little over the length of time the water quality dataset spans, so it is
reasonable to use the same year of data for each year in the watershed panel data set.
In summary, we used several different sources to collect data needed to estimate our
water quality prediction model: (1) the water quality, as measured by total phosphorus in each
lake, (2) the watershed boundaries and sizes corresponding to each lake, (3) the land uses in each
watershed, and (4) the soil types in each watershed.
After acquiring all of the data, we used R to create the final panel dataset including water
quality measures and watershed characteristics for each lake we needed to run the water quality
regression. In R, we wrote code that would calculate the percent area of each land use and the
percent area of each soil type present within each individual watershed. We merged the datasets
containing percent area of soil types with the percent area of land use types using watershed
identifiers as the consistent variable. As a result, we had a dataset for each year that contained
the percent area of both land use and soil type in every watershed, each matched to a lake in our
dataset, for each of 8 years between 2008 and 2017 (excluding 2010 for which there were no
water quality data). Our final water quality prediction dataset contained 166 observations that
matched average annual total phosphorus in a given lake with the land use and soil
characteristics in the watershed surrounding the lake. We present summary statistics for all of the
variables in this dataset in Table 3.1.
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Table 3.1

Summary Statistics for the Water Quality Panel Dataset

Variable

Min

Mean

Max

Total Phosphorus

0.02

0.11

0.93

Watershed Area (acres)

10867

68190.02

319475

Soil A

0

3.5

63.2

Soil B

0.09

29.42

80.46

Soil C
Soil D

0.02
0

17.35
17.49

50.66
77.61

Cropland

0.06

17.80

83.42

Forest

0

28.80

78.45

Shrub

0

10.31

31.30

Barren
Water

0
0.51

0.14
8.31

1.82
33.05

Developed

0.36

6.43

43.07

Wetlands

0.72

20.52

67.83

Grassland

0

8.31

27.89

Lake Area (sq km)

0.02

21.32

162.25

Note: all values for soil and land use types are percentages of the total watershed area.
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CHAPTER IV
MODELS AND METHODS FOR WATER QUALITY PREDICTION
The intuition behind the water quality model is that the water quality in a lake will depend on the
amount and type of runoff entering a lake from the land surrounding it. Runoff, in turn, is
affected by different types of land uses and different soil types in the surrounding area. Each of
these characteristics will affect measures of water quality in the lake, represented here and in the
literature as a linear model. We estimate a model in which the natural log of the annual average
of total phosphorus in each lake is a linear-in-parameters function of explanatory variables. The
included variables and how they enter the model are supported by the literature cited in Chapter
II, with additional details below.
ln TPn,t    Ln,t α L  SnαS  Y Y  WWn  SASAn   n,t

(4.1)

Annual average total phosphorus for lake n in year t is a function of a vector of land
uses, L , and soil types, S , within lake n ’s watershed in year t (but there is no variation in S
across time), a time trend, Y , that takes a value ranging from 1 to 9 for each year from 2008 to
2017, the total acreage of the lake’s watershed area, W , and the lake’s surface area, SA , in
acres. The alphas are dimension-appropriate vectors of associated parameters.  is an
idiosyncratic error term, normally distributed with mean zero and unit variance.
Following other papers in the literature, we use the natural log of annual average total
phosphorus as the dependent variable (Gemesi et al. 2011; Yang et al. 2017; Coats et al. 2008).
We also followed others’ examples and added 0.003 to the percent area of each land use and soil
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type to allow the values to be logit-transformed (Jones et al. 2004). Equation (4.2) displays an
example equation that transforms the percent area of soil type A in a given watershed to a logittransformed value.
SoilAlogit 

log( SoilApercent )
1  SoilApercent

(4.2)

Some authors have used the raw percent area for each watershed characteristic without
logit-transforming the values (Gemesi et al. 2011; Knoll et al. 2015) and Meeuwig and Peters
(1996) tried both forms before favoring the logit-transformed values of land use in their final
model. We tested the regression using both raw and logit-transformed forms and found the
results to be similar, with the logit-transformed model outperforming the raw percent area model
as determined by the R-squared value.
We used a wild bootstrapping process to choose a final form for the water quality
prediction model. For each iteration of the bootstrap, we estimated the parameters in Equation
4.1 on a random subset of 117 observations (70% of the dataset) of the 166 lake-year water
quality observations we had created. We then used the estimated model to predict the natural log
of annual average total phosphorus in the remaining 49 observations (30% of the dataset). Next,
we used the actual total phosphorus values in these 49 lakes to calculate the root mean square
error of the predicted estimates to determine how accurately the regression equation predicted
observed values of the dependent variable. We repeated this process for 5,000 iterations, saving
the coefficients and root mean square error for each iteration.
We applied this process to four candidate models to determine which model had the best
fit, as determined by lowest root mean square error. Two models included a larger number of
explanatory variables while the other two were more parsimonious. The model with the best
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statistical fit and least amount of error in prediction estimates serves as the model we use to
predict water quality data in lakes from the survey choice set that lack data. We report the
methods we used to choose and compare the four candidate models as well as the results from
this regression calibration and validation process in the next chapter.
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CHAPTER V
RESULTS FROM WATER QUALITY PREDICTION
As mentioned above, we applied wild bootstrapping to four candidate models to analyze insample and out-of-sample prediction performances. Table 5.1 outlines the four models we
considered, including which variables were statistically significant and the adjusted R-squared
value for each. We chose the four candidate models through an elimination process using two
methods.
In one method (the specific-to-general approach), we estimated regressions using each
watershed characteristic individually. We then used the watershed characteristic with the highest
explanatory power as the base variable to which we added other watershed characteristics one at
a time, analyzing each additional variable’s statistical significance and its effect on the statistical
significance of variables already in the model. This process mimics the stepwise regression used
in Gemesi et al. (2011). We also considered the residual standard error and adjusted R-squared
value included in the model’s output. If an additional explanatory variable decreased the model’s
explanatory power, we excluded it. We used this process to choose Model C and Model D
(included in Table 5.1). In the second method (the general-to-specific approach), we began with
all watershed characteristics included in the model. We then removed each explanatory variable
individually and analyzed the effect on statistical significance of parameters and on residual
standard error and adjusted R-squared of the model. We chose Model A and Model B using this
process (specified in Table 5.1).
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Table 5.1

Regression Results for four Candidate Water Quality Models

Variable Name

Model A

Model B

Model C

Model D

Intercept

-0.93

-0.80

(1.16)

(1.16)

-3.23***
(0.11)

-1.85***
(0.09)

Soil A

-0.04

-

-

-

Cropland

0.13**

0.13**

(0.06)

(0.06)

-

0.15***
(0.03)

Forest

0.11*

0.12*

(0.06)

(0.06)

-

-

Shrub

-0.27***

-0.27***

(0.08)

(0.08)

-0.25***
(0.03)

-

Barren

0.34*

0.32*

(0.19)

(0.19)

-

-

Water

-0.15

-0.12

(0.10)

(0.10)

-

-

Wetlands

0.12*

0.13*

(0.07)

(0.07)

-

0.14***
(0.04)

Lake Size

0.00003*

0.00003*

(0.00002)

(0.00002)

-

-

Watershed Area

-0.000002

-0.000002

(0.000002)

(0.000002)

-

-

Year Trend

-0.18*

-0.16

(0.11)

(0.11)

-

-

Year Trend
Squared

0.02*

0.02*

(0.01)

(0.01)

-

-

Adjusted
R-squared

0.394

0.395

0.385

0.369

(0.04)

Note: ***, **, and * denote statistical significance at the 1%, 5% and 10% level, respectively.
Our main goal was to choose the model with the lowest RMSE in the prediction step,
independent of how or why we picked the model in the preliminary model choice process.
Because of how similarly the models performed with out-of-sample prediction (displayed in
Table 5.2), the model choice alone does not significantly affect the predictive power of the
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model. However, none of the models have an adjusted R-square larger than 0.5 or a RMSE lower
than 0.55. Thus, while there is some error in all of the models, the error is consistent across the
models and less likely to be a result of our judgment in the model selection process. More
simply, the prediction results are fairly similar regardless of which model we choose as the final
water quality prediction model. The largest difference between any of the coefficient estimates in
all four models was a 2% deviation for cropland in Model B. We report the RMSE for in-sample
prediction, average in-sample prediction from the bootstrapping process, and out-of-sample
prediction for the four models in Table 5.2.
Table 5.2

Root Mean Squared Errors for four Water Quality Models
In-sample RMSE

In-sample RMSE
(bootstrapping)

Out-of-sample
RMSE

Model A

0.566

0.555

0.620

Model B

0.572

0.562

0.621

Model C

0.615

0.612

0.618

Model D

0.604

0.600

0.613

We chose Model A as our water quality prediction model because it had the lowest
RMSE for 2 out of the 3 measures. None of the other models had the lowest RMSE for more
than 1 out of the 3 measures. While Model A does not have the lowest RMSE in out-of-sample
prediction, all of the models performed similarly in prediction, so the model fit itself is unlikely
to significantly skew predictions. We use the reported coefficients for Model A (included in
Table 5.1) to predict water quality for the lakes in our survey choice set that lack data.
We include summary statistics of the total phosphorus predictions from the water quality
model compared to the observed values of total phosphorus in Table 5.3. The water quality
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model predicts the minimum and mean value of total phosphorus fairly well, but it
underestimates the maximum value of total phosphorus. We recognize this is a weakness of our
model, and could result in an underestimate of the severe cases of eutrophication the policy is
attempting to address.
Table 5.3

Comparison of Predicted Total Phosphorus to Actual Values

Minimum
Mean
Maximum

Predicted Values

Actual Values

0.04
0.09
0.29

0.02
0.11
0.93

Note: All values are measured in mg/L total phosphorus.
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CHAPTER VI
LITERATURE REVIEW FOR TRAVEL COST VALUATION OF WATER QUALITY
As mentioned in Chapter I, Hotelling first introduced the concept of an economic model based
on travel costs people incur for recreation in a letter to the National Park Service in 1947.
Clawson and Knetsch (1966) formalized the concept in their book, and Bockstael, Hanneman,
and Kling (1987) contrast the travel cost model with other valuation models in an application to
water quality improvements. More recently, Parsons (2003) provides a primer for using the
travel cost model to value natural resources. The model takes advantage of the recreational
decisions people have made in the past to elicit the trade-offs people make between money (i.e.
travel costs) and the attributes of a site (e.g. water quality). Researchers assume that a person
chooses to visit a lake based on attributes of the lake and characteristics of the individual. A
person is willing to pay more (incur more travel costs) for a lake that they deem more desirable.
Researchers have applied the travel cost method to policy scenarios affecting only one
water body type, such as lakes (e.g. Egan et al. 2009; Parsons & Kealy 1992; Melstrom &
Welniak; Lupi & Feather 1998; Vesterinen et al. 2010). Others have considered a broader natural
resource context and include lakes, rivers, and streams in their analysis (e.g. Jakus et al. 2013;
Parsons, Helm, & Bondelid 2003; von Haefen 2003; Phaneuf 2002). In these papers, researchers
consider a variety of recreational activities. Most commonly researchers either study recreational
use of water for fishing in particular (e.g. Lupi & Feather 1998; Massey, Newbold, & Gentner
2006; McConnell, Strand, & Blake-Hedges 1995; Melstrom & Welniak) or a combination of
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many recreational activities, such as boating, swimming, or shore activities (e.g. Jakus et al.
2013; von Haefen 2003; Vesterinen et al. 2010; Parsons & Kealy 1992; Parsons, Helm, &
Bondelid 2003; Phaneuf 2002).
Across the different papers in the travel cost model literature, researchers use a few
consistent explanatory variables. All researchers include demographic variables. Many include
the size of the lake itself, often as the natural log of the lake’s surface area in acres (Egan et al.
2009; Lupi & Feather 1998; Jakus et al. 2013; Parsons & Kealy 1992). Authors consistently
account for the presence of boat ramps (Egan, et al. 2009; Jakus, et al. 2013; Parsons & Kealy
1992) and visitor facilities such as restrooms, picnic areas, and/or parking lots (Egan et al. 2009;
Parsons & Kealy 1992). In studies where fishing is a key recreational activity, authors often
measure catch rate or indices of fishing quality at the lake (Egan et al. 2009; Jakus et al. 2013).
Others recognize that managing agencies often influence recreational decisions and note whether
or not a site is managed by a governmental agency (Egan et al. 2009; von Haefen 2003; Jakus et
al. 2013).
Many of these papers also account for more unique explanatory variables. For example,
Egan et al. (2009) consider whether or not the agency managing the lake allows boat wakes in
the water. Von Haefen (2003) accounts for the type of recreation a person chooses during a lake
visit. Similary, Jakus et al. (2013) interact recreation type with site characteristics to account for
the influence of recreational activities when choosing a lake to visit. Lupi and Feather (1998) and
Parsons & Kealy (1992) both consider lake depth, while Lupi & Feather also include the number
of lake acres near shore to account for prime fishing areas within each lake. Vesterinen et al.
(2010) account for the possibility that weather affects a person’s decision to visit a lake and
included a variable measuring the number of hot days in the summer season.
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Measures of Water Quality in a Travel Cost Model
Besides the other explanatory variables mentioned above, studies in which the value of a
change in water quality is estimated must account for water quality in some way. However, the
method of representing water quality in the model varies widely throughout the literature.
Economists acknowledge a tension between using water quality measures that matter to the
general public (e.g. water clarity) which may differ from water quality measures that resource
managers prioritize (e.g. nutrient volume). Some prefer to use water quality indices that
commonly aggregate multiple measures of water quality or which are not precisely measured but
have more meaning for an average person, while others focus on a single measure of water
quality, such as clarity or volumes of particular nutrients. Two papers use a water quality index
ranging from 0 to 10 as determined by the subjective judgment of fisheries managers (Peters,
Adamowicz, & Boxall 1995; Adamowicz et al 1992). Other papers measure water quality based
on a ladder concept first described by Mitchell & Carson (1989). The scale ranges from 0 to 10
with each level relating to a water quality use, with 0 being dangerously polluted and 10 being
safe for human consumption (Mitchell & Carson 1989). Yi & Herriges (2017) compare results
from including a variety of water quality measures in their models. One model in their paper uses
Mitchell’s & Carson’s water quality ladder, another accounts only for clarity, and a third
includes clarity, phosphorus, and nitrogen in the model individually (Yi & Herriges 2017).
While similar to the concept of Mitchell’s & Carson’s water quality ladder, other papers
choose to use a different index based on the trophic state of a waterbody. A trophic state
represents the extent of eutrophication—or nutrient saturation—of the water in a lake. Many
papers use Carlson’s Trophic State Index, which uses specific formulas to transform total
phosphorus, chlorophyll, and Secchi Depth to an index value (Carlson 1977). Authors that
28

incorporate Carlson’s Trophic State Index include Jakus et al. (2013) who use the Trophic State
Index value for water clarity and von Haefen (2003) who includes the Trophic State Index
measures for clarity and phosphorus. In contrast, van Houtven et al. (2014) use an expert
elicitation function to determine the trophic state of a waterbody. The purpose of their trophic
state index is to take observed, objective measures of water quality (e.g. total phosphorus) and
transform them into levels of water quality the public can understand (van Houtven et al. 2014).
Other authors favor an index for representing water quality in a clear manner but use
more unique indices. For example, Parsons, Helm, & Bondelid (2003) use a water quality index
of low, medium, and high water quality based on the values of biological oxygen demand, total
suspended solids, dissolved oxygen, and fecal coliform in the waterbody. Alternatively, Phaneuf
(2002) takes advantage of the EPA’s Index of Watershed Indicators website that ranks
watersheds according to current and expected quality of waterbodies within the watershed. The
index ranged from 1 (highest water quality) to 6 (lowest water quality). Because he used this
website as his water quality dataset, Phaneuf (2002) was constrained to using each watershed as
one site, which was a more spatially aggregated scale than the respondents reported in his survey
data. Because the policy he considered was more likely to be planned and implemented at the
watershed level, Phaneuf (2002) felt that using a watershed as one site was best for his context.
In many other cases, researchers use physical measures of water quality (such as Secchi
Depth and/or total phosphorus) in their travel cost models. In one case, a group of researchers
took advantage of a uniquely complete water quality data set to identify which measures of water
quality influenced recreational use in Iowa lakes (Egan et al. 2009). Egan et al. (2009)
considered 13 water quality measures in their model and found that measures of clarity,
chlorophyll, nitrogen, and phosphorus—among a few others—all influence recreational choices.
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These researchers found that lake users respond most strongly to measures of water clarity and
nutrient concentrations. Vesterinen et al. (2010) only included water clarity in their model since
they believe it is more likely to directly affect a person’s choice to go swimming or boating.
While Phaneuf (2002) used a watershed water quality index, a portion of his study also
considered more specific water quality measures such as dissolved oxygen, phosphorus, and pH.
Others use physical measures of water quality to drive the values of dummy variables that
represent water quality. For example, Parsons & Kealy (1992) include dummy variables that
represent distinct cutoffs in water quality. Their dummy variable for clarity takes a value of 1 if a
Secchi Disk is visible at 3 or more meters, while their two variables for dissolved oxygen
indicate whether there is no oxygen near the surface or if there is oxygen greater than 5 parts per
million (Parsons & Kealy 1992).
Previous Applications of Prediction Models in Travel Cost Literature
Before establishing how other researchers have used water quality prediction in travel
cost literature, we include an overview of prediction models in the travel cost literature as a
whole. While our specific water quality prediction model is new in valuation literature, the
application of prediction models is not new. Massey, Newbold, and Gentner (2006) incorporate
dynamic bioeconomic models as an alternative to the more simple method of using fish catch
rate as a proxy for water quality measures. In this application, the researchers estimate fish catch
rate as a function of other ecological indicators and fishing stress. Massey, Newbold, and
Gentner find that using a simple proxy instead of a prediction model would limit the study’s
policy applicability and yield significantly different quantitative results. McConnell, Strand, and
Blake-Hedges (1995) use a two-stage estimation process that predicts angler catch rate in the
first stage and estimates welfare from recreational fishing visits in the second stage. Melstrom
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and Welniak (undated) estimate a two stage conditional logit model in which the first stage
predicts the share of residents choosing to recreate at a given lake which is then used to represent
a measure of site congestion in a random utility model of fishing trips in the second stage.
Water Quality Prediction in Travel Cost Literature
A handful of papers acknowledge a lack of water quality data and work around it in a
variety of ways. Parsons, Helm, and Bondelid (2003) use the National Water Pollution Control
Assessment Model to predict lacking water quality observations. They estimate the economic
value of every type of waterbody in six New England states based on responses to the 1994
National Survey of Recreation and the Environment. The water quality simulation model
predicts an index of low, medium, and high water quality, but is not accurate for prediction at a
fine scale. Thus, the authors aggregated sites at the watershed level when a more precise measure
of site quality could not be obtained. Parsons, Helm, and Bondelid point out a need for studies
that provide more “consistent, complete, and accurate measures of … water quality.”
Von Haefen (2003) estimated the recreational value of water quality for residents in the
Susquehanna River Basin from responses to the 1994 National Survey of Recreation and the
Environment. Von Haefen’s survey gathered visit information for three additional river basins
which he did not include in his analysis due to inadequate data. As it stood, sufficient water
quality data was nonexistent for all of the site options in the Susquehanna River Basin so von
Haefen aggregated the sites at a watershed or stream reach level using a weighted average of the
Trophic State Index calculation of phosphorus and secchi depth for sites within the watershed or
stream reach. The weights were proportional to the amount of data available for each site.
Lupi and Feather (1998) consider the effect of watershed or county-level aggregation
methods (such as those used by Parsons et al 2003 and von Haefen 2003) on model performance.
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They find that fully aggregated models (i.e. models where specific sites are group into a larger
conglomerate site) can lead to bias in estimated parameters and in predicted probabilities, and to
less heterogeneity of welfare effects from policy changes. Thus, they introduce a partial
aggregation method where a few of the most popular sites (determined by largest number of
distinct visitors) are disaggregated and the remaining sites are aggregated. Lupi and Feather find
that partially aggregated models with more disaggregated sites tend to mimic the disaggregated
model well enough for applicability in research scenarios where a disaggregated approach is not
possible due to data constraints.
Other papers have sufficient water quality data during the survey period to represent a
full choice set of waterbodies, but use water quality models to predict future water quality after
policy implementation. For example, van Houtven et al. (2014) include a SPARROW model to
predict future water quality measures for their stated preference scenarios. The same authors
develop a method for translating physical measures of water quality (e.g. measures of nutrients
or chlorophyll) to indicators the general public can understand using an expert elicitation
function (van Houtven et al. 2014). Thus, van Houtven et al. (2014) use two different water
quality prediction functions: one for use in future time periods and one that translates measures
from a current period into a qualitative index measure.
Water Quality and Land Use in Environmental Economics Literature
One paper in the environmental economics literature related land use to water quality, but
it fell short of using that relationship to measure a broader effect on the value of water quality.
Atasoy, Palmquist, & Phaneuf (2006) use land conversion data and water quality data that are
both referenced on a similar spatial and temporal scale to determine the effect of land converted
to residential use on water quality. The authors use spatial econometric methods to solve similar
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export coefficient questions studied by other water scientists referenced above. The authors note
that the purpose in knowing how land conversion affects water quality is to better inform
policymakers of the cost-effectiveness of policies that would restrict certain land uses to protect
water quality. The authors use nitrogen as their water quality indicator, but note that they also
considered total phosphorus as a potentially strong candidate. While the techniques that Atasoy,
Palmquist, & Phaneuf use differ from the water quality prediction method we employ, there is an
established recognition among some economists that land use is directly, even causally, related
to amounts of nutrients in a downstream waterbody. Thus, while the specific water quality
prediction method we introduce is new to economics literature, it is not an unknown or
unrecognized concept.
Our main concerns with estimating a travel cost model with missing water quality data
for lakes are the potential issues that arise from choice set misspecification. The choice set is
simply the set of all sites an individual chooses between when deciding a recreation location.
Incorrectly specifying the choice set could result in biased welfare estimates or inconsistent
parameter estimates (Haab & McConnell 2002). In practice, all choice sets are misspecified to
some degree, because it is impossible to know each person’s exact choice set. However, the goal
for researchers is to minimize choice set misspecification to the best of their ability.
In our context, we face a tradeoff when attempting to minimize bias in our welfare
estimates. While we risk introducing error into the model by predicting water quality for lakes
that lack data, we inherently face bias in welfare estimates by artificially constraining an
individual’s choice set to only those lakes with water quality data. Thus, while we use many
established procedures in the literature (estimating the value of water quality, using prediction of
some form in an economic model, overcoming data constraints in an innovative way), we believe
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we introduce a concept that is both unique and useful to economics literature by solving the
problem of inadequate water quality data with a water quality prediction model.

34

CHAPTER VII
DATA REQUIREMENTS FOR TRAVEL COST VALUATION
We described in previous chapters the process we used to predict water quality in lakes with
missing water quality data for 2017, which is an essential component of the data needed for a
travel cost model. In this chapter, we describe the survey data gathered to report recreational trip
information for Mississippi residents. We also detail the site attribute data collected for use in the
travel cost model.
Overview of the Survey Instrument
We contracted New South Research Group to conduct focus groups in 3 Mississippi
towns (Biloxi, Jackson, and Meridian) to test our survey mechanism. New South Research Group
provided us with reports containing the results and comments from each focus group session,
which occurred in Jackson, Meridian, and Biloxi on June 5, 2017, August 3, 2017, and August
15, 2017, respectively. In each focus group, we sought to elicit comments on the most salient
ways to communicate current nutrient pollution issues and the potential benefits from water
quality improvements after implementing numeric nutrient criteria. The key insight these focus
groups provided for this study was improvements in the clarity of our descriptions of the impacts
of nutrient pollution and the benefits from reducing it. We revised portions of the survey
presented to the focus groups each time to further refine the elements included in our final
survey.
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After reviewing an initial pilot of the survey by Qualtrics to 50 respondents on December
12, 2017, we approved the fielding of the survey. Including the pilot observations, Qualtrics
administered the online survey to 1,019 adult Mississippi residents through January 2, 2018. The
mean survey completion time was about 21 minutes, and the median was 12 minutes. At our
request, Qualtrics used quota sampling to collect a sample similar in appearance to the general
Mississippi population along four demographics: race (identify as white, black, or other), gender
(male, female), income, and age. Table 7.1 reports how our sample matches with the Mississippi
population regarding these measures. While the survey sample matched Mississippi population
statistics fairly well on percent of male and female, percent of income ranges, and percent of age
groups, the sample contains roughly 10 percent more respondents who identify as white
compared to the Mississippi population. As with any instance of quota sampling, we
acknowledge that while the sample may be representative along the demographics used for the
quotas, it may not be representative in other ways we did not measure.
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Table 7.1

Comparison of Mississippi Demographics and Survey Sample Demographics
Mississippi

Sample

White
Black
Other

59.3
37.7
3

70
25.8
4.2

Male
Female

48.5
51.5

49
51

19-34
35-49
50-64
65-79
80+

31.2
26.3
25.1
13.0
1.4

32.5
26.6
26.1
12.8
2

32.5
26.1
16.9
10.3
9.2
2.7
2.3

26.5
24.9
17.4
11.6
9.0
3.4
1.2

Race

Gender

Age

Income
less than $24,999
$25,000 - $49,999
$50,000 - $74,999
$75,000 - $99,999
$100,000 - $149,999
$150,000 - $199,999
greater than $200,000

Note: All values are percentages of the Mississippi population or survey sample.

Within the survey we defined a lake “visit” to be any trip to a lake for the purpose of
enjoying the lake, whether in it (e.g. swimming), on it (e.g. boating), or being near it (e.g.
picnicking, enjoying the view). We then asked if the respondent had visited any Mississippi lakes
between May and October, 2017. If the respondent answered yes to visiting any lake in the
previous season, she then saw a map and list of 52 Mississippi lakes and was asked to list the
number of single-day and overnight visits she took to each. If she visited a lake not included in
the original 52, the survey allowed her to write in up to 10 additional lakes with the nearest town
name and the number of single-day and overnight visits she took to each lake.
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After completing her response for total trip counts to all lakes in Mississippi, she then
completed more detailed information regarding her most recent trip to a Mississippi lake. Along
with the lake name and the number of days spent at the lake, she also reported the number of
people visiting with her, the total amount of time spent at the lake, the total amount of money
spent on this trip, and the portion of the total amount spent on lodging, gas, food, etc.
individually. She also marked which recreational activities she had participated in over the
course of the previous summer season, and which recreational activity she did most.
The survey also elicited information regarding the respondent’s demographic
information. The respondent reported the usual demographic characteristics—age, gender,
ethnicity, income, educational attainment—but also answered a few more unique questions. One
question ascertained whether or not the respondent lived on a lake for any portion of the year and
another noted whether she had many changes (minor or major) in her behavior in an effort to
help the environment. Most of the remaining portions of the survey dealt with stated preference
scenarios which are not included in this work.
Process for Inclusion of Write-in Lakes from the Survey Instrument
As described above, in addition to the trip counts reported for the list of 52 Mississippi
lakes included in the survey, the write-in section allowed the respondent to report visits to other
lakes and also report the nearest town to that lake. To maintain consistency across all write-in
entries, we followed a four-step procedure for each entry. First, we searched using Google,
“[lake name] Mississippi.” If the search yielded a seemingly valid response, we checked the map
to ensure the lake was near the town listed by the respondent. If it was, then we marked the
write-in entry to include as a valid lake and trip count. If the first step produced no valid results,
we searched “[lake name] [city name] Mississippi.” If this search yielded a road, neighborhood,
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and/or state park similar to the reported lake name, we checked the area adjacent to the point of
interest to verify the presence of a lake. If there was a lake near the road, but with a different
name, we considered this a valid response. We assumed that some people may associate lakes
with the prominent landmarks nearby and thus remember the landmark more clearly than the
specific lake name. However, in the dataset we recorded the entry as a visit to the valid lake
name, not as a visit to the reported landmark name.
If the previous two steps yielded no valid responses, we searched “lakes near [city name]
Mississippi.” If there were websites that listed lakes near the town, we checked the list for
similarities in name. We then searched any potentially valid lakes using Google Maps and
checked for similarities to justify confirmation that it was the lake the respondent meant. If no
lists came up, we visually searched all lakes in the surrounding area on Google Maps to see if
any lakes were similar in name or had landmarks nearby with similar names. If none of the above
searches resulted in finding a valid lake, we highlighted the observation in the excel dataset and
did not include it as a valid lake and trip count in the final dataset.
While verifying the write-in entries, we also developed a consistent protocol for entries
that we either removed from the final dataset or changed in the final dataset. We removed writein entries from the final dataset if it met any of the following requirements: it was a double-count
of visits already recorded by the respondent in the list of 52; it could not be located in a
reasonably thorough search (detailed above); it was a lake outside of Mississippi; it was a river
or creek; or it was gibberish, numeric, or otherwise impossible to interpret. If the respondent
provided a lake name but no trip count in the write-in entry, the lake was added to the choice set
with a 0 trip count value for that respondent. Even without trip count information, the respondent
recording the lake name is enough information to warrant its inclusion in the final choice set. If
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the write-in entry was the same as a lake the respondent marked in the original list of 52, but the
respondent recorded two different trip counts, we considered the write-in entry trip count as the
true value, assuming for better or worse that the write-in entry provided an opportunity to correct
a miscount on the previous page. As a result of these corrections in the data cleaning process, we
removed 118 observations because they met any of the descriptions outlined above and kept 81
observations edited for capitalization, spelling, or proper lake names. Only 2 observations were
somewhat questionable and required use of our best judgment to determine the lake intended by
the respondent. Thus, we do not believe these corrections are a significant cause for concern
regarding error in trip data.
Compilation of Lake Site Attribute Data
We also needed more information about each site’s specific attributes (e.g. presence of
beaches, restrooms, and other variables described in the previous chapters) to combine with the
trip count data for the travel cost model. Much of the information regarding the site attributes
were found on the Mississippi Department of Wildlife, Fisheries, and Parks (MDWFP) website.
For the lakes where MDWFP provide incomplete or no information, we used Google searches
and various other websites (e.g. www.lakelubber.com and www.phwd.net) to compile the
information. In cases where those searches provided inadequate information, we gleaned as
much information as possible using satellite views from Google Maps. For example, the
presence of boat ramps, beaches, visitor services, and campgrounds are all visually verifiable
using Google Maps even without written confirmation from a separate website. In as many cases
as possible, road signs visible on Google Maps street view clarified whether boat ramps and
visitor areas were publicly accessible.
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We present a description of the site attribute variables in Table 7.2 and summary statistics
in Table 7.3. We noted whether the lake was publicly accessible or private, whether there was a
boat launch present, if the lake had a beach, if there were visitor services available (e.g. parking,
restrooms, and picnic areas), and if there was a campground at the lake. We also marked whether
the lake had a fish consumption advisory. The fish consumption advisories take the form of a
recommendation to only eat fish from the lake once in a timeframe ranging from two weeks to
two months. This designation happens to coincide exactly with lakes within the densest area of
agricultural production in Mississippi (the Mississippi Delta), so these two properties—having a
fish consumption advisory and being located in the Mississippi Delta—cannot be disentangled.
Moreover, we found that a few lakes were closed for renovation or other reasons during the
survey season. Thus, another variable denotes whether the lake was open or closed for public use
during the 2017 summer season. A few lakes also had water parks, so a separate variable marks
those lakes. The National Hydrography Dataset reference in Chapter 3 provided data regarding
the lakes’ surface areas. We also created variables that denote the requirement of an access
permit, the monetary amount of the permit, and whether the permit is per vehicle or per person.
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Table 7.2

Variable Descriptions for Lake Attributes

Variable Name

Variable Description

Public

1 if the lake is publicly accessible; 0 if private

Boat Ramp

1 if the lake has at least one boat ramp; 0 if not

Beach

1 if the lake has a developed beach; 0 if not

Amenities

1 if the lake has a picnic area, visitor center, or restrooms; 0 if not

Fish Advisory
Water Park

1 if the lake has a fish consumption advisory; 0 if not
1 if the lake has a water park (e.g. splash pad or water slide); 0 if not

Camping

1 if the lake has campsites available; 0 if not

Open

1 if the lake was open in the summer of 2017; 0 if not

Permit

1 if the lake required a permit to access; 0 if not

Lake Size
Total
Phosphorus

Surface area of the lake in acres

Table 7.3

predicted volume of total phosphorus in the water measured in mg/L

Summary Statistics for Lake Attribute Variables
Minimum

Mean

Maximum

Public

0

0.83

1

Boat Ramp

0

0.89

1

Beach
Amenities

0
0

0.37
0.76

1
1

Fish Advisory

0

0.10

1

Water Park

0

0.11

1

Camping

0

0.59

1

Open

0

0.98

1

Permit
Lake Size

0
4.94

0.54
1996.08

1
40092.59

Total Phosphorus

0.046

0.092

0.291
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CHAPTER VIII
MODELS AND METHODS FOR TRAVEL COST VALUATION
In the travel cost model, recreational site choice is modeled as a function of travel cost and site
attributes for each lake in the choice set. There is a researcher-defined number of choice
occasions over the course of the season, and in each occasion the respondent visits a particular
lake or visits none. The value of water quality changes derive from an implicit tradeoff between
costs incurred to visit a lake and the water quality of the lake. More directly, we would assume
that given a choice between close and distant lakes of similar quality, a person is less willing to
travel to the more distant lake (have higher costs). In comparison, given a choice between a more
distant lake with a given level of water quality and a nearby lake with lower quality, a person
may or may not choose to travel to the distant lake depending on the difference in water quality,
all else equal. Because the travel cost is unique to the person’s place of residence and the lake
itself, travel costs will vary by lakes and individuals. A person’s site choice will also depend on
other characteristics of the lake besides water quality measures, such as lake surface area, boat
ramps, beaches, etc.
The travel cost model is based on an underlying random utility model (Parsons 2003). In
the random utility model, utility is measured in two distinct portions: a measurable part that is a
function of observable attributes and an unobservable, random part (hence, the name random
utility model). The unobservable portion of utility is known to the respondent but unknown (and
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unmeasured) to the researcher. We first assume that a person receives utility from a given lake n
that takes the following form.
un  vn   n

(8.1)

In Equation 8.1, u n is total utility from lake n, vn is the portion of utility observed by the
researcher and  n is the random component. In order to calculate utility, we must also specify a
functional form for vn which we present in Equation 8.2 as a linear-in-parameters function of
explanatory variables. Based on theory, we assume that vn depends on the costs a person incurs
for a trip to lake n, Cn , and a vector of site-specific characteristics, Z n .
vi ,n (Cn , Zn , Di )  0  cCi ,n  Znβ z  DiβD

(8.2)

The vector of parameters associated with the vector of site attributes, β Z , represents the
marginal utility of each site attribute.  C is the marginal utility of income, M i , where

C (M i  Ci ,n ) is the original term and  C M is included in the last term, which contains the other
respondent-specific characteristics that do not vary across recreation sites, Di . In the expression
for the probability that a respondent chooses a particular site (8.3), we will see that respondentspecific characteristics will otherwise drop out of the model. To prevent this, each is interacted
with a constant denoting the “stay home” (i.e. visit no lake) alternative, which is a typical way to
keep respondent-specific characteristics such as demographics in the model (Parsons 2003).
The individual is assumed to choose to recreate at lake n if utility from lake n is greater
than the utility from every other site or visiting no site. To estimate utility a person gains from a
visit to lake n in this form, we must assume a specific distribution of  n . The most common
distribution researchers use is the Generalized Extreme Value distribution because it produces a
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“closed form solution for the expected [utility] maximum” (Haab & McConnell 2002, p. 196),
which yields the conditional logit model.
Given an assumption that the random error term is distributed according to the
Generalized Extreme Value distribution, the probability of a person choosing to visit lake n
from N alternatives for a single choice occasion is given by Equation 8.3 (Parsons 2003). We
call this single event a “choice occasion” because it is one day within the season in which person
i chooses between recreating at any of the N lakes or staying home.

Pri (n) 

exp( C Cn  Z 'nβ Z  Diβ D )
N

 exp(
k 1

C

Ck  Z 'k β Z  Diβ D )

(8.3)

Given trip count data for I total people visiting N possible sites, the likelihood, L ,
represents the joint probability of each person’s choice to visit a lake or stay home across every
choice occasion in the season.
I

N

L   Pri (n) qin

(8.4)

i 1 n 1

In this equation, qin represents the number of choice occasions in which person i visited
lake n . The maximum likelihood estimator solves for the parameter estimates that maximize this
joint likelihood.
As a first step to calculating the value of water quality changes, the parameter estimates
are then substituted into two functions: one for expected utility of individual i from all lakes
under current conditions (Equation 8.5) and the expected utility for person i from all lakes under
alternative conditions (Equation 8.6), where the alternative conditions in our context are
alternative water quality levels at each lake in our data set that are of interest for valuation.
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(8.5)





(8.6)

 N

E ui   ln   exp ˆC Cn  Z'nβˆ Z  Diβˆ D 
 n1


 N

E ui   ln   exp ˆC Cn  Z'*n βˆ Z  Diβˆ D 
 n1


In the above equation, Z'*n represents the vector of site characteristics after a change in
water quality in some or all of the lakes. Thus, the change in an individual’s utility resulting from
these changes in lake water quality for one choice occasion is Equation 8.7.
ui  E ui   E ui* 

(8.7)

This equation yields an abstract representation of a person’s value, which does not
translate into a meaningful measure for policy-makers. In order to adjust the change in utility to a
measure of the welfare an individual receives, the change in utility is divided by the negative of
the estimated marginal utility of income.
wi 

 ui
 ˆC

(8.8)

In Equation 8.8, wi is an individual’s welfare for experiencing a water quality change
during one choice occasion in the season measured in US dollars. We calculate the average of wi
in our sample and use this as an estimate for the average value per choice occasion in the
population of lake visitors, w. This value is then multiplied by the number of choice occasions in
a season to obtain the value of the improvements over the entire season to a household.
We find welfare estimates for four different models: two models using only 17 lakes
(with existing water quality data) and two models based on a full choice set of 94 lakes from
water quality prediction. In using a conditional logit model, we must assume that all relevant
sites are included in the choice set, and that we exclude no relevant sites. In practice, it is
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impossible to know the full set of possible alternatives the individual considers, and much of the
conceptual basis of this thesis is founded on the recognition that we do not have adequate water
quality data to represent all of the alternatives a person considers. However, when estimating the
model itself we must make this assumption for tractability. We also account for differences as a
result of travel cost model specifications (i.e. which explanatory variables we choose to include)
in our comparisons between the four models. If the welfare measures are similar, then the
welfare estimate is robust to choice set misspecification from data scarcity. If there are
significant differences between the welfare estimates, it is possible that data scarcity introduces
bias into welfare estimates and methods that improve data availability increase confidence in
welfare estimates.
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CHAPTER IX
RESULTS FROM TRAVEL COST VALUATION
We compare results from four models to examine the effect of both an artificially small choice
set due to limited water quality data and the effect of water quality prediction on welfare
estimates. Were we to estimate welfare measures based on data only from the 17 lakes for which
we have water quality data, we would have to omit certain variables common in the literature
because of a lack of variation in these variables among the 17 lakes. Models 1 through 3 are
based on this model with a “restricted” set of explanatory variables, whereas Model 4
(“unrestricted”) contains all of the variables of the restricted model with additional variables
commonly included in water quality travel cost models in the literature. Table 9.1 summarizes
the differences between the four models.
Table 9.1

Descriptive Summary of the four Travel Cost Models
Number of Lakes

Type of Water Quality Data

Model Specification

Model 1

17

Actual

Restricted

Model 2

17

Predicted

Restricted

Model 3
Model 4

94
94

Predicted
Predicted

Restricted
Unrestricted

Model 1 is the model we would estimate if we used only actual data for the 17 lakes for
which water quality data were available in 2017. The choice set itself is restricted to these 17
lakes, and because of lack of variation among these 17 lakes, certain common explanatory
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variables (e.g. whether there is a boat launch or guest amenities) must be excluded from the
model. Model 2 is the same as Model 1, except that it uses total phosphorus values as predicted
from the water quality prediction model instead of the actual values. Comparing these models
allows us to see the effect of using predicted rather than actual water quality data on welfare
estimates. Model 3 uses the predicted values of total phosphorus for 94 lakes to estimate the
travel cost model, but uses the same restricted set of explanatory variables as Models 1 and 2.
Comparing models 2 and 3 allows us to see the effect of an expanded choice set on welfare
estimates. Model 4 uses the same predicted water quality values for the 94 lakes as Model 3, but
includes the presence of boat ramps and amenities as explanatory variables. While a direct
comparison between Model 1 and Model 4 is imperfect at best, it does provide an idea of the
difference in welfare estimates that could arise as a result of inadequate data. We will first
describe the results from all four models (displayed in Table 9.2) before synthesizing the
information and comparing the performance of all four models.
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Table 9.2

Results from four Travel Cost Models

Variable Name

Model 1

Model 2

Model 3

Model 4

N=715

N=715

N=709

N=709

Home

10.94***

8.12

4.78**

2.49

(1.47)

(6.23)

(2.32)

(2.80)

Total Phosphorus

-1.53*

-3.92

-15.74**

-30.52***

(0.85)

(18.93)

(6.92)

(8.86)

0.25

1.38

0.80

1.80**

(0.29)

(1.75)

(0.77)

(0.86)

Travel Cost

-0.03***

-0.03***

-0.02***

-0.02***

(0.003)

(0.003)

(0.002)

(0.002)

Lake Size

-0.00002

-0.00005*

0.00004***

0.00005***

(0.00001)

(0.00002)

(0.00001)

(0.00001)

ln(Lake Size)

1.02***

1.06***

0.39***

0.32***

(0.13)

(0.16)

(0.05)

(0.05)

Permit

-0.17

-0.32

0.48***

0.48***

(0.19)

(0.27)

(0.13)

(0.15)

Fish Advisory

-0.14

-0.78

1.73***

2.34***

(0.46)

(0.88)

(0.30)

(0.43)

Amenity

-

-

-

Beach

-0.64*

-0.24

0.14

0.20

(0.37)

(0.44)

(0.15)

(0.17)

Boat Ramp

-

-

-

2.23***

Race1

-0.05

-0.05

-0.13

-0.12

(0.19)

(0.19)

(0.17)

(0.17)

Income1

-0.01***

-0.01***

-0.01***

-0.01***

(0.002)

(0.002)

(0.001)

(0.001)

Age1

-0.001

-0.0009

-0.001

-0.001

(0.005)

(0.005)

(0.004)

(0.005)

ln(Total Phosphorus)

-0.42**
(0.21)

(0.42)

0.06

0.05

0.05

0.05

(0.10)

(0.10)

(0.08)

(0.08)

Saw Algae1

-0.58***

-0.60***

-0.42***

-0.41***

(0.16)

(0.16)

(0.14)

(0.14)

Shore Activities1

0.63***

0.63***

0.65***

0.65***

(0.18)

(0.18)

(0.14)

(0.14)

Log pseudolikelihood
Pseudo R-squared

-11671.97
0.89

-11695.72
0.89

-22209.78
0.86

-22113.14
0.87

Education1

Note: ***, **, and * denote statistical significance at the 1%, 5% and 10% level, respectively.
1
The variable entered the model by an interaction with the variable denoting a decision to stay
home.
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Of the 15 variables included in Model 1, 6 are statistically significant at the 1%
confidence level and 2 are significant at the 10% confidence level. Since the maximum
likelihood estimator recovers the parameter estimates from the original utility equation, we
interpret the value of these parameters based on the effect each variable has for a person’s utility
from a visit to a lake. We see from the parameters on total phosphorus and its logarithm, that a
person receives less utility from visiting a lake with higher amounts of total phosphorus, but
there is not a statistically significant non-linear effect. We include the non-linear effect following
Egan, et al. (2009) who tested the significance of various functional forms for water quality
measures using a robust set of water quality data.
The non-linear form of lake size is statistically significant in Model 1 and implies that a
person will receive more utility from a larger lake up, but the marginal utility they receive from
each additional acre will diminish the larger the lake. As we expect, a person receives less utility
from incurring greater travel costs to visit a lake. A person receives less utility from a visit to a
lake with a beach, which seems surprising given the widespread popularity of beaches during the
summer. We note that the presence of a beach is not statistically significant in any other model
and the parameter value in Model 1 could be accounting for the effect of other variables not in
the model. We interacted six individual-specific characteristics with a variable denoting a
decision to stay home and find three to be statistically significant (income, whether they saw
algae, and if their favorite activity is on the shore). A person receives less utility from a day at
home if they have a higher income or have seen algae in the past year. A person receives more
utility from a decision to not visit a lake if their preferred activity is on the shore.
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Table 9.3

Marginal Effects of Variables on Site Choice for four Travel Cost Models

Variable Name

Model 1

Model 2

Model 3

Model 4

Home

0.82***

1.01*

0.22

0.02

(0.25)

(0.55)

(0.42)

(0.07)

Total Phosphorus

-0.11

-0.49

-0.71

-0.29

(0.10)

(2.48)

(0.75)

(0.45)

0.02

0.17

0.04*

0.02

(0.03)

(0.26)

(0.02)

(0.02)

Travel Cost

-0.002**

-0.003***

-0.001

-0.0002

(0.0009)

(0.0008)

(0.001)

(0.0004)

Lake Size

-0.000002

-0.000006*

0.000002

0.0000005

(0.000001)

(0.000003)

(0.000003)

(0.000001)

ln(Lake Size)

0.08***

0.13***

0.02

0.003

(0.03)

(0.03)

(0.02)

(0.005)

Permit

-0.01

-0.04

0.02

0.005

(0.02)

(0.04)

(0.03)

(0.008)

Fish Advisory

-0.01

-0.10

0.08

0.02

(0.04)

(0.10)

(0.11)

(0.04)

Amenity

-

-

-

Beach

-0.05

-0.03

0.007

0.002

(0.03)

(0.05)

(0.01)

(0.003)

Boat Ramp

-

-

-

Race1

-0.004

-0.006

-0.006

-0.001

(0.01)

(0.02)

(0.01)

(0.003)

Income1

-0.0008**

-0.001***

-0.0004

-0.00009

(0.0004)

(0.0004)

(0.0006)

(0.0002)

Age1

-0.00008

-0.0001

-0.00006

-0.00001

(0.0004)

(0.0006)

(0.0002)

(0.00005)

ln(Total Phosphorus)

-0.004
(0.007)

0.02
(0.04)

0.004

0.007

0.002

0.0005

(0.008)

(0.01)

(0.005)

(0.001)

Saw Algae1

-0.04**

-0.08***

-0.02

-0.004

(0.02)

(0.03)

(0.03)

(0.007)

Shore Activities1

0.05*

0.08***

0.03

0.006

(0.03)

(0.03)

(0.04)

(0.01)

Education1

Note: ***, **, and * denote significance at the 1%, 5%, and 10% confidence level, respectively.
1
denotes a variable entering the model through an interaction with the home variable
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We present the marginal effects of each variable on a person’s site choice for all 4 models
in Table 9.3. For Model 1, six of the fifteen variables had a statistically significant effect on a
person’s decision to visit a lake. The probability of a person visiting a lake increases as the lake
size increase. A person is less likely to visit a lake if they incur higher travel costs. A person is
more likely to stay home if their preferred recreational activity is along the shore and less likely
to stay home if they have seen algae in the past year. A person is also less likely to stay home as
their income increases. We note here that the variables that have a statistically significant effect
on a person’s site choice in Model 1 are a strict subset of the variables with a statistically
significant marginal effect in Model 2. The sign, significance, and interpretation of the variables’
impact on site choice is consistent. Moreover, the water quality measures do not have a
statistically significant effect on site choice in either model, which implies that predicting water
quality values does not significantly alter the accuracy of estimating a person’s site choice.
Model 2 includes the same lake choice set as in Model 1 (17 lakes) and the same model
specification but uses predicted water quality values instead of observed water quality values. As
shown in Table 9.2, the signs and significance for the coefficients for travel cost, natural log of
lake size, income, previous experience with algae, and a preference for shore activities are
consistent between Models 1 and 2. The linear form of lake size is also significant in Model 2,
and the diminishing marginal utility as lake size increases is relevant. A person receives less
utility from each additional acre of the lake’s surface area when the total acreage exceeds
22,227.8 acres. Two lakes within the survey choice set exceed this amount, one of which exceeds
it by over 17,000 acres. Two other key differences between Models 1 and 2 are the insignificance
of the home variable as well as both functional forms for total phosphorus.
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As noted in the water quality prediction results section, the water quality model tended to
under predict the higher values of total phosphorus. The 17 lakes included in Models 1 and 2 also
included the maximum value of total phosphorus for all of the lakes in the water quality model
dataset. Thus, the water quality prediction for this small sample would have under-predicted
measures for this small sample. Therefore, even though the effect of predicted total phosphorus
is statistically non-significant in Model 2, it may not be solely due to the prediction error from
the water quality model but also a result of error inherent with a small sample.
Model 3 uses a more complete lake choice set based on predicted water quality measures
with the same travel cost model specification as Models 1 and 2. The signs and statistical
significance of travel cost, income, the variable denoting a person experience with algae, and
whether the person prefers shore activities are consistent between Models 1, 2, and 3. The home
variable is still significant in Model 3, similar to Models 1 and 2. The predicted measure of total
phosphorus is significant at the 5% confidence level in Model 3, whereas it was significant at the
10% level in Model 1 and not significantly different than zero in Model 2. The log of predicted
phosphorus does not have a statistically significant effect on a person’s utility in Model 3.
However, interpreting the coefficients of total phosphorus and its logarithm together implies that
the marginal effect of total phosphorus on a person’s utility changes after 0.05 mg/L total
phosphorus. There are four lakes below this threshold for which an increase in predicted
phosphorus in the lake would increase the utility from a visit to the lake (Ivy Lake, Dalewood
Shore Lake, Archusa Creek Lake, and Okhissa Lake).
The coefficients on both the lake’s surface area and its logarithm are highly significant in
Model 3 (at the 1% level). The linear form of lake size was not significant in Model 1 and
negative in Model 2 (at a 10% confidence level), but it is positive and strongly significant in
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Model 3. Moreover, two variables that were not significant in Models 1 and 2 are now significant
in Model 3. A person receives more utility from visiting a lake that has a fish advisory
(equivalent with an indicator of a lake in the Mississippi Delta) or requires an access fee. Both
variables are significant at the 1% level.
The final model, Model 4, uses the same predicted water quality data as Model 3 but has
the addition of variables denoting a boat launch and guest amenities. From previous literature we
would expect both to affect the utility a person receives from a visit to a lake. A few things are
similar between Models 3 and 4. The signs and statistical significance are consistent across both
models for travel cost, lake size (both the linear and non-linear), permit, income, an experience
with algae, and a preference for shore activities. However, the variables that differ include the
policy variables of interest (total phosphorus) and other variables that are indicators of a more
complete model (boat ramps and amenities).
Model 4 is the only model where both predicted phosphorus and its logarithm are
statistically significant. It is also the model with the strongest statistical significance for total
phosphorus. Interpreting the marginal effects of total phosphorus and its logarithm implies that a
person receives diminishing marginal utility from an additional unit of total phosphorus as long
as total phosphorus exceeds 0.059 mg/L as an annual average. Most lakes in our survey choice
set fall above this threshold (see Table VII.3) because Mississippi lakes are often naturally
eutrophic. This finding implies that a person would benefit on the margin for a reduction in total
phosphorus in lakes. As in previous models, there is a diminishing marginal effect for utility
from lake size. Similar to Model 3, individuals receive higher utility from a visit to a lake with a
fish consumption advisory.
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One of the key differences between Model 4 and the other three models is the inclusion
of variables representing the presence of at least one boat ramp and/or guest amenities (such as
restrooms and picnic areas). A person will receive more utility from visiting a lake with at least
one boat ramp, and this effect is statistically significant at the 1% confidence level. A person
receives less utility from visiting a lake with guest amenities, which could indicate that more
remote and undeveloped lakes are popular with Mississippi recreationists. This interpretation is
also in line with the positive sign on lakes with a fish consumption advisory, because all of those
lakes are remote and undeveloped. Moreover, since both the presence of boat ramps and
amenities are statistically significant, a model that excludes their presence is likely to be
misspecified in its explanatory variables.
When considering the marginal effects of the explanatory variables on a person’s lake
choice in Models 3 and 4, there is very little statistical significance. Of both models, only the
natural log of total phosphorus in Model 3 has a statistically significant effect on a person’s lake
choice. While we do account for the factors we expect to affect a person’s utility (based on
previous studies) it would seem that we imperfectly account for the factors a person considers
when choosing which lake to visit in particular.
While we have explained that we believe Model 4 to be the best model specification due
to the significance of its variables and the inclusion of two key variables excluded from other
models, a better test of the models is comparing the welfare estimates generated from each model
to welfare estimates previously found in literature. We use a water quality improvement scenario
from Egan et al. (2009) as our point of comparison. Egan et al. (2009) used the travel cost model
to estimate the benefit to Iowa residents from an improvement in water quality. They had a
complete dataset of water quality observations for over 160 lakes that included multiple water
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quality measures. They estimated the value for water quality improvements from three different
scenarios, one of which we will use as a point of comparison in this thesis. Egan et al. (2009)
estimated the value that Iowa residents would gain for 9 lakes geographically spread across the
state to improve to the same level as the lake with the highest water quality.
We chose this scenario as our point of comparison because it was the most directly
applicable given our data constraints. The average total phosphorus in the 9 target lakes in Egan
et al. (2009) was 0.091 mg/L while the improved level of total phosphorus was 0.021 mg/L. Lake
Bogue Homa has the highest water quality of the 17 lakes with existing data (0.038 mg/L), so we
chose to simulate improving water quality in 9 of the original 17 lakes to the level of water
quality in Lake Bogue Homa in 2017. For this exercise, we chose 9 lakes geographically
dispersed across the state: Arkabutla Lake, Grenada Lake, Eagle Lake, Bee Lake, Bay Springs
Lake, Columbus Lake, Okatibbee Lake, Crystal Lake, and Flint Creek Lake. The average total
phosphorus in the 9 lakes we chose to simulate the water quality improvement is 0.07 mg/L. The
water quality improvement in our scenario is relatively smaller compared to the water quality
improvement scenario used in Egan et al. (2009). Egan et al (2009) include results from 5
different models in their paper, so we use the welfare estimates they deem the most useful for
policy analysis as our point of comparison. Egan et al. (2009) include two kinds of welfare
estimates: one unconditional and one where they condition on the respondent’s observed choice.
We compare our welfare estimates to the unconditional welfare estimated in Egan et al. (2009)
since we do not condition for a person’s observed choice.
We use the same improvement scenario for the models with 94 lakes in the choice set to
keep the manner in which we calculate welfare estimates consistent across choice set sizes and
model specifications. Table 9.4 presents the welfare estimates generated from each model based
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on the water quality improvement scenario compared to the estimate from Egan et al. (2009).
Models 1 and 2 indicate that people receive negative benefits from an improvement in water
quality, which we would not expect and does not align with previous findings. Models 3 and 4
yield results more similar in magnitude to the findings in Egan et al. (2009). Thus, even with
possibilities of misspecification between the restricted and unrestricted models, welfare estimates
from models that include water quality prediction to prevent artificial restrictions on the choice
set provide results more consistent with previous literature.
Table 9.4

Comparison of Welfare Estimates from four Travel Cost Models and Egan et al.
(2009)
Welfare Estimate
Model 1

-$5.62

Model 2

-$5.51

Model 3

$15.29

Model 4

$28.45

Egan et al. (2009)

$28.92

Note: These numbers are an average of welfare per household.
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CHAPTER X
CONCLUSIONS AND POLICY IMPLICATIONS
In this thesis, we use a travel cost model to estimate the recreational benefits to Mississippians as
a result of implementing numeric nutrient criteria, which are currently being considered for the
state of Mississippi. Numeric nutrient criteria would establish allowable thresholds of nutrients
(such as nitrogen and phosphorus) to reduce or eliminate instances of excess nutrients in
waterbodies. Excess nutrients are associated with algal blooms, poor water clarity, foul odors,
and other ecological effects that all have the potential to negatively affect recreational
experiences. This project informs the policymaking process by providing a first glimpse at the
benefits Mississippi residents would gain from improved lake water quality following Numeric
Nutrient Criteria.
However, estimating benefits from improved water quality was more difficult due to the
lack of water quality data for lakes our survey respondents had visited. Survey respondents
recorded the number of times they visited each lake in 2017 for 104 lakes in Mississippi, but
water quality data was only available for 17 lakes in 2017. It is observed in the travel cost
literature that misspecifying a choice set introduces bias into welfare estimates. Due to the stark
difference in available data and the full set of lakes from which people chose to visit, we have
reason to believe that only using data for 17 lakes in this analysis would create strong bias in
welfare estimates. To remedy this issue, we incorporate a water quality prediction model that
would impute data for ideally all of the 87 lakes that lack data in 2017. The water quality model
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predicts average annual total phosphorus in a lake as a function of the land uses and soil types in
the watershed surrounding the lake. As a result of data constraints within the spatial data used to
estimate this model, we are able to predict water quality for 94 of the 104 lakes in the survey
choice set. The water quality prediction model we estimated tended to predict well on average
but under-estimated extreme observations of total phosphorus (i.e. lakes with eutrophication).
Predicting water quality for lakes missing data allows us to expand the respondent choice
set of possible lakes to visit (from 17 to 94) but also means we have to rely on estimated water
quality instead of actual water quality. We estimate four different models in an attempt to
disentangle these two effects, that of using predicted water quality instead of actual water
quality, and that of using a restricted (as a matter of necessity due to lack of water quality data)
choice set instead of a broader one. We find that the models based on a 94 lake choice set
perform better than the models based on a 17 lake choice set as judged by yielding welfare
estimates more similar ($15-$28 compared to -$5 for the 17 lake models) to those from a
comparable setting (Egan et al. 2009). They also allow for the inclusion of explanatory variables
found to be important in other travel cost studies, variables which are precluded in the 17-lake
models because of insufficient variation.
Both the models with the 17 lake choice set and the models with the 94 lake choice set
include some measure of error. For the models with 17 lakes, there is error from the small set of
included lakes and homogeneity in the attributes of those lakes. For the models with 94 lakes,
measurement error enters the model when we use predicted values of water quality instead of
actual values. Determining which is the more acceptable source of error is a matter of best
judgment and consistency with previous studies. All previous studies regarding the benefits of
numeric nutrient criteria in other states have found positive benefits from improved water quality
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(Nelson et al. 2015; Jakus et al. 2013). Thus, the negative welfare estimates generated by the
models with 17 lakes are not consistent with what we would expect to find based on previous
research, and it also differs greatly from the welfare estimates in Egan et al. (2009), whose water
quality improvements were similar in scale to those we investigate. Moreover, the models based
on 94 lakes produce welfare estimates much closer in magnitude to the welfare estimate found in
Egan et al. (2009).
Our estimates provide a range of welfare estimates from changes in water quality that
might affect recreation, which policymakers can consider if they compare the benefits and costs
of policy alternatives. Further, this thesis illustrates the need for collecting more and better water
quality data as the Mississippi Department of Environmental Quality (MDEQ) moves forward
with developing numeric nutrient criteria. Having more and better water quality data for
Mississippi lakes helps us reduce error in estimating welfare estimates of water quality changes.
While collecting more data to have actual water quality observations for each lake is ideal, this
may not be feasible for MDEQ because of the expenses associated with water quality data
collection. However, the water quality prediction model we introduce in this thesis has the
potential for future extensions and refinements of the model from an interdisciplinary team of
researchers working together to develop a more accurate water quality prediction model.
Given that MDEQ is still early in the process of developing Numeric Nutrient Criteria for
Mississippi, there are no cost estimates associated with implementing the policy, costs which
will presumably be incurred by parties such as farmers or municipalities as they change practices
and technology to reduce nutrients entering the water. While we cannot provide a comparative
analysis of the costs and benefits, the welfare estimates generated in this thesis provide
policymakers at MDEQ with an expected estimates of the benefits that can inform their decision61

making as they move forward with creating Numeric Nutrient Criteria. For now, the benefit
estimates are consistent with what we would expect from water quality improvements based on
existing findings in the literature.
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