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Résumé
La gravitation quantique à boucle covariante (CLQG) est une théorie spéculative
de la gravitation quantique qui s’est développée à partir de plusieurs directions de
recherche différentes. Depuis sa création, il a été établi que sa limite classique est
liée au calcul de Regge, le propagateur du graviton et à la fonction de corrélation à
trois points possèdent la structure tensorielle attendue de la gravitation quantique
perturbative, et la théorie n’a pas de divergence ultraviolette. De plus, la CLQG a
été étendue aux couplages de matière avec les fermions et les champs de Yang-Mills,
les groupes quantiques permettent l’introduction d’une constante cosmologique
positive (qui rend d’ailleurs la théorie finie aussi dans l’infrarouge), et cette théorie
a été utilisée pour étudier la cosmologie quantique.
Plus récemment, elle a également été appliquée à la transition trou noir/trou blanc
– un modèle particulier d’effondrement stellaire sans singularité, résolvant l’énigme
de l’information et conduisant potentiellement à des effets observables. Cepen-
dant, plusieurs obstacles ont empêché de progresser dans l’enquête sur ce scénario
physique.
Ces obstacles vont de problèmes conceptuels, tels que la question de savoir comment
extraire les prédictions physiques d’une théorie quantique de la gravité indépen-
dante du background à des problèmes de calcul en raison de l’absence de méthodes
systématiques pour évaluer les amplitudes de transition de la CLQG.
Cette thèse aborde directement certaines de ces questions. Après un chapitre
introductif, nous passerons en revue la théorie canonique de la LQG et travaillerons
à la définition d’états semi-classiques cohérents. Ces états joueront un rôle impor-
tant dans les chapitres suivants où ils faciliteront les calculs et les interprétations
physiques. De plus, nous dérivons une mesure pour les états du noyau de la chaleur
cohérents dans la paramétrisation de la géométrie twistée par rapport à laquelle
ils satisfont à une résolution d’identité. Cette mesure entre directement dans la
définition des observables physiques.
Dans le chapitre suivant, nous présentons les idées principales des modèles de
mousse de spin et fournissons le cadre mathématique nécessaire pour discuter
des espaces-temps discrétisés. En particulier, nous développons un algorithme de
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triangulation simplicial pour des variétés de topologie I ×Σ qui peut facilement
être implémenté sur un ordinateur. L’exemple de I2 × S2, qui peut être utilisé pour
décrire des régions compactes dans l’espace-temps de Schwarzschild, est discuté
plus en détail.
Le chapitre quatre est entièrement consacré à la CLQG. Après une brève défini-
tion de la théorie, nous présentons une méthode de réécriture de l’amplitude de
transition de CLQG sous une forme rappelant l’intégrale du chemin de Feynman et
nous introduisons l’amplitude de transition dite holomorphique. Ce sera le point de
départ du calcul de CLQG de la transition trou noir/trou blanc et de la détermina-
tion du temps de rebond. Plusieurs questions conceptuelles et informatiques seront
abordées.
Enfin, au chapitre cinq, nous utilisons la mécanique quantique comme guide pour
développer une nouvelle méthode d’approximation des amplitudes de transition
holomorphes en l’absence de points critiques. Ces techniques sont ensuite ap-
pliquées à la CLQG, où elles peuvent être comprises comme un développement
semi-classique de l’amplitude de la transition holomorphe autour d’un espace-temps
classique. Cette méthode jette un nouvel éclairage sur la question dite du cosinus
et reproduit le résultat obtenu pour la transition trou noir/trou blanc, obtenu au
chapitre quatre.
ii
Summary
Covariant Loop Quantum Gravity (CLQG) is a tentative theory of quantum gravity
which has emerged from a number of different research directions. In the years
since its inception it has been established that its classical limit is related to (area)
Regge calculus, the graviton propagator and the three-point function possess the
tensorial structure expected from perturbative quantum gravity, and the theory
is ultraviolet-finite. Moreover, CLQG has been extended to matter couplings with
fermions and Yang-Mills fields, quantum groups allow the introduction of a positive
cosmological constant (which incidentally renders the theory also infrared-finite),
and the theory has been used to study quantum cosmology.
More recently, it has also been applied to the so-called black hole to white hole
transition – a particular model of stellar collapse which is singularity-free, resolves
the information puzzle and potentially leads to observable effects. However, several
obstacles have impeded progress in the investigation of this physical scenario.
These obstacles range from conceptual issues, such as the question how to extract
physical predictions from a background independent theory of quantum gravity,
to computational problems due to a lack of systematic methods to evaluate CLQG
transition amplitudes.
This thesis addresses some of these issues directly. After an introductory chapter,
we will review the theory of canonical LQG and work toward a definition of coher-
ent semi-classical states. These states will play an important role in subsequent
chapters where they facilitate computations and physical interpretations. More-
over, we derive a measure for coherent heat kernel states in the twisted geometry
parametrization with respect to which they satisfy a resolution of identity. This
measure directly enters in the definition of physical observables.
In the next chapter, we present the main ideas of spin foam models and we provide
the necessary mathematical framework to discuss discretized spacetimes. In partic-
ular, we develop a simplicial triangulation algorithm for manifolds of topology I×Σ
which can easily be implemented on a computer. The example of I2 × S2, which can
be used to describe compact regions in the Schwarzschild spacetime, is discussed in
more detail.
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Chapter four is entirely devoted to CLQG. After a brief definition of the theory, we
proceed to present a method to recast the CLQG transition amplitude in a form
reminiscent of Feynman’s path integral and we introduce the so-called holomorphic
transition amplitude. This will be the starting point for the CLQG computation of
the black hole to white hole transition and the determination of the bounce time.
Several conceptual and computational issues will be discussed.
Finally, in chapter five we use quantum mechanics as a guide line to develop a
new approximation method for holomorphic transition amplitudes in the absence
of critical points. These techniques are then applied to CLQG where they can be
understood as a semi-classical expansion of the holomorphic transition amplitude
around a classical background spacetime. This method sheds new light on the
so-called cosine issue and it reproduces the result for the black hole to white hole
transition obtained in chapter four.
iv
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1Introduction
Covariant Loop Quantum Gravity (CLQG) is a tentative theory of quantum gravity
which has emerged from a number of different research directions. In the years
since its inception it has been established that its classical limit is related to (area)
Regge calculus, the graviton propagator and the three-point function possess the
tensorial structure expected from perturbative quantum gravity, and the theory
is ultraviolet-finite. Moreover, CLQG has been extended to matter couplings with
fermions and Yang-Mills fields, quantum groups allow the introduction of a positive
cosmological constant (which incidentally renders the theory also infrared-finite),
and the theory has been used to study quantum cosmology.
More recently, it has also been applied to the so-called black hole to white hole
transition – a particular model of stellar collapse which is singularity-free, resolves
the information puzzle and potentially leads to observable effects. However, several
obstacles have impeded progress in the investigation of this physical scenario.
These obstacles range from conceptual issues, such as the question how to extract
physical predictions from a background independent theory of quantum gravity,
to computational problems due to a lack of systematic methods to evaluate CLQG
transition amplitudes.
This thesis addresses some of these issues directly and contributes to the develop-
ment of the field of CLQG. Th structure of this manuscript is as follows:
In chapter 2 we review the canonical theory of Loop Quantum Gravity (LQG).
The main purpose is to work toward a definition of coherent and semi-classical
states, which will play an important role in subsequent chapters. In the last
section of chapter 2, we obtain a first small result: We propose a measure for
coherent heat kernel states in the twisted geometry parametrization and show
that these states satisfy a resolution of identity with respect to this integration
measure. With this, we close a gap in the existing literature. Moreover, this result
is important when it comes to the computation of observables from CLQG transition
amplitudes, as we discuss in chapter 4. The resolution of identity in the twisted
geometry parametrization could also play a role in reformulating certain CLQG
transition amplitudes in terms of auxiliary variables which have a clear geometric
interpretation. Work in this direction is currently on going and we will briefly
discuss this possibility in chapter 5.
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Chapter 3 introduces the heuristic picture of spin foams and illuminates the re-
lation between LQG on one hand side and Feynman’s path integral on the other
hand side. We also introduce some basic notions of simplicial discretizations. This
serves the purpose to introduce important terminology which is needed in CLQG
and it leads us to our second result: A triangulation algorithm for manifolds of
topology I ×Σ.
The need for such an algorithm arises from current efforts to describe the black
hole to white hole transition in terms of CLQG amplitudes. In this context, one
naturally encounters spacetime regions of topology I2×S2. While it is easy to find a
triangulation of I × S2, which we also discuss in detail in chapter 3, it is extremely
difficult to generalize the construction to I2 × S2. That is where the algorithm
comes into play. It has been implemented on a computer and a consistent simplicial
triangulation of I2 × S2 has been determined.
However, knowing the triangulation of a spacetime region is only the first step.
Without a systematic method to evaluate CLQG transition amplitudes, the algo-
rithm is of little use. This leads us then to chapters 4 and 5.
In chapter 4, Covariant Loop Quantum Gravity is properly introduced. We refrain
from giving a “derivation” of the theory and instead just define it. In particular, we
show how to recast the CLQG propagator in a form which resembles a Feynman
path integral and we define the so-called holomorphic transition amplitude.
The main goal is then to determine the black hole to white hole transition amplitude
based on a very simple spin foam and compute the bounce time – a particular ob-
servable which is of physical relevance for this transition scenario. To that end, we
first discuss the classical spacetime which is used to model the black hole to white
hole transition in CQLG and we clarify certain aspects of the construction and the
definition of bounce time. This represents joint work with Marios Christodoulou.
Then we present the actual computation of the transition amplitude for a sim-
ple spin foam, we estimate the bounce time and we clarify several conceptual
issues. These represent results that have emerged from a collaboration with Marios
Christodoulou.
The aim of chapter 5 is then to generalize the computation method presented
in chapter 4 and to put it on a more solid mathematical foundation. To achieve
that, we take two steps back and first consider quantum mechanical holomorphic
transition amplitudes in the continuum theory.
The reason for studying quantum mechanics first is its simplicity. It allows us to
introduce new concepts, understand the meaning of various equations and formal
manipulations and in particular it allows us to develop a new approximation method
2 Chapter 1 Introduction
for holomorphic amplitudes.
It is found that holomorphic transition amplitudes posses a unique classical limit,
unlike the usual Feynman path integral, and the aforementioned approximation
method can be understood as a semi-classical expansion around a classical solution.
In particular, it quantitatively predicts how holomorphic transition amplitudes
decay when we move away from the classical solution. Moreover, it is shown in
Appendix A that the approximation method developed in this thesis reproduces the
exact analytical result for the holomorphic amplitude of the free particle and the
harmonic oscillator.
Before proceeding to CLQG amplitudes, we add a layer of complexity and study the
discretized holomorphic transition amplitude in quantum mechanics. It is shown
that most results of the continuum theory are also valid in the discrete theory. This
is an important and non-trivial observation which also sheds some new light on
issues that appear in CLQG.
Finally, we emulate the approximation strategy developed for quantum mechanics
also in the CLQG case. This provides us with a more systematic way to compute
CLQG transition amplitudes in a semi-classical regime and it is shown that the new
method reproduces the result of the black hole to white hole computation presented
in chapter 4. It also provides adequate answers to critique that has previously been
raised with the computation performed in chapter 4.
We then conclude in chapter 6 with a summary of all results and a discussion of
open questions and future research directions.
3

2Loop Quantum Gravity Basics
Progress in Quantum Gravity was impeded for a long time due to the problems
discussed in the previous chapter: Perturbative techniques are in conflict with GR’s
background independence and lead to a non-renormalizable quantum theory while
the program of canonical quantization and the path integral approach are ridden
with mathematical difficulties.
In the mid eighties, however, canonical quantum gravity enjoyed a revival and un-
derwent a phase of rapid development. Conceptual issues were resolved, the theory
was given a solid mathematical foundation, and interesting physical consequences
were worked out. All of this resulted in a genuine background independent and
non-perturbative candidate theory of quantum gravity: Loop Quantum Gravity.
While there are still open problems, this theory is a major step forward and it
greatly improved our understanding of how to do background independent quan-
tum physics. And it all started with the introduction of new variables.
2.1 On the Choice of Variables
From early on we learn that an adequate choice of variables can drastically simplify
the solution of a physical problem. This is especially true in quantum mechanics
where an unfortunate choice of variables can complicate the definition of a Hilbert
space or the construction of an operator algebra.
In field theories there is the additional complication that the choice of variables (i.e.
of fundamental fields) directly impacts the action principle because the admissible
actions are determined by the theory’s field content and symmetries. In metric
GR, in absence of matter, the only restriction on the action principle is general
covariance and any gauge invariant functional of the metric gµν can be used to
construct an action. Therefore, the most general action for GR in metric variables
is formally given by
S[gµν ] =
1
2κ
∫
M
d4x
√−g
(
Λ+R +
∞∑
n=2
αnR
n + β1RµνρσR
µνρσ + . . .
)
, (2.1)
where the α’s and β’s stand for infinitely many coupling constants that need to be
determined through experiments and observations. It is true that so far all tests
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of GR are consistent with α = β = 0 but it is also true that higher order curvature
terms could make an appearance in future observations. Even if this is not the case,
we find ourselves in the awkward situation of having to dismiss an infinite number
of admissible actions before quantizing the theory.
According to [1, 2], it could be that the Wilsonian renormalization group flow
[3] selects only a finite number of terms in (2.1). This possibility, known as the
asymptotic safety scenario, is currently under active investigation [4].
A different sieving mechanism which drastically reduces the terms needed to
take into account for quantization is provided by considering matter couplings.
Insisting on a classical theory of gravity which is torsionless in conjunction with
the fact that we observe fermions in our universe forces us to give up the metric
variables. Instead, we need to introduce a so-called tetrad field which allows to
couple fermionic matter to the gravitational field.
2.1.1 Fermions and Gravity: The Tetrad Formalism
Let (M, gµν) be a four-dimensional Lorentzian spacetime manifold coordinatized
by x. A frame field, or tetrad field, is then defined as the diffeomorphism e : TM→
R4 from the tangent bundle TM to a fixed vector space R4 equipped with the
Minkowski metric ηIJ = diag(−1, 1, 1, 1)1. This map is explicitly given by
gµν(x)e
µ
I (x)e
ν
J(x) = ηIJ . (2.2)
At every point x there exist four spacetime vector fields eµI which provide an or-
thonormal frame in which the metric reduces to ηIJ . This definition beautifully
captures Einstein’s intuition that locally gravitation can be transformed away and
spacetime looks like Minkowski space. As an added benefit, the local reduction to
Minkowski spacetime allows us to define fermions using standard techniques.
However, there is more to this formalism. In fact, the Minkowski indices do more
than just distinguish between the four vector fields eµI . We may think of spacetime
as being equipped with two distinct vectorial structures. Its tangent bundle on one
hand side and a collection of Minkowski spaces attached to every spacetime point x
on the other hand side [5] (technically speaking this is a vector bundle [6]). In this
context, Minkowski space is often referred to as the internal (vector) space. Such a
terminology is often encountered in particle physics where internal spaces are used
as representation spaces for gauge groups.
As we will now show, the tetrad formalism introduces a new gauge symmetry which
1Greek lower-case letters µ, ν, · · · = 0, 1, 2, 3 denote spacetime indices while roman upper-case
letters I, J, · · · = 0, 1, 2, 3 refer to (internal) Minkowski space indices.
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acts only on the internal space. From definition (2.2) it follows easily that there
exists a field eIµ = ηIJeνJgµν with the properties
eIµe
µ
J = δ
I
J and e
I
µe
ν
I = δ
µ
ν . (2.3)
Hence, the field eIµ can be regarded as the inverse of the tetrad e
µ
I and we call it the
co-tetrad. With the help of the co-tetrad we can recast equation (2.2) as
gµν(x) = e
I
µ(x)e
J
ν (x)ηIJ . (2.4)
This equation shows that knowing all the components of the co-tetrad field allows
us to reconstruct the spacetime metric. Hence, we may also shift our perspective
and regard the co-tetrad as the fundamental field and the metric as a derived object.
Notice, however, that the co-tetrad has 16 independent components while the metric
has, due to its symmetry, only ten components.
The additional six degrees of freedom are easily recognized to pertain to an internal
gauge symmetry. In fact, we can perform a Lorentz transformation in the internal
space by
eIµ(x) −→ ΛIJ(x)eJµ(x), (2.5)
but by the very definition of a Lorentz transformation we find that
ΛIK(x)Λ
J
L(x)e
K
µ (x)e
L
ν (x)ηIJ = e
K
µ (x)e
L
ν (x)ηKL = gµν(x). (2.6)
For the reconstruction of the metric it does therefore not matter which Lorentz
frame we pick at x. Under local SO(3, 1) gauge transformations, all choices are
equivalent.
Given that besides general covariance we also have an internal gauge symmetry,
and given that there are two distinct vectorial spaces associated to the manifold
M, it is not surprising that there are also two distinct notions of covariant differen-
tiation [5, 7]. For spacetime tensor fields we can still employ the usual covariant
derivative ∇µ in terms of the Levi-Civita connection Γ λµν . For tensor fields with
Minkowski indices, however, we need to introduce a connection 1-form ωIJµ . For an
internal vector field we can then define the covariant derivative as
DµvI(x) := ∇µvI(x) + ω Iµ J(x)vJ(x). (2.7)
This covariant derivative also applies to tensors with mixed indices, such as the
co-tetrad eIµ for instance. Its generalization to tensors with several (mixed) indices is
straightforward [5], but it will not be need in the following. What is more important
for us is the transformation behavior of the connection 1-form under position-
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dependent Lorentz transformations ΛIJ(x). For Dµ to be a covariant derivative,
mapping internal vectors to internal vectors, we must require
D˜µv˜I = ΛIJDµvJ for v˜I = ΛIJ(x)vJ . (2.8)
One can show [5] that this requirement translates into the following transformation
behavior for the connection 1-form:
ω˜ Iµ J = (Λ
−1)IK ω
K
µ L Λ
L
J + (Λ
−1)IK∂µΛ
K
J . (2.9)
Another natural requirement is that the connection Dµ annihilates the Minkowski
metric. A straight forward computation then shows that the connection 1-form has
to be antisymmetric in its internal indices, i.e.
ω IJµ = −ω JIµ . (2.10)
This condition guarantees that parallel transporting a vector along a curve simply
amounts to a Lorentz transformation and the Minkowski space structure is there-
fore preserved. Moreover, the antisymmetry implies ω IJµ ∈ so(3, 1).
A further advantage of tetrads is that they lend themselves easily to the differen-
tialform notation. By introducing the 1-forms
eI := eIµdx
µ and ωIJ := ωIJµ dx
µ (2.11)
we can define a geometry in the sense of Cartan, which includes torsion and
contains Riemannian geometry as a special case. The basic geometrical objects are
the so-called torsion 2-form and the curvature 2-form:
T I = deI + ωIJ ∧ eI (Torsion 2-form)
F IJ = dω
I
J + ω
I
K ∧ ωKJ (Curvature 2-form). (2.12)
To recover Riemannian geometry we require vanishing torsion which is tantamount
to imposing
dωe
I := deI + ωIJ ∧ eI = 0 (2.13)
It can be shown that this equation has a unique solution ω[e] for the connection
form which is called the (torsionless) spin connection and it is explicitly given by
ω Iµ J = e
ν I∇µeν J . (2.14)
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One can further show that the Riemann curvature tensor is related to the curvature
2-form by
F IJ = eIµ e
J
ν R
µν
ρσ dx
ρ ∧ dxσ. (2.15)
Together with eI ∧ eJ ∧ eK ∧ eL = εIJKL|e|d4x = εIJKL√−gd4x this suffices to show
that the Einstein-Hilbert action can be rewritten as [8, 9]
SEH[g(e)] = − 1
2κ
∫
M
εIJKL e
I ∧ eJ ∧ FKL =: ST[e]. (2.16)
It is worth noting that, despite the above equality, the Einstein-Hilbert action
and the tetrad action ST [e] are not equivalent. This can be seen by performing a
time-reversal T ∈ SO(3, 1) gauge transformation or a parity reversal P ∈ SO(3, 1)
in the internal space [10, 9]. As the metric is invariant under internal gauge
transformations, the Einstein-Hilbert action remains unchanged. However, the
tetrad action ST[e] flips sign. The difference of the two actions becomes manifest
when written in terms of the tetrad and the Ricci scalar:
SEH[e] =
1
κ
∫
M
| det e|R[e] d4x
ST[e] =
1
κ
∫
M
(det e)R[e] d4x. (2.17)
The tetrad action is evidently sensitive to the orientation of the frame field. While
this sign difference is irrelevant in the pure gravity sector, it has potentially
observable consequences for fermionic matter, as it couples directly to the tetrad [11].
This sign will also make an appearance in the classical limit of the spin foam model
discussed in chapter 4.
For the remainder of this chapter, the relative sign difference will be irrelevant and
instead we will be concern with a special type of action.
2.1.2 First Order Formalism
Consider the so-called (tetradic) Palatini action
SP[e, ω] :=
1
2κ
∫
M
εIJKLe
I ∧ eJ ∧ FKL[ω]. (2.18)
This action looks deceitfully similar to (2.16), but there is an important difference:
The tetrad e and the connection ω are treated as independent variables and the
action is therefore polynomial. This is often called the first order formulation and
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one can easily show that it reproduces the Einstein field equations2. To that end
we compute the variation of SP[e, ω] with respect to the connection:
δωSP[e, ω] =
1
2κ
∫
M
εIJKL e
I ∧ eJ ∧ dω(δωIJ)
= − 1
2κ
∫
M
εIJKL dω
(
eI ∧ eJ) ∧ δωIJ . (2.19)
In the first line we used the Palatini identity δωF IJ = dω(δωIJ) (a direct consequence
of Cartan’s second structure equation (2.12)) and in the second line we performed
a partial integration. Imposing the vanishing of the variation and using the
invertibility of the tetrad finally results in
dωe
I = 0. (2.20)
We recognize this purely algebraic equation to be the torsionless condition (2.13)
and this in turn implies that ω has to be the torsionless spin connection given
by3 (2.14). The Palatini action hence reduces to the tetrad action (2.16) and the
Einstein field equations follow from the variation with respect to e.
For gravity coupled to matter fields we find again that the first order formulation
and the second order formulation are not completely equivalent. Fermions couple
in a slightly different way in the two formulations and translating between them
requires the use of a four-fermion interaction term [12, 13, 14].
The Palatini action can easily be extended to include a cosmological term
SΛ[e] :=
Λ
2κ
∫
M
εIJKL e
I ∧ eJ ∧ eK ∧ eL. (2.21)
But this is not the only possible extension. In fact, there are four more 4-forms that
can be expressed with e and ω and which are compatible with general covariance
and internal gauge invariance [2]:
Stop.[e, ω] :=
1
2κ
∫
M
Holst︷ ︸︸ ︷
α1eI ∧ eJ ∧ F IJ +
Nieh-Yan︷ ︸︸ ︷
α2
(
dωe
I ∧ dωeI − eI ∧ eJ ∧ F IJ
)
+ α3FIJ ∧ F IJ︸ ︷︷ ︸
Pontrjagin
+ α4εIJKLF
IJ ∧ FKL︸ ︷︷ ︸
Euler
(2.22)
2Formulations where the metric or the tetrad are the only variables are generally referred to as
second order formulations.
3The presence of a non-dynamical equation which simply fixes one of the variables should not come
as a surprise. After all, the Palatini action is simply the Einstein-Hilbert action with twice the
variables and there has to be a relation between them.
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In the pure gravity sector, and independently of the values of the coupling constants
α1, α2, α3, α4, these terms do not modify the Einstein field equations [2]. Instead,
they describe topological invariants of the manifold M. A canonical analysis of
the Palatini action supplemented by the topological terms (2.22) reveals that they
induce a canonical transformation on the phase space of GR [14, 15, 16]. In
particular, it turns out that the coupling constants of the Pontrjagin and Euler term
can be chosen freely [16] while the coupling constants of the Holst and Nieh-Yan
terms appear in the definition of the canonical momentum as
γ =
1
α1 + 2α2
. (2.23)
In the literature, γ is usually referred to as the Barbero-Immirzi parameter4 [19,
20] and the Nieh-Yan term is neglect such that one usually has α1 = 1γ . Since the
canonical analysis of the most general first order action only depends on γ and
not on the individual coupling constants, we will set α2 = α3 = α4 = 0 and α1 = 1γ .
Moreover, we will not consider matter couplings and also set Λ = 0. Hence, in the
canonical analysis and the consequent quantization we will be concerned with the
so-called Holst action [21, 22]
SHolst[e, w] :=
1
2κ
∫
M
(εIJKL +
1
γ
ηIK ηJL)
(
eI ∧ eJ ∧ FKL[ω]) . (2.24)
Before tackling the canonical analysis, we emphasize the drastic reduction in
admissible action principles we need to consider for the quantization. Our insistence
on a torsionless classical theory of gravity which can be coupled to fermionic matter
led us to introduce the tetrad as fundamental field. In terms of tetrads, there are
only six 4-forms that are compatible with general covariance and internal gauge
invariance: The Palatini action, the cosmological term, and the four topological
invariants (2.22). We choose Λ = 0 for simplicity and concern ourselves with pure
gravity, i.e. we disregard the presence of matter. The sole effect of the topological
invariants is then to induce canonical transformations on the phase space of the
theory. These transformations depend on the parameter γ and as we will see,
this induces a one-parameter quantization ambiguity reminiscent of the θ-vacuum
ambiguity in QCD. Remember that in QCD it is possible to add a topological term
to the action which is compatible with the field content and the symmetries of the
theory,
SQCD =
∫
Tr (F ∧ (∗+ θ)F ) . (2.25)
4Here it is assumed that γ is real and non-zero. Complex values can also be considered, see [9, 17,
18] and references therein.
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This additional term leads however to quantum theories which are unitarily in-
equivalent and the θ parameter makes an explicit appearance.
In the next subsection, we will discover a further connection between gravity and
non-Abelian Yang-Mills theory.
2.1.3 Canonical Analysis and the Ashtekar-Barbero
Connection
There are many different ways to perform the canonical analysis of the Holst action
and introduce the Ashtekar-Barbero connection [23, 19, 2, 24]. Every approach has
its advantages and disatvantages and can be used to emphasize different aspects of
the analysis. Here we opt for simplicity and follow [2, 24].
A general strategy to identify canonically conjugate variables is to perform the
variation of the action without imposing the boundary conditions. This even works
for discrete systems [25] and in the case of Newtonian mechanics one finds
δS[p] =
∫ tf
ti
(
∂L
∂q
− d
dt
∂L
∂q˙
)
δq dt+
∂L
∂q˙
δq
∣∣∣∣tf
ti
. (2.26)
The boundary term vanishes after imposing the boundary conditions and requiring
δS
!
= 0 leads to the equations of motion. However, if we do not impose any of these
conditions we can simply read off the momentum canonically conjugate to q from
the boundary term.
Applying this strategy to the Holst action we find, with pIJKL := εIJKL + 1γηIK ηJL,
δSHolst[e, ω] =
1
2κ
∫
M
(
2 pIJKLδe
I ∧ eJ ∧ FKL[ω] + pIJKLeI ∧ eJ ∧ dω(δωKL)
)
=
1
2κ
∫
M
(
2 pIJKLδe
I ∧ eJ ∧ FKL[ω]− pIJKLdω(eI ∧ eJ) ∧ δωKL
)
+
1
2κ
∫
∂M
pIJKLe
I ∧ eJ ∧ δωKL. (2.27)
In the first line we used the Palatini identity δωFKL[ω] = dω(δωKL) and then per-
formed a partial integration to obtain the second line. From the bulk integral we
can simply read off the algebraic equations for the connection and the equations of
motion for the tetrad. At this point it is possible to check that ω still reduces to the
torsionless spin connection and that the equations of motion for the tetrad remain
unchanged because the term containing the Barbero-Immirzi parameter vanishes.
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From the boundary term we infer that the canonically conjugate momentum to ω is
given by
1
2κ
(εIJKL +
1
γ
ηIK ηJL) e
I ∧ eJ . (2.28)
It is convenient, and very common, to introduce a partial gauge-fixing in the
internal space. This so-called time-gauge amounts to choosing the e0a component of
the tetrad to be aligned with the normal na of the boundary ∂M, i.e.
e0a = na. (2.29)
In other words, we choose the time axis of the frame field to coincide with the time
axis singled out by the spacelike boundary [2]. This partial gauge-fixing is always
possible due to the SO(3, 1) gauge-freedom and, once the time-axis has been fixed,
reduces the internal gauge group to SO(3).
This partial gauge-fixing also allows us to rewrite the last term in (2.27) in a
convenient way by separating the e0 component from the spatial components ea
with a = 1, 2, 3.
1
κ
∫
Σ
(
ε0abce
0 ∧ ea ∧ δωbc + 1
γ
e0 ∧ ea ∧ δω0a
)
− 1
κ
∫
Σ
(
ε0abc e
a ∧ eb ∧ δωc0 + 1
γ
ea ∧ eb ∧ δωab
)
= − 1
γκ
∫
∂M
[
εabc e
a ∧ eb] ∧ δ (γωc0 + εcdfωdf) (2.30)
We defined Σ := ∂M and used the fact that e0 is normal to Σ and therefore its
pull-back to Σ vanishes, making the first term in the first line disappear. From the
last line we can now read off a new configuration space variable
Aa := γωc0 + εcdfωdf . (2.31)
This is the celebrated Ashtekar-Barbero connection [23, 19]. It transforms as
an SO(3) connection under internal gauge transformations and it is canonically
conjugate to the momentum variable
Ea := εabc e
b ∧ ec, (2.32)
which is often referred to as electric field for reasons that will become clear in the
sequel. The associated Poisson brackets to the phase space couple (Aia, Eai ) read
{Aia(x), Ajb(y)} = 0
{Eai (x), Ebj (y)} = 0
{Eai (x), Ajb(y)} = γκ δab δijδ(3)(x, y). (2.33)
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This phase space structure is equivalent to a non-Abelian SO(3) Yang-Mills theory,
as partially anticipated in the previous subsection. Having worked out the phase
space structure and the fact that it is similar to Yang-Mills theory puts us in a
good position for quantization. However, to achieve a background independent
quantization we need to take into account general covariance. This will be the
content of the next subsection.
To conclude the present subsection we briefly discuss the constraints in the phase
space variables (Aia, Eai ), as they will be important for the quantum theory presented
in section 2.2. Through rather long and tedious computations it can be shown that
there are seven constraints: The Gauss constraints (3), the vector constraints (3)
and the scalar constraint (1). They are explicitly given by
Gi(A
j
a, E
a
j ) = DaE
a
j ≈ 0
Vb(A
j
a, E
a
j ) = E
a
jFab − (1 + γ2)KiaGi(Aja, Eaj ) ≈ 0
S(Aja, E
a
j ) =
Eai E
a
j√
detE
(
εijkF
k
ab − 2(1 + γ2)Ki[aKjb]
) ≈ 0, (2.34)
where DaEaj = ∂aEaj + ε kij AjaEak is the covariant divergence of the electric field, anal-
ogous to ∇ · E = 0 from vacuum electrodynamics, and Fab = ∂aAib − ∂bAia + εi jkAjaAkb
is the curvature tensor of the Ashtekar-Barbero connection.
These constraints reduce the 18-dimensional phase space spanned by (Aia, Eai ) since
they impose seven conditions among these variables and they generate seven gauge
transformations on the constraint surface. Hence, one finds 18− 7− 7 = 4 degrees
of freedom in the reduced phase space which correspond to the two propagating
degrees of freedom of GR. Just as expected.
The aforementioned gauge transformations can be studied by smearing the con-
straints with suitable test function. For the Gauss constraint we may define the
smeared version as
G[α] :=
∫
S
αiGi(A
j
a, E
a
j ) d
3x. (2.35)
This constraint then generates a well-defined gauge transformation by virtue of
the Poisson bracket applied to the canonical variables [26]:
δGA
i
a := {Aia, G[α]} = −Daαi and δGEai := {Eai , G[α]} = [E,α]i (2.36)
These equations are again familiar from non-Abelian Yang-Mills theory and further-
more one can show that, upon defining Aa := Aiaτi ∈ su(2) and Ea := Eai τ i ∈ su(2)
and exponentiating the above quations, these gauge transformations amount to
A˜a = UAaU
† + U∂aU † and E˜a = UEaU † with U ∈ SU(2), (2.37)
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which is the standard way under which the connection and the electric field trans-
form in non-Abelian Yang-Mills theory. We can proceed in a similar fashion for the
vector constraints and define
V [Na] :=
∫
V
NaVa(A
j
a, E
a
j ) d
3x, (2.38)
where V is some 3-dimensional hypersurface inM. The Poisson brackets of this
constraint with the canonical variables are given by [26]
δVA
i
a := {Aia, V [Na]} = L ~NAia and δVEai := {Eai , V [Na]} = L ~NEai , (2.39)
where L ~N is the Lie derivative in direction of the vector Na. Hence, the gauge
transformations generated by the vector constraint are spatial diffeomorphisms.
Similarly, one can show that the scalar constraint generates coordinate time evolu-
tion.
2.1.4 The Holonomy-Flux Variables
The Poisson algebra of the previous subsection is not suitable for quantization.
The reason is the presence of the Dirac distribution and the explicit appearance
of coordinates x and y. To obtain a well-defined, regularized, Poisson algebra it is
only natural to integrate the connection and the electric field against test functions.
Since our objective is to obtain a background independent quantum theory, we have
to build integrals of the (Ai, Ei) variables which do not involve any background
structures. We may furthermore exploit the fact that the connection and the electric
field are 1-forms and 2-forms, respectively, which can naturally be integrated over
1- and 2-dimensional manifolds5. With this in mind, we regularize the electric field
as
E[S] :=
∫
S
na(?E)
a =
∫
S
d2σ naE
a ∈ su(2), (2.40)
where S ⊂ M is a two dimensional surface, Ea := Eai τ i, and na = εabc ∂x
b
∂σ1
∂xc
∂σ2
is the
normal to that surface. The quantity (2.40) is called the flux of the electric field.
This new variable depends, as indicated above, on the choice of surface and it is
manifestly coordinate-independent.
In the case of the Ashtekar-Barbero connection, which is a 1-form, it is more natural
to consider a path γ : [0, 1]→M as integration manifold. Given such a connection
5It is worth noting that different integration manifolds can be considered and integrals different
from the ones studied here can be built [17]. These constructions also lead to a regularization,
but they introduce complications elsewhere. The regularization considered here is the standard
one and so far the simplest that has been found.
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Aia, we can associate to it an element of SU(2) by defining Aa := Aiaτi where τi are
the generators of SU(2). Then we define the holonomy by
hγ[A] := P exp
(∫
γ
Aia(γ(s))
dγa(s)
ds
τi ds
)
∈ SU(2), (2.41)
where P exp denotes the path-ordered exponential function. As can easily be shown
[6, 8], the holonomy satisfies the first order differential equation
d
dt
hγ[A(t)]− hγ[A(t)]A(γ(t)) = 0 with hγ[A(0)] = 12×2. (2.42)
From the definition it also follows that the holonomy satisfies the following proper-
ties [8]:
a) The holonomy of two composed paths is the product of the individual holonomies:
hγ1◦γ2 [A] = hγ1 [A]hγ2 [A]. This also implies hγ−1 [A] = h−1γ [A].
b) Under local SU(2) transformations U(x), the holonomy transforms as hγ[A]→
U(s(γ))hγ[A]U
†(t(γ)), where s(γ) and t(γ) denote the source and target points
of the path γ.
c) Under diffeomorphisms φ, the holonomy transforms as hγ[φ∗A] = hφ−1◦γ[A].
d) The functional derivative with respect to the connection gives
δhγ[A]
δAia(x)
=

1
2
x˙aδ(3)(γ(s), x)τihγ[A] if x is the source of γ
1
2
x˙aδ(3)(γ(s), x)hγ[A]τi if x is the target of γ
x˙aδ(3)(γ(s), x)hγ(0, s)τihγ(s; 1) if x is inside γ
What makes the holonomy particularly interesting is its simple transformation un-
der the action of SU(2) elements. This facilitates the construction of gauge-invariant
quantities which solve the Gauss constraint and, moreover, these variables are
similar to the Wilson loops used in lattice QCD.
As it will turn out, the holonomy-flux variables are also well-suited for quantiza-
tion.
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2.2 Canonical Quantization à la Dirac
With the introduction of new variables we have come a big step closer to kneading
GR into a form more suitable for quantization. The transition from metric variables
to tetrads and connection variables greatly restricted the number of admissible
action principles we need to take into account for quantization. The subsequent
introduction of the Ashtekar-Barbero and its canonically conjugate momentum as
phase space variables was a very natural step: They simply appeared during the
canonical analysis of the Holst action and their presence can be traced back to a
canonical transformation induced by the topological terms.
These variables allow us to think about GR as a SU(2) Yang-Mills theory with
polynomial constraints. This suggests the use of a canonical quantization à la Dirac
[26] (for a more rigorous treatment see [17, 27]):
1) Find a representation of the phase space variables of the theory as operators
in an auxiliary, so-called kinematical, Hilbert space Hkin on which the Poisson
brackets can be promoted to commutators. Schematically:
[Aˆ, Bˆ] = i~ {̂A,B}. (2.43)
2) Promote the constraints to self-adjoint operators on Hkin.
3) Characterize the space of solutions to the constraints and define the physical
inner product. This defines the physical Hilbert space Hphys.
4) Find a complete set of gauge invariant observables, i.e. operators that com-
mute with the constraints.
In the next subsections we will follow these steps as far as possible and clarify some
of the terminology.
2.2.1 The Kinematical Hilbert Space
In subsection 2.1.4 we introduced a regularized version of the Poisson algebra. This
suggests the use of the holonomy-flux algebra as starting point for quantization.
However, we cannot simply promote the Poisson brackets to commutators. First we
need to find an adequate Hilbert space on which the holonomy-flux variables can
be represented as operators.
To that end, consider the space A of real Ashtekar-Barbero connections Aia defined
on a three-dimensional hypersurface Σ of fixed topology. The SU(2) holonomies
2.2 Canonical Quantization à la Dirac 17
introduced in 2.1.4 are functions on the space A and we can use them as basic
building blocks to introduce a new space on which to represent the holonomy-flux
variables [27]. The construction proceeds as follows:
Let Γ be a graph, i.e. an ordered collection of smooth oriented paths γ` ⊂ Σ, with
` = 1, ..., L. These paths meet at most at their endpoints (see Figure 2.1) and they
will be referred to as links while their endpoints are called nodes.
Fig. 2.1.: An example of a graph Γ .
Let f : SU(2)L → C be a smooth function of L group elements. The couple (Γ, f)
then defines a functional of the connection A through
ΨΓ,f [A] := f(hγ1 [A] . . . , hγL [A]). (2.44)
These functions are called cylindrical function and they belong to a linear space
denoted by CylΓ . The space of cylindrical function can be turned into a Hilbert
space HΓ by equipping it with a scalar product. The shift from connections as
fundamental variables to holonomies becomes crucial at this point: Since the
holonomies are SU(2) group elements, there is a natural candidate for a scalar
product 〈 · | · 〉kin : CylΓ ×CylΓ → C which is
〈ΨΓ,f |ΨΓ,g〉kin :=
∫
SU(2)L
dh1 · · · dhL f(h1, . . . , hL) g(h1, . . . , hL). (2.45)
We introduced the shorthand notation h` := hγ` [A] for the holonomies and dh`
denotes the SU(2) Haar measure. This measure is gauge-invariant in the sense
that
dh` = d(gh`) = d(h`g) = dh
−1
` ∀g ∈ SU(2) (2.46)
and normalized as ∫
SU(2)
dh` = 1SU(2). (2.47)
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A direct consequence of the gauge-invariance of the Haar measure is that the scalar
product as a whole is gauge invariant under SU(2) transformations, as can easily
be verified.
The inner product (2.45) is also invariant under extended spatial diffeomorphisms6
φ ∈ Diff∗(Σ). This follows directly from the transformation behavior of the holonomy
under diffeomorphisms (see subsection 2.1.4) which amounts to moving around Γ
on Σ and the fact that the right hand side of the scalar product is insensitive to the
embedding of Γ into the manifold Σ.
Notice that so far we considered only a single graph Γ . Since we regularized the
continuous connection on a fixed structure, this is tantamount to truncating the
degrees of freedom of the theory. A natural and necessary step is therefore to extend
the fixed-graph space CylΓ to
Cyl :=
⋃
Γ⊂Σ
CylΓ . (2.48)
The scalar product (2.45) can be extended in a natural way to functionals on Cyl. In
fact, observe that (Γ, f) and (Γ ′, f ′) may define the same functional under certain
circumstances. For instance, if Γ shares L′ links with Γ ′ and contains L′′ other
links but the functions satisfy f(h1, . . . , hL′ , hL′+1, . . . , hL′′) = f ′(h1, . . . , hL′), then we
clearly have ΨΓ,f [A] = ΨΓ ′,f ′ [A].
This observation suggests to extend the scalar product in the following way: Given
two functionals, ΨΓ,f and ΨΓ ′,f ′, trivially extend the functions f , f ′ to Γ ∪ Γ ′ and
then define
〈ΨΓ,f |ΨΓ ′,f ′〉kin := 〈ΨΓ∪Γ ′,f |ΨΓ∪Γ ′,f ′〉kin . (2.49)
The extended scalar product inherits the SU(2) and Diff∗(Σ) gauge invariance from
the scalar product (2.45). The kinematical Hilbert space is now defined as the
Cauchy completion of the space of cylindrical functions Cyl with respect to the inner
product (2.49). This can formally be written as
Hkin =
⊕
Γ⊂Σ
HΓ . (2.50)
and it means that in addition to cylindrical functions we add the limits of all
Cauchy convergent sequences ‖Ψm − Ψn‖ in the norm induced by the scalar product
(2.49). A key result due to Ashtekar and Lewandowski [28] states that the kine-
6Extended diffeomorphisms are continuous and invertible maps φ : Σ → Σ such that the maps and
their inverses are smooth everywhere except, possibly, in a finite number of isolated points [9].
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matical Hilbert space Hkin can be realized as a L2 Hilbert space of (generalized,
distributional) connections, i.e.
Hkin = L2[A, dµAL], (2.51)
where dµAL is the Ashtekar-Lewandowski measure on the space of generalized
connections. This means in particular that (2.49) can be seen as a scalar product
between cylindrical functionals of the connection A with respect to the measure
dµAL, ∫
dµALΨΓ,f [A]ΨΓ ′,f ′ [A] ≡ 〈ΨΓ,f |ΨΓ ′,f ′〉kin . (2.52)
Moreover, Ashtekar and Lewandowski showed that this inner product gives a
faithful representation of the algebra of cylindrical functions – without the need to
introduce any background structure.
2.2.2 An orthogonal Basis for Hkin
There is a particularly useful basis of Hkin, called the gauge-variant spin-network
basis [17], which will play an important role in the next subsection.
By construction, we have HΓ = L2[SU(2)L, dh] and we can use the Peter-Weyl
theorem to expand any function of HΓ into an orthogonal basis. To see how to do
that in practice, we start with the simpler space L2[SU(2), dh].
Let j ∈ 1
2
N \ {0} label inequivalent irreducible representations of SU(2), denote
the carrier space of the spin-j representation by Hj and let H∗j be its dual. Then,
according to the Peter-Weyl theorem, L2[SU(2), dh] can be decomposed as
L2[SU(2), dh] '
⊕
j
(Hj ⊗H∗j ) (2.53)
and any function f on that space can be written as
f(h) =
∑
j
fˆmnj D
j
mn(h), (2.54)
where Djmn(h) are the SU(2) Wigner matrices in the spin-j representation, m,n
with −j ≤ m,n ≤ j denote the magnetic numbers, and the expansion coefficients7
are explicitly given by
fˆmnj = dj
〈
Djmn(h)|f
〉
kin = dj
∫
SU(2)
dhDjmn(h) f(h), (2.55)
7These coefficients are the SU(2) analogues of the Fourier expansion coefficients on U(1).
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where dj := 2j + 1 denotes the dimension of the representation space. Notice that
the Wigner matrices provide a linear map from Hj onto itself and from basic linear
algebra we know that any such endomorphism can naturally be identified with an
element in End(Hj) ' Hj ⊗H∗j . Due to the orthogonality relation∫
SU(2)
dhDj
′
m′n′(h)D
j
mn(h) =
1
dj
δjj
′
δmm′ δnn′ , (2.56)
which is provided by the Peter-Weyl theorem, we can think of the Wigner matrices
as basis elements of Hj ⊗H∗j . As can be check by a direct computation, this basis is
overcomplete. This means there is a resolution of identity which can be written as
δ(gh−1) =
∑
j
∑
−j≤m,n≤j
dj D
j
mn(g)D
j
nm(h
−1) =:
∑
j
dj Trj[gh−1], (2.57)
for any given g, h ∈ SU(2). The right hand side is a convenient short hand notation
which we will use very frequently later on.
It is straightforward to generalize these considerations to the space L2[SU(2)L, dh]
and one finds, not very surprisingly, the following vector space isomorphisms:
L2[SU(2)
L, dh] '
⊗
`∈Γ
[⊕
j
(Hj ⊗H∗j )
]
'
⊕
j`
[⊗
`∈Γ
(Hj ⊗H∗j )
]
. (2.58)
When exchanging the tensor product and the direct sum we introduced the label j`
which is simply the spin number associated to the link ` of the graph Γ . A functional
ΨΓ,f on this space can now be expanded as
ΨΓ,f [A] =
∑
j1,...,jL
fˆm1,...,mL,n1,...,nLj1,...,jL D
j1
m1,n1
(h1) · · ·DjLmL,nL(hL), (2.59)
where the expansion coefficients are given by generalizing (2.55) to
fˆm1,...,mL,n1,...,nLj1,...,jL =
〈
Dj1m1,n1(h1) · · ·DjLmL,nL|ΨΓ,f
〉
kin
. (2.60)
The structures discussed here also have a nice pictorial representation. Since we
are working at the level of a fixed graph Γ , we can simply draw all its links and
nodes and then assign an irreducible spin j representation to every link. This is
sometimes referred to as “coloring” the graph and it amounts to assigning every
link a Wigner matrix Djmn.
Before concluding this subsection we remark that we succeeded in carrying out the
first step in the Dirac quantization program. The Hilbert spaceHkin is a well-defined
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and well-behaved space on which we can represent the holonomy-flux algebra. In
fact, on the kinematical Hilbert space we can represent this algebra through the
familiar Schrödinger representation where the holonomies are taken to be the
configuration space variables which act by multiplication
2.2.3 The SU(2) invariant Hilbert Space HG
Wa accomplished to carry out the first step in the Dirac quantization program
and identify a kinematical Hilbert space Hkin. This space is well-defined, admits a
simple basis and, importantly, allows us to represent the holonomy-flux variables as
operators in the Ashtekar-Lewandowski representation. Consequently, we can move
to the next step which is the implementation of the constraints. As discussed in
subsection 2.1.3, the smeared Gauss constraints generates SU(2) transformations.
Therefore, the condition that the action of the quantum Gauss constraint on a
cylindrical function is zero is equivalent to demanding the cylindrical functions to
be invariant under SU(2) transformations:
Ψ [h1, . . . , hL] = Ψ [Us(γ1)h1U
†
t(γ1)
, . . . , Us(γL)hLU
†
t(γL)
] (2.61)
Recall from subsection 2.1.4 how the holonomy transforms under SU(2) transfor-
mation to see that we can write (2.61) at the level of a fixed graph Γ as
ΨΓ,f [A] =
∑
j1,...,jL
fˆm1,...,mL,n1,...,nLj1,...,jL D
j1
m1,n1
(Us(γ1)h1U
†
t(γ1)
) · · ·DjLmL,nL(Us(γL)hLU †t(γL)), (2.62)
where Λs(γi) and Λt(γi) denote the values of the SU(2) element Λ(x) at the source and
target of the i-th path, respectively.
Notice that the SU(2) transformations only act at the beginning and end points of
the paths, i.e. at the so-called nodes. Hence, the states which solve the quantum
Gauss constraint have to be elements of the Hilbert spaceHG := L2[SU(2)L/SU(2)N ].
In order to determine the form of these states, we can exploit the group property
Djab(hg) = D
j
ac(h)D
j
cb(g) of the Wigner matrices to rewrite the summand of (2.62) as
L∏
k=1
Djkmk,ak(Us(γk))D
jk
bknk
(U †t(γk))fˆ
m1,...,mL,n1,...,nL
j1,...,jL
L∏
k=1
Djkakbk(hk). (2.63)
From this it can be seen that the requirement for ΨΓ,f [A] to be invariant under
SU(2) transformations at the nodes of the graph Γ translates into the requirement
for fm1,...,mL,n1,...,nLj1,...,jL to be invariant when acted upon by representation matrices.
Tensorial objects with this kind of invariance property are called intertwiners. More
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precisely, an intertwiner is a tensor ιn1,n2,...,nL with L indices which lives in the
tensor product space
⊗L
k=1Hjk which satisfies the covariance condition
Dj1m1n1(U)D
j2
m2n2
(U) · · ·DjLmLnL(U) ιn1,n2,...,nL = ιm1,m2,...,mL (2.64)
and which is normalized
ιn1,n2,...,nLιn1,n2,...,nL = 1. (2.65)
In general, there is more than one intertwiner in the space
⊗L
k=1Hjk . In fact,
intertwiners span the invariant subspace Inv[
⊗L
k=1Hjk ] of
⊗L
k=1Hjk . If L = 3, i.e.
when the space in question has the formHj1⊗Hj2⊗Hj3 , then the invariant subspace
is simply
Inv[Hj1 ⊗Hj2 ⊗Hj3 ] = C (2.66)
and it is therefore one dimensional. The only element in this space is then the
so-called 3j-symbol
ιm1m2m3 =
(
j1 j2 j3
m1 m2 m3
)
, (2.67)
which vanish unless the magnetic indices satisfy m1 +m2 +m3 = 0, the spins respect
the triangular inequalities |j1 − j2| ≤ j3 ≤ j1 + j2, and j1 + j2 + j3 is an integer
number. If the invariant tensor product space has four components, i.e.
Kj1,...,j4 := Inv[Hj1 ⊗Hj2 ⊗Hj3 ⊗Hj4 ], (2.68)
then one can show, using repeatedly the well-known Clebsch-Gordan decomposition
formula Hj1 ⊗Hj2 =
⊕j1+j2
j=|j1−j2|Hj, that the space Kj1,...,j4 contains several invariant
components. That is to say, its dimension is in general larger than one and using
the Clebsch-Gordan formula one finds
dim[Kj1,...,j4 ] = min[j1 + j2, j3 + j4]−max[|j1 − j2|, |j3 − j4|] + 1. (2.69)
The so-called four-valent intertwiners which span this this space are given by
ιm1m2m3m4k = (−1)j1−j2+µ
(
j1 j2 k
m1 m2 µ
)(
j3 j4 k
m3 m4 −µ
)
, (2.70)
with µ = −m1 −m2 = m3 + m4 and max[|j1 − j2|, |j3 − j4|] ≤ k ≤ min[j1 + j2, j3 + j4].
Let us recall that we actually set out to find invariant tensors in order to write
down states which solve the quantum Gauss constraint. The intertwiners we just
discussed can indeed be used to achieve our goal since
fˆm1,...,mL,n1,...,nLj1,...,jL = Cj1,...,jLιm1...mLιn1...nL , (2.71)
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where Cj1,...,jL is a mere normalization factor, has precisely the correct covariance
properties to render the state ΨΓ,f invariant under SU(2) transformations at the
nodes. Therefore, a generic state in the Hilbert space HG which is generated by the
kernel of the quantum Gauss constraint can be written as a linear combination
Ψ [h1, . . . , hL] =
∑
j1,...,jL
Cj1,...,jLΨΓ (h1, . . . , hL) (2.72)
of so-called gauge-invariant spin network states or simply spin networks ΨΓ (h1, . . . , hL).
These are explicitly given by
ΨΓ (h1, . . . , hL) :=
⊗
n∈Γ
ιn ·Γ
⊗
`∈Γ
Dj`(h`) (2.73)
where the first product is over all nodes n of the graph Γ and all intertwiners
ιn associated to these nodes, while the second product is over all links ` and the
Wigner matrices in the j`-representation associated to these links. The symbol ·Γ
means that the contraction between the intertwiners and the Wigner matrices is
dictated by the topology of the graph Γ .
Fig. 2.2.: The theta graph
Before concluding this subsection, let us give a brief example of a spin network
function by considering the theta graph shown in Figure 2.2. Since the two nodes
are three valent, the intertwiner spaces associated to them are one-dimensional.
There is therefore only one possible choice for the intertwiner – the 3j-symbol.
These two symbols have to be contracted with the three Wigner matrices in the
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j`-representation associated to the three links. Hence, we find that the spin network
function for the theta graph is
Ψθ(h1, h2, h3) =
(
j1 j2 j3
m1 m2 m
)(
j1 j2 j3
n1 n2 n
)
Dj1m1n1(h1)D
j2
m2n2
(h2)D
j3
mn(h3) (2.74)
with m = −m1 −m2 and n = −n1 − n2 in order for the 3j-symbols not to be zero.
There is an implicit sum over all spins and magnetic numbers.
2.3 Coherent and Semi-Classical Spin Network
States
The focus so far has been on presenting a background independent theory of
quantum gravity. This lead to the description of SU(2) and spatially diffeomorphism
invariant states – spin networks and s-knots. We have also seen that the spectra of
the area and volume operator are discrete. Even though both spectra crowd very
quickly and approach an apparent continuum behavior, the question remains if we
can give a semi-classical description of geometry from LQG. The key to answer this
question are coherent states.
In subsection 2.3.1 we give a definition of coherent states and present a method due
to Thiemann to generate candidate states which in some cases can be turned into
proper coherent states. We illustrate this method for ordinary quantum mechanics
and already mention at this point that these states will play an important role in
the first part of chapter 5.
Subsection 2.3.2 is devoted to a class of coherent semi-classical states for LQG
introduced by Thiemann and Winkler. These so-called heat kernel states were the
basis for further developments by Bianchi, Magliaro and Perini who established a
connection between semi-classical coherent LQG states and twisted geometry. This
will be reviewed in subsection 2.3.3 and will also be important in chapters 4 and 5.
The last subsection contains unpublished work by the author where the resolution
of identities for the heat kernel states in the twisted geometry parametrization will
be proved.
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2.3.1 Definition of Coherent States and the Complexifier
Method
Let us jump right to the definition of coherent states given by Thiemann in [17]:
Definition 2.3.1: Coherent States
Let P be a phase space and Oˆ an algebra of linear operators on the Hilbert
space H. A collection of states {Ψq,p}(q,p)∈P ∈ H is then said to be coherent if
1) There exist elementary operators gˆ such that gˆ ψq,p = g(q, p)ψq,p;
2) the Heisenberg uncertainty relation ∆q∆p = 1
2
|〈ψq,p|[qˆ, pˆ]|ψq,p〉| is satu-
rated;
3) there is a resolution of identity 1H =
∫
P dν(q, p)ψq,p 〈ψq,p|·〉kin for some
measure ν on P;
4) for any (q, p) ∈ P the overlap function (q′, p′) 7→ | 〈ψq,p|ψq′,p′〉 |2 is peaked
on a phase space cell of Liouville volume 1
2
|〈ψq,p|[qˆ, pˆ]|ψq,p〉|.
Informally, the first condition tells us that the coherent states form an overcomplete
basis of the kinematical Hilbert space, the second condition is necessary (though
not sufficient) to minimize the uncertainty of both conjugate variables and the
third condition tells us that the states are highly localized on a single phase space
point (q, p). The key question is now how to construct kinematical states with these
properties. This is a non-trivial problem as there is no known algorithm to construct
coherent states, but there is at least a guideline developed by Thiemann [29, 30]. As
explained in a very didactical manner in [17], it is possible to use known methods to
construct coherent states for the harmonic oscillator as a template, but to strip them
off anything that belongs exclusively to the harmonic oscillator. This observation
is at the core of Thiemann’s method as it allows to construct candidate coherent
states for other quantum systems. As it turns out, the main object needed for this
is the so-called complexifier [29, 30, 17].
Definition 2.3.2: Complexifier
A complexifier is a positive definite function C : P → R on the phase space P
which is smooth almost everywhere and whose Hamiltonian vector field χC
is nowhere vanishing on the configuration space C. Moreover, for each point
26 Chapter 2 Loop Quantum Gravity Basics
q ∈ C the function p 7→ Cq(p) := C(q, p) grows stronger than linearly with ‖p‖q
where p is a local momentum coordinate and ‖ · ‖q is a suitable norm on T ∗q C.
The role of the complexifier is, as we will now see, two-fold. First of all, consider the
delta distribution δq(x) with respect to some measure µ and with support on x = q,
i.e.
∫
f(x) δq(x)dµ = f(q). In quantum mechanics we routinely encounter these kind
of distributions where, even though they are not part of the kinematical Hilbert
space, they capture the idea of particles being “localized” in one point. Of course,
by the Heisenberg uncertainty relation, this implies that the momentum of the
particle in question is completely unknown or spread out.
That is where the complexifier comes into play. Its positive definitiveness suggests
we can promote it to a positive-definite self-adjoint operator Cˆ on the kinematical
Hilbert space H in question. According to definition 2.3.1 it grows stronger than
linearly with ‖p‖q and we can therefore define the one parameter family of states
ψtq(x) := e
− t~ Cˆ δq(x), (2.75)
with semi-classicality parameter t > 0 and where e− t~ Cˆ acts as a smoothening
operator. This means that the states ψtq(x) have a chance of being square integrable
and may belong to H. Moreover, the spread ∆p of the momentum operator on these
states is finite.
There are now two possibilities to manipulate the spreads ∆x and ∆p. Either by
changing the value of the parameter t or, in analogy with the harmonic oscillator,
we may complexify q → z ∈ C. The second option is more promising as it works
for the harmonic oscillator and it has the potential to satisfy the second and third
condition in definition 2.3.1. But how should we choose z?
That is where the complexifier comes into play for a second time: Let (q, p) be local
coordinates on the phase space P. Then define [17]
z(q, p) :=
∞∑
n=0
in
n!
{q, C(q, p)}n, (2.76)
with the inductively defined n-th order Poisson brackets,
{q, C}n+1 = {{q, C}n, C} with {q, C}0 := q, (2.77)
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defines local complex coordinates8 on P, provided z(q, p) and z(q, p) are invertible.
Locally, the invertibility of these functions is guaranteed by the conditions imposed
on C by definition 2.3.1. Next, let us define the (unnormalized) state
ψtq,p(x) :=
[
ψtq(x)
]
q→z(q,p) =
[
e−
t
~ Cˆ δq(x)
]
q→z(q,p)
. (2.78)
by promoting the complexifier to a self-adjoint operator. This has also the effect
that the complex variable z defined in (2.76) becomes an operator. More precisely,
we transition to the quantum theory by promoting q to the multiplicative position
operator qˆ and turning the Poisson bracket into a commutator. Then one can
show [17] that zˆ is given by
zˆ = e−
t
~ Cˆ qˆ e
t
~ Cˆ . (2.79)
With this it is straightforward to see that zˆ is an eigenstate of (2.78) with eigenvalue
z(q, p) since
zˆ ψtq,p(x) =
[
e−
t
~ Cˆ qˆ e
t
~ Cˆ e−
t
~ Cˆ︸ ︷︷ ︸
=1
δq(x)
]
q→z(q,p)
=
[
q e−
t
~ Cˆ δq(x)
]
q→z(q,p)
= z(q, p)ψtq,p(x). (2.80)
Above we used that δq(x) is a generalized eigenstate of qˆ. This eigenstate property
is analogous to the property of harmonic oscillator coherent states which are
eigenstates of the annihilation operator. We can therefore take this property to be
a good sign and also check that ψtq,p has a chance of being peaked on (q, p). Indeed,
by defining
xˆ :=
1
2
(
zˆ + zˆ†
)
and yˆ :=
1
2
(
zˆ − zˆ†) (2.81)
and using similar techniques as before one can show
〈xˆ〉 := 〈ψ
t
q,p| xˆ |ψtq,p〉
‖ψtq,p‖2
=
1
2
(z(q, p) + z(q, p))
〈yˆ〉 := 〈ψ
t
q,p| yˆ |ψtq,p〉
‖ψtq,p‖2
=
1
2
(z(q, p)− z(q, p)) . (2.82)
Finally, it is also easy to compute the uncertainties:
∆x :=
〈ψtq,p| (xˆ− 〈xˆ〉)2 |ψtq,p〉
‖ψtq,p‖2
=
1
2
|〈[xˆ, yˆ]〉| = ∆y. (2.83)
8Hence the name complexifier for the function C.
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That is, the states ψtq,p possess unquenched uncertainties for the operators xˆ and
yˆ defined above and saturate Heisenberg’s uncertainty relations. With that, the
states defined by (2.78) satisfy two of the four conditions required by definition 2.3.1.
It should be emphasized that this is true irrespective of the quantum mechanical
system in question as we have not chosen any Lagrangian or specified a system in
any other way! These are therefore good candidates for coherent states, but the
remaining conditions in 2.3.1 need to be checked on a case by case basis.
Before moving to the next subsection, where coherent semi-classical states for
LQG will be introduced, we illustrate the complexifier method by constructing
coherent states for ordinary quantum mechanical systems. These states will play
an important role in chapter 5.
First of all, we choose the following quadratic phase space function as complexifier:
C :=
p2
2σ2
. (2.84)
Here, σ > 0 is an arbitrary parameter and σ2 has units of momentum over length
or, equivalently, action over length squared. With this choice it follows immediately
that the first and second order Poisson brackets are given by
{q, C} = 1
σ2
p and {{q, C}, C} = 0 (2.85)
which implies that all higher order brackets vanish and the complex variable z is
therefore given by
z =
∞∑
n=0
in
n!
{q, C}(n) = q + i
σ2
p. (2.86)
Next, we promote the complexifier to a self-adjoint hermitian operator Cˆ on the
Hilbert space L2[Rn, dnx]. Determining the state ψσq,p(x) as defined in (2.78) and
normalizing it amounts to executing the following three steps:
ii (i) Compute the action of e−Cˆ/~ on δ(n)(x− q).
e−Cˆ/~ δ(n)(x− q) = e− pˆ
2
2σ2~ 〈x|q〉 = e− pˆ
2
2σ2~
∫
Rn
〈x|p〉 〈p|q〉 dnp
=
1
(2pi~)n
∫
Rn
e
i
~px e−
i
~pq e−
p2
2σ2~ dnp
=
(
σ√
2pi~
)n
e−
σ2
2~ (x−q)2 (2.87)
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i (ii) Perform the complexification q → z = q + i
σ2
p.[
e−
σ2
2~ (x−q)2
]
q→q+ i
σ2
p
= e−
σ2
2~ (x−q)2 e
i
~p(x−q) e
p2
2σ2~ (2.88)
(iii) Normalize the state ψσq,p(x) = N
(
σ√
2pi~
)n
e−
σ2
2~ (x−q)2 e
i
~p(x−q) e
p2
2σ2~ .
|N |2
(
σ2
2pi~
)n
e
p2
2σ2~
∫
Rn
e−
σ2
~ (x−q)2 dnx != 1 ⇒ N =
(
2
√
pi~
σ
)n
e−
p2
σ2~ (2.89)
Hence, we finally find that kinematical coherent states ψσq,p(x) can be written as
ψσq,p(x) =
(
σ2
pi~
)n
4
e−
σ2
2~ (x−q)2 e
i
~p(x−q) (2.90)
and it is not difficult to see that they are elements of the Hilbert space L2[Rn, dnx].
It is also an easy exercise to show
〈ψσq,p|xˆ|ψσq,p〉 = q
〈ψσq,p|pˆ|ψσq,p〉 = p, (2.91)
which means these states are peaked on the prescribed phase space point (q, p). To
be more precise, this means that we can freely choose some data (q, p), on which the
states depend parametrically, and it is guaranteed that q is the expectation value
of the position operator while p is the expectation value of the momentum operator.
Furthermore one can show
∆x2 := 〈ψσq,p|xˆ2|ψσq,p〉 − 〈ψσq,p|xˆ|ψσq,p〉 =
~
2σ2
∆p2 := 〈ψσq,p|pˆ2|ψσq,p〉 − 〈ψσq,p|pˆ|ψσq,p〉 =
~σ2
2
, (2.92)
which implies ∆x∆p = ~
2
. Notice that the uncertainties are not unquenched9 and
that σ2 can in principle be chosen such that either ∆x or ∆p is completely spread.
Or it can be chosen such that the uncertainties in both variables are minimized and
the state becomes semi-classical (a more precise definition will be provided below).
We conclude this subsection by remarking that a simple computation shows that
9This is not in contradiction to what we said below equation (2.83) since this is only true for the
operators xˆ and yˆ defined in (2.81).
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these coherent states provide a resolution of identity with respect to the measure
dn qdnp
(2pi~)n : ∫
R2n
dnq dnp
(2pi~)n
∣∣ψσq,p〉 〈ψσq,p∣∣ = 1. (2.93)
Notice that the integration is over the data (q, p). This is a point that is often
overlooked and sometimes causes confusion. We will re-encounter this identity in
chapter 5.
2.3.2 Thiemann’s Heat Kernel States
In [31], Thiemann studied two different complexifier operators defined on the
Hilbert space L2[SU(2)L/SU(2)N ]Γ and introduced candidate coherent states for
LQG. Here, Γ is a graph, L denotes the number of links ` and N the number of
nodes n. Of particular interest are the so-called heat kernel states, which use the
SU(2) heat kernel as complexifier and which are defined as
Ψ tΓ,H`(h`) :=
∫
SU(2)N
(∏
n
dhn(`)
) ∏
`
Kt`(h`, ht(`) H` h
−1
s(`)). (2.94)
This 1-parameter family of states is SU(2) gauge-invariant due to the integrals
over hn(`). The labels s(`) and t(`) denote source and target node of the link `, t
is the semi-classicality parameter and Kt(h,H) is the SU(2) heat kernel with a
complexified SU(2) element as second argument.
Since SU(2)C ' SL(2,C), H is taken to be an element of SL(2,C)10 and this can
be seen as the analogue of q → z(q, p) discussed in the foregoing subsection. The
Wigner D-matrices of the SU(2) heat kernel in (2.94) are defined by analytical exten-
sion to the group SL(2,C)11. Concretely, Kt(h,H) is given in the spin-representation
by
Kt(h,H) =
∑
j
dj e
−j(j+1)tTr
[
D(j)(hH−1)
]
. (2.95)
The states Ψ tΓ,H`(h`) provide an overcomplete basis of the kinematical LQG Hilbert
space. That is, there is a resolution of identity
δΓ (hl, h
′
l) =
∫
SL(2,C)L
(∏
l
Ω2t(Hl) dHl
)
Ψ tΓ,Hl(hl)Ψ
t
Γ,Hl
(h′l), (2.96)
10SL(2,C) is isomorphic to SU(2)× su(2) ' T ∗SU(2) which corresponds to the (linkwise, not gauge
invariant) classical phase space associated to the Hilbert space on a graph.
11The explicit defining expression for the analytically extended matrix elements Djmn can be found
in [32] and [33] and it provides in fact an analytic extension to GL(2,C).
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where the identity operator 1Γ on HΓ is given in the holonomy representation by
the delta distribution δΓ on SU(2)L/SU(2)N (a precise definition will be provided in
subsection 2.3.4).
The measure Ω2t(H) with respect to which the above resolution of identity holds is
given by the heat kernel on the quotient space SL(2,C)/SU(2), i.e.
Ω2t(H) :=
∫
SU(2)
F2t(Hg) dg, (2.97)
where F2t is the heat kernel on SL(2,C). An explicit formula for the measure is
known for the parametrization corresponding to the polar decomposition of SL(2,C),
H = h e~p·
~σ
2 . (2.98)
Here, h ∈ SU(2) and ~p is a vector in R3. It can then be shown that the measure in
this parametrization is given by [31, 34]
Ω2t(h e
~p·~σ
2 ) =
e
t
2
(2pit)
3
2
|~p|
sinh |~p| e
− |p|2
2t dH =
sinh2 |~p|
|~p|2 dh d
3~p. (2.99)
This shows that one of the conditions of definition 2.3.1 is satisfied and that the
states belong to the kinematical LQG Hilbert space. In a series of articles, Thie-
mann and Winkler [31, 35, 36, 37] proceeded in showing that all conditions of 2.3.1
are met. Moreover, they also showed that when the parameter t is chosen appropri-
ately, these states are semi-classical12 in the following sense:
Definition 2.3.3: Semi-Classical States
Let P be a phase space, H a kinematical Hilbert space and Oˆ an algebra of
linear operators on H. A collection of states {ψq,p}(q,p)∈P is said to be semi-
classical provided that for any Oˆ, Oˆ′ ∈ Oˆ and any generic point (q, p) ∈ P the
following properties hold
1) Expectation value property:
∣∣∣ 〈ψq,p| Oˆ |ψq,p〉O(q,p) − 1∣∣∣ 1
2) Ehrenfest property:
∣∣∣ 〈ψq,p| [Oˆ,Oˆ′] |ψq,p〉i~{O(q,p),O′(q,p)} − 1∣∣∣ 1
3) Small fluctuation property:
∣∣∣ 〈ψq,p| Oˆ2 |ψq,p〉〈ψq,p|Oˆ|ψq,p〉2 − 1∣∣∣ 1
Let us emphasize what this means: The states (2.94) provide us with an overcom-
plete basis for the kinematical LQG Hilbert space, hence allowing us to express
12Hence the name semi-classicality parameter for t.
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any state in this basis. They also allow us to choose data H` on every link of the
graph Γ and it is guaranteed that the states are peaked on these prescribed data.
Moreover, the states satisfy well-defined coherence and semi-classicality conditions.
Of course, the word “semi-classicality” implies some sort of geometrical framework.
It is however not clear what is the geometrical content of Ψ tΓ,H` and how the data H`
factors in. This will become clearer in the next subsection.
2.3.3 Extrinsic Coherent States
A key property of the heat kernel states is that they allow us to choose some data
H` and the states are then automatically peaked on these data. Given that the heat
kernel states also satisfy semi-classicality conditions, we would intuitively expect
that H` encodes the geometry of Γ . This was indeed shown by the work of Bianchi,
Magliaro and Perini [34] who considered the Cartan decomposition of H−1` :
H−1` = ns(`) e
(η`+iγξ`)
σ3
2 n−1t(`), (2.100)
where
nn(`) := e
−iφn(`) σ32 e−iθn(`)
σ2
2 (2.101)
is the SU(2) group element associated to the unit vector
~n = (sin θn(`) cosφn(`), sin θn(`) sinφn(`), cos θn(`))
ᵀ, (2.102)
while ξ` ∈ [0, 4pi) is an angle, γ denotes the Barbero-Immirzi parameter and η` is a
positive real number. It follows that the six degrees of freedom of H` can now be
represented by the six parameters (η`, ξ`, ~ns(`), ~nt(`)).
These parameters possess indeed a geometrical interpretation as explained in [34]
and further emphasized in [38]: If we assume Γ to be a graph which consists
of 4-valent nodes, we can think of every half-link as representing a triangle of a
tetrahedron. The parameter η` is then related to the area of the two triangles
associated to the same link `. To be more precise, we assign a dimensionless
parameter a` = η`−t2t to every link, for reasons that will become clear later on, and
this parameter is related to the actual area A` of the triangles via A` ≡ γl2pla`.
Furthermore, ~ns(`) and ~nt(`) are the unit normal vectors to the two triangles, cf.
Figure 2.3. Lastly, there is the parameter ξ` which in [38] has been shown to be a
discrete measure for the extrinsic curvature. In the same paper it was shown that
ns(`) e
iγξ`
σ3
2 n−1t(`) (2.103)
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can be understood as the holonomy of the Ashtekar-Barbero connection. With
this parametrization, it is furthermore possible to make contact with the phase
space of closed twisted geometries [39]. This phase space, PΓ =×`T ∗SU(2)` '×` (R+` × S1` × S2` × S2` ), is spanned precisely by the six parameters (η`, ξ`, ~ns(`), ~nt(`))
and it describes discretized geometries consisting of flat tetrahedra, characterized
by their four normals and their four areas, which are glued together.
Fig. 2.3.: A geometrical visualization of the data (a`, ξ`, ~ns(`), ~nt(`)).
The tetrahedra are glued together along their triangles and the areas of these
connected triangles match. That is why we only need one variable for the area
per link. However, the shapes of these triangles do in general not match. Since
every tetrahedron can be used to define a local metric, we see that going from
one tetrahedron to an other one induces a discontinuity in the metric due to the
shape-mismatch. Twisted geometries therefore describe discrete, discontinous
geometries which reduce to Regge geometries when the shapes of the triangles
match [38, 39]. We also remark that the phase space of closed twisted geometries is
in one-to-one correspondence with the kinematical (gauge-invariant) phase space
of LQG, SU(2)N/SU(2)L, for graphs with four-valent nodes [38, 39].
By introducing this parametrization we have a clearer understanding of the geo-
metrical meaning of the heat kernel states. Showing all parameters explicitly, we
can write these states in the twisted geometry parametrization as
Ψ tΓ,H`(h`) =
∏
`∈Γ
∑
j`
dj` e
−j`(j`+1)t
∑
m,n,k
Dj`mn(h`)D
j`
nk(nt(`))D
j`
km(e
iγξ`
σ3
2 n†s(`)) e
η`k, (2.104)
where we have momentarily dropped the gauge-averaging integrals. In later
chapters it will be useful to assume η` to be a large number, which is tantamount to
assuming the states to describe geometries with large areas. Then, we can use the
so-called highest weight approximation
Dj`ab(e
(η`+iγξ`)
σ3
2 ) = δab e
η`j`
(
δaj` e
iξ`j` +O(e−η`)) for η` → +∞. (2.105)
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This approximation allows us to rewrite the product of Wigner matrices as
ΦΓ,j`,~ns(`),~nt(`)(h`) :=
∑
ms,mt
Dj`j`mt(n
†
t(`)) D
j`
mtms(h`) D
j`
msj`
(ns(`)), (2.106)
which we recognize as a Livine-Speziale coherent states [40]13. These states,
sometimes also referred to as intrinsic coherent states [41], describe a geometry
composed of glued-together tetrahedra, but they are oblivious to the extrinsic
geometry. The information about the extrinsic part of the geometry is coded in
the exponentials of the heat kernel states which after applying the highest weight
approximation read
exp(−j`(j` + 1)t+ η`j` + iξ`j`). (2.107)
Notice that the heat kernel states are defined up to a normalization and we can
therefore complete the square in (2.107), i.e.
−j`(j` + 1)t+ η`j` = −
(
j` − η` − t
2t
)2
t+
(η` − t)2
4t
, (2.108)
and throw away the last term in (2.108) which only depends on the data η` and the
parameter t. Hence, when putting everything back together, we find that the heat
kernel states in the highest weight approximation can be written as
Ψ tΓ,H`(h`) =
∑
{j`}
∏
`
dj` e
−(j`−a`)2t+ iγξ`j` ΦΓ,j`,~ns(`),~nt(`)(h`), (2.109)
where we defined
a` :=
η` − t
2t
. (2.110)
We will often refer to these states as extrinsic coherent states. Notice that the
Gaussian weights exp(−(j` − a`)2t) suggest that the spins are all peaked on a` and
indeed it was shown in [34] that the expectation value of the area operator on these
states is given by A` = γl2pla`. We will therefore regard a` as a “dimensionless” area
variable and from now on, whenever we talk about extrinsic coherent states, we
completely forget about η`. Instead, we assume the prescribed data to be given by
(a`, ξ`, ~ns(`), ~nt(`)).
As discussed in the previous subsection, these states are peaked on the data H`.
Now we know that these data describe an intrinsic and extrinsic geometry and,
moreover, also describe a point in the phase space of closed twisted geometries.
The situation is therefore analogous to the quantum mechanical case discussed in
subsection 2.3.1. There, the coherent states were also peaked on a point (q, p) in
13To be more precise, these are the gauge-variant Livine-Speziale states since we dropped the
gauge-averaging integrals.
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phase space. However, remember that the uncertainties ∆x and ∆p depended on
the parameter σ, which plays the same role as t does here.
By tuning t it should therefore be possible to control the spread in the conjugate
variables and therefore the extrinsic states can be made to be not only coherent,
but also semi-classical [34]. For this to be the case, t has to be chosen such that the
spread in the areas ∆A` and the spread in the holonomies ∆h` are much smaller
than the expectation values of the corresponding operators. This requirement
translates into
∆A` ∼
l2pl√
t
 A` and ∆h` ∼
√
t 1 ∀` ∈ Γ. (2.111)
as shown in [34]. When the two conditions are combined, one obtains what we call
the semi-classicality condition:
l2pl 
√
t A`  A` ⇔ 1
√
t a`  a`. (2.112)
The second version of the condition, which is dimensionless and in terms of the
parameter a`, is for later reference. For t to satisfy the semi-classicality condition,
it may be assumed that this parameter is of the form
t =
(
l2pl
A`
)n
with n ∈ (0, 2), (2.113)
where A` is a typical macroscopic area in the triangulation. A natural choice would
be n = 1, which makes t a rather small parameter. This parametrization of t also
coincides with the one originally considered by Thiemann in [31].
In summary, we have seen in this subsection that Thiemann’s heat kernel state can
be parameterized in terms of (closed) twisted geometries. In the large area limit,
the states take on a particularly simple form – these are the so-called extrinsic
coherent states (2.109). We can freely specify the data (a`, ξ`, ~ns(`), ~ns(`)) and it is
guaranteed that the states will be peaked on the intrinsic and extrinsic three-
geometry described by these data. Furthermore, by tuning the semi-classicality
parameter t we can minimize the spreads ∆A` and ∆h` and thereby render the
extrinsic states not only coherent, but also semi-classical.
Notice that the resolution of identity that holds for the heat kernel states no
longer holds for the extrinsic states. The reason is the use of the highest weight
approximation (2.105) involved in the transition from heat kernel states to extrinsic
states. However, it is possible to derive a measure and prove a resolution of identity
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for Thiemann’s heat kernel states in the twisted geometry parametrization. We will
do so in the next subsection and thereby close a gap in the existing literature.
2.3.4 Resolution of Identity for the Heat Kernel States in
the Twisted Geometry Parametrization
Here we consider Thiemann’s heat kernel states and we provide the measure for
the resolution of identity in the twisted geometry parametrization. This new result
will be necessary in order to take into account the arguments in the recent work by
R. Oeckl [42], which suggests that the measure must be considered in the definitions
of the observables studied in [43, 44] for a black hole to white hole transition.
In order to find an adequate measure for the resolution of identity, we consider the
function (2.97). Since it is a function on SL(2,C)/SU(2), it has to be SU(2) invariant
and therefore it has to be true for H` in the Cartan decomposition (2.100) that
Ω2t
(
ns(`) e
η`
σ3
2 eiγζ`
σ3
2 n−1t(`)
)
= Ω2t
(
eη`
σ3
2
)
=
e−
t
2
(2pit)
3
2
η`
sinh η`
e−
η2`
2t , (2.114)
where the SU(2) elements ns(`) and nt(`) drop out from the right hand side because
of SU(2) invariance and we also used (2.99). To proceed we notice that the measure
dH` in the Cartan decomposition reads [32]
dH` =
sinh2 η`
4pi
dη` du` dv`, (2.115)
where du` and dv` are SU(2) Haar measures. The resolution of identity in the
twisted geometry parametrization does not immediately follow from these expres-
sions because of the following subtlety regarding the SU(2) Haar measures above:
The polar decomposition of (2.98) for H` is unique and it is a parametrization by six
real parameters. The twisted geometry parametrization (2.100) for H` is not unique.
There is a U(1) gauge choice to be made, since there are seven real parameters
to be integrated over in (2.115). As ansatz, we choose to drop the ζ` integration
in du` such that the measure becomes proportional to the standard measure on
2.3 Coherent and Semi-Classical Spin Network States 37
the two-sphere S2. The measure dv` remains the standard SU(2) Haar measure.
Concretely, we define
du` := N sin θs(`) dφs(`) dθs(`) = N d2~ns(`)
dv` :=
1
(4pi)2
sin θt(`) dφt(`) dθt(`) dξ` =
1
(4pi)2
d2~nt(`) dξ`, (2.116)
where N is a possible normalization constant. The full ansatz for the resolution of
identity measure in the twisted geometry parametrization then reads
Ω2t(H`) dH` =
N
(4pi)2
Ω2t
(
eη`
σ3
2
)
sinh2 η` dη` dξ` d
2~ns(`) d
2~nt(`). (2.117)
The normalization N is determined by requiring that the “volume" of this measure
integrated over SL(2,C) is the same in the polar decomposition and the Cartan
decomposition:∫
SL(2,C)
N Ω2t
(
eη
σ3
2
)
sinh2 η dη dξ d2~ns d
2~nt
!
=
∫
SL(2,C)
Ω2t(e
~p·~σ
2 )
sinh2 |~p|
|~p|2 dh d
3~p.
(2.118)
On the left hand side the two integrations over S2 and the integration over ξ give
an overall factor of (4pi)3 and on the right hand side the SU(2) integration over h
gives one. There remain only the η and the ~p integrations. From (2.99) we know
that the integrand on the right hand side only depends on the norm |~p|. We can
therefore change to polar coordinates for the vector ~p which gives another factor
of 4pi from the angular integration. The remaining integrals over η and p are of
exactly the same form and they are both non zero since the integrand is positive
definite. Hence, we can divide both sides by whatever value these integrals give.
Collecting all the remaining numerical factors and solving for N we find N = 1.
The measure for the resolution of identity in the twisted geometry parametrization
therefore reads
Ω2t(e
η`
σ3
2 ) dH` =
e−
t
2
(4pi)2(2pit)
3
2
η` sinh η` e
− η
2
`
2t dη` dζ` d
2~ns(`) d
2~nt(`)
η` ∈ R+, ζ` ∈ [0, 4pi), ~ns(`) ∈ S2, ~nt(`) ∈ S2. (2.119)
We now proceed to show by direct computation that this measure does indeed
give the resolution of identity for the heat kernel states (2.94) in the twisted
geometry parametrization. To simplify the notation and render the computations
more readable, we will drop the gauge-averaging integrations over SU(2) and only
consider a single link. This is sufficient to illustrate all the relevant steps in the
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proof of the resolution of identity. Under these simplifying assumptions, the identity
to prove reads
δ(hh′†) =
∫
R+
dη νt(η)
∫ 4pi
0
dξ
∫
S2
d2~ns
∫
S2
d2~nt Ψ
t
H(h)Ψ
t
H(h
′), (2.120)
where
δ(hh′†) =
∑
j
djTrj[hh′†] =
∑
j
dj
∑
|m|≤j
∑
|n|≤j
Djmn(h)D
j
nm(h
′†) (2.121)
is the Dirac distribution on SU(2) and νt(η) is given by
νt(η) :=
e−
t
2
(4pi)2(2pit)
3
2
η sinh η e−
η2
2t . (2.122)
The states are explicitly given by
Ψ tΓ,H(h) =
∑
j
dj e
−j(j+1)t ∑
m,n,k
Djmn(h)D
j
nk(nt)D
j
km(e
iγξ
σ3
2 n†s) e
ηk
Ψ tΓ,H(h
′) =
∑
j′
dj′ e
−j′(j′+1)t ∑
m′,n′,k′
Dj
′
n′m′(h
′†)Dj
′
k′n′(n
†
t)D
j′
m′k′(ns e
−iγξ σ3
2 ) eηk
′
. (2.123)
By noticing that ns = e−iφs
σ3
2 e−iθs
σ3
2 (see definition (2.101)) lives in a subspace of
SU(2) we can introduce the auxiliary variable g := ns e−iγξ
σ3
2 , which is a genuine
SU(2) element. This allows us to perform the ns and the ξ integration simultane-
ously by virtue of the Peter-Weyl theorem
A :=
∫
S2
d2~ns
∫ 4pi
0
dξ Ψ tH(h)Ψ
t
H(h
′) = (4pi)2
∫
SU(2)
dg Ψ tH(h)Ψ
t
H(h
′)
= (4pi)2δjj
′
δmm′δkk′
∑
j
dj e
−2j(j+1)t ∑
m,n,k,n′
Djmn(h)D
j
nk(nt)D
j
n′m(h
′†)Djkn′(n
†
t) e
−2ηk .
(2.124)
The quantity A has been introduced for later convenience and should remind us
that we performed the d2~ns and dξ integrations in (2.120).
To perform the next integration we notice that nt is also parametrized as nt =
e−iφt
σ3
2 e−iθt
σ2
2 (see again definition (2.101)) and that therefore we have
Djnk(nt) = e
−iφtn djnk(θt) and D
j
kn′(n
†
t) = e
iφtn′ djkn′(−θt), (2.125)
2.3 Coherent and Semi-Classical Spin Network States 39
which follows from elementary properties of Wigner matrices and which implies
that the nt integration is zero unless the matrix indices satisfy n = n′. This allows
us to do the following step:
∫
S2
d2~ntD
j
nk(nt)D
j
kn′(n
†
t) = δnn′
∫
S2
d2~ntD
j
nk(nt)D
j
kn(n
†
t)
=1︷ ︸︸ ︷
1
4pi
∫ 4pi
0
dα eiαk e−iαk
= (4pi)δnn′
∫
SU(2)
dg′Djnk(g
′)Djkn(g
′†) =
4piδnn′
dj
. (2.126)
By using n = n′ and inserting an identity we were able to define the auxiliary
variable g′ := nt e−iα
σ3
2 and use again the Peter-Weyl theorem. Hence we find:
B :=
∫
S2
d2~ntA = (4pi)
3
∑
j
e−2j(j+1)t
∑
m,n
Djmn(h)Dnm(h
′†)
∑
k
e−2ηk . (2.127)
The last sum is easily performed by recognizing that it can be split into two
geometric sums. The result of this simple computation is
∑
|k|≤j
e−2ηk =
sinh ((2j + 1)η)
sinh η
, (2.128)
which holds for both, integer and half-integer values of j. What is left to do is the
integral over η which gives
(4pi)3
∫
R+
dη νt(η)
sinh ((2j + 1)η)
sinh η
= dj e
2j(j+1)t . (2.129)
Putting everything together we obtain∫
R+
dη νt(η)B =
∑
j
dj
∑
m,n
Djmn(h)D
j
nm(h
′†) = δ(hh′†). (2.130)
This completes the proof of the resolution of identity on a single link and for the
gauge-variant states. With a little more effort and minor changes in the steps
illustrated in this subsection one can also prove
δΓ (h, h
′†) =
∫
SL(2,C)L
(∏
`
νt`(η`)dη` dζ` d~ns(`) d~nt(`)
)
Ψ tΓ,H`(h)Ψ
t
Γ,H`
(h′) (2.131)
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for the gauge-invariant states (2.94) in the twisted geometry parametrization on a
general graph Γ . The Dirac distribution δΓ on SU(2)L \ SU(2)N is explicitly given
by
δΓ (h, h
′†) =
∫
SU(2)N
(∏
n
dhn(`)
)∫
SU(2)N
(∏
n
dh˜n(`)
)∏
`
δ
(
h†t(`)hhs(`)
(
h˜†t(`)h
′h˜s(`)
)†)
.
(2.132)
We conclude that the integration measure giving the resolution of identity for the
gauge-variant as well as the gauge-invariant heat kernel states in the twisted
geometry parametrization on an arbitrary graph Γ is given by (2.119).
2.3 Coherent and Semi-Classical Spin Network States 41

3Spin Network Histories
An adequate choice of variables and a rigorous implementation of the Dirac quan-
tization program has lead to an enormous progress in quantum gravity. In the
framework of LQG it proved to be surprisingly simple to implement the Gauss and
vector constraint and to characterize their solutions by spin network states and
s-knots. The scalar constraint, however, is sensitive to quantization ambiguities
and the dynamics of quantum gravity therefore remains largely unknown terrain.
In an attempt to shed more light on the dynamics of LQG and circumvent the
complications of the scalar constraint, a path integral quantization of first oder
gravity was attempted [45, 46, 47]. This set in motion the development of several
models [46, 48, 49, 50, 51, 52, 53, 54, 55] which can be summarized under the
collective name spin foam model. In this chapter, we will not go into the details of
all these models (see [56] though for a nice review) and instead content ourselves
with presenting the main ideas and provide some of the necessary mathematical
framework.
Section 3.1 illuminates the connection between path integrals and spin foams and
it is explained how LQG fits into the picture. In section 3.2 we introduce the notion
of simplicial triangulations and other terminology which will be important for un-
derstanding chapters 4 and 5. This section also contains some unpublished results
by the author about the triangulation of spacetime regions of topology I ×Σ and
I2 × S2 in particular, which are relevant for the black hole to white hole tunneling
model.
3.1 On Path Integrals and Spin Foams
Following a suggestion by Wheeler, Misner [57] considered defining quantum
gravity through a Feynman path integral [58]. The idea was to consider a four
dimensional manifoldM with boundaries Σ and Σ ′ and to endow these boundary
manifolds with an intrinsic three dimensional geometry. That is to say, the bound-
aries carry two equivalence classes of metrics, [qab] and [q′ab]. In the quantum theory,
43
these geometries are described by state vectors |[qab]〉, |[q′ab]〉 and the path integral
can be formally written as
〈[qab]|[q′ab]〉 =
∫ [g]|Σ′=[q′ab]
[g]|Σ=[qab]
D[g] eiS([g]) . (3.1)
The integration is performed over all interpolating four dimensional geometries
which have [qab] and [q′ab] as their boundary. In other words, one needs to integrate
over all metrics gµν and mod out the group Diff(M).
This is a beautiful idea, but there are various difficulties with this approach. First
and foremost, it is not clear how to define the integration measure D[g] or how to
characterize the diffeomorphism invariant information of the equivalence class [g].
Moreover, as we mentioned in chapter 1, the canonical theory of quantum gravity
in metric variable has never been properly defined and therefore there is no notion
of boundary states |[qab]〉 of geometry.
The LQG framework offers a promising way out of some of these difficulties. First of
all, there is a well defined notion of three dimensional (quantum) geometry in terms
of spin network states. These states capture diffeomorphism invariant aspects
of the boundary geometry as, for instance, area and volume eigenvalues. Since
these states are defined on an abstract graph, they are intrinsically discrete and
thereby suggest the use of discretization methods to solve the problem of defining
the integration measure D[g] or the path integral as a whole. This is analogous to
Feynman’s original work on quantum mechanics.
As is well-known, the quantum mechanical path integral computes the matrix
elements of the unitary evolution operator Uˆ(t). It thereby also provides a solution
to the evolution equation. That is, given a state ψ0(x) from the kinematical Hilbert
space, it can be shown that the “evolved” state ψ(x, t) = Uˆ(t)ψ0(x) solves the
Hamiltonian constraint1 Hˆ ψ(x, t) = 0. It is therefore natural to try and define the
path integral of quantum general relativity in the same way.
3.1.1 From the canonical Theory to Spin Foams
Similarly to the vector constraint discussed in section ??, the scalar constraint
possesses a continuous spectrum containing zero. Its solutions can therefore not
be found within the kinematical Hilbert space Hkin. Rather, the solutions lie
in the larger space Cyl∗ and the physical Hilbert space Hphys is therefore not a
proper subspace of Hkin. We may nevertheless introduce a formal “projector” P
1In quantum mechanics this constraint is of course simply the Schrödinger equation.
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which sends elements of the kinematical Hilbert space into solutions of the scalar
constraint2 [59]. Formally, we can write
P =
∏
x∈M
δ
(
Sˆ(x)
)
=
∫
D[N ] eiSˆ[N ], (3.2)
where Sˆ[N ] is the smeared scalar constraint and N denotes a laps function. We have
not chosen a specific implementation of the scalar constraint and in the sequel we
will only need general properties of Sˆ which are shared by several of the proposed
variants. From the definition of P it is also apparent that the integral needs to be
regularized. Following [59] we restrict the domain of integration to
|N(x)| ≤ T (3.3)
for some T > 0 and then we consider the matrix elements
〈s|P |s′〉diff =
∫
|N(x)|≤T
D[N ]〈s|eiSˆ[N ]|s′〉diff =
∫
|N(x)|≤T
D[N ]〈s|
∞∑
n=0
in
n!
Sˆ[N ]n|s′〉diff, (3.4)
where |s〉, |s′〉 are s-knot states. Knowing these matrix elements is tantamount to
knowing the physical inner product:
〈s|s′〉phys := 〈s|P |s′〉diff (3.5)
The scalar constraint in the expansion (3.4) acts on s-knot states and, quite inde-
pendently from any quantization ambiguities [60], acts on the nodes of the spin
network. Generically, its action creates new links and nodes and therefore changes
the spin network. An illustration of this process is given in Figure 3.1.
This also suggests that the matrix elements in the power series (3.4) represent
transitions between two different spin networks and this gives rise to foam like
combinatorial structures such as the one depicted in Figure 3.1. In [59] it was
shown that the integration over the laps in (3.4) can be performed and the resulting
power series in the cut-off T is of the form
〈s|P |s′〉diff =
∞∑
n=0
(iT )n
n!
∑
nodes,links
∏
vertices v
A(v). (3.6)
2The operator P cannot be a true projector since it maps outside of its domain and P 2 is therefore
ill-defined.
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Fig. 3.1.: The action of the scalar constraint generates new links a nodes which gives rise
to a foam like structure.
The functions A(v) are so-called “vertex functions” which depend on the spin num-
bers of adjacent edges and faces. The precise mathematical definition is not relevant
here. What is of interest to us is the picture that emerges: The original graph on
which the s-knot is defined is extended into a foam like structure by virtue of the
operator Sˆ. The general form of the expansion (3.6) implies that one has to sum
over all possible interpolating foam like structures between s and s′. From very
simple ones such as in Figure 3.1 to structures with many links and nodes and
complicated combinatorics. Finally, the extended combinatorial structure is colored
by spin numbers through the vertex function. Hence, spin foams are born.
This general picture does not depend on the details of the quantization of the scalar
constraint. However, the values of the matrix elements depend on the precise defi-
nition of Sˆ and are therefore sensitive to quantization ambiguities. This attempt
to define the dynamics of LQG therefore encounters the same difficulties as the
canonical approach.
3.1.2 Path Integral Quantization of BF Theory
A possible way around the difficulties encountered in the previous section is to
follow Feynman’s lead more directly and try to quantize the gravitational field
by discretizing it and define a path integral starting from the exponential of the
classical action.
Before trying to quantize General Relativity on a four-dimensional Lorentzian
spacetime, however, it is instructive to consider a simpler gauge theory which
nevertheless shares some of GR’s properties. This theory, known as BF theory, has
no local degrees of freedom and it is background independent in the sense that it
can be formulated on differential manifolds of any dimension without the use of
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a metric. For concreteness we assume the differential manifoldM to be compact,
orientable, and four-dimensional and G to be a compact Lie group (see [61] for the
general case). BF’s field content then consists of a connection ω on a principal G
bundle ofM and a 2-form B which takes values in the Lie algebra g. Its action can
be written as
S[B,ω] :=
∫
M
Tr[B ∧ F (ω)], (3.7)
where F (ω) is the curvature 2-form associated with ω and Tr[·] denotes the Killing
form in the adjoint representation. Our goal now is to discretize this action and
define a path integral for BF theory. To that end, we first of all introduce a discretiza-
tion T of spacetime in terms of 4-simplices – four-dimensional generalizations of
tetrahedra. Since B as well as F are 2-forms, it is natural to try to discretize them
by integrating them over two-dimensional surfaces. In the present case, this would
amount to integrating B and F over the triangles appearing in the 4-simplices of
the discretization. However, it seems somewhat unnatural to associate two distinct
variables to the same discrete structure.
A more sophisticated way to decide how to discretize the fields is by invoking the
branch of mathematics known as discretization theory. Even though it is a very
interesting topic and highly relevant to our purposes, we will not discuss it in
detail3 and instead just point the reader toward the pertinent literature [17, 62].
In particular, in [17] it is shown how discretization theory naturally leads us to
integrate the B field over triangles while the curvature 2-form is naturally inte-
grated over a two-dimensional object which is “dual” to the aforementioned triangle.
This duality is akin of the duality provided by the Hodge star operator which, in
four dimensions, sends 2-forms to 2-forms and which can also be visualized as two
orthogonal planes. More concretely we can picture this triangle as being spanned
by dx1 ∧ dx2 while its dual is spanned by ?(dx1 ∧ dx2) = dx3 ∧ dx4.
Without attempting to make this more rigorous, we claim that the discretized BF
action (3.7) on the triangulation T can be written as [17]
ST [B,ω] =
∑
t∈T
Tr
[(∫
?t
F
)(∫
t
B
)]
, (3.8)
where the sum is over all triangles in the triangulation. From now on, we will call
?t a face and denote it by f. Furthermore it is convenient to introduce the notation
Bf :=
∫
t(f)
B ∈ g, (3.9)
3A brief introduction to simplicial triangulation is given in the next section.
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where we use the fact that there is a one-to-one relationship between triangles and
their dual faces.
For the curvature 2-form, which is an element of the group G, it is easier to
approximate it by the holonomy around a closed loop instead of actually compute
the integral over ?t = f. This closed loop has to lie in the plane ?t and we call
the segments which constitute these loops edges and we denote them by e. More
precisely, these edges belong to the boundary of f.
To proceed and construct a holonomy around a closed loop, we associate a G group
element to every edge e by
he := P e−
∫
e ω ∈ G. (3.10)
Multiplying all the holonomies which belong to the same face allows us to introduce
the face holonomy
hf := he1 · · ·hen with e1, . . . , en ∈ f. (3.11)
Expanding the face holonomy in a power series up to the linear term results in
hf = 1G + F (f) with F (f) :=
∫
f
F ∈ G. (3.12)
Due to the skew-symmetry4 of the B field, we can rewrite the discretized BF action,
up to higher order correction terms, as∑
f
Tr[F (f)Bf] =
∑
f
Tr[hfBf]. (3.13)
To define the BF path integral we also need to discretize the functional measures
D[B] and D[ω]. Given that the B-field possesses six independent components, we
choose to discretize D[B] by the product ∏f d6Bf of Lebesgue measures. For D[ω], on
the other hand, we choose
∏
e dhe, where dhe is the Haar measure on G.
Notice that we also silently passed from working on a triangulation to working
exclusively on the dual quantities f and e. These are the only structures required to
define the discretized variables, the action, and the measures. With these choices
we can finally write the partition function of BF theory as
ZBF :=
∫
(G)#e
∏
e
dhe
∫
(R6)#f
∏
f
d6Bf e
i
∑
f Tr[hfBf] . (3.14)
The integration over the discrete B-field is easy to perform and results in a product
of six delta distributions on the real line. It is however more common to replace this
product by the delta distribution of the group G, even though this is not completely
4The skew-symmetry implies that B is trace-free and so we get Tr[hfBf] = Tr[Bf + F (f)Bf] =
Tr[F (f)Bf].
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justified from a mathematical point of view. By doing so, one obtains the partition
function
ZBF =
∫
(G)#e
∏
e
dhe
∏
f
δG(he1 . . . hen). (3.15)
By virtue of the Peter-Weyl theorem, we can rewrite the delta distribution as
δG(h) =
∑
ρ
dρTr[ρ(h)], (3.16)
where ρ denotes the irreducible unitary representations of G and dρ is the dimension
of these representations. Using (3.16), the partition function assumes the form
ZBF =
∑
{ρ}
∫
(G)#e
∏
e
dhe
∏
f
dρf Tr[ρf(he1) · · · ρf(hen)]. (3.17)
We can now group together all group elements ρf(he) which belong to the same edge
but to different faces. This allows us to define the projector
P einv(ρ1, ρ2, . . . , ρn) :=
∫
G
dhe ρ
f1
m1n1
(he)ρ
f2
m2n2
(he) · · · ρfnmnnn(he) (3.18)
onto the space Inv[ρ1⊗ρ2⊗· · ·⊗ρn]. Due to the group multiplication property of the
representation matrices ρfmn and the G-invariance of the Haar measure it is easy
to see that this group averaging procedure generates a tensor which is invariant
under G transformations. In other words, this procedure defines an intertwiner
and it allows us to re-write the BF partition function as
ZBF =
∑
{ρ}
∏
f
dρf
∏
e
P einv(ρ1, ρ2, . . . , ρn), (3.19)
where the intertwiners are contracted among each other according to the pattern
provided by the dual structure defined by the edges and faces.
When everything is done more carefully, it can be seen that the edges and faces
give rise to a foam like structure. A very simple example can be seen in Figure 3.1.
This is the first similarity with the previous quantization approach. The second
similarity is the appearance of intertwiners. In the first approach discussed in
subsection 3.1.1, the intertwiners are “hidden” in the definition of the s-knot states.
Here, they are much more explicit.
Notice that the foam like structures in the two approaches have very different
origins. In the canonical approach, the foam is being generated by the scalar
constraint while the foam of the covariant theory emerges through the hand chosen
triangulation. Nevertheless, the fact that the same qualitative picture crystallizes
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from the covariant and the canonical theory and the fact that intertwiners play an
important role hints at a connection between the two. This observation is important:
The canonical theory has a very rigorous definition and it is based on a well-tested
quantization method. The covariant theory, on the other hand, rests on a much more
ad hoc definition such as the one of the partition function given in (3.14). The fact
that there is some sort of connection between the two approaches is encouraging
enough to attempt a definition of quantum gravity through a discretized path
integral while trying to make contact with the canonical theory. But to do that, we
need a better understanding of spacetime triangulations.
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3.2 Mathematical Background
In the previous sections we were deliberately vague about what precisely is meant
by “discretization of spacetime” and the meaning of the dual objects. In this section
we close this gap and provide the necessary mathematical structures required to
illuminate certain aspects of spin foam models. Some of the vocabulary introduced
here will be crucial for understanding the definition of the CLQG amplitude given
in chapter 4. Apart from standard definitions of simplicial complexes and related
concepts (subsection 3.2.1), we also discuss a simplicial triangulation algorithm
for manifolds of topology I ×Σ based on unpublished work by the author (subsec-
tions 3.2.2 and 3.2.3). We then conclude with a complement on how to define angles
between Lorentzian vectors (subsection 3.2.4).
3.2.1 Simplicial Complexes and their Dual
In order to make the notion of “discretization of spacetime” more precise we start
with the definition of simplices.
Definition 3.2.1: p-Simplex
A p-simplex σ(p) = [v0, v1, . . . , vp] embedded in Rd is the convex hull of p + 1
affinely independent vertices v0, v1 . . . , vp ∈ Rd. That is, σ(p) is the set of points
σ(p) :=
{
p∑
i=0
ti vi
∣∣∣∣∣
p∑
i=0
ti = 1 with ti ≥ 0 ∀i
}
,
which spans a p-dimensional vector space.
From the definition it is clear that points, lines, triangles, and tetrahedra are 0-,
1-, 2-, and 3-simplices, respectively. Due to the affine independence of the vertices
of σ(p) we can take the p vectors v1 − v0, . . . , vp − v0 as a basis of the p-dimensional
vector space. It also immediately follows that there is a natural notion of orienta-
tion induced by the order in which the vertices vi appear in the list [v0, v1, . . . , vp].
Interchanging any two of the vertices is the same as going from a right-handed to
a left-handed basis. This is illustrated in Figure 3.2. The permutation of vertices
cannot be described by the action of an SO(p) rotation but rather by an O(p) trans-
formation. Hence, a p-simplex can be assigned an orientation in the same sense the
Euclidean space can be oriented. Thanks to the representation of a p-simplex as a
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list of vertices we can define orientation as follows:
empty line
v0
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Fig. 3.2.: The orientation of a 2-simplex in terms of its basis vectors.
Definition 3.2.2: Orientation of a p-Simplex
Let pi ∈ Sp+1 be a permutation on the set of indices. We say that two p-
simplices [v0, v1, . . . , vp] and [vpi(0), vpi(1), . . . , vpi(p)] are equally oriented if pi is an
even permutation. Otherwise they are oppositely oriented.
Consider a tetrahedron embedded in R3. It is clear from definition 3.2.1 that
removing one of the vertices from the list [v0, v1, v2, v3] defines a triangle and this
triangle belongs to the boundary of the tetrahedron. There are four different ways to
remove a vertex from the list defining the tetrahedron and we obtain four different
triangles. These are precisely the 2-simplices which constitute the boundary of the
tetrahedron. We therefore naturally arrive at the following definition:
Definition 3.2.3: The Boundary of a p-Simplex
The boundary ∂σ(p) of a p-simplex consists of (p+ 1) different (p− 1)-simplices
which are obtained from σ(p) by omitting one vertex. That is, the boundary
(p− 1)-simplices are defined by σ(p−1)i := [v0, . . . , Ûvi, . . . , vp] for 0 ≤ i ≤ p, where
the arc denotes omission. The boundary is then given by ∂σ(p) =
⋃p
i=0 σ
(p−1)
i .
Clearly we can remove more than one vertex from a given list and thereby obtain
further subsimplices. In the example of the tetrahedron considered above, removing
two vertices results in a list with only two remaining vertices and these define a
line, i.e. a 1-simplex.
In general, removing k vertices from [v0, v1, . . . , vp] leaves us with a p − k-simplex
contained in the original p-simplex. As there are
(
p+1
k+1
)
possibilities to remove k
elements from a list of length p+ 1 we just proved
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Lemma 3.2.1: Number of subsimplices in σ(p)
The number of (p− k)-simplices contained in a p-simplex, which we denote as
Npk , is given by
Npk =
(
p+ 1
k + 1
)
for 0 ≤ k ≤ p.
By integrating the volume form of Rp over the set of points defined in 3.2.1, i.e.
over σ(p), we obtain the volume of the p-simplex.
Theorem 3.2.1: Volume of σ(p)
The volume of σ(p) is given by Vol(σ(p)) = 1
p!
|det(v1 − v0, . . . , vp − v0)|, where
(v1 − v0, . . . , vp − v0) is the determinant of the matrix which has the column
vector vi − v0 as its i-th column.
The proof of this theorem is not particularly difficult, but rather lengthy and we
therefore do not include it here. Instead, we proceed and introduce yet another defi-
nition which finally formalizes what we mean by a “discretization of spacetime”.
Definition 3.2.4: Homogeneous simplicial p-Complex
A homogeneous simplicial p-complex C is a collection of p-simplices σ(p)i , i =
1, . . . , N , which satisfy the following conditions:
1. All the subsimplices of each σ(p)i ∈ C also belong to C.
2. The intersection of any two simplices σ(k)i , σ
(l)
j with 0 ≤ k, l ≤ p and
1 ≤ i, j ≤ N is either empty or a subsimplex of both, σ(k)i and σ(l)j .
3. Every simplex of dimension less than p is a subsimplex of some σ(p)i ∈ C.
The last two conditions are particularly important for our purposes. Condition 2.
guarantees that two simplices in the complex cannot intersect, they can only be
joined along common subsimplices (cf. Figure 3.3).
Condition 3. implies that every subsimplex belongs to a p-simplex of the complex
and therefore we can say, informally, that every homogeneous p-complex looks like
a collection of p-simplices which are glued together along their (p− 1)-subsimplices.
This construction is what formalizes “discretization of spacetime”.
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Fig. 3.3.: An example of a what is not a homogeneous p-simplex (a), a homogeneous p-
simplex (b).
In fact, Tullio Regge used a simplicial complex to triangulate spacetime and define
a discrete version of General Relativity [63].
While this is a fascinating subject, we will not pursue it further and instead refer the
reader to the original work of Regge and related work by Sorkin [63, 64]. Here, we
shall focus on the introduction of a different structure which will play an important
role in the quantum theory: the dual 2-complex. There is a precise mathematical
definition of what a 2-complex is, which can for example be found in [17]. However,
the definition is overly complicated for something which is actually very simple and
we shall therefore refrain from writing it here. Instead, we give a more colloquial
description starting from a two-dimensional example:
Consider the two-dimensional triangulation shown in Figure 3.4 a. Now, mark a
point, called a vertex v, inside of every triangle (cf. Figure 3.4 b). Then, connect
neighboring vertices by lines, the so-called edges e. Notice how every edge intersects
precisely one side of a triangle. Finally, remove the triangulation from the picture
and what remains is a collection of vertices, edges and so-called faces f, which
are bounded by the vertices and edges (cf. Figure 3.4 c). This collection of zero
dimensional (vertices), one dimensional (edges) and two dimensional (faces) objects
constitute the 2-complex of the triangulation shown in Figure 3.4 a.
In the general case, one proceeds analogously to the above example. Assuming we
are given a p-dimensional simplicial triangulation and we are asked to construct
its 2-complex, we would represent every p-simplex σ(p)i by a vertex vi.
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Fig. 3.4.: A two-dimensional simplicial triangulation (a), vertices and edges on top of the
triangulation (b), the associated 2-complex (c).
Then, we would determine the boundary of every σ(p)i and represent every (p− 1)-
dimensional boundary simplex σ(p−1)i by an edge e which emanates from the vertex
vi. Of course, because the p-simplices are glued together, there will be (p − 1)-
simplices which belong to two different p-simplices. Whenever σ(p)i and σ
(p)
j share
a (p − 1)-simplex, we can connect the edge which emanates from vi and the edge
which emanates from vj. It is also convenient to call this edge eij to indicate which
two vertices it is connecting. Finally, what is left to do is to identify all the faces f
which are bounded by a number of vertices and edges.
We also say that p-simplices are dual to vertices, (p− 1)-simplices are dual to edges
and (p−2)-simplices are dual to faces. In four dimensions this leads to the following
relations:
Object in the triangulation Object in the 2-complex
4-simplex vertex v
tetrahedron edge e
triangle face f
Notice that some of the (p− 1)-simplices lie on the boundary of the triangulation
and their dual edge is therefore not attached to anything. If we only consider these
boundary (p− 1)-simplices, we can construct what is called the boundary graph Γ .
To do that, we simply represent each (p− 1) simplex by a node n. These nodes are
connected among each other in the same way the (p− 1)-simplices are connected.
That is to say, whenever two (p− 1)-simplices share a (p− 2)-simplex we connect
them by a link `. We also often say that nodes are dual to (p− 1)-simplices on the
boundary of the triangulation and links are dual to (p−2)-simplices shared between
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these (p− 1)-simplices. In four dimensions (i.e. on three dimensional boundaries)
this leads to the following relations:
Object on the boundary Object in the boundary graph Γ
tetrahedron node n
triangle link `
This is all the structure we need for the quantum theory presented in chapter 4.
A more sophisticated examples involving triangulations and 2-complexes will be
discussed in the next subsection and it will culminate in the development of a
simplicial triangulation algorithm.
3.2.2 An Example: Triangulation and dual Complex of
I × S2
In two or three dimensional spaces it is possible to visualize the process of triangu-
lation. However, the amount of information one has to keep track of can quickly
become overwhelming and it is difficult to imagine how to apply “visual” methods to
four dimensional spaces. We therefore seek an algorithm which reliably generates
a triangulation from some given initial data.
To be more precise, we assume we already know the triangulation of some initial
data hypersurface Σ and we look for the triangulation of I ×Σ, where I := [Ii, If ] is
a finite interval. In order to appreciate the difficulties associated with this problem
and develop some intuition, let us consider the triangulation of I × S2 by visual
methods. This triangulation is relevant for current spin foam computations of the
black hole to white hole transition5 where a spacetime region of topology I2 × S2 is
being considered. The manifold I × S2 is the boundary of I2 × S2.
First of all, we note that I × S2 can be pictured as a small sphere sitting inside a
larger sphere and the space between them is filled out. So let us start with the
triangulation of S2 before considering the effect of I. The simplest triangulation of
a sphere consists of four triangles joined together such that they form the boundary
of a tetrahedron. Our starting point will be the “unfolded” tetrahedron shown in
Figure 3.5. Furthermore we first consider an isolated triangle, say ∆ := [v1, v2, v3],
and we concentrate on constructing I × ∆. To that end, we produce a copy of ∆
which we call ∆′ := [v′1, v′2, v′3] and we place it in a plane parallel to ∆.
5These more advanced computations have not been completed yet and are not part of this thesis.
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Fig. 3.5.: An unfolded tetrahedron
By connecting the vertex vi to v′i by a straight line for i = 1, 2, 3 (cf. Figure 3.6), we
obtain a triangulation of I ×∆, albeit a non-simplicial one. In order to make the
triangulation simplicial we need to add further lines which cut the prism I × ∆
into simplicial building blocks, i.e. into tetrahedra. The result of the steps just
described is shown in Figure 3.6.
I. Triangulation of I × S2: Step I
v1
v2
v3
v′1
v′2
v′3
II. Triangulation of I × S2: Step II
v2
v1
v3
v′1
v′3
v′2
v′0
v0
v′0
v′0
v0
v0
1
Fig. 3.6.: A simplicial triangulation of I ×∆.
The fact that we could draw and visualize the triangulation was very helpful in
cutting the prism into tetrahedra. A moment of thought will convince the reader
that it is possible to draw lines on a prism such that the resulting triangulation
becomes inconsistent because there will be intersecting tetrahedra.
Now that we understand how to construct the triangulation of I ×∆ we can simply
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repeat the process for the other three triangles in the triangulation of S2. This is
partially shown in Figure 3.7.
b
b
b
b
b
b
b
b
b
b
b
b
v1
v2
v3
v′1
v′2
v′3
v0
v0
v0
v′0
v′0
v′0
Fig. 3.7.: The next step toward a simplicial triangulation of I × S2.
Gluing these separate triangulations together according to the connectivity of the
hollow tetrahedron we started with then guarantees that we obtain a consistent
triangulation of I × S26. The end result is unfortunately too complicated to show
here as one obtains, as had to be expected, a hollow tetrahedron (i.e. a triangulated
sphere) located inside a larger tetrahedron (i.e. the second triangulated sphere)
and a bunch of tetrahedra between this inner and outer boundary. This can be
nicely visualized though using Mathematica.
Nevertheless, we can perform a consistency check and count the number of p-
simplices. With the aid of Figure 3.6 and Figure 3.7 we easily find that there
are 8 vertices, 22 edges, 28 faces and 12 tetrahedra. As a consistency check for
these numbers we can compute the Euler characteristic, for which we expect
χ(I × S2) = χ(I)χ(S2) = 1 · 2, and we find
χ = 8− 22 + 28− 12 = 2, (3.20)
in agreement with our expectations. Finding the triangulation is however only the
first step in spin foams. What we really need, as we will see later, is the 2-complex
of the triangulation. Constructing the 2-complex for I × S2 by visual methods is
6Notice that we drew [v0, v1, v2, v3] and [v′0, v′1, v′2, v′3] as if they had the same size. This is only for
convenience. One of these tetrahedra, say [v′0, v′1, v′2, v′3], should really be larger so that when all
the v′3’s and all the v3’s are identified, the smaller tetrahedron is contained in the larger one.
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almost impossible and so we have to resort to building lists. By this we mean that
we assign each of the 8 vertices a label so that we can represent the 12 tetrahedra by
expressions of the form [v0, . . . , v3]. Applying the boundary operator to these 12 lists
gives us expressions of the form ∂[v0, v1, v2, v3] = [v1, v2, v3] ∪ [v0, v2, v3] ∪ [v0, v1, v3] ∪
[v0, v1, v2]. Hence we find 4 · 12 triangles. Some of these will appear twice because
the tetrahedra are connected. We can then represent each tetrahedron by a vertex
label v and whenever a triangle appears twice, we know that we have to connect
two vertices by an edge e. Let’s say the triangle [v0, v1, v2] is part of the boundary of
the tetrahedron v1 and also of the boundary of the tetrahedron v2, then there has
to be a link e12 connecting these tetrahedra (or rather their dual vertices v1 and
v2). This is a tedious procedure which eventually results in the 2-complex shown in
Figure 3.8.
I. Dual Complex to the Triangulation of I × S2
v1
v2
v3
v4v5
v6
v7
v8
v9
v10
v11 v12
e1,2
e1,8
e1,11
e5,9
e2,3
E1
E3
e2,5e2,9
e3,6
e3,12
e4,5
E4
e4,7
e4,10
e5,6
E6
e6,12
E7
e7,8
e7,10
e8,9
e8,11
E9
e10,11
E10
e11,12
E12
Intersecting the above 2-complex with a two-sphere yields
n7 n10
n1 n4
ℓ7,10
ℓ4,10
ℓ1,4
ℓ1,7
ℓ1,10 ℓ4,7
n9 n12
n3 n6
ℓ9,12
ℓ6,12
ℓ3,6
ℓ3,9
ℓ3,12 ℓ6,9
1
Fig. 3.8.: The 2-complex of I × S2
Notice that the red edges are only connected to one vertex which means they are
dual to boundary triangles. These are the only triangles which are not connected to
any other triangles and therefore only appear once when we compute ∂[v0, . . . , v3].
Notice furthermore that there are eight red edges, exactly as we would expect since
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the boundary of I × S2 consists of two disconnected spheres, as can easily be visual-
ized or determined mathematically: ∂(I ×S2) = (∂I ×S2)∪ (I × ∂S2) = {Ii, If}×S2.
The same procedure just explained for determining the 2-complex of the triangula-
tion of I × S2 can also be applied to the collection of lists generated by ∂[v0, . . . , v3].
This even more tedious procedure gives us the 2-complex of the boundary of I × S2.
The result consists of two disjoint graphs, as shown in Figure 3.9. The red dots are
nodes, which represent where the red edges intersect the boundary, and they are
dual to triangles. The links ` are dual to the sides of the triangle and it can be seen
that each graph represents the 2-complex of the boundary of a single tetrahedron.
I. Dual Complex to the Triangulation of I × S2
v1
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v4v5
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v10
v11 v12
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e1,8
e1,11
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e2,5e2,9
e3,6
e3,12
e4,5
E4
e4,7
e4,10
e5,6
E6
e6,12
E7
e7,8
e7,10
e8,9
e8,11
E9
e10,11
E10
e11,12
E12
Intersecting the above 2-complex with a two-sphere yields
n7 n10
n1 n4
ℓ7,10
ℓ4,10
ℓ1,4
ℓ1,7
ℓ1,10 ℓ4,7
n9 n12
n3 n6
ℓ9,12
ℓ6,12
ℓ3,6
ℓ3,9
ℓ3,12 ℓ6,9
1
Fig. 3.9.: The boundary graph of I × S2
This result is nicely consistent with ∂(I × S2) = {Ii, If} × S2. But what if we had to
construct the triangulation of I2 × S2 and determine its 2-complex?
It is difficult to imagine how to achieve this if we have to rely on visual methods
and the complexity involved in constructing the 2-complex by inspecting large lists
of vertices would soon become overwhelming. What we need is a simple algorithm
which can be implemented on a computer and which generates triangulations and
2-complexes.
3.2.3 A Triangulation Algorithm for Manifolds of Topology
M' I×Σ
The example of the previous section clearly shows that even in two or three dimen-
sional spaces we cannot always rely on visual methods to construct a triangulation
or its dual. Instead, we have to resort to large lists and tediously analyze its entries.
Doing the same for a four-dimensional triangulation seems an almost impossible
feat, especially because we cannot visualize what we are doing.
All this calls for an algorithmic approach which can be easily implemented on a
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computer. Assuming that we already know a homogeneous simplicial triangulation
of the d dimensional hypersurface Σ, the algorithm should accept a list of the
form [σ(d)1 , σ
(d)
2 , . . . , σ
(d)
N ] as input, where each σ represents a d-simplex, and create a
similar list representing the (d+ 1)-dimensional triangulation of I ×Σ.
We can regard the triangulation of Σ as being a d-dimensional hypersurface em-
bedded in Rd+1 and multiplying this hypersurface by a finite interval has the effect
of dragging every vertex along a line in the d+ 1 direction to a new d-dimensional
surface which is “parallel” to the first one. This operation doubles the number of
vertices, which is in agreement with ∂(I ×Σ) = ({Ii, If} ×Σ) ∪ (I × ∂Σ).
Now, let us focus on only one d-simplex of Σ,
σ(d) = [v0, v1, . . . , vd]. (3.21)
To embed this simplex into Rd+1 we define Vk := (vk, Ii)ᵀ, where Ii is the minimum
of the interval I = [Ii, If ], and for the new set of vertices which lie in the second
hypersurface we can write Uk := (vk, If )ᵀ, with If being the maximum of I. We then
proceed by defining the following (d+ 1)-simplices:
σ
(d+1)
0 = [V0, V1, . . . , Vd, U0]
σ
(d+1)
1 = [V1, V2, . . . , Vd, U0, U1]
σ
(d+1)
2 = [V2, V3, . . . , Vd, U0, U1, U2]
=
...
σ
(d+1)
d = [Vd, U0, . . . , Ud−1, Ud] (3.22)
This collection of simplices provides us with a consistent triangulation of I × σ(d).
We show this as follows: The idea behind the construction (3.22) is to first extend
σ(d) to a (d + 1)-simplex σ(d+1)0 by adding the vertex U0. Then, add a new (d + 1)-
simplex by choosing one of the newly created faces in σ(d+1)0 as “base” for σ
(d+1)
1 . This
ensures that σ(d+1)0 ∩ σ(d+1)1 is a d-simplex and that there are no other intersections.
This process is then iterated and every newly created (d + 1)-simplex can only
have simplicial intersections with some of its neighbors, but there cannot be any
non-simplicial intersections.
In order to use one of the newly created faces of σ(d+1)0 as “base” to create σ
(d+1)
1 , we
clearly need the vertex U0 to be contained in σ
(d+1)
1 . Moreover, we also need an other
vertex, one which is not contained in σ(d+1)0 . We choose U1 and in turn we remove
one of the V vertices. We choose V1. Hence, we have σ
(d+1)
1 = [V1, V2, . . . , Vd, U0, U1]
which has the d-simplex [V1, V2, . . . , U0] in common with σ
(d+1)
0 .
This process of adding and removing vertices is iterated as shown in the list (3.22),
until we cannot add or remove any more vertices. This leaves us with d+1 simplices
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of dimension d + 1 which, by construction, are joined together along d-simplices.
There are not other intersections between these simplices.
To be more precise, the construction just described ensures that
a) σ(d+1)0 and σ
(d+1)
d have each exactly one intersection: σ
(d+1)
0 intersects only with
σ
(d+1)
1 while σ
(d+1)
d intersects only with σ
(d+1)
d−1 . The intersection occurs along one
of the d-dimensional subsimplices. All the other d-dimensional subsimplices
of σ(d+1)0 and σ
(d+1)
d lie on the boundary of I × σ(d).
b) σ(d+1)i for 0 < i < d intersects with two (d+1)-simplices. In fact, σ
(d+1)
i intersects
with σ(d+1)i−1 and σ
(d+1)
i+1 in a d-simplex.
c) All d-subsimplices which are not involved in an intersection lie on the bound-
ary of I × σ(d).
This can all be verified by carefully looking at the boundary of σ(d+1)i ,
∂σ
(d+1)
i =[Vi+1, . . . , Vd, U0, . . . , Ui] ∪ [Vi, . . . , Vd, U0, . . . , Ui−1]∪
d⋃
j=i+1
[Vi, . . . ,ÙVj, . . . , U0, . . . , Ui] i−1⋃
k=0
[Vi, . . . , Vd, U0, . . . , ÛUk, . . . , Ui], (3.23)
for 0 < i < d. From this general expression for the boundary, it is clear that the two
terms in the first line appear also for the boundary expansion for σ(d+1)i−1 and σ
(d+1)
i+1 .
Thus, claim b) is verified. Moreover, one sees that the second line only contains
d-subsimplices of σ(d+1) which lie on the boundary of I ×σ(d). A moment of reflection
will convince the reader that this is the case because both, Vi and Ui appear in the
same list. Or put differently: The boundary of I × σ(d) always needs to contain at
least one 1-simplex of the form [Vi, Ui].
The two terms in the first line, on the other hand, cannot lie on the boundary of
I × σ(d) because when Ui appears in the list, Vi is missing and vice verse. Hence,
these terms must belong to the interior of I × σ(d).
What we have shown so far is that most d-simplices lie on the boundary of I×σ(d) and
that there are simplicial intersections in the interior. Non-simplicial intersections
are not possible. It remains to show that the sum of the volumes of the d + 1
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simplices defined in (3.22) is equal to the volume of I × σ(d).
By Fubini’s theorem we easily find what we would intuitively expect:
Vol(I × σ(d)) =
∫
I×σ(d)
ddx dy =
∫
σ(d)
ddx
∫
I
dy
=
(If − Ii)
d!
|det(v1 − v0, v2 − v0, . . . , vd − v0)|
= (If − Ii)Vol(σ(d)), (3.24)
where we have used theorem 3.2.1. To compute the volume of σ(d+1)k , for 0 ≤ k ≤ d,
we notice that the matrix7
Md+1k := (Vk+1 − Vk, Vk+2 − Vk, . . . , U0 − Vk, . . . , Uk − Vk)
: =
(
vk+1 − vk vk+2 − vk · · · v0 − vk · · · 0
0 0 · · · If − Ii · · · If − Ii
)
(3.25)
always contains a d× d sub-matrix of edge vectors constructed from the vertices
(v0, v1, . . . , vd) alone and that the last column contains only zeros except in the last
row. Using the Laplace expansion along the last column we then easily find that
the determinant of Md+1k is given by the determinant of the d× d sub-matrix times
the length of the interval, (If − Ii). Therefore∣∣detMd+1k ∣∣ = (If − Ii) |det(v1 − v0, v2 − v0, . . . , vd − v0)|
= d! (If − Ii) Vol(σ(d)). (3.26)
From this result we straightforwardly deduce
d∑
k=0
Vol(σ(d+1)k ) =
1
(d+ 1)!
d∑
k=0
∣∣detMd+1k ∣∣
=
d!(d+ 1)
(d+ 1)!
(If − Ii) Vol(σ(p)) = Vol(I × σ(p)), (3.27)
which proves that the sum of volumes of the (d + 1)-simplices defines in (3.22) is
equal to the volume of I × σ(d). This also concludes the proof that (3.22) provides us
with a consistent simplicial triangulation of I × σ(d).
Let us observe that we can also perform an easy consistency check by computing the
Euler characteristic of I × σ(d) from (3.22), for which we should obtain χ(I × σ(d)) =
χ(I)χ(σ(d)) = 1. Since the characteristic of I × σ(d) is really the characteristics of
d + 1 simplices of dimension d + 1 glued together in a specific way, it must be of
the form χ(I × σ(d)) = (d+ 1)χ(σ(d+1))− (correction for gluing). From the algorithm
7Every entry should be read as a column vector and so the matrix is of dimension (d+ 1)× (d+ 1).
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it is evident that every (d + 1)-simplex σ(d+1)k is glued to its neighbor σ
(d+1)
k+1 along
exactly one d-subsimplex. Thus, at every gluing we are over-counting vertices,
edges, faces etc. of an amount corresponding to one d-subsimplex. Since in the
construction (3.22) there are precisely d “gluings”, the correction factor has to be
dχ(σ(d)). This yields χ(I × σ(d)) = (d+ 1)χ(σ(d+1))− dχ(σ(d)). Using lemma 3.2.1, we
can compute the characteristic of σ(d) as
χ(σ(d)) =
d∑
n=0
(−1)nNdn =
d∑
n=0
(−1)n
(
d+ 1
n+ 1
)
k=n+1
=
d+1∑
k=1
(−1)k+1
(
d+ 1
k
)
= 1 + (−1)
d+1∑
k=0
(−1)k
(
d+ 1
k
)
= (−1)(1− 1)d+1 + 1 = 1. (3.28)
In the third line we completed the sum to a binomial sum so that we were able to
apply the binomial theorem to deduce that the sum is equal to (1 − 1)d+1 = 0. To
compensate for the completion we needed to add a 1 for the k = 0 term and hence
we find χ(σ(d)) = 1 for all d8. Hence, the expected result,
χ(I × σ(d)) = (d+ 1)χ(σ(d+1))− dχ(σ(d)) = 1, (3.29)
follows and this completes the consistency check.
Finally, the triangulation of I ×Σ can be constructed using (3.22) applied to every
single d-simplex in Σ. The connectivity of the σ(d) contained in Σ is inherited by the
σ(d+1) simplices in I ×Σ, which allows to construct the full triangulation of I ×Σ.
This algorithm and the procedure just described have been implemented on a
computer by the author in order to construct the triangulation of I2 × S2, starting
from the triangulation of I × S2 discussed in the previous subsection. The results
are too complex to be reported here in detail. However, we can say that the following
number of p-simplices was found by the computer program:
p-Simplex Count
4-Simplices 48
3-Simplices 144
2-Simplices 156
1-Simplices 74
0-Simplices 16
8Of course we could simply have used the fact that every d-simplex is homeomorphic to a d-ball Bd
and that χ(Bd) = 1 for all d.
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The Euler characteristic computed from these numbers yields precisely the expected
result:
χ(I2 × S2) = 16− 74 + 156− 144 + 48 = 2. (3.30)
3.2.4 On Euclidean and Lorentzian Angles
This subsection, while still important for simplicial geometry, is mainly intended
for later reference. We give a brief definition of angles in Euclidean and Lorentzian
spaces of any dimension. For the Lorentzian case, we generalize a definition given
by Barrett and Foxon [65] for 1 + 1 dimensional Minkowski space and we clarify
certain aspects of the construction which are important for applications in spin
foams and which are a common source of confusion.
Let us begin with the definition of angle in n-dimensional Euclidean space.
Definition 3.2.5: Euclidean angle
Let u, v ∈ Rn be two non-zero vectors and n > 1. Then there is an SO(n)
element which takes u‖u‖ into
v
‖v‖ . The Euclidean angle is defined as the
rotation parameter θ ∈ [0, pi] of this group element.
At first this definition seems odd since SO(n) is a Lie group with n(n−1)
2
parameters.
To reduce it to only one parameter θ, it seems we either have to work in n = 2
dimensions or use a clever choice of vector space basis.
It turns out that it is a little bit of both, but the definition makes perfectly sense in
n dimensions and it is completely basis independent. Infact, the above definition
implies that θ is given by
〈u, v〉 = ‖u‖ ‖v‖ cos θ ∀u, v ∈ Rn. (3.31)
To see this, we first assume that u and v are linearly independent. Notice then that
R only needs to act in the plane P := span{u, v} spanned by u and v. In terms of
this plane, the original vector space can be decomposed as Rn ' P ⊕ P⊥, where P⊥
denotes the (n− 2)-dimensional orthogonal complement to P . On P ⊕ P⊥, we can
decompose the rotation matrix R as R = S ⊕ 1(n−2) with S ∈ SO(2). In other words:
R acts on the two-dimensional space P and leaves the orthogonal complement P⊥
invariant.
With these definitions and decompositions it is then easy to derive an explicit
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expression for the angle between u and v. To that end, we start from the condition
v =
‖v‖
‖u‖Ru, (3.32)
stated in definition 3.2.5. By multiplying this equation from both sides with u,
using the canonical scalar product on Rn, we obtain
〈u, v〉 = ‖v‖‖u‖〈u,R u〉
=
‖v‖
‖u‖〈u, S u〉
=
1
2
‖u‖ ‖v‖Tr[S]
= ‖u‖ ‖v‖ cos θ. (3.33)
From the first to the second line we used R = S ⊕ 1n−2. The second line can then
be seen as a projection on the uu-component of S, which in turn can be expressed
as 〈u, S u〉 = 1
2
Tr[S] ‖u‖2. This follows from the fact that S is two-dimensional and
satisfies Sᵀ = S−1 as well as detS = 1, since it is in SO(2). This immediately implies
that the diagonal elements of S have to be equal and hence Tr[S] = 2‖u‖2 〈u, S u〉9.
Given that the trace is basis-independent, we can evaluate it in the basis for which
S =
(
cos θ − sin θ
sin θ cos θ
)
. (3.34)
This finally gives us the last line which is precisely what we are used to from two-
and three-dimensional Euclidean geometry. If u and v do not span a plane, they
are either parallel or anti-parallel. The above construction can be adapted in an
obvious way from which one obtains R = 1n ⇒ θ = 0 when u and v are parallel and
R = −1n ⇒ θ = pi when u and v are anti-parallel. Hence, we confirm the well-known
Euclidean formula (3.31) for any dimension n > 1.
The advantage of defining Euclidean angles through SO(n) rotations rather than
through formula (3.31) is that this procedure can easily be generalized to Lorentzian
angles.
To that end, letM stand for the manifold (R1+n, η), where η is a metric of signature
(1, n), and call it Minkowski space of dimension d = 1 + n. Furthermore, let I+p (I−p )
denote the future (past) light cone of the event p in Minkowski space. We can then
define two types of angles for timelike and spacelike vectors
9This can easily be checked by working in the basis e1, e2 defined by u = ‖u‖ e1 and v = ‖v‖e2. The
result is basis-independent, though.
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Definition 3.2.6: Interior and Exterior Angles
Let ea, eb ∈ M be two spacelike vectors, normalized to +1, and let Na, Nb be
two timelike vectors which satisfy η(ea, Na) = 0 and η(eb, Nb) = 0 and which
are normalized to −1.
1) Interior angle: span{ea, eb} does not contain any of the past (future)
light cone of the origin. This is called a thin wedge. Then there is an
element of the proper orthochronous Lorentz group SO+(1, n) which
takes ea into eb. The interior angle between ea and eb is defined as the
(positive) boost parameter ξint ∈ R+ of this SO+(1, n) element.
2) Exterior angle: span{ea, eb} contains the past (future) light cone of the
origin. This is a thick wedge. Then there is an element of SO+(1, n)
which takes the outward pointing normal Na to the outward pointing
normal Nb. The exterior angle between Na and Nb is defined as minus
the boost parameter of this SO+(1, n) element, i.e. ξext ∈ R−.
Figure 3.10 a shows a thin wedge with the corresponding interior angle. Using the
above definition, we can derive an explicit expression for computing ξint. To that
end, we translate the above definition into
eb = Λea, (3.35)
where Λ ∈ SO+(1, n) and the norm is taken with respect to the Minkowski metric η.
Just as in the Euclidean case, we notice that the boost which takes one spacelike
vector into the other only needs to act in the plane P := span{ea, eb} while leaving
the orthogonal complement invariant. That is, we can decompose Λ as Λ = K⊕1n−1,
where K ∈ SO+(1, 1) is a 2× 2 boost matrix.
If we now take the scalar product of equation (3.35) with ea we obtain
η(ea, eb) = η(ea, Λ ea)
= η(ea, K ea)
=
1
2
Tr[K]
= cosh ξint. (3.36)
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<latex it sha1_ba se64="rReHO mV3QNZ6MBbh qjk/CEKUD1 k=">AAADHHi chVLNThsxE P7Y0vLTHwI9 9rJqhMQp2iA EyQ2pUPVSi UoNIBGEvIs3 WNn1LrtOSo jyBH2HvkOv7 bW3qtdKfYs+ QA/97CyROE TYsmf8zcznG XvCPFGlCYI /C96jxcdPlp ZXVp8+e/5ir ba+cVxmgyK SnShLsuI0FK VMlJYdo0wiT /NCijRM5En Yf2PtJ0NZlC rTH80ol+ep 6GkVq0gYQhe 1zW6caROLVC Wj8fXVcNIl l4yMRbtG3pg wHovJRa0eN Nrtdqu16zcb gRv+FNkJZkg d1TjKan/Rx SUyRBgghYSG oZ5AoOQ8Qx PbyImdY0yso KacXWKCVcYO 6CXpIYj2uf d4OqtQzbPlL F10xFsSroK RPja53jrGkN 72Vkm9pPzHd euw3twbxo7 ZZjiiDMm44h jfEze4osdD kWnleZfLw5G 2KoMYLVeNYn 65Q2yd0Yzn gJaCWN9ZfBw 6zx45Qnce8 gU0ZYcZ2Fe+ Y/BdxZeUwkn pWHTFKMhXU NrXt/nMr05z /0Rk+pP8I7 bErBPmK8fbj WbQaH7Yqe9v Vc2xjFd4jS 12wB728Q5Hz DnCZ3zFN3z 3vng/vJ/er6 mrt1DFvMS94 f3+Dw8vqYM =</latexit><latex it sha1_ba se64="rReHO mV3QNZ6MBbh qjk/CEKUD1 k=">AAADHHi chVLNThsxE P7Y0vLTHwI9 9rJqhMQp2iA EyQ2pUPVSi UoNIBGEvIs3 WNn1LrtOSo jyBH2HvkOv7 bW3qtdKfYs+ QA/97CyROE TYsmf8zcznG XvCPFGlCYI /C96jxcdPlp ZXVp8+e/5ir ba+cVxmgyK SnShLsuI0FK VMlJYdo0wiT /NCijRM5En Yf2PtJ0NZlC rTH80ol+ep 6GkVq0gYQhe 1zW6caROLVC Wj8fXVcNIl l4yMRbtG3pg wHovJRa0eN Nrtdqu16zcb gRv+FNkJZkg d1TjKan/Rx SUyRBgghYSG oZ5AoOQ8Qx PbyImdY0yso KacXWKCVcYO 6CXpIYj2uf d4OqtQzbPlL F10xFsSroK RPja53jrGkN 72Vkm9pPzHd euw3twbxo7 ZZjiiDMm44h jfEze4osdD kWnleZfLw5G 2KoMYLVeNYn 65Q2yd0Yzn gJaCWN9ZfBw 6zx45Qnce8 gU0ZYcZ2Fe+ Y/BdxZeUwkn pWHTFKMhXU NrXt/nMr05z /0Rk+pP8I7 bErBPmK8fbj WbQaH7Yqe9v Vc2xjFd4jS 12wB728Q5Hz DnCZ3zFN3z 3vng/vJ/er6 mrt1DFvMS94 f3+Dw8vqYM =</latexit><latex it sha1_ba se64="rReHO mV3QNZ6MBbh qjk/CEKUD1 k=">AAADHHi chVLNThsxE P7Y0vLTHwI9 9rJqhMQp2iA EyQ2pUPVSi UoNIBGEvIs3 WNn1LrtOSo jyBH2HvkOv7 bW3qtdKfYs+ QA/97CyROE TYsmf8zcznG XvCPFGlCYI /C96jxcdPlp ZXVp8+e/5ir ba+cVxmgyK SnShLsuI0FK VMlJYdo0wiT /NCijRM5En Yf2PtJ0NZlC rTH80ol+ep 6GkVq0gYQhe 1zW6caROLVC Wj8fXVcNIl l4yMRbtG3pg wHovJRa0eN Nrtdqu16zcb gRv+FNkJZkg d1TjKan/Rx SUyRBgghYSG oZ5AoOQ8Qx PbyImdY0yso KacXWKCVcYO 6CXpIYj2uf d4OqtQzbPlL F10xFsSroK RPja53jrGkN 72Vkm9pPzHd euw3twbxo7 ZZjiiDMm44h jfEze4osdD kWnleZfLw5G 2KoMYLVeNYn 65Q2yd0Yzn gJaCWN9ZfBw 6zx45Qnce8 gU0ZYcZ2Fe+ Y/BdxZeUwkn pWHTFKMhXU NrXt/nMr05z /0Rk+pP8I7 bErBPmK8fbj WbQaH7Yqe9v Vc2xjFd4jS 12wB728Q5Hz DnCZ3zFN3z 3vng/vJ/er6 mrt1DFvMS94 f3+Dw8vqYM =</latexit><latex it sha1_ba se64="rReHO mV3QNZ6MBbh qjk/CEKUD1 k=">AAADHHi chVLNThsxE P7Y0vLTHwI9 9rJqhMQp2iA EyQ2pUPVSi UoNIBGEvIs3 WNn1LrtOSo jyBH2HvkOv7 bW3qtdKfYs+ QA/97CyROE TYsmf8zcznG XvCPFGlCYI /C96jxcdPlp ZXVp8+e/5ir ba+cVxmgyK SnShLsuI0FK VMlJYdo0wiT /NCijRM5En Yf2PtJ0NZlC rTH80ol+ep 6GkVq0gYQhe 1zW6caROLVC Wj8fXVcNIl l4yMRbtG3pg wHovJRa0eN Nrtdqu16zcb gRv+FNkJZkg d1TjKan/Rx SUyRBgghYSG oZ5AoOQ8Qx PbyImdY0yso KacXWKCVcYO 6CXpIYj2uf d4OqtQzbPlL F10xFsSroK RPja53jrGkN 72Vkm9pPzHd euw3twbxo7 ZZjiiDMm44h jfEze4osdD kWnleZfLw5G 2KoMYLVeNYn 65Q2yd0Yzn gJaCWN9ZfBw 6zx45Qnce8 gU0ZYcZ2Fe+ Y/BdxZeUwkn pWHTFKMhXU NrXt/nMr05z /0Rk+pP8I7 bErBPmK8fbj WbQaH7Yqe9v Vc2xjFd4jS 12wB728Q5Hz DnCZ3zFN3z 3vng/vJ/er6 mrt1DFvMS94 f3+Dw8vqYM =</latexit>
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<latexit sha1_base64="1A0LTU+t/7kmQ4r m7UfdxMnGf2o=">AAACzHichVFLT8JAEB7qC/CFevTSSEw8kZaY6JHER7xoMAqYIJptWXBDX2 kXIhKu3rzqb9Pf4sFv12KixLDNdma/+ebbmR0n8kQiLes9Y8zNLywuZXP55ZXVtfXCxmY9Cf uxy2tu6IXxjcMS7omA16SQHr+JYs58x+MNp3ek4o0BjxMRBtdyGPGWz7qB6AiXSUBXj3fWfaF olSy9zGnHTp0ipasaFj7oltoUkkt98olTQBK+R4wSfE2yqUwRsBaNgMXwhI5zGlMeuX2wOBgM aA//Lk7NFA1wVpqJznZxi4cdI9OkXexTreiArW7l8BPYT+wnjXX/vWGklVWFQ1gHijmteA5c 0gMYszL9lDmpZXam6kpShw51NwL1RRpRfbo/OseIxMB6OmLSiWZ2oeHo8wAvEMDWUIF65YmCq TtuwzJtuVYJUkUGvRhWvT7qwZjtv0Oddurlkm2V7Mv9YsVKB56lbdqhPUz1gCp0RlXU4aK6F3 qlN+PCkMbIGH9TjUyas0W/lvH8Ba06j5s=</latexit><latexit sha1_base64="1A0LTU+t/7kmQ4r m7UfdxMnGf2o=">AAACzHichVFLT8JAEB7qC/CFevTSSEw8kZaY6JHER7xoMAqYIJptWXBDX2 kXIhKu3rzqb9Pf4sFv12KixLDNdma/+ebbmR0n8kQiLes9Y8zNLywuZXP55ZXVtfXCxmY9Cf uxy2tu6IXxjcMS7omA16SQHr+JYs58x+MNp3ek4o0BjxMRBtdyGPGWz7qB6AiXSUBXj3fWfaF olSy9zGnHTp0ipasaFj7oltoUkkt98olTQBK+R4wSfE2yqUwRsBaNgMXwhI5zGlMeuX2wOBgM aA//Lk7NFA1wVpqJznZxi4cdI9OkXexTreiArW7l8BPYT+wnjXX/vWGklVWFQ1gHijmteA5c 0gMYszL9lDmpZXam6kpShw51NwL1RRpRfbo/OseIxMB6OmLSiWZ2oeHo8wAvEMDWUIF65YmCq TtuwzJtuVYJUkUGvRhWvT7qwZjtv0Oddurlkm2V7Mv9YsVKB56lbdqhPUz1gCp0RlXU4aK6F3 qlN+PCkMbIGH9TjUyas0W/lvH8Ba06j5s=</latexit><latexit sha1_base64="1A0LTU+t/7kmQ4r m7UfdxMnGf2o=">AAACzHichVFLT8JAEB7qC/CFevTSSEw8kZaY6JHER7xoMAqYIJptWXBDX2 kXIhKu3rzqb9Pf4sFv12KixLDNdma/+ebbmR0n8kQiLes9Y8zNLywuZXP55ZXVtfXCxmY9Cf uxy2tu6IXxjcMS7omA16SQHr+JYs58x+MNp3ek4o0BjxMRBtdyGPGWz7qB6AiXSUBXj3fWfaF olSy9zGnHTp0ipasaFj7oltoUkkt98olTQBK+R4wSfE2yqUwRsBaNgMXwhI5zGlMeuX2wOBgM aA//Lk7NFA1wVpqJznZxi4cdI9OkXexTreiArW7l8BPYT+wnjXX/vWGklVWFQ1gHijmteA5c 0gMYszL9lDmpZXam6kpShw51NwL1RRpRfbo/OseIxMB6OmLSiWZ2oeHo8wAvEMDWUIF65YmCq TtuwzJtuVYJUkUGvRhWvT7qwZjtv0Oddurlkm2V7Mv9YsVKB56lbdqhPUz1gCp0RlXU4aK6F3 qlN+PCkMbIGH9TjUyas0W/lvH8Ba06j5s=</latexit><latexit sha1_base64="1A0LTU+t/7kmQ4r m7UfdxMnGf2o=">AAACzHichVFLT8JAEB7qC/CFevTSSEw8kZaY6JHER7xoMAqYIJptWXBDX2 kXIhKu3rzqb9Pf4sFv12KixLDNdma/+ebbmR0n8kQiLes9Y8zNLywuZXP55ZXVtfXCxmY9Cf uxy2tu6IXxjcMS7omA16SQHr+JYs58x+MNp3ek4o0BjxMRBtdyGPGWz7qB6AiXSUBXj3fWfaF olSy9zGnHTp0ipasaFj7oltoUkkt98olTQBK+R4wSfE2yqUwRsBaNgMXwhI5zGlMeuX2wOBgM aA//Lk7NFA1wVpqJznZxi4cdI9OkXexTreiArW7l8BPYT+wnjXX/vWGklVWFQ1gHijmteA5c 0gMYszL9lDmpZXam6kpShw51NwL1RRpRfbo/OseIxMB6OmLSiWZ2oeHo8wAvEMDWUIF65YmCq TtuwzJtuVYJUkUGvRhWvT7qwZjtv0Oddurlkm2V7Mv9YsVKB56lbdqhPUz1gCp0RlXU4aK6F3 qlN+PCkMbIGH9TjUyas0W/lvH8Ba06j5s=</latexit>
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<latexit sha1_base64="1E9+VIrCTbQ4yBv PERhKp/5z0ic=">AAACzHichVFLS8NAEB7jq62vqkcvwSJ4KkkR9FjwgRdLRfuAWsom3daleb HZFmrp1ZtX/W36Wzz4ZU0FLdINm5n95ptvZ3acyBOxsqz3JWN5ZXVtPZPNbWxube/kd/fqcT iULq+5oRfKpsNi7omA15RQHm9GkjPf8XjDGZwn8caIy1iEwb0aR7zts34gesJlCtBdpcM6+YJ VtPQy5x07dQqUrmqY/6AH6lJILg3JJ04BKfgeMYrxtcimEkXA2jQBJuEJHec0pRxyh2BxMBjQ Af59nFopGuCcaMY628UtHrZEpklH2Fda0QE7uZXDj2E/sZ801v/3holWTiocwzpQzGrFG+CK HsFYlOmnzFktizOTrhT16Ex3I1BfpJGkT/dH5wIRCWygIyZdamYfGo4+j/ACAWwNFSSvPFMwd cddWKYt1ypBqsigJ2GT10c9GLP9d6jzTr1UtK2ifXtSKFvpwDN0QId0jKmeUpmuqYo6XFT3Qq /0ZlQMZUyM6TfVWEpz9unXMp6/AMAXj6M=</latexit><latexit sha1_base64="1E9+VIrCTbQ4yBv PERhKp/5z0ic=">AAACzHichVFLS8NAEB7jq62vqkcvwSJ4KkkR9FjwgRdLRfuAWsom3daleb HZFmrp1ZtX/W36Wzz4ZU0FLdINm5n95ptvZ3acyBOxsqz3JWN5ZXVtPZPNbWxube/kd/fqcT iULq+5oRfKpsNi7omA15RQHm9GkjPf8XjDGZwn8caIy1iEwb0aR7zts34gesJlCtBdpcM6+YJ VtPQy5x07dQqUrmqY/6AH6lJILg3JJ04BKfgeMYrxtcimEkXA2jQBJuEJHec0pRxyh2BxMBjQ Af59nFopGuCcaMY628UtHrZEpklH2Fda0QE7uZXDj2E/sZ801v/3holWTiocwzpQzGrFG+CK HsFYlOmnzFktizOTrhT16Ex3I1BfpJGkT/dH5wIRCWygIyZdamYfGo4+j/ACAWwNFSSvPFMwd cddWKYt1ypBqsigJ2GT10c9GLP9d6jzTr1UtK2ifXtSKFvpwDN0QId0jKmeUpmuqYo6XFT3Qq /0ZlQMZUyM6TfVWEpz9unXMp6/AMAXj6M=</latexit><latexit sha1_base64="1E9+VIrCTbQ4yBv PERhKp/5z0ic=">AAACzHichVFLS8NAEB7jq62vqkcvwSJ4KkkR9FjwgRdLRfuAWsom3daleb HZFmrp1ZtX/W36Wzz4ZU0FLdINm5n95ptvZ3acyBOxsqz3JWN5ZXVtPZPNbWxube/kd/fqcT iULq+5oRfKpsNi7omA15RQHm9GkjPf8XjDGZwn8caIy1iEwb0aR7zts34gesJlCtBdpcM6+YJ VtPQy5x07dQqUrmqY/6AH6lJILg3JJ04BKfgeMYrxtcimEkXA2jQBJuEJHec0pRxyh2BxMBjQ Af59nFopGuCcaMY628UtHrZEpklH2Fda0QE7uZXDj2E/sZ801v/3holWTiocwzpQzGrFG+CK HsFYlOmnzFktizOTrhT16Ex3I1BfpJGkT/dH5wIRCWygIyZdamYfGo4+j/ACAWwNFSSvPFMwd cddWKYt1ypBqsigJ2GT10c9GLP9d6jzTr1UtK2ifXtSKFvpwDN0QId0jKmeUpmuqYo6XFT3Qq /0ZlQMZUyM6TfVWEpz9unXMp6/AMAXj6M=</latexit><latexit sha1_base64="1E9+VIrCTbQ4yBv PERhKp/5z0ic=">AAACzHichVFLS8NAEB7jq62vqkcvwSJ4KkkR9FjwgRdLRfuAWsom3daleb HZFmrp1ZtX/W36Wzz4ZU0FLdINm5n95ptvZ3acyBOxsqz3JWN5ZXVtPZPNbWxube/kd/fqcT iULq+5oRfKpsNi7omA15RQHm9GkjPf8XjDGZwn8caIy1iEwb0aR7zts34gesJlCtBdpcM6+YJ VtPQy5x07dQqUrmqY/6AH6lJILg3JJ04BKfgeMYrxtcimEkXA2jQBJuEJHec0pRxyh2BxMBjQ Af59nFopGuCcaMY628UtHrZEpklH2Fda0QE7uZXDj2E/sZ801v/3holWTiocwzpQzGrFG+CK HsFYlOmnzFktizOTrhT16Ex3I1BfpJGkT/dH5wIRCWygIyZdamYfGo4+j/ACAWwNFSSvPFMwd cddWKYt1ypBqsigJ2GT10c9GLP9d6jzTr1UtK2ifXtSKFvpwDN0QId0jKmeUpmuqYo6XFT3Qq /0ZlQMZUyM6TfVWEpz9unXMp6/AMAXj6M=</latexit>
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<latexit sha1_base64="Q4fI2qjBxxtSEeJ Ckn87Ro3S/6w=">AAACzHichVFLS8NAEB7jq62vqkcvwSJ4KkkR9FjwgRdLRfuAWspuuq2heZ FsC7X06s2r/jb9LR78dk0FLdINm5n95ptvZ3Z45LmJtKz3JWN5ZXVtPZPNbWxube/kd/fqST iMHVFzQi+Mm5wlwnMDUZOu9EQzigXzuScafHCu4o2RiBM3DO7lOBJtn/UDt+c6TAK6q3R4J1+ wipZe5rxjp06B0lUN8x/0QF0KyaEh+SQoIAnfI0YJvhbZVKIIWJsmwGJ4ro4LmlIOuUOwBBgM 6AD/Pk6tFA1wVpqJznZwi4cdI9OkI+wrrcjBVrcK+AnsJ/aTxvr/3jDRyqrCMSyHYlYr3gCX 9AjGokw/Zc5qWZypupLUozPdjYv6Io2oPp0fnQtEYmADHTHpUjP70OD6PMILBLA1VKBeeaZg6 o67sExboVWCVJFBL4ZVr496MGb771DnnXqpaFtF+/akULbSgWfogA7pGFM9pTJdUxV1OKjuhV 7pzagY0pgY02+qsZTm7NOvZTx/AcJ9j6Q=</latexit><latexit sha1_base64="Q4fI2qjBxxtSEeJ Ckn87Ro3S/6w=">AAACzHichVFLS8NAEB7jq62vqkcvwSJ4KkkR9FjwgRdLRfuAWspuuq2heZ FsC7X06s2r/jb9LR78dk0FLdINm5n95ptvZ3Z45LmJtKz3JWN5ZXVtPZPNbWxube/kd/fqST iMHVFzQi+Mm5wlwnMDUZOu9EQzigXzuScafHCu4o2RiBM3DO7lOBJtn/UDt+c6TAK6q3R4J1+ wipZe5rxjp06B0lUN8x/0QF0KyaEh+SQoIAnfI0YJvhbZVKIIWJsmwGJ4ro4LmlIOuUOwBBgM 6AD/Pk6tFA1wVpqJznZwi4cdI9OkI+wrrcjBVrcK+AnsJ/aTxvr/3jDRyqrCMSyHYlYr3gCX 9AjGokw/Zc5qWZypupLUozPdjYv6Io2oPp0fnQtEYmADHTHpUjP70OD6PMILBLA1VKBeeaZg6 o67sExboVWCVJFBL4ZVr496MGb771DnnXqpaFtF+/akULbSgWfogA7pGFM9pTJdUxV1OKjuhV 7pzagY0pgY02+qsZTm7NOvZTx/AcJ9j6Q=</latexit><latexit sha1_base64="Q4fI2qjBxxtSEeJ Ckn87Ro3S/6w=">AAACzHichVFLS8NAEB7jq62vqkcvwSJ4KkkR9FjwgRdLRfuAWspuuq2heZ FsC7X06s2r/jb9LR78dk0FLdINm5n95ptvZ3Z45LmJtKz3JWN5ZXVtPZPNbWxube/kd/fqST iMHVFzQi+Mm5wlwnMDUZOu9EQzigXzuScafHCu4o2RiBM3DO7lOBJtn/UDt+c6TAK6q3R4J1+ wipZe5rxjp06B0lUN8x/0QF0KyaEh+SQoIAnfI0YJvhbZVKIIWJsmwGJ4ro4LmlIOuUOwBBgM 6AD/Pk6tFA1wVpqJznZwi4cdI9OkI+wrrcjBVrcK+AnsJ/aTxvr/3jDRyqrCMSyHYlYr3gCX 9AjGokw/Zc5qWZypupLUozPdjYv6Io2oPp0fnQtEYmADHTHpUjP70OD6PMILBLA1VKBeeaZg6 o67sExboVWCVJFBL4ZVr496MGb771DnnXqpaFtF+/akULbSgWfogA7pGFM9pTJdUxV1OKjuhV 7pzagY0pgY02+qsZTm7NOvZTx/AcJ9j6Q=</latexit><latexit sha1_base64="Q4fI2qjBxxtSEeJ Ckn87Ro3S/6w=">AAACzHichVFLS8NAEB7jq62vqkcvwSJ4KkkR9FjwgRdLRfuAWspuuq2heZ FsC7X06s2r/jb9LR78dk0FLdINm5n95ptvZ3Z45LmJtKz3JWN5ZXVtPZPNbWxube/kd/fqST iMHVFzQi+Mm5wlwnMDUZOu9EQzigXzuScafHCu4o2RiBM3DO7lOBJtn/UDt+c6TAK6q3R4J1+ wipZe5rxjp06B0lUN8x/0QF0KyaEh+SQoIAnfI0YJvhbZVKIIWJsmwGJ4ro4LmlIOuUOwBBgM 6AD/Pk6tFA1wVpqJznZwi4cdI9OkI+wrrcjBVrcK+AnsJ/aTxvr/3jDRyqrCMSyHYlYr3gCX 9AjGokw/Zc5qWZypupLUozPdjYv6Io2oPp0fnQtEYmADHTHpUjP70OD6PMILBLA1VKBeeaZg6 o67sExboVWCVJFBL4ZVr496MGb771DnnXqpaFtF+/akULbSgWfogA7pGFM9pTJdUxV1OKjuhV 7pzagY0pgY02+qsZTm7NOvZTx/AcJ9j6Q=</latexit>
x
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Fig. 3.10.: A thin wedge (a) and a thick wedge (b)
From the first to the second line we used the decomposition Λ = K ⊕ 1n−1. From
the second to the third line we used the fact that this decomposition is defined with
respect to the basis ea, eb of P and hence we can view η(ea, K ea) as a projection on
one of the diagonal components of K. Since K ∈ SO+(1, 1), it follows that it is a
2× 2 matrix which satisfies detK = 1 as well as K−1 = ηKᵀη. This in turn implies
that its diagonal elements are equal and therefore η(ea, K ea) = 12Tr[K]. Given that
the trace is basis-independent, we can evaluate it in the basis in which
K =
(
cosh ξ sinh ξ
sinh ξ cosh ξ
)
. (3.37)
This finally implies the last line in (3.36) and we find that the interior angle can be
explicitly written as
ξint = arcosh (η(ea, eb)) . (3.38)
Notice that this holds for all spacelike vectors ea, eb which live in the same wedge of
Minkowski space. When the two vectors are parallel, then ξint = 0. They cannot be
anti-parallel because that would define a thick wedge.
Through similar reasoning we can arrive at an explicit expression for exterior
angles associated with thick wedges (cf. Figure 3.10 b):
ξext = −arcosh (−η(Na, Nb)) , (3.39)
where the minus sign is conventional since ξext is defined to be a negative number.
It is worth noticing that there is an unexpected relation between the interior and
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exterior angle. In fact, we can prove that ξint = −ξext. To see this, we start from the
orthogonality relation η(ea, Na) = 0 which we “boost” with Λ(ξint), i.e.
η(Λ(ξint) ea, Λ(ξint)Na) = η(eb, Λ(ξint)Na) = 0. (3.40)
Here we used equation (3.35) and the fact that Lorentz transformations leave the
Minkowski scalar product invariant. Comparing the above boosted equation with
the second orthogonality relation,
η(eb, Nb) = η(eb, Λ(−ξext)Na) = 0, (3.41)
we conclude
ξint = −ξext. (3.42)
This relation allows us to compute interior angles using solely the normal vectors
Na and Nb and without ever referring to ea and eb. There are two ideas which will
lead us toward the desired result:
1) Intuitively, if we wanted to use directly Na and Nb, which live in two different
light cones, to define an internal angle pertaining to a thin wedge, we would
have to find a Lorentz transformation which consists of two separate pieces.
The first piece allows Na to cross two null hypersurfaces such that it comes to
lie in the same light cone as Nb. The second piece then boosts Na such that it
coincides with Nb.
2) The relation ξint = −ξext can be interpreted as telling us that there exists an
auxiliary thick wedge with auxiliary normals for which we can compute an
external angle. This angle is then related to an actual internal angle.
Notice that the Lorentz transformation described above cannot be an element of the
proper orthochronous group SO+(1, n). But recall that the Lorentz group possesses
four topologically distinct components (cf. Figure 3.11). We can use these addi-
tional transformations shown in Figure 3.11 to realize the Lorentz transformation
described above and this in turn gives us a guide line for the construction of the
auxiliary structures.
Clearly, we cannot use parity reversal (P) since its sole effect is to mirror Na along
the x0 axis. Time reversal (T) is also not an option since it would project Na into
the same light cone as Nb, but reverse the spacetime orientation. Thus, there is no
proper orthochronous Lorentz boost which takes TNa to Nb. What remains is the
concatenation PT = TP = −1n+1 which leads us into the subgroup with detΛ = +1
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(i.e. the spacetime orientation is preserved) but reversed time direction. This
transformation has the effect that PTNa and Nb lie in the same light cone and all
we need now is a boost which moves PTNa into Nb.
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Fig. 3.11.: The four components of the Lorentz group
This PT transformation can also be taken as the basis for constructing the auxiliary
thick wedge. To that end, act with PT on eb. This has the effect of reversing
its direction and it now lives in the left spacelike wedge of Minkowski space (see
Figure 3.12 a). The vectors ea and PTeb can now be seen as two sides of a thick wedge.
However, while Nb is outward pointing, Na points inside of the thick wedge. To
remedy that, we act with PT on Na, which has the effect illustrated in Figure 3.12 b.
Now we have a proper thick wedge, spanned by ea and PTeb, which contains the past
light cone and two future pointing normal vectors, PTNa and Nb.
The exterior angle between these normals is given by
ξext = −arcosh(−η(Na,PTNb)). (3.43)
But we know that ξint = −ξext and so it follows that
ξint = arcosh(−η(Na, Nb)) = arcosh(η(Na, Nb)). (3.44)
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PTeb
<latexit s ha1_base64="w2zwB6 7XmoTZxRBSkCGG3l8c C48=">AAAC2nichVFL S8NAEJ7GV1sfjXr0Ei yCp5JUQY8FH3gRKvQF bSlJuq2heZFsi7X04k2 8evOqP0p/iwe/XVNBi 3TDZma/+ebbmR0rdJ2 Y6/p7SllaXlldS2ey6 xubWzl1e6cWB8PIZlU 7cIOoYZkxcx2fVbnDXd YII2Z6lsvq1uBMxOsj FsVO4Ff4OGRtz+z7Ts +xTQ6oo+ZanN3xuDcp V6Ya61gdNa8XdLm0ec dInDwlqxyoH9SiLgVk 05A8YuQTh++SSTG+Jhl UpBBYmybAIniOjDOaU ha5Q7AYGCbQAf59nJo J6uMsNGOZbeMWFztCp kYH2JdS0QJb3Mrgx7C f2PcS6/97w0QqiwrHsB YUM1LxGjinWzAWZXoJ c1bL4kzRFacencpuHN QXSkT0af/onCMSARvI iEYXktmHhiXPI7yAD1 tFBeKVZwqa7LgLa0rL pIqfKJrQi2DF66MejNn 4O9R5p1YsGEeF4s1xv qQnA0/THu3TIaZ6QiW 6ojLqEJN/oVd6U1rKg /KoPH1TlVSSs0u/lvL 8BctQlR4=</latexit>
a
<latex it sha1_base 64="rReHOmV 3QNZ6MBbhqjk /CEKUD1k=">A AADHHichVLN ThsxEP7Y0vLT HwI99rJqhMQ p2iAEyQ2pUPV SiUoNIBGEvI s3WNn1LrtOSo jyBH2HvkOv7b W3qtdKfYs+Q A/97CyROETYs mf8zcznGXvC PFGlCYI/C96j xcdPlpZXVp8 +e/5irba+cVx mgyKSnShLsuI 0FKVMlJYdo0 wiT/NCijRM5E nYf2PtJ0NZl CrTH80ol+ep6 GkVq0gYQhe1 zW6caROLVCWj 8fXVcNIll4yM RbtG3pgwHov JRa0eNNrtdqu 16zcbgRv+FN kJZkgd1TjKan /RxSUyRBggh YSGoZ5AoOQ8Q xPbyImdY0ys oKacXWKCVcYO 6CXpIYj2ufd4 OqtQzbPlLF1 0xFsSroKRPja 53jrGkN72Vk m9pPzHdeuw3t wbxo7ZZjiiD Mm44hjfEze4o sdDkWnleZfLw 5G2KoMYLVeN Yn65Q2yd0Yzn gJaCWN9ZfBw 6zx45Qnce8gU 0ZYcZ2Fe+Y/ BdxZeUwknpWH TFKMhXUNrXt/ nMr05z/0Rk+ pP8I7bErBPmK 8fbjWbQaH7Y qe9vVc2xjFd4 jS12wB728Q5 HzDnCZ3zFN3z 3vng/vJ/er6m rt1DFvMS94f 3+Dw8vqYM=</ latexit><latex it sha1_base 64="rReHOmV 3QNZ6MBbhqjk /CEKUD1k=">A AADHHichVLN ThsxEP7Y0vLT HwI99rJqhMQ p2iAEyQ2pUPV SiUoNIBGEvI s3WNn1LrtOSo jyBH2HvkOv7b W3qtdKfYs+Q A/97CyROETYs mf8zcznGXvC PFGlCYI/C96j xcdPlpZXVp8 +e/5irba+cVx mgyKSnShLsuI 0FKVMlJYdo0 wiT/NCijRM5E nYf2PtJ0NZl CrTH80ol+ep6 GkVq0gYQhe1 zW6caROLVCWj 8fXVcNIll4yM RbtG3pgwHov JRa0eNNrtdqu 16zcbgRv+FN kJZkgd1TjKan /RxSUyRBggh YSGoZ5AoOQ8Q xPbyImdY0ys oKacXWKCVcYO 6CXpIYj2ufd4 OqtQzbPlLF1 0xFsSroKRPja 53jrGkN72Vk m9pPzHdeuw3t wbxo7ZZjiiD Mm44hjfEze4o sdDkWnleZfLw 5G2KoMYLVeN Yn65Q2yd0Yzn gJaCWN9ZfBw 6zx45Qnce8gU 0ZYcZ2Fe+Y/ BdxZeUwknpWH TFKMhXUNrXt/ nMr05z/0Rk+ pP8I7bErBPmK 8fbjWbQaH7Y qe9vVc2xjFd4 jS12wB728Q5 HzDnCZ3zFN3z 3vng/vJ/er6m rt1DFvMS94f 3+Dw8vqYM=</ latexit><latex it sha1_base 64="rReHOmV 3QNZ6MBbhqjk /CEKUD1k=">A AADHHichVLN ThsxEP7Y0vLT HwI99rJqhMQ p2iAEyQ2pUPV SiUoNIBGEvI s3WNn1LrtOSo jyBH2HvkOv7b W3qtdKfYs+Q A/97CyROETYs mf8zcznGXvC PFGlCYI/C96j xcdPlpZXVp8 +e/5irba+cVx mgyKSnShLsuI 0FKVMlJYdo0 wiT/NCijRM5E nYf2PtJ0NZl CrTH80ol+ep6 GkVq0gYQhe1 zW6caROLVCWj 8fXVcNIll4yM RbtG3pgwHov JRa0eNNrtdqu 16zcbgRv+FN kJZkgd1TjKan /RxSUyRBggh YSGoZ5AoOQ8Q xPbyImdY0ys oKacXWKCVcYO 6CXpIYj2ufd4 OqtQzbPlLF1 0xFsSroKRPja 53jrGkN72Vk m9pPzHdeuw3t wbxo7ZZjiiD Mm44hjfEze4o sdDkWnleZfLw 5G2KoMYLVeN Yn65Q2yd0Yzn gJaCWN9ZfBw 6zx45Qnce8gU 0ZYcZ2Fe+Y/ BdxZeUwknpWH TFKMhXUNrXt/ nMr05z/0Rk+ pP8I7bErBPmK 8fbjWbQaH7Y qe9vVc2xjFd4 jS12wB728Q5 HzDnCZ3zFN3z 3vng/vJ/er6m rt1DFvMS94f 3+Dw8vqYM=</ latexit><latex it sha1_base 64="rReHOmV 3QNZ6MBbhqjk /CEKUD1k=">A AADHHichVLN ThsxEP7Y0vLT HwI99rJqhMQ p2iAEyQ2pUPV SiUoNIBGEvI s3WNn1LrtOSo jyBH2HvkOv7b W3qtdKfYs+Q A/97CyROETYs mf8zcznGXvC PFGlCYI/C96j xcdPlpZXVp8 +e/5irba+cVx mgyKSnShLsuI 0FKVMlJYdo0 wiT/NCijRM5E nYf2PtJ0NZl CrTH80ol+ep6 GkVq0gYQhe1 zW6caROLVCWj 8fXVcNIll4yM RbtG3pgwHov JRa0eNNrtdqu 16zcbgRv+FN kJZkgd1TjKan /RxSUyRBggh YSGoZ5AoOQ8Q xPbyImdY0ys oKacXWKCVcYO 6CXpIYj2ufd4 OqtQzbPlLF1 0xFsSroKRPja 53jrGkN72Vk m9pPzHdeuw3t wbxo7ZZjiiD Mm44hjfEze4o sdDkWnleZfLw 5G2KoMYLVeN Yn65Q2yd0Yzn gJaCWN9ZfBw 6zx45Qnce8gU 0ZYcZ2Fe+Y/ BdxZeUwknpWH TFKMhXUNrXt/ nMr05z/0Rk+ pP8I7bErBPmK 8fbjWbQaH7Y qe9vVc2xjFd4 jS12wB728Q5 HzDnCZ3zFN3z 3vng/vJ/er6m rt1DFvMS94f 3+Dw8vqYM=</ latexit>
x0
<latexit sha1_base64="1A0LTU+t/7kmQ4r m7UfdxMnGf2o=">AAACzHichVFLT8JAEB7qC/CFevTSSEw8kZaY6JHER7xoMAqYIJptWXBDX2 kXIhKu3rzqb9Pf4sFv12KixLDNdma/+ebbmR0n8kQiLes9Y8zNLywuZXP55ZXVtfXCxmY9Cfu xy2tu6IXxjcMS7omA16SQHr+JYs58x+MNp3ek4o0BjxMRBtdyGPGWz7qB6AiXSUBXj3fWfaFo lSy9zGnHTp0ipasaFj7oltoUkkt98olTQBK+R4wSfE2yqUwRsBaNgMXwhI5zGlMeuX2wOBgMa A//Lk7NFA1wVpqJznZxi4cdI9OkXexTreiArW7l8BPYT+wnjXX/vWGklVWFQ1gHijmteA5c0g MYszL9lDmpZXam6kpShw51NwL1RRpRfbo/OseIxMB6OmLSiWZ2oeHo8wAvEMDWUIF65YmCqTt uwzJtuVYJUkUGvRhWvT7qwZjtv0Oddurlkm2V7Mv9YsVKB56lbdqhPUz1gCp0RlXU4aK6F3ql N+PCkMbIGH9TjUyas0W/lvH8Ba06j5s=</latexit><latexit sha1_base64="1A0LTU+t/7kmQ4r m7UfdxMnGf2o=">AAACzHichVFLT8JAEB7qC/CFevTSSEw8kZaY6JHER7xoMAqYIJptWXBDX2 kXIhKu3rzqb9Pf4sFv12KixLDNdma/+ebbmR0n8kQiLes9Y8zNLywuZXP55ZXVtfXCxmY9Cfu xy2tu6IXxjcMS7omA16SQHr+JYs58x+MNp3ek4o0BjxMRBtdyGPGWz7qB6AiXSUBXj3fWfaFo lSy9zGnHTp0ipasaFj7oltoUkkt98olTQBK+R4wSfE2yqUwRsBaNgMXwhI5zGlMeuX2wOBgMa A//Lk7NFA1wVpqJznZxi4cdI9OkXexTreiArW7l8BPYT+wnjXX/vWGklVWFQ1gHijmteA5c0g MYszL9lDmpZXam6kpShw51NwL1RRpRfbo/OseIxMB6OmLSiWZ2oeHo8wAvEMDWUIF65YmCqTt uwzJtuVYJUkUGvRhWvT7qwZjtv0Oddurlkm2V7Mv9YsVKB56lbdqhPUz1gCp0RlXU4aK6F3ql N+PCkMbIGH9TjUyas0W/lvH8Ba06j5s=</latexit><latexit sha1_base64="1A0LTU+t/7kmQ4r m7UfdxMnGf2o=">AAACzHichVFLT8JAEB7qC/CFevTSSEw8kZaY6JHER7xoMAqYIJptWXBDX2 kXIhKu3rzqb9Pf4sFv12KixLDNdma/+ebbmR0n8kQiLes9Y8zNLywuZXP55ZXVtfXCxmY9Cfu xy2tu6IXxjcMS7omA16SQHr+JYs58x+MNp3ek4o0BjxMRBtdyGPGWz7qB6AiXSUBXj3fWfaFo lSy9zGnHTp0ipasaFj7oltoUkkt98olTQBK+R4wSfE2yqUwRsBaNgMXwhI5zGlMeuX2wOBgMa A//Lk7NFA1wVpqJznZxi4cdI9OkXexTreiArW7l8BPYT+wnjXX/vWGklVWFQ1gHijmteA5c0g MYszL9lDmpZXam6kpShw51NwL1RRpRfbo/OseIxMB6OmLSiWZ2oeHo8wAvEMDWUIF65YmCqTt uwzJtuVYJUkUGvRhWvT7qwZjtv0Oddurlkm2V7Mv9YsVKB56lbdqhPUz1gCp0RlXU4aK6F3ql N+PCkMbIGH9TjUyas0W/lvH8Ba06j5s=</latexit><latexit sha1_base64="1A0LTU+t/7kmQ4r m7UfdxMnGf2o=">AAACzHichVFLT8JAEB7qC/CFevTSSEw8kZaY6JHER7xoMAqYIJptWXBDX2 kXIhKu3rzqb9Pf4sFv12KixLDNdma/+ebbmR0n8kQiLes9Y8zNLywuZXP55ZXVtfXCxmY9Cfu xy2tu6IXxjcMS7omA16SQHr+JYs58x+MNp3ek4o0BjxMRBtdyGPGWz7qB6AiXSUBXj3fWfaFo lSy9zGnHTp0ipasaFj7oltoUkkt98olTQBK+R4wSfE2yqUwRsBaNgMXwhI5zGlMeuX2wOBgMa A//Lk7NFA1wVpqJznZxi4cdI9OkXexTreiArW7l8BPYT+wnjXX/vWGklVWFQ1gHijmteA5c0g MYszL9lDmpZXam6kpShw51NwL1RRpRfbo/OseIxMB6OmLSiWZ2oeHo8wAvEMDWUIF65YmCqTt uwzJtuVYJUkUGvRhWvT7qwZjtv0Oddurlkm2V7Mv9YsVKB56lbdqhPUz1gCp0RlXU4aK6F3ql N+PCkMbIGH9TjUyas0W/lvH8Ba06j5s=</latexit>
x
<latexit sha1_base64="ydXVm1MMqrkYhwvDwmUPFSLiU7g=">AAAC03ichVFLS8NAEJ7GV 1tfVY9egkXwVJIi6LHgAy9CBdMW2yJJuo2heZFsS2voRbx686r/S3+LB79do6BFumEzs9/MfPOyIs9NuKa95ZSFxaXllXyhuLq2vrFZ2tpuJOEwtplhh14YtywzYZ4bMIO73GOtKGamb3msaQ1 OhL05YnHihsE1n0Ss65tO4PZd2+SAbjqcjbnVT8fT21JZq2jyqLOKnillyk49LL1Th3oUkk1D8olRQBy6RyYl+NqkU5UiYF1KgcXQXGlnNKUiYofwYvAwgQ7wd/BqZ2iAt+BMZLSNLB5ujEiV9 nHPJaMFb5GVQU8gP3DvJeb8myGVzKLCCaQFxoJkvATO6Q4e8yL9zPO7lvmRoitOfTqW3bioL5KI6NP+4TmFJQY2kBaVzqSnAw5LvkeYQABpoAIx5W8GVXbcgzSlZJIlyBhN8MWQYvqoB2vW/y5 1VmlUK7pW0a8OyzUtW3iedmmPDrDVI6rRBdVRh40sz/RCr4qhpMqD8vjlquSymB36dZSnT8EQkzQ=</latexit><latexit sha1_base64="ydXVm1MMqrkYhwvDwmUPFSLiU7g=">AAAC03ichVFLS8NAEJ7GV 1tfVY9egkXwVJIi6LHgAy9CBdMW2yJJuo2heZFsS2voRbx686r/S3+LB79do6BFumEzs9/MfPOyIs9NuKa95ZSFxaXllXyhuLq2vrFZ2tpuJOEwtplhh14YtywzYZ4bMIO73GOtKGamb3msaQ1 OhL05YnHihsE1n0Ss65tO4PZd2+SAbjqcjbnVT8fT21JZq2jyqLOKnillyk49LL1Th3oUkk1D8olRQBy6RyYl+NqkU5UiYF1KgcXQXGlnNKUiYofwYvAwgQ7wd/BqZ2iAt+BMZLSNLB5ujEiV9 nHPJaMFb5GVQU8gP3DvJeb8myGVzKLCCaQFxoJkvATO6Q4e8yL9zPO7lvmRoitOfTqW3bioL5KI6NP+4TmFJQY2kBaVzqSnAw5LvkeYQABpoAIx5W8GVXbcgzSlZJIlyBhN8MWQYvqoB2vW/y5 1VmlUK7pW0a8OyzUtW3iedmmPDrDVI6rRBdVRh40sz/RCr4qhpMqD8vjlquSymB36dZSnT8EQkzQ=</latexit><latexit sha1_base64="ydXVm1MMqrkYhwvDwmUPFSLiU7g=">AAAC03ichVFLS8NAEJ7GV 1tfVY9egkXwVJIi6LHgAy9CBdMW2yJJuo2heZFsS2voRbx686r/S3+LB79do6BFumEzs9/MfPOyIs9NuKa95ZSFxaXllXyhuLq2vrFZ2tpuJOEwtplhh14YtywzYZ4bMIO73GOtKGamb3msaQ1 OhL05YnHihsE1n0Ss65tO4PZd2+SAbjqcjbnVT8fT21JZq2jyqLOKnillyk49LL1Th3oUkk1D8olRQBy6RyYl+NqkU5UiYF1KgcXQXGlnNKUiYofwYvAwgQ7wd/BqZ2iAt+BMZLSNLB5ujEiV9 nHPJaMFb5GVQU8gP3DvJeb8myGVzKLCCaQFxoJkvATO6Q4e8yL9zPO7lvmRoitOfTqW3bioL5KI6NP+4TmFJQY2kBaVzqSnAw5LvkeYQABpoAIx5W8GVXbcgzSlZJIlyBhN8MWQYvqoB2vW/y5 1VmlUK7pW0a8OyzUtW3iedmmPDrDVI6rRBdVRh40sz/RCr4qhpMqD8vjlquSymB36dZSnT8EQkzQ=</latexit><latexit sha1_base64="ydXVm1MMqrkYhwvDwmUPFSLiU7g=">AAAC03ichVFLS8NAEJ7GV 1tfVY9egkXwVJIi6LHgAy9CBdMW2yJJuo2heZFsS2voRbx686r/S3+LB79do6BFumEzs9/MfPOyIs9NuKa95ZSFxaXllXyhuLq2vrFZ2tpuJOEwtplhh14YtywzYZ4bMIO73GOtKGamb3msaQ1 OhL05YnHihsE1n0Ss65tO4PZd2+SAbjqcjbnVT8fT21JZq2jyqLOKnillyk49LL1Th3oUkk1D8olRQBy6RyYl+NqkU5UiYF1KgcXQXGlnNKUiYofwYvAwgQ7wd/BqZ2iAt+BMZLSNLB5ujEiV9 nHPJaMFb5GVQU8gP3DvJeb8myGVzKLCCaQFxoJkvATO6Q4e8yL9zPO7lvmRoitOfTqW3bioL5KI6NP+4TmFJQY2kBaVzqSnAw5LvkeYQABpoAIx5W8GVXbcgzSlZJIlyBhN8MWQYvqoB2vW/y5 1VmlUK7pW0a8OyzUtW3iedmmPDrDVI6rRBdVRh40sz/RCr4qhpMqD8vjlquSymB36dZSnT8EQkzQ=</latexit>
Na
<latexit sha1_base64="1E9+VIrCTbQ4yBv PERhKp/5z0ic=">AAACzHichVFLS8NAEB7jq62vqkcvwSJ4KkkR9FjwgRdLRfuAWsom3daleb HZFmrp1ZtX/W36Wzz4ZU0FLdINm5n95ptvZ3acyBOxsqz3JWN5ZXVtPZPNbWxube/kd/fqcTi ULq+5oRfKpsNi7omA15RQHm9GkjPf8XjDGZwn8caIy1iEwb0aR7zts34gesJlCtBdpcM6+YJV tPQy5x07dQqUrmqY/6AH6lJILg3JJ04BKfgeMYrxtcimEkXA2jQBJuEJHec0pRxyh2BxMBjQA f59nFopGuCcaMY628UtHrZEpklH2Fda0QE7uZXDj2E/sZ801v/3holWTiocwzpQzGrFG+CKHs FYlOmnzFktizOTrhT16Ex3I1BfpJGkT/dH5wIRCWygIyZdamYfGo4+j/ACAWwNFSSvPFMwdcd dWKYt1ypBqsigJ2GT10c9GLP9d6jzTr1UtK2ifXtSKFvpwDN0QId0jKmeUpmuqYo6XFT3Qq/0 ZlQMZUyM6TfVWEpz9unXMp6/AMAXj6M=</latexit><latexit sha1_base64="1E9+VIrCTbQ4yBv PERhKp/5z0ic=">AAACzHichVFLS8NAEB7jq62vqkcvwSJ4KkkR9FjwgRdLRfuAWsom3daleb HZFmrp1ZtX/W36Wzz4ZU0FLdINm5n95ptvZ3acyBOxsqz3JWN5ZXVtPZPNbWxube/kd/fqcTi ULq+5oRfKpsNi7omA15RQHm9GkjPf8XjDGZwn8caIy1iEwb0aR7zts34gesJlCtBdpcM6+YJV tPQy5x07dQqUrmqY/6AH6lJILg3JJ04BKfgeMYrxtcimEkXA2jQBJuEJHec0pRxyh2BxMBjQA f59nFopGuCcaMY628UtHrZEpklH2Fda0QE7uZXDj2E/sZ801v/3holWTiocwzpQzGrFG+CKHs FYlOmnzFktizOTrhT16Ex3I1BfpJGkT/dH5wIRCWygIyZdamYfGo4+j/ACAWwNFSSvPFMwdcd dWKYt1ypBqsigJ2GT10c9GLP9d6jzTr1UtK2ifXtSKFvpwDN0QId0jKmeUpmuqYo6XFT3Qq/0 ZlQMZUyM6TfVWEpz9unXMp6/AMAXj6M=</latexit><latexit sha1_base64="1E9+VIrCTbQ4yBv PERhKp/5z0ic=">AAACzHichVFLS8NAEB7jq62vqkcvwSJ4KkkR9FjwgRdLRfuAWsom3daleb HZFmrp1ZtX/W36Wzz4ZU0FLdINm5n95ptvZ3acyBOxsqz3JWN5ZXVtPZPNbWxube/kd/fqcTi ULq+5oRfKpsNi7omA15RQHm9GkjPf8XjDGZwn8caIy1iEwb0aR7zts34gesJlCtBdpcM6+YJV tPQy5x07dQqUrmqY/6AH6lJILg3JJ04BKfgeMYrxtcimEkXA2jQBJuEJHec0pRxyh2BxMBjQA f59nFopGuCcaMY628UtHrZEpklH2Fda0QE7uZXDj2E/sZ801v/3holWTiocwzpQzGrFG+CKHs FYlOmnzFktizOTrhT16Ex3I1BfpJGkT/dH5wIRCWygIyZdamYfGo4+j/ACAWwNFSSvPFMwdcd dWKYt1ypBqsigJ2GT10c9GLP9d6jzTr1UtK2ifXtSKFvpwDN0QId0jKmeUpmuqYo6XFT3Qq/0 ZlQMZUyM6TfVWEpz9unXMp6/AMAXj6M=</latexit><latexit sha1_base64="1E9+VIrCTbQ4yBv PERhKp/5z0ic=">AAACzHichVFLS8NAEB7jq62vqkcvwSJ4KkkR9FjwgRdLRfuAWsom3daleb HZFmrp1ZtX/W36Wzz4ZU0FLdINm5n95ptvZ3acyBOxsqz3JWN5ZXVtPZPNbWxube/kd/fqcTi ULq+5oRfKpsNi7omA15RQHm9GkjPf8XjDGZwn8caIy1iEwb0aR7zts34gesJlCtBdpcM6+YJV tPQy5x07dQqUrmqY/6AH6lJILg3JJ04BKfgeMYrxtcimEkXA2jQBJuEJHec0pRxyh2BxMBjQA f59nFopGuCcaMY628UtHrZEpklH2Fda0QE7uZXDj2E/sZ801v/3holWTiocwzpQzGrFG+CKHs FYlOmnzFktizOTrhT16Ex3I1BfpJGkT/dH5wIRCWygIyZdamYfGo4+j/ACAWwNFSSvPFMwdcd dWKYt1ypBqsigJ2GT10c9GLP9d6jzTr1UtK2ifXtSKFvpwDN0QId0jKmeUpmuqYo6XFT3Qq/0 ZlQMZUyM6TfVWEpz9unXMp6/AMAXj6M=</latexit>
Nb
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Fig. 3.12.: First step in the construction: PT transformation of eb (a); Second step: PT
transformation of Na (b)
We now claim that this internal angle is independent of the auxiliary structure
used to derive it and that it is equal to the internal angle (3.38) derived from
definition 3.2.6, i.e. ξint = arcosh(η(ea, eb)).
To see this, we only need to notice that equation (3.41), which was used to derive
ξint = −ξext, remains invariant if we PT-transform it. That is,
η(eb, Λ(−ξextNa)) = η(PTeb, Λ(−ξext)PTNa) = 0. (3.45)
In other words: This equation cannot distinguish between the original thin and
thick wedges and the auxiliary thick wedge constructed using PTeb and PTNa. More-
over, we recognize that Λ(−ξext)PT is precisely the Lorentz transformation described
above: The first piece, PT, maps Na into the same light cone as Nb. The second piece
then boosts PTNa into Nb. Hence, our intuition is confirmed. Equation (3.45) to-
gether with ξint = −ξext also confirms what we claimed: ξint = arcosh(η(Na, Nb))
is independent of the auxiliary structure used to derive it and it is equal to
arcosh(η(ea, eb)), which we derived directly from definition 3.2.6.
It is important to notice that there is at least one other definition of Lorentzian
angles in the literature. Sorkin [66] and Neiman [67] use an analytical continuation
of the Euclidean formula:
cosφ := −η(Na, Nb), (3.46)
where Na and Nb are timelike vectors which are normalized to −1. The resulting
angle φ is in general imaginary because |η(Na, Nb)| > 1. It can be shown, that Im[φ]
is negative when Na and Nb belong to different light cones and positive otherwise.
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This is precisely the opposite of the sign convention chosen in definition 3.2.6.
Furthermore, when Na and Nb do not live in the same light cone, φ acquires a real
part which is exactly pi. This allows us then to write the angle φ as
φ = mabpi + iIm[φ], (3.47)
where mab is zero when Na and Nb belong to the same light cone and mab = 1
otherwise. If we insert this angle into the definition (3.46) we find
η(Na, Nb) = − cosφ = − cos(mabpi + iIm[φ])
= −(−1)mab cosh(Im[φ]) (3.48)
We see that for mab = 1 this definition of angle reduces to η(Na, Nb) = cosh(Im[φ]),
with Im[φ] negative, while for mab = 0 we obtain η(Na, Nb) = − cosh(Im[φ]) with
Im[φ] positive. Hence, we obtain exactly the same expressions as for the internal
and external angles, provided we identify ξ ≡ −Im[φ].
To conclude this subsection, let us remark that the definition of interior and exterior
angle given here also allows us to talk about Lorentzian deficit angles. In the
Euclidean case, we would define a deficit angle εE as
εE := 2pi −
N∑
i=1
θi. (3.49)
Hence, if we can move around a hinge without obstruction, the sum of the θi is
equal to 2pi and the deficit angle vanishes.
In the Lorentzian case, we can define the deficit angle as
εL :=
N∑
i=1
ξi, (3.50)
where ξi are internal and external angles. This deficit angle has the same property
as the Euclidean deficit angle: If we can move around a hinge without obstruction,
the ξi sum to zero. To see this, it suffices to picture three timelike vectors such as
the ones shown in Figure 3.13. To move around the origin, we need to compute
three angles and to do so, we use the constructing described further above in the
text. That is, we PT-transform the vector Nc. Then, all angles can be computed by
boosting the vectors into each other. However, it should be remembered that the
interior angle between Na and Nc and also the interior angle between Nb and Nc
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is positive while the exterior angle between Na and Nb is negative. One therefore
finds that the sum of these angles vanishes and hence there is zero deficit.
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Fig. 3.13.: Computation of a Lorentzian deficit angle
When verifying this statement quantitatively, one has to keep in mind that the
vectors Na, Nb and Nc are not truly independent. They are all attached to thin and
thick wedges and changing one vector means changing the shape of a wedge. This
in turn can induce changes in one of the other vectors. An example: Nb and Nc
belong to the thin wedge lying in the right spacelike portion of Minkowski space,
while Na and Nc belong to the thin wedge in the left portion of Minkowski space.
Changing Nc so it lies on one line with Na really means making the thin wedge
on the right larger and degenerating the thin wedge on the left to a single line.
Bringing Nc even closer to the null hypersurface on the left is not possible because
this would mean the degenerate thin wedge open up again, but now with Nc and
Na being inward point instead of outward pointing. Hence, the whole picture would
have to be changed to describe this situation.
3.2 Mathematical Background 73

4Covariant Loop Quantum Gravity
Covariant Loop Quantum Gravity (CLQG) has emerged from a number of different
research directions [40, 68, 69, 54, 70, 55, 71] all aimed at providing a consistent
path integral quantization of General Relativity.
All approaches have in common that they pay special attention to how the simplicity
constraint is imposed at the quantum level, hence avoiding the difficulties which
brought down the Barrett-Crane model [50, 72]. While some of the details in the
definition of CLQG may differ from approach to approach and have undergone
changes over the years, the main results remain unaffected: The boundary Hilbert
space of CLQG agrees with the kinematical Hilbert space of canonical LQG [68,
71], the graviton propagator and the three-point function possess the tensorial
structure expected from perturbative quantum gravity [73, 74, 75, 76, 77, 78], the
classical limit produces the action of area-Regge calculus [79, 33, 80, 81, 82, 83],
the area and volume operators are well-defined and the spectra match the ones
from canonical LQG [84, 85], the theory is ultraviolet-finite, a positive cosmological
constant can by included [86, 87, 88] (which incidentally renders the theory also
infrared-finite), and the entropy for non-extremal black holes of the Kerr-Newman
family can be computed [89]. Moreover, the theory has been extended to matter
couplings with fermions and Yang-Mills fields [90, 41] and it has been applied to
cosmology [91, 92, 93].
There are of course also open problems: there is no consensus on how to determine
the continuum limit of the theory [94, 95, 96, 97], the renormalization group flow
is currently under active investigation [98, 99, 100], the classical limit seems to
produce only flat geometries (flatness problem, [101, 102, 103, 104, 105]) and there
seems to be more than one limit (cosine problem, [106, 107, 108, 109, 110]). An
other problem, which will be the main focus of chapter 5, is the current lack of a
systematic method to compute transition amplitudes. A problem which impedes
the application of CLQG to physical scenarios such as the black hole to white hole
transition [43, 111].
In the present chapter, however, we will work under the premise that CLQG is a
good candidate theory of quantum gravity. We do not attempt to “derive” CLQG
from classical GR and instead just review the main concepts and ultimately define
the theory.
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4.1 Transition Amplitudes in Covariant Quantum
Gravity
4.1.1 General Principles
In covariant quantum theories, dynamics can be described by associating transition
amplitudes to spacetime regions. This is known as the general boundary formalism
[112, 113, 114] and the construction proceeds as follows:
Consider a compact spacetime region R with boundary Σ := ∂R. Associate to this
boundary a Hilbert space HΣ of states |Ψ〉 which represent (quantum) geometry.
Moreover, define a linear functional 〈W | : HΣ → C, called the propagator, which
associates to every boundary state a transition amplitude 〈W |Ψ〉. These amplitudes
entirely encode the dynamics of the system and, apart from subtleties related to
the normalization of the propagator and the states, the modulus squared | 〈W |Ψ〉 |2
is the probability associated to the process described by the boundary state |Ψ〉.
Applying these ideas to define a path integral for quantum gravity requires some
adaptations. Following Feynman [58], we define the path integral on a discrete
structure. Hence, instead of working directly with a compact spacetime region we
consider the 2-complex C obtained from a simplicial triangulation of R, which now
is assumed to have a spacelike1 boundary Σ. The boundary of C gives rise to the
graph Γ := ∂C on which we define the Hilbert space2 HΓ = L2[SU(2)L/SU(2)N ]Γ .
This is of course just the kinematical Hilbert space of canonical LQG and it contains
states describing quantum geometry. Recall from chapter 2 that working with a
fixed graph is tantamount to truncating the degrees of freedom of continuum GR to
finitely many excitations of geometry.
Defining the propagator 〈W | is a more challenging task and it will be the main
focus of the next subsection.
4.1.2 The Propagator
It is convenient to distinguish between the boundary Γ of the 2-complex C and its
bulk B := C \ Γ . Since the 2-complex is assumed to be dual to a 4-dimensional
simplicial triangulation of a spacetime region, its interior consists of a collection of
five-valent vertices v which are connected by edges e which in turn bound faces f.
1For spin foam models with timelike components see for instance [115, 116, 117, 118].
2For a derivation of the boundary Hilbert space see for instance [54, 84, 85, 71].
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All vertices strictly belong to the interior of C, but some of the edges which emanate
from a vertex intersect the boundary and therefore end in a node n. These nodes
are four-valent and are connected by links `. The boundary graph Γ is then simply
the collection of all these nodes and links.
Faces either belong to the interior or to the boundary. We say a face belongs to
the interior when it is bound by vertices and edges and we write f ∈ B. If a face is
bound by vertices, edges, nodes and links it is said to be a boundary face and we
write f ∈ Γ .
In order to construct a map 〈WC| : HΓ → C we associate a SL(2,C) group element gve
to every half edge of the interior of C (see Figure 4.1) and the convention gve = g−1ev is
assumed to hold. If an edge originating from v terminates in a node n it is not split
in two and a single group element gvn ∈ SL(2,C) is associated to it. Links carry
SU(2) group elements h` and all faces, whether they are internal or boundary faces,
are colored by a half-integer spin jf 6= 0. Moreover, all faces are oriented and this in
turn induces an orientation on the edges and links (see Figure 4.1).
Lastly, we need to introduce the so-called Y -map. It provides us with a unitary
injection Y : Vj → H(γj,j) such that |jm〉 7→ |γj, j; jm〉.
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Fig. 4.1.: Conventions for the bulk (a) and boundary (b) notation.
With these definitions we can now associate an amplitude Af to every face of C. For
internal faces, the construction proceeds as follows: At every vertex v build the
product of ingoing group element gev and outgoing group element gve′, i.e. gevgve′.
Every such product is multiplied from the left by Y † and from the right by Y ,
yielding a term of the form Y †gevgve′Y at every vertex. Finally, all these terms are
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multiplied together with their nearest neighbors around the face, following the
face’s orientation (cf. Figure 4.1 a):
Y †gevgve′Y Y †ge′v′gv′e′′Y . . . Y †ge(n)v(n)gv(n)eY (4.1)
The face amplitude for internal faces is then defined as
Af :=
∑
jf
djf Trjf
[∏
v∈f
Y †g−1ve gve′Y
]
:=
∑
jf
djfTrjf
[
Y †gevgve′Y Y †ge′v′gv′e′′Y · · ·Y †ge(n)v(n)gv(n)eY
]
for f ∈ B, (4.2)
where the summation in jf runs over 12N\{0} in half-integer steps. The first line is
a convenient short form that is useful for later computations while the trace of the
second line can be explicitly written as
Trjf
[∏
v∈f
Y †g−1ve gve′Y
]
=
∑
{me}
D
(γjf,jf)
jfmejfm′e
(gevgve′)D
(γjf,jf)
jfme′jfme′′
(ge′v′gv′e′′) . . . D
(γjf,jf)
jfme(n)jfme
(ge(n)v(n)gv(n)e),
(4.3)
where D(γj,j)jmjm′(g) are SL(2,C) representation matrices and
∑
{me} is a short hand
notation for multiple sums (in this case, over all magnetic indices me appearing in
(4.3) in the product of representation matrices).
The face amplitude Af(h`) for boundary faces is defined analogously, the only dif-
ferences being that edges terminating in nodes are not split into half edges and
therefore carry only one SL(2,C) group element and there is one SU(2) group
element h` on each link (see Figure 4.1 b).
Af(h`) :=
∑
jf
djfTrjf
[
Y †g−1vn′gve′Y
(∏
v∈f
Y †g−1ve′ gveY
)
Y †g−1v(n)e(n)gv(n)nY h
−1
`
]
=
∑
jf
djfTrjf
[
Y †gn′vgve′Y Y †ge′v′gv′e′′Y . . . Y †ge(n)v(n)gv(n)nY h
−1
`
]
for f ∈ Γ.
(4.4)
Using the face amplitudes Af and Af(h`) we can define the propagator WC(h`) asso-
ciated to the 2-complex C as
WC(h`) := NC
∫
SL(2,C)
(∏
v
dÛgve)(∏
f∈B
Af
)(∏
f∈Γ
Af(h`)
)
, (4.5)
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where NC is a normalization factor which depends on the combinatorial structure
of C and dÛgve indicates that one SL(2,C) integration per vertex has to be dropped.
This regularization procedure is necessary, as one can convince oneself by looking
at a single vertex, because there is one redundant integration for each vertex and
since SL(2,C) is not compact this leads to a divergent result [72, 119].
Hence, what remains is a product over four SL(2,C) Haar measures per vertex,
which are explicitly given by
dg =
dβ dβ dγ dγ dδ dδ
|δ|2 for g =
(
α β
γ δ
)
∈ SL(2,C). (4.6)
The propagator (4.5) should really be understood as a map which assigns complex
numbers to states Ψ ∈ HΓ through
〈WC|Ψ〉 :=
∫
SU(2)L
(∏
`
dh`
)
WC(h`)Ψ(h`). (4.7)
This completes the definition of the propagator.
4.2 Path Integral Form of the Propagator
Currently, the only systematic approach to analytically evaluate CLQG propagators
is the stationary phase approximation first employed by [79, 33] and then further
developed by [83] and [81, 82]. A crucial step required before the stationary phase
approximation can be applied is the conversion of the propagator (4.5) into a form
more reminiscent of a standard path integral.
In this section we will perform this conversion in a novel way and we will break
it down into several steps. First, we consider 2-complexes without boundary in
order to discuss the main steps without too many complications. The generalization
to 2-complexes with boundaries follows then very quickly. Finally, we introduce
the so-called holomorphic transition amplitude in its path integral form. This
amplitude will be of major importance in chapter 5, where we develop a new
analytical evaluation method for CLQG transition amplitudes in the semi-classical
regime.
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4.2.1 The Propagator on a 2-Complex without Boundary
To recast the CLQG propagator (4.5) in a path integral form we need to change
the representation. That is, we choose a representation of the principal series of
SL(2,C) and its subgroup SU(2) on the space of homogeneous functions H(k,p) in
two complex variables z = (z0, z1)ᵀ ∈ C2. For a pedagogical introduction to the
representation theory of SU(2) and SL(2,C) we refer the reader to [120]. Here, we
shall only recall what is necessary for the calculations that follow:
The unitary, irreducible, infinite dimensional representations of the principal series
of SL(2,C) on H(k,p) are labeled by two parameters, (k, p) ∈ R × 1
2
Z. In terms of
these parameters the homogeneity of a function F ∈ H(k,p) can be expressed as
F (λz) = λik+p−1 λik−p−1F (z) ∀λ ∈ C\{0}. (4.8)
Furthermore, the space H(k,p) decomposes as H(k,p) ' ⊕∞j=|p| Vj, where Vj is the
space of homogeneous polynomials of degree 2j in two complex variables. The
Y -map introduced in subsection 4.1.2 provides us with a unitary injection
Y : Vj → H(γj,j) , f(z) 7→ F (z) = 〈z|z〉iγj−j−1 f(z) ∀f ∈ Vj, (4.9)
where 〈x|y〉 = x0y0 + x1y1 is the SU(2) (but not SL(2,C)) invariant inner product
on C2. Starting from the polynomial basis3
P jm(z) =
[
(2j)!
(j +m)!(j −m)!
] 1
2
zj+m0 z
j−m
1 , m ∈ {−j, ..., j} (4.10)
of Vj, we can construct a basis of H(γj,j) by acting on P jm(z) with the Y -map:
φ(γj,j)m (z) := Y B P jm(z) =
√
dj
pi
〈z|z〉iγj−j−1 P jm(z), (4.11)
This basis is orthonormal with respect to the inner product 〈·, ·〉 : H(γj,j)×H(γj,j) → C
defined by
〈f, g〉 :=
∫
CP1
dΩ f(z) g(z), ∀f, g ∈ H(γj,j), (4.12)
3Notice that the position of the spinorial index in (z0, z1)ᵀ is irrelevant and we will often place it
where there is enough space in order to improve readability.
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where dΩ = i
2
(z0dz1−z1dz0)∧(z0dz1−z1dz0) is a homogeneous and SL(2,C) invariant
measure on CP1. By virtue of this inner product, the SL(2,C) representation
matrices can be written as [32, 33]
D
(γj,j)
j m j m′(g) ≡ 〈jm|Y †gY |jm′〉 =
∫
CP1
dΩ φ
(γj,j)
m (z)φ(γj,j)m′ (g
ᵀz). (4.13)
If g lies in the SU(2) subgroup of SL(2,C), then the usual Wigner D-matrices are
recovered, see [32, 120]. Equation (4.13) is crucial in what follows since it is the
key to rewrite the trace of the face amplitude (4.2) in the new representation. From
the definition of the trace (4.3) together with (4.13) it follows that
Trjf
[∏
v∈f
Y †g−1ve gve′Y
]
=
∑
{me}
∏
v∈f
D
(γjf,jf)
jfme jfme′
(g−1ve gve′)
=
∑
{me}
∏
v∈f
∫
CP1
dΩvf φ
(γjf,jf)
me (zvf)φ(γjf,jf)me′ (g
ᵀ
ve′ (g
−1
ve )
ᵀ zvf)
=
∑
{me}
∏
v∈f
∫
CP1
dΩvf φ
(γjf,jf)
me (g
ᵀ
ve zvf)φ(γjf,jf)me′ (g
ᵀ
ve′ zvf). (4.14)
To get the last line we performed the change of integration variables zvf → gᵀve zvf
and used the SL(2,C) invariance of the measure dΩvf. By exploiting the fact that
the trace (4.14) appears under an integral with an SL(2,C) Haar measure in (4.5),
it is possible to perform the replacement gve → gve on all group variables4 and define
spinorial variables which are associated to vertices and half edges of a given face:
Zvef := g†ve zvf and Zve′f := g
†
ve′ zvf. (4.15)
Using the explicit expression (4.11) for the basis functions φ(γj,j)m brings the original
trace into the form
Trjf
[∏
v∈f
Y †g−1ve gve′Y
]
=
∑
{me}
∏
v∈f
∫
CP1
dΩvf φ
(γjf,jf)
me (Zvef)φ(γjf,jf)me′ (Zve′f)
=
∑
{me}
∏
v∈f
djf
pi
∫
CP1
dΩvf 〈Zvef|Zvef〉−iγjf−jf−1 〈Zve′f|Zve′f〉iγjf−jf−1 P jfme′ (Zve′f) P jfme
(
Zvef
)
.
(4.16)
In the above expression, the spinorial inner products do not depend on any magnetic
indices me. Hence, the sums only extend over the SU(2) basis polynomials P jm.
There are two such polynomials per edge e which depend on the same magnetic
4The bar indicates complex conjugation.
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index me (as there are two Z spinors per edge, but pertaining to different vertices).
This follows from the contraction pattern in (4.3). Consequently, the sum
∑
{me}
decomposes into a certain number5 of single, independent sums of the form
∑
|me′ |≤jf
P jfme′ (Zve′f) P
jf
me′
(
Zv′e′f
)
=
∑
|me′ |≤jf
(2jf)!
(jf +me′)!(jf −me′)!
(
Z0v′e′f Z
0
ve′f
)jf+me′ (
Z1v′e′f Z
1
ve′f
)jf−me′
=
2jf∑
s=0
(
2jf
s
)(
Z0v′e′f Z
0
ve′f
)s (
Z1v′e′f Z
1
ve′f
)2jf−s
=
(
Z0v′e′f Z
0
ve′f + Z
1
v′e′f Z
1
ve′f
)2jf
= 〈Zv′e′f|Zve′f〉2jf . (4.17)
In the first line we use the definition (4.11) of P jfme′ and in the second line we
performed the change of summation variable s = jf +me′. The resulting binomial
sum is trivial and yields the result on the third line. Plugging (4.17) into (4.16) and
changing from a product over vertices v ∈ f to an equivalent product over edges
e ∈ f brings the bulk face amplitude into the form
Af =
∑
jf
djf
∏
e∈f
djf
pi
∫
CP1
dΩ˜vef
〈Zv′e′f|Zve′f〉2jf
〈Zv′e′f|Zv′e′f〉iγjf+jf 〈Zve′f|Zv′e′f〉−iγjf+jf
=
∑
jf
djf
∏
e∈f
djf
pi
∫
CP1
dΩ˜vef e
iLf[gve,zvf] ∀f ∈ B. (4.18)
As in [83] and [82] we introduced the rescaled measure
dΩ˜vef :=
dΩvf
〈Zv′e′f|Zv′e′f〉 〈Zve′f|Zv′e′f〉 (4.19)
and a Lagrangian Lf [gve, zvf] associated to internal faces:
Lf[gve, zvf] := γjf
∑
e∈f
[
ln
〈Zve′f|Zve′f〉
〈Zv′e′f|Zv′e′f〉 −
i
γ
ln
〈Zv′e′f|Zve′f〉2
〈Zv′e′f|Zv′e′f〉 〈Zve′f|Zv′e′f〉
]
. (4.20)
If the 2-complex had no boundary, i.e. if Γ = ∅, then the CLQG propagator in its
path integral form would read
WC = NC
∫
SL(2,C)
(∏
v
dÛgve)∏
f∈B
(∑
jf
djf
∏
e∈f
djf
pi
∫
CP1
dΩ˜vef e
Lf[gve,zvf]
)
= NC
∑
{jf}
∫
SL(2,C)
(∏
v
dÛgve)(∏
f∈B
djf
∏
e∈f
djf
pi
∫
CP1
dΩ˜vef
)
ei
∑
f∈B Lf[gve,zvf], (4.21)
5The number of sums is equal to the number of edges which constitute the face.
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which is precisely the result obtained in [83] by different group theoretical meth-
ods.
4.2.2 A 2-Complex with Boundary
We now proceed to generalize the above result to a 2-complex with boundary. To
that end, it is necessary to also rewrite the trace of the boundary face amplitude
(4.4) in terms of functions on H(γj,j). From the definition (4.4) it follows that the
product over vertices can be treated in the same way as for the bulk face amplitude
as none of the group elements lives on an edge which terminates in a node. In fact,
the only group elements we need to consider here are the first two (i.e. g−1vn′ and gve′)
and the last three (i.e. g−1v(n)e(n) , gv(n)n and h
−1
` ) in the trace of (4.4) (see also Figure 4.1
b). Writing (?) as placeholder for the product over vertices which takes the same
form as before we get
Trjf
[
Y †g−1vn′gve′Y
(∏
v∈f
Y †g−1ve′ gveY
)
Y †g−1v(n)e(n)gv(n)nY h
−1
`
]
=
∑
{me}
D
(γjf,jf)
jfmn′jfme′
(g−1vn′gve′) (?)D
(γjf,jf)
jfme(n)jfmn
(g−1v(n)e(n)gv(n)n)D
jf
mnmn′
(h−1` )
=
∑
{me}
∫
CP1
dΩvf φ
(γjf,jf)
mn′ (zvf)φ
(γjf,jf)
me′
(gᵀve′(g
−1
vn′)
ᵀzvf) (?)
∫
CP1
dΩ` φ
(γjf,jf)
mn (z`)φ(γjf,jf)mn′ ((h
−1
` )
ᵀz`)×
×
∫
CP1
dΩv(n)f φ
(γjf,jf)
me(n)
(zv(n)f)φ(γjf,jf)mn (g
ᵀ
v(n)n(g
−1
v(n)e(n))
ᵀzv(n)f)
=
∑
{me}
∫
CP1
dΩvf φ
(γjf,jf)
mn′ (Zvn′f)φ
(γjf,jf)
me′
(Zve′f) (?)
∫
CP1
dΩv(n)f φ
(γjf,jf)
me(n)
(Zv(n)e(n)f)φ(γjf,jf)mn (Zv(n)nf)×
×
∫
CP1
dΩ` φ
(γjf,jf)
mn (h
ᵀ
`z`)φ
(γjf,jf)
mn′
(z`), (4.22)
where z` is formally associated to the link connecting n to n′. To get the last line we
exploited again the SL(2,C) invariance of the measures and performed the same
change of integration variables as in subsection 4.2.1, thereby also introducing the
spinorial variables
Zvn′f := g†vn′zvf and Zv(n)nf := g
†
v(n)nzv(n)f, (4.23)
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which are associated to the two edges which terminate in the nodes n and n′,
respectively. To proceed, we collect only the relevant terms in (4.22) and compute∑
mn,mn′
φ
(γjf,jf)
mn′ (Zvn′f)φ
(γjf,jf)
mn (Zv(n)nf)φ
(γjf,jf)
mn (h
ᵀ
`z`)φ
(γjf,jf)
mn′
(z`)
= 〈Zvn′f|Zvn′f〉−iγjf−jf−1 〈Zv(n)nf|Zv(n)nf〉iγjf−jf−1 〈z`|z`〉−2(jf+1)×
×
∑
mn
P jfmn(h
†
`z`)P
jf
mn(Zv(n)nf)
∑
mn′
P jfm′n(Zvn′f)P
jf
m′n
(z`)
= 〈Zvn′f|Zvn′f〉−iγjf−jf−1 〈Zv(n)nf|Zv(n)nf〉iγjf−jf−1 〈z`|z`〉−2(jf+1) 〈hᵀ`z`|Zv(n)nf〉2jf 〈Zvn′f|z`〉2jf .
(4.24)
Plugging the above result back into (4.22) turns the trace into
Trjf
[
Y †g−1vn′gve′Y
(∏
v∈f
Y †g−1ve′ gveY
)
Y †g−1v(n)e(n)gv(n)nY h
−1
`
]
=
(∏
e∈f
djf
pi
∫
CP1
dΩ˜vef
)(
d3jf
pi3
∫
(CP1)3
dΩ˜n`n′
)
eiLf[gve,zvf]+iB`[gvn,h`,z`], (4.25)
where we have defined the rescaled (CP1)3 measures
dΩ˜n`n′ :=
dΩv(n)f
〈Zv(n)nf|Zv(n)nf〉
dΩ`
〈z`|z`〉2
dΩvf
〈Zvn′f|Zvn′f〉 (4.26)
associated to the vertices attached to the nodes n, n′ and to the link `. Moreover,
the Lagrangian Lf[gve, zvf] is defined as in (4.20), except that the sum over edges
excludes the two edges attached to the nodes. These edges are accounted for in the
newly defined boundary face Lagrangian
B`[gvn, z`, h`] := −ij` ln 〈Zvn′f|z`〉
2
〈Zvn′f|Zvn′f〉 〈z`|z`〉 − ij` ln
〈hᵀ`z`|Zv(n)nf〉2
〈z`|z`〉 〈Zv(n)nf|Zv(n)nf〉
+ γj` ln
〈Zv(n)nf|Zv(n)nf〉
〈Zvn′f|Zvn′f〉 . (4.27)
With this definition, the full CLQG propagator on a 2-complex with boundary in its
path integral form can finally be written as
WC(h`) = NC
∑
{jf}
∫
SL(2,C)
(∏
v
dÛgve)(∏
f∈C
djf
∏
e∈f
djf
pi
∫
CP1
dΩ˜vef
)
×
×
(∏
`∈Γ
d3jf
pi3
∫
(CP1)3
dΩ˜n`n′
)
ei
∑
f∈B Lf+i
∑
`∈Γ B` . (4.28)
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For later convenience we also define the spin foam action
S[gve, gvn, zvf, z`, h`] :=
∑
f∈B
Lf[gve, zvf] +
∑
`∈Γ
B`[gvn, z`, h`]. (4.29)
This action seems oddly asymmetric due to the presence of the hᵀ` element in B`
(see equation (4.27)). This can in principle be remedied by arbitrarily decomposing
h` into a product of two SU(2) elements. This amounts to splitting the link into half
links and makes (4.27) appear more symmetric. While nothing is gained by doing
this splitting in the general case, it happens quite naturally when the propagator
(4.28) is contracted with coherent semi-classical states, as we will see in the next
subsection.
4.2.3 Holomorphic Transition Amplitudes
So far we were solely concerned with the propagator. However, what is of actual
physical interest is the transition amplitude obtained from contracting the propaga-
tor with a boundary state. These amplitudes supposedly encode the full dynamics
of quantum gravity.
In this subsection we will consider not just the contraction of (4.28) with any bound-
ary state, but more specifically with the coherent semi-classical states discussed
in subsection 2.3.3. These states offer the advantage that they are peaked on a
discrete 3-dimensional extrinsic and intrinsic geometry and therefore allow us to
model physical scenarios such as the black hole to white hole transition [43, 111] or
cosmological transitions [91].
Contracting the propagator (4.28) with a semi-classical coherent state (2.109) re-
sults in what is known as a holomorphic transition amplitude [121, 104]:
W t`C (H`) :=
〈
WC Ψ
t`
Γ,H`
〉
:=
∫
SU(2)L
(∏
`∈Γ
dh`
)
WC(h`)Ψ
t`
Γ,H`
(h`). (4.30)
In the above definition we dropped the SU(2) integrals implicitly present in Ψ t`Γ,H`
as the SL(2,C) integrals of WC already take care of gauge-invariance.
Explicitly computing the above contraction is particularly easy as only the boundary
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face amplitude Af(h`) times the state Ψ t`Γ,H` need to be considered and the Peter-Weyl
theorem can be employed. Hence, the relevant part of the computation yields
∫
SU(2)L
(∏
`∈Γ
dh`
)
Af(h`)Ψ
t`
Γ,H`
(h`)
=
∑
{j`}
∏
`∈Γ
dj` e
−j`(j`+1)t` Trj`
[
Y †g−1vn′gve′Y
(∏
v∈f
Y †g−1ve′ gveY
)
Y †g−1v(n)e(n)gv(n)nY H
−1
`
]
.
(4.31)
We observe that the integration simply exchanged the arbitrary h−1` ∈ SU(2) with
H−1` ∈ SL(2,C), which is given by (2.100) and is completely determined by the
boundary data6 (η`, ξ`, ~ns(`), ~nt(`)). Moreover, the integration gave rise to a δjfj`,
which forces the spins jf which color the boundary face to be the same as the spins
j` appearing in the boundary states and which live on the links.
Rewriting this trace in terms of functions on H(γj`,j`) essentially involves the same
steps as in the previous subsections. However, at this stage we will make use of
an approximation. As we are interested in boundary states which are peaked on
geometries with large areas, states with η`  1 that is, we will apply the highest
weight approximation [34]:
Dj`ab(H
−1
` ) = D
j`(ns(`) e
(η`+iγζ`)
σ3
2 n−1t(`)) = D
j`
aj`
(ns(`))D
j`
j`b
(n−1t(`)) e
(η`+iγζ`)j`
(
1 +O(e−η`))
(4.32)
Notice that this approximation essentially amounts to splitting the link ` into two
parts and Dj`aj`(ns(`)) is associated to the half link attached to the source node while
Dj`j`b(nt(`)) is associated to the half link attached to the target node. These two SU(2)
Wigner matrices can be rewritten by making use of [33]
φ
(γj,j)
j (n
ᵀz) =
√
dj
pi
〈z|z〉iγj−j−1 〈n|z〉2j , (4.33)
where n is the spinor corresponding to the SU(2) element n (see [120] for the
mathematical details). This yields
Dj`aj`(ns(`)) =
dj`
pi
∫
CP1
dΩn` 〈zn`|zn`〉−2(j`+1)
〈
ns(`)|zn`
〉2j` P j`a (zn`)
Dj`j`b(n
−1
t(`)) =
dj`
pi
∫
CP1
dΩn′` 〈zn′`|zn′`〉−2(j`+1)
〈
zn′`|nt(`)
〉2j` P j`b (zn′`). (4.34)
6There is a slight abuse of notation here. Even though H` is in SL(2,C), we are really talking
about Djab(H
−1
` ), where D
j
ab is an analytically continued Wigner D-matrix.
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Repeating the same steps as in the previous subsections one arrives without much
effort at
e−j`(j`+1)t`Trj`
[
Y †g−1vn′gve′Y
(∏
v∈f
Y †g−1ve′ gveY
)
Y †g−1v(n)e(n)gv(n)nY H
−1
`
]
= e
(η`−t`)2
4t`
(∏
e∈f
dj`
pi
∫
CP1
dΩ˜vef
)(
d4j`
pi4
∫
(CP1)4
dΩ˜s`t
)
ei(Lf+B˜`+D`)
(
1 +O(e−η`)) ,
(4.35)
where we defined
dΩ˜s`t :=
dΩv(n)f
〈Zv(n)nf|Zv(n)nf〉
dΩn`
〈zn`|zn`〉2
dΩn′`
〈zn′`|zn′`〉2
dΩvf
〈Zvn′f|Zvn′f〉 (4.36)
plus the new boundary Lagrangian B˜` and the boundary data contribution D`
B˜`[gvn, zvf, zn`; nn(`)] := γj` ln
〈Zv(n)n`|Zv(n)n`〉
〈Zvn′`|Zvn′`〉 − ij` ln
〈Zvn′`|zn′`〉2〈zn`|Zv(n)n`〉2
〈Zvn′`|Zvn′`〉〈Zv(n)n`|Zv(n)n`〉
D`[zn`; a`, ξ`,ns(`),nt(`)] := −γj`ζ` − ij` ln
〈ns(`)|zn`〉2〈zn′`|nt(`)〉2
〈zn`|zn`〉2 〈zn′`|zn′`〉2
+ i (j` − a`)2 t`.
(4.37)
The definitions of dΩ˜vef and L`[gve, zvf] remain the same as in the previous subsec-
tion and the exponential pre-factor exp((η` − t`)2/4t`), which only depends on the
data η` and the parameter t`, arises from completing the square such that the
Gaussian weight exp(−(j` − a`)2t`) appears in (4.37), with a` := η`−t2t (see subsec-
tion 2.3.3). Absorbing the pre-factor into the normalization NC we finally arrive at
the holomorphic transition amplitude in its path integral form:
W t`C (H`) = NC
∑
{jf,j`}
∫
SL(2,C)
(∏
v
dÛgve)(∏
f∈C
djf
∏
e∈f
djf
pi
∫
CP1
dΩ˜vef
)
×
×
(∏
`∈Γ
d4j`
pi4
∫
(CP1)4
dΩ˜s`t
)
ei
∑
f∈B Lf+i
∑
`∈Γ (B˜`+D`) . (4.38)
where for later convenience we also defined the holomorphic spin foam action
A[gve, gvn, zvf, zn`; a`, ξ`,ns(`),nt(`)] :=
∑
f∈B
Lf +
∑
`∈Γ
(
B˜` +D`
)
(4.39)
The above amplitude and its dependence on the boundary data (a`, ξ`,ns(`),nt(`))
will be the main focus of chapter 5. There we will develop an approximation
method which allows us to evaluate the holomorphic transition amplitude in its
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semi-classical regime. However, before we can proceed to this task we need to
understand the propagators’s classical limit.
4.2.4 The Classical Limit and the Emergence of
Geometry
When first confronted with the propagator (4.28) one may wonder what it has
to do with GR or even just pure geometry. It is completely expressed in terms
of group variables and spinors and, even worse, all these variables are complex!
Determining the classical limit of (4.28) and establishing a connection with GR on
a simplicial manifold is indeed a non-trivial task, albeit one that is very rewarding.
After all, simplicial geometry miraculously emerges from (4.28)!
In this subsection we will briefly review the main steps involved in the deter-
mination of the classical limit and simply state the main results. We refer the
interested reader to the extensive literature [79, 33, 80, 81, 82, 83] for the details.
The results discussed here play an important role for the discussion that follows in
subsection 4.3.3 and which will be continued in chapter 5.
When trying to determine the classical limit of the quantum mechanical propagator,
such as the one originally defined by Feynman [58], one compares the action S[x]
with ~ in the phase factor e i~S[x]. Assuming quantum effects are negligible when S[x]
is large in units of ~, we can effectively treat 1~ as a large parameter and therefore
apply a stationary phase approximation to the path integral.
In CLQG the idea is a similar one, but a small modification of the action (4.29)
is necessary. Notice that every term in the Lagrangian (4.20) is multiplied by γj.
Using the LQG area spectrum in the large j limit, we can rewrite this factor as
A =
8piγG
c3
~
√
j(j + 1) ≈ 8piγG
c3
~j ⇒ γj = 1
κ
A
~
, (4.40)
where A denotes the area of a face or a link in the 2-complex C and κ = 8piG
c3
7. This
trick allows us to introduce an area in the action (4.29) and ~. Hence, we can
compare the action with ~ and, assuming quantum effects are negligible when the
action is much larger than Planck’s constant, we can attempt a stationary phase
approximation. This approximation is applied to the integral over the SL(2,C)
elements and the spinorial variables, but not to the spin sums.
7Notice that this κ in front of the action would be the wrong one for continuum GR, where its value
should be κ = 16piGc4 . But it has precisely the correct units and also the correct numerical factors
for the action of (area) Regge calculus because
∑
fAfθf −→ 12
∫ √−gR d4x (see eg. [63, 64]).
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Instead of devising an approximation scheme for the spin sums, one usual considers
the so-called partial amplitude (in our terminology that would rather be the partial
propagator) which is simply the propagator (4.28) without the spin sums. In order
to apply the stationary phase approximation it is then assumed that all the spins
are uniformly large which is the same as saying that the action (4.29) is much
larger than ~. One then finds the following critical point equations [83]
δgveS
!
= 0 ⇔
∑
f
jf
〈Zvef|~σ|Zvef〉
‖Zvef‖2 = 0
Im[S] != 0 ⇔ Zvef‖Zvef‖ = e
iαfvv′
Zv′ef
‖Zvef‖
δzvfS
!
= 0 ⇔ gve Zvef‖Zvef‖2 = gve
′
Zve′f
‖Zve′f‖2 (4.41)
which have to be supplemented by boundary conditions. That is, we have to specify
the boundary spins j` and the boundary spinorial variables zn`. This is equivalent to
specifying the areas and unit normal vectors of all the boundary tetrahedra (which
in turn is the same as fixing the intrinsic geometry of the boundary). The critical
point equations (4.41) supplemented by the boundary data (j`, zn`) then provide us
with a boundary value problem.
At first sight these equations may look obscure, but it turns out that they have a
clear geometrical interpretation. The first equation is the easiest: Any spinor zˆ
which is normalized to unity with respect to the canonical scalar product on C2 is
mapped to a unit 3d vector through zˆ†~σzˆ, where ~σ is the Pauli vector. Therefore, the
first equation is simply the closure constraint which means that the critical point
consists of a collection of tetrahedra. These tetrahedra have triangles with areas jf
and unit normal vectors 〈Zvef|~σ|Zvef〉‖Zvef‖2 attached to them. All tetrahedra are uniquely
determined through the boundary data (j`, zn`) up to inversion. We can also say
that every edge of the 2-complex corresponds to a tetrahedron when the critical
point equations are satisfied. This is the first emergence of geometry from spin
foams, but the question remains what type of geometry we are dealing with.
The second equation tells us that the spinors Zvef‖Zvef‖ and
Zv′ef
‖Zv′ef‖ , which are both nor-
malized to unity, agree up to a phase αfvv′. Hence, they reproduce the same unit
normal vector. Observe furthermore that these spinors are associated to different
vertices, v and v′, but they share a common face f and an edge e. Since we have
just established that edges are dual to tetrahedra and normalized spinors describe
normal vectors to the triangles of these tetrahedra, we gain a notion of common
frame and the second equation tells us (qualitatively, see [82, 83] for details) how
the tetrahedra are glued together.
The remaining critical point equation finally gives us a notion of parallel transport.
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By bringing gve to the other side, we can interpret g−1ve gve′ as the SL(2,C) transfor-
mation that takes us from the frame of e to the frame of e′ within the same vertex v.
This transformation can be used to define a (Lorentzian) dihedral angle between
the normal vector to e and the normal vector to e′, provided e and e′ emanate from
the same vertex. It can be shown [33, 82] that this angle is given by
Θfee′ + iΠ
f
ee′ with Π
f
ee′ :=
pi if e and e′ span a thin wedge0 if e and e′ span a thick wedge , (4.42)
where Θfee′ is a real number and the indices indicated that it is an angle between
the normals to the tetrahedron e and e′. This dihedral angle coincides precisely
with the definition of Lorentzian angle given in subsection 3.2.4, including the thin
wedge contribution Π fee′ (see also Figure 3.10 a and b).
Using the third critical point equation in conjunction with the second one allows us
to define a holonomy simply by multiplying all pairs g−1ve gve′ around the face f. In
[82, 83] it is shown that this holonomy corresponds to a pure boost which leaves the
face f invariant and which amounts to the following sum of dihedral angles, which
we call a Palatini deficit angle:
φf :=
∑
e∈f
s(e ∩ e′) (Θfee′ + iΠ fee′) , (4.43)
where s(e ∩ e′) ∈ {−1,+1}. When s(e ∩ e′) = 1 for all vertices of a face, we recover
the definition of dihedral angle given at the end of subsection 3.2.4 and we call it
a Regge deficit angle.
The sign factor s(v) can be traced back to the signed 4-volume of the vertex v := e∩e′.
By signed 4-volume we mean
V4(v) := eIs1(v)eJs2(v)eKs3(v)eLs4(v)εIJKL, (4.44)
where eIs are Minkowski vectors corresponding to the segment s of the tetrahedron
reconstructed from the boundary data (j`, zn`) and the critical point equations [82,
83]. The resulting 4-volume (4.44) associated to the vertex v can either be positive
or negative, depending on how the Minkowski vectors are oriented. For notational
convenience we can then define s(v) := sign(V4(v)). These Minkowski vectors are of
course just a discrete analogue of a co-tetrad field and the sign of the 4-volume can
therefore be understood as the sign of the determinant det e in the tetradic Palatini
action (2.17). See [82] and in particular [122] for a didactical discussion of this sign
factor and its relation to the Palatini action.
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For a given set of boundary data (j`, zn`) there either exists a set of critical points
(zvf, gve) or there is no critical point. In the latter case, the propagator is exponen-
tially suppressed. However, if there are critical points, there are several different
geometries that can be realized. Following [33, 123], we distinguish between
4-dimensional Lorentzian Regge geometries, 4-dimensional Euclidean Regge geome-
tries and vector geometries (which contain the geometries that in [33] were called
3-dimensional Regge geometries).
Notice also that we said there is a set of critical points. This is indeed inevitable
and one finds that whenever the boundary data (j`, zn`) leads to a non-suppressed
propagator, there are exactly 2V critical points, where V denotes the number of
vertices of the spin foam. This is again related to the fact that at every vertex
there are two differently oriented co-tetrad bases which are reconstructed by the
boundary data and the critical point equations. See again [122] for a detailed and
didactical explanation. Hence, when evaluating the spin foam action (4.29) on a
critical point, we need to distinguish between the different geometries8 and we
need to keep track of the sign factor s(v) since eventually we need to sum over all
possible critical points.
1) 4d Lorentzian geometry: The Hamilton-Regge function (i.e. the discrete
action evaluated on a critical point) has the form
Sc = γ
∑
f∈B
jfΘf +
∑
f∈B
jfΠf + γ
∑
`∈Γ
j` s θ` +
∑
`∈Γ
j`Π`, (4.45)
where we defined
Θf :=
∑
e∈f
s(e ∩ e′)Θfee′ and Πf :=
∑
e∈f
s(e ∩ e′)Π fee′ . (4.46)
The variable θ` appearing in the boundary term is the angle between the
3d vectors which are normal to the two triangles dual to the link `. Since
these triangles belong to different tetrahedra which, in particular, can live in
different light cones, there is also a term j`Π` which accounts for thin wedges.
That is, Π` is zero when the 3d normal vectors span a thick wedge and Π` = pi
when the normal vectors span a thin wedge.
8Here, we disregard vector geometries since they need a more careful discussion and they are not
important for what follows.
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2) 4d Euclidean geometry: The Hamilton-Regge function has the form
Sc = γ
∑
f∈B
jfΘ
E
f + γ
∑
`∈Γ
j` s θE` , (4.47)
where ΘE is a Euclidean deficit angle and θE` is a Euclidean dihedral angle.
In both discussed cases, the propagator takes the approximate form
K ∼
∑
{s(v)}
e
i
~Sc√
detHess
, (4.48)
where Hess is the Hessian of the spin foam action and we deliberately neglected
numerical factors, normalizations, phases and scalings. Interestingly, it has recently
been shown that the Hessian for the Lorentzian CLQG propagator defined on a
single vertex is non-degenerate [124].
4.3 The Black Hole to White Hole Transition
Black holes hide a singularity behind their trapping surface – at least in theory.
Singularities are hardly properties of black holes in Nature and it is generally
believed that quantum gravity leads to a singularity-free description of collapsed
stars. Such a singularity resolution has been observed in Loop Quantum Cosmol-
ogy (LQC) and, inspired by this result, Rovelli and Vidotto [125] suggested that
quantum gravitational effects not only prevent collapsing stellar matter from being
compressed to a point, hence avoiding the black hole singularity from forming, but
might even develop an effective repulsive force. Ultimately, this force would disrupt
the collapsing star and lead to an explosion.
Remarkably, the idea that black holes might explode had already been put forward
by Hawking in 1974 [126] and 30 years later Ambrus and Hájícˇek [127], who
studied the quantization of spherical thin shells of null dust, discovered that the
quantum theory not only contains collapsing solutions, but also expanding shells.
It was however not until 2014 that the idea of exploding black holes started to enjoy
more interest from a wider range of researchers. In [128], Haggard and Rovelli
studied the black to white hole transition from a semi-classical perspective and
they found that a spacetime which describes this process and which satisfies the
classical Einstein field equations everywhere except in a small region around the
trapping horizon can be constructed. De Lorenzo and Perez [129] also considered
a variation of the spacetime proposed by Haggard and Rovelli which accounts for
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the Eardley [130] instability of white holes and both research groups defined an
observable which, as particularly emphasized in [44], is well-defined and observer-
independent.
The construction of the fireworks spacetime from the perspective of [44] and the
definition of the aforementioned observable will be the main focus of the next two
subsections.
4.3.1 Definition of the Model
We wish to construct a spacetime where there is a transition of a trapped region,
formed by collapsing matter, to an anti-trapped region from which matter is being
released. The transition is induced by quantum gravitational effects which are
non-negligible only in a finite spatio-temporal region.
This quantum region is excised from the spacetime by introducing a spacelike
compact interior boundary. Outside this region the metric solves Einstein’s field
equations exactly everywhere, including on the interior boundary. This is the
so-called fireworks spacetime.
The construction of this spacetime presented in [44] is based on the following
simplifying assumptions:
• Collapse and expansion of matter are modeled by thin shells of null dust of
constant mass m.
• Spacetime is spherically symmetric.
• Hawking radiation is being neglected9.
These assumptions determine the local form of the metric by virtue of Birkhoff ’s
theorem [132], which in particular implies that the fireworks spacetime is locally
but not globally isomorphic to portions of the Kruskal spacetime. Moreover, it
follows that the geometry inside the null shells is Minkowski, while the geometry
outside the shells is locally Kruskal with m being the mass of the shells and space-
time is asymptotically flat.
An ansatz for a Carter-Penrose diagram of a fireworks spacetime is given in Fig-
ure 4.2. In the construction that follows, we express the metric, the energy–
momentum tensor and the expansions of null geodesics in Eddington-Finkelstein
coordinates. For an equivalent reformulation in terms of Kruskal coordinates and
9See [131] for a recent model where this limitation has been removed.
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the relation to the original construction of [128] see [44].
The task is now to construct a metric such that the surfaces and regions in Fig-
ure 4.2 have the following properties:
• S− and S+ are null hypersurfaces and the junction condition [133, 134] on
the intrinsic metric holds. In particular this means that there is an allowed
discontinuity in their extrinsic curvature which results in a distributional
contribution to Tµν on S− and S+ (see bellow). The energy-momentum tensor
Tµν vanishes everywhere else in the spacetime.
• The surfaces F+, F−, C+, C− depicted in Figure 4.2 are spacelike. Their union
B ≡ F− ∪ C− ∪ C+ ∪ F+ constitutes the interior boundary B. The intrinsic
metric is matched on the spheres ∆ and ε±. Since the vertical lines from
i+ and i− are zero radius lines, the topology of the boundary B is that of a
three-dimensional ball. The extrinsic curvature is discontinuous on ε±, as
discussed in the previous point, and is also discontinuous on ∆ because of the
requirement that C± are spacelike: A ball in Lorentzian space whose boundary
is spacelike necessarily has corners, where the normal to the surface jumps
from being future oriented to being past oriented.
• The hypersurface Z is spacelike. The junction conditions for both the intrinsic
metric and extrinsic curvature hold, including on the sphere ∆. As we will see
below, Z plays only an auxiliary role and need not be further specified.
• M− andM+ are marginally trapped (anti-trapped) surfaces and the shaded
regions are trapped (anti-trapped). That is, the expansion of outgoing (ingoing)
null geodesics vanishes onM− (M+), is negative inside the shaded regions
and positive everywhere else in the spacetime.
Before explicitly constructing the metric, let us comment on the necessity of ex-
tending the interior boundary outside the (anti-)trapped regions. By Birkhoff ’s
theorem, and as noted above, the marginally trapped and anti-trapped surfaces
M− andM+ can only be realized as being portions of the r = 2m surfaces of the
Kruskal spacetime. If these do not meet the interior boundary, they must run all
the way to null infinity. Thus, in order to have a consistent physical picture of the
spacetime far away from the transition region, we must allow for non negligible
quantum gravitational effects taking place in the vicinity, and crucially, outside,
the (anti-)trapped surfaces.
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Fig. 4.2.: The fireworks spacetime.
Now we turn to the explicit construction of the fireworks metric in Eddington-
Finkelstein (EF) coordinates. The union of the regions I and II of Figure 4.2 is
coordinatized by ingoing EF coordinates (v, r) while the union of the regions III and
IV is described by outgoing EF coordinates (u, r). The only junction condition to
be considered is the one on Z, which we describe bellow. It is easy to see that the
radial coordinate r will be trivially identified in the two coordinate systems. For
the regions I ∪ II and III ∪ IV the metric reads
I ∪ II : ds2 = −
(
1− 2m
r
Θ(v − vS−)
)
dv2 + 2dv dr + r2dΩ2
III ∪ IV : ds2 = −
(
1− 2m
r
Θ(u− uS+)
)
du2 − 2du dr + r2dΩ2, (4.49)
where Θ is the Heaviside step function. The ingoing and outgoing EF times vS− and
uS+ denote the position of the shells S− and S+ on I− and I+ in these coordinates. As
mentioned above, the two junction conditions on Z are satisfied by the identification
of the radial coordinate along Z and the condition
v − u Z= 2r?(r), (4.50)
where r?(r) = r + 2m ln
∣∣ r
2m
− 1∣∣. Notice that this relation is the usual coordinate
transformation between (v, r) and (u, r). We also recall that the EF times are
defined as v = t+ r?(r) and u = t− r?(r), where t is the Schwarzschild time.
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Next we need to specify the range of the coordinates. Assume an explicit choice of
boundary surfaces B has been given. Having covered every region of the spacetime
by a coordinate chart, we can describe embedded surfaces. Since all surfaces Σ
appearing in Figure 4.2 are spherically symmetric, it suffices to represent the
surfaces as curves in the v− r and u− r planes. Using a slight abuse of notation we
write v = Σ(r) or, in parametric form, (Σ(r), r). The range of coordinates in I ∪ II
and III ∪ IV is then given by the following conditions:
I ∪ II : v ∈ R r ∈ R+ v ≤ F−(r) v ≤ C−(r) v ≤ Z(r)
III ∪ IV : u ∈ R r ∈ R+ u ≥ F+(r) u ≥ C+(r) u ≥ Z(r). (4.51)
What remains to be checked is the presence of trapped and anti-trapped regions, as
required by the ansatz Carter-Penrose diagram of Figure 4.2. This is equivalent
to the geometrical requirement that the spheres ε± have proper area less than
4pi(2m)2 while the sphere ∆ has proper area larger than 4pi(2m)2. We may write
this in terms of the radial coordinate as
rε± < 2m and r∆ > 2m. (4.52)
Apart from this requirement, the areas of the spheres ± and ∆ are left arbitrary.
Since ε± and ∆ are specified once the boundary is explicitly chosen, this is a
condition on the allowed boundary surfaces that can be used as an interior boundary
of a fireworks spacetime: C± can be any spacelike surfaces that have their endpoints
at a radius less and greater than 2m, respectively, and which intersect in the latter
endpoint. Since C± are spacelike, it follows that we necessarily have a portion of the
(lightlike) r = 2m surfaces in the spacetime along with trapped and anti–trapped
regions. The conditions
v∆ ≥ vS− and u∆ ≤ uS+ (4.53)
for the coordinates of the sphere ∆ follow from equation (4.52) and the fact that C±
are taken spacelike. This completes the construction of the fireworks spacetime
metric.
Let us point out that this spacetime is really a two–parameter family of spacetimes
in the following sense. The geometry of the spacetime, up to the choice of the interior
boundary B, is determined once two dimension-full but coordinate independent
quantities are specified. One parameter is the mass m of the null shells S± while
the second parameter is the bounce time T . We can express T in terms of uS+ and
vS− simply by
T = uS+ − vS− . (4.54)
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As with the mass m, the bounce time T is taken to be positive. Then, the fireworks
geometry has two characteristic physical scales: a length scale Gm/c2 and a time
scale GT/c3, where we momentarily reinstated the gravitational constant G and
the speed of light c.
The role of the bounce time T as the second spacetime parameter is obscure in the
line elements (4.49), but it can be made more explicit by performing the shift
v → v − vS− + uS+
2
and u→ u− vS− + uS+
2
(4.55)
This is an isometry, since (∂v)α and (∂u)α are the timelike Killing fields in each patch.
It simply amounts to shifting simultaneously the origin of the two coordinates
systems. The line elements (4.49) now read
I ∪ II : ds2 = −
(
1− 2m
r
Θ
(
v +
T
2
))
dv2 + 2dv dr + r2dΩ2
III ∪ IV : ds2 = −
(
1− 2m
r
Θ
(
u− T
2
))
du2 − 2dv dr + r2dΩ2, (4.56)
which makes the role of T as a spacetime parameter manifest. It is impossible to
make both vS− and uS+ disappear from the line elements by shifting the origins of
the coordinate charts, the best we can do is remove one of the two or, as we did
above, a combination of them. This observation emphasizes that the bounce time T
is a free parameter of the spacetime. Notice that the junction condition (4.50) is
unaffected by a simultaneous shifting of the form (4.55).
Due to the junction conditions, one finds [134, 135] that the field equations are
solved for the distributional energy momentum tensor
I ∪ II : Tµν = 1
4pir2
δvµδ
v
ν δ
(
v +
T
2
)
III ∪ IV : Tµν = − 1
4pir2
δuµδ
u
ν δ
(
u− T
2
)
(4.57)
The expansion θ− of outgoing null geodesics in the patch I∪ II and the expansion θ+
of ingoing null geodesics in the patch III ∪ IV read
I ∪ II : θ− ≡ ∇µk−µ = Γ−
(
1− 2m
r
Θ
(
v +
T
2
))
III ∪ IV : θ+ ≡ ∇µk+µ = −Γ+
(
1− 2m
r
Θ
(
u− T
2
))
(4.58)
where k−µ and k+µ are affinely parametrized tangent vectors of the null geodesics
and Γ± are positive scalar functions which we will not need here, see [134, 135] for
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details. From these expressions, it follows that the spacetime possesses a trapped
and an anti–trapped surface, defined as the locus where the expansions θ− and θ+
vanish respectively, and which we identify withM− andM+ in Figure 4.2. Thus,
in EF coordinates,M± are given by
M− : r = 2m and v ∈
(
−T
2
, C−(2m)
)
M+ : r = 2m and u ∈
(
C+(2m), T
2
)
(4.59)
As explained above, by the requirement rε± < 2m and r∆ > 2m, it will always be
the case that the surfacesM± are present in the spacetime, along with trapped
and anti-trapped regions where θ± are negative. We may explicitly describe the
trapped region as the intersection of the conditions r < 2m, v ∈ (−T/2, C−(2m)), and
v ≤ C−(r). Similarly, the anti-trapped region is given by r < 2m, u ∈ (C+(2m), T/2)
and u ≥ C+(r). The expansions θ± are positive in the remaining spacetime.
4.3.2 The Bounce Time T
As we have seen, the fireworks spacetime is characterized by two parameters, one of
which is the bounce time T . Intuitively, T controls the time separation between the
two shells. More precisely, as explained in [128], the bounce time has an operational
meaning in terms of the proper time along the worldline of a stationary observer.
That is, of an observer at a constant radius r = r0, measuring the proper time τr0
between the events at which the worldline intersects the collapsing and expanding
shells S±. A straightforward calculation yields
τr0 =
√
1− 2m
r0
(uS+ − vS− + 2r?(r0)) . (4.60)
Note that to derive this expression we must add the contributions from the two
line elements (4.56) and use the junction condition (4.50). Using equation (4.54),
we have
T =
τr0√
1− 2m
r0
− 2r?(r0). (4.61)
Thus, the bounce time T can be measured by an observer, provided the mass m and
the (coordinate) distance r0 from the hole are known.
Let us now rephrase equation (4.61) to emphasize the role of T as a spacetime
parameter, a coordinate and observer independent quantity, and its relation with
the symmetries of the spacetime. The exterior spacetime described by the fireworks
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metric has the three Killing vector fields of a static spherically symmetric spacetime,
a timelike Killing vector field generating time translation and two spacelike Killing
vector fields that together generate spheres. The orbits Υ of the timelike Killing
field are labelled by an area AΥ : The proper area of a sphere generated by the two
spacelike Killing vector fields on any point on Υ . This is of course the geometrical
meaning of the coordinate r.
We can thus avoid mentioning any coordinates or observers and specify T through
the following geometrical construction. Consider any orbit Υ that does not intersect
with the interior boundary surfaces B. The proper time τΥ is an invariant integral
evaluated on the portion of Υ that lies between its intersections with the null
hypersurfaces S±. For any such Υ , we have
T =
τΥ√
1− 2m
rΥ (AΥ )
− r?(AΥ ). (4.62)
The bounce time T is independent of the chosen orbit Υ and it is expressed only in
terms of invariant quantities – a proper area and a proper time. This expression
can be taken to be the definition of T .
In the next subsection we present a preliminary computation of T from CLQG.
4.3.3 CLQG Computation of the Black Hole to White Hole
Transition
Loosely speaking, the research efforts concerning the black hole to white hole tran-
sition model can be segmented into two categories: phenomenology and quantum
gravity computations.
Soon after the inception of the model it was conjectured that the existence of pri-
mordial black holes might lead to observable signals in the skies and these could
even be related to the as yet unexplained phenomenon of fast radio bursts [136,
137, 138, 139, 140]. More recent phenomenological models also attempt to account
for dark matter through long-lived remnants resulting from the black hole to white
hole transition [141, 142, 143, 144, 145]. Incidentally, these models also provide an
answer to the information puzzle.
From the pure quantum gravity perspective, various research groups have tried
to model the transition using different methods such as Euclidean path integrals
[146, 147, 148], symmetry reduced LQG models [149, 150], Quantum Reduced Loop
Gravity (QRLG) [151, 152], and CLQG transition amplitudes [43].
The strategy employed in [43] was to choose Lemaître coordinates to describe the
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boundary B by two intersecting constant Lemaître-time hypersurfaces. As it turns
out, these hypersurfaces are intrinsically flat and topological 3-balls, which greatly
simplifies the triangulation of these surfaces. The simplest triangulation of a 3-
dimensional ball is of course in terms of a single (equilateral) tetrahedron. There
are two tetrahedra, one for the F− ∪ C− part of the boundary and an other one for
the F+ ∪ C+ part. Figure 4.3 a illustrates the two tetrahedra as nodes (i.e. we are
working in the dual framework) with four emanating links which represent the
triangles which constitute the tetrahedra.
The two hypersurfaces intersect each other in a 2-sphere. Since the boundary of a
tetrahedron is topologically a 2-sphere, one can identify the four triangles of the
“past” tetrahedron with the four triangles of the “future” tetrahedron. This is shown
in Figure 4.3 b.
At this point it is convenient to split the two tetrahedra into four equal isosceles
tetrahedra each. In the dual picture, this amounts to splitting the two nodes into
four new nodes each which are interconnected in a specific way. Moreover, every
one of the new nodes has a boundary triangle which is dual to a link which connects
past and future tetrahedra. It is easy to see that this gives rise to the graph shown
in Figure 4.3 c. This is the graph of the boundary triangulation.
Generalizing the boundary triangulation to a 4-dimensional triangulation is easily
achieved by adding two vertices to the graph shown in Figure 4.3 c and connect-
ing them to the nodes and to each other by edges. This results in the spin foam
represented in Figure 4.3 d.
b
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Fig. 4.3.: Step by step construction of the spin foam used in [43] to model the black hole to
white hole transition in CLQG.
It consists of two vertices, dual to two four-simplices, nine edges (since one edge
is used to connect the two vertices), eight nodes which are interconnected by 16
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links and 20 faces. Notice that due to the simplicity of this spin foam, there are no
internal faces. That is, all faces are adjacent to the boundary.
The discrete geometry described by this triangulation was studied in detail in
[43], which was a necessary step toward determining the boundary data for the
semi-classical coherent states (2.109). It was found that the discrete extrinsic
curvature on the top and bottom links of the boundary graph is given by purely
numerical factors while all areas on all links only depend on the mass. For the
discrete extrinsic curvature on the links connecting the top nodes to the bottom
nodes the authors of [43] found that it depends on the spacetime parameters m
and T . More precisely,
ξ0 =
T
2m
. (4.63)
In the same paper, the amplitude corresponding to this spin foam was computed,
albeit in a rather formal way. That is to say that it proved to be extremely difficult
to extract physical predictions, such as the scaling of the bounce time with the black
hole mass, from the formal expression found in [43], despite the simplifications
brought about by the chosen spin foam.
These difficulties initiated two independent research directions at the CPT Mar-
seille. There is now considerable effort toward developing fast and efficient numer-
ical methods to compute CLQG transition amplitudes and many exciting results
have already been obtained [93, 123, 153, 154, 155].
The second direction is concerned with developing approximation methods to com-
pute CLQG amplitudes analytically and the first results were obtained while trying
to evaluate the black hole to white hole transition amplitude. We shall review these
results here before generalizing them in chapter 5.
The strategy employed in [111, 122] is to use the holomorphic transition ampli-
tude (4.38) in its general form rather than in its very specialized form derived
in [43]. Furthermore, it was assumed that the amplitude is defined on a 2-complex
without internal faces, just as for the spin foam in Figure 4.3 d, which is dual to a
simplicial triangulation. In a strongly simplified notation we may therefore write
W tC(H`) =
∑
j`
ν(j`)
∫
SL(2,C)
dµ(g)
∫
CP1
dρ(z) eiA[g,z;a,ξ,ns,nt], (4.64)
where ν(j) is a certain polynomial of boundary spins, dµ(g) is an appropriately
regularized product of SL(2,C) measures, dρ(z) refers to a product of certain ho-
mogeneous and SL(2,C) invariant measures on CP1, g ∈ SL(2,C), (a, ξ,ns,nt) is
the boundary data, and z ∈ C2 denotes auxiliary spinorial variables. (see (4.38) for
the details). In the sequel we will assume t to be a small parameter, so that the
boundary states are semi-classical, and the dimensionless area parameters a` to be
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all of the same order of magnitude and much larger than unity.
Notice that assuming there are no internal faces effectively removes all spin sums
in the bulk and only leaves us the spin sums stemming from the boundary states
which are regulated by the weight factors exp(−(j` − a`)2t) (these factors are now
hidden inside the action A). Due to the exponential suppression behavior of the
weight factors, we can truncate10 the sums and only consider a small summation
domain around the peak values j` = a`. More precisely, we restrict the spin sums to
Dka := ×`
{⌊
a` − k√
2t
⌋
,
⌊
a` +
k√
2t
⌋}
with 0 < k ∈ N. (4.65)
The symbol bxc denotes the floor function which here is defined to be the largest
half integer number equal to or less than x. The parameter k acts as cut-off
and it measures how many standard deviations σ = 1/
√
2t the summation moves
away from the peak a`. An issue that needs to be addressed is the fact that the
spin sums cannot immediately be treated as independent. In fact, the summand
vanishes when the triangle inequalities among the spins joining at a node are not
satisfied. Put differently, the summand in (4.64) vanishes whenever any one of the
intertwiner spaces associated to the nodes of the 2-complex is of dimension zero.
Therefore, in order to treat the sums as independent, they need to be restricted
to spin configurations for which the intertwiner space is always non-trivial. To
implement this requirement we use the fact that the nodes of the 2-complex are
four-valent, since we assumed the 2-complex to be dual to a simplicial triangulation,
and we define the set
DΓ :=
{
{j`}
∣∣∣∣ dim InvSU(2)
[
4⊗
`=1
Hj`
]
> 0 ∀n ∈ Γ
}
=
{
{j`}
∣∣∣∣min (j1 + j2, j3 + j4)−max (|j1 − j2|, |j3 − j4|) + 1 > 0 ∀n ∈ Γ} .
(4.66)
This is the set of all spin configurations {j`} for which the intertwiner spaces over
the whole boundary graph Γ are non-trivial. To adequately truncate the spin sums
we must now choose the cut-off parameter k such that
{j`} ∈ Dka ⊆ DΓ . (4.67)
10That this is a good approximation of the actual sum follows from the fact that the partial
amplitude is an oscillating and finite function of the spins. The Gaussian weights therefore
strongly dominate. Further justification is provided by the procedure performed in [156], where
the author introduced a regulator ∼ e−j to study phase transitions in large spin foams. Here,
the coherent states naturally provide us with the even stronger regulator ∼ e−j2 .
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To rewrite this condition, it is convenient to split the boundary spins j` into fixed
background contributions a` and fluctuations s`, i.e.
j` = a` + s` with s` ∈
{
−
⌊
k√
2t
⌋
,
⌊
k√
2t
⌋}
∀` ∈ Γ. (4.68)
Combining (4.68) with (4.67) allows us to write
asum − 2k√
2t
+ 1 > adiff +
2k√
2t
asum := min (a1 + a2, a3 + a4) adiff := max (|a1 − a2|, |a3 − a4|) (4.69)
which can be rearranged to
(asum − adiff)
√
t >
4k√
2
−√t ≈ 4k√
2
(4.70)
since t was assumed to be much smaller than one. By the assumptions made on
the area data a`, the differences adiff are negligible11 compared to the sums asum.
Moreover, we assumed the coherent states to be semi-classical which means the
semi-classicality condition a`
√
t 1 is satisfied (see subsection 2.3.3). Hence, we
can infer values of k for which (4.70) holds. At this point, the semi-classicality
condition can also be read as a geometricity condition on the coherent states. It
imposes that the intrinsic states (2.106) have spins which are well within the
triangle inequalities. This in turn means that the coherent states are composed of
a superposition of (2.106) that describe a triangulation of a spacelike hypersurface.
The next step in the approximation is to use the stationary phase analysis discussed
in 4.2.4. To that end, we assume for concreteness that the boundary data (j`, ξ`,ns,
nt) determines a Lorentzian geometry and that the normal vectors ns, nt play no
further role in the analysis. This amounts to getting rid of the SL(2,C) and the
spinorial integrals and the holomorphic action (4.39) evaluated on a critical point
becomes
A(j`; a`, ξ`) = γ
∑
`∈Γ
j`
(
s θ` +
1
γ
Π` − ξ`
)
+ i
∑
`∈Γ
(j` − a`)2 t. (4.71)
Notice that the assumption that the vectors ns, nt do not play a role effectively
removed the last term from the data contribution (4.37). Moreover, we can use
the split of j` into background contribution and fluctuation introduced in (4.68) to
rewrite the approximated holomorphic amplitude as
W tC(H`) ∼
∑
{s(v)}
∑
{s`}
∏
`∈Γ
eiγa`(s θ`+
1
γ
Π`−ξ`) e−s
2
` t+iγs`(s θ`+
1
γ
Π`−ξ`), (4.72)
11One can show asum ≥ 0.8 adiff.
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where for the time being we ignore the Hessian and the sum over s(v) is a sum over
the 2V = 4 distinct critical points.
Due to the presence of the exponential damping factor exp(−s2` t) it can reason-
ably be expected that the sums converge very fast and that it is therefore a good
approximation to remove the cut-off k by formally sending it to infinity. After per-
forming the change of summation variables s` → n` = 2s` we find a closed analytical
expression for the spin sums:
∞∑
n`=−∞
e−
n2`
4
t+ iγ
2
n`(s θ`+ 1γΠ`−ξ`) = 2
√
pi
t
e−
γ2∆2`
4t ϑ3
(
−ipiγ∆`
t
, e−
4pi2
t
)
, (4.73)
where we have introduced the abbreviation ∆` := s θ` + 1γΠ` − ξ` and
ϑ3(u, q) := 1 + 2
∞∑
n=1
qn
2
cos(2nu) (4.74)
is the third Jacobi theta function. This result looks complicated at first, but it is
easy to see that the magnitude of the holomorphic transition amplitude is given by
2
√
pi
t
e−
γ2∆2`
4t , (4.75)
while the Jacobi theta function accounts for the 4pi
γ
-periodicity in ξ` due to the eiγs`∆`
term in the original spin sum. The magnitude could also have been obtained in a
different way. We could have applied the Euler-Maclaurin theorem and approximate
the spin sum by an integral which would have resulted in∫ ∞
−∞
e−
n2`
4
t+ iγ
2
n`(s θ`+ 1γΠ`−ξ`) dn` = 2
√
pi
t
e−
γ2∆2`
4t . (4.76)
The reason why we loose the periodicity when using this approximation is because
we ignored the higher order correction terms of the Euler-Maclaurin series.
Finally we find that on a 2-complex with no internal faces, when the area data
parameters a` are much larger than unity, t is such that the boundary states
are semi-classical and the normal vectors ns, nt are ignored, the critical point
corresponds to a non-degenerate Lorentzian geometry, the holomorphic transition
amplitude can be approximated by
W tC(H`) ∼
∑
{s(v)}
∏
`∈Γ
eiγa`∆` e−
γ2∆2`
4t ϑ3
(
−ipiγ∆`
t
, e−
4pi2
t
)
. (4.77)
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We ignore contributions from numerical factors, normalizations and the Hessian.
Although the results of [124] guarantee that the Hessian is non-degenerate for
Lorentzian critical points and the above expression is therefore well-defined.
There are two interesting features in this approximation: The amplitude is ex-
ponentially suppressed whenever ∆` 6= 0. That is, the amplitude is suppressed12
whenever the boundary data ξ` does not match the angles s θ` + 1γΠ` computed from
the stationary phase analysis. We may interpret this as an indication, that when
the boundary data does not describe a classically allowed transition, the amplitude
decays exponentially. In chapter 5 we will make this idea much more precise.
The second interesting feature concerns the sum over critical points. It can be
shown [111, 44] that because of the exponential damping factor, there is always
one critical point which dominates over the others. The data provided by the semi-
classical coherent boundary states seems to select a preferred critical point. We
will return to this observation in chapter 5.
Despite the many restrictions under which the above approximation is valid, we
apply it to the black hole to white hole transition. The main motivation is the fact
that the amplitude is suppressed when ∆` 6= 0 and this is precisely the case in the
black hole to white hole transition because of the flip in extrinsic curvature. In the
next subsection we use (4.77) to estimate the bounce time.
4.3.4 Estimation of the Bounce Time from CLQG
There exists a probabilistic interpretation of the transition amplitude due to Oeckl
who developed a general formalism [112, 113, 114] and also applied it to the black
hole to white hole transition [157].
Thanks to Oeckls explanations we were able to develop an adaptation of his methods
and estimate the bounce time as follows:
We take the point of view that m and T are partial observables in the sense of [158]
and that T (m) is a complete observable. That is, m and T are both measurable
quantities, but they cannot be predicted. The correlation T (m) on the other hand
side represents a complete observable which has to be predictable from a theory.
Since our theory is quantum mechanical in nature, the correlation has to be a
probabilistic one. Hence, we need to introduce a probability distribution related to
our measuring/observing procedure.
To that end, consider the semi-classical coherent states Ψ ta`,ξ` defined in 2.3.3 which
12The suppression is enhanced by the fact that t is a small parameter by assumption while ∆ is an
angle of order one and γ is also thought to be of order one.
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satisfy the resolution of identity (2.120) with respect to the integration measure
defined in (2.122). For convenience, we repeat the relevant expression here:
µ(η) =
e−
t
2
(4pi)2(2pit)
3
2
η sinh η e−
η2
2t . (4.78)
Since a` and ξ` are both functions of m and T , the states Ψ ta`,ξ` and the holomorphic
transition amplitude W t(m,T ) :=
〈
WC|Ψ ta`,ξ`
〉
also become functions of m and T .
Following Oeckl, we now define a conditional probability distribution by
P (T |m) := Q(m,T )
QT (m)
, (4.79)
where Q(m,T ) and QT (m) are defined as
Q(m,T ) := µ(m,T )|W t(m,T )|2
QT (m) :=
∫ ∞
0
µ(m,T )|W t(m,T )|2dT. (4.80)
Notice that the conditional probability P (T |m) is automatically normalized by its
definition. We can furthermore interpret this quantity as the conditional probability
distribution for measuring T for a given fixed mass m.
Observe furthermore that P (T |m) does not depend on the normalization NC nor on
the Hessian from the stationary phase approximation. The reason is that these
quantities only depend on the combinatorial structure of the 2-complex but not not
on any boundary data. They can therefore be pulled out of the integral and they
cancel in the fraction Q(m,T )
QT (m)
.
Next we introduce the expectation value of T :
τ(m) :=
∫
T P (T |m) dT. (4.81)
This quantity provides us with the probabilistic correlation between m and T we
were seeking. If we use the boundary data specified in [43], then we only need
to consider the four links which connect the top nodes to the bottom nodes in
Figure 4.3. The reason is that only here does T appear in the boundary data, all
the other contributions drop out. By using the approximation (4.77) and ξ0 = T2m ,
η0 =
2m(1+ T
2m
)√
2γ
we can then write the expectation value τ(m) as
τ(m) =
∫
T
µ(m,T ) e−
γ2∆2
2t∫
µ(m,T ) e−
γ2∆2
2t dT
dT. (4.82)
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This integral is of course not easy to solve, but it has been studied numerically [44]
and it has been found that
τ(m) ≈ mf(γ), (4.83)
where f is an unknown function that depends on γ but otherwise nothing else.
Recall that at the beginning of this subsection we set out to determine a correlation
between the black hole mass m and the bounce time T , where T is supposed to be a
long time scale which measures the lifetime of a black hole before it turns white. If
we momentarily insert units, we find that
τ(m) ∼ m tp
mp
= m
G
c3
(4.84)
seems to be wrong on two counts: It is observationally wrong because for a solar
mass black hole this time scale would be of the order of hours which is in contra-
diction with the black holes we observe in the sky. It is also theoretically wrong
because there is no ~ in this time scale. We would expect that taking a formal clas-
sical limit, i.e. ~→ 0, would send τ to infinity because the transition is supposedly
a pure quantum phenomenon.
Interestingly, this result has also been obtained by two other research groups with
quite different methods. Ambrus and Hájícˇek [127] computed what they called
the scattering time for a quantized shell of null matter. They found that this
shell can collapse and re-expand in time m, where the classical observable for this
phenomenon was defined as in this thesis or as in [44]. Barceló, Carballo-Rubio
and Garay [159] used a Wick-rotated path integral with an interpolating Euclidean
geometry for the quantum region and they found the same linear scaling of the
bounce time.
Where did all these different approaches go wrong? In [44], the following answer
was proposed to this question: What these three approaches computed is not the
bounce time, but rather what one may call the crossing time. This is the charac-
teristic time scale for the transition when it happens. An analogy with quantum
mechanics and nuclear decay can be very illuminating at this point:
Consider an electron gun that shoots an electrons toward a square potential of
height V0 in the region a < x < b. Let’s assume that the electron is described by
a Gaussian wave packet and that its momentum p0 is too low to overcome the
potential barrier. At some point, the electron hits the barrier and it will be reflected
with a probability 1− p. There is however a small probability, p, that the electron
will tunnel through the potential and be detected on the other side. Assume the
tunneling happens, what is the most probable time for the detector to click?
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This time is what we might call the crossing time, which mathematically we would
define through the process
〈xb, p0| e i~ HˆT |xa, p0〉 ∼ e− 1~ (2ET−p0(xb−xa)) . (4.85)
In the above matrix element it is assumed that the electron tunnels through
the potential and this process is dominated by transitions which take a time
T = p0
2E
(xb − xa) ∼ mp0 (xb − xa). Notice the absence of ~ in this time scale.
In the case of the black hole to white hole transition we also assumed the process
would happen through the data we provided the boundary states and we found a
time scale which does not depend on ~. Hence, we may say that CLQG predicts
a crossing time of oder m when the transition happens, which is exactly what
one would expect since pim is the time it takes timelike geodesics crossing the
Schwarzschild horizon to reach the singularity.
Turning back to simple quantum mechanics, we can also consider a toy model of
radioactive decay where a particle of mass m is trapped inside a square potential of
finite height and bounces back and forth between the walls. We can think of the
particle as moving with a mean momentum p0 within a box of size L. The bounce
period is then easily estimated as ∆T = Lm
p0
. This gives us again a classical time
scale and at each bounce there is a small probability p for the particle to tunnel
through the barrier. Hence, the probability to exit the barrier per unit time is given
by P ∼ p/∆T and the probability for the particle to exit at time T is determined
through dP
dT
= −pP (t). This equation is easily solved by
P (T ) =
1
τ
e−
T
τ , (4.86)
where the integration constant τ is interpreted as the lifetime of the radioactive
nucleus and we can estimate this time scale as
τ ∼ 1
P
∼ ∆T
p
. (4.87)
We can therefore distinguish between three different time scales: the crossing
time, the characteristic time ∆T and the lifetime τ . As explained above, the CLQG
computation and the other methods used to compute the black hole to white hole
transition all seem to compute the crossing time. To estimate the bounce time, we
can adapt the ideas used to estimate the lifetime of a nucleus. That is,
τBounce ∝ 1
p
∼ 1|W t(m,T )|2 ∼ e
m2
m2p
Ξ
, (4.88)
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to leading order and where Ξ is a numerical factor (an angle) [44]. We deliberately
skipped showing the various steps that lead to this result because it is a very
preliminary computation. It is certainly consistent with observational data, since
this is an unimaginably long time scale, and it is also theoretically more consistent
since τBounce
~→0−→ +∞. It is also what one would naively expect for a tunneling
phenomenon where the transmission probability is generally given by p ∼ e−SE,
where SE is the Euclidean action. For Regge calculus this would become p ∼ em2/m2pθ,
assuming the areas involved in the problem are close to the apparent black/white
hole horizon.
However, this estimate is largely inconclusive. At best, it gives us a hint that the
bounce time is much larger than the originally expected m2 [160]. This in itself
poses a problem because in the construction of the fireworks spacetime we explicitly
assumed Hawking evaporation not to play a role.
This is consistent with a bounce time scale of order m2, but certainly not with
em
2/m2pΞ . Hawking evaporation changes the geometry13 and therefore also affects
the boundary data of the semi-classical coherent states and the details of the CLQG
computation outlined in the previous subsection.
Other problems involve the fact that this computation has been carried out on a
rather corse triangulation and it is not clear how interior faces would change this
result. Also, we have seen in (4.73) that there is a Jacobi theta function in the
amplitude due to its periodicity in ξ. This function has been neglected in the above
estimate. It is important to note that the periodicity in ξ effectively puts constraints
on how much extrinsic curvature we can encode through the coherent states. The
formal relation between the holonomy hAB of the Ashtekar-Barbero connection and
the discrete extrinsic ξ curvature is [38]
hAB(ξ) ∼ eiγξ
σ3
2 , (4.89)
which is 4pi
γ
-periodic and therefore puts an upper bound on ξ on each link of the
boundary graph. This problem could be overcome by refining the triangulation, but
then again the computation of the CLQG amplitude breaks down because of the
introduction of internal faces.
13A modified model which takes into account Hawking evaporation has recently been developed by
Martin-Dussaud and Rovelli [131].
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5On the Evaluation of holomorphic
Transition Amplitudes
Computing the black hole to white hole transition amplitude and extracting physi-
cal predictions from it has proven to be a very challenging task. Several obstacles
have impeded progress in the investigation of this physical scenario. These obsta-
cles involve conceptual issues such as how to define observables in a background
independent quantum theory and the different time scales that appear in the tran-
sition model. Both issues were discussed in the previous chapter.
The other obstacle is of computational nature and is due to a lack of systematic
methods to evaluate CLQG transition amplitudes. So far, the only computational
tool available is the stationary phase approximation [79, 33, 80, 81, 82, 83] which
has been developed by different research groups and it has been shown that it gives
the classical limit of CLQG in terms of (area) Regge calculus.
However, this approximation method also played an important role in subsec-
tion 4.3.3 for estimating the black hole to white hole transition amplitude. This
raises immediately a question: How can a method which has been shown to be
related to the classical limit be used to describe a phenomenon which is clearly not
classical? After all, there is no critical point for the chosen boundary data and this
method should not be applicable!
This is an issue that has been repeatedly raised with the computation presented
in 4.3.3 and it is indeed a justified criticism which needs to be addressed. To do
so, we will first take two steps back in this chapter. In section 5.1 we consider
holomorphic transition amplitudes for (continuum) quantum mechanics. Already
at this stage we will gain some insights which can teach us something about the
much more complicated CLQG amplitudes – or at least we gain a new perspective.
More importantly, we succeed in developing an approximation method which allows
us to evaluate holomorphic amplitudes away from critical points.
Before moving from simple quantum mechanics to CLQG, we add one layer of
complexity to the quantum mechanical transition amplitude and study its discrete
version. This cautious procedure reveals how many results from the continuum
actually survive the transition to the discrete theory and it uncovers issues which
are strictly tied to working with discrete structures. This will give us again some
important pointers for spin foams.
In section 5.2 we then extend the newly developed approximation method to CLQG,
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where it can be understood as a semi-classical expansion of the transition amplitude
around a classical background spacetime.
5.1 Holomorphic Amplitudes in Quantum
Mechanics
5.1.1 Framing the Question
Consider a point particle of mass m moving in a potential V (x). The motion of the
point particle is then quantum mechanically described by the propagator
K(xi, ti;xf , tf ) :=
∫ xf
xi
D[x] e i~S[x], (5.1)
where xi and xf are the fixed initial and final points of the path x ≡ x(t) and
S[x] =
∫ tf
ti
(
1
2
mx˙2 − V (x)
)
dt (5.2)
is the particle’s action. Throughout this section it is assumed that x lives in an
n-dimensional configuration space C. Let us further assume that at the initial time
ti we measured the particle’s position to be qi and its momentum to be pi. These
conditions can conveniently be modeled by saying that the particle’s initial state is
given by the coherent state
Ψσzi(x) =
(
σ2
pi~
)n
4
e−
σ2
2~ (x−qi)2 e
i
~pi(x−qi) . (5.3)
Recall from subsection 2.3.1 that the complex variable zi = qi + iσ−2pi encodes the
boundary data in the sense that the expectation values of the operators xˆ and pˆ are
qi and pi, respectively, while the parameter σ > 0 is closely tied to the uncertainties
∆x and ∆p associated with the measuring process.
Given that the particle’s initial state is (5.3) and that its evolution is described
by (5.1), we may now ask the question: What is the probability to find the particle
in the final state Ψσzf (x), with zf = qf + iσ
−2pf , after a time period T := tf − ti and
how does this probability depend on the boundary data (qi, pi; qf , pf )?
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In search for an answer, we are naturally led to consider the holomorphic transition
amplitude
W σ(zi, zf , T ) :=
∫
R2n
dnxfd
nxi Ψσzf (xf )K(xi, ti;xf , tf )Ψ
σ
zi
(xi)
=
(
σ√
pi~
)n ∫
R2n
dnxfd
nxi
∫ xf
xi
D[x] e−σ
2
2~ ((xi−qi)2+(xf−qf )2) e
i
~(S[x]+pi(xi−qi)−pf (xf−qf ))
=
(
σ√
pi~
)n ∫
R2n
dnxfd
nxi
∫ xf
xi
D[x] e i~A . (5.4)
In the last line we introduced the complex “action”
A[x, T ;xi, xf ; zi, zf ] := S[x] + pi(xi − qi)− pf (xf − qf ) + iσ
2
2
(
(xi − qi)2 + (xf − qf )2
)
,
(5.5)
which depends on the path x and the time interval T through the action functional
S[x], but also on the boundary data (qi, pi; qf , pf ) as well as the end points xi, xf of
the path. The time interval ti − tf makes its appearance only through the action
functional. Surprisingly, the transition amplitude (5.4) can be evaluated exactly for
the free particle and the harmonic oscillator (see Appendix A). In general, however,
we need to resort to approximations in order to evaluate W σ. One possibility is to
determine the asymptotic behavior of the transition amplitude for the case when A
is large compared to ~. How this can be achieved will be reviewed in the following
section and the observations made there will serve as the starting point for a more
refined approximation discussed later on.
5.1.2 Asymptotic Behavior of the Transition Amplitude
Determining the asymptotic behavior of path integrals is of course nothing new
and it is a topic discussed in every textbook on the subject of path integrals. See for
example [161, 162]. The key mathematical tool needed is the so-called stationary
phase approximation and it tells us that path integrals are mostly supported on
classical trajectories on which they take the form
∫ xf
xi
D[x] e i~S[x] ≈
√
i
2pi~
∂2S
∂xi∂xf
e
i
~S(xi,ti;xf ,tf ), (5.6)
up to corrections of order ~. Here, S(xi, ti;xf , tf ) denotes the Hamilton function,
i.e. the action evaluated on a solution of the equations of motion. Of course
we assumed that a classical solution to the equations of motion with boundary
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conditions x(ti) = xi and x(tf ) = xf exists and that it is unique. If no such solution
exists, the amplitude is suppressed, as it is for example the case in quantum
mechanical tunneling. If the solution is not unique, the above asymptotic form is
slightly modified to
∫ xf
xi
D[x] e i~S[x] ≈
√
i
2pi~
∑
k
√
∂2S(k)
∂xi∂xf
e
i
~S
(k)(xi,ti;xf ,tf ), (5.7)
where k labels distinct solutions to the equations of motion. Remarkably, holomor-
phic amplitudes select only one term in the sum (5.7) and they allow us, under
certain conditions, to precisely determine how the amplitude is suppressed when
there is no classical solution satisfying all boundary conditions. Both of these
properties are directly relevant for Covariant LQG and it is therefore well-worth
the time to discuss the asymptotic behavior of holomorphic transition amplitudes
in a bit more detail. To begin, we need the following theorem [163]:
Theorem 5.1.1: Stationary Phase Approximation
Let K ⊂ Rn be a compact set, U an open neighborhood of K and k a positive
integer. Furthermore, let f ∈ C2k0 (K) and A ∈ C3k+1(U). If A satisfies Im[A] ≥
0 in U as well as the so-called critical point equations Im[A(x0)] = 0, A′(x0) = 0
with A′(x) 6= 0 in K \ {x0} and also the condition detA′′(x0) 6= 0, then we have
the following approximation∫
K
f(x) eiλA(x) dnx =
(
2pi
λ
)n
2
e
pii
4
Ind(A′′(x0)) f(x0) e
iλA(x0)√| detA′′(x0)| + O(λ−n2 ),
where λ > 0 and Ind(A′′(x0)), the index of the Hessian matrix, is the number
of negative eigenvalues of A′′(x0).
Above we made use of Landau’s little-O notation, O(λ−
n
2 ), to indicate that the higher
order terms grow slower than λ−
n
2 .
In the case of the holomorphic amplitude, f is just a constant function and A can be
assumed to be smooth on all of Rn. Moreover, the imaginary part of A satisfies
Im[A] =
σ2
2
(
(xi − qi)2 + (xf − qf )2
) ≥ 0 (5.8)
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and so we are left with the task of checking the critical point equations. These
equations come in two types1: For the functional integral over all paths x(t) con-
necting xi to xf we need to take the variation of A with respect to x while for the
integrals over the end points x(ti) ≡ xi and x(tf ) ≡ xf it suffices to take ordinary
derivatives. Obviously, the variation of A with respect to the path x(t) simply yields,
as is well-known, the Euler-Lagrange equations:
δxA = 0 ⇒ ∂L
∂x
− d
dt
∂L
∂x˙
= 0 with x(ti) = xi and x(tf ) = xf . (5.9)
These equations cannot yet be solved since the end points xi and xf have not been
determined (remember that we are integrating over the end points). To remedy
that, we compute the derivative of A with respect to xi and xf which results in the
following complex equations:
∂xiA = 0 ⇒
[
∂S
∂xi
+ pi
]
+ iσ2(xi − qi) = 0
∂xfA = 0 ⇒
[
∂S
∂xf
− pf
]
+ iσ2(xf − qf ) = 0. (5.10)
Since the terms in the square brackets as well as the terms in the round brackets
are real, it is straightforward to separate these equations into real and imaginary
parts:
∂S
∂xi
+ pi = 0 xi − qi = 0
∂S
∂xf
− pf = 0 xf − qf = 0. (5.11)
The two equations on the right hand side obviously impose the boundary conditions
that the trajectory x(t) starts in qi and ends in qf . Hence, the coherent states
directly determine, not very surprisingly, the boundary conditions for the partial
differential equation (5.9). Let us for the time being assume that there is a unique
solution to the boundary value problem (5.9) with initial and final point qi and qf
and let us call this solution xc. Plugging xc into the action functional defines the
Hamilton function Sc(xi, ti;xf , tf ) := S[xc]. As is well-known, the derivatives of this
function with respect to the initial and final positions of a physical trajectory (i.e.
one that solves the equations of motion) are given by
∂Sc
∂xi
= −pi(xi, ti;xf , tf ) and ∂Sc
∂xf
= pf (xi, ti;xf , tf ). (5.12)
1We are strictly speaking cheating because we apply the stationary phase theorem to a functional
integral. The steps that follow are nevertheless justified as can be seen by working with a
discretized path integral [161, 162].
5.1 Holomorphic Amplitudes in Quantum Mechanics 115
The functions pi(xi, ti, xf , tf ) and pf (xi, ti, xf , tf ) are the initial and final momenta
the particle acquires on the physical trajectory. Using this relation between the
derivatives of the Hamilton function and the momenta, the equations on the left
hand side of (5.11) now read
pi − pi(qi, ti; qf , tf ) = 0 and pf (qi, ti; qf , tf )− pf = 0, (5.13)
where we have also used xi = qi and xf = qf . In other words, we find that the
critical point equations are only satisfied if the boundary data (qi, pi; qf , pf ) has
been chosen such that there exists a solution of the equations of motion with initial
and final positions qi and qf , respectively, and whose initial and final momenta are
given by pi and pf , respectively. If these conditions are met, and assuming that the
non-degeneracy condition detA′′(xc) holds, the amplitude is approximately given
by
W σ(zi, zf , T ) =
(
2σ2
det∇qi∇qfSc
det∇2xA(xc)
) 1
2
e
i
~Sc(qi,ti;qf ,tf ) +O(~
1
2 ), (5.14)
where we omitted an overall phase factor and det∇qi∇qfSc is the Van Vleck-Pauli-
Morrette determinant [164, 165, 166]. It emerges after applying the stationary
phase approximation to the functional integral, while det∇2xA(xc) stems from ap-
proximating the two integrals over xi and xf .
Two observations are in order: The first one concerns ~. Notice that we kept ~
explicit in (5.14) and recall from subsection 2.3.1 that σ2 has units of action over
length squared. It follows that the prefactor is dimensionless and independent of ~.
The modulus squared of W σ(zi, zf ;T ), which directly gives the probability of finding
a particle which started in qi with momentum pi at the position qf with momentum
pf after a time T has elapsed, is completely independent of ~. In this sense, we
can justifiably claim that the stationary phase approximation of the holomorphic
amplitude yields the classical limit of the theory.
The second observation concerns the case where there is more than one solution
to the Euler-Lagrange equations. Mathematically speaking, the Euler-Lagrange
equations together with x(ti) = qi and x(tf ) = qf constitute a boundary value prob-
lem (BVP). If a solution exists, there is no guarantee that it is unique. A simple
example to illustrate this fact is the equation of motion of the harmonic oscillator,
x¨(t) + x(t) = 0, with boundary conditions x(0) = 0 and x(pi) = 0, which is solved by
the one-parameter family of solutions x(t) = C sin(t). However, there is a different
way to look at this problem as we also have to take into consideration the critical
point equations (5.13). If it is possible to solve the momenta for the velocities x˙,
we can read (5.13) as boundary conditions on the velocities or, more conveniently,
re-express the BVP as an initial value problem (IVP). That is to say, we seek so-
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lutions of the Euler-Lagrange equations subjected to the initial value conditions
x(ti) = qi and x˙(ti) = f(pi), where f is the function resulting from solving p for
x˙. The advantage of this point of view is that IVP’s for second order differential
equations are guaranteed to have solutions and these solutions are unique!
At this point, it should be remembered that we limited ourselves to action function-
als of the form (5.2), which ensure that the Euler-Lagrange equations are of second
order and that the momenta can always be solved for the velocities. It follows that in
the case of the holomorphic amplitude for this particular class of action functionals
there is no need to sum over distinct classical solutions connecting the end points
qi, qf of the trajectory. The IVP possesses a unique solution and if the boundary
data (qf , pf ) at the end point has been chosen appropriately, equation (5.14) is the
unique classical approximation of the holomorphic amplitude.
We can think of the initial state Ψσzi(x) as representing a measurement which
provides us with the initial value data (qi, pi), the propagator (5.1) encodes the
dynamics and evolves this initial data along a unique classical trajectory while
the final state Ψσzf (x) represents a part of the question “how likely is it to find the
particle at qf with momentum pf?”2. Of course, one does not need to choose the
data (qf , pf ) to lie on a classical trajectory which originates from (qi, pi) and there
are essentially three types of boundary data to be distinguished:
i) Classical data:
The data (qi, pi; qf , pf ) has been chosen such that (qi, pi) is connected to (qf , pf )
by a classical phase space trajectory. In this case we follow [121] and call the
data classical and the amplitude W σ is approximately given by its classical
limit (5.14).
ii) Semi-classical data:
The trajectory which results from evolving the initial data (qi, pi) passes
through a small neighborhood of (qf , pf ), cf. Figure 5.1. In this case, there
is still a classical trajectory but one or several of the critical point equations
involving the final boundary data cannot be satisfied and the amplitude is
therefore suppressed. This type of boundary data is called semi-classical and
in the next section we will see how the suppression factor can be explicitly
determined.
iii) Non-classical data:
The trajectory obtained from evolving the initial data (qi, pi) is not connected
2Of course one can always interchange the role of the initial and final state without affecting the
general picture employed here.
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to the phase space point (qf , pf ) and it does not pass through a small neighbor-
hood of (qf , pf ). In this case, there might be a complex trajectory connecting
(qi, pi) to (qf , pf ). This is for example the case in quantum mechanical tunnel-
ing and the complex trajectories can be found with the help of Picard-Lefschetz
theory [167, 168]. We leave this important case open as subject for future
investigations.
5.1.3 Semi-Classical Boundary Data
Let the path xc(t) satisfy the Euler-Lagrange equations with boundary value
conditions xc(ti) = xi and xc(tf ) = xf . If the boundary data is semi-classical,
xc(t) may fail to satisfy all of the critical point equations (5.11) and the transition
amplitude is therefore suppressed. The following technical result (theorem 7.7.12
in [163]) allows us to quantify what “suppressed” means, provided the boundary
data (qi, pi; qf , pf ) lies in a neighborhood of the end points of the actual phase space
trajectory (q(t), p(t)).
Theorem 5.1.2: Generalized Stationary Phase Approximation
Let A(y, v) be a complex valued C∞ function in a neighborhood U of (0, 0) ∈
Rn+m, such that Im[A] ≥ 0, Im[A(0, 0)] = 0, ∇yA(0, 0) = 0 and det∇2yA(0, 0) 6= 0.
Let u be a C∞ function with compact support in U and 0 < λ ∈ R. Then∫
Rn
u(y, v) eiλA(y,v) dny =
(
2pii
λ
)n
2 u(0)(0, v) eiλA
(0)(v)√
(det∇2yA(0, v))(0)
+ O(λ−
n
2 ),
where the superscript 0 signals that the corresponding function is the 0-th
order term in a Malgrange expansion.
Equipped with this new tool, the strategy is now to apply the usual stationary
phase approximation to the propagator (5.1) under the assumption that the BVP
has a solution xc for the boundary values q˚i := xc(ti) and q˚f := xc(tf ), while the
generalized stationary phase approximation 5.1.2 is reserved for the integrals
needed to contract the propagator with the boundary states. Since xc(t) solves the
Euler-Lagrange equations, it also generates the momenta p˚i := −∂Sc∂q˚i and p˚f := ∂Sc∂q˚f
and therefore (q˚i, p˚i; q˚f , p˚f ) constitutes, according to the classification introduced in
the previous section, classical data.
The actual boundary data (qi, pi; qf , pf ) encoded into the coherent states may of
course not coincide with the classical data and it is therefore convenient to parametrize
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the boundary data in terms of (q˚i, p˚i; q˚f , p˚f ) and variables ri, rf , si, sf , which measure
the discrepancy between the two data sets:
qi = q˚i + ri pi = p˚i + si
qf = q˚f + rf pf = p˚f + sf . (5.15)
To bring the holomorphic amplitude into a form suitable for the application of
theorem 5.1.2, we perform the change of integration variables y := (yi, yf )ᵀ :=
(xi − q˚i, xf − q˚f )ᵀ, which leaves the measure unaffected. However, in terms of the
newly introduced variables, the complex action (5.5) now reads
A(y, r, s) = Sc(yi + q˚i, ti; yf + q˚f , tf ) + (p˚i + si)(yi − ri)− (p˚f + sf )(yf − rf )
= + i
σ2
2
(
(yi − ri)2 + (yf − rf )2
)
, (5.16)
where the Hamilton function Sc(xi, ti;xf , tf ) appears because we assumed xc(t) to
solve the Euler-Lagrange equations which arose from approximating the propagator
and we used xi = yi+q˚i as well as a similar equation for xf . It is now straightforward
to check that all the conditions of the above theorem are met:
Im[A(y, v)] =
σ2
2
(
(yi − ri)2 + (yf − rf )2
) ≥ 0 ⇒ Im[A|c] = 0
∇yA|c =
(
∂Sc
∂yi
+ p˚i + si + iσ
2(yi − ri)2
∂Sc
∂yf
− p˚f − sf + iσ2(yf − rf )2
)∣∣∣∣∣
c
=
(
0
0
)
, (5.17)
where the notation A|c signalizes that A is being evaluated at the critical point
y = r = s = 0. The non-degeneracy of the Hessian ∇2yA
∣∣
c
= ∇2ySc + iσ21n×n follows
from the fact that ∇2ySc is a real symmetric matrix and as such only has real
eigenvalues. Hence, if det(∇2ySc + iσ21n×n) = 0 were true, ∇2ySc would possess the
purely imaginary eigenvalue −iσ2, which is a contradiction.
To proceed we need to compute the 0-th order Malgrange function A(0). According
to Malgrange’s preparation theorem (see for instance [163]) any complex function
A(y, v) which is smooth in a neighborhood U of (0, 0) ∈ Rn+m can be written as
A(y, v) =
∑
|α|<N
A(α)(v)
α!
(y −X(v))α mod IN ∀N ∈ N, (5.18)
where A(α), X ∈ C∞ with X(0) = 0, α is a multi-index, and I denotes the ideal of
functions generated by ∇yA(y, v). This is a technical and highly non-trivial piece of
mathematics, but fortunately we do not need to delve too deep into the theory of
ideals and it is easy to understand how to use this result to our advantage. First of
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all, according to [163], we can exploit the fact that the expansion is only defined
modulo IN to set the vector A(1) = 0. After that, we are left with an expansion for
A(y, v) which is polynomial in y and potentially non-polynomial but still smooth in
v. This should be contrasted with a Taylor expansion which is polynomial in all
variables and which satisfies the condition that the k-th derivative of the function at
the expansion point x0 equals the k-th derivative of the Taylor polynomial around
that same point. However, unlike Taylor’s theorem, Malgrange’s preparation
theorem does not provide a prescription to construct this expansion for any given
function A(y, v), it merely states that the right hand side of (5.18) exists.
Hence, our task is now to determine the vector field X, and, assuming we chose
N = 3, the scalar A(0) and the matrix A(2). As mentioned above, we can set A(1) = 0
and to determine the other unknown functions we compare the Taylor expansion
A(y, v) = A|c + yᵀ∇yA|c︸ ︷︷ ︸
=0
+ vᵀ∇vA|c︸ ︷︷ ︸
=0
+ yᵀ∇v∇yA|c︸ ︷︷ ︸
=:K
v +
1
2
yᵀ∇2yA
∣∣
c︸ ︷︷ ︸
=:H
y
+
1
2
vᵀ∇2vA
∣∣
c︸ ︷︷ ︸
=:M
v +R3(y, v) (5.19)
with rest term R3(y, v) around the critical point c order by order with the Malgrange
expansion
A(y, v) = A(0)(v) +
1
2
(y −X(v))ᵀ A(2)(v) (y −X(v)) . (5.20)
This comparison can be naturally structured as follows:
A) A|c +
1
2
vᵀMv = A(0)(v) +
1
2
X(v)ᵀA(2)(v)X(v) (independent of y)
B) yᵀKv = −1
2
[
yᵀA(2)(v)X(v) +X(v)ᵀA(2)(v) y
]
(linear in y)
C)
1
2
yᵀHy =
1
2
yᵀA(2)(v) y (quadratic in y) (5.21)
Equation (5.21) C) implies that the matrix A(2)(v) is equal to the non-degenerate
Hessian matrix H. Then (5.21) B) implies
yᵀKv = −yᵀHX(v) ⇒ X(v) = −H−1Kv, (5.22)
where we used the symmetry of the Hessian and its non-degeneracy. Plugging the
results of C) and B) into A) finally yields
A(0)(v) = Sc(q˚i, ti; q˚f , tf ) +
1
2
vᵀ
(
M −KᵀH−1K) v, (5.23)
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where we have used A|c = Sc(q˚i, ti; q˚f , tf ) and the 2n × 4n matrix K is explicitly
given by
K := ∇v∇yA|c =
(
−iσ21n×n 0 1n×n 0
0 −iσ21n×n 0 −1n×n
)
(5.24)
while the non-degenerate 4n× 4n-matrix M can be written as
M := ∇2vA
∣∣
c =

iσ21n×n 0 −1n×n 0
0 −iσ21n×n 0 1n×n
−1n×n 0 0 0
0 1n×n 0 0
 , (5.25)
from which one easily deduces detM = 1, and the 2n× 2n non-degenerate Hessian
matrix reads
H := ∇2yA
∣∣
c
= ∇2yS
∣∣
c
+ iσ212n×2n. (5.26)
Notice that for v = 0, i.e. when there is neither discrepancy between the position
data and the actual end points of the trajectory xc(t) nor discrepancy between the
momentum data and the momenta computed from Hamilton’s function, A(0) simply
reduces to Sc(qi, ti; qf , tf ), exactly as we would have expected.
When v is not the zero vector, A(0)(v) can acquire an imaginary part due to the
presence of iσ2 factors in the matrices K,M,H and this imaginary part leads to
a suppression of the transition amplitude. One may of course worry that the
imaginary part Im[A(0)(v)] is smaller than zero, which would result in an expo-
nentially enhanced amplitude which in turn is physically untenable. However,
Hörmander [163] puts our mind at ease:
Theorem 5.1.3: Imaginary Part of A(0)
Let A(y, v) be a complex valued C∞ function in a neighborhood U of (0, 0) ∈
Rn+m, such that Im[A] ≥ 0, Im[A(0, 0)] = 0, ∇yA(0, 0) = 0 and det∇2yA(0, 0) 6= 0.
Then
Im[A(0)(v)] ≥ C ‖Im[X(v)]‖2
in a neighborhood of v = 0 and for some constant C > 0. If Im[A] = 0 can only
be attained at (0, 0) and nowhere else, then
Im[A(0)(v)] ≥ 0
and equality holds only at v = 0.
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Putting all the pieces together, we conclude that the holomorphic transition ampli-
tude for semi-classical boundary data can be approximated by
W σ(zi, zf , T ) =
(
2σ2
det∇q˚i∇q˚fSc
detH
) 1
2
exp
(
i
~
Sc +
i
2~
vᵀ
(
M −KᵀH−1K) v)+ O(~ 12 ),
(5.27)
where we dropped again an over-all phase factor. Because ∇2yA
∣∣
y=0
is independent
of v and, moreover, equivalent to H = ∇2yA
∣∣
c
, the pre-factor turns out to be again
exactly the same as in (5.14). In particular, this means that it is again independent
of ~. What is different, however, is the exponential which is not a pure phase any
more. Instead, we find that the amplitude is suppressed by the factor
exp
(
− 1
2~
Im
[
vᵀ
(
M −KᵀH−1K) v]) , (5.28)
which explicitly depends on ~ and where Im [vᵀ (M −KᵀH−1K) v] is guaranteed to
be smaller or equal to zero in a neighborhood of v = 0 due to theorem 5.1.3.
Just as (5.14) can be seen as the classical limit of the theory, we can think of (5.27)
as a semi-classical approximation. In fact, the modulus squared of the transition
amplitude (5.27) can be interpreted, for ri = si = 0, as the probability to find a
particle, which started from the phase space point (qi, pi), in a neigborhood of the
classically expected final phase space point (qf , pf ). This situation is also illustrated
in Figure 5.1.
 
 
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Fig. 5.1.: The modulus squared |W σ(qi, pi, ti; qf , pf , tf )|2 with ri = si = 0 computes the
probability to find a particle within a neighborhood of the classically expected end
point of a phase space trajectory.
As mentioned in the previous subsection, in the case of the free particle and the
harmonic oscillator it is actually possible to compute the holomorphic transition
amplitude analytically. In Appendix A we make use of this fact and compare
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the exact analytical expressions with the approximation (5.27). We find perfect
agreement between |W σexact|2 and |W σapprox.|2 in all examined scenarios.
While this is very reassuring, the question remains what all of this has to do with
CLQG transition amplitudes. As we will discuss in more detail later on, the newly
introduced methods of this section can be applied to holomorphic CLQG transition
amplitudes, where they shed some new light on the classical limit as well as on the
black hole to white hole computation of chapter 4. However, so far we have been
working with a continuum theory where we could use the calculus of variations
and resort to well-known theorems about BVP’s and IVP’s. These tools are not
available in a discrete theory and it is not clear if, or to what extent, the results
reported thus far hold for a discretized holomorphic amplitude. It is important to
address these concerns in the context of quantum mechanics, where we can always
use the continuum theory to guide our way, before advancing to CLQG, where the
continuum theory is unknown.
5.1.4 Discretized Holomorphic Amplitude
Let us discretize the time interval [ti, tf ] by an equidistant partition of step length
ε :=
tf−ti
N
for some N ∈ N. Let {tk} with tk := ti + εk for k ∈ {0, 1, . . . , N} denote
the set of instants of time and identify t0 ≡ ti and tN ≡ tf . The discretized path
x(t) with x(ti) = xi and x(tf ) = xf is then given by the set {xk} with xk := x(tk),
k ∈ {0, 1, . . . , N}, and where we naturally identify x0 ≡ xi and xN ≡ xf . On occasion,
we will visualize the discretized path as a collection of N + 1 vertices, labeled by xk,
which are joined by N line segments. We can then approximate the unitary time
evolution operator U(tf , ti) = exp(− i~
∫ tf
ti
Hˆ dt) in the usual way [161, 162] by the
time-ordered product U(tf , ti) ≈
∏N
k=1 U(tk, tk−1). It follows that the propagator on
discretized paths assumes the approximate form
K(xi, ti;xf , tf ) = 〈xf |U(T )|xi〉 ≈
〈
xf |
N∏
k=1
U(tk, tk−1)|xi
〉
. (5.29)
While not strictly necessary, it will prove to be very advantageous to rewrite the
above propagator in terms of coherent heat kernel states. To that end, we need to
use the easy to verify resolution of identity3∫
R2n
dnq dnp
(2pi~)n
∣∣Ψ ρq,p〉 〈Ψ ρq,p∣∣ = 1, (5.30)
3Notice that in the resolution of identity we are integrating over the boundary data q and p. This
is a point that sometimes causes confusion.
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which we already encountered in chapter 2. We insert one such resolution of
identity between each U(ε) in the above product. That is a total of N − 1 insertions.
Moreover, we insert one resolution of identity between 〈xf | and the first U(ε) and
an other one between the last U(ε) and |xi〉. This increases the total number of
insertions to N + 1 and the propagator assumes the following form:
〈xf |U(T )|xi〉 ≈
∫
R2n(N+1)
(
N∏
k=0
dnqk d
npk
(2pi~)n
)〈
xf |Ψ ρqN ,pN
〉
〈Ψ ρqN ,pN |
(N−1∏
k=1
U(ε)|Ψ ρqk,pk〉〈Ψ ρqk,pk |
)
U(ε)|Ψ ρq0,p0〉
〈
Ψ ρq0,p0 |xi
〉
. (5.31)
A closer inspection of the product in (5.31) reveals that there are N matrix elements
of the form
〈Ψ ρqk,pk |U(ε)|Ψ ρqk−1,pk−1〉 for k ∈ {1, 2, . . . , N}. (5.32)
To evaluate these matrix elements, we need to insert resolutions of identity of the
form
∫
Rn d
nxk |xk〉 〈xk| = 1. We insert two resolutions of identity per matrix element:
One between 〈Ψ ρqk,pk | and U(ε) and a second one between U(ε) and |Ψ ρqk−1,pk−1〉. This
results in ∫
Rn
dnxk
∫
Rn
dnx′k−1
〈
Ψ ρqk,pk |xk
〉 〈xk|U(ε)|x′k−1〉〈x′k−1|Ψ ρqk−1,pk−1〉. (5.33)
As a notational convention we use that resolutions of identity inserted to the right
of U(ε) carry a prime, i.e.
∫
Rn d
nx′k−1|x′k−1〉〈x′k−1|. From the standard treatment of
path integrals [161, 162] we know that
〈xk|U(ε)|x′k−1〉 = e
i
~
(
m
2
(xk−x′k−1)
2
ε
−εV (x′k−1)
)
, (5.34)
while 〈x′k−1|Ψ ρqk−1,pk−1〉 is given by (see subsection 2.3.1)
〈x′k−1|Ψ ρqk−1,pk−1〉 ≡ Ψ ρqk−1,pk−1(x′k−1) =
(
ρ2
pi~
)n
4
e−
ρ2
2~ (x
′
k−1−qk−1)2 e
i
~pk−1(xk−1−qk−1) . (5.35)
The element 〈Ψ ρqk,pk |xk〉 has the same form, but is complex conjugate. With these
results, we can express the matrix element 〈Ψ ρqk,pk |U(ε)|Ψ ρqk−1,pk−1〉 as
〈Ψ ρqk,pk |U(ε)|Ψ ρqk−1,pk−1〉 =
(
ρ2
pi~
)n
2
∫
Rn
dnxk
∫
Rn
dnx′k−1 e
i
~Lk,k−1 , (5.36)
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where we introduced a bulk Lagrangian Lk,k−1 associated to the k-th line segment,
i.e. the segment connecting the k − 1 vertex to the k vertex, and which is defined
as
Lk,k−1 :=
m
2
(xk − x′k−1)2
ε
− εV (x′k−1) + pk−1(x′k−1 − qk−1)− pk(xk − qk)
+ i
ρ2
2~
(
(xk − qk)2 + (x′k−1 − qk−1)2
)
. (5.37)
We now have all the necessary parts to re-write the propagator (5.31). However, we
really want to discuss the discretized holomorphic amplitude
W σ (˚zi, z˚f , T ) :=
∫
Rn
dnxi
∫
Rn
dnxf Ψσq˚f ,p˚f (xf ) 〈xf |U(T )|xi〉Ψσq˚i,p˚i(xi). (5.38)
Before we proceed, a word about notation: In order to distinguish the boundary
data (q˚i, p˚i; q˚f , p˚f ) from the auxiliary variables ({qk}, {pk}) introduced by the N + 1
resolutions of identity, we place a ring on top of it. Also, the parameter ρ is part
of the definition of the coherent states used in the resolution of identity, but it is
completely devoid of physical meaning. Unlike the parameter σ which appears
through the boundary coherent states and is of physical significance.
We can discretize the holomorphic amplitude (5.38) by replacing the propagator
〈xf |U(T )|xi〉 by the right hand side of (5.31) where the N matrix elements involving
the U(ε) have been substituted by (5.36). Moreover, we need to use (5.35). The
result of these operations reads
W σ (˚zi, z˚f , T ) =
(
σ2
pi~
)n
2
(
ρ2
pi~
)n(N+1)
2
∫
Rn
dnxi
∫
Rn
dnxf
∫
RnN
(
N∏
k=1
dnxk
)
×
×
∫
RnN
(
N∏
k=1
dnx′k−1
)∫
R2n(N+1)
(
N∏
k=0
dnqk d
npk
(2pi~)n
)
e
i
~A . (5.39)
The function A denotes the discretized holomorphic action and it is explicitly
given by
A =
N∑
k=1
(
m
2
(xk − x′k−1)2
ε
− εV (x′k−1)
)
+
N∑
k=1
(
pk−1(x′k−1 − qk−1)− pk(xk − qk)
)
+ i
ρ2
2~
N∑
k=0
(
(xk − qk)2 + (x′k − qk)2
)
+ pN(xf − qN)− p0(xi − q0)
+ i
ρ2
2~
(
(xi − q0)2 + (xf − qN)2
)
+ p˚i(xi − q˚i)− p˚f (xf − q˚f )
+ i
σ2
2~
(
(xi − q˚i)2 + (xf − q˚f )2
)
(5.40)
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We recognize the first sum as being the discretized action functional (5.2), while
the second and third sums arise from the coherent states used in the bulk (i.e. not
at the end points) of the discretized path. All the terms that appear after the third
sum are associated to the end points of the path.
Our goal is now to understand the classical limit of the discretized holomorphic
amplitude. To that end, one can check without any difficulties that all conditions of
theorem 5.1.1 are satisfied. Hence, we can determine the critical point equations
which, in particular, means that we need to take derivatives of A with respect to xi,
xf , {xk} and {x′k−1} for k ∈ {1, 2, . . . , N}. This amounts to the following equations:
∂A
∂xi
!
= 0 ⇔ p˚i − p0 + iρ
2
~
(xi − q0) + iσ
2
~
(xi − q˚i) = 0
∂A
∂xf
!
= 0 ⇔ pN − p˚f + iρ
2
~
(xf − qN) + iσ
2
~
(xf − q˚f ) = 0
∂A
∂xk
!
= 0 ⇔ m
ε
(xk − x′k−1)− pk + i
ρ2
~
(xk − qk) = 0
∂A
∂x′k−1
!
= 0 ⇔ −m
ε
(xk − x′k−1)− εV ′(x′k−1) + pk−1 + i
ρ2
~
(x′k−1 − qk−1) = 0 (5.41)
Let us first focus on the first two equations and split them into real and imaginary
parts. From the real parts we straightforwardly deduce
p0 = p˚i and pN = p˚f . (5.42)
The imaginary part can be solved if we keep in mind that on the critical point, the
imaginary part of the discretized holomorphic action (5.40) has to vanish. This then
leads to the unique solutions
xi = q0 = q˚i and xf = qN = q˚f . (5.43)
These solutions imply that the boundary data (q˚i, p˚i; q˚f , p˚f ) fixes the values of the
auxiliary variables (q0, p0; qN , pN) introduced by the resolutions of identity and they
also fix the end points xi and xf of the propagator.
Next we consider the imaginary parts of the last two equations in (5.41). These are
unambiguously solved by
xk = qk and x′k−1 = qk−1 for allk ∈ {1, 2, . . . , N}, (5.44)
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and these solutions also ensure Im[A] = 0 at the critical point. We can now use
these solutions to simplify the real parts of the last two equations in (5.41). These
equations then become
m
ε
(qk − qk−1)− pk = 0
−m
ε
(qk − qk−1)− εV ′(qk−1) + pk−1 = 0. (5.45)
By adding and subtracting the above equations from each other, we obtain the
following solutions for the auxiliary variables ({qk}, {pk})
pk = pk−1 − ε∂V (qk−1)
∂qk−1
qk = qk−1 +
ε
m
pk, (5.46)
which hold for all k ∈ {1, 2, . . . , N}. At this point it is worth-while to pause and
remark on the simplicity of these solutions, their transparent interpretation and
the advantage they provide in numerical computations. The right hand side of
the first equation in (5.46) only depends on variables living on the (k − 1)-th node
of the discretized path while the second equation involves the position qk−1 and
the newly computed momentum pk. Moreover, we know from equations (5.42)
and (5.43) that p0 = p˚i and q0 = q˚i. Hence, it follows that the initial data (q˚i, p˚i) is
sufficient to recursively compute all qk, pk with k ∈ {1, 2, . . . , N}. Moreover, {qk}
and {pk} are uniquely determined by (5.46) and the initial data. In other words:
The equations (5.46) together with the initial data guarantee the existence and the
uniqueness of the discretized solution {qk} and can therefore be interpreted as the
discrete analogue of an initial value problem (IVP).
This should be contrasted with the critical point equations obtained from the
discretized propagator (5.29) alone. That is, assume we only consider the propagator
and we do not use the resolution of identity in terms of the coherent states Ψ ρqk,pk .
Then we would approximate the propagator in the usual way [161, 162], which
would give rise to the discrete action
S =
N∑
k=1
(
m
2
(xk − xk−1)2
ε
− εV (xk−1)
)
(5.47)
and the critical point equations that result from this action are
m
ε
(xk+1 − 2xk + xk−1) + ε∂V (xk)
∂xk
!
= 0 for all k ∈ {1, 2, . . . , N − 1}. (5.48)
5.1 Holomorphic Amplitudes in Quantum Mechanics 127
Notice that these equations are in general not linear because of the potential V (xk).
Moreover, we do not have two initial conditions, but rather we have fixed end points,
x0 ≡ xi and xN ≡ xf . Hence, we can regard this equation as the discrete analogue of
a boundary value problem (BVP), which we already encountered in subsection 5.1.2
when discussing the continuum theory.
In fact, these equations display some of the same problems as their continuous
counterparts: Solving (5.48) for xk in general requires inverting the potential V (xk).
This is a highly non-trivial problem and it necessitates the use of further approxi-
mation techniques. However, even when the potential is simple enough that it can
be inverted it might result in a multivalued solution. Putting even this issue aside,
finding a unique solution for xk is still not enough to solve the system (5.48) because
of the presence of xk+1. To find a solution to the whole system it is necessary to first
solve these potentially non-linear equations formally (i.e. finding xk as function
of other xk’s), until one can use x0 and xN to compute actual numerical values for
the variables {xk}. Evidently, this is a tedious and difficult exercise and there is
no guarantee that a solution can be found. Plus, there might be several solutions
and it is not clear how to discriminate between them. The IVP (5.46) overcomes
all these difficulties and it allows us to compute the discrete solution quickly end
efficiently. An example will be provided further below.
However, these differences also raise some questions: What would have happened
if we had not used the resolution of identity (5.30) to derived the holomorphic
action (5.40)? Would we run into trouble if we discretized the propagator in the
traditional way and contracted it with coherent states? This procedure would give
rise to a different discretized holomorphic action,
A˜ :=
N∑
k=1
(
m
2
(xk − xk−1)2
ε
− εV (xk−1)
)
+ p˚i(xi − q˚i)− p˚f (xf − q˚f )
+ i
σ2
2~
(
(xi − q˚i)2 + (xf − q˚f )2
)
, (5.49)
which is clearly the discrete analogue of the holomorphic action encountered in the
foregoing subsection. The critical point equations for xk would be given by (5.48)
plus
x0 ≡ xi = q˚i and xN ≡ xf = q˚f . (5.50)
It seems that one runs into the same problems as with (5.48). However, there are
now modifications induced by the coherent states. In fact, now we also need to take
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derivatives with respect to xi ≡ x0 and xf ≡ xN . Let us have a closer look at the
equation for x0:
∂A˜
∂x0
!
= 0 ⇔ p˚i − m
ε
(x1 − x0)− εV ′(x0) = 0 (5.51)
Using x0 = q˚i, this equation can easily be solved for x1 yielding
x1 = q˚i + (p˚i − εV ′(q˚i))︸ ︷︷ ︸
=:p1
ε
m
. (5.52)
This solution has precisely the same form as the second equation in (5.46) and
notice that it is crucial that we know the momentum data p˚i. This ensures that we
can actually compute x1 and with this we know two initial points, x0 and x1. Hence,
we find again that we are dealing with an IVP, not a BVP.
In fact, knowing x0 and x1 allows us to iteratively solve (5.48). To see how this
works, let us have a look at the equation for k = 1:
m
ε
(x2 − 2x1 + x0) + εV ′(x0) = 0. (5.53)
Using x0 = q˚i and x1 = q˚i + p1 εm , where p1 is the auxiliary variable defined in (5.52),
we can re-write this equation as
m
ε
(x2 − x1) + m
ε
(q˚i − x1)︸ ︷︷ ︸
=−p1
+ εV ′(x1) = 0
⇒ m
ε
(x2 − x1)− (p1 − εV ′(x1))︸ ︷︷ ︸
=:p2
= 0 (5.54)
where we have introduced a new auxiliary variable, p2 := p1 − εV ′(x1), which is
completely determined by quantities we already know. We therefore find for x2
x2 = x1 +
ε
m
p2. (5.55)
The auxiliary variable p2 and the value of x2 are determined by precisely the same
equations as (5.46)! We can iterate the process just illustrated and determine all xk
by splitting the equations in a smart way and introducing auxiliary variables pk.
Doing so amounts to proving that the solutions (5.46) also solve the critical point
equations derived from A˜!
This is a nice consistency check and we find some close analogies to the continuum
case. Let us summarize our findings:
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• If we only consider the propagator, not the holomorphic amplitude, and we
discretize it using standard techniques, we simply find the discretized ac-
tion (5.47). The resulting critical point equations (5.48) are in general difficult
to solve because we only have the initial and final point of the path as data
and the equations are non-linear. This non-linear behavior can also give rise
to multivalued solutions. Hence, we are confronted with a BVP, just as in the
continuum case discussed in the previous subsection.
• If we discretize the holomorphic amplitude directly, i.e. if we discretize the
propagator using standard techniques but also take into account the contrac-
tion with the coherent states, we find the discretized holomorphic action (5.49).
This is precisely the discrete analogue of (5.5) one would expect. Since we
know the initial data (q˚i, p˚i), we can solve the critical point equations itera-
tively be splitting them in a smart way. Hence, we can “evolve” the data (q˚i, p˚i)
in a unique way and we find a discrete analogue of an IVP.
• Finally, we can also discretize the holomorphic amplitude by inserting res-
olutions of identity in terms of coherent states. The resulting discretized
holomorphic action looks very complicated, but the critical point equations are
very simple. In fact, the effect of the coherent states is that they perform the
aforementioned splitting of equations for us and we can recognize more easily
that there is a unique solution to the critical point equations. Moreover, this
solution solves also the critical point equations of the discretized holomorphic
amplitude described in the foregoing bullet point. This had to be expected
since the two discretizations only differ by a number of insertions of identities!
The idea that the critical point equations derived from the discrete holomorphic
action (5.40) constitutes and IVP can be made even more precise. In fact, we
recognize the equations (5.46) to represent what in numerical mathematics are
known as the equations of the forward Euler method for numerical integration
of ordinary differential equations (ODE’s). This method can be summarized as
follows [169]:
empty line
Let y′(t) = f(t, y(t)) with y(t0) = y0 be the ODE to be solve. Furthermore, assume
f : [ti, tf ] × RN → RN to be continuous and to satisfy the Lipschitz condition
‖f(t, y)− f(t, z)‖ ≤ L‖y − z‖. Choose a step size ε for every step and set tk = t0 + εk.
Then, a step from tk−1 to tk is given by
yk = yk−1 + εf(tk−1, yk−1). (5.56)
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The value yk is an approximate solution to the ODE at time tk: yk ≈ y(tk).
empty line
It can be shown [169] that the discrete solution {yk} provided by the Euler method
converges to the smooth solution y(t) of the original IVP. This follows from the
following error estimates [169]:
i) The error caused by one iteration, the so-called local truncation error (LTE), is
given by
LTE := y(t0 + ε)− y0 = 1
2
ε2y′′(t0) +O(ε3), (5.57)
i.e. the error grows locally like ∼ ε2.
ii) The cumulative error caused by many iterations, the so-called global trunca-
tion error (GTE), is bound from above by
GTE := ‖y(t)− y˜(t)‖ ≤ εM
2L
(
eL(t−t0)−1) , (5.58)
where M is the upper bound on the second derivative of y, |y′′(t)| ≤M , L is a
Lipschitz constant, and y˜ is the solution computed from the Euler method. In
general the GTE overestimates the actual error.
Returning to the critical point equations (5.46), we see that the Euler method
implies that these equations approximate the classical phase space trajectory
(q(t), p(t)) which starts in (q˚i, p˚i).
So far we assumed q˚i, p˚i to represent the initial data and then, as long as | ∂V∂qk−1 | <∞,
the Euler method generates a discrete solution ({qk}, {pk}). However, there is also
the data (q˚f , p˚f ) on the end point of the discrete trajectory. Since we are working
with a discretization, we introduce numerical errors by hand and it is therefore
unlikely that the last critical point equation, qN = q˚f and pN = p˚f , can be satisfied. It
follows that the transition amplitude is suppressed and, moreover, the suppression
factor is given by (5.28). Hence, the transition amplitude is not only suppressed for
semi-classical boundary data, it has to be expected in general that it is suppressed
simply because of numerical errors.
This is clearly an unsatisfactory situation and that is precisely where the above
error estimates come to our help. Whether or not qN 6= q˚f and pN 6= p˚f is due to the
non-existence of a classical trajectory or to numerical errors can be decided by
‖qN − q˚f‖ < εKq . GTE and ‖pN − p˚f‖ < εKp . GTE (5.59)
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for some appropriately chosen constants Kq, Kp. In other words, we can introduce
fiducial regions ‖qN − q˚f‖ . εKq and ‖pN − p˚f‖ . εKp, for which we declare the
numerical solution to be accurate enough. The GTE may serve as a guide line
in establishing such regions. Hence, we can visualize what is happening in the
discrete theory as in Figure 5.2.
 
 
 
 
 
 
 
 
 
 
Fig. 5.2.: The qualitative picture of the discrete theory. It reproduces most aspects of the
continuum theory.
The initial data (q˚i, p˚i) is evolved by the discrete propagator and the discrete phase
space trajectory (orange line) can be made to converge to the classical phase space
trajectory (blue curve). However, due to numerical errors, we may not be able to sat-
isfy the last equation. Hence, we define a fiducial region (green disc) within which
we can confidently ascribe any deviation between boundary data and computed
solution to numerical errors. Within this region, we also disregard the suppression
factor (5.28).
Alternatively, we can use the Euler method to evolve the data (q˚i, p˚i) and use it to
define what (q˚f , p˚f ) should be. Then, we can study semi-classical deviations around
the final point (q˚f , p˚f ) which has been determined by the discretized classical equa-
tions. This is precisely the strategy which we will use in the CLQG case in the next
section.
Before proceeding to the next section, where we apply the approximation methods
discussed here to the holomorphic CLQG transition amplitude, we make a final
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observation. We may regard the critical point equations (5.46) also as discretized
Hamiltonian equations of motion:
∂H
∂q
= −p˙ −→ ∂V
∂q
∣∣∣∣
q=qk−1
= −pk − pk−1
ε
⇔ pk = pk−1 − ∂V (qk−1)
∂qk−1
∂H
∂p
= q˙ −→ p
m
∣∣∣
p=pk
=
qk − qk−1
ε
⇔ qk = qk−1 + ε
m
pk (5.60)
This fits very well into the phase space picture reported here, but at the time of
writing this connection has not been fully explored. We keep it in mind though, as
it would be interesting to see if in CLQG it is possible to establish a connection to
the (discrete) canonical theory.
5.2 Semi-Classical Transition Amplitudes in Spin
Foams
Consider a compact spacetime region R enclosed by a three-dimensional spacelike
hypersurface Σ. Triangulate both manifolds and assign an extrinsic coherent
state Ψ tΓ,H to the boundary graph Γ . Choose the boundary data (a`, ξ`, ~ns(`), ~nt(`))
and the semi-classicality parameter t such that the boundary state is peak on an
intrinsic and extrinsic three-geometry with large areas a` and small spread in the
conjugate variables A` and h`. Then we can assign the holomorphic transition
amplitude (4.38) to the triangulated spacetime region.
In a physical situation such as the one described in [160, 43], we may further wish
to divide the boundary into two pieces4. Call them Σin and Σout, and choose them
such that Σ = Σin ∪ Σout and Ψ tΓ,H = Ψ tΓin,Hin ⊗ Ψ tΓout,Hout. The state Ψ tΓin,Hin associated
to the triangulation of Σin can then be taken to represent our knowledge of the
spacetime geometry at a certain instant of time while the state Ψ tΓout,Hout describes
the spacetime geometry at a different instant of time. The question we are now
interested in is: Given the initial state Ψ tΓin,Hin on the spacetime slice Σin, what is the
amplitude to find the spacetime slice Σout to be described by Ψ tΓout,Hout, where Hout
deviates from the classically expected boundary data?
This setup is the quantum gravity analogue of the situation described in subsec-
tion 5.1.1 and we will emulate the strategy used for the quantum mechanical case
to answer the above question. In the next subsection we will briefly discuss the
4Notice that we can introduce this subdivision, but we do not have to. The advantage is of course
that we can talk about the transition from one geometry to an other geometry and relate more
easily to processes such as the one described in [43].
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classical limit of holomorphic CLQG amplitudes and contrast the results with the
classical limit of the propagator discussed in 4.2.4.
We then follow up with developing an approximation for CLQG transition ampli-
tudes which depend on semi-classical boundary data.
5.2.1 Classical Limit of Holomorphic CLQG Amplitudes
In chapter 4 we gave a detailed derivation of the holomorphic CLQG transition
amplitude on a 2-complex C with boundary graph Γ . In a strongly simplified
notation, this amplitude can be re-written as
W tC(H`) :=
〈
WC Ψ tΓ,H`
〉
=
∑
jf,j`
ν(j)
∫
SL(2,C)
dµ(g)
∫
CP1
dρ(z) eiA[g,z;a,ξ,ns,nt], (5.61)
where ν(j) is a certain polynomial of bulk and boundary spins, dµ(g) is an appropri-
ately regularized product of SL(2,C) Haar measures, dρ(z) refers to a product of
certain homogeneous and SL(2,C) invariant measures on CP1 and z ∈ C2 denotes
auxiliary spinorial variables. For detailed definitions of all measures and variables
see chapter 4 section 4.1. Recall also from that section that the holomorphic spin
foam action is defined as
A[g, z; a, ξ,ns,nt] :=
∑
f∈B
Lf[g, z] +
∑
`∈Γ
(
B˜`[g, z] +D`[a, ξ,ns,nt]
)
, (5.62)
where the bulk Lagrangian Lf, the boundary term B˜` and the contribution D` from
the boundary data are given by
Lf[g, z] := γjf
∑
e∈f
(
ln
〈Zve′f|Zve′f〉
〈Zv′e′f|Zv′e′f〉 −
i
γ
ln
〈Zv′e′f|Zve′f〉2
〈Zv′e′f|Zv′e′f〉 〈Zve′f|Zve′f〉
)
B˜`[g, z] := γj`
(
ln
〈Zv(n)n`|Zv(n)n`〉
〈Zvn′`|Zvn′`〉 −
i
γ
ln
〈Zvn′`|zn′`〉2 〈zn`|Zv(n)n`〉2
〈Zvn′`|Zvn′`〉 〈Zv(n)n`|Zv(n)n`〉
)
D`[a, ξ,ns,nt] := i(j` − a`)2t− γj`ξ` − ij` ln
〈
ns(`)|zn`
〉2 〈zn′`|nt(`)〉2
〈zn`|zn`〉 〈zn′`|zn′`〉 . (5.63)
Considering that there is a large amount of indices, variables, and parameters,
it is advisable recalling some of the definitions provided in chapter 4 to avoid
confusion: The indices v, e, f stand for vertex, edge and face, respectively, and
they are associated with the bulk B of the 2-complex. Links and nodes, on the
other hand, live on the boundary of the 2-complex and they are designated by `
and n, respectively. Consequently, we think of the spinorial variables Zvef as being
134 Chapter 5 On the Evaluation of holomorphic Transition Amplitudes
associated with the bulk while zn` belong to the boundary. There is one type of
variable, Zvn` := g†vnzn`, which carries mixed indices. These hybrid variables appear
in the boundary term B˜` and they connect the boundary to the bulk.
Then, there is the boundary data which associates an area5 a` ∈ R+ to every link of
the boundary, an angle ξ` ∈ [0, 4pi) which encodes the extrinsic curvature, and two
3d unit normal vectors, ~ns(`) and ~nt(`), associated to source and target of every link.
The normal vectors do not enter directly into the complex action (5.62) but rather
through their spinorial6 counter part defined by the mapping
~n =
sin θ cosφsin θ sinφ
cos θ
 7→ n = ( cos θ2
eiφ sin θ
2
)
(5.64)
with θ ∈ [0, pi] and φ ∈ [0, 2pi). The holomorphic amplitude is a function of the
boundary data (a`, ξ`, ~ns(`), ~nt(`)).
Determining its classical limit is straightforward since we already know the classi-
cal limit of the propagator. If we momentarily forget about the variables associated
to the boundary, i.e. gvn and zn`, we know that the conditions of theorem 5.1.1 hold
and we can perform a stationary phase approximation of the bulk variables. Doing
so yields of course exactly the same critical point equations as for the propagator.
Extending the stationary phase analysis to the boundary variables requires us to
check the conditions of theorem 5.1.1 and we find that Im[B˜`] ≥ 0 is still trivially
true (for the same reason that Im[Lf] ≥ 0 is true, see eg. [33, 82, 83]) and Im[B˜`] != 0
constitutes a critical point equation which is formally similar to the critical point
equation Im[Lf]
!
= 0 (cf. equation (4.41)).
What remains to be checked is that the boundary data contribution D` satisfies
these conditions. For the imaginary part of D` we find
Im[D`] = (j` − a`)2t− j` ln
| 〈ns(`)|zn`〉 |2 | 〈zn′`|nt(`)〉 |2
| 〈zn`|zn`〉 | | 〈zn′`|zn′`〉 | ≥ 0. (5.65)
Clearly, the first term is always larger or equal to zero. For the logarithmic term
we can employ the Cauchy-Schwarz inequality, | 〈x|y〉 |2 ≤ 〈x|x〉 〈y|y〉, to conclude
that the logarithm is always smaller or equal to zero. Therefore, due to the minus
5a` is really dimensionless and related to an actual area A` through a` := A`/(γl2pl).
6The bar over n in equation (5.63) simply indicates complex conjugation
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sign in front of the logarithm, the whole sum is larger or equal to zero.
The next requirement is that the imaginary part vanishes on a critical point:
Im[D`|c] != 0 ⇔

j` = a`s(`)
zn` = e−
i
2
ϕs(`) ns(`)
zn′` = e
i
2
ϕt(`) nt(`)
(5.66)
Observe that the spinors nn(`) are normalized to one, as they correspond to unit
normal vectors, and they force the spinors zn` to be unimodular as well. This is
potentially problematic since these spinors are in general not normalized and they
not only appear in D`, but also in B˜` together with the spinors Zvnf. However, from
the requirement Im[B˜`]
!
= 0 we find
zn` = eiα
Zv(n)n`
‖Zv(n)n`‖
and zn′` = eiβ
Zvn′`
‖Zvn′`‖ , (5.67)
which also implies that zn` is unimodular and therefore everything is nicely consis-
tent. Since all the requirements of the stationary phase theorem are met, we can
also impose the critical point equations δgvnA
!
= 0 and δzn`A
!
= 0. They are similar to
the other two critical point equations in (4.41) and do not add anything new.
Recall that when we considered just the plain propagator, without any boundary
states, we had to choose boundary data (j`, zn`, zn′`) in order to have a well posed
boundary value problem. In the case of the holomorphic amplitude, the presence
of the boundary data contribution D` has the effect that j`, zn` and zn′` are speci-
fied (up to the phases e
i
2
ϕ) by the boundary data (a`, ~ns(`), ~nt(`)) provided through
the semi-classical coherent states. Notice furthermore that the phase difference
between the n and z spinors is not determined by any equation and it is irrelevant
since both spinors reconstruct the same 3d unit vector n† ~σn = z† ~σ z. Hence we can
say that (j`, zn`, zn′`) and (a`, ~ns(`), ~nt(`)) reconstruct the same 3d discrete boundary
geometry and the phases e
i
2
ϕn(`) are just gauge.
What is happening here is analogous to what happens in quantum mechanics,
where the coherent states impose the boundary conditions xi = qi and xf = qf .
Here, the coherent states describe a whole 3d geometry which serves as boundary
condition for the critical point equations.
This situation can be slightly improved and brought even closer to the quantum
mechanical case by introducing a new approximation. In subsection 4.3.3, when
applying the holomorphic amplitude to the black hole to white hole transition, we
saw that when the semi-classicality condition (2.112) is satisfied, the spin sums
over the boundary spins can be considered as being independent. This allows us
then to apply the Euler-Maclaurin theorem to approximate the sums by integrals.
Applying these ideas to the current situation, we first of all promote all boundary
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spin sums in (5.61) to integrals:
∑
j`
→ ∫ dj`. Next we extend the stationary phase
approximation to these integrals. All conditions of theorem 5.1.1 continue to hold
since we are still talking about the action (5.62). However, now we have an addi-
tional critical point equation which results from taking derivatives with respect
to j`. It is thereby important to notice that both, B˜` and D` contain a logarithmic
term with zn` and zn′` which is multiplied by j`. On a critical point, which, in
particular, is a point on which equation (5.66) is true, the logarithm of B˜` is equal
to ϕs(`) + ϕt(`), while the logarithm of D` is equal to −ϕs(`) − ϕt(`). Hence, these two
contributions cancel. The other logarithmic term in B˜` vanishes identically when
evaluated on a critical point because the spinorial variables are unimodular. With
these observations in mind we find
∂A
∂j`
∣∣∣∣
c
!
= 0 ⇔ s θ` − ξ` = 0, (5.68)
where the angle s θ` is the angle that appears in the boundary term of the Hamilton-
Regge function (cf. equation (4.45)) and it can be computed as7
s θ` =
∂
∂j`
(∑
f∈B
Lf +
∑
`∈Γ
B˜`
)∣∣∣∣∣
c
. (5.69)
We conclude that the holomorphic transition amplitude is not only suppressed
when the BVP, which consists of the critical point equation subjected to the (in-
trinsic) Regge-like three-geometries (j`, ~ns(`), ~nt(`)) as boundary conditions, cannot
be solved, but also when the extrinsic curvatures s θ` (computed from the critical
point equations) and ξ` (provided by the boundary data) do not match. This is
analogous to what happens in quantum mechanics and it suggests there might be
a formulation of the problem spin foam critical point equations as IVP which would
remove superfluous critical points.
Finally, if we evaluate the holomorphic action on a critical point, as defined by
the critical point equations (4.41) for the propagator supplemented by the equa-
tions (5.66) and (5.68), we find that on the boundary the data ξ` selects only one
critical point though s θ` − ξ` = 0. Whether or not the boundary data propagates
into the bulk and also there selects only one of the two possible critical points at
each vertex is an open question and under current investigation.
7Notice the curious similarity of equations (5.68) and (5.69) to ∂S∂qi
∣∣∣
c
+ pi = 0 in mechanics and
Πab = δδqab (SEH + SGHY)
∣∣∣
EOM
in General Relativity.
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5.2.2 Semi-Classical Holomorphic CLQG Amplitudes
In order to understand the dependence of holomorphic CLQG amplitudes on their
boundary data and describe their behavior away from critical points, we emulate
the strategy developed for the quantum mechanical case in section 5.1. The main
assumptions of this subsection are as follows:
We work with holomorphic transition amplitudes in the large area limit, a`  1,
and with small semi-classicality parameter, t 1, such that the semi-classicality
condition 1  √ta`  a` holds. In turn, this implies that the boundary spin
sums can be treated as independent, as explained in subsection 4.3.3, and we can
approximate them by integrals.
Our goal is then to apply the usual stationary phase approximation, theorem 5.1.1,
to the bulk variables of the holomorphic amplitude
W tC(H`) =
∑
jf
∫
R+
ν(j) dj`
∫
SL(2,C)
dµ(g)
∫
CP1
dρ(z) eiA[g,z;a,ξ,ns,nt], (5.70)
while the generalized stationary phase approximation, theorem 5.1.2, is reserved
for the boundary integrals over j`.
We already know that all conditions for the application of theorem 5.1.1 are met.
For the application of theorem 5.1.2 we need to keep in mind that there are two
sets of variables, y and v, which are related to the integration variable j` and the
boundary data. Moreover, theorem 5.1.2 assumes the critical point equations as
well as the non-degeneracy condition to hold only if the critical point is located at
(y; v) = (0, 0). In order to meet these requirements, we introduce the background
data (˚a`, ξ˚`, n˚s(`), n˚t(`)) which satisfies the critical point equations:
j` = a˚`s(`)
s θ` = ξ˚`s(`)
zn` = e−
i
2
ϕs(`) n˚s(`)
zn′` = e
i
2
ϕt(`) n˚t(`)
(5.71)
These data define a classical discrete background geometry, which is assumed to be
Lorentzian, and around which we will later study semi-classical deviations. Based
on this data we can also introduce the simple change of integration variables
j` −→ y` := j` − a˚`. (5.72)
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This ensures that y` = 0 corresponds to the critical point. To define the vari-
able v` and to understand what happens when the actually chosen boundary data,
(a`, ξ`,ns(`),nt(`)), does not coincide with the background data we parametrize a` and
ξ` as follows:
ξ` = ξ˚` + r` and a` = a˚` + s`. (5.73)
Since the angles ξ` take values in the interval [0, 4piγ ] it seems reasonable to restrict
the deviation variables r` to the range (−2piγ , 2piγ ), while for the macroscopic areas we
can assume s` ∈ R to belong to some open neighborhood of a`. The parameters r`
and s` can be understood as measures of deviation between the background data
(˚a`, ξ˚`) and the actually chosen boundary data (a`, ξ`).
Measuring the discrepancy between the boundary normals n and the background
normals n˚ requires a little bit more care. Since these are unimodular spinors, a
natural ansatz would be
nn = Unn˚n, (5.74)
where Un is an SU(2) matrix and the node label n stands representatively for either
s(`) or t(`). However, we have to bear in mind that spinors which only differ by a
phase factor have to be regarded as equivalent because they reconstruct the same
unit vector. In other words, we have an equivalence relation nn ∼ n˜n ⇔ nn = eiϕ n˜n
and we have to exclude all SU(2) transformations which satisfy the eigenvalue
equation
Unn˚n = eiϕ n˚n (5.75)
for some ϕ ∈ (0, 2pi). Zero is excluded from the interval because we want a notion of
“nn and n˚n are the same, hence there is no deviation”. This amounts to describing
the space SU(2)/U(1) ' S2 up to a point using spinors. It turns out that it is not
actually difficult to achieve this description and explicitly construct matrices Un
which transform spinors by more than just a phase. But it takes up a lot of place
and we therefore postpone the construction of Un to Appendix B and just report the
result here8:
Un(αn, βn) = e
iαn ~w(βn)·~σ with ~w(β) =
 sin βn cos θ cosφ+ cos βn sinφ− cos βn cosφ+ cos θ sin βn sinφ
− sin βn sin θ
 (5.76)
The angles θ ∈ (0, pi) and φ ∈ [0, 2pi) parametrize the background unit vector ~n :=
n˚†~σn˚ (cf. equation (5.64)) while the angles αn ∈ [0, 2pi) and βn ∈ [0, 2pi) are measures
8It is not possible to describe all scenarios with just a single parametrization of Un. The result
reported here in the main text only holds under the assumption that ~n := n˚†~σn˚ is not parallel to
the z-axis. A second parametrization, which also holds when ~n and the z-axis are parallel, is
given in Appendix B.
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for the deviation of the background vector and the boundary data vector n†~σn.
Notice that Un only depends on two parameters and that it can represent the
identity. This is easily understood geometrically: When αn = βn = 0, it follows that
Un = 12×2 and therefore there is no discrepancy between n and n˚. However, when
α and β differ from zero, Un can be seen to move around n˚ so that the vector n†~σn
and n˚† U †n ~σUn n˚ point in the same direction on the two-sphere S2. It is in this sense
that αn and βn can be seen as measures of discrepancy between background and
boundary data. Moreover, we can now define the vector v` as
v` := (r`, s`, αs(`), βs(`), αt(`), βt(`))
ᵀ. (5.77)
This is our second set of variables and we finally have that (y`, v`) = (0; 0), for all
` ∈ Γ , describes the critical point on the boundary.
The next step in our approximation strategy is to perform the stationary phase
approximation of the bulk and the boundary. From section 4.2.4 we know that for
the CLQG propagator we get the Lorentzian Hamilton-Regge function (4.45). Here
we write it as
Sc(j`, z) :=
(∑
f∈B
Lf +
∑
`∈Γ
B˜`
)∣∣∣∣∣
c
= γ
∑
f∈B
jfΘf + γ
∑
`∈Γ
j` s θ`. (5.78)
The difference to (4.45) is that here we re-defined the deficit and dihedral angles as
Θf → Θf − 1γΠf and θ` → θ` − sγΠ`, respectively, so that we do not need to explicitly
keep track of thin wedge contributions. The above Hamilton-Regge function can be
used to re-write the holomorphic spin foam action (5.62) in the simpler form
A[g, z; a, ξ,ns,nt] = Sc(j`, z) +
∑
`∈Γ
D`[a, ξ,ns,nt]. (5.79)
To proceed and use theorem 5.1.2 it is of course necessary to re-express the holo-
morphic action (5.79) in terms of the newly introduced variables (y`; v`):
A = γ
∑
f∈B
jfΘf −
∑
`∈Γ
(
γ(y` − s` + a`) s r` + i(y` − s`)2t
)
− i
∑
`∈Γ
(y` − s` + a`) ln
〈n˚s(`)|Uᵀs(`)|zn`〉2 〈zn′`|U t(`)|n˚t(`)〉2
〈zn`|zn`〉 〈zn′`|zn′`〉 . (5.80)
It is also convenient to introduce the L-dimensional vector y := (y1, y2, . . . , yL)ᵀ and
the 6L-dimensional vector v := (v1, v2, . . . , vL)ᵀ where every “component” is itself a
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vector: v` := (r`, s`, αs(`), βs(`), αt(`), βt(`))ᵀ. With the help of the vectors y and v we can
write down the second order Taylor expansion of A in a compact form:
A(y, v) = A|c + yᵀ∇yA|c︸ ︷︷ ︸
=0
+ vᵀ∇vA|c︸ ︷︷ ︸
=:V
+ yᵀ∇v∇yA|c︸ ︷︷ ︸
=:K
v +
1
2
yᵀ∇2yA
∣∣
c︸ ︷︷ ︸
=:H
y
+
1
2
vᵀ∇2vA
∣∣
c︸ ︷︷ ︸
=:M
v +R3(y, v). (5.81)
Our goal is again to determine the 0-th order Malgrange function A(0), for which we
compare the above Taylor expansion order by order with
A(y, v) = A(0)(v) +
1
2
(y −X(v))ᵀA(2)(v)(y −X(v)), (5.82)
where we have again chosen the linear term to be zero. Since the Taylor expansion
of the holomorphic spin foam action has essentially the same structure9 as the
Taylor expansion in section 5.1.3, we can immediately write down the function we
seek:
A(0)(v) = Sc(˚a`, n˚n) + vᵀV +
1
2
vᵀ
(
M −KᵀH−1K) v (5.83)
This result is very reminiscent of the zero order Malgrange function derived in the
quantum mechanical case, however, notice that here we also have a linear term,
vᵀV , which is absent in quantum mechanics. Using this result, we can now write
the holomorphic CLQG transition amplitude approximately as
W tC(H`) ∼
∑
jf
1√
detHess
1√
detH
exp
(
i
~
Sc(˚a`, n˚n) +
i
~
vᵀV +
i
2~
vᵀ(M −KᵀH−1K)v
)
,
(5.84)
where we deliberately left out numerical factors and normalization constants and
where detHess denotes the determinant of the Hessian from the propagator. An
explicit expression for this complicated object can be found in [33, 82, 124].
There are now two questions that immediately come to mind when looking at (5.84):
a) Under what circumstances is H−1 defined?
b) Does vᵀV + 1
2
vᵀ (M −KᵀH−1K) v lead to an exponentially suppressed or expo-
nentially enhanced transition amplitude?
9The only difference is the term vᵀV which is absent in the quantum mechanical case. However, as
this term is independent of y, one easily infers from equation (5.21) how it modifies the final
result.
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The first question is important to answer since H−1 not only appears in the Mal-
grange function, but there is also a 1√
detH
factor appearing in (5.84). Of course, one
of the assumptions of theorem 5.1.2 is precisely that detH 6= 0. But can we be more
specific than that and actually say when this is the case? The answer is yes, just as
in the quantum mechanical case:
First of all, recall that H is defined as H := ∇2yA
∣∣
c
and that there are only two
terms with potentially non-zero second order y-derivatives in A. The logarithmic
term containing the normals n˚n(`) and the spinors zn` does not depend on y` and
does therefore not contribute to H. What remains is the purely imaginary quadratic
term i(y` − s`)2t and the bulk (area) Regge action, SRegge = γ
∑
f jfΘf. This action
depends implicitly on y` since we used the boundary spins as boundary data to find
the deficit angles Θf and areas γjf from the critical point equations. Hence, ∇2yA
∣∣
c
can be written as
H = ∇2yA
∣∣
c
= ∇2SRegge
∣∣
c + 2it1L×L. (5.85)
Since SRegge is a real function, ∇2SRegge|c is a real symmetric L×L matrix. As such,
it has only real eigenvalues. Hence, if det(∇2SRegge|c + 2it1L×L) = 0 were true, this
would imply the existence of the purely imaginary eigenvalue −2it for ∇2SRegge|c,
which is a contradiction10. It follows that H does not need to be assumed to be
non-degenerate. It is always non-degenerate and, moreover, this also means that
all assumptions of theorem 5.1.2 are always satisfied.
The second question can also be answered exactly as in the quantum mechanical
case. Theorem 5.1.3 guarantees that in a neighborhood of v = 0 the imaginary part
of A(0)(v) is larger than zero which in turn implies that the holomorphic CLQG
transition amplitude is suppressed by the factor
exp
(
−1
~
Im[vᵀV +
1
2
vᵀ(M −KᵀH−1K)v]
)
. (5.86)
This completes the definition of the approximation method. Before discussing some
of its properties and subtler aspects, let us see how it performs when applied to the
black hole to white hole transition.
5.2.3 Application to the Black Hole to White Hole
Transition
Now that we dispose of a systematic method the evaluate CLQG transition ampli-
tudes away from critical points, it is tempting to apply it to the black hole to white
10If all components of ∇2SRegge
∣∣
c are zero, H can be seen to be trivially invertible.
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hole transition and compare the results to the computation performed in chapter 4.
To that end, we will use the same 2-complex as in subsection 4.3.3 and make some
of the same simplifying assumptions. First of all, the 2-complex has no internal
faces which already eliminates the bulk part of the Hamilton-Regge function. That
is, the first sum in (5.80) disappears. Secondly, we shall assume the normal vectors
to satisfy the critical point equations. The same is true for the areas, i.e. there will
be no deviation between the area from the boundary data and the one computed
from the critical point equations. With the choice of boundary data made in [43],
this amounts to saying that the black hole transitions into a white hole of the same
mass.
Under these assumptions, we do not need to keep track of the angles which
parametrize Us(`) and Ut(`). Moreover, since there is no deviation in the areas
there is also no need for the parameter s`. Hence, the vector v reduces to the
components v` = r` = ξ` − s θ` and, when restricted to the appropriate subspaces,
the vector V and the matrices K, M , H assume the simple forms
V = ∇vA|c = (−γa˚1,−γa˚2, . . . ,−γa˚L)ᵀ
K = ∇v∇yA|c = γ1L×L
M = ∇2vA
∣∣
c = 0
H = ∇2yA
∣∣
c
= −2it1L×L (5.87)
It then follows immediately that
vᵀV = γ
∑
`∈Γ
a˚`(s θ` − ξ`)
1
2
vᵀ
(
M −KᵀH−1K) v = − γ2
4ti
‖v‖2 = − γ
2
4ti
∑
`∈Γ
(s θ` − ξ`)2. (5.88)
Since Sc(˚a`, n˚n) = 0 due to the above assumptions (it only contains bulk quantities),
we finally get from (5.83)
i A(0)(v) = i γ
∑
`∈Γ
a˚`(s θ` − ξ`)− γ
2
4t
∑
`∈Γ
(s θ` − ξ`)2. (5.89)
This is exactly the same result derived in chapter 4 and reported in [111, 44, 122]!
We even reproduced the γ
2
4t
factor of the suppression term. However, we arrived at
this result in just a few lines and the applied procedure has a clear interpretation.
In retrospect, we also confirm the validity of the approximation developed in 4.3.3
which had been criticized for its use of the stationary phase approximation even
though there is no critical point.
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5.2.4 On the Range of Validity and a Mathematical Result
Let us now return to the general expression (5.84) for the approximation of the
holomorphic CLQG transition amplitude.
As we have discussed in one of the foregoing subsection, the matrix H turns out to
be always non-degenerate. Moreover, all assumptions of theorem 5.1.2 are trivially
satisfied. The result (5.84) therefore seems to be very robust and does not require
strong assumptions. However, some caution is needed: To derive (5.84), we needed
to approximate the boundary spin sums by integrals using the Euler-Maclaurin
theorem. This step is only justified, as we have seen in 4.3.3, when the coherent
boundary states are semi-classical and peaked on large areas. However, by turning
the sums into integrals, we loose the periodicity of these sums. That is, we formally
have
∞∑
n`=−∞
e−
n2`
4
t+ iγ
2
n`(s θ`−ξ`) ≈
∫ ∞
−∞
e−
n2`
4
t+ iγ
2
n`(s θ`−ξ`) dn` = 2
√
pi
t
e−
γ2(s θ`−ξ`)2
4t , (5.90)
where the left hand side is periodic in s θ` − ξ` and the right hand side has lost this
periodicity. We already encountered this problem in subsection 4.3.3, where we
explained that the cause of this dissonance is the fact that we only use the first
term in the Euler-Maclaurin formula. That is, we neglect all the higher order terms
in
b∑
n=a
f(n) =
∫ b
a
f(x)dx+
f(b) + f(a)
2
+
bp/2c∑
k=1
B2k
(2k)!
(
f (2k−1)(b)− f (2k−1)(a)) , (5.91)
whereB2k are Bernoulli numbers. Of course we are tempted to do so since, for f(n) =
exp(−n2
4
t+ iγ
2
n (s θ` − ξ`)), all derivatives f (2k−1) with respect to n are proportional
to exp(−n2
4t
) and when we take the limits a→ −∞ and b→∞ we conclude that the
sum on the right hand side vanishes. But this is wrong! This is one of these cases
the mathematicians warned us about where taking the limit does not commute
with performing the sum.
To restore periodicity, we therefore have to take the higher order terms into account.
Alternatively, we can perform an ad hoc modification of (5.84) to
W tC(H`) ∼
∑
jf
1√
detHess
1√
detH
exp
(
i
~
Sc(˚a`, n˚n) +
i
~
vᵀV +
i
2~
(M −KᵀH−1K)v
)
×
×
∏
`∈Γ
ϑ3
(
−ipiγ∆`
t
, e−
4pi2
t
)
, (5.92)
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where ∆` := s θ` − ξ` and ϑ3 is the third Jacobi theta function (see subsection 4.3.3
for a definition). We motivate this modification through the following exact compu-
tation:
∞∑
n`=−∞
e−
n2`
4
t+ iγ
2
n`(s θ`−ξ`) =2
√
pi
t
e−
γ2∆2`
4t ϑ3
(
−ipiγ∆`
t
, e−
4pi2
t
)
≡
∫ ∞
−∞
e−
n2`
4
t+ iγ
2
n`(s θ`−ξ`) dn` ϑ3
(
−ipiγ∆`
t
, e−
4pi2
t
)
. (5.93)
We emphasize again that this is an ad hoc procedure, but it is the best solution we
can offer for the time being. In any case, this restores the correct periodicity and it
may be possible to test this modification numerically.
A separate issue concerning the range of validity of the approximation (5.84) is the
following: How far away can we move from the classical limit at v = 0 and still trust
that (5.84) (or (5.92)) accurately describes the behavior of the exact holomorphic
transition amplitude?
This is a difficult question and we cannot provide a definitive answer. A simple
strategy to get an idea of the region of validity is the following: Theorem 5.1.3
confirms our intuition that the holomorphic amplitude decays as soon as we move
away from the classical background v = 0. Hence, we know that we are leaving the
range of validity of the approximation when the imaginary part of A(0)(v) becomes
zero for v 6= 0 or even larger than zero. It follows that the range of validity is
contained as a subset in the set Ωv implicitly defined through
Im[vᵀV +
1
2
vᵀ(M −KᵀH−1K)v] > 0. (5.94)
We will now show that this strategy is not viable because the above condition is
satisfied for any v and Ωv is therefore completely unrestricted and devoid of useful
information. In fact, we will now prove the following lemma:
Lemma 5.2.1
The condition Im[vᵀV + 1
2
vᵀ(M −KᵀH−1K)v] > 0 is trivially satisfied for all
vectors v because Im[V ] = 0 and the 6L × 6L dimensional matrix Im[M −
KᵀH−1K] is real, symmetric, and positive-definite.
Proof :
Let us start by showing that V is real. From its definition, V := ∇vA|c, we know
that we need to take derivatives of the holomorphic action with respect to r`, s`
and the four angles αs(`), βs(`), αt(`), βt(`). The r` and s` derivatives produce only real
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terms, as can easily be checked. To compute the angular derivatives, we need to
use the explicit parametrization (5.76) of the matrix Un (see also Appendix B). It
can then be shown that these derivatives are all zero on the critical point. Hence,
V is a real 6L dimensional vector and condition (5.94) becomes
vᵀIm[M −KᵀH−1K]v > 0. (5.95)
Now observe that Im[M − KᵀH−1K] is a real symmetric 6L × 6L matrix. The
symmetry of M and H follows from their definitions (see (5.81)) and this in turn
implies the symmetry of KᵀH−1K. It follows immediately that Im[M −KᵀH−1K] is
diagonalizable and possesses only real eigenvalues.
A priori, the eigenvalues can be positive, negative or zero. Let us assume there are
N+ positive eigenvalues λ+, N− negative eigenvalues λ− and 6L −N+ −N− zero
eigenvalues. Then we can rewrite condition (5.95) in the basis which diagonalizes
the above matrix as
N+∑
i=1
λ+i v˜
2
i −
N−+N+∑
j=N++1
|λ−j |v˜2j > 0, (5.96)
where v˜ is the vector v expressed in the aforementioned basis. In principle, the above
inequality defines a region in the vector space of v˜ which represents a restriction
on the possible values we can consider for v˜. Now, let us look at the border of this
region, i.e. let us consider the implicitly defined surface
N+∑
i=1
λ+i v˜
2
i −
N−+N+∑
j=N++1
|λ−j |v˜2j = 0. (5.97)
We can solve this equation for the component v˜1 and obtain
v˜1 = ± 1√
λ+1
√√√√N−+N+∑
j=N++1
|λ−j |v˜2j −
N+∑
i=2
λ+i v˜
2
i (5.98)
as a function of all the other components of v˜, except the 6L−N+−N− components
that correspond to zero eigenvalues. However, this is problematic because it means
we can move freely along any of these 6L−N+ −N− directions and in particular
we can approach the origin as close as we want. This in turn implies that any
neighborhood of v˜ = 0, no matter how small it is, always contains a part of the
surface described by (5.98). Hence, we can always find non-zero values of v˜ in a
neighborhood of v˜ = 0 for which Im[A(0)(v˜)] = 0. This is in contradiction to the
statement of theorem 5.1.3!
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We conclude that Im[M −KᵀH−1K] cannot have zero eigenvalues and v˜1 therefore
assumes the form
v˜1 = ± 1√
λ+1
√√√√ 6L∑
j=N++1
|λ−j |v˜2j −
N+∑
i=2
λ+i v˜
2
i . (5.99)
However, here we encounter the same sort of problem. The surface described
by (5.99) is a sort of “hyper-hyperbola” and there are infinitely many possibilities
to approach v˜1 = 0 without making any of the other components of v˜ equal to zero.
Hence, we find again that any neighborhood of v˜ contains values of v˜ for which
Im[A(0)(v˜)] = 0, which is again in contradiction to theorem 5.1.3.
We conclude that Im[M−KᵀH−1K] cannot have negative eigenvalues. If this matrix
has only positive eigenvalues,
v˜1 = ± 1√
λ+1
√√√√− 6L∑
i=2
λ+i v˜
2
i (5.100)
is manifestly imaginary and therefore there is no neighborhood of v˜ = 0 for which
Im[A(0)(v˜)] can become zero, in accordance with theorem 5.1.3. Hence, we conclude
that Im[M −KᵀH−1K] has only positive eigenvalues, which is equivalent to say-
ing that it is a positive-definite matrix. Not only in a neighborhood of zero, but
everywhere. This in turn means that condition (5.95) is trivially satisfied for all
vectors v, which proves the above lemma.
This lemma has two implications for us: We cannot use condition (5.94) to restrict
the set of admissible values of v and hence find constraints on the range of validity
of the approximaton (5.92). Secondly, we cannot start from a given background
(˚a`, ξ˚`, n˚s(`), n˚t(`)), deform it using a non-zero perturbation vector v and land on a
different classical background (˚a′`, ξ˚′`, n˚
′
s(`), n˚
′
t(`)).
The meaning of this can easily be illustrated in quantum mechanics (for which this
lemma is also true): Consider the phase space picture shown in Figure 5.1. Assume
the classical “background” to be described by (qi, pi; qf , pf ), which in particular
means there is a phase space trajectory connecting these two points. Now, use the
4n dimensional vector v = (ri, si, rf , sf )ᵀ to translate (qi, pi) to (q′i, p′i) and (qf , pf ) to
(q′f , p
′
f ) and assume that (q′i, p′i) and (q′f , p′f ) are also connected by a classical phase
space trajectory. This provides the second “background”. Then, the associated
transition amplitude is still suppressed. The vector v cannot be used to move from
one classical solution to an other one.
Intuitively, this result is obvious since we used the propagator associated to the end
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points (qi, pi) and (qf , pf ) to construct the approximated amplitude. In particular this
means the matrices M , K and H depend on this choice. Since they are independent
of v, they know nothing about the translation and consequently they only know
about the first but not about the second classical solution.
5.2.5 Perspectives and Open Problems
The semi-classical expansion developed in this chapter provides a more general
and mathematically more solid approach to evaluate transition amplitudes than
the one presented in subsection 4.3.3 and, moreover, it is conceptually cleaner. It
also sheds new light on other issues.
As we briefly discussed in chapter 4, the classical limit of the CLQG propagator
involves a sum over 2V critical points. This was first observed by Barrett et al. [33]
in the case of a single 4-simplex, where the two critical points combine into a cosine
so that one has WCLQG ∼ cos(SRegge) and this phenomenon is therefore known as
cosine problem [110]. Some authors maintain that the presence of several critical
points signals a pathology of the CLQG model and they seek a solution through
modifications of the amplitude [106, 107, 108, 109]. Others either allude to different
(more or less natural) mechanisms which should reduce the number of relevant
critical points [170, 171, 172, 173, 121] or they fully embrace this phenomenon as a
manifestation of anti-spacetime or the absence of a notion of (coordinate) time [174,
11]. The results derived in the foregoing sections within the context of quantum
mechanics and CLQG suggest a resolution of the cosine problem through a natural
“selection” mechanism.
Indeed, we have seen that on the boundary the critical point equations coming
from the spin sums imply s θ` − ξ˚` = 0, with s θ` ≡ ∂SRegge∂j`
∣∣∣
c
. Hence, the boundary
data selects a critical point (i.e. a sign s) and discards the second option. This
is analogous to quantum mechanics where we found the equations ∂S
∂qi
∣∣∣
c
+ p˚i = 0.
That is, the momentum ∂S
∂qi
∣∣∣
c
≡ p computed from the critical point equations has to
match the momentum p˚i provided by the boundary data.
Moreover, we saw in the quantum mechanical case that the data (q˚i, p˚i) together
with the equations of motion constitute an initial value problem, in the continuum
as well as in the discrete theory. Hence, the propagator evolves (q˚i, p˚i) along a
unique classical solution. Could something similar happen in CLQG?
In classical GR we know that the intrinsic metric qab and the extrinsic curvature
kab specified on a hypersurface Σ uniquely determine the spacetime geometry via
Einstein’s field equations [175]. Could a discrete version of this theorem also be
true? Could the data (˚a`, ξ˚`, n˚s(`), n˚t(`)), which marks a point in the discrete phase
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space of twisted geometries, together with the equations of motion of area Regge
calculus uniquely determine the discrete geometry of a spacetime region?
So far this is speculation, but it is encouraging that at least on the boundary the
critical point equations of the holomorphic CLQG amplitude select only one critical
point. Moreover, we also saw in chapter 4 during the computation of the black
hole to white hole amplitude that the boundary data allowed only one critical point
configuration to dominate while the other three were suppressed.
To understand whether the critical point equations supplemented by the bound-
ary data determine a unique configuration of critical points also in the bulk, one
needs to understand how the data propagates from the boundary into the bulk
and how it affects the solutions. This is currently being investigated by the author.
The resolution of identity in terms of heat kernel states in the twisted geometry
parametrization (see end of chapter 2) is expected to play an important role here.
By inserting a number of these resolutions of identity at strategic points, we can
introduce auxiliary variables (a`, ξ`,ns(`),nt(`)) in the bulk, just as we did in quan-
tum mechanics. The effect may not be as profound as in quantum mechanics, but it
brings us closer to a geometric formulation of the problem and it may render the
equations more transparent.
It could also help with performing the spin sums in the bulk since the resolutions
of identity introduce regulators of the form exp(−(j − a)2t), where a is now an auxil-
iary area variable that has to be determined through the critical point equations.
These regulators would allow to pursue a similar strategy as the one discussed in
chapter 4 in truncating the spin sums and approximating them by integrals. This
is also something that is currently being investigated and which is closely linked
with the data propagation problem mentioned above.
The approximation method developed in this chapter has brought as a step closer
towards a systematic evaluation method for holomorphic CLQG transition ampli-
tudes away from classical solutions. However, understanding this issue of data
propagation and how to do the spin sums in the bulk is crucial. Only then can we
apply this approximation method to “large” triangulations such as the one of I2×S2
described in chapter 3.
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6Conclusion
The recent application of CLQG to the black hole to white hole transition has
catalyzed new developments related to the computation of observables and the
evaluation of transition amplitudes. This thesis has contributed to it in the following
ways:
At the end of chapter 2, we closed a gap in the existing literature by providing a
measure for the resolution of identity in terms of Thiemann’s heat kernel states
in the twisted geometry parametrization. By itself this is a small result, but it
is important for applications. Indeed, the measure is needed in the computation
of observables as emphasized by Oeckl [113, 157] and illustrated in this thesis
in subsection 4.3.4. Moreover, the resolution of identity in the twisted geometry
parametrization could be of importance in rewriting the CLQG transition amplitude
in terms of auxiliary variables which have a clear geometrical meaning. This could
facilitate computations and shed new light on old issues such as the cosine problem
and bring us closer to an approximation of the bulk spin sums. Work in this
direction is currently ongoing.
In chapter 3 we presented an algorithm which generates consistent simplicial
triangulations for manifolds of topology I ×Σ and which can easily be implemented
on a computer. The original motivation for the development of this algorithm was
the struggle encountered by the author when trying to generalize the simplicial
triangulation of I × S2, which we discussed in detail in subsection 3.2.2, to a
triangulation of I2 × S2. Regions of topology I2 × S2 are naturally encountered
in the Schwarzschild spacetime and they are currently considered for a modified
CLQG computation of the black hole to white hole transition.
The algorithm has been successfully applied by the author to find a triangulation
of I2 × S2, however, it has not yet been used in the modified CLQG computation.
The reason is two fold: First of all, the triangulation is rather large consisting of 48
4-simplices, 144 tetrahedra and 156 triangles. It may however be possible to reduce
these numbers by a series of Pachner moves1. The second reason is the lack of
a systematic method to evaluate CLQG transition amplitudes which makes it a
1The author thanks Adam Getchell for pointing this out to him during the Bard Summer School on
Quantum Gravity.
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hopeless endeavor to even try to compute the black hole to white hole transition on
a 2-complex with 48 vertices. This leads us then to chapters 4 and 5.
The first sections of chapter 4 are devoted to deriving a path integral form of
the CLQG propagator and CLQG holomorphic transition amplitude. Both were
of major importance for the third section, where we presented joint work with
Marios Christodoulou on an approximation method for the black hole to white
hole transition amplitude [111]. This approximation rests on the stationary phase
analysis of the propagator and it involves a careful treatment of the spin sums
on the boundary. By exploiting the peakedness and semi-classical properties of
the boundary states, it is possible to perform the spin sums and arrive at an
approximate holomorphic amplitude which is suppressed. That is, the amplitude
decays whenever there is a mismatch between the extrinsic angles of the boundary
data and the dihedral angles computed from the stationary phase analysis of the
propagator.
This approximation is subsequently used to compute the bounce time of the black
hole to white hole transition using the measure for the resolution of identity
derived in chapter 2. We also presented joint work with Marios Christodoulou [44]
on the different time scales involved in the black hole to white hole transition
and we clarified some conceptual issues of this model which had previously been
encountered by other authors [127, 147, 148].
Chapter 5 finally represents the core of this thesis. There, we first took two steps
back and considered the quantum mechanical holomorphic transition amplitude
in the continuum theory. We studied its classical limit using a stationary phase
approximation and we found that when a critical point exists, it is unique. This is
not the case for the quantum mechanical propagator where one generically has to
sum over several distinct critical points. The reason for this intriguing property of
the holomorphic amplitude is explained in detail in subsection 5.1.3.
We then proceeded in developing an approximation method for holomorphic ampli-
tudes in the semi-classical regime. This approximation method allows us to move
away from the critical point and we can quantitatively predict how the amplitude is
suppressed when we do so. In Appendix A we computed the holomorphic transition
amplitudes of the free particle and the harmonic oscillator analytically and we
compared them to the approximation (5.27) derived in subsection 5.1.3. There is a
100% agreement between the analytical and the approximate result.
In a first step toward CLQG, we added one layer of complexity be studying the
discretized quantum mechanical holomorphic transition amplitude. The goal was to
understand which results of the continuum theory continue to hold in the discrete
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theory and which aspects change or need to be treated with more care. We found
that most results carry over to the discrete theory without alteration. In particular,
we showed that also in the discrete theory the classical limit of the holomorphic
amplitude is unique.
Finally, we discussed the holomorphic CLQG transition amplitude. We uncovered
many similarities with the quantum mechanical case and we extended the approx-
imation method developed in 5.1.3 to CLQG. This approximation method can be
applied under rather mild assumptions since all conditions of theorem 5.1.2 are
always satisfied and otherwise one only needs to specify a classical background
geometry (˚a`, ξ˚`, n˚s(`), n˚t(`)) and assume the boundary coherent states to be semi-
classical. The approximation (5.84) then captures the behavior of the holomorphic
amplitude in a neighborhood of the critical point. That is, in a small region around
the classical geometry. Hence, we can understand this approximation as a semi-
classical expansion around a given geometry.
When applied to the black hole to white hole transition, under the same simplifying
assumptions as in chapter 4, equation (5.84) reproduces precisely the same result.
However, the final result can be derived in a quick and systematic way and it rests
on a more solid mathematical foundation. It also provides an adequate answer to
the critique that has been raised with the computation of the black hole to white
hole transition amplitude presented in subsection 4.3.3.
There are several important questions and interesting research directions related
to this new approximation method. One of these important questions is how to
account for the periodicity in s θ` − ξ˚` and how to find a solid justification for the ad
hoc ansatz (5.92).
We also encountered several indications that the so-called cosine problem could be
absent for the holomorphic CLQG amplitude. Already in subsection 4.3.3 we saw
that performing the boundary spin sums leads to a suppression of three out of four
critical points and that the boundary data selects the non-suppressed critical point.
This result was confirmed in a more general setting in subsection 5.2.2 where it
was shown that the boundary data selects only one critical point on the boundary.
It is now important to understand how the boundary data propagates into the bulk
and how it affects the solutions there.
In quantum mechanics it holds true in the continuum as well as in the discrete
theory that the boundary data together with the critical point equations selects
only one solution for the whole discretized path. This is the analogue of the classic
theorem of differential equations that initial data together with second order ODE’s
lead to a unique solution. In classical GR there is a similar theorem roughly stating
that the data (qab, kab) specified on a hypersurface Σ determine the whole spacetime
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geometry via Einstein’s field equations [175]. The question is now whether the data
(˚a`, ξ˚`, n˚s(`), n˚t(`)) together with the critical point equations also establish a unique
discrete geometry for a given spacetime region. This question is currently being
investigated.
Finding an answer to the data propagation problem could also help with performing
the spin sums in the bulk. By strategically using the resolution of identity in terms
of heat kernel states in the twisted geometry parametrization we can introduce
auxiliary variables (a, ξ,ns,nt) in the bulk and, in particular, we get regulating
factors of the form exp(−(j − a)2t). The auxiliary area variables a have to be
determined through the critical point equations and depend on the boundary data.
If they turn out to be large, one could consider truncating the bulk spin sums and
approximating them by integrals in a similar way as in subsection 4.3.3.
Properly dealing with the spin sums and understanding how the boundary data
propagates through the 2-complex and what kind of solutions it determines is a
necessary step if one wants to apply this semi-classical approximation method to
large triangulations such as the ones generated by the triangulation algorithm of
chapter 3. This would truly allow us to explore the semi-classical regime of CLQG
in a systematic way.
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ASimple Examples of holomorphic
Transition Amplitudes
In this appendix we have a closer look at the holomorphic transition amplitude
for the free particle and the harmonic oscillator. As it turns out, it is possible
to compute these amplitudes analytically using Mathematica which gives us the
opportunity to compare them with the approximate expression (5.27) derived in
subsection 5.1.3.
Let us recall that the holomorphic amplitude is defined as
W σ(zi, zf , T ) :=
∫
R2n
dnxfd
nxi ψσqf ,pf (xf )K(xi, ti;xf , tf )ψ
σ
qi,pi
(xi), (A.1)
where K(xi, ti;xf , tf ) denotes the propagator between xi and xf and the states
ψσqi,pi(x) and ψ
σ
qf ,pf
(x) are the coherent states introduced in chapter 2. Irrespective
of the dynamical system in question, these states are peaked on the data (q, p) in
the sense that
〈ψσq,p| xˆ |ψσq,p〉 = q and 〈ψσq,p| pˆ |ψσq,p〉 = p, (A.2)
and they saturate Heisenberg’s uncertainty relation. It is interesting to see what
happens when these states are evolved with the propagator K. That is, we consider
the new state
ψσqi,pi(y, T ) :=
∫
Rn
K(x, y;T )ψσqi,pi(x) d
nx. (A.3)
For the free particle we find that these “evolved” states are peaked on
〈ψσqi,pi(y, T )| xˆ |ψσqi,pi(y, T )〉 = qi +
pi
m
T and 〈ψσqi,pi(y, T )| pˆ |ψσqi,pi(y, T )〉 = pi. (A.4)
That is, the expectation value of the position operator is the position one would
classically expect for a particle starting at qi and moving with a momentum pi for a
time period T . It also turns out that momentum is conserved.
A similar situation presents itself for the harmonic oscillator. There we find that
the expectation values of xˆ and pˆ are given by
〈ψσqi,pi(y, T )| xˆ |ψσqi,pi(y, T )〉 = qi cos(ωT ) +
pi
mω
sin(ωT )
〈ψσqi,pi(y, T )| pˆ |ψσqi,pi(y, T )〉 = pi cos(ωT )−mωqi sin(ωT ). (A.5)
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These are precisely the position and momentum one would expect from solving
the classical equations of motion under the initial value conditions q(ti) = qi and
q˙(ti) =
pi
m
. Naturally, one expects that the Heisenberg uncertainty relations for
these systems are not saturated anymore. Indeed, using the evolved states (A.3),
we find for the free particle
(∆x)2 =
~
2
m2 + T 2σ4
m2σ2
(∆p)2 =
~
2
σ2 (A.6)
which implies
∆x∆p =
~
2
√
1 +
T 2σ4
m2
≥ ~
2
. (A.7)
Similarly, we find for the harmonic oscillator the following uncertainties:
(∆x)2 =
~
2
(
cos2(ωT )
σ2
+
σ2 sin2(ωT )
m2ω2
)
(∆p)2 =
~
2
m2ω2 + (σ4 −m2ω2) cos2(ωT )
σ2
(A.8)
From this it follows that Heisenberg’s uncertainty relation now reads
∆x∆p =
~
2
√
σ8 + 6m2ω2σ4 +m4ω4 − (σ4 −m2ω2)2 cos(4ωT )
2
√
2mω
≥ ~
2
. (A.9)
It can be saturated for all times if we choose σ =
√
mω. This choice corresponds to
working with the well-known harmonic oscillator coherent states.
Now let us consider the holomorphic transition amplitude for the free particle.
Mathematica allows us to perform all integrals in (A.1) and the answer reads
W σ(zi, zf , T ) =
(
2m
2m+ iTσ2
) 1
2
× exp
(
−2m(pi + pf )(qi − qf )Tσ
4 + (p2i + p
2
f )T
2σ4 + 2m2 [(pi − pf )2 + (qi − qf )2σ4]
2~σ2(4m2 + T 2σ4)
)
× exp
(
−i m(pi + pf ) [4m(qi − qf ) + (pi + pf )T ]σ
2 −m(qi − qf )2Tσ6
2~σ2(4m2 + T 2σ4)
)
. (A.10)
From the foregoing discussion we know that the evolved initial state is peaked on
qi +
pi
m
T and pi. Hence, the holomorphic amplitude can be understood as measuring
the overlap of a state peaked on qi + pimT and pi with a second state peaked on qf
and pf . Given that the coherent states display a Gaussian peak in the position
parameter, i.e. ψσq,p(x) ∼ e−
σ2
2~ (x−q)2, we would expect the overlap to be negligible
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when qf 6= qi+ pimT . Similarly, we expect the overlap to be negligible when pf 6= pi. By
evaluating the holomorphic amplitude (A.10) on qf = qi+ pimT , pf = pi and computing
its modulus squared, we find
|W σ(zi, zf , T )|2 = 2m√
4m2 + T 2σ4
. (A.11)
This is the probability to measure the particle which started in qi with momentum
pi at qf = qi + pimT with pf = pi. Notice that for short time periods the probability
is close to one but it decreases the larger T is. This is intuitively clear: The state
spreads out with T and in particular its position uncertainty grows with T . So,
even though its final position in phase space is peaked on qi + pimT and pi, the overall
probability to reach this point decreases. It remains the most probable position
among all alternatives, though.
We could also choose data (qf , pf ) which deviates from the classically expected final
phase space position. If we set pf = pi and qf = qi + pimT + δq, where δq measures
the deviation between the data qf and the expected final position, we get for the
modulus squred of (A.10)
|W σ(zi, zf , T )|2 = 2m√
4m2 + T 2σ4
e
− 2m2σ2
(4m2+T2σ4)~ (δq)
2
. (A.12)
The more we move away from the classically expected position, i.e. the more δq
deviates from zero, the less likely it is to find the particle at qf with pf = pi.
This behavior should also be described by the approximation (5.27) derived in
subsection 5.1.3. Hence, we can compare (A.10) to (5.27). This comparison is shown
in Figure A.1 for the parameter values1 ~ = 10−3, m = 1, T = 10−2 and σ = 2.
The two curves not only seem to lie on top of each other, they are actually precisely
the same! That is, the expression computed from the approximation formula (5.27)
yields exactly the same result as (A.12).
It is also possible to compute the modulus squared of the holomorphic amplitude
under the assumption that qf = qi+ pimT but pf = pi+δp. This situation is illustrated
and compared to the approximate formula (5.27) in Figure A.2. By carefully working
out the math one can again show that the approximate formula produces precisely
the same expression as the analytical computation based on the holomorphic
amplitude (A.10).
1These parameters were chosen such that it is possible to see something in the plots. Realistic
numbers only lead to sharp lines.
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Fig. A.1.: Comparison of the exact holomorphic transition amplitude for the free particle
with the approximated amplitude. Deviation in the final position.
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Fig. A.2.: Comparison of the exact holomorphic transition amplitude for the free particle
with the approximated amplitude. Deviation in the final momentum.
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The holomorphic transition amplitude for the harmonic oscillator can also be
computed analytically using Mathematica. For completeness, we report the closed
analytical expression here:
W σ(zi, zf , T ) =
(
2mωσ2
2mωσ2 cos(ωT ) + i(m2ω2 + σ4) sin(ωT )
) 1
2
× exp
(
−σ
2
[
p2i + p
2
f +m
2(q2i + q
2
f )ω
2 + 2mω{pfqi − piqf + (piqi − pfqf ) cos(ωT )} csc(ωT )
]
2~ (σ4 +mω2 − 2imωσ2 cot(ωT ))
)
× exp
(
−imω
(
2m(piqi − pfqf )ω − [p2i + p2f + (q2i + q2f )σ4] cot(ωT ) + 2{pipf + qiqfσ4} csc(ωT )
)
2~ (σ4 +mω2 − 2imωσ2 cot(ωT ))
)
.
(A.13)
This long expression can again be used to test the approximation (5.27). Fig-
ure A.3 shows the modulus squared of the holomorphic amplitude and the modulus
squared of (5.27) under the assumption that qf = qi cos(ωT ) + pimω sin(ωT ) + δq and
pf = pi cos(ωT )−mωqi sin(ωT ), where δq acts again as a measure of deviation in the
final position. Moreover, the parameter values are: ~ = 10−3, m = 1, ω = 10, T = 0.5,
σ = 3. It can again be shown that the approximation (5.27) actually reproduces the
analytical result one obtains from (A.13).
Figure A.4 shows the same kind of plot, but now for a deviation in the final mo-
mentum. That is, it was assumed that qf agrees with the classically expected final
position, but pf = pi cos(ωT ) −mωqi sin(ωT ) + δp. Once again it is found that the
approximation (5.27) reproduces the analytical expression.
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Fig. A.3.: Comparison of the exact holomorphic transition amplitude for the harmonic
oscillator with the approximated amplitude. Deviation in the final position.
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Fig. A.4.: Comparison of the exact holomorphic transition amplitude for the harmonic
oscillator with the approximated amplitude. Deviation in the final momentum.
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BAn explicit Construction of Un
In section 5.2 we introduced the matrix Un to measure the deviation of the spinor n
from the spinor n˚ provided by the boundary data. As discussed in subsection 5.2.2,
the two spinors have to be regarded as equivalent when n = eiα n˚ because they
define the same 3d unit vector ~n = n† ~σn. To ensure that Un is a good measure for
deviation, we should exclude all Un ∈ SU(2) which satisfy
Unn˚ = eiφ n˚ (B.1)
for some φ ∈ (0, 2pi). It can easily be verified that this equation is solved by
Un = exp(iφ~n · ~σ). By introducing the unit vector ~w which belongs to the orthogonal
complementN⊥ := {~u ∈ R3 | ~u ·~n = 0} of the linear spaceN := span{~n} and defining
Un := exp(i α ~w · ~σ) with α ∈ [0, 2pi), we effectively exclude all SU(2) transformations,
except the identity, which change the spinor n˚ only by a phase.
To construct such a vector and provide an explicit parametrization of Un, equip R3
with the canonical basis {~ex, ~ey, ~ez} and assume that ~n is not collinear with ~ez.
This allows us to introduce the vector ~n × ~ez which clearly lies in the orthogonal
complement N⊥. Then define
~w := R~n(β)
~n× ~ez
‖~n× ~ez‖ , (B.2)
where R~n(β) ∈ SO(3) is a rotation around the axis defined by ~n. The vector ~w
satisfies all our requirements since it lies in N⊥, it is properly normalized, and,
moreover, it can be made to point in any direction of the two-dimensional space N⊥
thanks to R~n(β).
Observe that the angle between ~n and the z-axis is given by ~n · ~ez = cos θ, and
therefore we find ‖~n× ~ez‖ = sin θ with θ ∈ (0, pi). The values θ = 0 and θ = pi have
to be excluded from the usual θ-interval [0, pi] because for these values ~n would be
collinear with ~ez, which contradicts the assumption we made at the beginning. This
implies that ~w is well-define since sin θ cannot become zero. Using the fact that a
rotation around ~n can be written as
R~n(β)~v = ~v (~n · ~v) + cos β (~n× ~v)× ~n+ sin β (~n× ~v), (B.3)
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we can further simplify the expression for ~w. To that end, notice that ~n · (~n×~ez) = 0.
Moreover
~n× ~n× ~ez‖~n× ~ez‖ =
1
sin θ
(~n cos θ − ~ez) =
(
cos θ cosφ, cos θ sinφ, − sin θ
)ᵀ
(
~n× ~n× ~ez‖~n× ~ez‖
)
× ~n = ~n× ~ez‖~n× ~ez‖ =
(
sinφ, − cosφ, 0
)ᵀ
, (B.4)
where we used that ~n is given by
~n =
sin θ cosφsin θ sinφ
cos θ
 . (B.5)
Hence, we find that Un can be written in terms of the two parameters α ∈ [0, 2pi)
and β ∈ [0, 2pi) as
Un(α, β) = e
iα~w(β)·~σ with ~w(β) =
 sin β cos θ cosφ+ cos β sinφ− cos β cosφ+ cos θ sin β sinφ
− sin β sin θ
 . (B.6)
Relaxing the assumption that ~n and ez are not collinear is simple. One just chooses
a different axis to define the linear space N and its orthogonal complement N⊥. All
the other construction steps remain the same, but one usually finds a much more
complicated vector ~w(β).
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