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Non-technical Summary
Competition forces firms to find new ways to advance in the market and be innovative in order to differentiate themselves from rivals. Design activities may be one of several key factors contributing to new product development. The success story of Apple's iPod has shown that the right design can be a decisive factor when a new product enters the market.
During the recent past, scholars justified the opinion that R&D activities conducted in-house by a company are not the only way to acquire new technological knowledge and to produce innovations. This issue has also attracted attention within the context of open innovation amongst scholars, policy makers and business leaders who have recognized the pronounced role of external knowledge flows within the innovation system. Several studies have already dealt with the impact of design on general company performance or innovation outcome.
They, however, did not specifically link design to collaborative or externally sourced innovation.
This paper empirically investigates the impact of design activities and their collaborative pattern on a firm's innovation performance. To be more precise, we assess the question how market novelties or products which have only been slightly improved, i.e. are only new to the firm but not to the market, are driven by design issues. We use a sample of Belgian firms stemming from the fifth wave of the Community Innovation Survey (CIS) and show that design activities supplement a firm's innovation performance. Moreover, we find that the success of market novelties is driven by design which is mainly conducted in-house, while success of products only new to the firm is also influenced by design activities developed with external partners. This phenomenon which we label as the "design paradox" may be due to possible spillover effects and leakage of information to outsiders caused by collaboration with external partners.
Introduction
Design and its contribution to product development and business performance has recently attracted attention among academics and professionals (e.g. Gemser and Leenders 2001 , Platt et al. 2001 , Hertenstein et al. 2005 , Marsili and Salter 2006 . More and more companies have been raising their budgets for design and included external design consulting firms like e.g. IDEO, Fuseproject, Zipa or Whipsaw 2 in their product development process. Gemser and Leenders (2001) state that design budgets of European and American firms have been growing between 8 and 20 percent per year in the recent past.
Studies have also shown that research and development (R&D) are -although undoubtedly a key driver -not the only factors which lead to successful product innovation (see e.g. Rammer et al. 2009 ). Design may be seen as one of several key factors contributing to new product development along with research and development (R&D), marketing, manufacturing, purchasing etc. (Hertenstein et al. 2005) . As early as in 1984, Kotler and Rath have already emphasized that "design is a potent strategic tool that companies can use to gain a sustainable competitive advantage, yet most companies neglect design as a strategic tool. What they don't realize is that good design can enhance products, environment, communications, and corporate identity." Von Stamm (2004) also argues that designers have an important contribution to make to the innovation process. If innovation is the goal of a company then design is an essential component in realizing this entrepreneurial objective. The success story of Apple's iPod has shown that the right design can be a decisive factor when a new product enters the market since it will make users feel that the product is more attuned to their needs. This example shows that nowadays companies are more and more trying to design their products as fashion accessories. Furthermore, Yamamoto and Lambert (1994) have also shown that even for industrial products, aesthetics affect a customer's product preference. Verganti (2008) states that innovation may be seen as the result of a process of generation and integration of knowledge. The question we address in this study is where does this knowledge come from in the case of design activities? Is it only conducted in-house or do firms also make use of external knowledge flows in terms of e.g. collaborative partnerships? Several authors have already shown that firms show a better innovation performance if they combine their internal knowledge with external knowledge (e.g. Cassiman and Veugelers 2002 , Belderbos et al. 2004 . This issue has also recently attracted attention within the context of open innovation (Chesbrough 2003a (Chesbrough , 2003b (Chesbrough , 2003c can come from inside or outside the company and also can go to market from inside or outside the company (Chesbrough 2003b) .
Several studies have already dealt with the impact of design on company performance or innovation outcome (e.g. Gemser and Leenders 2001 , Platt et al. 2001 , Hertenstein et al. 2005 , Platt et al. 2001 , Marsili and Salter 2006 , however, they did not specifically link design to collaborative or externally sourced innovation. This paper empirically investigates the impact of design activities and their collaborative pattern on a firm's innovation performance. To be more precise we assess the question how market novelties or products which have only slightly improved, i.e. are only new to the firm, but not to the market are driven by design issues. We use a sample of Belgian firms which stems from the fifth wave of the Community Innovation Survey (CIS) database and show that design activities raise a firm's innovation performance. Moreover, we find that the success of market novelties is driven by design which is mainly conducted in-house, while success of products only new to the firm is also influenced by design activities developed with external partners.
R&D, Innovation and Design
Competition forces firms to find new ways to compete and be innovative in order to differentiate themselves from the other players in the market. In 1998, Robert H. Hayes, at that time professor at the Harvard Business School already realized: "15 years ago companies competed on price. Now it's quality. Tomorrow it's design." (Baker 2006) . Kotler (2003) , one of the leaders in the field of marketing even proclaims that "design is the factor that will often give a company its competitive edge".
Today, consumers cannot be satisfied with just functionality and technology, it seems that the motto "faster, better, cheaper" does not work anymore. Buying decisions are strongly influenced by emotional needs and desires, since consumers tend to identify themselves and their lifestyle with the bought product. Creative design more and more comes to the fore and many companies believe that superior design will be the key to winning customers. Especially in mature markets where technological developments only lead to marginal improvements to the consumer and also in low-tech markets, design plays a fundamental role. It has the ability to create corporate distinctiveness and also possesses the potential to give a mature product a new look. Thus, design helps to move away from the pure price competition by creating and strengthening of brands and identities (European Commission 2009 , Talke et al. 2009 ).
The prime example regarding the success and achievements of design is Italy or to be more precise the Lombardy region around Milan. Italian design has been known for its "edginess" and creativity already for a long time. Italian companies like Alessi, Artemide and Kartell have become worldwide leaders in their industry segment despite their small size and limited resources (Verganti 2008) . Moreover, such design communities can also be found in Finland, London, Sweden, Denmark, Catalonia, and the Rhone-Alps region of France. In Helsinki, for example, many design research centres are heavily underwritten by Nokia which understands that creative design is a key factor of its mobile phones' appeal (Verganti 2006 ).
What is Design?
Despite the growing interest in the role of design in the innovation context there has been no clear and proper definition of the term design. A classical and often cited definition of design was proposed by Krippendorff (1989) who states: "The etymology of design goes back to the latin de + signare and means making something, distinguishing it by a sign, giving it significance, designating its relation to other things, owners, users or gods. Based on this original meaning, one could say: design is making sense (of things)." Walsh (1996) points out that "the term design (as it is used in English) covers a wide range of activities: architecture, fashion design, interior design, graphic design, industrial design and engineering design." Her classification of design is similar to the one of Borja de Mozota (2003) who distinguishes between four types of design, namely environmental design (architecture, fashion and interior), product design (industrial and engineering), package design and graphic design. All these types of design have in common that they require creative visualisation of ideas aiming at the creation of a product which does not exist in the market (Bruce and Cooper 1997) .
Intrinsically, design has been linked with innovation and is also seen as the core of innovation (Bruce and Cooper 1997, Aubert 1982) , "the moment when a new object is imagined, devised and shaped in prototype form" (Aubert 1982) . Hence, a clearer picture of the term design requires the understanding what really constitutes research and development, since R&D activities play the fundamental rule in the innovation process. According to the definition of the OECD Frascati Manual (1993) which frames the methodology for collecting and using statistics about R&D in OECD countries, the term R&D covers three activities: basic research, applied research and experimental development. Swann and Birke (2005) , Walsh (1996) and also Utterback et al. (2006) argue that design activities overlap with R&D activities and technological innovation 3 . Therefore design activities make an important contribution to the innovation process. "The effective use of design is fundamental to the creation of innovative products, processes and services. Good design can significantly add value to products, lead to growth in sales and enable both the exploitation of new markets and the consolidation of existing ones" (UK Government White Paper 1995). Kotler and Rath (1984) phrase the two objectives of design as creating consumer satisfaction and generating profits for the company.
The Impact of Design on Business Performance
There is a growing body of evidence which addresses the relationship of design and its impact on different dimensions of company performance.
One strand of literature has analyzed the impact of design activities on general firm performance. Gemser and Leenders (2001) addressed the question on how and when integrating industrial design in the development of a new product can enhance the competitive position of a company. They used data from two Dutch manufacturing industries and showed that the extent to which design is integrated in the development process of new products has a significant positive influence on company performance. Platt et al. (2001) use several measures of financial performance and investigate 51 companies in four industries over a five-year time period. Their findings provide strong support for the fact that firms with good design have better financial performance. Similarly, Hertenstein et al. (2005) examine the relationship between industrial design and financial performance of a firm employing an interesting methodology. Instead of relying solely on firm-level data, they asked a panel of 138 industrial design experts to rank the design effectiveness of firms within nine selected manufacturing industries. Their results show that firms which were rated as having a good industrial design are significantly positively related to corporate financial performance and stock market performance. Cereda et al. (2005) used data from the third wave of the U.K.
Community Innovation Survey (CIS) and estimate the relationship between the amount of innovative expenditure spent on design and productivity growth. Applying regressions within a production function framework they find that design expenditure has a positive impact on a firm's labor productivity and total factor productivity growth.
Other studies consider the innovation performance of firms instead of general performance measures. Marsili and Salter (2006) investigate the impact of design expenditures on the innovation performance of Dutch manufacturing firms. By using a sample of 2010 firms from the Dutch Community Innovation Survey (CIS-2) and applying different measures of innovation performance (sales with products new to the market, new to the firm and sales with improved products) they show that design expenditures and innovation performance are directly linked. Their study also includes a measurement for openness which reflects the extent to which a firm is open to external knowledge in the innovation system for which they find a significant positive effect. However, Marsili and Salter (2006) do not directly link design with internal or external knowledge flows.
A very recent study takes the level of analysis from the firm to the product level. Talke et al. in Germany that product innovativeness is not only driven by technological novelties, but also design has become a critical element of a product's competitive advantage.
Design, Collaboration and Complementary Assets Design and internal vs. external knowledge
The previous sections have already highlighted the importance of design for the innovation performance of a company. Successful innovation activities lead to competitive advantages which is one of the main achievements of firms. During the past years scholars justified the opinion that R&D activities conducted in-house by a company are not the only way to acquire new technological knowledge and produce innovations. Moreover, it has been shown that strategic alliances are increasingly necessary to support innovative activities (Teece 1986 (Teece , 1992 . The growing technological diversification of companies demands for a successful integration of external knowledge in the innovation process.
Past research has already put a strong emphasis on the question how firms can learn from external knowledge and external resources. Veugelers (2002, 2006) and Veugelers (1998) found that innovating companies show a better performance when they combine internal with external innovation activities. External technology sourcing and internal research and development activities have a complementary relationship and are not substitutes Veugelers 2002, Belderbos et al. 2008 ). Furthermore, Belderbos et al. (2004) and Aschhoff and Schmidt (2008) found a positive relationship between R&D collaboration and innovation performance. Hoisl (2007) also points out that a combination of internal and external knowledge can result in more innovations and a better firm performance.
Hence, there is evidence to suggest that many firms have shifted to the so-called model of Open Innovation which proposes the use of purposive inflows and outflows of knowledge to accelerate internal innovation and expand the markets for external use of innovation (Chesbrough 2003b) . Chesbrough (2003a Chesbrough ( , 2003b Chesbrough ( , 2003c emphasizes that internal R&D stimulates a more effective monitoring and the use of external knowledge resources and networks. Von Hippel (1988) identified four external sources of useful knowledge: suppliers and customers, universities, government and private laboratories as well as competitors.
Moreover, Laursen and Salter (2006) have shown that firms who are more open to external sources are more likely to have a higher level of innovation performance 4 . Also in the design process a common trend towards external design skills has emerged during the last years. Due to cost and control factors firms are increasingly outsourcing design activities (Bruce and Cooper 1997) . Bertola and Teixeira (2003) who examined 30 cases in which design was applied as a strategic competence for the development of product and process innovation, state that even when firms tend to rely on their internal knowledge network to promote innovation, they still tend to access external design consultants to bring new knowledge and expertise inside their company.
A good example to illustrate design in the different context of knowledge origins is the divergent case of the Sony walkman versus the Apple iPod. Sony mainly used its in-house sources and laboriously developed the walkman. They employed designers to develop the product's topology and form for different market segments (e.g. sports, children etc.). The development of the Apple iPod which has been viewed as an ecology of innovation" or an "iPod economy" is a completely different story: much of the underlying design was done outside the company (Utterback et al. 2006 ). However, Shermann (2002) points out that "it would be a huge mistake to assume that all the design work happened elsewhere and that Apple had no substantial input." Apple's own contribution on its road to success consisted of "putting it all together and optimizing the design to eke out the best performance." Although the recent literature points towards the merits of acquiring external knowledge the latter example shows that design activities which have been conducted only by in-house resources of a company do not necessarily perform worse than those which have been developed with the help of external knowledge flows. Sony has led the worldwide market for personal stereos with a market share of around 50% for over a decade (Sanderson and Uzumeri 1995) .
Design and Complementary Assets
In almost all cases the appropriability of the returns of innovation or in other words the successful commercialisation of innovation requires the utilisation of know-how in conjunction with complementary capabilities or assets controlled by the firm, such as complementary components, distribution channels, production, and service (Teece 1986 ).
Complementary assets are of vital importance in creating sustainable competitive advantages and innovations (Stieglitz and Heine 2007) . They allow firms to gain profits from an innovation even if they are not the sole supplier of this innovation. A well-known case to name here is again the Sony walkman. It was so successful in the personal stereo market although it faced quite a large number of competitors after Sony had introduced the walkman in the market and the walkman was not inherently superior to the other products of its rivals.
However, through effective design, marketing and communications Sony was able to obtain a large share of the personal stereo market (see e.g. Sanderson and Uzumeri 1995) . Moreover, Sony was able to charge a price 25 percent higher than those of its competitors with the same technology. Design was widely acknowledged to be the enabler of this price differential (von Stamm 2008) . A similar development can be observed with Nokia and its success on the market of mobile phones or also with the Apple iPod on the market for mp3 players. Tether (2005) argues that an important complementary asset for design can be the perceptions of customers regarding the symbolic and functional qualities of a product. Design can make a significant contribution towards the reputation and credibility of a product through branding, styling and other forms of communication. However, this symbolic value is not easy to build, otherwise the rivals of Sony and Nokia could have easily done the same. Design plays a crucial role regarding the self-identification of consumers with the product and thus encourages them to pay more than they otherwise might pay for essentially the same standard of technology or product. For example, Audi and Skoda comprise very much of the same technology and engineering platforms (which might be the case since they both belong to the Volkswagen Group), however due to strong marketing and branding consumers have different perceptions of the qualities and performance of Audi and Skoda cars. This leads to the conclusion that the exploitation of design will be greatest in those firms which already have complementary assets, that is they already build up some positive reputation in the relevant market.
Data, Econometric Methods, and Results

Database
We use firm level data stemming from the Flemish part of the fifth Community Innovation Survey (CIS) and refer to the years from 2004 to 2006. The CIS is a business survey collecting data on innovation inputs and outputs, and is to a large extent harmonized across European Member states (see Eurostat, 2004 , for a detailed description of the CIS at European level). Our database contains information on a cross-section of firms active in the manufacturing sector and in selected business services and constitutes a representative sample of these sectors in the economy of Flanders. The sample comprises 1,511 firm observations.
Dependent Variables
We use different measures of innovation performance as dependent variables in our analysis.
The CIS provides direct measures of innovation output, as firms' total sales can be broken into three different categories 5 : there are feedback effects from the dependent variable to current explanatory variables.
Typically, the covariates used will correspond to the years 2004 to 2006.
Design-related variables
The key explanatory variables indicate whether a firm has carried out design activities between 2004 and 2006. Initially we just consider a dummy, DESIGN, taking the value 1 if the firm engaged into design activities, and is equal to zero otherwise. 6
Moreover, we are interested in the way these design activities have been conducted. Did firms mainly conduct design activities in-house or did they also utilize external information and/or external designers? The question to address here is which strategy of a firm may lead to significant increases in the innovation output. Do design activities which have been developed only with internal resources lead to a greater success than those that have been carried out with external sources of knowledge? Consequently, we split the DESIGN dummy into
• DESIGN_INT indicating that a firm mainly conducted its design activities within its own enterprise or enterprise group;
• DESIGN_EXT denoting a firm that conducted its design activities together with other enterprises or institutions, or that relied completely on external designers without own in-house activities. 7
Control variables
Of course, the main input factor for innovation is R&D. Consequently, R&D intensity (RDINT) is included as an explanatory variable in all models. R&D intensity is defined by R&D expenditures divided by a firm's employees. Although we would prefer using a lagged 6 In this study we rely on the definition of design based on the Oslo Manual and the Frascati Manual (OECD/Eurostat 2005). 7 The case that a firm only seeks external design without any in-house activity is almost non-existent. Only 0.3% of the sample indicated this. Therefore we do not consider this as separate case in the empirical analysis.
value for R&D, we only have this information from the year 2006. Thus, we have to use it as a proxy for the average R&D activities between 2004 and 2006. We allow for a non-linear relationship by including the squared R&D intensity in the regression (RDINT 2 ).
We have outlined above that several other complementary assets and innovation strategies may be needed for successful innovation. As we distinguish between internal and external design, the general openness of the innovation process may play a role. We control for this by taking a firm's collaboration behaviour into account. The CIS 2007 asked respondents to specify their different types of partners they have collaborated with in the course of innovation activities between the years 2004 and 2006. In our first specification, we consider just a dummy variable indicating whether a firm collaborated within its innovation project, irrespectively of the type of partner (COLL). In a further step, we split the collaboration dummy by type of partner. The following categories are specified:
Collaboration with:
• Other companies within the group of companies (ACOLL)
• Suppliers of materials, equipment and software components (BCOLL)
• Customers and consumers (CCOLL)
• Competitors or other companies in the same industry (DCOLL)
• Consultants (ECOLL)
• Universities or other research centres (FCOLL)
The set of variables consist of six dummy variables (ACOLL, BCOLL, CCOLL; DCOLL, ECOLL and FCOLL) which take the value 1 if the firms have indicated a collaboration partnership within the different categories and 0 otherwise.
As Teece (1986) emphasized, successful innovation also depends on a firm's distribution channels, production, and services. In terms of distribution, investments in marketing and market launch strategies help to build up the reputation of a product. It is most likely, that firms which heavily invest in those strategies sell more of their innovative products than others. Hence, to account for this distribution effect we use the dummy variable MLAUNCH.
This dummy variable has the value 1 if the firm has invested in market launch strategies for product innovations between 2004 and 2006 which also include market research and advertisement and 0 otherwise. Furthermore, we take into account that firms may be associated with a group of companies which may facilitate access to markets and thus also Our ability to control for brand name reputation is fairly limited with the data. However, we use the age of the firm (lnAGE) as a rough proxy for market experience and reputation.
Finally, ten sector dummies on basis on the European standard industry classification NACE capture different technological opportunities and other unobserved factors varying across industries (see Table 4 in appendix A).
Descriptive statistics of the variables are presented in Table 1 where we split the sample into firms employing design in their business strategy and others. The majority of firms (1,243 observations) in the sample did not indicate design innovation. Only 268 firms employ design activities in their business strategy. Overall, firms that indicate design activities achieve higher average innovation output on all three dependent variables. However, these firms are also more than twice as large as the other firms and maintain a much higher R&D intensity (R&D spending per employee). In the design sample, R&D amounts to 12.5 thousand EUR per employee, on average. The other firms only spend about 4.1 thousand EUR per employee.
Other striking differences are found in the innovation strategies: about 59% of the firms in the design sample engage in collaboration within their innovation projects whereas only 23% of the other firms do this. Furthermore, 65% of firms actively utilizing design combined their innovation projects with market launch strategies, but only 16% of the other firms did that.
Within the design sample, 70% of firms indicated that design activities are mainly conducted in-house, and the other 30% use external sources, too. These differences in firm characteristics make a multivariate analysis necessary. In this study, we are interested whether the differences in innovation output can partly be assigned to design activities, once we control for the heterogeneity in other firm attributes. Note: Industry dummies not presented.
Estimation method
We estimate Tobit models on our different innovation performance measures since not every firm in our sample shows a positive number of NEW_TO_MARKET, IMITATION and consequently, also INNOVATION. Hence, the distribution of our dependent variable is leftcensored. The model to be estimated can be written as follows:
(1)
where Y* is the unobserved latent variable and stands either for NEW_TO_MARKET,
X represents a matrix of regressors, β are the parameters which have to be estimated and ε is the disturbance term. Our baseline equation to be estimated is the following: In the modified specification, we break the design dummy into "mainly in-house design" and external design, and the collaboration dummy is split into the different types of partners as described above.
As heteroscedasticity may lead to inconsistent coefficient estimates, we tested for heteroscedasticity using Likelihood Ratio (LR) tests. This required the estimations of heteroscedastic models, where the homoscedastic variance σ 2 has been replaced by σ i 2 =σ 2 exp(Z i 'α), where Z i ' is a vector of variables suspected to cause heteroscedasticity. As common in the field, we model group-wise multiplicative heteroscedasticity (see e.g. Greene, 2002) and included firms' size class dummies based on the number of employees and industry dummies in Z. We performed the LR tests for all models presented below. The LR statistic did never reject the assumption of homoscedasticity. Consequently, we only present the homoscedastic models.
Results
Baseline specification
The regression results concerning our baseline specification are presented in Table 2 . In all three regressions, the design dummy is highly positively significant at the 1% level. Thus, even when controlling for firm characteristics, we find that design contributes to firms' innovation performance. Note, however, that the coefficients denote the partial effects of the explanatory variables on the unobserved latent variable Y*. For a better economic interpretation, we are interested in the marginal effect
the effect of the explanatory variable on the observed dependent variable, or in other words, when the censoring of the distribution is taken into account. We obtained standard errors for the marginal effects using the delta method. As the significance levels of the variables do not change, we do not present all these effects in detail, but discuss selected marginal effects in the text.
As the dependent variables are measured as logs of innovation sales, the marginal effect of a change in x k approximated the percentage change (or growth) of the dependent variable. In terms of total innovation output, the firms employing design achieve a 130% higher innovation output than other firms. With regard to sales of market novelties, the marginal effect of design amounts to 83% higher sales, and 100% more for product innovations that are only new to the firm, but not to the market.
Although these numbers appear to be a very large impact, one should keep in mind that the sales due to product innovations are typically only a small share of a firm's total sales. On average, sales with market novelties amount to 5% of a firm's total sales, and new products based on imitation range at 4.4%, on average. Thus, the sizeable marginal effect of an 83%increase of sales with market novelties because of design activities, for instance, is by no means implausible: the average share of sales with market novelties would move from 5% in total sales to about 9%, all else constant. In addition, collaborating firms and those implementing market launch strategies for product innovation also achieve a higher innovation performance than other firms in all three regressions. With respect to market novelties, for instance, collaborating firm achieve an 83% higher turnover than non-collaborating firms. Market launch campaigns lead to a large difference. Firms undertaking such actions sell 225% more of their product new to the market than other firms. While this appears to be a sizable impact, one should keep in mind that we have no information on the cost of the market launch strategies. Intense market research and marketing efforts may entail substantial cost, so that we cannot make a conclusion about the eventual profitability of these actions.
The results concerning the other control variables are interesting, too. As one would expect, larger firms achieve a higher innovation output for all three dependent variables, all else constant. The R&D intensity shows an inverted U-shape which peaks at about 130 thousand.
EUR of R&D spending per employee. As this is beyond the 99% percentile of the RDINT distribution in our sample, we can basically confirm that we find increased innovation output the higher the R&D intensity of firms is. Note, however, that the R&D variables are not significant in the regression on products that are new to the firm only (IMITATION).
Except the jointly significant industry dummies capturing unobserved differences across sectors, the other control variables turn out to be insignificant (GROUP and AGE).
We performed several robustness checks which can be found in the appendix. First, we estimated the same models by OLS instead of Tobit. Although OLS does not account for censoring of the dependent variable, it does not rely on the normality assumption as the Tobit estimations. As we outline in the appendix, OLS confirms the Tobit results. Second, we tested for endogeneity of the design dummy. The hypothesis of exogeneity is not rejected, and thus the Tobit results presented are not subject to feedback effects from innovation performance to design activity. Third, we relax our functional form assumption used in the regression models presented above by applying a fully non-parametric matching estimator. Again, the estimated effects of design activities remain similar for all three dependent variables.
The modified specification
In the final step of the analysis, we simply break the DESIGN variables into internal and external design, and in addition break the collaboration dummy into the six different types of partners (ACOLL to FCOLL) to allow for more heterogeneity in the overall innovation strategy. The estimation results of the Tobit models are presented in Table 3 .
We find interesting different effects on specific success measures. The total innovation sales are higher for firms conducting design either in-house only or mainly externally. However, when computing the marginal effects, it turns out that the in-house design performers sell 164% more than firms not actively involving new design whereas the firms mainly using external sources for design only achieve 68% higher sales than other companies. Even more interesting are the findings concerning market novelties. In-house design realizes 113% higher sales, but the marginal effect for mainly external sourcing for design innovation is not statistically different from zero. In addition to testing whether the marginal effects are different from zero, we also tested whether the coefficients of in-house versus external design are different from each other. These tests reject the equality of coefficients at the 5% level for both total innovation sales and market novelties. For IMITATION, the two design variables are positively significant (in-house resulting in 117% higher sales, and external design in 75%), but a test reveals that the coefficients are not significantly different from each other (see the tests in Table 3 ). These are quite interesting findings, as the recent literature points towards the model of open innovation suggesting that valuable ideas come from inside and outside the company and that the traditional approach of "research and develop" is more and more replaced by "connect and develop" or "acquire and develop". Thus, our findings generate a scenario which we label as the "design paradox", since only design activities conducted with internal knowledge lead to higher sales of market novelties. However, intuitively these results are justified since according to economic theory knowledge is a public good which may accrue ("spill over") to rival firms and enables them to free-ride on the efforts of the innovating firm. Consequently, firms have a strong incentive to keep their knowledge proprietary or rather protect their knowledge from appropriation by competitors (Liebeskind 1997) . Laursen and Salter (2005) also found that knowledge intensive small firms (hence, those companies which are often based on the exploitation of new ideas) are less likely to open to external sources.
Collaboration with external experts comes along with the increasing risk of involuntary spill over effects and leakage of information to outsiders that may later become competitors or may make better use of the acquired know-how. Empirically such harming spill-over effects have been uncovered by Mansfield (1985) by surveying R&D managers of 100 U.S. companies in high-tech sectors. It turned out that sensitive information on R&D concerning new product development ended up in the hands of rivals after 12 to 18 months, on average. For one fifth of the firms, it only took up to 6 months before crucial knowledge spilled over to rivals. As Mansfield (1985) states, among other channels, linkages through common suppliers and customers are important channels through which a great deal of information is exchanged, and thus possibly lost to rivals. As Mansfield's study concerned detailed technological knowledge, design may even be less unique to a firm than research results. Thus, a firm relying mainly on external designers may not be able to capture a competitive edge over its rivals that may have access to the same (group of) external designers. In addition, copying design-related aspects of an innovation is certainly cheaper and easier for rivals than, for instance, gathering knowledge through reverse engineering (see e.g. Mansfield et al., 1981). 8 Moreover, firms may stick to their in-house resources, because external design consultants only have insufficient knowledge about the practices of the company and also slow down the 8 It should be noted, however, that Mansfield (1985) found some industry differences in the outflow of knowledge. For our case, this would suggest that the effect of external design may vary across industries. Consequently, we re-estimated the model shown in Table 3 , but instead of estimating just one coefficient for external design each, we interacted the variable with industry dummies. This allowed us to test whether there are heterogeneous effects of external design depending of the industry. The regressions, however, showed that we cannot reject the hypothesis that the effect external design is equal across industries for all models.
design process since they are not accessible every day (von Stamm 2003) . This is a crucial point regarding the time constraints a firm is exposed to when developing a market novelty.
Coordination problems with in-house design and/or other departments may also occur especially if the external design consultants deal with the innovative part of the design process while internal staff just has to integrate the design or do less attractive design activities (Cooper and Press 1995) . In addition, the not invented here syndrome can arise and there may be the possibility of a credibility gap if the designed product is too different from the vision of the firm (Borja de Mozota 2003).
Regarding the R&D collaboration pattern our results show that collaboration with suppliers has a significant positive effect on all three success measures. In the case of market novelties and new product sales we also find a positive effect of collaboration with customers and consumers. Interestingly, collaboration with competitors or other companies in the same industry shows a negative coefficient on the imitation variable, however only significant on the 10% level. The results concerning the other controls are equal to the baseline specification and are thus not discussed in further detail here.
Conclusion
In this paper, we have investigated the effects of design activities and its different knowledge origins on innovation performance. Our results provide clear evidence that design activities improve a firm's innovation performance.
Moreover, our results lead to a scenario which we label as the "design paradox", as we find that only design activities which are mainly conducted with internal knowledge play a crucial role regarding the product innovation success with market novelties. These results are in contrast to design activities leading to product imitations where the collaboration with external designers has a significant influence. By using only internal design sources the proprietary nature of the work is guaranteed which appears to be of primary importance if a firm intends to introduce a market novelty. If a firm collaborates with external design consultants, information about new products may leak out before the company is ready to utilize this information in the market exclusively.
Nonetheless, several economic studies which have addressed the issue of innovative performance have shown that a variety of different factors is necessary to shape innovation performance and that successful firms are usually characterised by their entrepreneurial ability across a field of different domains. Thus, design expenditures by itself cannot be the exclusive reason for a firm's innovation success, but rather the integration of a firm's capabilities such as marketing, production, distribution and other complementary assets into its product. In this sense, design expenditures can act as a catalyst for successful products since they allow firms to differentiate from rivals in the market.
Finally, it should be noted that scholars have emphasized the presence and importance of complementarities in the innovation process. Although we control for possibly the most important factors in our regressions, it would be interesting for further research to explore complementarities with design in more detail. We have searched for potential moderating effects using our covariates, but did not find any significant effects. However, especially our ability to control for brand name reputation has been limited with the given data. It would be desirable to develop more sophisticated measures for reputation which may allow exploring potentially heterogeneous effects of design across firms. 
Appendix A: Industry Classification
Appendix B: Robustness Tests
As the Tobit model is somewhat restrictive in its assumptions, we also employed other techniques. First, we performed OLS regressions. OLS has the advantage that it does not require the assumption of normality as the Tobit model, but it ignores the censoring of the dependent variable. The latter typically results in a downward bias of the estimated slope coefficients (see e.g. Greene, 2002) . In our case, the OLS models, however, yield very similar results in terms of statistical significance and economic magnitude of the effects (see Tables 5   and 6 ). 9 Second, one might be concerned that design activities are to a certain extent endogenous to innovation performance, such that a firm that is highly innovative on all accounts may also be more likely to include design activities in its business strategy. Consequently, we tested for potential feedback effects from the dependent variables applying the Smith-Blundell (1986) test. The implementation is as follows:
(1) We run a regression of the design variable on all exogenous variables and one (or more) instrumental variable, and obtain the residuals from this regression.
(2) We run the Tobit model as estimated above, but now also include the residuals obtained in step 1.
(3) The standard t-statistic of the coefficient of the included residuals is a valid test on endogeneity of the design variable. If the hypothesis that the coefficient of the residuals is not statistically significant is not rejected, we do not find endogeneity.
Performing the Smith-Blundell test requires an instrumental variable that is (a) exogenousmeaning it is uncorrelated with any unobserved firm-specific factors affecting the firms' innovation performance; (b) relevant -meaning it has strong partial correlation with the design variable to avoid weak instrument bias. According to Staiger and Stock (1997) a partial F-value of the instrumental variable in the first stage regression should exceed ten.
As common in the literature, we use industry level averages of the possibly endogenous regressor as instrument. We calculated the fractions of firms employing design activities for 28 different industries, and use this detailed industry average as instrument for the design dummy. Such an industry average should be exogenous to unobserved firm-specific factors that may affect current innovation performance. When estimating the first stage of the Smith-Blundell test, we find that our instrument is positively related to the design dummy, and highly significant. The partial F-statistic amounts to 10.10 (p-value: 0.0015) which rules out a weak instrument problem. Then we re-estimated all three Tobit models as presented in Table   2 but including the residuals from the first stage regression. It turned out that the hypothesis that the coefficient of these residuals is equal to zero was never rejected at any conventional level of significance. Therefore, we do not reject our assumption that the design dummy is an exogenous explanatory variable.
As a final robustness check, we performed an econometric matching. The descriptive statistics in Table 1 suggest that the firms employing design activities are quite different from the other companies, at least on average. Although we control for the different characteristics in our regressions, we had to assume some parametric functional form. In our final robustness test, we relax the functional form assumption using a fully non-parametric matching. For each firm in the design sample we search for the "nearest neighbour" in the control sample (the sample of firms not applying design activities) using a Mahalanobis distance matching (this has been applied frequently with CIS data in the context of policy evaluation. See e.g. Almus and Czarnitzki, 2003, Czarnitzki and Licht, 2006) . For reasons of brevity, we refer the reader to surveys by Heckman et al. (1999) or Imbens and Wooldridge (2009) for the technical details. Table 7 shows how we implemented the matching for this study. Step 1 Define Z as matrix including the variables ln(EMPL), RDINT, MLAUNCH and COLL as matching arguments (those are the significant variables from the regressions discussed above).
Step 2 Choose one observation from the design subsample and delete it from that pool.
Step 3 Calculate the Mahalanobis distance between this firm and all non-design firms in order to find the most similar control observation.
Ω is the empirical covariance matrix of the matching arguments based on the sample of potential controls.
Step 4 Require that the nearest neighbor to be chosen is active in the same industry as the firm using design activities, i.e. drop all control observation from other industries.
Step 5 Select the observation with the minimum distance from the remaining sample. (Do not remove the selected controls from the pool of potential controls, so that it can be used again.)
Step 6 Repeat steps 2 to 5 for all observations in the design sample.
Step 7 Using the matched comparison group, the average effect of design can simply be calculated as the mean difference of the matched samples: 1
Y being the counterfactual for i and n T is the sample size. Note that the same observation may appear more than once in the selected control group.
Step 8 As we perform sampling with replacement to estimate the counterfactual situation, an ordinary tstatistic on mean differences is biased, because it does not take the appearance of repeated observations into account. Therefore, we have to correct the standard errors in order to draw conclusions on statistical inference. We follow Lechner (2001) and calculate his estimator for an asymptotic approximation of the standard errors.
The results of the matching can be found in Table 8 . As it can be seen, the previous heterogeneity in characteristics disappears as one balances the two groups of firms by nearest neighbor matching. For each of our 268 companies employing design activities we picked a nearest neighbor from the same industry. Now the two samples are comparable in terms of firm size, R&D intensity, collaboration activity and the occurrence of market launch strategies.
Yet, we still find differences in the innovation performance variables that may be assigned to the fact that some companies undertake efforts regarding the design of their innovative products. Similarly to the previous regression models, companies using design achieve 143% higher innovation sales than other companies of same size, with same R&D intensity, and same occurrences of collaboration and market launch strategies. With regard to sales of market novelties, the difference amounts to 105%. For imitation, it is 107%. Note that the results also hold for the dependent variables in levels, except for the fact that the difference in imitation is not statistically significant. The latter, however, is largely due to the skewness of the distribution causing large standard errors in the t-test. Lechner's (2001) asymptotic approximation of the standard errors that accounts for sampling with replacement in the selected control group.
Given that the results of a fully non-parametric matching that does not rely on functional form assumptions or any distributional assumption are quite similar to the other regression results, our earlier results with the more restrictive models are reassuring, and do not reveal a serious misspecification.
