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a b s t r a c t
Given a fixed positive integer k ≥ 2 and a fixed pair of sets of vertices X = {x1, x2, · · · , xk}
and Y = {y1, y2, · · · , yk} in a graph G of sufficiently large order n, the sharp minimum
degree condition δ(G) ≥ (n+k−1)/2will be shown to imply the existence of aHamiltonian
cycle C such that all of the vertices of X precede the vertices of Y for appropriate initial
vertex and orientation of the cycle C . Also, a minimum degree condition along with a
connectivity condition will be shown to imply the existence of a Hamiltonian cycle C such
that the vertices of X and Y alternate on the cycle C .
© 2016 Published by Elsevier B.V.
1. Introduction
We deal only with finite simple graphs and our notation generally follows the notation of Chartrand and Lesniak in [1].
Given an ordered set of vertices S = {x1, x2, . . . , xk} in a graph, there are a series of results giving minimum degree
conditions that imply the existence of a Hamiltonian cycle such that the vertices in S are located in order on the cycle
with restrictions on the distance between consecutive vertices of S. Examples include results by Kaneko and Yoshimoto [5],
Sárkőzy and Selkow [7], Kierstead, Sárkőzy and Selkow [6], Faudree, Gould, Jacobson and Magnant [2], Faudree and Li [4],
and Faudree, Lehel, and Yoshimoto [3]. We will consider a pair of disjoint sets of vertices X and Y , each with precisely k ≥ 2
vertices in a graph G of order n. The objective is to determine the minimum degree δ(G) of G that implies the existence of
a Hamiltonian cycle C such that the smallest interval of C that contains X and the smallest interval of C that contains Y are
disjoint.
The following result will be proved in Section 2.
Theorem 1. Let k be a positive integer. If G is a graph with n ≥ 5k+ 2 and δ(G) ≥ (n+ k− 1)/2, then for any two disjoint sets
X and Y of k vertices each in G, there exists a Hamiltonian cycle C of G, such that the vertices of X precede the vertices of Y for
appropriate initial vertex and orientation of the cycle C.
A companion to the results of Theorem 1 is to place the vertices of X and Y on a cycle that the vertices alternate between
being in X and being in Y , called an alternating cycle for X and Y . This is related to the concept of being p-ordered.
Definition 1. A graph G is p-ordered Hamiltonian if for any ordered set of p vertices in G, there is a Hamiltonian cycle such
that the p vertices are encountered in the specified order.
∗ Corresponding author.
E-mail address: li@lri.fr (H. Li).
http://dx.doi.org/10.1016/j.dam.2015.11.012
0166-218X/© 2016 Published by Elsevier B.V.
108 R.J. Faudree et al. / Discrete Applied Mathematics 209 (2016) 107–114
The following result due to Kierstead, Sárkőzy and Selkow [6, Theorem 1] gives aminimumdegree condition that implies
a graph is p-ordered.
Theorem A. If p ≥ 2 and n ≥ 11p − 3, and G is a graph of order n with δ(G) ≥ ⌈n/2⌉ + ⌊p/2⌋ − 1, then G is p-ordered
Hamiltonian.
This immediately give the following corollary.
Corollary 1. Let k ≥ 2 and let X = {x1, x2, . . . , xk} and Y = {y1, y2, . . . , yk} be two sets of k disjoint vertices in a graph G of
order n. If δ(G) ≥ (n+ 2k− 2)/2, and n ≥ 22k− 3, then there exists an alternating Hamiltonian cycle for X and Y .
In the case of alternating the vertices between X and Y on a Hamiltonian cycle, the minimum degree can be lowered in
the presence of sufficient connectivity. Suppose a graph G has a cut set S of at most 2k− 1 vertices such that G− S has two
components G1 and G2 with min{|G1|, |G2|} ≥ k, where |Gi| is the order of Gi. If we choose X and Y of k vertices from G1
and G2, respectively, then obviously there is no alternating cycle for X and Y . Thus we need connectivity at least 2k for the
existence of such a cycle.
Thomas and Wollan [8, Corollary 1.2] showed the following:
Theorem B. If G is a 2k-connected graph with |E(G)| ≥ 5kn, then G is k-linked, i.e., for any two sets X = {x1, . . . , xk} and
Y = {y1, . . . , yk} of k disjoint vertices in G, there exist disjoint k paths P1, . . . , Pk such that Pi joins xi and yi for all 1 ≤ i ≤ k.
This implies that a 4k-connected graph G with δ(G) ≥ 20k is 2k-linked. Let X = {x1, . . . , xk} and Y = {y1, . . . , yk} be
two sets of k disjoint vertices in a graph G. If δ(G) ≥ 4k− 1, then there is a matching M = {xix′i, yiy
′
i : 1 ≤ i ≤ k} covering
X ∪ Y in G. If G is 2k-linked, then there exist internally disjoint 2k paths P1, . . . , Pk,Q1, . . . ,Qk such that Pi joins xi and yi
and Qi joins y′i and x
′
i+1 for 1 ≤ i ≤ k. The union of those 2k paths and M constructs an alternating cycle for X and Y . Thus
the following lemma holds.
Lemma 1. If G is a 4k-connected graph with δ(G) ≥ 20k, then for any disjoint sets X and Y of k vertices of G, there exists an
alternating cycle for X and Y .
In Section 3, we will prove the following lemma.
Lemma 2. Let G be a 2k-connected graph with δ(G) ≥ (n+ 1)/2 and n ≥ 10k− 1, and let X and Y be disjoint sets of k vertices
of G. If G has an alternating cycle for X and Y , then G has an alternating Hamiltonian cycle for X and Y .
Lemmas 1 and 2 imply the second result of this paper.
Theorem 2. If G is a 4k-connected graph with δ(G) ≥ max{(n+ 1)/2, 20k} and n ≥ 10k− 1, then for any disjoint sets X and
Y of k vertices of G, there exists an alternating Hamiltonian cycle for X and Y .
It is easy to see the above result implies the following.
Corollary 2. If G is a 4k-connected graph with δ(G) ≥ (n + 1)/2 and n ≥ 40k − 1, then for any disjoint sets X and Y of k
vertices of G, there exists an alternating Hamiltonian cycle for X and Y .
The following examples show that the minimum degree conditions are sharp in Theorem 1 and Corollary 1.
Example 1. For k ≥ 2 consider the graph G1 = Kk + (K(n−k)/2 ∪ K(n−k)/2). Assume that the vertices of X are in the Kk and
the vertices of Y are split between the two complete graphs K(n−k)/2. Then, there is no Hamiltonian cycle C of G1 for which
the vertices of X precede the vertices of Y for appropriate initial vertex and orientation of the cycle C . Thus, the minimum
degree condition of Theorem 1 cannot be lowered.
Example 2. For k ≥ 2 consider the graph G2 = K2k−1 + (K(n−2k+1)/2 ∪ K(n−2k+1)/2). Assume that the vertices of X are in
one of the copies of K(n−2k+1)/2 of G and the vertices of Y are in the other copy of K(n−2k+1)/2. Then, there is no Hamiltonian
cycle C of G for which the vertices of X and Y alternate on the cycle C , since this would require that the cut set K2k−1 have
2k vertices. Thus, the minimum degree condition of Corollary 1 cannot be lowered.
For Theorem 2, we raise two natural questions.
Question 1. What are the sharp minimum degree conditions and connectivity conditions in Theorem 2 that imply the existence
of an alternating Hamiltonian cycle for X and Y in a graph G.
Question 2. Clearly δ(G) ≥ n/2 is sufficient for there to be a Hamiltonian cycle, and κ(G) ≥ 2k by Example 2 for the vertices
of X and Y to alternate on the Hamiltonian cycle. Are these conditions sufficient for the existence of an alternating Hamiltonian
cycle for X and Y?
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Finally, we give some additional notation. The set of all the neighbours of a vertex x ∈ V (G) is denoted byNG(x) or simply
N(x), and its cardinality by dG(x) or d(x). For a subgraph H of G, we denote NG(x) ∩ V (H) by NH(x) and its cardinality by
dH(x). For simplicity, we denote |V (H)| by |H| and ‘‘ui ∈ V (H)’’ by ‘‘ui ∈ H ’’.
Let C = v1v2 · · · vpv1 be a cycle with a fixed orientation. The segment vivi+1 · · · vj is written by vi
−→
C vj where the
subscripts are to be takenmodulo |C |. The converse segment vjvj−1 . . . vi is written by vj
←−
C vi. For a path P = u1u2 · · · up, we
denote uiPuj = uiui+1 · · · uj. The successor of ui is denoted by u+i and the predecessor by u
−
i . For a vertex subset A in C or P ,
we write {u+i | ui ∈ A} and {u
−
i | ui ∈ A} by A
+ and A−, respectively.
2. Proof of Theorem 1
A path P is called good if X ∪ Y ⊂ P and the vertices of X precede the vertices of Y on P . Suppose G has a good Hamilton
path P and let u and v be the ends. By the minimum degree condition, P has consecutive vertices w and w+ such that
{uw+, vw} ⊂ E(G). Obviously uPwvPw+u is a desiredHamiltonian cycle. Therefore it is sufficient to obtain a goodHamilton
path in G. At first we show the following.
Claim 1. If there is a good path, then there is a good Hamilton path.
Proof. Let P be a longest good path and p = |P|. Suppose R = G−P is not empty and let r = |R|. Since a vertexw in R cannot
be adjacent to consecutive vertices on P , dP(w) ≤ (p − 1)/2. Thus dR(w) ≥ (n + k − 1)/2 − (n − r − 1)/2 = (r + k)/2,
and so R is Hamilton connected.
Let S = {u1, u2, . . . , us} ⊂ NP(R) be a maximum set of vertices in P such that |NR(ui) ∪ NR(ui+1)| ≥ 2. Obviously
s = |S| ≥ (n+ k− 1)/2− (r − 1) = (n+ k+ 1)/2− r. (1)
Let u0 and us+1 be the ends of P . We may assume that u0, u1, . . . , us, us+1 occur in the order on P . Obviously u0 ≠ u1 or
us ≠ us+1. Let Ii = u+i Pu
−
i+1 for 0 ≤ i ≤ s. By the maximality of p = |P|, if Ii ∩ (X ∪ Y ) = ∅, then |Ii| ≥ r ≥ 1. If r = 1, then
s ≥ (n+ k− 1)/2 and so n− 1 = p ≥ 2s+ 1 ≥ n+ k− 1, a contradiction. If r > 1, then by (1),
n− r = p ≥ (s+ 1− 2k)r + |X ∪ Y | + |S|
→ 2r2 − (n− 3k+ 3)r + (n− 5k− 1) ≥ 0.








r > (n− 3k+ 1)/2. (2)
Let X = {x1, x2, . . . , xk} and Y = {y1, y2, . . . , yk}which occur in this order on P . Let w ∈ R and
Q1 = u1Py1 and Q2 = xkPus.
If there is v ∈ NQ1(u0)
−
∩ NQ1(w), then wv




∩ NQ1(w) = ∅.
By symmetry, we have NQ2(us+1)
+
∩ NQ2(w) = ∅. Thus
dQ1(u0)+ dQ1(w) ≤ |Q1| and dQ2(us+1)+ dQ2(w) ≤ |Q2|,
and so
3(n+ k− 1)/2 ≤ d(u0)+ d(us+1)+ d(w)
≤ dQ1(u0)+ dP−Q1(u0)+ dQ2(us+1)+ dP−Q2(us+1)+ dR(w)+ dQ1(w)+ dQ2(w)
≤ |Q1| + |Q2| + |P − Q1| + |P − Q2| + (r − 1)
= (p+ |xkPy1|)+ (p− |xkPy1|)+ (r − 1)
= 2p+ r − 1 = 2(n− r)+ r − 1 = 2n− r − 1.
This contradicts (2). 
Hence, we show G has a good path in the following.
Claim 2. G is (k+ 1)-connected.
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Proof. Let S be aminimum cut of G. Let H1 be aminimum component of G− S and H2 = G− (S∪H1). Since (n+k−1)/2 ≤
|H1| − 1+ |S|,
|H1| ≥ (n+ k+ 1)/2− |S|.
This implies
|H2| = n− |S| − |H1| ≤ n− |S| − ((n+ k+ 1)/2− |S|) = (n− k− 1)/2,
and so
(n− k− 1)/2− 1+ |S| ≥ (n+ k− 1)/2.
Hence |S| ≥ k+ 1. 
Claim 3. G–Y has a path PX such that
1. X ⊂ PX ,
2. |PX | ≤ 2k and
3. G− PX is connected.
Proof. First we show that there is a path PX in G–Y containing all vertices of X . Let PX be a path in G–Y such that
1. |PX ∩ X | is maximum, and
2. subject to 1, |PX | is maximum.
Let u1, u2 be the ends of PX . Suppose G− PX contains a vertex x of X and let H be a component containing x of G− (Y ∪ PX ).
Suppose H = {x}. Since |PX ∩ X | is maximum, x is not adjacent to consecutive vertices on PX and x is adjacent to neither u1
nor u2. Thus
d(x) ≤ (|PX | − 1)/2+ |Y | ≤ (n− |Y | − 1− 1)/2+ |Y | = (n+ k− 2)/2,
a contradiction.
Suppose |H| ≥ 2, and let R = G−(Y∪PX∪H). If there is v ∈ NPX (u1)
−
∩NPX (u2)
+, then there is a cycle C containing PX−v.
SinceG is (k+1)-connected, there exists a path inG–Y joining x andC . By using this path andC , we can construct a pathwhich





By themaximality of |PX |, obviously NPX (x)∩ (NPX (u1)
−
∪NPX (u2)
+) = ∅. Thus NPX (x),NPX (u1)
− and NPX (u2)
+ are mutually
disjoint. Therefore
dPX (x)+ dPX (u1)+ dPX (u2) ≤ |PX |.
3(n+ k− 1)/2 ≤ d(x)+ d(u1)+ d(u2)
≤ |H| − 1+ |PX | + 3|Y | ≤ n+ 2k.
This implies n ≤ k+ 3, a contradiction. Thus PX contains all vertices in X .
Let PX be a path in G–Y such that
1. X ⊂ PX ,
2. subject to 1, |PX | is minimal and
3. subject to 1 and 2, the number of components in G− PX is minimal.
Let x1, x2 ∈ X be the ends of PX . Let R = G− (Y ∪ PX ) and Z = VPX − X .
Suppose |PX | ≥ 2k, so PX contains consecutive vertices u, u+ ∈ Z . If x1 and x2 have a common neighbor v in R, then the
path u−PXx1vx2PXu++ contains all vertices of X and is shorter than PX . Since this contradicts the choice of PX , NR(x1) and
NR(x2) are disjoint. Similarly we have that x1x2 ∉ EG.
If there is z ∈ NPX (x1)
−
∩ Z , then x2PXz+x1PXz− contains X and is shorter than PX . Thus NPX (x1)
−
∩ Z = ∅, and so
dPX (x1) ≤ |PX | − |Z | − |{x2}| = |PX | − |Z | − 1.
By symmetry, we have dPX (x2) ≤ |PX | − |Z | − 1.
n+ k− 1 ≤ d(x1)+ d(x2) ≤ 2|PX | − 2|Z | − 2+ 2|Y | + |R|
≤ 2|PX | − 2|Z | − 2+ 2k+ (n− |PX | − k)
= n+ k− 2+ |PX | − 2|Z |.
This implies |Z | ≤ |PX | − |Z | − 1 = k− 1, and so |PX | ≤ 2k− 1.
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Suppose G− PX is disconnected, and let H1,H2, . . . ,Hl be all the components of G− PX . Assume l ≥ 3, and let ui ∈ V (Hi)




























This implies n ≤ 5k+ 3, a contradiction. Thus G− PX contains two components H1 and H2.
Since G is (k + 1)-connected, there exists at least one vertex z in Z which is adjacent to both of H1 and H2. Since PX is a
shortest path containing X , NPX (x1)
−
∩ NPX (x2) = ∅, and so
dPX (x1)+ dPX (x2) ≤ |PX | − 1.
Let vi ∈ NHi(z) for i ∈ {1, 2}. If x1 and x2 has a common neighbourw inG−(PX∪Y∪{v1, v2}), then PX
′
= z−PXx1wx2PXz+
is a desired path since G− P ′X is connected.
Suppose x1 and x2 have no common vertex in G− (PX ∪ Y ∪ {v1, v2}). Let
L = NG−PX (x1)− (Y ∪ {v1, v2}) and R = NG−PX (x2)− (Y ∪ {v1, v2})
for i ∈ {1, 2}. We show that there is an edge joining L and R.
|L| ≥ (n+ k− 1)/2− dp(x1)− |Y | − |{v1, v2}|
= (n− k− 5)/2− dPX (x1).
By symmetry, we have |R| ≥ (n− k− 5)/2− dPX (x2). Therefore
|L ∪ R| ≥ (n− k− 5)− (p− 1) = n− p− k− 4.
Let Si be a minimum cut of Hi and F 1i , F
2




i for j ∈ {1, 2}. Since δ(Hi) ≥
(n+ k− 1)/2− p = (n+ (k− 2p)− 1)/2,




i ) ≤ |F
1
i | + |F
2
i | − 2+ 2|Si|
= |Hi| − 2+ |Si|.
Thus
2(n+ (k− 2p)− 1) ≤ |H1| + |H2| − 4+ |S1| + |S2| = n− p− 4+ |S1| + |S2|.
This implies |S1| + |S2| ≥ n+ 2k− 3p+ 2. Since n > 5k− 1,
|S| − |(H1 ∪ H2)− (L ∪ R)| ≥ (n+ 2k− 3p+ 2)− (k+ 4)
= n+ k− 3p− 2
≥ n− 5k+ 1 > 0.
Therefore there is an edge ww′ joining L and R. By symmetry, we may assume that w ∈ L ∩ H1 and w′ ∈ R ∩ H1. Then
PX ′ = z−PXx1ww′x2PXz+ is a desired path since G− P ′X is connected. 
Claim 4. G has two vertex disjoint paths PX and PY such that X ⊂ PX and Y ⊂ PY .
Proof. Let PX be a path satisfying Claim 3 and PY be a path in G− PX such that
1. |PY ∩ Y | is maximum, and
2. subject to 1, |PY | is maximum.
Let u1, u2 be the ends of PY and R = G− (PX ∪ PY ).
Suppose R∩Y ≠ ∅ and letH be a component containing a vertex y of Y in R. Suppose |H| ≥ 2. Since |PY ∩Y | is maximized,
NPY (u1)
−
∩ NPY (y) = ∅. By symmetry, NPY (u2)
+
∩ NPY (y) = ∅. Assume there is v ∈ NPY (u1)
−
∩ NPY (u2)
+. Since G − PX is
connected, there is a path PY joining y and the cycle C = u1PXv−u2PXv+u1. Since PY ∪ C contains a path containing at least
PY ∩ Y vertices of Y and is longer than PY , this contradicts the maximality of |PY |. Thus NPY (u1)
−,NPY (u2)
+ and NPY (y) are
mutually disjoint, and so
dPY (u1)+ dPY (u2)+ dPY (y) ≤ |PY |.
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Since |PY ∩ Y | is maximized, NR(u1),NR(u2) and NR(y) are mutually disjoint. Therefore
3(n+ k− 1)/2 ≤ d(u1)+ d(u2)+ d(y) ≤ |PY | + (|R| − 1)+ 3|PX |
= n− 1+ 2|PX | ≤ n− 1+ 4k.
This implies n ≤ 5k+ 1, a contradiction.




= ∅, then we can get a contradiction as in the above case. Hence we assume
there is v ∈ NPY (u1)
−
∩ NPY (u2)
+ and let C = u1PXv−u2PXv+u1. Since PY is a longest path, NC (v)+,NC (v)++,NC (y) are
mutually disjoint. Thus
2dC (v)+ dC (y) ≤ |C |.
By symmetry, dC (v)+ 2dC (y) ≤ |C |, and hence
dC (v)+ dC (y) ≤ 2|C |/3.
Therefore,
n+ k− 1 ≤ d(v)+ d(y) ≤ 2|C |/3+ 2|PX |
= 2(n− |PX | − |R| − 2)/3+ 2|PX |
= 2(n− |PX | − 2)/3+ 2|PX |
= 2(n+ 2|PX | − 2)/3
= 2(n+ 4k− 2)/3.
This implies n ≤ 5k− 1, a contradiction. 
Let u1 and u2 be ends of PX and PY , respectively. Let R = G− (PX ∪ PY ). If G has no good path, then NR(u1) ∩ NR(u2) = ∅
and NPX (u1)
+
∩ NPX (u2) = ∅. Thus
dPX (u1)+ dPX (u2) ≤ |PX | − 1.
By symmetry we have dPY (u1)+ dPY (u2) ≤ |PY | − 1. Therefore
n+ k− 1 ≤ d(u1)+ d(u2) = dR(u1)+ dR(u2)+ dPX∪PY (u1)+ dPX∪PY (u2)
≤ |R| + |PX | + |PY | − 2 = n− 2,
a contradiction. Therefore G has a good path, completing the proof of Theorem 1.
3. Proof of Lemma 2
Let C be a longest alternating cycle for X and Y and R = G− C . Since C is a longest cycle, any vertex u in R is not adjacent
to consecutive vertices on C . Therefore dC (u) ≤ |C |/2, and so
dR(u) ≥ δ − |C |/2 ≥ (n+ 1)/2− (n− r)/2 = (r + 1)/2,
where r = |R|. This implies that R is Hamilton connected.





≥ 2k+ 1. (3)
Proof. Since n ≥ 10k− 7, we have (n− 4k+ 10)/3 ≥ 2k+ 1, and so it is enough to show r ≥ (n− 4k+ 10)/3.
Let P be a Hamilton path of R and u1 and u2 be the ends. If there is a vertex u ∈ R such that N(u) ⊂ R, then
r ≥ |N(u)| + 1 ≥ (n+ 3)/2. Since (n+ 3)/2 ≥ (n− 4k+ 10)/3, the inequality (3) holds.
Suppose every vertex in R has neighbours on C . Let
A1 = NC (u1)− NC (u2), A2 = NC (u2)− NC (u1) and B = NC (u1) ∩ NC (u2).
Let {z1, . . . , zp} be all the vertices of NC (u1) ∪ NC (u2) which occur in the order on C and Ii = z+i
−→
C z−i+1 for all i. Since C is
a longest cycle, every Ii contains at least one vertex. If zi ∈ B and Ii ∩ (X ∪ Y ) = ∅, then |Ii| ≥ r; otherwise we can get an
alternating cycle for X and Y which is longer than C . Similarly if Ii−1 ∩ (X ∪ Y ) = ∅, then |Ii−1| ≥ r . For the case of zi ∈ A1
and zi+1 ∈ A2 or zi ∈ A2 and zi+1 ∈ A1 also, it holds that |Ii|, |Ii−1| ≥ r .
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Suppose |B| ≤ 2k− 2. Since dC (ui) = |Ai| + |B| ≥ δ − (r − 1) for i ∈ {1, 2},
n− r ≥ |C | =

i≤p
|Ii| + |NC (u1) ∪ NC (u2)|
≥ 2(|A1| + |A2| + |B|)
≥ 4(δ − (r − 1))− 2|B|
≥ 2(n+ 1)− 4(r − 1)− 2(2k− 2)
= 2n− 4k+ 10− 4r.
This implies (3).
Suppose |B| ≥ 2k− 1. If neither A1 nor A2 is empty, then there are at least |B| + 2− 2k intervals which contain at least r
vertices since |X ∪ Y | = 2k. Therefore
n− r ≥ |C | =

i≤p
|Ii| + |NC (u1) ∪ NC (u2)|
≥ (|B| + 2− 2k)r + 2k+ (|A1| − 1)+ (|A2| − 1)+ (|A1| + |A2| + |B|)
= 2|A1| + 2|A2| + (r + 1)|B| − 2k(r − 1)+ 2r − 2
≥ 4(δ − (r − 1))+ (r − 3)|B| − 2k(r − 1)+ 2r − 2
≥ 2(n+ 1)− 4(r − 1)+ (r − 3)(2k− 2)− 2k(r − 1)+ 2r − 2
= 2n− 4k+ 10− 4r,
and so (3) again holds.
Assume that A1 or A2 is empty. Then
|B| ≥ δ − (r − 1) ≥ (n+ 3)/2− r.
If |B| = 2k− 1, then 2k− 1 ≥ (n+ 3)/2− r . Thus r ≥ (n− 4k+ 5)/2 ≥ (n− 4k+ 10)/3, since n ≥ 4k+ 5.
If |B| ≥ 2k, then
n− r ≥ |C | ≥

i≤p
|Ii| + |NC (u1) ∪ NC (u2)|
≥ (|B| − 2k)r + 2k+ |B|







(r + 1)− 2kr + 2k.
If the equality holds, then
r =
n− 4 k+ 3±

n2 + (−8 k− 2) n+ 16 k2 + 8 k+ 33
4
,
and so r > (n− 4k+ 1)/2 ≥ (n− 4k+ 10)/3 since n ≥ 4k+ 17. This completes the proof of Claim 1. 
Let
M = {ziui : zi ∈ C, ui ∈ R, 1 ≤ i ≤ m}
be a maximummatching between C and R, and let Ii = z+i
−→
C z−i+1 for all i ≤ m.
Suppose m = r . If Ii contains no vertex of X ∪ Y , then |Ii| ≥ r , and so

















Since n ≥ 10k− 52, we get 3n−6kn−4k+13 ≤ 4, and hence
n− 4k+ 10
3
≤ r ≤ m < 4+ (2k− 1)
⇐⇒ n < 10k− 1.
114 R.J. Faudree et al. / Discrete Applied Mathematics 209 (2016) 107–114
This contradicts our assumption n ≥ 10k− 1. Therefore we have
m ≤ r − 1. (4)
Claim 2. Every Ii contains a vertex of X ∪ Y .
Proof. Suppose there is an interval Ii containing no vertex of X ∪ Y . Since r ≥ m+ 1 andM is a maximummatching, there
is a vertex u in R such that dC (u) ≤ m. This implies
r ≥ δ −m+ 1 ≥ (n+ 3)/2−m.




|Il| + |M| ≥ (n+ 3)/2−m+ (m− 1)+m = (n+ 1)/2+m.
Thus
n ≥ |C | + r ≥ (n+ 1)/2+m+ (n+ 3)/2−m > n,
a contradiction. 
Since G is 2k-connected and r ≥ 2k+ 1 by (3), we havem ≥ 2k. Therefore by Claim 2,M contains precisely 2k edges and
every Ii contains exactly one vertex of X ∪ Y , and som = 2k ≤ r− 1 by (4). SinceM is a maximummatching and r ≥ m+ 1,
there is a vertex u ∈ R such that dC (u) ≤ m = 2k, and hence
r ≥ δ − 2k+ 1 ≥
n+ 3
2




Without loss of generality, wemay suppose that for 1 ≤ i ≤ k, the interval I2i−1 contains a vertex xi ∈ X , and I2k contains
yi ∈ Y . By symmetry, we may assume

1≤i≤k |I2k| ≥ (n− 3)/4 by (5).
If x1 is adjacent to a vertex w ∈ z+2i I2iy2i for some 1 ≤ i ≤ k, then the cycle





is an alternating cycle for X and Y . By (5), we have
|z+1 I1x
−




| ≤ |C | −

l≠1,i
|Il| − |M| − |{x1, xi}|




+ 2k− 4k =
n− 3
2
− 2k < r.
This implies C ′ is longer than C , a contradiction. Therefore x1 is not adjacent to a vertex in z+i Iixi for all 2 ≤ i ≤ k.






is an alternating cycle for X and Y which is longer than C . Hence x1 is adjacent to no vertex in z+2i I2iz
−
2i+1 for all 1 ≤ i ≤ k,
where subscripts are taken modulo 2k. Thus
n+ k− 1
2







This implies n ≤ 6k− 1, a contradiction. The proof of Lemma 2 is completed. 
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