Abstract. We present a boundary integral method for numerical computation of the capacity of generalized condensers. The presented method applies to a wide variety of generalized condenser geometry including the cases when the plates of the generalized condenser are bordered by piecewise smooth Jordan curves or are rectilinear slits. The presented method is used also to compute the harmonic measure in multiply connected domains.
Introduction
The conformal capacity of condensers is an important notion in geometric function theory [Ah, AVV, DEK, D1, Ku2, PS, VA] and in various applications of electronics. However, the analytic forms of the capacity are known only for special types of condensers. So, the use of numerical methods for computing such capacity is unavoidable. Indeed, numerical computing of capacity of condensers have been intensively studied in the literature, see e.g., [BBG, BSV, HRV1, HRV2, DEK] . The capacity of condensers is one of the several "conformal invariants" which are powerful tools in complex analysis. Some of the other important examples of conformal invariants are the harmonic measure, the logarithmic capacity, the extremal length, the reduced extremal length, and the hyperbolic distance [Ah, D1, D2, GM, VA, V] . Numerical computing of such invariants has been studied also in the literature, see e.g., [BBG, LSN, PS, R, RR] .
Capacity of generalized condensers is another important example of conformal invariants [D1, DE, DK1, DK2, VA] . In this paper, we present a numerical method for computing the capacity of generalized condensers. We consider the case in which the plates of the generalized condensers are bordered by piecewise smooth Jordan curves or are rectilinear slits. As far as we know, the proposed method is the first numerical method for computing the numerical values of the capacity of the generalized condensers. The boundary integral equation with the generalized Neumann kernel [N3, WN] plays a key role in developing our method. The presented method can be used also to compute the harmonic measure in multiply connected domains.
Let B be an open subset of C = C ∪ {∞}. We consider generalized condensers of the form C = (B, E, δ) where E = {E k } least two different numbers. The set G = B\ ∪ m k=1 E k is called the field of the condenser C, the sets E k are the plates of the condenser, and the δ k are the levels of the potential of the plates E k , k = 1, 2, . . . , m [D1, p. 12] . We assume that G is a finitely connected domain without isolated boundary points and that ∂G ∩ (∪ m k=1 E k ) consists of m piecewise smooth Jordan curves, then the conformal capacity of C, cap(C), is given by the Dirichlet integral [D1, p. 13, p. 305] (1.1)
where u is the potential function of the condenser C, i.e., u is continuous in G, harmonic in G, and equal to δ k on ∂E k for k = 1, 2, . . . , m and satisfies ∂u/∂n = 0 on ∂B\ ∪ m k=1 E k where ∂u/∂n denotes the directional derivative of u along the outward normal.
The analytical description of the problem is given in Section 2 and it is based on the classical theory of integral equations [Mi] and on the definition of the generalized capacity due to Dubinin [D1] . In Section 3 we formulate the computational problem as a RiemannHilbert problem and prove a preliminary analytical result. The main theoretical results are presented in Section 4 and they deal with unique solvability of algebraic linear systems related to the Riemann-Hilbert problem. Also an outline of an algorithm for the numerical solution of the integral equation is given. In Section 5 we give a MATLAB implementation of the algorithm. This algorithm is tested in Section 6 in the case of capacity computation of condensers with piecewise smooth boundary curves and results are compared, with good agreement of results, to earlier numerical results from [BSV] . In Section 7 we apply the algorithm for the computation of the capacity of generalized condensers. In Section 8, we use the presented algorithm with the help of conformal mappings to compute the capacity of rectilinear slit condensers. In the final Section 9 we show that the same method also works for the computation of the harmonic measure.
The potential function
In this paper, for k = 1, 2, . . . , m, we assume that E k = G k where G k is a simply connected domain bordered by a piecewise smooth Jordan curve Γ k . We assume also that either B = C or B C is a multiply connected domain of connectivity ℓ ≥ 1 bordered by ℓ piecewise smooth Jordan curves Γ k for k = m + 1, m + 2, . . . , m + ℓ. We assume ℓ = 0 when B = C and ∞ ∈ B when B is unbounded. Then, the field of the condenser is the multiply connected domain G of connectivity m + ℓ bordered by
where the orientation of the curves Γ k is such that G is always on the left of Γ k for k = 1, 2, . . . , m + ℓ. For each k = m + 1, m + 2, . . . , m + ℓ, the simply connected domain on the right of Γ k will be denoted by G k .
The domain G is either bounded or unbounded. If G is unbounded, we assume ∞ ∈ G. If G is bounded, then one of the simply connected domains G 1 , . . . , G m or G m+1 , . . . , G m+ℓ is unbounded and contains ∞. If the unbounded domain is one of the domains G 1 , . . . , G m , then we assume it is the domain G m and the curve Γ m enclose all the other curves Γ 1 , . . . , Γ m−1 , Γ m+1 , . . . , Γ m+ℓ . Similarly, if the unbounded domain is one of the domains G m+1 , . . . , G m+ℓ , then we assume it is the domain G m+ℓ and the curve Γ m+ℓ enclose all the other curves Γ 1 , . . . , Γ m+ℓ−1 . Based on the boundedness of the domains B and G, we define the integers m ′ and l ′ by (2.1) 
With these definitions of m ′ and ℓ ′ , the domains G 1 , . . . , G m ′ and G m+1 , . . . , G m+ℓ ′ are bounded simply connected domains. For each of these bounded domains, we assume that α k is an auxiliary point in G k for each k = 1, 2, . . . , m ′ and β k is an auxiliary point in G m+k for each k = 1, 2, . . . , ℓ ′ . The potential function u is then a solution of the Laplace equation ∆u = 0 with the mixed Dirichlet-Neumann boundary condition
Note that the boundary value problem (2.3) reduces to a Dirichlet problem for ℓ = 0. Note also that the problem (2.3) does not reduce to a Neumann problem since m ≥ 2. The problem (2.3) has a unique solution u [IS] .
A more general form of such mixed boundary value problem has been considered in [IS] using a Cauchy integral method and in [AMN, NMA] using the boundary integral equation with the generalized Neumann kernel. Due to the simple forms of the boundary conditions in (2.3), the method presented in [AMN, NMA] will be further simplified in this paper to obtain a simple, fast, and accurate method for computing the potential function u and the capacity cap(C) of the generalized condenser C.
The harmonic function u is the real part of an analytic function F in G. The function F is not necessarily single-valued, but it can be written as [Ga, GM, Mi, Mu] (2.4)
where g is a single-valued analytic function in G and a 1 , . . . , a m ′ , b 1 , . . . , b ℓ ′ are undetermined real constants such that [Mi, §31] (2.5)
Hence, using (2.3b), we have b k = 0 for all k = 1, 2, . . . , ℓ ′ . Thus, the function F has the representation (2.6)
Since u is harmonic in the domain G, then [Mi] Γ ∂u ∂n ds = 0, which in view of (2.3b) implies that
Hence, it follows from (2.5), (2.7), and (2.8) that
Using Green's formula [D1, p. 4] , Equation (1.1) can be written as
Since ∂u/∂n = 0 on ∂B = ∪ ℓ k=1 Γ m+k and u = δ k on Γ k for k = 1, 2, . . . , m, then in view of (2.5) and (2.8), we have (2.12)
Equation (2.12) gives us a simple formula for computing the capacity of the generalized condenser C in terms of the levels δ k of the potential of the plates and the values of the constants a k for k = 1, 2, . . . , m.
In this paper, the boundary integral equation with the generalized Neumann kernel will be used to compute the constants a k as well as the values of the function u(z) for z ∈ G. However, to use the integral equation, we will first reformulate the above mixed boundary value problem as a Riemann-Hilbert problem as it will be described in the next section. Solving the mixed boundary value problem by reducing it to a Riemann-Hilbert problem is a well known approach and has been used by many researchers in the literature (see e.g., [AMN, Ga, HB, Mu, NMA] ).
The Riemann-Hilbert problem
For each k = 1, 2, . . . , m + ℓ, the boundary component Γ k is parametrized by a 2π-periodic complex function η k (t), t ∈ J k := [0, 2π]. The total parameter domain J is the disjoint union of the m + ℓ intervals J 1 , . . . , J m+ℓ ,
The elements of J are ordered pairs (t, k) where k is an auxiliary index indicating which of the intervals contains the point t [N3] . A parametrization of the whole boundary Γ is then defined by
For a given t, the value of auxiliary index k such that t ∈ J k will be always clear from the context. So we replace the pair (t, k) in the left-hand side of (3.1) by t in the same way as in [N3] . Thus, the function η in (3.1) is written as
Since u = δ k is known on the boundary components Γ k for k = 1, 2, . . . , m and since u = Re F , then the boundary values of the function F satisfy
On the boundaries ∂B = ∪ ℓ k=1 Γ m+k , the potential function u satisfies the boundary condition ∂u/∂n = 0 where n is the outward normal vector on ∂B. Let T be the unit tangent vector on ∂B. Then, for η(t) ∈ ∂B,
where ν(η(t)) is the angle between the positive real axis and the normal vector n(η(t)).
Using the Cauchy-Riemann equations, the derivative of the analytic function F is then
which, in view of (2.3b), implies that
Integrating with respect to the parameter t yields
where ν 1 , ν 2 , . . . , ν ℓ are real constants of integration. Thus, by (3.3) and (3.6), the boundary values of the function F satisfy the boundary condition
i.e., θ(t) = 0 and ν(t) = 0 for ℓ = 0. Then, it follows from (2.6) that the single-valued analytic function g satisfies the boundary condition
Lemma 3.9. The functions γ k , for k = 1, . . . , m ′ , defined on J by
are periodic for t ∈ J j , j = 1, 2, . . . , m + ℓ. For both cases, we have
Proof. Since θ(t) = 0 when t ∈ J j for each j = 1, 2, . . . , m, then the functions γ k (t) in (3.10) are periodic for t ∈ J j for each j = 1, 2, . . . , m. When t ∈ J j for each j = m + 1, m + 2, . . . , m + ℓ, we have the following two cases: a) ℓ ′ = ℓ. For this case, Γ m+ℓ is not the external boundary component of G. Recall that, for each k = 1, 2, . . . , m ′ , α k is in the interior of the curve Γ k . Thus, none of the auxiliary points α 1 , . . . , α m ′ is interior to any of the curves Γ m+1 , . . . , Γ m+ℓ . Hence, the winding number of the function z − α k is always zero along each boundary component Γ m+k for k = 1, 2, . . . , ℓ. Thus, we can always choose a branch cut of the logarithm function such that the functions γ k (t) given by the first formula in (3.10) are periodic for t ∈ J j for each j = m + 1, m + 2, . . . , m + ℓ.
b) ℓ ′ = ℓ − 1. For this case, Γ m+ℓ is the external boundary component of G. Hence, none of the auxiliary points α, α 1 , . . . , α m ′ is interior to any of the curves Γ m+1 , . . . , Γ m+ℓ−1 . However, all the auxiliary points α, α 1 , . . . , α m ′ are interior to the curve Γ m+ℓ . Thus, the winding number of the function
is always zero along each boundary component Γ m+k for k = 1, 2, . . . , ℓ. Hence, we can choose a branch cut of the logarithm function such that the functions γ k (t) given by the second formula in (3.10) are periodic for t ∈ J j for each j = m + 1, m + 2, . . . , m + ℓ. For this case, we need to prove also that equation (3.11) holds for the functions γ k (t) defined by the second formula in (3.10). Since Γ m+ℓ is the external boundary component of G, we have m ′ = m, and by (2.9), we have
and hence (3.11) holds for the functions γ k (t) defined by the second formula in (3.10).
Taking into account (3.11), we rewrite the boundary condition (3.8) as
where the functions γ k are defined by (3.10). Since we are interesting in computing only u = Re F , we can assume that g(∞) = c is real for unbounded G and g(α) = c is real for bounded G. We introduce an auxiliary function f defined in G by
Then f is a single-valued analytic function in G with f (∞) = 0 for unbounded G. Let A(t) be the complex-valued function defined by [N3] (3.14)
A
Hence the boundary condition (3.12) implies that the function f is a solution of the following Riemann-Hilbert problem
Observe that solving the Riemann-Hilbert problem (3.15) requires finding the unknown analytic functions f as well as the unknown real constants a 1 , . . . , a m , c, ν 1 , . . . , ν ℓ in the right-hand side of (3.15).
The generalized Neumann kernel
The generalized Neumann kernel N(s, t) is defined for (s, t) ∈ J × J by [WN] 
.
Closely related to the kernel N is the following kernel M(s, t) defined for (s,
The kernel N is continuous and the kernel M has a singularity of cotangent type [WN] . Let H denote the space of all real-valued Hölder continuous functions on the boundary Γ. In this paper, for simplicity, if φ is a real-valued function defined on the boundary Γ, then we write φ(η(t)) as φ(t). Further, any piecewise constant function h ∈ H defined by
with real constants h k for k = 1, . . . , m + ℓ will be denoted by
The integral operators with the kernels N(s, t) and M(s, t) are defined on H by
The identity operator on H will be denoted by I. Then, we have the following theorem from [N2] .
Theorem 4.3. For each k = 1, 2, . . . , m ′ , let the function γ k be given by (3.10). Then, there exists a unique real-valued function µ k ∈ H and a unique piecewise constant real-
are boundary values of an analytic function f k in G with f (∞) = 0 for unbounded G. The function µ k is the unique solution of the integral equation
and the function h k is given by
The integral equation (4.5) been used for computing the conformal map from bounded and unbounded multiply connected domains onto several canonical slit domains, see e.g., [N1, N2, N3] . The following lemma is needed to prove Theorems 4.9 and 4.22 below.
Lemma 4.7. If f is an analytic function in G with f (∞) = 0 for unbounded G such that its boundary values satisfy the boundary condition
for a piecewise constant real-valued function γ(t) = (c 1 , c 2 , . . . , c m+ℓ ), then f is the zero function and c 1 = c 2 = · · · = c m+ℓ = 0.
Proof. The solvability of the Riemann-Hilbert problem (4.8) depends on the winding number of the function A. For the function A defined in (3.14), the Riemann-Hilbert problem (4.8) is not necessarily solvable [N3] . However, by Theorem 4.3, a unique piecewise constant real-valued function h(t) = (h 1 , h 2 , . . . , h m+ℓ ) exists such that the Riemann-Hilbert problem
is uniquely solvable (see also [N3, WN] ). By the uniqueness of the piecewise constant function h and since the function γ is a piecewise constant function, the function h must be given by h(t) = −γ(t) since the problem
will be solvable and has the zero solution f (z) = 0.
In the remaining part of this section, we shall use Theorem 4.3 to present a method for computing the real constants a 1 , . . . , a m and hence computing cap(C) through (2.12). Recall from (2.1) that either m ′ = m or m ′ = m − 1. These two cases of m ′ will be considered separately in the following two subsections. 4.1. Case I: m ′ = m. This case includes the following two subcases:
(1) Both G and B are unbounded (see Figure 1 ). For this subcase, we have m ′ = m ≥ 2, ℓ ′ = ℓ ≥ 0 (where B = C for ℓ = 0), A is given by the first formula in (3.14), and the functions γ k for k = 1, 2, . . . , m are given by the first formula in (3.10). (2) Both G and B are bounded (see Figure 2) . For this subcase, we have m ′ = m ≥ 2, ℓ ′ = ℓ − 1 ≥ 0, Γ m+ℓ is the external boundary component of G, A is given by the second formula in (3.14), and the functions γ k for k = 1, 2, . . . , m are given by the second formula in (3.10).
For these two subcases, all the simply connected domains G 1 , . . . , G m are bounded (see Figures 1 and 2 ). In Figures 1 and 2 , and in all figures throughout the paper, the boundaries of the domain B are the "dash-dotted" curves and the boundaries of the plates of the condenser are the "solid" curves. The following theorem provides us with a method for computing the unknown real constants a 1 , . . . , a m . The theorem will be proved using an approach similar to the approach used in proving Theorems 4.2 and 4.3 in [NLS] , Theorem 4.9. For each k = 1, 2, . . . , m, let the function γ k be defined by (3.10), µ k be the unique solution of the integral equation (4.5), and the piecewise constant function h k = (h 1,k , h 2,k , . . . , h m+ℓ,k ) be given by (4.6). Then, the boundary values of the function f in (3.15) are given by
and the m + ℓ + 1 unknown real constants a 1 , . . . , a m , c, ν 1 , . . . , ν ℓ are the components of the unique solution vector of the linear system
Proof. Suppose that f is the analytic function in G with f (∞) = 0 for unbounded G and satisfies the boundary condition (3.15). Suppose also thatf is defined in G by
where f k are as in Theorem 4.3 and the constants a 1 , . . . , a m satisfy the condition (2.9). Thenf is analytic in G with f (∞) = 0 for unbounded G and the boundary values off satisfy
Since m ′ = m, it follows from (3.15) and (4.13) that (4.14)
The right-hand side is a piecewise constant function, and then Lemma 4.7 implies that Ψ is the zero function and hence f (z) =f (z). Thus, (4.10) follows from (4.4) and (4.12).
Further, since Ψ is the zero function, the right-hand side of (4.14) is also the zero function and hence
Since, in view of (3.7), cos θ(t) = 1 for t ∈ J k for k = 1, 2, . . . , m and cos θ(t) = 0 for t ∈ J k for k = m + 1, m + 2, . . . , m + ℓ, then (4.15) and (2.9) imply that the real constants a 1 , . . . , a m , c, ν 1 , . . . , ν ℓ are the components of a solution vector of the linear system (4.11).
To show that the linear system (4.11) has a unique solution, let [a 1 , . . . , a m , c, ν 1 , . . . , ν ℓ ]
T be a solution to the homogeneous linear system obtained by assuming that the right-hand side of (4.11) is the zero vector. Then, the homogeneous system implies that
Assume that the functions f k are as in Theorem 4.3 andf is defined by (4.12). Hence, in view of (4.13), the boundary values of the functionf satisfy
Then, we define a functionF in G by
For unbounded G, the functionF (z) can be written aŝ
Sincef (∞) = 0 and m k=1 a k = 0, we haveF (∞) = 0. Thus, the functionF (z) is analytic in G for both cases of bounded and unbounded G but it is not necessarily single valued. In view of (3.14), the boundary values of the functionF satisfy
Then by (3.11) and (4.17), we have
which, in view of (3.7), implies that
By differentiation both sides of (4.19b) with respect to the parameter t, we obtain
Let the real function u be defined for z ∈ G ∪ ∂G by
Then u is harmonic in G. In view of (3.5), we have
Thus, by (4.19a), (4.20), and (4.21), the boundary values of u satisfy the mixed-boundary condition
Since the above mixed boundary value problem has a unique solution, it is clear that the unique solution is the constant function u(z) = −c for all z ∈ G ∪ ∂G. Thus the real part ofF is constant for z ∈ G, and hence, by the Cauchy-Riemann equations,F is constant in G, say equal to C. This implies thatF (z) = 0 for all z ∈ G when G is unbounded sincê F (∞) = 0. Then, for all z ∈ G, it follows from (4.18) that
which implies that that a 1 = a 2 = · · · = a m = 0 since the functions on the right-hand side are single-valued and the function on the left-hand side is multi-valued. Thus, for bounded G, we have (z − α)f (z) = C for all z ∈ G. By substituting z = α, we find C = 0 and henceF (z) = 0 for all z ∈ G ∪ ∂G. Thus for both cases of bounded and unbounded G, we have F (z) = 0 for all z ∈ G ∪ ∂G. Hence, it follows from (4.19) that c = 0 and ν 1 = ν 2 = · · · = ν ℓ = 0. Thus, the homogeneous linear system has only the trivial solution [a 1 , . . . , a m , c, ν 1 , . . . , ν ℓ ] T = 0, and hence the matrix of the linear system (4.11) is non-singular. 4.2. Case II: m ′ = m − 1. For this case, G is a bounded multiply connected domain of connectivity m + ℓ with m ≥ 2 and B is an unbounded multiply connected domain of connectivity ℓ ′ = ℓ ≥ 0 (where B = C for ℓ = 0). Here, the simply connected domains G 1 , . . . , G m−1 are bounded, the simply connected domain G m is unbounded, and Γ m is the external boundary component of G (see Figure 3) . Further, A is given by the second formula in (3.14) and the functions γ k for k = 1, 2, . . . , m − 1 are given by the first formula in (3.10). For this case, the values of the unknown real constants a 1 , . . . , a m−1 , c, ν 1 , . . . , ν ℓ can be computed as in the following theorem. Then a m is computed through (2.10). Theorem 4.22. For each k = 1, 2, . . . , m − 1, let the function γ k be defined by (3.10), let µ k be the unique solution of the integral equation (4.5), and let the piecewise constant function h k = (h 1,k , h 2,k , . . . , h m+ℓ,k ) be given by (4.6). Then, the boundary values of the function f in (3.15) are given by
and the m + ℓ unknown real constants a 1 , . . . , a m−1 , c, ν 1 , . . . , ν ℓ are the unique solution of the linear system
Proof. The theorem can be proved by the same argument as in the proof of Theorem 4.9.
4.3.
Computing the capacity cap(C) and the potential function u. By solving the integral equations (4.5) and then solving the linear system (4.11) (or (4.24)), we obtain the real constants a 1 , . . . , a m . Then, we can compute the capacity cap(C) from (2.12). We can also compute the boundary values of the auxiliary analytic function f (z) through (4.10) or (4.23). Then the values of f (z) at interior points z ∈ G can be computed by Cauchy's integral formula. Since u(z) = Re [F (z)], it follows from (2.6) and (3.13) that the function u(z) is given for z ∈ G by
4.4. Outline of the algorithm. The method presented in this section for computing the capacity cap(C) and the potential function u can be summarized in the following algorithm.
Steps 10-12 are needed only if it is required to compute the values of the potential function. 
Numerical implementation of the algorithm
The main steps in the Algorithm 4.26 are steps 7 and 8. In step 8, the size of the linear system is usually quite small and hence we solve it using MATLAB "backslash" operator. For step 7, the m ′ integral equation (4.5) are solved using the MATLAB function fbie from [N3] . In the function fbie, the integral equations (4.5) is discretized by the Nyström method with the trapezoidal rule [AT, TW] . The size of the obtained linear system is usually large. So, in the function fbie, the linear system is solved iteratively using the MATLAB function gmres. The matrix-vector multiplication in gmres is computed in a fast and efficiently way using the MATLAB function zfmm2dpart from the toolbox FMMLIB2D [GG] . The function fbie computes also the m ′ piecewise constant functions h k in (4.6).
For domains with smooth boundaries, we use the trapezoidal rule with equidistant nodes. We discretize each interval J k = [0, 2π], for k = 1, 2, . . . , m + ℓ, by n equidistant nodes s 1 , . . . , s n where
and n is an even integer. We write s = [s 1 , . . . , s n ]. Then, we discretize the parameter domain J by the m + ℓ copies of s,
This leads to the discretizations
In MATLAB, these discretized functions are stored in the vectors et, etp, A, gamk, respectively. Then the discretizations vectors muk and hk of the functions µ k and h k in (4.5) and (4.6) are computed by calling
[muk,hk] = fbie(et,etp,A,gamk,n,iprec,restart,tol,maxit). In the numerical experiments in the next sections, we choose iprec = 5 (the tolerance of the FMM is 0.5 × 10 −15 ), restart=[ ] (GMRES is used without restart), tol=1e-14 (the tolerance of the GMRES method is 10 −14 ), and maxit=100 (the maximum number of GMRES iterations is 100). The values h j,k are then computed by taking arithmetic means:
These values are used to build the linear system (4.11) or (4.24). Thus, the computational cost of the overall method for computing the capacity cap(C) is O(m ′ (m + ℓ)n ln n) operations for step (7) and O((m + ℓ)
3 ) operations for step (8). For fast and accurate computing of the Cauchy integral formula in step (11), we use the MATLAB function fcau from [N3] . The function fcau is based on using the MATLAB function zfmm2dpart in [GG] . Using the function fcau, the Cauchy integral formula can be computed at p interior points in O(p + (m + ℓ)n) operations.
For domains with corners (excluding cusps), the trapezoidal rule with equidistant nodes yields only poor convergence and hence the trapezoidal rule with a graded mesh will be used [Kre] . Equivalently, we can remove the discontinuity of the derivatives of the solution of the integral equation at the corner points by choosing an appropriate one-to-one function σ : J → J. Then we parametrize the boundary Γ by η(t) =η(σ(t)) whereη is any parametrization function of the boundary Γ (see [Kre, LSN] for more details, the above function σ is denoted by δ in [LSN] ).
The proposed method can be implemented in MATLAB as in the following function capgc.m. In this paper, computations were performed in MATLAB R2017a on an ASUS Laptop with Intel(R) Core(TM) i7-8750H CPU @2.20GHz, 2208 Mhz, 6 Core(s), 12 Logical Processor(s), and 16GB RAM. The computation times presented in this paper were measured with the MATLAB tic toc commands. All the computer codes of our computations are available in the internet link https://github.com/mmsnasser/gc.
Numerical Examples -Regular Condensers
In this section, we shall consider several numerical examples of regular condensers. Some of these examples either have know capacity or have been considered in the literature. So, we can compare the obtained results with the exact capacity or with known capacity computed by other researchers. For such case, we have ℓ = 0 and {δ k } m k=1 containing exactly two different numbers which are 1 and 0.
Two circles.
In this example, we consider the generalized condenser C = (B, E, δ) with B = C (and hence ℓ = 0), E = {E 1 , E 2 } (and hence m = 2), and δ = {0, 1}. The plates of the condenser are given by E k = G k , k = 1, 2, where G 1 = {z : |z| < 1} and G 2 = {z : |z − a| < r} for r > 0 and a real number a with a > 1 + r. So, for this example, the generalized condenser reduces to a regular condenser, ℓ ′ = ℓ = 0, and m ′ = m = 2. Thus, the field of the condenser, G is the doubly connected domain in the exterior of the two circles Γ 1 = {z : |z| = 1} and Γ 2 = {z : |z − a| = r} (see Figure 4 (left) for a = 2 and r = 0.5). The exact value of conformal capacity is given by cap(G) = 2π/ log(1/q) where q is obtained by solving the following equation [V] (1 + q)
We use the method presented in Section 5 with n = 2 10 to compute approximate values for the capacity for a = 2 and for several values of r between 0.01 and 0. 
Square with two triangles.
In this example, we consider the generalized condenser C = (B, E, δ) with B = C, E = {E 1 , E 2 , E 3 } where E k = G k , k = 1, 2, 3, and δ = {1, 1, 0}. Here, G 1 is the interior of the triangles with the vertices ia, −(b − a)/ √ 3 + ib, (b − a)/ √ 3 + ib, G 2 is the interior of the triangles with the vertices −ia, (b − a)/ √ 3 − ib, −(b − a)/ √ 3 − ib, and G 3 is the exterior of the square with the vertices 1 + i, −1 + i, −1 − i, 1 − i. So, ℓ ′ = ℓ = 0, m = 3, m ′ = 2, and the generalized condenser reduces to a regular condenser. The field of the condenser, G, is then the bounded multiply connected domain in the exterior of the two triangles and in the interior of the square (see Figure 5) . This example has been considered in [BSV, Example 7] for several values of a and b. We use the presented method with n = 3 × 2 13 to compute the capacity for the same values of a and b used in [BSV] . The obtained results as well as the results presented in [BSV] are shown in Table 1 . The level curves of the function u for a = 0.2 and b = 0.7 are shown in Figure 5 . 
This means that I k is constructed by "removing" the middle one third of each interval I k−1 . For k = 0, 1, 2, . . ., the the closed set I k consists of 2 k closed intervals. Then, we define the closed sets S k as
where S k consists of 4 k closed square regions, say E 1 , E 2 , . . . , E 4 k (see Figure 6 for k = 1 (left) and k = 2 (right)). Then the Cantor dust is defined as
For k = 0, 1, 2, . . ., we consider the generalized condensers C k = (B, E, δ) with B = C and E = {E 1 , E 2 , . . . , E 4 k }, i.e., we have 4 k plates. For the levels of the potential function δ = {δ j } 4 k j=1 , we assume δ j = 0 for half of the plates (the plates below the line y = 0.5) and δ j = 1 for the other half (the plates above the line y = 0.5). Thus, ℓ = 0, m ′ = m = 4 k , and the generalized condenser reduces to a regular condenser. The field of the condenser, G, is then the unbounded multiply connected domain in the exterior of the closed sets S k (see Figure 6) .
The approximate value of the capacity for k = 1, 2, 3, 4, 5 are shown in Table 2 and the level curves of the function u for k = 1, 2 are shown in Figure 6 . For each k, the method requires solving m ′ = 4 k integral equations. The CPU time presented in Table 2 shows that the method can be used to compute the capacity Cap(C k ) in reasonable time even when m ′ becomes large. The presented method is used with n = 2 9 . 6.4. Cantor dust in a circle.
In this example, we consider the generalized condensers C k = (B, E, δ) with B = C, E = {E 1 , E 2 , . . . , E 4 k , E 4 k +1 } where E 1 , E 2 , . . . , E 4 k are as in Example 6.3 and E 4 k +1 = {z ∈ C : |z − (0.5 + 0.5i)| ≥ 1}. For the levels of the potential function, we assume δ = {0, 0, . . . , 0, 1}, i.e., the boundary values of the potential function u are 1 on the circle |z − (0.5 + 0.5i)| = 1 and 0 on the boundary of S k , k = 0, 1, 2, . . .. Thus, ℓ ′ = ℓ = 0, m ′ = m − 1 = 4 k , and the generalized condenser reduces to a regular condenser. The field of the condenser, G, is then the bounded multiply connected domain in the exterior of the closed sets S k and in the interior of the circle |z − (0.5 + 0.5i)| = 1 (see Figure 7) .
The approximate value of the capacity for k = 0, 1, . . . , 5 are shown in Table 3 and the level curves of the function u for k = 1, 2 are shown in Figure 7 . As in the previous example, the presented method is used with n = 2 9 . Figure 6 . The level curves of the function u for the condenser in Example 6.3 for k = 1 (left) and k = 2 (right). 
Numerical Examples -Generalized Condensers
In this section, we shall consider several numerical examples of generalized condensers. For such case, we have either ℓ = 0 or ℓ = 0 with {δ k } m k=1 containing at least three different numbers.
Six circles.
In this example, we assume that E = {E 1 , E 2 } where E 1 and E 2 are as in Example 6.1 with a = 2, i.e., E 1 = G 1 with G 1 = {z : |z| < 1}, and E 2 = G 2 with G 2 = {z : |z − 2| < r} where 0 < r < 1 (and hence m ′ = m = 2). We consider the generalized condenser C = (B, E, δ) where δ = {0, δ 2 } with a non-zero real number δ 2 for two cases of the domain B.
First, we assume that B is the bounded multiply connected domain B = B I = {z : |z| < 3, |z + 2| > 0.9, |z ∓ 2i| > 0.9}.
Hence ℓ = 4 and ℓ ′ = 3. The field of the condenser, G, is then the bounded multiply connected domain of connectivity 6 exterior to the circles Γ 1 = {z : |z| = 1}, Γ 2 = {z : Figure 7 . The level curves of the function u for the condenser in Example 6.4 for k = 1 (left) and k = 2 (right).
|z − 2| = r}, Γ 2 = {z : |z − 2| = r}, L 1,2 = {z : |z ∓ 2i| = 0.9}, L 3 = {z : |z + 2| = 0.9}, and interior to the circles L 4 = {z : |z| = 3} (see Figure 8 (left) for r = 0.5).
Second, we assume that B is the unbounded multiply connected domain
and hence ℓ ′ = ℓ = 4. Thus, G is the unbounded multiply connected domain of connectivity 6 exterior to the circles Γ 1 = {z : |z| = 1}, Γ 2 = {z : |z − 2| = r}, L 1,2 = {z : |z − (1 ± 3i)| = 2}, L 3 = {z : |z + 2| = 0.9}, and L 4 = {z : |z − 6| = 3} (see Figure 8 (center) for r = 0.5).
As in Example 6.1, we use the presented method with n = 2 10 . The approximate values of the capacity computed for r = 0.5 and for several values of δ 2 are presented in Table 4 . The level curves of the function u for r = 0.5 and δ 2 = 1 are shown in Figure 8 (left, center) . Figure 8 (right) shows the approximate values of the capacity computed for δ 2 = 1 and for several values of r between 0.01 and 0.99. We see from Table 4 and Figure 8 (right) that the capacity of the condenser C = (B, E, δ) for B = B I and B = B II is less than the capacity for B = C (Example 6.1). 
Five circles.
In this example, we consider the generalized condenser C = (B, E, δ) with B = C, E = {E 1 , . . . , E 5 }, and δ = {1, 2, 3, 4, 0}. The plates of the condenser are given by E k = G k , k = 1, . . . , m, where G 1,3 = {z : |z ∓ 2| < 1}, G 2,4 = {z : |z ∓ 2i| < r}, and G 5 = {z : |z| > 4}. So, ℓ ′ = ℓ = 0, m = 5, and m ′ = 4. The field of the condenser, G, is then the bounded multiply connected domain in the exterior of the four circles Γ 1,3 = {z : |z ∓ 2| = 1} and Γ 2,4 = {z : |z ∓ 2i| = 1}; and in the interior of the circle Γ 5 = {z : |z| = 4} (see Figure 9) .
The approximate values of the capacity obtained with several values of n are shown in Table 5 . Figure 9 shows the level curves of the function u obtained with with n = 2 10 . The Sierpinski carpet is another generalization of the Cantor set to dimension two. The construction of the Sierpinski carpet begins with a square S 0 . The square S 0 is subdivided into 9 congruent subsquares in a 3-by-3 grid, and the central subsquare is removed to obtain S 1 . Then, we subdivide each of the 8 remaining solid squares into 9 congruent squares and remove the center square from each to obtain S 2 . The same procedure is then applied recursively to obtain S 3 , S 4 , . . . , where (see Figure 10 for S 2 (left) and S 3 (right)). Then the Sierpinski carpet is defined as
For k = 0, 1, 2, . . ., the domainŜ k = S k \∂S k is a multiply connected domain of connectivity 1 + k j=0 8 j . The domainŜ k has 1 + k j=0 8 j boundary components which all are squares. We will distinguish here two of these squares, namely, the external square which will be called Γ 2 and internal square which was removed from S 0 to obtain S 1 and it will be called Γ 1 . The other −1 + k j=0 8 j squares are in the domain between Γ 1 and Γ 2 . Let B be the multiply connected domain obtained by removing these −1 + k j=0 8 j squares and the domains interior to these squares from the extended complex placeĈ. Let also E 1 = G 1 where G 1 is the domain interior to Γ 1 and E 2 = G 2 where G 2 is the domain exterior to Γ 2 . In this example, we consider the generalized condensers C k = (B, E, δ) with E = {E 1 , E 2 } and δ = {0, 1}. Thus, ℓ ′ = ℓ = −1 + k j=0 8 j , m = 2, and m ′ = 1. The field of the condenser, G, is then the bounded multiply connected domainŜ (see Figure 10) .
The approximate value of the capacity for k = 0, 1, 2, 3, 4 are shown in Table 6 and the level curves of the function u for k = 2, 3 are shown in Figure 10 . The presented method is used with n = 2 10 . For this example, we have m ′ = 1 and hence we need to solve only one integral equation to compute Cap(C k ) for each k. The presented method can be used to compute the capacity even when the number of squares is too high. For example, to compute Cap(C k ) for k = 5, the multiplicity of the domain G is 4682 and hence, for n = 2 10 , the size of the linear system obtained by discretization the integral equation is 4794368 by 4794368. Although the size of the system is too high, the presented method requires only 400 seconds to compute the capacity. Figure 10 . The level curves of the function u for the condenser in Example 7.3 for k = 2 (left) and k = 3 (right).
Condensers with slit plates
The method presented above can be used to compute the capacity of only condensers bordered by smooth or piecewise smooth boundaries. Since the Dirichlet integral is conformally invariant, the capacities for the cases for which the plates of the condenser are rectilinear slits can be computed with the help of conformal mappings as in the following examples.
8.1. Three slits: regular condenser.
In this example, we consider the generalized condenser C = (B, E, δ) with B = C,
For the levels of the potential of the plates, we consider two cases: δ = {1, 1, 0} and δ = {0, 1, 0}. So, ℓ = 0, m = 3, and the generalized condenser reduces to a regular condenser. This example has been considered in [BSV, Example 6] for several values of a and b.
Here, the field of the generalized condenser, G, is the unbounded triply connected domain in the exterior of the three slits E 1 , E 2 , and E 3 (see Figure 11) . Hence, the domain G for this generalized condenser is not bordered by Jordan curves. So, the method presented above is not directly applicable to such a domain G. Thus, to compute the capacity of this condenser, we first map this domain onto a domainĜ bordered by smooth Jordan curves so that our method can be used. An iterative numerical method for computing such a domainĜ has been presented recently in [NG] . Using this iterative method, a conformally equivalent domainĜ bordered by ellipses can be obtained as in Figure 11 (right). For details on the iterative method for computing the domain G, we refer the reader to [NG] . Since the Dirichlet integral is conformally invariant, the capacity for the new domainĜ is the same as the capacity for the original domain G. For the new domainĜ, we use the presented method with n = 2 11 for several values of the constants a, b, and c (for the same values used in [BSV] ). The level curves of the function u for a = −0.5, b = 0.5, and c = 2 are shown in Figure 12 . The obtained approximate values of the capacity as well as the results presented in [BSV] are shown in Table 7 . In this example, we consider the generalized condenser C = (B, E, δ) with c] , and δ = {0, 1}, −1 < a < b < 1 < c. So, here we have ℓ = 1, m = 2. The domain G of condenser here is the same as in Example 8.1 and the Dirichlet boundary condition on the middle slit is replaced with Neumann condition. Thus, as in Example 8.1, we compute first a conformally equivalent Figure 13 (left) and in Table 8 .
We see from Table 8 that the middle segment [a, b] on the real axis has no effect on the value of the capacity for this case. However, this will not be the case if we move the middle segment away from the real axis. To show that, we keep E and δ the same as above and we change the domain B to B = C\[a + i, b + i], i.e., we move the middle segment vertically by unity. Then, the values of the capacity depends on a and b (see the fifth column in Table 8 ). The level curves of the potential function are presented in Figure 13 (right). In Example 6.3, we consider the Cantor dust which a generalization of the classical Cantor middle third set to dimension two. The boundaries of the closed sets S k in Example 6.3 were piecewise smooth Jordan curves so the method presented in Section 5 is directly applicable to the problem considered in Example 6.3. In this example, we consider the classical Cantor middle third set which means the domain G is bordered by slits and hence the presented method is not directly applicable. However, the presented method can be used with the help of conformal mappings as explained in Example 8.1. Let I k , k = 0, 1, 2, . . ., be as defined in Example 6.3. Then, the classical Cantor middle third set is defined as
For k = 0, 1, 2, . . ., the closed set I k consists of 2 k closed intervals E 1 , E 2 , . . . , E 2 k (see Figure 14 for k = 2 (left) and k = 3 (right)). We consider the generalized condensers C k = (B, E, δ) with B = C and E = {E 1 , E 2 , . . . , E 2 k }. For the levels of the potential function δ = {δ j } 4 k j=1 , we assume δ j = 0 for half of the plates (the plates on the left of the line x = 0.5) and δ j = 1 for the other half (the plates on the right of the line x = 0.5). Thus, ℓ = 0, m ′ = m = 2 k , and the generalized condenser reduces to a regular condenser. The field of the condenser, G, is then the unbounded multiply connected domain in the exterior of the closed sets E k (see Figure 14) .
The approximate values of the capacity for k = 1, 2, . . . , 9 are shown in Table 9 and the level curves of the function u for k = 2, 3 are shown in Figure 14 . For each k, we need first to use the iterative method presented in [NG] to compute a domainĜ bordered by smooth Jordan curves which is conformally equivalent to the domain G. Then, we use the presented method for the new domainĜ and the method requires solving m = 2 k integral equations. The total CPU time for the two steps for each k is presented in Table 9 . The presented numerical results obtained with n = 2 10 . Figure 14 . The level curves of the function u for the condenser in Example 8.3 for k = 2 (left) and k = 3 (right). 
Harmonic measure
Assume that the multiply connected domain G is as described in Section 2 with ℓ = 0, i.e., G is a multiply connected domain of connectivity m bordered by Γ = ∪ m k=1 Γ k where Γ m is the external boundary component if G is bounded. In this section, we shall use the method described above to compute the "harmonic measure" for the multiply connected domain G.
For a fixed j, j = 1, 2, . . . , m, let u be the harmonic function in G that satisfy the boundary condition (9.1) u(ζ) = 1, ζ ∈ Γ j , 0, ζ ∈ Γ k , k = j, k = 1, 2, . . . , m, where u is assumed to be bounded at ∞ for unbounded G. Then the function u is called the harmonic measure of Γ j with respect to G and will be denoted by ω G,Γ j [CM, GM, Kra, T] . From the Maximum Principle for harmonic functions [T, p. 77] it follows that 0 < ω G,Γ j (z) < 1 for z ∈ G. The harmonic measure ω G,Γ j (z) is invariant under conformal maps. If Φ is a conformal mapping from the domain G onto Φ(G), then [AVV, GM] ω G,Γ j (z) = ω Φ(G),Φ(Γ j ) (Φ(z)) for all z ∈ G, j = 1, 2, . . . , m. The boundary condition (9.1) is a special case of the boundary condition (2.3) (here, ℓ = 0 so we will not have the normal derivative boundary condition). Thus, the algorithm presented in Section 4.4 can be used to compute the harmonic measure ω G,Γ j (z) for z ∈ G, j = 1, 2, . . . , m. In fact, by the definition of the function δ in Example 8.1, the level curves presented in Figure 12 (right) are the level curves of the harmonic measure ω G,Γ 2 (z) for the triply connected domain G in the exterior of the three slits Γ 1 (the left slit), Γ 2 (the middle slit), and Γ 3 (the right slit). The level curves presented in Figure 12 (left) are the level curves of the harmonic measure ω G,Γ 1 (z) + ω G,Γ 2 (z).
We consider two more examples as following.
9.2. Annulus. Let G by the annulus G = {z ∈ C : q < |z| < 1}. Then the exact harmonic measures of the inner circle Γ 1 = {z ∈ C : |z| = q} and the outer circle Γ 2 = {z ∈ C : |z| = 1} with respect to G are given by ω G,Γ 1 (z) = log |z| log q , ω G,Γ 2 (z) = 1 − log |z| log q , z ∈ G.
We use the method presented in Section 5 with n = 2 10 to compute approximate values of the harmonic measures ω G,Γ 1 (z) and ω G,Γ 2 (z) for z ∈ G. The absolute error in the computed values are shown in Figure 15 . Figure 15 . The level curves of the absolute error in the computed values of the harmonic measures ω G,Γ 1 (z) (left) and ω G,Γ 2 (z) (right) for Example 9.2. 9.3. Two disks and two polygons.
We consider the multiply connected domain G of connectivity 4 in the exterior of the curves Γ 1 , Γ 2 , Γ 3 and in the interior of the curve Γ 4 . Here, Γ 1 is the circle |z −0.5| = 0.25, Γ 2 is the circle |z + 0.5| = 0.25, Γ 3 is the polygon with the vertices 0.5 − 0.5i, 0.5 − 0.8i, −0.5 − 0.8i, −0.5 − 0.5i, and Γ 4 is the polygon with the vertices 1, i, −1, −1 − i, 1 − i. We use the method presented in Section 5 with n = 5 × 2 8 to compute approximate values of the harmonic measures ω G,Γ 1 (z), ω G,Γ 2 (z), ω G,Γ 3 (z) and ω G,Γ 4 (z) for z ∈ G. The level curves of the computed harmonic measures are shown in Figure 16 .
