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This volume consists of contributions to the conference 
on mathematical systems theory during the summer of 
1975. The lectures are in English but for 24 pages in 
French. The conference was held at the International 
Centre for Mechanical Science in Udine. 
The aim of the conference was to encourage fruitful, 
active collaboration between researchers working in 
the diverse areas of systems theory and on the purely 
mathematical problems raised by systems theory. 
Mathematical systems theory (MST) is a very recent 
discipline (not more than thirty years old), which has 
many points in common with mathematical physics, 
but also important differences. 
Its aim : "to understand natural and man-made sys- 
tems scientifically, help create new systems, to discover 
mathematical structure in models where there apparent- 
ly are not any (often synthe~ and not only analysis)". 
A system theorist cannot in general rely on experi- 
mental results to guide his intuition in the same way 
as a physicist can, so that laws of behaviour are often 
to be found in rigorous mathematical nalysis where 
an axiomatic approach is generally mandatory. 
As a consequence, MST is not a coherent discipline 
but has many branches. It is hoped that certain under- 
lying unifying ideas will emerge to bi~d the diverse 
areas together. 
The book contains contributions by 
S. Eilenberg, H. Fukawa, M. L. J. Hautus, M. Haze- 
winkel, R. Kalman, A. S. Morse, B. F. Wyman, J. Ris- 
sanen, L. Ljung, R. W. Brockett, M. Fliess, E. Forna- 
sini, G. Marche~ni, H. Hermes, H. J. Suuman, J. S. 
Baras, A. Bensoussan, M. C. Delfour, S. K. Mitter, P. 
De Wilde, P. A. Euhrmann, E. W. Kamen, L. Pandolfi, 
J. M. Goethals, G. Longo, S. I. Marcus, A. S. Wlllsky, 
H. Ehrlg, H. J. Kreowski, J. A. Goguen, J. L. Kuli- 
kowsky, F. Pichler. 
The papers fall under the following six headings : 
automata theory, finite dimensional linear systems, 
bifinear and non-linear systems, linear in£mite dimen- 
sional systems, coding theory and filtering for sequen- 
tial systems, general dynamical systems and categorical 
approach to systems. 
In my opinion, the most important aspect of MST is : 
the interplay between mathematics and conceptual 
problems of systems. 
So, the mathematical structures exploited to analyze 
and synthesize are ranging from : modern linear algebra, 
differential geometry, categorical lgebra, to deep 
aspects of Hilbert space theory and applied functional 
analysis. 
We give a survey of the papers in the six parts of this 
volunle. 
I. Automata theory 
S. Eilenberg (Columbia University) gives a streamlined 
outline of two decomposition theorems for sequential 
machines. He follows the exposition given in his book 
"Automata, languages and machines" Academic Press, 
New York; Vol. A (1973), Vol. B (1976). 
2. Linear systems theory 
- H. Fukawa (Kyoto, Japan) shows the f'zrst attempt to 
clarify the mutual relations between the classic/modern 
theory of continuous/diacrete control systems. 
- M. L. J. Hautus (Eindhoven, The Netherhnds) intro- 
duces a class of time-invariant linear systems by means 
of a formal Laplace transform (A-transform) and his 
results are related to known results in literature. 
- M. Hazewinkel (Rotterdam, UIA, the NetherLands, 
Antwerpen) and R. E. Kalman (Florida) stress the 
underlying ideas of a linear, constant, finite dimensional 
dynamical system, as being represented by a triple of 
matrices (F, G. H). 
- A. S. Morse (Yale University) studies the effects of 
feedback and cascade control on the structural properties 
of linear systems (and their transfer matrices). 
- B. F. Wyman (Ohio State University) gives a very 
interesting theory of time-varying linear discrete-time 
difference systems, for which the time set may be any 
locally finite PO-set. 
-J. Riesanen (IBM, California) and L. Ljung (Lurid, 
Sweden) give a preliminary report on a theory of linear 
systems on locally finite PO-time sets, which should 
be viewed as a generalization of the "time-varying 
discrete-time" linear system theory and so directly 
inspired by E. Karnen's approach (1974, 1975 reports). 
3. Bi.lim~ar and non-linear systems 
- R. W. Brockett (Harvard University) extends the 
recently developed Volterra Series expansion formulas 
to include differential equations whose right-hand sides 
have a non linear u-dependence. This gives a theory 
for optimal controls (1976). 
- Michel Fliess(Universit6 Paris VIII) is the only scientist 
whose contribution is written in French. So he invites 
all mathematicians and others, all over the world, to 
join him in this young field of study (MST), after having 
learned the French language. 
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- E. Fornasini and G. Marchesini (Padua, Italy), 
present acontribution to the realization theory of 
bilinear discrete-time stationary, input-output maps. 
- H. Hermes (Colorado University) finds high order 
algebraic onditions for controlhbility. He uses deeper 
results from functional analysis. 
- H. J. Sussman (Rutgers University) shows a number 
of interesting system theoretic problems fit very 
naturally within the framework of representation 
theory. This forces him to look for a reasonable 
topology which renders continuous all the representa- 
tions arising from bilinear systems. 
4. Infinite dimensional systems 
- J. S. Baras (Maryland University) describes a module 
structure for a class of inf'mite dimensional linear sys- 
tems in Hilbert space. The fundamental mathematical 
results used : invariant subspaces and Barnach algebra 
H**. 
- A. Bensoussan (Paris IX) and M. C. Delfour (Montreal) 
and S. K. Mitter (M.I.T.) study a representation theory 
for linear infinite dimensional systems. They try to 
show what can be done using the Fuhrmann-approach. 
- P. De Wilde (Louvain-Belgium) presents in his paper 
some applications of L2-systems theory. 
- P. A. Fuhrmann (Ben Gurion University) gives far- 
reaching algebraic ideas in infinite dimensional system 
theory. Here the interplay between system theory, 
algebra and operator theory prove to be very fruitful. 
- E. W. Kamen (Georgia Institute of Technology) gives 
new results on the construction of time-invariant input/ 
output regulators that drive the output response (result- 
ing from non-zero initial states) to the zero function 
in finite time; 
- L. Paudolfi (University of Florence) brings a very 
interesting paper about exponential stabilization of 
functional differential equations. 
5. Coding and filtering for sequential systems 
-J. M. Goethals (MBLE - Brussels, Belgium) describes 
codes as elements in a group algebra. 
-G. Longo (University of Trieste) gives a short intro- 
duction to some aspects of that part of coding theory 
which uses algebraic tools. 
- S. I. Marcus (University of Texas at Austin, Texas) 
and A. S. WiUsky (MIT, Massachusetts) exploit in this 
paper the algebraic structure of certain classes of sys- 
tems and finite dimensional nonlinear estimation. They 
use the theory of lie algebra. 
A. S. WHisky also studies the nonlinear f'dtering prob- 
lem, which is an extremely difficult one. He investi- 
gates the inherent computational limitations in the 
nonlinear filtering problem for a special class of 
dynamic systems : FGHSS (finite group homomorphic 
sequential systems). 
6. General dynamical systems and categorical pproach 
to systems 
- H. Ehrig, H. J. Kreowki (Kybernetik technische Uni- 
versit~t, Berlin) present two most difficult papers : 
a) categorical pproach to graphic systems and graph 
grammars 
b) minimization concepts of automata in pseudoclosed 
categories 
Here new results concerning efficient pushout construc- 
tions, pushout complements and enlargements are 
given within the framework of category theory. 
- J .  A. Goguen (Computer Science Department, Cali- 
fornia, USA) brings a paper about correctness and 
equivalence ofdata types. The starting point is that the 
data representations together with the operations on 
them constitute an algebra. The really interesting point 
is that this algebra is in some sense free, that is, it is 
determined (up to an isomorphism) by the operations, 
plus some equations. 
- J. L. Kulikowski (Warsaw, Poland) gives logical and 
algebraic models of the networks of activities. The 
problem of good organization of human activities can 
be considered as a part of cybernetics related to other 
disciplines : economy, technology, logics, mathematics 
(pure and applied), operations research etc. 
- Frans Pickler (J. Kepler University, Linz, Austria) 
writes about general dynamic systems : construction 
and realization. This paper introduces ideas of general 
systems theory which successfully establish aset 
theoretical nd algebraic framework for construction 
and realization of dynamic systems. These concepts 
are used to explain the Kalman linear realization theory 
of Kalman for the discrete-time case. He gives also 
general ideas on the state concept and dynamic genera- 
tion of processes. 
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