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Abstract 
An Analysis of Cycle Time and Throughput Dependencies  
in Production-Type Business Processes 
Vera Jean Cole 
Gregory W. Hislop, Ph.D. 
 
 
 
 
This research examines the relationships between local performance factors and 
global outcomes (throughput and cycle time) for production-type business 
processes. Local factors are defined as input (mean and variation), number of 
performers, performance time (mean and variation) and scrap (discontinued 
work). A series of data-efficient context-based relationships are established 
between local factors and global outcomes. These heuristics relate the direction 
of change in a local factor to the direction of impact on global outcomes.  
 
A series of iThink simulation models is used to develop relationships between 
local factors and global outcomes for single-node systems under bottlenecked 
and non-bottlenecked conditions. Applying these relationships, expected 
outcomes are proposed for the behavior of multi-node systems; i.e, the impact of 
local changes on global outcomes. iThink simulation models are used to validate 
the expected behavior of the multi-node systems. Three special cases are also 
tested:  1) In systems with parallel paths, can Little’s Law be used to identify the 
pacing path?, 2) In systems with rework, can rework be translated into changes 
in number of performers or performance time and the multi-node relationships 
still hold? 3) In systems with multiple product types, do changes in processing 
priority have the same impact as changes in the number of servers? 
 
Application of these heuristics requires no data; only knowledge of where an 
activity lies relative to the last bottleneck on the pacing path and whether or not 
the activity itself is bottlenecked. These findings are expected to have 
significance in three areas: integrated process management, simulation software, 
management techniques. In integrated business environments, emerging 
 
 xiii
dashboard type tools offer the opportunity to monitor and manage real-time 
process performance. The level of detail available in these systems is sufficient 
for real-time application of the heuristics presented in this research. Simulation-
light software packages may be developed that perform data-efficient (heuristic-
based) analysis to perform scenario testing and generate directional outcomes.  
The management implication of this research is that management objectives 
related to departmental or “local” performance should be specific to the context of 
the local activity, related to where it is relative to the pacing path and 
bottlenecking status.  
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CHAPTER 1: INTRODUCTION 
 
Many systems, broadly described as production systems, exist for the purpose of 
executing an established process over and over again to convert a stream of 
input into a stream of output. Manufacturing processes and some computer 
applications are obvious examples of such production systems, but so are many 
business processes, such as designing new products or handling insurance 
claims. It is these business processes that are the subject of this research: 
production-type systems deployed in non-factory environments where the 
activities being performed are of an information-processing nature.  
 
For example, consider the business process in an advertising agency to produce 
a new ad campaign: the client is interested in a new campaign and tells the 
Account Executive, the Creative Team brainstorms new ideas, the Account 
Executives make a proposal, the client approves the proposal, the Copy 
Department writes it, the Art Department develops it, the Production Department 
produces it, the Media Department places insertion orders, Billing invoices the 
client and, finally, Accounts Receivable deposits the payment. This process runs 
steadily on, as campaign after campaign is initiated and produced. 
 
Similarly, consider the business process at a supplier of electronic connectors for 
designing custom components: a salesperson visits a customer and writes an 
RFQ (request for quote), Design Engineering prepares a concept, Manufacturing 
provides a price and schedule, the customer commits, Design Engineering 
finishes the design, Manufacturing Labs build prototypes, Engineering Labs 
perform tests (electrical, thermal, mechanical), Tool Engineering designs tooling, 
Contractors fabricate the tooling, Sales writes the purchase order, Production 
Planning schedules the manufacturing, Procurement purchases the materials, 
Manufacturing builds the product, Distribution delivers the product, Billing 
invoices the customer, and finally, Accounts Receivable deposits the payment. 
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This process, too, runs steadily on, as connector after connector is designed and 
manufactured. 
 
Of the many different types of issues associated with the effective management 
of such business processes, one specific set of measures is those dealing with 
the dynamic performance of the overall process, that is ‘how much can the 
system produce?’ and ‘how fast?’. These measures are throughput and cycle 
time and, in this research, they are collectively called global outcomes. 
 
In a business process, units of work (measured in jobs, projects, orders, etc.) 
move around through the process from one activity (i.e., person, team, or 
department) to another until they are complete and available to customers. Each 
activity within the process has its own parameters of dynamic performance: ‘how 
much can it do?’ and ‘how fast?’. In this research, these measures of the 
dynamic performance of an activity are collectively called local dynamic factors. 
These factors describe an activity’s dynamic capabilities: how much work it is 
able to do, and the time required. When an activity receives more work than it 
can handle, some jobs have to wait. When this occurs, the activity is operating as 
a bottleneck. 
 
1.1 The Problem 
 
At the business level, the dynamic parameters of interest are the global 
outcomes: how much can an overall business process produce, and how 
quickly? Ultimately, what counts to a business is not the “local performance 
measures, especially utilization of specific human resources and machines,” but 
the “top-level product or service-oriented measures.” [WARR95] It is these 
outcomes that generate revenue. These global outcomes, however, do not come 
from the top down, but rather arise out of the dynamic interactions between the 
individual activities, where the dynamic performance of each activity is largely 
controlled by the acts of local management. Local dynamic factors (how much an 
activity is able to handle and how quickly) are controlled by management 
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decisions, such as those concerning staffing levels, training, tools or resources, 
procedures, etc.  
 
The implicit objective of local management is to make management and 
spending decisions that will, while controlling costs, maintain or improve the 
contributions of their activity to the business’s ability to generate revenue. In 
other words, the objective of local management should be to manage its local 
dynamic factors in a way that contributes positively to global outcomes.  
 
Managers must be able to decide which actions to take locally that will most 
benefit global performance. This is not a trivial task. The time and operational 
distance between the local manager’s activity and the point at which the process 
produces a revenue-generating product can be vast. A business process may 
weave through the organizational chart tying together the lower levels of different 
major branches which have very limited visibility into each other’s inner workings. 
From this limited local perspective, it can be difficult for a local manager to 
discern even the direction of effect a local change will have on global outcomes. 
The ability to at least narrow the range of options is a significant benefit of 
process simulation, provided the process is properly modeled and the data 
correct. “One of the strongest features of a good simulation model is that it can 
point out what may, in the absence of in-depth analysis, appear a viable 
alternative. Trimming the range of feasible alternatives can be a terrific support 
for viable decision making.” [WARR95]  
 
In cases where the development of a sound simulation model is prohibitively 
expensive or time consuming, managers working within complex systems need 
another method for identifying those options for local action which will have the 
desired effect on global outcomes. “What is required is the ability to see through 
the complexity, to identify the options available and to try out options to find the 
best one.” [KPMG96]  
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The problem, then, is, “How can managers working within a complex 
business process understand the overall dynamics well enough so that 
they can make local decisions which will have positive effects on global 
outcomes?” Without a means of relating local performance to global outcomes, 
it is understandable that managers working within a process often have little 
knowledge of the overall process dynamics—knowledge with which they can do 
very little.  
Most managers are blind to the performance of their processes. I like 
to ask them such simple questions as: How long does it take your 
company to conduct such and such process? What is its accuracy 
rate? What is the degree of customer satisfaction with it? What is its 
cost? The answers are almost hopeless shrugs of shoulders. 
Managers can offer huge amount of performance data on tasks and 
departments, but not on processes, which are at the very heart of the 
entire enterprise. [HAMM96] 
 
Currently, what managers could do with this process knowledge, if they did have 
it, is very limited. Generally speaking, traditional reward systems, cost accounting 
methods and hierarchical management structures all support decision making 
that optimizes local performance, rather than decision making that positively 
affects global performance. One reason, among undoubtedly many, for this 
emphasis on local optimization is the lack of tools or techniques for routinely 
relating local performance to global outcomes. Yet, the fact that what is “good 
business” locally is not necessarily good business globally is well understood. 
 
Narrow points of view are useless in a process context. It just won’t do 
for each person to be concerned exclusively with his or her own 
limited responsibility, no matter how well those responsibilities are 
met. When that occurs, the inevitable result is working at cross-
purposes, misunderstanding, and the optimization of the part at the 
expense of the whole. [HAMM96] 
 
The problem thus becomes, “How can organizations routinely relate local 
performance to global outcomes for business processes?” (Local 
performance and global outcomes can be related through the use of simulation 
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models, but they are expensive, data intensive and time consuming for routine 
application.)  
 
If local performance could be related to global outcomes: it might be reasonable 
to expect managers to have knowledge of global outcomes; it might be 
reasonable to expect managers to know how their actions affect global 
outcomes; and, it might be reasonable to reward managers for actions that 
support global performance. But, before the “reasonableness” of these 
factors can be tested, the first problem remains, “In business processes, 
how can local performance be routinely related to global outcomes?” 
 
Global outcomes are determined by the system-wide dynamics of the network of 
activities through which work moves. The presence of bottlenecks in the network 
and the location of an activity relative to any bottlenecks control the effect that 
local dynamics have on global outcomes. “When a bottleneck in system 
performance exists, no redesign effort, no matter how ingenious, can improve 
system throughput without attending to the needs of the bottlenecked [activity].  
In fact, improving the ability of the upstream process to pile work in front of the 
bottleneck may actually do harm; in a manufacturing environment, for instance, 
work-in-progress inventory expense would increase.” [WARR95] In other words, 
when each department tries to optimize its area, it is often to the detriment of the 
organization as a whole. [CANT98] 
 
Managers need a pragmatic method for accurately relating the dynamic 
performance of their local activities to the global outcomes of the overall process. 
To do so, bottlenecks in the system need to be recognized and their role in 
controlling the effects of local changes on global outcomes understood.  
 
1.2 Problem Statement  
Organizations do not routinely relate local performance dynamics to global 
outcomes for business processes. Without this, local managers cannot be 
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reasonably expected to know which actions they may, or may not, take to act in 
the best interest of the organization. And, organizations cannot measure or 
reward the contribution of local management to global performance.  
 
The following cases describe two specific situations where a business was 
mismanaged as a result of either overlooking or misunderstanding the 
relationships between local performance and global outcomes. 
 
Case I.  The Product Design department of a large 
manufacturer was spending significant amounts of money on leading 
edge computer tools (hardware and software) to improve the 
performance of its product design engineers. The planned 
expenditures were subjected to many different forms of cost 
justification analysis, each of which clearly indicated that the money 
spent could be justified by the expected improvement in the 
performance of the department. All agreed that the product design 
engineers could be expected to produce more designs more quickly, 
therefore providing more value to the business. Not one study, 
however, questioned the assumption that increasing the rate at which 
this one activity (Product Design) could work would increase 
throughput for the overall organization.  
 
In fact, new product designs were passed on from this department to a 
downstream organization that produced the tooling necessary to 
manufacture the product. This organization had a months-long 
backlog and had tapped out all available contractors. Completing new 
product designs faster only contributed to the backlog and increased 
the overall waiting time for customers.  
 
Case II.  A different division of the same company did spend a 
considerable amount of money on sophisticated new computer tools 
for its very busy Product Design department. Several months after 
implementation and training, however, the department was even more 
behind than before. Understandably, the corporate group that had 
specified the new systems was bombarded with complaints and 
accusations that the new tools had failed to deliver on their promise of 
increasing the rate at which this department could work. The 
irrefutable evidence of the systems’ failure was the size of the 
department’s growing backlog. The assumption that the growing 
backlog was caused by deterioration in department performance was 
never questioned. 
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After months of third-party investigation, it was finally discovered that 
at about the same time the new systems were deployed, two policy 
changes took place. First, the commission plan for sales people was 
changed so that they were rewarded for the sheer number of RFQs 
(Request for Quotes) they forwarded from customers to Product 
Design—regardless of the quality or suitability of the request. From a 
different source, came a policy change that said all RFQs would be 
quoted—engineers could no longer weed out ones they considered 
unworkable. The growing backlog was, in fact, caused by a dramatic 
swing in input, not a change in the performance of the design 
engineers. Furthermore, the two policy changes that had intended to 
increase throughput by increasing input caused no change in 
throughput and succeeded only in increasing cycle time.  
 
In both situations, the dependencies between local performance factors and 
global outcomes were miscalculated. In the first case, it was assumed that 
decreasing the “service” time (how long it takes an engineer to execute a new 
design) for one department would improve the throughput of the organization. 
This was not true. In the second case, it was assumed that increases in cycle 
time were necessarily caused by increases in service time. This was not true. 
Also in the second case, it was assumed that increasing input would increase 
throughput. This was not true. 
 
These cases speak to management’s inclination either to neglect to consider 
overall process dynamics (optimizing at a local level) or to make over-simplified 
and often faulty assumptions about the relationship between local performance 
and global outcomes. The purpose of this research is to provide understandable, 
applicable and, above all, accurate descriptions of the relationships between 
local performance and global outcomes. The basic hypothesis of this research is 
that such relationships do exist and that, once properly identified, they can be 
usefully applied in the routine management of business processes such as those 
described in the above cases.  
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The central question addressed in this research is “Do consistent relationships 
exist between local factors and global outcomes, and if so, what are they?” In this 
research, the hypothesis is made, and tested, that consistent relationships do 
exist between local factors and global outcomes. The objective of this research 
is, through the use of mathematics and models, to develop and support these 
relationships and to identify the conditions for which they are true. (For example, 
in Case I above, it is true that under some conditions reducing the service time at 
a local activity will improve overall throughput. When is it true? And, when is it 
not?)  
 
To develop these relationships, a set of specific local factors will be defined as 
will a set of specific global outcomes. A relationship will be developed to describe 
the dependencies between each global outcome and each local factor. [For 
example, what is the relationship between the mean service time (a local factor) 
for an activity and the overall mean throughput (a global outcome)? Under what 
conditions will changing the service time cause the mean throughput to increase, 
decrease or remain unchanged?] The role of bottlenecks in these relationships 
will be explicitly examined.  
 
In the course of this research, local-global relationships will be considered for all 
of the following systems: single-node systems, serially arranged multiple node 
systems, parallel path multiple-node systems, systems with rework loops and 
multiple-product systems with shared resources. 
 
As a result of this research, a set of relationships will be defined that are 
sufficiently general, accurate and data-efficient to be routinely used to relate local 
performance dynamics and global outcomes in the management of real-world, 
real-time business processes. 
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CHAPTER 2:  RELATED LITERATURE 
 
2.1 Foundations 
The objective of this research is to develop methods, suitable for routine 
application in business process environments that can be used to relate specific 
local performance factors to specific global outcomes. Three areas of literature 
are identified as being relevant foundation material: 1) Business process 
reengineering, which thrusts the concept of business process to the forefront as 
a valid perspective of work and organizations; 2) Learning and innovation in 
organizations, which addresses the cultural issues and opportunities of 
institutional learning and change relating the individual with the whole; 3) 
Queuing theory, which provides the mathematical framework for the analysis of 
cycle time and throughput in capacity-constrained systems; and 4) Operations 
management and production planning, which provide insights into the application 
of queuing theory to industrial processes for purposes of understanding cycle 
time and throughput dependencies.  
 
2.1.1 Business Process Reengineering 
The Business Process Reengineering (BPR) “movement” began in the early 
1990s and was marked by a series of significant publishing milestones. In the 
summer of 1990 Davenport and Short published  “The New Industrial 
Engineering: Information Technology and Business Process Redesign,” in the 
Sloan Management Review. [DAVE90] A few weeks later, Hammer published 
“Reengineering Work: Don’t Automate, Obliterate” in the Harvard Business 
Review. [HAMM90] In 1993, Davenport’s book Process Innovation was published 
[DAVE93]. And, in April of 1993 the book that became the “bible and textbook” of 
the reengineering movement was published: Hammer and Champy’s 
Reengineering the Corporation. [HAMM93] [DAVE96] 
 
Hammer and Champy define reengineering as “the fundamental rethinking and 
radical redesign of business processes to achieve dramatic improvements in 
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critical, contemporary measures of performance, such as cost, quality, service, 
and speed.” Within this definition, four words are identified as “key:” fundamental, 
radical, dramatic, and processes. [HAMM93] In a 1996 BPR retrospective, 
Davenport describes BPR as a concept that worked because it brought together 
three components, none of which was new, but they had not been previously 
connected. These components are technology, business processes (a concept 
borrowed from Total Quality Management), and “a clean-sheet-of-paper change 
program.”  
 
The concept of “business process” and many of the BPR principals were 
certainly not new in the 1990s and can, in many cases, be recognized as far 
back as the 1950s within the socio-technical school or, later, in the Total Quality 
Management (TQM) movement. [MUMF97]  
 
A key aspect of BPR is the emphasis on “radical” changes of a breakthrough 
nature where entire processes are wiped out and replaced using the clean-sheet-
of-paper approach to change. This is in stark contrast to the continuous 
improvement approach of TQM where change is incremental (rather than 
radical), bottom up (rather than top down), and generally narrow in scope (rather 
than broad and cross functional). [DAVE 93] TQM and BPR do, however, share a 
significant emphasis on business processes that cross functional boundaries. 
[MALH98] 
 
Though conceptually BPR may have been no more than a well-marketed new 
spin of established concepts (“too good to be new” [STRA94]), it became a huge 
industry, bringing together an “iron triangle of powerful interest groups: top 
managers at big companies, big-time management consultants, and big league 
information technology vendors.” [DAVE96] Attesting to the size of the BPR 
industry, in June 1994, the journal “Information Week” produced a Reengineering 
report based on a survey of how the American business community viewed 
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reengineering. Of the 400 companies that took part in the survey, a whopping 
81% had a least one BPR project underway. The book Reengineering the 
Corporation, widely regarded as reengineering’s “textbook and bible” [DAVE96], 
sold over two million copies, spent more than a year on the New York Times list 
of bestsellers and has been translated into 17 languages. [CFOM00] 
The powerful and widespread reengineering movement of the early 1990s, 
however, rapidly twisted away from its early emphasis on radical, technology-
enabled change of vital business processes to a euphemism for “layoffs.” In 
1998, one author writes, “The concept of BPR has been with us since about 
1990, however it is widely misunderstood and has been equated to downsizing, 
client/server computing, quality, ABC [activity-based costing], and several other 
management nostrums of the past several years.” [MALH98] 
 
In 1996, six years after the first article of the reengineering movement was 
published, its author writes,  
 
Reengineering didn’t start out as a code word for mindless bloodshed. 
It wasn’t supposed to be the last gasp of Industrial Age 
Management…. But the fact is, once out of the bottle, the 
reengineering genie quickly turned ugly. So ugly that today, to most 
business people in the United States, reengineering has become a 
word that stands for restructuring, layoffs and too-often failed change 
programs.  
 
In late 1995, reengineering isn’t dead; it is effectively over. [DAVE96] 
 
Regardless of the causes and debate over the rise and fall of the reengineering 
movement per se, it was inarguably a significant event in management history 
with enduring effects. Of these effects, including viewing information technology 
as an enabler and the danger of overly hyped management “revolutions” (and 
books calling themselves “manifestos”), one lasting effect of BPR clearly stands 
out: the entrenchment of “business process” as a valid business perspective. By 
1997, “processes are increasingly seen to hold the key to the realization of 
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corporate goals. Until recently, operations were largely viewed in terms of 
functions and specialist skills. Today there is a significant shift in emphasis 
towards the processes that these functions support. Get these processes right 
and the new operational effectiveness of the organization can be raised to a new 
level.” [SELL97] 
The concept of “business process” is the central paradigm about which the entire 
BPR movement is organized. Within BPR, “business process” is not simply the 
steps a job goes through to get completed. “Business process” represents an 
entirely different perspective of organizations where the focus is on cross-
functional process rather than tasks and jobs, narrowly defined within vertical 
functional stovepipes. [HAMM93] The definition and role of business process in 
BPR: 
 
 A business process is “a set of logically related tasks performed to achieve a 
business outcome”; “a new approach to coordination across the firm” 
[DAVE90] 
 
  “Any activity or group of activities that takes an input, adds value to it, and 
provides an output to an internal or external customer.” [HARR91] 
 
 A business process is “a collection of activities that takes one or more kinds 
of input and creates an output that is of value to the customer” [HAMM93] 
 
 A business process is a “structured, measured set of activities designed to 
produce a specific output for a particular customer or market;” “a business 
process perspective implies a strong emphasis on how work is done within an 
organization” [DAVE93] 
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 BPR represents a “shift to competing on process: a reorientation from 
functions to flows and from vertical to horizontal in the ways companies do 
business” [MUMF97] 
 
There are those who criticize placing too much emphasis on the transforming 
(inputs to outputs) model of process as described in these process definitions, 
where process refers to the “patterned, purposeful interactions between a 
system’s inputs and its processors.” [NICK98] “The great shortcoming of the 
input-process-output paradigm is that it leads to a focus on the internal workings 
of a system so intense that the external world is sometimes ignored or 
overlooked.” [NICK98] In other words, “Results are always outside an 
organization.” [DRUC64] 
 
The criticism is not that the input-output transformation view of process is wrong 
or not useful. The criticism is that this view does not represent the complete 
picture—that it neglects an organization’s interactions, or transactions, with the 
outside world. This point supports the emphasis that this research places on 
global outcomes—throughput and cycle time—which are measures of direct 
interest to the outside world. 
 
Summary 
The business process perspective of the way organizations do work and deliver 
value is a central precept to this research. The awareness and legitimization of 
this perspective was accomplished largely by the BPR movement, “The most 
profound lesson of business process engineering was never reengineering, but 
business processes.” [DAVE96] Members of the process management 
community, however, warn against process for process sake, where transactions 
with the outside world are not recognized as the primary concern. This warning 
supports the emphasis this research places on global outcomes. 
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2.1.2 Learning and Innovation in Organizations 
Research in the area of learning and innovation in organizations considers the 
duality of local and global views in terms of individual actions and performance 
relative to organizational effectiveness.  Learning and innovation in complex, 
fragmented environments requires technological, organizational and social 
changes that support the meaningful exchange and connection between the 
individual’s perspective and that of the enterprise.  
 
Brown [BROW91a] argues that the creation of a general organizational aptitude 
of innovation has become a more important mission of corporate R&D than the 
creation of individual products. Research leading to new organizational 
architectures and practices is necessary to support a continuously innovative 
company. He presents three principles for technology, innovation and research: 
 
 Research on new work practices is as important as research on new 
products. Here Brown suggests going beyond research of new technologies to 
exploring their potential use for creating more effective ways of working, 
“technology in use.” 
 
 Innovation is everywhere; the problem is learning from it. Brown 
acknowledges that innovation is not just the “privileged activity” of the research 
department but really goes on at all levels of the company with the problem 
being that few companies know how to learn from local process innovation to 
harvest lessons for the company as a whole. 
 
 Research can’t just produce innovation; it must “co-produce” it.  Brown 
encourages research that works with partners throughout the organization to 
develop a shared understanding of why innovations are important. The role of 
research is to prototype new mental models of the organization and its 
business as a means of communicating the significance of radical innovation. 
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 The research department’s ultimate innovation partner is the customer. 
Brown suggests that selling new innovations to the customer is not enough; 
they should be co-produced with the customer in terms of both technology and 
work practices. 
 
Brown reports on a study performed at Xerox Palo Alto Research Center (PARC) 
involving the way in which accounting clerks performed their jobs. The clerks’ 
observed behavior was different from their reported behavior in that they were 
informally inventing best ways to complete files so that generated bills would be 
paid. Referring to bill collection as the “goal,” Brown notes that these individuals 
were adjusting their behavior to best reach the goal. 
 
Brown [BROW91b] notes that “only occasionally are your problems what you 
assume them to be” and references the complexity that occurs when new 
technologies are integrated into old activities causing individuals to restructure 
their “gestalt” of the world. 
 
Recognizing the importance of learning, individually and organizationally, Senge 
[SENG90] sought to apply principles of systems thinking to organization design 
and management to develop “learning organizations.” He focuses on tools and 
ideas that leverage the interrelationships between forces within an organization 
to help individuals expand their capacity to create results. Senge pursues the un-
fragmented “big picture” where consequences of one’s own actions can be seen 
and the intrinsic connection between the individual and the larger whole is intact. 
  
Senge identifies an ensemble of five “component technologies” critical to the 
development of learning organizations. 
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 Systems Thinking. Senge sees business and other human endeavors as 
systems, “bound by invisible fabrics of interrelated actions.” He goes on to 
state “Since we are part of the lacework ourselves, it’s doubly hard to see the 
whole pattern of change. Instead we focus on snapshots of isolated parts of the 
system, and wonder why our deepest problems never get solved.” 
 
 Personal Mastery. Senge defines personal mastery as “the discipline of 
continually clarifying and deepening our personal vision, of refocusing our 
energies, of developing patience and of seeing reality objectively.” He 
recognizes the reciprocating relationship between individual learning and 
organizational learning. 
 
 Mental Models. According to Senge, these are the generalizations that 
influence our understanding of the world and the actions we choose to take, 
consciously or not.  
 
 Building Shared Vision. Not a “vision statement,” but the genuine shared 
vision of the future that binds people together around a common identity and 
sense of destiny.   
 
 Team Learning. Senge believes that team learning begins with real dialogue 
that leads to genuine thinking together, a free-flow of meaning that allows the 
group to discover insights not attainable individually.  
 
Senge places significant emphasis on the importance to the individual of being a 
part of something larger than them, of being connected. He considers the 
learning organization to involve “metanoia,” a shift of mind, where learning is not 
simply taking in information but is the act of re-creating ourselves to be able to do 
something we were not previously able to do. “Through learning we re-perceive 
the world and our relationship to it.” On the other hand, Senge acknowledges that 
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humans often don’t have the ability to grasp and manage the increasingly 
complex systems of our world.  
 
The core learning dilemma has Senge see it is that “we learn best from 
experience but we never directly experience the consequences of man of our 
most important decisions.”  And continues to state: 
 
Traditionally, organizations attempt to surmount the difficulty of coping 
with the breadth of impact from decisions by breaking themselves up 
into components. They institute functional hierarchies that are easier 
for people to “get their hands around.” But, functional division grow 
into fiefdoms, and what was once a convenient divisions of labor 
mutates into the “stovepipes” that all but cut off contact between 
functions. The result: analysis of the most important problems in a 
company, the complex issues that cross functional lines, becomes a 
perilous or nonexistent exercise. 
  
According to Senge, we expect the answers to these dilemmas and divisions to 
come from the management team that is supposed to represent the 
organization’s different functions and areas of expertise and be able to sort out 
complex cross-functional issues. Instead, he says, there is a collective strategy to 
maintain the “appearance of a cohesive team” and that these teams generally fail 
in their mission. These teams do not experience underlying differences and 
assumptions in a way that lets the team as a whole learn. 
 
Argyris [ARGY93] identifies organizational and defensive routines that are “anti-
learning.” He defines an organizational defensive routine as “any action, policy or 
practice that prevents organizational participants from experiencing 
embarrassment or threat and, at the same time, prevents them from discovering 
the causes of the embarrassment or threat.”  He relates organizational defense 
routines to the behavior of individuals who are governed by a “theory of action,” 
used to explain “how the individuals or groups put their arms around reality in 
order to manage it effectively.”  
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He establishes that there are two types of theories of action: the one an 
individual espouses and the one an individual actually employs (theory in use).  
Argyris found four governing principles for the theory-in-use (Model I) throughout 
the world:  
1. Achieve your intended purpose. 
2. Maximize winning and minimize losing. 
3. Suppress negative feelings. 
4. Behave according to what you consider rational.  
 
With the prevalent actions of: 
1. Advocate your position 
2. Evaluate the thoughts and actions of others (and of yourself). 
3. Attribute causes for whatever you are trying to understand. 
 
Argyris concludes that individuals’ use of Model I produces individual strategies 
of by-pass and cover up, causing organizational strategies of by-pass and cover 
up, which work to reinforce the individuals’ strategies. This circular self-
reinforcing process is the cause of organizational defensive routines which are 
barriers to learning.  
 
This pattern can be interrupted with the use of new a different model (Model II) 
where the governing values are valid information, informed choice and vigilant 
monitoring of the choice’s implementation.  
 
In talking about the failure of management teams, Senge [SENG90] refers to 
Argyris and his ideas about the complex issues related to fear of threat or 
embarrassment. “School trains us never to admit that we do not know the 
answer, and most corporations reinforce that lesson by rewarding the people 
who excel in advocating their view, not inquiring into complex issues. (When was 
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the last time someone was rewarded in your organization for raising difficult 
questions about the company’s current policies rather than solving current 
problems?)” 
 
Summary 
Creating environments of innovation and learning involves building meaningful 
connections between the personal or local perspective and the organizational or 
global perspective. Increasingly complex business environments have led to the 
fragmentation of the organization into “manageable” units or departments, with 
the job of managing interactions between the silos falling onto management 
teams. Often ineffective, these teams operate in organizational climates of 
defensive routines that protect the individual and the image of the team but 
prevent the learning that is necessary to be truly effective. Changing the theory of 
action that governs an individual’s behavior so that it values valid information, 
informed decision making and vigilant monitoring can break the pattern of 
defensive anti-learning behaviors at both the individual and organizational level. 
 
2.1.3 Queuing Theory 
The objective of this research is to develop methods, suitable for routine 
application in business process environments that can be used to relate specific 
local performance factors to specific global outcomes. Whereas BPR speaks to 
the validity of the business process perspective in general, queuing theory 
addresses an entirely different aspect of this research. Queuing theory provides 
a mathematical basis for the rigorous analytical study of capacity-constrained 
systems. The production-type business processes that are the subject of this 
research fall within this category of system. 
 
When demand for a service exceeds the capacity of a service, a waiting line 
forms. Queuing theory is the mathematical body of knowledge used to depict and 
analyze such waiting lines (also known as queues), and the systems in which 
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they occur. [ANDE94]  Queuing theory originated in the early 1900s with the work 
of A.K. Erlang, a Danish telephone engineer. He studied the congestion and 
waiting times occurring in telephone systems. Telephony remained the principal 
application until about 1950. [NEWE71]  Since then, queuing theory has grown 
far more sophisticated and is applied to a wide variety of “waiting line” situations 
in systems ranging from automobile traffic to computer applications. 
 
The broad logic of queuing theory and its application are summarized by Disney 
and Kiessler [DISN87]: 
In queuing theory, one starts with several primitive notions that describe 
the physical structure to be studied. Parts of this physical structure are 
then endowed with probabilistic properties, and the probability behavior 
of derived processes germane to the problem is solved. 
The physical structure of a simple queue (also called a node) is shown in Figure 
2-1. The basic building blocks are: input, queue and service, each of which has a 
distinct set of parameters characterizing its performance. 
 
Input is the arrival of customers, jobs or any other “unit” needing to be 
processed, served or otherwise “worked on.” The time between arrivals is called 
the inter-arrival time. Input is characterized by a probability distribution describing  
the number of arrivals expected in a given period of time. In some situations, the 
arrivals occur in a random fashion and the time or number of their arrival cannot 
be predicted. Management scientists have found that, in some cases, the arrival 
pattern may be described by a Poisson probability distribution. [ANDE94] 
 
Mathematical parameters generally associated with input in queuing theory are 
as follows: 
 
α(t) = total number of arrivals over a period of time from 0 to t 
λ  =  average arrival rate 
= the average or mean number of arrivals per time period 
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= α / t 
= 1 / average interarrival time  
 
 
 
 
 
 
 
Figure 2-1:  A simple queue 
When a Poisson distribution is assumed, the probability function for the number 
of arrivals in a specific time period is given by: 
 
P(x) = (λ Px PeP-λ P) / (x!)   where x = the number of arrivals 
 
The queue, or waiting line, is where jobs are held until service capacity is 
available for processing them. If a queue has a maximum capacity for the 
number of customers, or jobs, the queue may contain, it is a finite queue. If not, it 
is an infinite queue. The order in which units are taken from the queue for 
processing is the queuing discipline.  Types of queuing disciplines include: first-
come-first served (FCFS), last-come-first-served (LCFS), assigned priority, or 
random.  
 
Service is the mechanism where units are served, or processed. Service is 
characterized by the number of servers and by the service time.  The number of 
servers is the number of units that may be worked on at once. In a single server 
system, one unit is processed, then the next, then the next, etc. When more than 
one server is present, a unit is processed by any available server and all servers 
may be busy at once.  
 
Queue Service 
 Input  
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Service time, or holding time, is the time that a customer, or unit, spends with a 
server once service has started. Often, service times are not constant, and like 
arrivals, are best represented by a probability distribution. Management scientists 
have determined that the exponential probability distribution often provides a 
good approximation of service times in waiting line situations [ANDE94]. 
 
Mathematical parameters generally associated with service time in queuing 
theory are as follows: 
 
  m =  number of servers 
x = average service time  
δ(t) = number of departures (service completed) in (0,t) 
µ  =  average service rate 
= the average or mean number of units served per time  
period 
= δ / t 
When an exponential distribution is assumed, the probability function for service 
times is given by: 
 
P(service time <= t)  =  1-eP-µ t P   
 
In addition to these compartmentalized parameters for input, queue and service, 
queuing theory involves the analysis and computation of important operating 
characteristics related to performance. For purposes of this research, the most 
relevant of these are [HILL86], [KLEI75]: 
 
NBQB  = average number of customers in queue  
W  = average time in queue 
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N = average number of customers in system  
 T = average time in system  
 ρ = utilization factor 
  = the expected fraction of the time that individual servers are  
busy 
 
A standard notation is used to characterize the general parameters of a 
queuing system. This notation is in the form 1 / 2 / 3 / 4 / 5 / 6, where [MILT96]: 
 
1. The nature of the arrival process  
2. The nature of the service time  
3. The number of servers 
4. The queuing discipline  
5. The maximum number of orders allowed in the system (waiting and in 
service) 
6. The size of the population from which the orders are drawn. 
 
Tables are available which provide formulae for the operating characteristics of 
queuing systems, depending on the system type. Queuing theory also provides 
some general relationships applicable to queuing systems of all types. Those 
relevant to this research are discussed below: 
 
[1] By definition, the relationship between utilization (ρ), arrival rate (λ),  
average service time (x), and number of servers (m) is given by  
[KLEI75]: 
  
ρ = (λ * x) / m 
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For example, suppose 3 customers arrive per hour, the 
average service time is 1.25 hours and the number of 
servers is 4. 
    
ρ =  (3 customers/hr) * (1.25 hrs/customer) / 4  
=  0.94 
= the servers are busy 94% of the time 
 
For a system to be stable, the utilization factor must be less than 1, to 
allow for variability in arrival and service times.  The one exception is the 
particular case of deterministic arrival and service times, in which case the 
utilization may be equal to 1. [KLEI75] When the utilization factor is too 
high, the system is receiving more arrivals than it can handle. The system 
will not be in steady state and queue lengths will grow uncontrollably.
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[2] The average time a unit spends in the system (T) is equal to the 
average time it spends in service (x) plus the average time it spends 
waiting (W). (Queuing theory assumes no transfer time.) 
 
T = x + W 
 
For example, the average time a customer spends waiting 
for service is 0.5 hrs and in service is 1.25 hours. 
    
T =  1.25 hrs + 0.5 hrs  
=  1.75 
= customers spend an average of 1.75 hours in  
the system 
 
[3] The relationship between arrival rate (λ) , the average number of units in a 
system (N) and the time a unit spends in the system (T) is known as 
Little’s Law. (This relationship existed as a “folk theorem” for many years 
before 1961 when J.D.C. Little established its validity in a formal way. 
[KLEI75]) Little’s Law:  
 
N = λ * T 
 
After a lengthy proof, Kleinrock [KLEI75] provides this discussion of Little’s  
Law: 
 
It [Little’s Law] states that the average number of customers in a 
queuing system is equal to the average arrival rate of customers 
to that system, times the average time spent in that system. The 
above proof does not depend upon any specific assumptions 
regarding the arrival distribution or the service time distribution; 
nor does it depend on the number of servers in the system or 
upon the particular queuing discipline within the system. 
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Furthermore, Little’s Law holds true regardless of where the boundaries 
are drawn on the system. The relationship above gives Little’s Law for the 
entire queuing system. When the same logic is applied to only a queue, 
the formula becomes: 
NBQ  =  Bλ * W 
And, if applied to only the server(s), the formula becomes: 
 
NBS  =  Bλ * x 
where, NBS B = average number of customers in service 
 
For example, suppose 3 customers arrive per hour and 
they spend an average of 2 hours in the system. 
 
N =  (3 customers / hr) * (2 hrs) 
=  6 customers 
= the average number of customers in the system is 6  
 
 
Summary 
Queuing theory provides the analytical tools and terminology for describing and 
calculating the flow of work through capacity-constrained systems. The 
application of queuing theory requires, at a minimum, mathematical descriptions 
of the variables input, service time and number of servers, for each node in the 
system. With an accurate model of the system and this data in place, queuing 
theory provides abundant proven relationships describing performance 
parameters such as waiting time, number in system, queue length and server 
utilization. Queuing theory also provides some general relationships between 
variables, including Little’s Law.
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2.1.4 Operations Management 
In the interest of production planning and inventory control, the field of operations 
management has applied queuing theory, and other analytical techniques, to the 
study of cycle time and throughput for manufacturing process. Though these 
industrial processes are in many ways different than the business processes that 
are the subject of this research, the theoretical approach applied to cycle time 
and throughput management theory is relevant.  
 
In an analysis of models supporting cycle time management in manufacturing 
environments, Miltenburg and Sparling [MILT96] examine three types of models: 
a) a simple stochastic model, b) a Markov chain model and c) queuing models 
(simple, k-stage and open). In each case, the cycle time management models 
are used to identify those portions of the process that represent the largest 
components of cycle time, so that they may be targeted for cycle time reduction. 
 
In the simple stochastic model, the time an order will spend at each activity is 
simply measured, or estimated, in terms of a distributed variable. Cycle time is 
the sum of the time spent at each activity. 
 
In the Markov model, cycle time is based on the transitional probabilities of an 
order moving through states, where each state is an activity (or a set of 
activities). This data is in the form of a transitional probability matrix where each 
probability is an estimate of the probability that an order that was in state i in one 
time period will be in state j in the next time period. For example, an order in 
Production on one day may have a 97% chance of being in Production the next 
day, a 2% chance of being back in Supply, and a 1% chance of moving forward 
to Distribution. Through matrix manipulation of this data, the expected value and 
standard deviation is determined for the amount of time an order will spend in 
each state.  
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The queuing models for cycle time management include: the simple queuing 
system (Figure 2-1), the k-stage series queuing system and the open queuing 
system (both shown in Figure 2-2).  
 
In a simple queuing system, “jobs” arrive to the system and are processed by a 
server, if one is available. If not, they  wait in the queue until a server is available. 
After a job is processed by a server, it is output from the system. For queuing 
systems consisting of a single node, or of multiple same nodes, established 
formulae are used to calculate cycle time. The choice of formula depends on the 
1/2/3/4/5/6 characteristics of the system, as described in the previous section. 
 
The k-stage series queuing system consists of k simple queuing systems, though 
not necessarily identical, strung together so that the output from one is input for 
the next. Jobs enter at stage 1 and move from stage to stage as they are 
completed. The flow is not coordinated and the line is called an asynchronous 
flow line. The processing time at each stage has its own probability distribution 
influencing its output rate, which is the arrival rate of the next stage. The 
mathematics of such systems quickly become intractable unless assumptions are 
made.  
 
A common set of assumptions is that queue lengths are unlimited, jobs are 
processed on a first-come-first-served basis, the external arrival process is 
Poisson and the service times are exponential.  The resulting k-stage queuing 
network is recognized as a Jackson network and can be decomposed into 
independent M/M/m queues. If any of these assumptions are unsuitable, the 
system is not a Jackson network, and the system is approximated by 
decomposing it into independent G/G/m queues. In either case, the cycle time is 
the sum of the time spent at each stage, where the output from one stage is the 
arrival rate into the next, and each stage is analyzed as an independent simple 
queuing system. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A k-Stage Series Queuing System
An Open Queuing System 
Stage 1 Stage 2 Stage 3
Stage 2Stage 1
Arrival 
Output 1  = 
Arrival Rate 
Output 2  = 
Arrival Rate Arrival Rate 
Figure 2-2:  Queuing models [MILT96]                                                                                          
28
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The open queuing system is a k-stage series queuing system with less 
restrictions: orders may enter from the outside at any stage, orders inside the 
system may leave at any stage, orders may re-enter at previous stages for 
additional service, and orders may skip stages. Like k-stage systems, if the 
characteristics fulfill the necessary criteria, it may be a Jackson network, which 
can be decomposed into independent M/M/m queues. If not, it may be 
approximated with independent G/G/m queues. In an open queuing system, the 
arrival rate is the sum of the external arrival rate into that stage and the 
probabilities of receiving jobs from other stages in the system. The cycle time is 
the sum of the time spent at each stage, where each stage is analyzed as an 
independent simple queuing system. 
 
The cycle time management models—simple stochastic, Markovian, and queuing 
(simple, k-stage and open)—are summarized in Table 2-1, along with their data 
requirements. 
 
In a related paper, Lynes and Miltenburg [LYNE94] model a microelectronics 
plant as an open queuing network for the purposes of discovering where 
improvements can be made. It is assumed that sufficient capacity exists to 
complete arriving orders at each workcenter with no waiting—that is, that unused 
capacity is available at all workcenters. (There are no “bottlenecks.”) The paper 
also assumes steady state and finite queues.  
 
For the stated assumptions, this paper makes three significant points generally 
relevant to cycle time management: 
 
[1] Cycle time increases as throughput increases, and approaches full 
utilization. 
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Table 2-1:   Summary of Miltenburg’s cycle time models 
Model Assumptions Data Requirements 
Simple Stochastic 
Model 
activity times are stationary and 
independent 
mean and standard deviations 
for the time required by each 
activity to process a single 
“order”  
Simple Markov 
Model 
y an order begins only in the first 
state  
y an order ends only in the last 
state 
y upon leaving a state, an order 
can only move forward or back 
one state 
y only one transition can occur 
in one time period  
y the time spent in one state is 
independent of the time spent 
in other states 
transitional probability matrix 
showing the expected number of 
periods an order will spend in 
each activity (or set of activities) 
before being completed 
Simple Queuing 
System 
y system is in steady state 
y service rate is greater than 
arrival rate 
 
 
y arrival rate and distribution 
y service rate and distribution 
y the number of servers 
y queuing discipline 
k-stage Series 
Queuing System 
y orders enter at stage 1 
y orders exit at stage k 
y orders progress forward from 
one stage to the next 
y Jackson network (FIFO 
processing, infinite queues, 
external arrival is Poisson, 
service times are exponential) 
 
if Jackson is assumed,  
y arrival rate  
y service rate  
y the number of servers 
 
if not, also need  
y queuing discipline 
y distribution of arrival and 
service times 
Open Queuing 
System 
same as k-stage, except: 
y orders from outside may enter 
at any stage 
y orders may leave at any stage 
y orders may re-enter previous 
stages 
y orders may skip stages 
all values for p Bij B (the probability 
that an order after completing 
service at stage i moves to stage 
j) 
 
and, if Jackson is assumed,  
y arrival rate  
y service rate  
y the number of servers 
 
and, if not,  
y queuing discipline 
y distribution of arrival and 
service times 
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[2] A relationship exists between cycle time, throughput and variability (in 
service time or inter-arrivals), as shown in Figure 2-3. Variability in service 
time or arrival rate has a significant effect on cycle time when the system 
is operating at close to full utilization.  
 
[3] The amount of work in process (WIP) increases when cycle time 
increases. Consequently, WIP levels are indicators of production system 
performance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-3: The relationship between cycle time, throughput and variability (in 
service time or inter-arrivals). [LYNE94] 
maximum 
capacity 
decreasing 
variability 
Throughput, λ 
Cycle Time, W 
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Hopp and Spearman [HOPP96] suggest that  manufacturing management needs 
a “science of manufacturing” and identify a series of “laws” relating to process 
dynamics:  
 
[Law 1.] Little’s Law
 
throughput  = WIP / cycle time 
Likening this relationships to the F = ma of factory physics, the authors offer the 
following “straightforward” uses of Little’s Law: 
 
a) Law 1 can be applied to an individual workstation to determine queue 
length (WIP). 
 
b) Law 1 can be rewritten for cycle time: 
 
cycle time = WIP / throughput 
 
If throughput remains constant, reducing WIP reduces cycle time and vice  
versa.  
 
c) Measuring cycle time directly may be difficult,  whereas WIP and 
throughput are routinely tracked; the Law 1 ratio of WIP/throughput can be 
reasonably used as an indirect measure of cycle time. 
 
 
[Law 2]  Best Case Performance
 
This law  provides relationships for the best case performance of a process 
under perfect conditions (no variability). 
 
The minimum cycle time for a given WIP level is: 
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Cycle Time best =  T0       if WIP <= WIPcritical
    WIP / rb    otherwise 
 
The maximum throughput for a given WIP level: 
 
Throughput best =  WIP / T0      if WIP <= WIPcritical
    rb     otherwise 
 
 
where, 
bottleneck rate (rb ):  the rate of the process center having the least capacity  
cycle time (CT):  the average time from the release of a job at the beginning of 
the routing until it reaches an inventory point at the end of the routing (also called 
flow time, throughput time, and sojourn time)  
processing time (T0):  the sum of the average process times for each 
workstation in a line 
throughput (TH): the average output of a production process per unit time 
(also called throughput rate) 
WIP:  inventory between the start and end points of a product routing 
WIPcritical:  the WIP level for which a line having no variability in process time 
achieves maximum throughput with minimum cycle time. It is defined by the 
following relationship:  
WIPcritical =  rb * T0 
This relationship results from the application of Little’s Law and the observation 
that “the capacity of a multimachine line is defined by the bottleneck rate. “ 
[HOPP96]  
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Recall that Little’s Law relates “number in system (N)” to “time in system (T)” for 
a given “arrival rate (λ),” 
N = λ * T 
 
By recognizing that the bottleneck rate determines the maximum throughput rate 
for the entire process, and assuming no fallout or rework, the maximum input or 
arrival rate is established to be the same as the maximum throughput or output 
rate, which is the bottleneck rate: so, for maximum throughput, λ = rBb B 
 
The minimum cycle time is the sum of the process times, with no queue time: so, 
for minimum cycle time, T = TB0 B. 
 
Substituting into Little’s Law, the WIP level that results in maximum throughput 
and minimum cycle time is:  
WIPBcritical B= B Br BbB * TB0 B 
 
 
The principles of Law 2 are best understood through illustration.  Consider a four- 
workstation process [HOPP96], with the parameters shown in Table 2-2.  
 
The “station rate” for each station is calculated based on the number of machines 
and the process time. For a single machine, the rate is the reciprocal of the 
process time. The machine at Station A, for example,  takes 2 hrs to complete 
one job; therefore, it completes ½, or 0.5, jobs per hour. When more than one 
machine is present, the rate is multiplied. At Station C, for example, the rate of a 
machine is 1/10 jobs/hour; with 6 machines, the station can complete 6 * 1/10, or 
0.60, jobs per hour. 
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The slowest station in the line (the bottleneck) is Station B, which has the lowest 
station rate (note that this is not the station with the highest process time or with 
the fewest machines).  The bottleneck rate, rb, is 0.40 jobs per hr. 
 
The total process time is the sum of all process times; T0 is 20 hrs.  
 
The critical WIP level, rb * T0, is 0.4 * 20 = 8 jobs.  
 
With no variation in process time and a WIP level of exactly 8 jobs, the bottleneck 
is perfectly busy—no jobs wait and there is no unused capacity. In this optimum 
scenario, cycle time is at its minimum, CT = T0 = 20 hrs; and TH is at its 
maximum, TH = WIP / To = 8 jobs / 20 hours = 0.40 jobs / hour.  
 
As WIP increases from WIPcritical, the bottleneck cannot keep up and jobs must 
wait: CT goes up (WIP / rb) while throughput is unchanged (rb).  
 
As WIP decreases from WIPcritical, bottleneck capacity is unused: throughput goes 
down (WIP / To) while cycle time is unchanged (To). 
 
 
 
 
 
Table 2-2:  Workstation parameters [HOPP96] 
Station      Number of Machines Process Time Station Rate 
A 1 2 hr 0.50 jobs/hr 
B 2 5 hr 0.40 jobs/hr 
C 6 10 hr 0.60 jobs/hr 
D 2 3 hr 0.67 jobs/hr 
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Summary 
Operations management provides pragmatic solutions for the application of 
queuing theory principles to the flow of jobs in factory production processes.  
These solutions, unlike the analytical objectives of queuing theory, are concerned 
with overall process cycle time and throughput, as well as utilization and 
inventory levels. Operations management explicitly recognizes the defining role 
of bottlenecks in process performance and the universal application of Little’s 
Law for relating input/output rates, cycle time and WIP. 
 
The objective of this research is to develop methods, suitable for routine 
application in business process environments that can be used to relate specific 
local performance factors to specific global outcomes. This section has dealt with 
four areas of relevant foundation literature: business process reengineering, 
learning and innovation in organizations, queuing theory and operations 
management. BPR legitimized the business process perspective. Learning and 
innovation theory works to build meaningful connections between the personal or 
local perspective and the organizational or global perspective. Queuing theory 
provides the mathematics governing capacity constrained systems. Operations 
management applies queuing theory principles to factory production processes. 
The following section adds to these foundations the consideration of existing 
approaches: computer simulation and the Theory of Constraints.  
 
2.2 Existing Approaches 
The objective of this research is to develop methods, suitable for routine 
application in business process environments that can be used to relate specific 
local performance factors to specific global outcomes. This section presents and 
discusses two existing approaches for doing so, and their limitations: computer-
based dynamic simulation and Theory of Constraints. 
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2.2.1 Dynamic Computer Simulation 
Computer simulation is “the discipline of designing a model of an actual or 
theoretical physical system, executing the model on a digital computer, and 
analyzing the execution output.” [FISH95] In the 1950s, digital simulation was 
possible but not widely practiced because of the expertise required and the cost 
of computer processing time. [GOGG92] In the 1990s, graphical simulation tools 
became available, which allow for rapid model development, with fewer errors, by 
users with significantly less training. [CHRI99]  
 
Advances in personal computing, application development and interface design 
have led to the availability of myriad simulation packages for a variety of 
applications in areas including computer systems (e.g., reliability, networks), 
manufacturing (e.g., material handling, automated production), business (e.g., 
stock and commodity analysis, pricing policy), government (e.g., military tactics, 
fire protection), ecology and environment (e.g., water pollution and purification, 
crop production), social and behavior (e.g., food/population analysis, welfare 
systems) and biosciences (e.g., disease control, biological lifecycles.) [PEGD90] 
 
Models that represent a physical  system where work arrives, may wait, is 
serviced and then departs are models of queuing systems. They may take a 
state based form where an arrival or departure “event” causes a change of state 
based on transition rules. For example, if at first there are no people waiting in 
the system, the system remains in state so. When a person arrives the system 
moves to state s1. If someone departs the system immediately, the state 
transition is back to so. Or, rather than being event-based, the server and queue 
system can be treated as a “black box” which takes input (defined by customer 
arrivals over time) and produces output (customer departures.) Called functional 
models, this type of model is suited for systems that have coupled sub-
components, such as machines and plants. [FISH95] Functional models are used 
for business process simulations. 
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The commercially available simulation products listed in Table 2-3 are applicable 
to the modeling and simulation of business processes. Some are general-
purpose functional modeling packages; others are designed specifically for 
business process environments. This table does not include any simulation 
products designed specifically for environments other than business processes 
(such as manufacturing, material handling, etc.) 
 
The simulation process consists of a series of steps, or phases, generally 
involving 1) model design, 2) model execution, and 3) execution analysis. 
[FISH95]. In this process, the problem to be addressed by the simulation is 
defined, goals (objectives) are set, the system to be simulated is defined and 
variables are identified. The conceptual model is translated into a simulation 
language. (The simulation model is constructed.) Data for all input variables is 
collected. The input data is supplied to the model and the model is executed. The 
model is verified, validated, and altered as necessary. Experiments (scenarios) 
are designed and executed, and the results are analyzed (interpreted). 
[GOGG92] [PEGD90]  
 
2.2.2 Theory of Constraints 
Introduced by Eliyahu M. Goldratt, with the publication of The Goal in 1985 
[GOLD85], the Theory of Constraints is a “management science” which 
encourages the application of “scientific thinking methods” to areas outside of 
traditional hard sciences. [MCMU98] The essence of this theory is the 
identification of a system’s global goal and the identification of measurements 
that will indicate the impact of any subsystem and any local decision, on this 
global goal. [GOLD90a]. For any publicly traded company, the goal is, “to make 
more money now as well as in the future.” (For any company, the generic 
statement is “the owners have the sole right to determine the goal.” In publicly 
held companies, shareholders invest, clearly, with the goal of making money.) 
[GOLD90b]  
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Table 2-3: Commercially available simulation software products applicable to 
the modeling and simulation of business processes 
SIMULATION SOFTWARE VENDOR 
SIMULATION 
PRODUCT 
(* designed for 
business processes) 
ALPHATECH, Inc. 
Burlington, MA 
http://www.alphatech.com 
Alpha/Sim P® P 
CACI Products Company 
Arlington, VA 
http://www.caciasl.com 
SIMSCRIPT II.5P®P 
SIMPROCESS P® P 
High Performance Systems, Inc. 
Hanover, NH 
http://www.hps-inc.com 
[This package is an implementation of Systems Dynamics 
simulation. Other commercially available SD packages include 
PowerSim (Powersim Corp.), DYNAMO (Pugh-Roberts 
Associates) and Vensim (VENTANA Systems)]. 
ithink P®P 
Imagine That, Inc. 
San Jose, CA 
http://www.imaginethatinc.com 
EXTEND+BPRP® P* 
Lanner Group, Inc. (formerly AT&T Istel) 
Houston, TX 
http://www.lanner.com 
WITNESSP® P 
Mesquite Software, Inc. 
Austin, TX 
http://www.mesquite.com 
CSIM 18P® P 
Meta Software 
Cambridge, MA 
http://www.metasoftware.com 
WorkFlow 
SimulatorP® P* 
Micro Analysis & Design Simulation Software, Inc. 
Boulder, CO 
http://www.madboulder.com 
Micro SaintP®P 
Micrografx 
Allen, TX 
http://www.micrografx.com 
Optima P® P* 
PROMODEL Corp. 
Orem, UT 
http://www.promodel.com 
ServiceModel P®P* 
Systems Modeling Corp. 
Sewickley, PA 
http://www.sm.com 
Arena P® P Business 
Edition* 
Visual Thinking International Ltd. 
Herndon, VA 
http://www.visualt.com 
SIMUL8 P® P* 
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Goldratt builds his theory on three essential definitions: [GOLD90a] 
 
 throughput  
the rate at which the system generates money through sales 
 
 inventory  
all the money the system invests in purchasing things the system intends to 
sell 
 
 operating expense  
 all the money the system spends in turning inventory into throughput. 
 
Goldratt claims that conventional management, driven by cost accounting, uses a 
scale of importance where operating expense is first, throughput is second and 
inventory is third. He argues that efforts to decrease operating expenses and 
inventory offer limited opportunities for ongoing improvement, because both 
factors (operating expenses and inventory) can only be improved so far (limited 
to zero). On the other hand, the objective to increase throughput has no intrinsic 
limitation. Goldratt argues for a new scale of importance: throughput first, 
inventory second and operating expense third. [GOLD85]  
 
This emphasis on throughput is a significant contribution of the Theory of 
Constraints and speaks to the essence of this research—that global outcomes 
(throughput and cycle time) are of primary importance. In other words, “A shift in 
management thinking is taking place, from cost minimisation to revenue 
maximisation.” [KPMG96] 
 
Goldratt proposes a “throughput world” where constraints are the essential 
classification, replacing the role that products play in the “cost-accounting” world. 
Constraints are defined as “anything that limits a system’s higher performance 
relative to its purpose.” [SCHE99] Goldratt ascertains that in reality any system 
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has very few constraints and, at the same time, every system in reality must have 
at least one constraint. [GOLD90a] 
 
Once the goal of a system has been identified, the Theory of Constraints 
employs a five-step “focussing” procedure for the on-going improvement of 
system performance [GOLD90a] [GOLD90b]: 
 
1. Identify the system’s constraints 
Identify and prioritize constraints according to their impact on the goal. 
2. Decide how to exploit the system’s constraints. 
Exploit the constraints, no matter what it takes. Squeeze the maximum out 
of them. 
3. Subordinate everything else to the above decision 
How should the system’s resources, which are not constraints, be 
managed to best exploit those resources that are constraints? (“Is there 
any point in managing the non-constraints to supply more [than the 
constraints will consume]? This of course will not help....” [GOLD90a]) 
4. Elevate the system’s constraints. 
Lift the restriction, constraints are not “acts of God.” (Note that this is the 
fourth step, not the second. Before dong this, make sure that what is 
available is not wasted.) 
5. If, in the previous steps a constraint has been broken, go back to 
Step 1. (And, do not allow inertia to cause a system constraint.) 
As one constraint is lifted, another appears. A system always has at least 
one constraint. 
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Summary 
The Theory of Constraints is at once a philosophy, a new accounting paradigm, 
an operations management theory and, in some of its later incarnations, a 
change management tool delving into the “softer” side of business where 
constraints are not only of a physical nature, but also “political” and “paradigms.” 
In all cases, it is a theory that takes a big picture perspective of systems where 
work flows through a process. And, it is the performance of the system that 
matters—all subsystems exist to support the system in the achievement of its 
goals. This is in contrast to  functional perspective of systems or organizations 
where the focus is on individual subsystems rather than the flow connecting 
them. [SCHE99] In the interest of achieving the “goal” (making money), the 
Theory of Constraints emphasizes maximization of throughput over minimization 
of costs.  
 
2.3 Limitations of Existing Approaches 
While the business process reengineering movement resulted in the widespread 
institutionalizing of the “business process” concept, the movement itself provided 
no tools or techniques that could be considering an “existing approach” for the 
subject of  this research. Queuing theory, operations management, dynamic 
simulation and the Theory of Constraints, on the other hand, all offer 
methodology that could be applied to the analysis of cycle time and throughput 
for production-type processes in non-factory environments. In all cases, however, 
the application of these methodologies to the study of business processes faces 
severe limitations. 
 
2.3.1 Multiple Systems of Terminology and Notation 
The analysis of process dynamics—how entities move through capacity 
constrained systems—requires the discussion of certain essential concepts. The 
field of queuing theory offers its own system of terminology and notation, with 
variation between sources, of course. The field of operations management also 
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offers its own vocabulary, for the same set of concepts. Simulation packages 
have their own vocabulary, which differs vendor to vendor; and, of course, the 
Theory of Constraints has its own. One could further argue, that none of these 
are appropriate for the dynamics of business processes in non-factory 
environments.  
 
For example, the most basic concept, work in process, is called variously WIP, N, 
stock level, and inventory. Yet, none of these resonant with accepted concepts in 
non-factory environments. The lack of vocabulary—a word with meaning and 
measure to describe a fundamental concept such as the amount of work residing 
in a department, or in a person’s in basket, for example—is a barrier to the 
application of dynamic process principals to non-factory environments.  
 
2.3.2 The Analytical Objectives of Queuing Theory 
At first glance, queuing theory would appear to be “the” answer for understanding 
process dynamics and developing generic relationships describing cycle time 
and throughput dependencies in complex systems. This, however, is not the 
analytical objective of queuing theory. In the words of Kleinrock,  
 
Basically we are interested in the waiting time for a customer, the 
number of customers in the system, the length of a busy period (the 
continuous interval during which the server is busy), the length of an 
idle period, and the current work backlog expressed in units of time. 
All these quantities are random variables and thus we seek their 
complete probabilistic description (i.e., their probability distribution 
function). Usually, however, to give the distribution function is to give 
more than one can easily make use of. Consequently, we often settle 
for the first few moments (mean, variance, etc.)… [KLEI75] 
 
The “system,” here, is a single queue and single service facility (which may have 
multiple stations). The analytical objectives of queuing theory involve the precise 
understanding of the inner workings of narrowly defined and tightly bounded 
systems, rather than a general understanding of the overall workings of poorly 
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defined and loosely bounded systems. From an operations research point of 
view, 
 
Queuing theory has enjoyed a prominent place among the modern 
analytical techniques of operations research. However, the emphasis 
thus far has been on developing a descriptive mathematical theory. 
Thus queuing theory is not directly concerned with achieving the goal 
of operations research: optimal decision making. Rather, it develops 
information on the behavior of queuing systems. This theory provides 
part of the information needed to conduct an operations research 
study attempting to find the best design for a queuing system. 
[HILL86] 
 
2.3.3 Data Requirements for the Application of Simulation Tools or 
Operations Management Methods 
The mathematical relationships provided by operations management for 
analyzing cycle time and throughput for multi-stage processes are fully adequate 
for answering the question poised in this research. Likewise, many simulation 
tools are available that quite capably analyze the questions poised in this 
research—and do so with a graphical interface, producing animated results with 
comprehensive statistical analysis and automatic report generation. However, 
both operation management methods and simulation have their roots in the 
management of well-defined and thoroughly measured industrial processes. In 
both cases, the data requirements are excessive for the direct application of 
either in typical non-factory environments. Even simulation packages specifically 
designed for use in business process environments are too data demanding for 
routine application. 
 
For example, the package “Arena Business Edition,” produced by Systems 
Modeling Corp., and considered by some to be the best simulation environment 
for BPR, uses eight different types of flowchart modules to describe activities 
(create, dispose, process, decide, batch, separate, assign, and record). Each 
type of module has its own data requirements.  Each process module alone has 
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20 different fields, ranging from “name” to “std dev” (the standard deviation of a 
normally distributed processing time). [WARR95] [SYST99]  
 
The case can be made that the data collected in the course of developing a 
simulation model is good data to have and the right data to be collecting; 
simulation can force the “collection of metric data in a consistent sense from a 
systems perspective.” However, it is also often happens that too much effort 
goes into collecting excessive data because the analyst does not have clear 
guidelines or sufficient experience to determine what is essential. [CHRI99] 
 
2.3.4 Skill, Time and Financial Requirements for Simulation 
In addition to being data demanding, simulation is expensive. The dominant cost 
in simulation modeling is neither the software not the hardware; it is the time of 
the participants, who must have high level skills including:  
 
 a strong sense of organizational relevance (to judge which details should be 
retained in the model and which discarded),  
 mathematical competence to deal with confidence intervals, probability 
distributions and sampling,  
 computer systems (technology issues, including interfacing with other 
packages), and 
 communication skills. [WARR95] 
 
A proponent of simulation for BPR states, “Because of the skills required and the 
cost of tools, simulation for BPR is likely to be most cost effective for large firms, 
organizations that stand to gain (or lose) millions from redesign.” The author 
goes on to say, “Organizations that are unwilling to invest the resources needed 
for a rigorous simulation analysis should not do one at all.” [WARR95]  
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Similarly, another proponent of simulation warns that “simulation can be time-
consuming and expensive. An adequate analysis may not be feasible, given 
available time and/or resources…” [PEGD90] 
 
2.3.5 The Theory of Constraint’s Lack of Techniques Appropriate  
for Business Processes 
The direction and message of the Theory of Constraints and its five “focussing” 
steps are fully aligned with the goals of this research. However, the Theory of 
Constraints relies on extensive precise data regarding process time and costs to 
illustrate and carry out the focussing steps. The Theory of Constraints stops short 
of providing general relationships that can be usefully applied to processes that 
are poorly measured and loosely defined. 
 
2.3.6 The Implicit Assumption of Top-Down Control 
Implicit to both simulation and the Theory of Constraints is the assumption of a 
central controlling source, all knowing and all powerful. Both simulation and the 
Theory of Constraints take a top-down perspective, the analyst hovers just above 
the system, gathering data and adjusting variables throughout. Neither approach 
provides much information about global outcomes from a local perspective that 
would be useful to a decision maker working within a system; information that 
would allow the decision maker to act in the system’s best interest, without 
explicit direction from above. 
 
2.3.7 Differently Defined Dependent and Independent Variables 
Industrial-based methods, including simulation and the Theory of Constraints, 
assume factory-oriented independent variables. In the management of industrial 
environments, production is planned. Based on management’s production plan, a 
variety of activities occur; for example, orders are released, inventory levels are 
managed, raw materials are purchased, staffing levels are adjusted, equipment is 
purchased, sold and maintained, etc. The production plan is management’s 
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strategy for production (based on orders and forecasts, of course). It is the plan 
for what and how much will be produced when. By controlling lot sizes and 
product mix and managing planned inventory, the plan seeks to satisfy aggregate 
demand in the most  cost-efficient manner.   
 
In the non-factory environment of business processes, production is not planned. 
There is no “planned inventory” (or safety stock); and, lot sizes and product mix 
are not factors typically within management’s control. The manager of a legal firm 
can’t decide to do 10 court cases, then 15 depositions, because it is more 
efficient that way. Yet, these variables are significant management factors in the 
Theory of Constraints and simulation analysis. In the Theory of Constraints, 
altering the product mix is often the means for “exploiting the constraint” to 
maximize throughput and achievement of “the goal” (making money). Safety 
stock is often used as a hedge in highly variable environments. 
 
For the business processes that are the subject of this research, services are 
rendered upon demand--no planned lot sizes or product mixes; no carefully 
controlled safety stock. A lawyer can’t go to court on the day that best fits his/her 
schedule—he/she is told when it will happen; an advertising agency can’t 
prepare an ad campaign and stick it in the drawer to save until the agency gets a 
new client—the ad campaign must happen when the client needs it; a web site 
designer can’t just decide to do three new sites next quarter, unless he/she has 
exactly those business demands. 
 
The application of industrial-rooted simulation and the Theory of Constraints to 
business processes is limited by significant differences in management’s realm of 
control. Industrial managers have greater latitude in controlling what they 
produce, in what order, how much and when. For business managers, these 
factors are generally given. 
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Summary 
The first limitation of the application of existing methods to the study of cycle time 
and throughput for business processes is the lack of an available vocabulary for 
describing business process dynamics. Several fields deal with process 
dynamics and each offers its own (often more than one) set of terminology and 
measures. Queuing theory, simulation, operations management and the Theory 
of Constraints each employ a domain-specific vocabulary—none of which is 
generally applicable or widely accepted in the environment of business 
processes. 
 
Queuing theory, which would appear to provide the answers to the questions 
poised in this research, addresses relevant issues—the flow of “work” in 
capacity-constrained systems—but does so with different analytical objectives. 
Queuing theory is interested in parameters such as waiting times, queue length, 
number in system and utilization-related measures, whereas the objectives of 
this research deal with overall performance in terms of throughput and cycle 
time.  
 
Simulation and operations management methods do directly address the 
objectives of this research. They, however, are designed for application in 
environments where processes are well structured and measured. These 
methods are too data intensive for routine application in business process 
environments. And, even if data—or the commitment to collect it—were in place, 
the development and execution of simulation models is prohibitively expensive 
for most everyday business decisions.  
 
In its essence, the Theory of Constraints is fully aligned with the point and 
purpose of this research. However, the Theory of Constraints also has industrial 
roots and is too data demanding for routine application to business processes 
and the theory also falls short of providing general relationships useful in 
business process environments. 
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Implicit to all of the existing methods, is the assumption of top-down control, 
where the decision maker has full access to and control of the entire process. 
This research is specifically interested in providing insights that help local 
managers make decisions that best support global outcomes. 
 
And, finally, industrial-rooted methods of process management place 
considerable emphasis on variables associated with production planning: lot 
sizes, product mix and safety stock, to name a few. In business process 
environments, service is generally provided on demand, making these variables 
nonsensical. (A lawyer cannot plan batch sizes or build safety stock.)  
 
Limitations of existing methods can be summarized as follows:  
 
1)  There is no one established vocabulary of terms and measures applicable 
to the dynamics of business processes.  
 
2) Data requirements are excessive for business process environments. 
 
3) Simulation of business processes is too expensive to use for routine 
decision making. 
 
4) Existing methods assume access to and control over the entire process; 
they are not designed to aid decision makers working within the process. 
 
5) The production-planning orientation of industrial-rooted methods is not 
generally applicable to business process environments.  
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CHAPTER 3:  RESEARCH QUESTIONS 
 
 
The objective of this research is to develop methods, suitable for routine 
application in business process environments, which can be used to relate 
specific local performance factors to specific global outcomes. The research 
questions listed in this section build on one another, beginning with the selection 
of a vocabulary for describing business process dynamics and then addressing 
the issues relating local dynamic behavior to global outcomes for increasingly 
complex systems. 
 
3.1 Terminology 
The first phase of this research examines existing vocabularies for describing 
process dynamics from related fields (queuing theory, operations management, 
theory of constraints, and simulation) and then defines a vocabulary of terms and 
measures applicable to business process dynamics. For purposes of this 
proposal, however, the following working terminology is used (also see Figure 3-
1): 
activity where work is performed; where jobs arrive, wait if 
necessary, are worked on and then leave. 
backlog jobs waiting to be worked on  
bottleneck  the activity state of having more jobs to do than can be 
done; jobs are forced to wait because the needed servers 
(people/tools/systems) are already busy  
cycle time elapsed time from when a job enters a process until it is 
completed and leaves the process as throughput 
fallout  jobs that enter a process but leave before being 
completed; jobs that are cancelled, aborted or 
discontinued for any reason 
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global outcomes  the dependent parameters of dynamic performance 
occurring at the process level. They are throughput and 
cycle time. 
input newly arriving jobs to be worked on (rate) 
jobs the units of work that move through a process; the units 
of work that wait and that are worked upon 
local factors  the parameters of dynamic performance occurring at the 
activity (node) level. They are input, service time, fallout, 
and number of servers. 
number of servers the number of resources available at an activity to do 
work; the number of jobs that can that can be worked on 
at once 
not bottlenecked the work-step state of being able to handle all jobs that 
needs to be done; jobs are handled immediately with no 
waiting; the needed people/tools/systems are available 
relationships these are relationships between the direction of change 
in a local factor and the resulting direction of change in a 
global outcome. For purposes of this research, it is only 
the direction, not the magnitude, of change that is of 
interest. The relationships are categorized as follows:  
direct relationship: the direction of change (increasing or 
decreasing) in a local factor consistently causes the 
same direction of change in a global outcome 
inverse relationship: the direction of change (increasing 
or decreasing) in a local factor consistently causes the 
opposite direction of change in a global outcome 
 
  
52
Unull relationship U: a change (increasing or decreasing) in a 
local factor consistently causes no change in a global 
outcome 
Uindeterminate relationship U: the relationships between a 
local factor and a global outcome is inconsistent. 
rework  jobs that are returned to earlier activities to be redone 
service time  the time required at an activity to complete the work on 
one job; the time required by one server at one activity to 
perform one job, once work begins 
throughput completed jobs exiting the process 
waiting time the amount of time jobs wait because the needed servers 
(people/tools/systems) are busy 
WIP work-in-process; the total amount of jobs that are in a 
system or process; includes all jobs in any state, 
including those waiting, being worked on, in transit, etc. 
 
3.2 Simplifying Assumptions 
To support the explicit analysis of the identified relationships between local 
factors and global outcomes, a number of simplifying assumptions were made as 
to the performance and characteristics of the underlying process. These 
assumptions are as follows:  
 
 Input variable distributions and values do not change during scenario 
 No disruptions, no setup, no shift changes 
 Consistent routings 
 Perfect queuing discipline 
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 No steps are repeated (except where noted) 
 One product type (except where noted) 
 Single process path (except where noted) 
 
3.3 The Research Questions 
 
Six research questions are recognized as central to this research. The questions, 
outlined below, are addressed sequential and build upon one another.  The last 
three questions address situations specific to some of the simplifying 
assumptions.  
 
Q1. What terms would constitute a vocabulary for concepts and 
measures of process dynamics that would be applicable to business 
processes? 
To relate local dynamic behavior to global outcomes for business processes, 
basic process dynamic concepts must be referenced in the context of business 
environments. Currently, there is no standard vocabulary for doing so. The 
response to Q1 will draw this vocabulary from concepts in related fields (queuing 
theory, operations management, theory of constraints and simulation). 
Q2. For a single-node system, do consistent relationships exist between 
each local factor and each global outcome?  
This question examines relationships between local factors (input, service time, 
number of servers and fallout) and global outcomes (cycle time and throughput) 
for a single-node system. Is there a “consistent” relationship (direct, inverse, null 
or indeterminate) between each of the factors and each global outcome? For 
example, does an increase in input always cause an increase, decrease or no 
change in cycle time? in throughput? The research will test for the effects of 
bottleneck status on these relationships. 
  
Figure 3-1: Structure of a production-type business process                                                                                                                      
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rework
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Q3. For a system of serially arranged multiple nodes, do consistent 
relationships exist between each local factor and each global 
outcome?  
This question extends the relationships from the single-node system of the 
previous question to a system of multiple nodes. Do consistent relationships exist 
between local factors and global outcomes? Under what circumstances are they 
consistent? Again, the research will test for the effects of bottleneck status on 
these relationships. 
Q4. For purposes of relating local factors to global outcomes, can a 
system consisting of parallel paths be reduced to a single “critical” 
serial path, through the application of Little’s Law? 
If a system of parallel paths can be accurately reduced to a single “critical” serial 
path, the previously established relationships can be applied to a system with 
parallel paths. The additional data requirements of applying Little’s Law will be 
addressed.  
Q5. In systems where products may be reworked, is the effect of rework 
on global outcomes the same as that of changing the number of 
servers or as that of changing service time?  
The answer to this question will seek to translate rework into terms of changes in 
the number of servers or changes in service time. If this can be done, the 
previously established relationships can be applied to systems with rework.   
Q6. In systems where more than one product type share resources, is 
the effect of additional products on global outcomes the same as 
making changes in the number of servers? 
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The answer to this question will seek to translate multiple products into terms of 
changes in the number of servers based on a product’s process priority relative 
to other products. If this can be done, the previously established relationships 
can be applied to systems with multiple products.   
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CHAPTER 4:  EXPECTED SIGNIFICANCE 
 
The successful completion of this research will make the following original 
contributions: 
 
a) Vocabulary for Business Process Dynamics 
There is currently no vocabulary for describing process-dynamics 
concepts in the context of business processes. This research will provide 
a set of terminology—complete with definitions, symbols and units of 
measure—for describing the dynamic behavior of business processes.  
 
b) Framework for Analyzing Business Process Dynamics 
This research will provide a framework (method of analysis) for describing 
and recognizing cycle time and throughput dependencies in business 
processes.  
 
c) Relationships describing Cycle Time and Throughput Dependencies 
Within the analysis framework, this research will provide a set of detailed 
relationships that indicate how a change in local dynamics (input, service 
time, number of servers and fallout) will, or will not, affect global outcomes 
(cycle time and throughput). These relationships will clearly identify which 
local changes will cause an increase in global outcomes, a decrease in 
global outcomes and no change in global outcomes.  
 
d) Unique Data Efficiency 
The original data-efficient relationships that will be provided by this 
research are applicable to production-type processes, including business 
processes. Because these relationships will seek only to identify the 
 
 58
direction of change in a specific set of global outcomes for a specific set of 
local parameters, they require far less process data than the more far-
reaching existing methods. Their data-efficiency makes them uniquely 
suitable for routine application in the management of business processes.  
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CHAPTER 5:  RESEARCH PROCEDURE 
 
5.1 Introduction 
The objective of this research is to develop methods, suitable for routine 
application in business process environments that can be used to relate specific 
local performance factors to specific global outcomes. The discussion of the 
relationships between dynamic local factors and global outcomes requires a 
vocabulary of terms and measures that are specific and meaningful in the context 
of business processes. The first portion of this research will define such a 
vocabulary. Using the defined terms and measures, the second portion of this 
research will propose and test relationships between local factors and global 
outcomes for a series of process models of increasing complexity. 
 
5.2 Define Vocabulary of Dynamic Behavior for Business-Process 
Applications  
The movement of “things” through capacity constrained systems is of interest to 
many fields. As such, there are many existing vocabularies for describing the 
same underlying phenomena of process dynamics. For example, queuing theory 
has a vocabulary that is specialized to be meaningful for mathematicians. An 
entirely different vocabulary is used when discussing the same underlying 
principles in the context of industrial engineering applications. Likewise, 
simulation software vendors offer their own languages.  
 
Currently, however, there is no single accepted vocabulary for describing 
process dynamics in the context of business-process applications. (When 
describing business processes it is not common to use words such as 
“throughput” or “WIP” for example.) This research will define a vocabulary for 
describing parameters of dynamic behavior in terms suitable for business-
process applications.  
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Existing terms for process-dynamics concepts will be collected from the fields of 
queuing theory, theory of constraints, operations management and industrial 
engineering, as well as simulation packages that target the business process 
market. Other sources will also be considered.   
 
The existing terms will be compiled and compared. A single and complete 
vocabulary will be defined that includes those terms and measures which are 
most consistently used and clearly defined. In the cases where no such 
consistent term exists for a necessary concept, a new term and measure will be 
proposed.  
 
5.3 Overview of Methodology for Developing and Testing Relationships 
The objective of this research is to establish relationships (see Table 5-1) 
between local factors, which act as independent variables, and global outcomes, 
which are dependent variables, for multiple-node systems. The local factors and 
global outcomes are delineated in Table 5-2.  
 
The local factors input and service time are random variables and their 
distribution parameters (mean and variation) are treated as separate 
independent variables. Number of servers is handled as a constant, due to the  
 
 
Table 5-1. Types of relationships between local factors and global outcomes 
Type Symbol Description 
direct D the direction of change in a local factor causes the same direction of change in a global outcome 
inverse I the direction of change in a local factor causes the opposite direction of change in a global outcome 
null 0 a change in a local factor causes no change in a global outcome 
indeterminate X the effect of a change in a local factor on a global outcome is inconsistent. 
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random variable and its observed parameters (mean, minimum, maximum and 
variation) are treated as separate global outcomes. Cycle time parameters are 
nature of that which it describes. Likewise, fallout is expressed as a constant 
percentage of input arriving to a node. The global outcome cycle time is a clearly 
meaningful in terms of  “time per job,” e.g., mean cycle time per job. Parameters 
related to throughput, however, are in terms of “jobs per unit of time”; e.g., 
maximum jobs per day, per week, per month, etc. The models and data used in 
this research do not differentiate between Monday and Friday or any other time 
measures. Therefore, any time demarcations in the output are arbitrary and add 
no meaning. Therefore, the only throughput parameter used is “mean 
throughout” over the duration of the simulation.)  
 
Each relationship is between a single local factor and a single global outcome. 
The effects on global outcomes of interactions between multiple local factors are 
outside the scope of this research.   
 
The research will be conducted in phases as shown in Figure 5-1. First, 
relationships will be established and validated between each local factor and 
each global outcome for single-node systems. Normal distributions will be used 
for distributed local factors (input and service time). Once the single-node  
 
Table 5-2. Local factors and global outcomes 
Local Factors                
(Independent Variables) 
Global Outcomes             
(Dependent Variables) 
 mean input  mean throughput 
 input variation  mean cycle time 
 number of servers  maximum cycle time 
 mean service time  minimum cycle time 
 service time variation  cycle time variation 
 fallout   
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relationships are established for normal distributions, the sensitivity of these  
relationships to changes in the type of distribution will be tested. The single-node 
relationships will then be used to develop hypotheses for relationships between 
local factors and global outcomes in multi-node systems. These hypothesis will 
be tested with simulation and validated. Once the multi-node relationships are 
established, several special topics will be considered: systems with parallel 
paths, rework and multiple products.  
 
 
The capstone to this research will be a presentation of the relationships in the 
form of a management decision support tool, accompanied by a discussion of the 
implications for management of these relationships. 
 
5.4 Single-Node Systems 
 
5.4.1 Establish Single-Node Relationships, using Mathematics 
As discussed in Section 2.1, queuing theory and operations management provide 
the most relevant source of mathematical foundation for the analysis of capacity-
constrained systems. From these sources of material, equations will be identified 
that govern the relationships between each local factor and each global outcome 
for single-node systems. The variables used in these equations will be translated 
from their queuing theory or operations management context into a consistent set 
of terms that have meaning in the context of business processes (see Section 
5.1). 
 
The governing equations will be examined for each local factor-global outcome 
combination to determine if the mathematically indicated relationship is direct, 
inverse, null or indeterminate. Bottlenecking status is expected to be a controlling 
factor in at least some of the relationships. The relationships will be summarized 
as shown in Table 5-3.  
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 Figure 5-1: Research steps
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Table 5-3: Single-node relationships (D, I, 0 or X) 
 GLOBAL OUTCOMES 
 Bottlenecked Not Bottlenecked 
LOCAL 
FACTORS Throughput 
Cycle Time Throughp
ut 
Cycle Time 
 Mean Mea
n 
 Min Max  Var Mean Mea
n 
 Min Max  Var 
Input    
(Mean) 
 
         
Input 
(Variation) 
          
Number of 
Servers 
          
Service 
Time 
(Mean) 
          
Service 
Time 
(Variation) 
          
Fallout 
          
 
 
5.4.2 Establish Single-Node Relationships, using Simulation 
A single-node simulation model will be built. Each local factor will be an 
independent variable set by the user. Each global outcome will be an output 
variable generated by the simulation. The model will have the features necessary 
to change and track the values of interest. These features include: 
 
 mechanism for measuring each global outcome, 
 ability to perform sensitivity analysis of each global outcome to each local 
factor, 
 ability to monitor bottleneck status, and  
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 collection of output data for graph generation. 
 
Using the single-node simulation model, a sensitivity analysis will be performed 
to examine the effects of changes to each local factor on global outcomes. To do 
this, a set of random initial (baseline) data will be established that results in the 
node operating without bottlenecking. Then, the following steps will be executed 
to perform the sensitivity analysis for each local factor. 
 
For the local factor of interest, its value will be set to a range that extends below 
and above the baseline data. The simulation model will be set to execute 12 
simulation runs, where the local factor is incremented for each run in equal steps 
from the bottom to the top of the range. The simulation results will be examined 
to determine in which of the runs bottlenecking occurred. In an iterative manner, 
the range will be reset, the 12 runs re-executed and the new results examined 
until bottlenecking occurs in about half of the runs. (Each of the 12 runs will 
replicated as necessary, using different seed values for the distributed variables, 
to insure the reliability of the results. The number of runs will be determined by 
the amount of variation in the results.) 
 
With the range thus set, the values for all global outcomes resulting from the 12 
runs will be summarized in both tabular and graphical form for inspection.  Based 
on these results, the relationships between each local factor and each global 
outcome will be summarized as shown in Table 5-3. 
 
5.4.3 Validate Single-Node Model and Relationships 
The mathematically indicated relationships and the simulation indicated 
relationships will be compared. If the data are identical, this will verify and 
validate the single-node simulation model for purposes of this study. If they are 
not identical, both the simulation model and the equations will be re-examined 
until the results are reconciled. 
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5.5 Test Sensitivity of Relationships to Type of Distribution 
In the simulations of the previous section, the baseline values for both 
independent random variables (input and service time) were normally distributed. 
This section will test the effects on the single-node relationships of using different 
distributions. The nature of the distribution is expected to have no effect on the 
single-node relationships. 
 
As stated in Section 2.1.2, input is often observed to have a Poisson distribution 
while service time is sometimes assumed to be exponentially distributed.  Three 
scenarios will be considered, as shown in Table 5-4. 
 
For each scenario, the set of random initial (baseline) data from Section 5.4.2 will 
be modified as necessary to have the appropriate distributions and still result in 
the node operating without bottlenecking. Then, all the steps used in section 
5.4.2 will be repeated to perform the sensitivity analysis of all global outcomes to 
each local factor. (Each scenario will be subjected to a full sensitivity analysis.)  
 
For each scenario, values for all global outcomes resulting from the sensitivity 
simulation runs will be summarized in both tabular and graphical form for  
 
 
 
 
Table 5-4: Distribution scenarios 
 DISTRIBUTION 
Scenario Input Service Time 
Section 5.4.2 Normal Normal 
Scenario A Poisson Normal 
Scenario B Normal Exponential 
Scenario C Poisson Exponential 
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sensitivity of global outcomes to changes in the underlying distributions of local 
factors. 
 
5.6 Multi-Node Systems 
 
5.6.1 Develop Hypotheses for Relationships between Local Factors and 
Global Outcomes in Multi-Node Systems 
In a single-node environment, the subject node (where the changes in local 
factors take place) is the only node and it is only this node that may be 
bottlenecked or not. The single-node relationships, therefore, were controlled 
only for the status of the one node: bottlenecked or not.  
 
In a multi-node environment, however, one or more bottlenecks may occur. In 
addition to whether or not the subject node is itself a bottleneck, it may also 
matter where the subject node is located relative to other bottlenecks in the 
system. The multi-node relationships, therefore, will need to be controlled for the 
status of the subject node as well as the node’s “conditional location” (its location 
relative to other bottlenecks). Table 5-5 lists and illustrates the control states and 
model requirements for multi-node systems. 
 
For each control state, hypotheses will be formed about the relationship between 
each local factor and each global outcome. The single-node relationships will be 
used to extrapolate the multi-node relationships. These hypotheses will be 
summarized as shown in Tables 5-6, 5-7 and 5-8. 
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Table 5-5: Control states and model requirements for multi-node systems  
Number 
of 
Bottle-
necks 
Subject Node 
Conditional 
Location 
Minimum Model Required  to Test 
All Subject Node Conditional Locations  
 
0 
 anywhere  
 
1 
 before b/n  
 at b/n  
 after b/n 
 
 
 
multiple 
 before first b/n  
 at first b/n  
 between b/n’s  
 at a middle b/n 
 at last b/n  
 after last b/n 
 
 
 
 
 
 
 
 
 
Table 5-6:  Multi-node relationships for systems with 0 bottlenecks 
 GLOBAL OUTCOMES 
  Throughput Cycle Time 
LOCAL FACTORS Conditional Location Mean Mean  Min Max  Var 
Input (Mean) any node      
Input (Variation) any node      
Number of Servers any node      
Service Time (Mean) any node      
Service Time (Variation) any node      
Fallout any node      
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Table 5-7:  Multi-node relationships for systems with one bottleneck 
 GLOBAL OUTCOMES 
  Throughput Cycle Time 
LOCAL FACTORS Conditional 
Location 
Mean Mean  Min Max  Var 
 before b/n      
Input (Mean) at b/n      
 after n/n      
 before b/n      
Input (Variation) at b/n      
 after n/n      
 before b/n      
Number of Servers at b/n      
 after n/n      
 before b/n      
Service Time (Mean) at b/n      
 after n/n      
 before b/n      
Service Time (Variation) at b/n      
 after n/n      
 before b/n      
Fallout at b/n      
 after n/n      
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Table 5-8:  Multi-node relationships for systems with multiple bottlenecks 
 GLOBAL OUTCOMES 
  Throughput Cycle Time 
LOCAL FACTORS Conditional 
Location 
Mean Mean  Min Max  Var 
 before first b/n      
 at first b/n      
Input (Mean) between b/ns      
 at a middle b/n      
 at last b/n      
 after last b/n      
 before first b/n      
 at first b/n      
Input (Variation) between b/ns      
 at a middle b/n      
 at last b/n      
 after last b/n      
 before first b/n      
 at first b/n      
Number of Servers between b/ns      
 at a middle b/n      
 at last b/n      
 after last b/n      
 before first b/n      
 at first b/n      
Service Time (Mean) between b/ns      
 at a middle b/n      
 at last b/n      
 after last b/n      
 before first b/n      
 at first b/n      
Service Time (Variation) between b/ns      
 at a middle b/n      
 at last b/n      
 after last b/n      
continued 
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Table 5-8:  Multi-node relationships for systems with multiple bottlenecks 
(continued) 
 GLOBAL OUTCOMES 
  Throughput Cycle Time 
LOCAL FACTORS Conditional 
Location 
Mean Mean  Min Max  Var 
 before first b/n      
 at first b/n      
Fallout between b/ns      
 at a middle b/n      
 at last b/n      
 after last b/n      
 
 
5.6.2 Test Multi-Node Hypotheses  
The single-node model will be replicated to form models of the systems shown in 
Table 5-5. Baseline values for all independent values will be randomly generated 
and iteratively adjusted until they result in each node having the bottleneck status 
shown in Table 5-5. Test cases will then be generated to test each hypothesized 
relationship in both directions. For example, consider a multi-node system with 
one bottleneck where the subject node is after the bottleneck. Suppose the 
relationship between “mean service time” and “mean throughput” is hypothesized 
to be “direct.” Test data will be generated that will increase and decrease mean 
service time and, if the direct relationship is true, the mean throughput will 
increase and decrease.  
 
5.7 Special Considerations 
In Section 3.2, a number of simplifying assumptions were identified related to the 
performance characteristics of the underlying process. This section examines 
three of those assumptions in greater detail: single process path, no steps are 
repeated and one product type.   
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5.7.1 Parallel Paths 
Up to this point, the single and multi-node relationships have been developed for 
systems where the nodes have a serial arrangement and a single process path. 
Business processes, however, often consist of routings that involve parallel 
paths, where several activities occur simultaneously. In section 8.2.1, it will be 
argued that through the application of Little’s Law, a parallel path system can be 
reduced to a single serial “critical” path for purposes of relating changes in local 
factors to their effects on global outcomes. A simulation model will be used to 
demonstrate that, when parallel systems are thusly reduced to a single critical 
path, the previously established relationships can be used to predict correctly the 
effects of local changes on global outcomes for systems with parallel paths. 
 
5.7.2 Rework 
Up to this point in this research, all jobs have either exited the process (fallout) or 
have been routed forward—no steps were repeated. In business processes, 
however, jobs must sometimes be returned to earlier nodes for re-processing. 
Called rework, these jobs do not proceed forward in the process but instead are 
sent back to be processed again by one or more nodes. In section 8.2.2, it will be 
argued that rework can be viewed as either a change in number of servers or a 
change in service time. A simulation model will be used to demonstrate that, 
when rework is thus translated to a change in number of servers or in service 
time, the previously established relationships can be used to predict correctly the 
effects of local changes on global outcomes for systems with rework. 
 
5.7.3 Multiple Products 
Up to this point, the models and relationships have all dealt with only a single 
type of job, or one product type. In business processes, however, it is likely that 
multiple products are moving through the same system, each having its own 
routing and all vying for the same resources.  In section 8.2.3, it will be argued 
that each product type can be viewed as its own system and that the previously 
 
 73
established relationships can be applied. However, the number of servers 
available for processing a certain job type at each activity is determined by the 
processing priority of the job type relative to other types of jobs. The effective 
number of servers available at each activity for processing a type of job is 
controlled by the priority of the job type and the demand for services from jobs 
with a higher priority.  Changing either of these has the effect of changing the 
number of servers available at an activity for processing a type of job. A 
simulation model will be used to demonstrate that, when processing priority and 
competitive demand is thus translated to a change in number of servers, the 
previously established relationships can be used to predict correctly the effects of 
local changes on global outcomes for systems with rework. 
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CHAPTER 6:  VOCABULARY FOR BUSINESS PROCESS DYNAMICS 
 
This chapter defines a vocabulary for describing essential concepts of business 
process dynamics. Chapter 2 (Limitations of Existing Approaches) presented 
some of the vocabulary challenges facing business process practitioners working 
with generalized audiences. These challenges include the lack of terminology 
applicable to business processes and the use of multiple specialized terms for a 
single concept. For example, the basic concept of work in progress is called 
variously WIP, N, stock and inventory. To address this challenge, this chapter 
reviews the working terminology defined in Section 3.1 in the context of 
established frames of reference. From these findings, this chapter seeks to 
systematically set forth a single set of terms for describing business process 
dynamic concepts that is consistent within itself, clear and meaningful to 
business process practitioners and participants. The following methodology was 
used: 
 
1. Drawing on the Chapter 2 Related Literature section of this research, a set of 
established sources is defined for use as vocabulary frames of reference.  
 
2. For each term in the working vocabulary defined in Chapter 3, all established 
reference vocabulary sources are reviewed for same or related terminology 
and concepts. 
 
3. The compiled findings are reviewed. Does one or more of the reference 
sources provide a complete vocabulary for all concepts identified as 
necessary in Chapter 3? If not, can one vocabulary be assembled of existing 
terms from multiple sources? What are the remaining gaps and 
inconsistencies? 
 
4. Synthesizing the outcomes of step 3, a single vocabulary is proposed, 
complete with definitions, terms and units of measure. 
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5. To demonstrate the vocabulary’s practical utility, a survey is conducted where 
a business process scenario is presented to business process subject matter 
experts who are asked to describe the scenario using the vocabulary. The 
outcomes are compared for consistency. 
 
 
6.1 Established Sources for Vocabulary Frames of Reference 
Referencing the Foundation and Existing Approaches sections of Chapter 2, the 
following sources were identified as vocabulary frames of reference. 
 
Foundations 
Business Process Reengineering 
 ProActivity  Business Process Analysis (BPA) software. [PROA04] 
Lean Thinking  Value-stream oriented principles designed to cause the 
product to flow smoothly from concept to customer [TBMC04] [WOMA96],  
Workflow  Workflow Management Coalition Workflow Standard [WORK01]  
Queuing Theory [KLEI75] 
Operations Management [HOPP96] 
 
Existing Approaches 
Dynamic Computer Simulation  
EXTEND User guide for EXTEND simulation modeling tool. [DIAM02] 
iThink [HPSY97] 
Theory of Constraints [GOLD90b] 
 
6.2 Review of Related Vocabularies 
For each term in the working vocabulary (defined in Chapter 3), all established 
reference vocabulary sources were reviewed for same or related terminology and 
concepts. These results are summarized in Table 6-1. Eight vocabulary 
reference sources were reviewed for terminology relevant to the 14 concepts 
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comprising the working vocabulary. The first three columns present the working 
vocabulary as established in Chapter 3. The remaining eight columns present 
related terminology from each of the evaluated reference sources as listed in the 
previous section. 
 
6.3 Assessment of Related Vocabularies  
Of the three business-process reengineering related sources considered, none 
provide a single set of terminology addressing all the necessary concepts. And 
the consistency between the available terms is limited. For example, the concept 
of “service time” is described variously as duration, touch time, operator cycle 
time, elemental time, and work time. 
 
Queuing Theory presents terms for nearly all of the required concepts. However, 
they do not seem to resonant readily with general business vocabulary. For 
example, an engineering department doesn’t typically describe incoming RFPs 
as “arrivals” with an “arrival rate” or the time it takes to complete an RFP as 
“system time.” Also, Queuing Theory uses the term “capacity” to describe the 
number of operations per second a station can perform. In other contexts, 
capacity is used to describe the number of servers at a work station and the 
number of units allowed in a queue. The multiple meanings associated with this 
term cloud its effectiveness as a vocabulary term with one precise meaning. 
 
The Operations Research source also provides a full vocabulary but it is clearly 
oriented toward manufacturing applications. A lawyer’s office would probably not 
intuitively describe it processes as jobs flowing through workstations or canceled 
jobs as scrap. This vocabulary also includes the concept of “throughput,” another 
multi-use term with different associations. For example, throughput is used as a 
measure of completion rate (output per unit of time) and as a measure of the rate 
at which a system makes money. These prior associations make it a less 
desirable term for the target vocabulary. 
 
 Table 6-1: Review of related vocabulary frames of reference (continued) 
Concept Working Term Unit of Measure ProActivity LEAN Workflow EXTEND iThink
the units of work that move through a 
process; the units of work that wait 
and that are worked upon
jobs number of jobs data,          material parts work
commodity, 
customers jobs, parts information material unit, item
where work is performed; where jobs 
arrive, wait if necessary, are worked 
on and then leave.
activity n/a activity cell, area, workstation activity node
workstation, work 
center, process 
center
stock (reservoir, 
conveyor, oven) activity, task
the activity state of having more jobs 
to do than can be done; jobs are 
forced to wait because the needed 
servers (people/tools/systems) are 
already busy
bottlenecked n/a bottleneck, constraint bottleneck bottleneck bottleneck bottleneck
bottleneck, 
constraint
the work-step state of being able to 
handle all jobs that needs to be done; 
jobs are handled immediately with no 
waiting; the needed 
people/tools/systems are available
not bottlenecked n/a not bottlenecked
not 
bottlenecked not bottlenecked
elapsed time from when a job enters 
a process until it is completed and 
leaves the process as throughput
[global outcome]   
cycle time (mean, 
min, max & var)
time elapsed time cycle time,    lead time
system time, 
flow time
cycle time, flow time, 
throughput time, 
sojurn time)
lead time cycle time cycle time
tha total amount of jobs that are in a 
system or process; includes all jobs in 
any state, including those waiting, 
being worked on, in transit, etc.
WIP number of jobs work in process (WIP)
number in 
system (N)
work in process 
(WIP) WIP, inventory
jobs that enter a process but leave 
before being completed; jobs that are 
cancelled, aborted or discontinued for 
any reason
[local factor] fallout
number of jobs 
(also expressed 
as % of jobs 
moving through a 
point in a process)
scrap aborts fallout waste
Theory of 
Constraints
Business Process Dynamics Vocabulary Requirements (from 
Chapter 3.1 Terminology)
Vocabulary Frames of Reference
Business Process Reengineering
Queuing 
Theory
Operations 
Research/ 
Manufacturing 
Management
Dynamic Simulation
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 Table 6-1: Review of related vocabulary frames of reference (continued) 
Concept Working Term Unit of Measure ProActivity LEAN Workflow EXTEND iThink
newly arriving jobs to be worked on 
(rate)
[local factor] input 
(mean & variation)
number of 
jobs/unit of time input
arrivals,        
arrival rate, 
traffic intensity
arrivals, arrival rate input inflow production starts
the number of resources available at 
an activity to do work; the number of 
jobs that can that can be worked on at 
once
[local factor] 
number of servers number of servers resources
resource, 
performer
number of 
stations 
("capacity " 
defined as 
operations per 
second)
number of 
workstations servers capacity resources
jobs that are returned to earlier 
activities to be redone rework
number of jobs 
(also expressed 
as % of jobs 
moving through a 
point in a process)
feedback rework rework rework
the time required at an activity to 
complete the work on one job; the 
time required by one server at one 
activity to perform one job, once work 
begins
[local factor] service 
time (mean  & 
variation)
time/job duration,       touch time
operator cycle 
time,     
elemental time
duration,      
work time service time standard hours
processing 
time transit time
time to process 
one unit
completed jobs exiting the process [global outcome]  throughput
total number of 
jobs (may also be 
expressed as a 
rate = number of 
jobs/unit of time)
output throughput departures
end items, 
throughput (average 
output per unit of 
time)
throughput 
rate outflow
output 
("throughput" 
defined as rate at 
which the system 
makes money)
jobs waiting to be worked on backlog number of jobs WIP backlog backlog backlog queue,         stock type buffer
the amount of time jobs wait because 
the needed servers 
(people/tools/systems) are busy
waiting time number of jobs waiting time waiting time
waiting time, 
queue time, 
wasted time
waiting time waiting time
Theory of 
Constraints
Business Process Dynamics Vocabulary Requirements (from 
Chapter 3.1 Terminology)
Vocabulary Frames of Reference
Business Process Reengineering
Queuing 
Theory
Operations 
Research/ 
Manufacturing 
Management
Dynamic Simulation
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Both Dynamic Simulation reference sources present nearly full vocabularies. 
However, they too address a mindset not generally held in common business 
practices. For example, a Customer Service Representative would probably not 
describe the time it takes to process an incoming change order as “transit time” 
or canceled orders as “aborts.” These sources also have the disadvantage of 
employing multi-use terms such as “throughput,” “capacity” and “servers” 
(number of resources or workstations to some, computer hardware to others). 
 
The vocabulary offered by Theory of Constraints is also strongly manufacturing 
oriented (“inventory”, WIP, “production starts”) and uses the critical term 
“throughput” in a distinctive manner (money/unit of time). 
 
Of the eight reviewed vocabulary references, none offers a complete consistent 
vocabulary with clear and accessible meaning to general business process 
practitioners and participants. However, many of the individual terms are 
applicable in support of the desired concepts. 
 
It is desirable that the proposed vocabulary 1) reuse established terminology as 
fully as possible, 2) be consistent and relevant within itself, 3) avoid terminology 
with multiple or different prior associations, and 4) be readily understandable by 
general business process practitioners and participants. 
 
Since none or the reviewed vocabulary references offer a complete set of 
terminology meeting the desired characteristics, a vocabulary will be assembled 
from individual terms in a manner that best meets the characteristics. 
 
First, Table 6-1 was reviewed for terms that are used consistently across 
vocabularies without multiple meanings. “Activity”, “Bottleneck”, “Cycle Time”, 
“WIP”, “Rework”, “Backlog”, “Waiting Time” all fit this category.  One group of 
working terms still needing terminology are: jobs, fallout, input, and throughput. 
These terms all describe something about what-ever-it-is that flows through the 
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process. Candidate terms for whatever-it-is are: data, material, parts, work, 
commodity, customers, jobs, information, unit, item.  Of all these, “work” appears 
to be the most generally applicable to business processes. Referring to “jobs” as 
“work” and building on it for related terms results in: discontinued work (fallout), 
new work to do (input), finished work (throughput). And, “rework” fits right in with 
this group.  
 
The remaining terms are “service time” and “number of servers.” Available terms 
include: servers, resources, performer, stations, and capacity.  Servers, 
resources and capacity are ruled out due to multiple meanings. “Stations” has 
manufacturing overtures not ideal for business processes. “Performer” appears 
to be the best term for “servers” with “Performance Time” as the term for “service 
time.” 
 
All term in the proposed vocabulary are shown in Table 6.2. 
 
6.4 Vocabulary Check and Demonstration 
To check and demonstrate the proposed terminology, a scenario was developed 
visually depicting a simple business process with data indicating measurements 
of interest. (Figure 6-1) The scenario was provided to the subjects, individually, in 
an informal interview setting. (Both participants are business process 
professionals who analyze, design and manage non-manufacturing business 
processes. Both have a manufacturing background.) After being given some 
background about the research, each subject was asked to review the scenario 
and describe each of the quantified values using a general term they would use 
in “everyday” language.  Instructions were “Referencing the scenario above, 
please describe the value that is being measured by each of the data points. 
Describe the value generally and simply, using as few words as possible. (The 
numbers associated with the data points represent a snapshot in time; look for no 
special or implied meaning between them.)” The interviewer recorded the results 
and answered any questions. Then the subject was given the list of proposed 
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terms, Table 6-2, and asked to repeat the exercise, using these terms. The 
results are shown in Table 6-3. 
 
Table 6-2: Proposed business process dynamics vocabulary
Concept Business Process Dynamics Term
Unit of    
Measure
the units of work that move through a process; the units of work 
that wait and that are worked upon work units of work
where work is performed; where work arrives, waits if 
necessary, is worked on and then leaves. activity n/a
the activity state of having more work to do than can be done; 
work is forced to wait because the needed performers 
(people/tools/systems) are already busy
bottlenecked n/a
the work-step state of being able to handle all work that needs 
to be done; work is handled immediately with no waiting; the 
needed people/tools/systems are available
free flowing n/a
elapsed time from when work enters a process until it is 
completed and leaves the process as finished work
[global outcome]        
cycle time time
tha total amount of work that is in a system or process; includes 
all work in any state, including work that is waiting, being worked 
on, in transit, etc.
WIP units of work
work that enter a process but leaves before being completed; 
work that is cancelled, aborted or discontinued for any reason
[local factor] 
discontinued work units of work
newly arriving work to be done (rate) [local factor]            new work to do units of work/time
the number of resources available at an activity to do work; the 
number of work units that can that can be worked on at once
[local factor]            
number of performers performers
work that is returned to earlier activities to be corrected or 
redone rework units of work
the time required at an activity to complete the work on one job; 
the time required by one server at one activity to perform one 
job, once work begins
[local factor] 
performance time time
completed work exiting the process [global outcome]        finished work units of work
work waiting to be worked on backlog units of work
the amount of time work wait because the needed performers 
(people/tools/systems) are busy work waiting time time
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Data 
Point Your Term 
Business Process               
Dynamics Term 
9/day   
6   
4   
8/day   
1/week   
2/week   
1 hr   
2.5 hrs   
3.5 hrs   
6 + 4 = 10   
 
Figure 6-1: Scenario used for business process dynamics vocabulary survey 
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Table 6-3: Vocabulary Survey Results 
Data Point Subject 1 Subject 2 Subject 1 Subject 2 Expected
9/day input new documents new work to do new work to do new work to do
6 waiting to be done queue backlog backlog backlog
4 workers stations number of performers number of performers number of performers
8/day completions output finished work finished work finished work
1/week aborts scrap discontinued work discontinued work discontinued work
2/week work to redo rework rework rework rework
1 hr waiting time queue time work waiting time work waiting time work waiting time
2.5 hrs duration work time performance time performance time performance time
3.5 hrs total time process time cycle time cycle time cycle time
6 + 4 = 10 WIP WIP WIP WIP WIP
"Your Term" Business Process Dynamics Term
 
 
 
During part 1 of the survey (“Your Term”), both participants made multiple 
comments about the lack of available vocabulary to describe what they wanted to 
say and both said the only words they knew for these concepts were from their 
manufacturing experience. They said the concepts were applicable to non-
manufacturing processes and both expressed surprise that they had not thought 
about the lack of terminology before. Subject 1 chose to devise words, rather 
than draw on his manufacturing experience, that he thought would work for the 
scenario. Subject 2 used terms from his manufacturing and queuing theory 
background.  
 
Both subjects were able to use the proposed business process dynamics terms 
with ease and both completed all fields with the response expected.  
 
Summary 
In search of a single consistent set of terminology to describe the dynamics of 
non-manufacturing business processes, eight vocabulary frames of reference 
were assessed. None was found to provide a full and sufficient vocabulary that 
translated easily to non-manufacturing environments and that did not include 
words with multiple meanings or prior associations. A synthesis of the reviewed 
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vocabularies resulted in a proposed vocabulary that reused existing terminology 
where possible while maintaining consistency within itself. A survey involving a 
simple scenario and small sample was used to check the vocabulary for practical 
utility. The results indicated that the proposed terms could be used correctly and 
completely by the surveyed business process practitioners to describe the 
intended concepts.  
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CHAPTER 7:  SINGLE-NODE RESEARCH RESULTS 
 
This chapter presents the research findings for single-node (single “work step”) 
systems. Relationships between local factors and global outcomes are 
developed for single-node systems. The relationships are established using both 
analytical and simulated means and the results are compared. In the second 
section, the sensitivity to type of distribution is tested.  
 
7.1 Single-Node Systems 
In this section two approaches are taken to establish relationships between local 
factors and global outcomes in single-node systems. First, relationships (direct, 
inverse, null or indeterminate) are established analytically. Then, the same 
relationships are developed using quantitative simulation methods. The 
outcomes of the two approaches are compared and summarized. 
 
7.1.1 Single-Node Relationships:  Analytical Foundation 
Based on available theory, relationships can be established describing the 
impact of changes in local factors on each of the five global outcomes in the case 
where a work step is bottlenecked and the case where it is free flowing. These 
relationships are summarized in Table 7-1. 
If node is not bottlenecked, 
Throughput is a function of input and fallout. 
throughput = input – fallout 
As the mean amount of input increases or decreases, so will throughput. This 
relationship is direct. Increases or decreases in fallout will have an inverse effect 
on the mean throughput. 
Mean cycle time is a function of mean service time 
mean cycle time = mean service time 
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As the mean service time increases or decreases, so does mean cycle time. This 
relationship is direct.  
Maximum cycle time is a function of maximum service time, itself a function of 
mean service time and variation.  
max cycle time = max service time 
Given the assumption of a normal distribution, as the mean service time 
increases or decreases, so does max cycle time. This relationship is direct. As 
the variation in service time increases or decreases, the max cycle time 
increases or decreases. This relationship is direct. 
Minimum cycle time is a function of service time  
min cycle time = min service time 
Given the assumption of a normal distribution, as the mean service time 
increases or decreases, so does min cycle time. This relationship is direct. As the 
variation in service time increases or decreases, the minimum cycle time 
decreases or increases. (Greater variations, smaller minimum service time.)  This 
relationship is inverse. 
Cycle time variation is a function of service time variation 
variation in cycle time = variation in service time 
As the variation in service time increases or decreases, so does the variation in 
cycle time. This relationship is direct.  
If node is bottlenecked, 
Throughput is a function of number of servers, service time, and fallout  
throughput = (number of servers/service time) – fallout 
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As the number of servers increases or decreases, so will throughput. This 
relationship is direct. As the mean service time increases or decreases, 
throughput will be impacted inversely. This relationship is inverse.  As fallout 
increases or decreases, throughput will decrease and increase. This relationship 
is inverse.  
Mean cycle time is a function of service time, input and number of servers. 
[Equation below derived from formula in section 2.1.3.] 
Cycle time  = WIP/throughput   
= (input – throughput )/throughput 
= (input/throughput) -1 
= (input/(number of servers/service time)) -1 
= [(service time * input )/number of servers] -1 
From the position of the variables in the final equation, as service time and input 
increase or decrease, so does mean cycle time. These relationships are direct. 
Likewise, as number of servers increases or decreases, cycle time decreases or 
increases. This relationship is inverse. 
Maximum cycle time is a function of all the same variables as mean cycle time.  
As for mean cycle time, given the assumption of a normal distribution, the 
relationships between service time and input with max cycle time are direct. 
Likewise, the relationship between number of servers and max cycle time is 
inverse.  
Minimum cycle time is a function of service time and variation in service time. 
Whereas there is no theoretical upper boundary on cycle time—as the backlog 
grows, the max cycle time grows—there is a lower boundary, given the 
assumption of a normal distribution. At the very least, cycle time includes service 
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time and variation therein. So, for minimum cycle time, the relationship with mean 
service time is direct and with variation in service time inverse. 
Cycle time variation for a bottlenecked node is a function of mean input, number 
of servers, and mean service time. 
As queue lengths build, greater and greater swings in cycle time become 
possible. The mean input and mean service time have a direct relationship on 
queue lengths and therefore a direct relationship with cycle time variation. On the 
other hand, increasing or decreasing the number of servers decreases or 
increases queue lengths and therefore the relationship with cycle time variation is 
inverse. 
 
7.1.2 Single-Node Relationships:  Simulation Foundation 
A single-node simulation model was established with sufficient variables and 
data collection mechanisms in place to establish relationships between local 
factors and global outcomes for single-node systems. This model is shown in 
Figure 7-1. (See Appendix A for description of iThink elements and their usage.) 
A baseline model was established and it was confirmed that no bottlenecking 
occurred for this model and its initial input variables (local factors). Then, for each 
local factor, the model was rerun 12 times with the local factor marching its way 
upward/downward over a predetermined range. As the local factor changed the 
state of the single node would change from free flowing to bottlenecked. Through 
trial and error, the range of change in the local factor was fixed so that the node 
would remain free flowing for the first 5 to 6 data points and then bottlenecked for 
the final 5 to 6 data points. [For purposes of this analysis, bottlenecked is defined 
as work waiting (queue existing) for 5% or less of  simulated time period.] The 
global outcomes for each data point were monitored. The results of the 12 
simulations, performed for each local factor, demonstrate the relationship 
 
 
 
89
between the local factor and global outcomes for the node in both a bottlenecked 
and free flowing status.  
Figure 7-2 shows the graphical results for the relationships between the local 
factor “input” and all global outcomes. Graphical results for all local factors and 
global outcomes are provided in Appendix B. 
Each page of the graphical results begins with a depiction of the local factor 
values and the bottleneck status. For example, in Figure 7-2, the upper left graph 
shows the value for input on the horizontal axis and the bottleneck status on the 
vertical axis. The input value is increased in 12 steady increments from a value of 
7 to 9. During the first six steps, the bottleneck status remains at or near 0%. On 
the seventh step it is above 5%, but less than 95. During the final 5 increments, 
the bottleneck status is greater than 95%. For purposes of this research, a status 
of 5% or less is “not bottlenecked” and a status of 95% or more is “bottlenecked.” 
The left most vertical line indicates the non-bottlenecked zone; the right-most 
vertical line indicates the bottlenecked zone. 
The remaining graphs on each page illustrate the reaction of each global 
outcome to the same 12 incremental changes in input. The vertical lines are 
repeated on each graph to indicate the node’s bottleneck status.  
There are two minor exceptions to this pattern: 
In two cases, the local factor range had to be split into two groups of six 
incremental steps. This was the case for input standard deviation and service 
time standard deviation. This occurred when the 12 continuous steps could not 
be generated that would result in extreme bottleneck statuses (less than 5% or 
greater than 95%) with only a few points in an interim bottleneck state. The 
graphs for these local factors are shown on two pages each—one for each 
segment of the range. 
The other exception are the two cases where the local factor must decrease to 
change the status from not bottlenecked to bottlenecked. For the local factors  
 
 
 
Table 7-1: Single-node relationships (D, I, 0): analytical foundation 
 GLOBAL OUTCOMES 
 Bottlenecked   Free Flowing
LOCAL FACTORS Throughput  Cycle Time                Throughput  Cycle Time                
 Mean Mean  Min Max  Var Mean Mean  Min Max  Var 
Mean Input          0 D 0 D       D D 0 0 0 0
Variation in Input  0 0 0      0 0 0 0 0 0 0 
Number of Servers  D         I 0 I I 0 0 0 0 0
Mean Service Time  I        D D D D 0 D D D 0 
Var. in Service Time   0 0 I 0 0      0 0 I D D
Fallout    I 0 0 0 0 I 0 0 0 0 
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“number of servers” and “fallout”, the horizontal axis shows decreasing values. 
Otherwise, the meaning and arrangement of the graphs on the page is consistent 
with all others. 
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Figure 7-1: Single-node simulation model 
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Figure 7-2: Single-node sensitivity graph (local factor = input mean) 
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The objective of this single-node simulation exercise was to establish 
relationships between local factors and global outcomes under conditions where 
the work step is and is free flowing. The observed slope of the curve in each 
case indicates the nature of the relationship—a positive slope is a direct 
relationship, a negative slope is an inverse relationships, a flat curve is no 
relationship.  
Whereas a slope and corresponding relationship could be clearly observed in the 
majority of cases, it could not be objectively determined in all cases. For 
example, the relationship between the standard deviation of input and mean 
cycle time cannot be determined from observing the shape of the curve. To 
address this, an additional set of models was developed to generate data which 
could be analytically assessed to determine if the relationship between each local 
factor and global outcome was significant and, if so, its direction. 
First, the model was improved to include a warm-up period and the no-leak zone 
was set to 100% so that fallout would clearly occur at the end of processing 
within a single work step. The warm-up feature lets the model run for 200 units of 
time before data collection begins. (A common simulation practice, this is 
particularly important for monitoring bottlenecking.) Each time period the model 
checks to see if there is anything in the queue. In this research, a work step is 
considered to be bottlenecked if a queue exists more than 95% of the time. If a 
queue exists less than 5% of the time, it is considered to be free flowing. When 
simulation begins with an empty system, it could take many time units for queues 
to form and long-term bottlenecking to register. Waiting to collect data until the 
process reached steady state in terms of bottlenecking was necessary to get the 
desired relationship between performance and bottleneck activity.] The revised 
model is shown in Figure 7-3. 
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Figure 7-3: Single-node simulation model, revised 
 
In this case, two sets of baseline data were generated: one that created 
bottlenecked conditions at the node and another that created free-flow 
conditions. The values are shown in Table 7-2. Referring to this table, for 
example, the following baseline values create a bottlenecked state: input flows 
into the system at a normally distributed rate with a mean of 8 and a standard 
deviation of 1, the number of servers is 65, the service time is normally 
distributed with a mean of 12 and standard deviation of 1 and 25% of the work 
that is completed by the service falls out of the process (is discontinued). There 
are endless other combinations of values that will also provide a bottleneck 
status, but this set serves as the baseline for this study. 
To execute the simulation/analysis for this phase of this research, the following 
steps were taken for each local factor: 
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1. The simulation model was executed 5 times each for the set of 
bottlenecked baseline values and the set of not bottlenecked baseline values, as 
shown in Table 7-2.  
2. Each local factor was increased and decreased as indicated in Table 7-2 
and the simulation model was executed three times (at least) with different 
random variables. (For example, input is defined in the model as a random 
variable with a normal distribution having a mean of 8 and a standard deviation of 
1. The model generates values for input from a normally distributed random 
sample with a mean of 8 and standard deviation of 1. The exact value the model 
will use is not known in advance and is literally the “luck of the draw” within the 
parameters of the distribution.) In the case of input, for example, the mean input 
was increased from 8 to 10 while all the other baseline values for the bottleneck 
state were held the same. For this set of values, the model was executed at least 
three times using different seeds to generate the random variables.) In iThink, 
the model was set to generate text files of all outcomes for each execution. 
(These files were later to converted to Excel.) 
3. Another Excel file created for this research, “SimOutAnalysis”, 
automatically extracts the data needed for analysis from each of the simulation 
output files.  
4. SimOutAnalysis summarizes the data and performs the statistical analysis 
necessary to determine if the relationship was significant and, if so, the direction 
of the relationship (direct, inverse or none). 
Tables 7-3 and 7-4 show the SimOutAnalysis values for the data sets in Table 7-
2. 
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Table 7-2: Single-node simulation values 
 Bottlenecked Not Bottlenecked 
LOCAL FACTORS Baseline Up Down Baseline Up Down 
Mean Input   
(normal dist)           8 10 6 8 10 6 
Input Std Dev 
(normal dist)           1 2 0.5 1 2 0.5 
Number of Servers 65 75 55 150 175 125 
Mean Service Time 
(normal dist)           12 16 8 12 16 8 
Service Time Std Dev   
(normal dist)           1 1.5 0.5 1 1.5 0.5 
Fallout    0.25 0.40 0.10 0.25 0.40 0.10 
 
 
To understand these tables, consider Table 7-3 which shows the SimOutAnalysis 
values for the work step under free-flow conditions. The baseline outcomes are 
shown in the column entitled “Baseline.” To generate these values, the model 
was executed five times using the “Not Bottlenecked Baseline Values” shown in 
Table 7-2. (The only difference in the five runs was that the model used different 
seed values to generate the random numbers.) Table 7-3 shows the average of 
these five outcomes. For this set of baseline values, the work step remains free 
flowing (not bottlenecked) with an average throughput of 7,136 units, a mean 
cycle time of 12, a minimum cycle time of 8.3, a maximum cycle time of 15.65 
with a cycle time variation of 0.87. 
To do the analysis, one variable at a time is changed, using the values in Table 
7-2.The sets of outcomes are compared and analyzed to determine if there are 
any statistical differences between the baseline results and the results with one 
value changed. For example, the column entitled “Up Mean Input” shows the 
outcomes when the input mean is increased from 8 to 10. All other not-
bottlenecked (free-flowing) baseline values stay the same. The statistical 
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analysis in the lower rows of this column shows that the only statistically 
significant change is in throughput. The change in the local variable and the 
global outcome in the same direction (an increase in mean input, from 8 to 10, 
led to an increase in throughput, from 7136 to 8905), so the relationship is 
identified as “D”, for direct. 
This process is repeated for each change in all local variables and the results are 
shown in Table 7-3. Similarly, the baseline outcomes are established for the 
single work step under bottlenecked conditions as shown in Table 7-4. Each local 
factor is changed one by one and the results analyzed for significance and 
direction. 
To determine if the difference between the baseline outcome and scenario 
outcome is significant, SimOutAnalysis uses the following equation for 
determining the t value for comparing the mean of small samples: 
 
    (xB1 B – xB2 B) – δ nB1 BnB2 B(nB1 B + nB2 B – 2)  P1/2 P  
 ((nB1 B – 1) sB1 PB2 P + (nB2 B – 1) s B2 PB2 P) P1/2 P  nB1 B + nB2 B 
 
To determine significance, SimOutAnalysis compares this value to the 
corresponding value for a 0.001 level of certainty for the given degree of freedom 
(determined from sample size.) Based on this outcome, SimOutAnalysis displays 
“yes” or “no” to indicate significance. If the outcome is “yes,” SimOutAnalysis 
compares the direction of the local change and global change to determine if the 
relationship is Direct (D) or Inverse (I).  If the outcome is “no,” the relationship is 
recorded as no relationship (“0”). 
Using the equation above, SimOut Analysis compares the baseline value for 
each global outcome to the outcome when a local factor is changed to determine 
if the difference is significant. Again referring to Table 7-3 and the column entitled 
“Up Input Mean”, where the mean has been increased from 8 to 10, the value for 
)(t =  
 
 
98
each global outcome is compared to the baseline value of that outcome. For 
throughput, is 8905 significantly different from 7136? Yes. For mean cycle time, 
is 11.99 significantly different from 12.00? No. For minimum cycle time, is 8.42 
significantly different from 8.30? No. For maximum cycle time, is 15.75 
significantly different from 15.65? And for cycle time variation, is 0.87 significantly 
different from 0.87? No. These steps are repeated for each change in each local 
factor to determine if a relationship exists between the local factor and any global 
outcomes.  
A summary of all relationship outcomes is shown in Table 7-5, which matches 
the results shown in Table 7-1. 
 
7.1.3 Validity of Single-Node Relationships 
The single-node relationships derived analytically and through simulation are in 
full agreement. These relationships indicate the general direction of the expected 
impact (if any) on global outcomes for changes in a single local factor. They can 
be summarized as follows: 
For a node that is not bottlenecked, the throughput may be increased by 
increasing input or by decreasing fallout. If the node is bottlenecked, throughput 
may be increased by increasing the number of servers, decreasing the service 
time or decreasing fallout. 
For a node that is not bottlenecked, the mean cycle time may be reduced by 
reducing the service time. If the node is bottlenecked, the mean cycle time may 
be reduced by decreasing input, increasing the number of servers, or decreasing 
the service time. 
For a node that is not bottlenecked, the maximum cycle time may be reduced by 
decreasing the mean or variation of service time. If the node is bottlenecked, the 
maximum cycle time may be reduced by reducing the mean input, increasing the 
number of servers or decreasing the mean service time. 
 
 
 
Table 7-3: SimOutAnalysis results for single-node relationships (free flowing) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                                                                                                                                                                                            
BASELINE
Up Mean 
Input
Down 
Mean 
Input
Up input 
std dev
Down 
input std 
dev
Up fallout
Down 
fallout
Up servers
Down 
servers
Up serv 
time mean
Down serv 
time mean
Up serv 
time std 
dev
Down serv 
time std 
dev
7136.28 8905.48 5328.98 7143.72 7131.31 5697.96 8547.34 7130.62 7122.75 7124.63 7146.60 7130.91 7122.70
12.00 11.99 12.00 11.99 12.00 12.00 12.01 12.00 12.00 16.00 8.00 12.00 12.00
8.30 8.42 8.63 8.67 8.25 8.08 8.33 8.58 8.50 12.42 4.17 6.42 10.25
15.65 15.75 15.88 15.75 15.75 15.58 15.58 15.92 15.50 19.75 12.00 18.08 13.67
0.87 0.87 0.85 0.88 0.87 0.86 0.87 0.87 0.87 0.87 0.88 1.30 0.42
5 3 3 3 3 3 3 3 3 3 3 3 3
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
6 6 6 6 6 6 6 6 6 6 6 6
2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447
variance (s2) 114.92 233 322 511 37 52 98 361 174 168 405 46 89
((n1-1)*s1
2) + ((n2-1)*s2
2) 925 1103 1482 534 564 655 1181 807 797 1270 552 637
((n1*n2)*(n1+n2-2))/(n1+n2 11 11 11 11 11 11 11 11 11 11 11 11
t-value (p222) -195.123 182.548 -0.648 0.721 203.209 -184.904 0.552 1.597 1.384 -0.972 0.766 1.804
significant? Yes Yes no no Yes Yes no no no no no no
Relationship D D 0 0 I I 0 0 0 0 0 0
variance (s2) 0.00 0 0 0 0 0 0 0 0 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 0 0 0 0 0 0 0 0 0 0 0 0
((n1*n2)*(n1+n2-2))/(n1+n2 11 11 11 11 11 11 11 11 11 11 11 11
t-value (p222) 1.116 0.120 0.909 -0.714 -0.056 -1.548 -0.065 -0.080 -389.533 478.265 -0.267 -0.877
significant? no no no no no no no no Yes Yes no no
Relationship 0 0 0 0 0 0 0 0 D D 0 0
variance (s2) 0.14 0 0 0 0 0 0 0 0 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 1 1 1 1 1 1 1 1 1 1 1 1
((n1*n2)*(n1+n2-2))/(n1+n2 11 11 11 11 11 11 11 11 11 11 11 11
t-value (p222) -0.509 -1.327 -1.599 0.164 0.792 -0.107 -1.235 -0.816 -15.051 11.969 6.885 -8.819
significant? no no no no no no no no Yes Yes Yes Yes
Relationship 0 0 0 0 0 0 0 0 D D I I
variance (s2) 0.02 0 0 0 0 0 0 0 0 0 1 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 1 0 0 0 0 0 1 0 0 1 1 0
((n1*n2)*(n1+n2-2))/(n1+n2 11 11 11 11 11 11 11 11 11 11 11 11
t-value (p222) -0.442 -1.125 -0.750 -1.225 0.369 0.655 -1.139 1.125 -30.750 11.176 -10.393 19.476
significant? no no no no no no no no Yes Yes Yes Yes
Relationship 0 0 0 0 0 0 0 0 D D D D
variance (s2) 0.0001 0.0001 0.0003 0.0004 0.0001 0.0002 0.0002 0.0001 0.0002 0.0000 0.0001 0.0001 0.0000
((n1-1)*s1
2) + ((n2-1)*s2
2) 0.0008 0.0011 0.0013 0.0008 0.0010 0.0010 0.0008 0.0010 0.0005 0.0008 0.0007 0.0005
((n1*n2)*(n1+n2-2))/(n1+n2 11 11 11 11 11 11 11 11 11 11 11 11
t-value (p222) -0.877 1.604 -1.292 -0.877 0.285 -0.071 -0.080 -0.071 -0.588 -1.276 -54.250 65.601
significant? no no no no no no no no no no Yes Yes
Relationship 0 0 0 0 0 0 0 0 0 0 D D
sample size (n)
evel of significance
degrees of freedom (n1+n2-2)
t (p491)
Throughput
Minumum Cycle Time
Maximum Cycle Time
Cycle Time Variation
Mean Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minimum Cycle Time
Scenario
Maximum Cycle Time
l
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Table 7-4: SimOutAnalysis results for single-node relationships (bottlenecked) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                                                                                                                                                                                        ((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11 11 11 43 4
3
Cycle Time Variation
 
BASELINE
Up Mean 
Input
Down 
Mean 
Input
Up input 
std dev
Down 
input std 
dev
Up fallout
Down 
fallout
Up servers
Down 
servers
Up serv 
time mean
Down serv 
time mean
Up serv 
time std 
dev
Down serv 
time std 
dev
4821.47 4831.63 4834.76 5603.45 5619.48 3868.06 5820.69 5585.76 4100.89 3637.54 7142.41 4800.10 4829.30
144.10 190.15 41.24 104.17 109.06 118.99 127.19 84.21 207.45 201.66 8.38 132.29 139.18
10.00 10.08 9.63 9.83 9.17 9.92 9.67 9.75 9.92 13.92 4.50 8.73 10.83
399.40 555.25 124.63 267.42 266.83 399.08 395.42 277.17 519.42 591.83 13.00 402.43 395.38
108.34 148.76 27.76 79.30 79.68 102.65 107.47 75.06 147.58 159.11 1.06 111.22 110.10
5 3 3 3 3 3 3 3 3 3 3 10 10
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
6 6 6 6 6 6 6 6 6 6 13 13
2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.160 2.160
variance (s2) 95.31 214 661 1785086 1727768 2746 1113 1280 502 114 1 15999 53
((n1-1)*s1
2) + ((n2-1)*s2
2) 809 1704 3570553 3455918 5874 2608 2941 1385 610 383 144370 855
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11 11 11 43 43
t-value (p222) -1.198 -1.079 -1.388 -1.440 41.724 -65.628 -47.269 64.941 160.804 -397.619 0.370 -1.762
significant? no no no no Yes Yes Yes Yes Yes Yes no no
Relationship 0 0 0 0 I I D D I I 0 0
variance (s2) 274.97 24 27 6518 7725 223 15 334 782 197 0 347 39
((n1-1)*s1
2) + ((n2-1)*s2
2) 1149 1154 14136 16550 1545 1129 1768 2665 1493 1100 4227 1449
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11 11 11 43 43
t-value (p222) -4.558 10.156 1.126 0.913 2.142 1.687 4.777 -4.116 -4.996 13.725 1.195 0.850
significant? Yes Yes no no no no Yes Yes Yes Yes no no
Relationship D D 0 0 0 0 I I D D 0 0
variance (s2) 0.19 0 0 1 1 0 1 0 1 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 1 1 3 2 1 2 1 2 2 1 1 1
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11 11 11 43 43
t-value (p222) -0.274 1.232 0.302 1.846 0.292 0.782 0.896 0.209 -10.580 16.500 7.326 -5.609
significant? no no no no no no no no Yes Yes Yes Yes
Relationship 0 0 0 0 0 0 0 0 D D I I
variance (s2) 2.96 41 22 47452 47292 227 39 53 19 4 1 473 18
((n1-1)*s1
2) + ((n2-1)*s2
2) 93 56 94915 94596 465 90 117 50 19 14 4265 175
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11 11 11 43 43
t-value (p222) -54.111 123.581 1.437 1.446 0.049 1.408 37.884 -56.863 -148.597 343.929 -0.305 2.002
significant? Yes Yes no no no no Yes Yes Yes Yes no no
Relationship D D 0 0 0 0 I I D D 0 0
variance (s2) 28.3371 74.7487 13.2134 4722.1621 4661.7884 24.3858 122.2552 85.3993 179.8491 73.0353 0.0085 6.2737 32.2976
((n1-1)*s1
2) + ((n2-1)*s2
2) 262.8460 139.7755 9557.6728 9436.9255 162.1203 357.8591 284.1472 473.0468 259.4192 113.3657 169.8119 404.0273
3
t-value (p222) -8. 62 22.862 0.996 0.990 1.498 0.154 6.622 -6.051 -10.573 33.794 -1.454 -0.576
significant? Yes Yes no no no no Yes Yes Yes Yes no no
Relationship D D 0 0 0 0 I I D D 0 0
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Throughput
Minumum Cycle Time
Maximum Cycle Time
Mean Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minimum Cycle Time
Local Factors
Scenario
Maximum Cycle Time
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Table 7-5: Single-node relationships (D, I, 0): simulation foundation 
 GLOBAL OUTCOMES 
 Bottlenecked   Free Flowing
LOCAL FACTORS Throughput  Cycle Time                Throughput  Cycle Time                
 Mean Mean  Min Max  Var Mean Mean  Min Max  Var 
Mean Input          0 D 0 D       D D 0 0 0 0
Variation in Input  0 0 0      0 0 0 0 0 0 0 
Number of Servers  D         I 0 I I 0 0 0 0 0
Mean Service Time  I     D D D D 0 D D D 0 
Var. in Service Time   0 0 I 0 0      0 0 I D D
Fallout    I 0 0 0 0 I 0 0 0 0 
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For any node (bottlenecked or not), the minimum cycle time may be reduced by 
decreasing the mean or by  increasing the variation in service time.  
For any work step that is not bottlenecked, variation in cycle time may be 
reduced by decreasing the variation in service time. If the node is bottlenecked, 
variation in cycle time may be reduced by reducing input, increasing the number 
of servers or decreasing the mean service time. 
 
7.2 Sensitivity to Distributions  
With the analytically-derived and simulation-derived relationships in full 
agreement, the sensitivity of these relationships to the type of distribution was 
tested. Using the same model, the distribution for input was changed from a 
normal distribution to a Poisson distribution and the distribution for service time 
was changed from a normal distribution to an exponential distribution. The 
sensitivity of the outcome to each change was tested individually and together. 
The values and distributions are shown in Table 7-6 (same type of data as shown 
and described for Table 7-2.) 
As described in the previous section, the simulation model was executed at least 
three times for each data set. The results are shown in Appendix C. (The “divide 
by zero” conditions shown occur when there is no variation. This anomaly 
happens in a few cases for minimum cycle time where the minimum value for all 
simulation runs happens to be 0.25, the theoretical limit within iThink.) 
 
A comparison of the data in Appendix C to the single-node relationships defined 
both analytically and through simulation reveals no differences. The relationship 
outcomes are the same for all of the tested distributions. For the cases shown 
here, the relationships between local factors and global outcomes are 
independent of the type of distribution. 
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Table 7-6: Simulation values for distribution sensitivity testing 
 
 Not Bottlenecked Bottlenecked 
LOCAL FACTORS Baseline Up Down Baseline Up Down 
SCENARIO A       
Mean Input   
(Poisson dist)          2 2.2 1.8 2 2.2 1.8 
Input Std Dev 
(Poisson dist)          2 2.2 1.8 2 2.2 1.8 
Number of Servers 20 22 18 3 4 2 
Mean Service Time 
(normal dist)           12 14 10 12 14 10 
Service Time Std Dev   
(normal dist)           1 1.2 0.8 1 1.2 0.8 
Fallout    0.25 0.35 0.15 0.25 0.35 0.15 
SCENARIO B       
Mean Input   
(Normal dist)           6 7 5 6 7 5 
Input Std Dev 
(Normal dist)           1 1.2 0.8 1 1.2 0.8 
Number of Servers 30 27 33 5 4 6 
Mean Service Time 
(Exponential dist)       2 2.2 1.8 2 2.2 1.8 
Service Time Std Dev   
(Exponentiall dist)       2 2.2 1.8 2 2.2 1.8 
Fallout    0.25 0.35 0.15 0.25 0.35 0.15 
SCENARIO C       
Mean Input   
(Poisson dist)          6 7 5 6 7 5 
Input Std Dev 
(Poisson dist)          6 7 5 6 7 5 
Number of Servers 20 22 18 5 6 4 
Mean Service Time 
(Exponential dist)       5 6 4 5 6 4 
Service Time Std Dev   
(Exponentiall dist)       5 6 4 5 6 4 
Fallout    0.25 0.35 0.15 0.25 0.35 0.15 
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CHAPTER 8:  MULTI-NODE RESEARCH RESULTS 
 
This chapter presents the research findings for serial multi-node systems. In the 
first section, relationships between local factors and global outcomes are 
developed for serial multi-node systems. The second section deals with three 
special cases: parallel paths, rework and multiple product types. 
 
8.1 Multi-Node Systems 
In this section two approaches are taken to establish relationships between local 
factors and global outcomes for serial multi-node systems. Because these are 
multimode systems, each set of local factors is tested dependent on its context 
relative to bottlenecks in the system. The context circumstances considered are: 
before first bottleneck, at first bottleneck, between bottlenecks, at middle 
bottleneck, at last bottleneck and after last bottleneck. 
 
First, relationships are established analytically by building relationships 
extrapolated from the single-node relationships. Then, the same relationships are 
developed using quantitative simulation methods. Finally, outcomes of the two 
approaches are compared and summarized. 
 
8.1.1 Multi-Node Systems: Analytical Results 
Based on the single-node relationships established in the previous section, 
relationships were developed analytically to describe the expected impact of local 
changes on global outcomes in serial multi-node systems. This involved 
considering not only the behavior of a single work step, but how its behavior 
impacted the next work step downstream. For example, the throughput from one 
work step is the input for the next work step.  
The multiple-node system used for analysis consists of seven work steps in 
alternating states of bottlenecked or not, with the first and last free flowing. For 
reference, these are numbered 1-7, as shown in Figure 8-1. 
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1 = before first b/n  
2 = at first b/n  
3 = between b/n’s  
4 = at a middle b/n 
6 = at last b/n  
7 = after last b/n 
 
            1       2       3       4       5       6       7 
Figure 8-1: Multi-node system with reference identifiers 
 
Node 1 Free-flowing node followed by at least one bottlenecked node 
Node 2 Bottlenecked node followed by at least one bottlenecked node 
Node 3 Free-flowing node preceded and followed by at least one 
bottlenecked node 
Node 4 Bottlenecked node preceded and followed by at least one 
bottlenecked node 
Node 6 Last bottlenecked node, followed by no other bottlenecked nodes 
Node 6 Free flowing node, followed by no bottlenecked nodes 
 
The analytical relationships were developed and applied using formulas built in 
an Excel worksheet. A portion of this worksheet in is shown in Table 8-1.  All 
variables and formulae used to build the relationships between changes in local 
factors and global outcomes are shown in Table 8-2. (Note, in Table 8-1, 
“throughput variation” is listed as a global outcome. This was necessary to deal 
with the node-to-node case where the input variation experienced by one node is 
the throughput variation from the previous node. So, though this is not a global 
outcome being monitored for purposes of this research, its inclusion was 
necessary to accommodate the inter-node relationships within the system.) 
 
For example, consider the first group of rows in Table 8-1 which tests the 
scenario when the local factor “Input” is increased. At Node 1, the input value is 
set to “up”. Node 1 is not bottlenecked, continuing across the same row, the 
throughput from this node is also expected to go “up” (based on the formula 
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shown in the first row of Table 8-2b). The application of other formulas in Table 
8-2b indicate that no other outcome of node 1 will be impacted by this change. 
Dropping down to the next row, for Node 2, the input into this node is 
automatically set to be the throughput from the previous node. Since the 
throughput from node 1 went “up” the input into node 2 goes “up.” Node 2 is 
bottlenecked, continuing across the same row, the throughput from this node is 
expected to stay the same, while mean cycle time, max cycle time and cycle time 
variation all increase  (based on the formulae shown in the first row of Table 8-
2c). Similarly, each row is evaluated for changes in outcomes at each node. 
Finally, the global outcome row considers the changes at each node and predicts 
the overall outcome. For example the overall throughput is the throughput of the 
last node. Other global outcomes are predicted by totaling the number of 
changes in any direction. Mean cycle time went “up” at one node while staying 
the same at all others, so the model predicts that the global mean cycle time will 
go “up.”  
 
The third and fourth sections of Table 8-1 test the impact of changing the local 
factor “input variation” at node 1. This impact of this change on node 1 is on 
throughput variation and maximum cycle time.  The following rows trace these 
impacts, using the formulae shown in Table 8-2b, through the rest of the process 
to determine that the only impact on global outcomes from this change at node 1 
will be a direct impact on maximum cycle time. 
 
Similarly, the fifth and sixth sections of Table 8-1 test the impact of changing the 
number of servers at node 1. In this case, the change has no expected impact on 
global outcomes.  
 
All local factors are testes accordingly for each node. These results are shown in 
full in Appendix D. Outcomes of the analytically derived relationships are shown 
along with the simulation-derived results in Table 8-6. 
 
 
 Table 8-1: Multi-node relationships: analytical basis (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                                                                                                                     
 
input input variation
number of 
servers service time
service time 
variation fallout Throughput
Mean Cycle 
Time
Minimum 
Cycle Time
Maximum 
Cycle Time
Cycle Time 
Variation
Work Step 1 up up same same same same
Work Step 2 up same up same up up
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same up same up up
Work Step 1 down down same same same same
Work Step 2 down same down same down down
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same down same down down
Work Step 1 same up same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same down same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same up same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Global OutcomesLocal Factors
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 Table 8-1: Multi-Node Relationships: Analytical Basis  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                                                                                                                    
input input variation
number of 
servers service time
service time 
variation fallout Throughput
Mean Cycle 
Time
Minimum 
Cycle Time
Maximum 
Cycle Time
Cycle Time 
Variation
Work Step 1 same down same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same same same same same same
Work Step 2 same up up down same down down
Work Step 3 up up same same same same
Work Step 4 up same up same up up
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same same same same same same
Work Step 2 same down down up same up up
Work Step 3 down down same same same same
Work Step 4 down same down same down down
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same up same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same down same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Global OutcomesLocal Factors
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 Table 8-2:  Multi-node relationships: analytical basis (variables and formulae) 
 
a) Variable Definitions 
Variable Value Variable Value
B Input F service time variation
C Input Variation G fallout
D Number of servers H Throughput
E service time I Throughput Variation  
 
b) Formulas used for all non-bottlenecked nodes: 1, 3, 5 and 7 
 
 
 
 
 
 
Not Bottlenecked
Throughput IF(B="same",IF(G="","same",IF(G="up","down","up")),B)
Mean Cycle Time IF($E<>"",$E,"same")
Minimum Cycle Time IF($E="",IF($F="","same",IF($F="up","down","up")),$E)
Maximum Cycle Time IF($E="",IF($F="","same",$F),$E)
Cycle Time Variation IF(F<>"",F,"same")
 
c) Formulas used for all bottlenecked nodes: 2, 4 and 6 
 Throughput IF($B="same",IF($E="",IF($D="","same",IF($D="up","down","up")),$E),$B)
Mean Cycle Time IF($B="same",IF($E="",IF($D="",IF($G="","same",IF($G="up","down","up")),IF($D="up","down","up")),$E),$B)
Minimum Cycle Time IF($E="",IF($F="","same",IF($F="up","down","up")),$E)
Maximum Cycle Time IF($B="same",IF($E="",IF($D="","same",IF($D="up","down","up")),$E),$B)
Cycle Time Variation IF($B="same",IF($E="",IF($D="","same",IF($D="up","down","up")),$E),$B) 109
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8.1.2 Multi-Node Systems: Simulation Results 
A multi-node simulation model was established with sufficient variables and data 
collection mechanisms in place to establish relationships between local factors 
and global outcomes for the multi-node system described in Figure 8-1. This 
model is shown in Figure 8-2.  
Before beginning scenario testing, a set of values was established for local 
factors in the baseline model that would result in the desired bottlenecking 
pattern shown in Figure 8-1. A “warmup” feature was also added to the model 
that lets the model run for 200 units of time before data collection begins. (A 
common simulation practice, this is particularly important for monitoring 
bottlenecking.) Each time period the model checks to see if there is anything in 
the queue. In this research, a node is considered bottlenecked if work is waiting 
more than 95% of the time. It is not bottlenecked if work is waiting less than 5% 
of the time. When simulation begins with an empty system, it could take many 
time units for queues to form and long-term bottlenecking to register. Waiting to 
collect data until the process reached steady state in terms of bottlenecking was 
necessary to get the desired relationship between performance and bottleneck 
activity. 
Multi-Node Simulation: Research Steps Overview 
To execute the simulation/analysis for this phase of this research, the following 
steps were taken for each local factor at each test node: 
1. In the multi-node simulation model, the local factor was increased and 
decreased from the baseline value without changing the bottleneck pattern (work 
steps 1, 3, 5 & 7 remained free flowing; work steps 2,4 and 6 remained 
bottlenecked).  
2. The iThink multi-node simulation model was executed three times (at 
least) with different random variables. In iThink, the model was set to 
automatically generate an Excel file of all outcomes for each execution. 
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3. Another Excel file, created for this research, SimOutAnalysis, 
automatically extracted the data needed for analysis from each of these files.  
4. SimOutAnalysis summarized the data and performed the statistical 
analysis necessary to determine if the relationship was significant and, if so, the 
direction of the relationship (direct, indirect or none). 
Examples of the SimOutAnalysis results are shown in Tables 8-3 to 8-5. The full 
analysis results are presented in Appendix E.  Interpretation of these findings is 
explained in the example below. 
The set of steps described above was performed for 53 scenarios (baseline 
scenario (1 scenario), increase/decreases for each local factor including input 
mean and variation (2 factors * 2  directions = 4 scenarios), as well as “number of 
servers”, “service time” mean and variation, and “fallout” for each of 6 test work 
steps (4 factors * 2  directions  * 6 nodes = 48 scenarios). Each scenario was 
executed at least three times for a period of 1200 time units. 
Multi-Node Simulation: Research Steps Example 
Consider the scenario: Will increasing capacity at work step 2 (first bottleneck) 
impact the global outcomes of this process?  
Table 8-5 shows data for all simulation scenarios related to changes in local 
factors at work step 2, the first bottlenecked work step. Each data-filled column 
represents a simulation scenario. The column labeled “Up Cap” gives values for 
the model scenario in which all values remain the same as the baseline values, 
except the number of servers at work step 2, which is increased.  
For this scenario, the capacity of node 2 in the multi-node simulation model was 
changed from 340 (the baseline value) to 380. All other local factors remained 
the same. These values are shown in the first five groups of rows (“Input” through 
“Fallout”). 
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The model was then executed 3 times, using different random variables. iThink 
automatically exported the output from each execution to a new Excel file.  
The Excel work sheet created for this analysis, SimOutAnalysis, automatically 
pulled data needed for analysis from the files created by the simulation 
executions.  
First, SimOutAnalysis pulled data for monitoring the bottleneck status of each 
node. In Table 8-5, this data is displayed in the group of rows labeled 
“Bottlenecking.” For this scenario, it is confirmed that work steps 1, 3, 5 and 7 
remain free flowing, while work steps 2, 4 and 6 remain bottlenecked. 
Then, SimOutAnalysis pulled all data related to global outcomes. In Table 8-5, 
this data is shown in the group of rows labeled “Global Outcomes.” 
Because three full simulation runs were executed for each set of data, in the full 
SimOutAnalysis there are actually four columns related to each scenario: one for 
each of the runs and one representing the mean values for all three runs. The 
column displayed in Tables 8-3 to 8-5 (and in the full output shown in Appendix 
E) displays the mean value occurring over the set of three runs. [In some cases, 
more than three runs were executed. Because of its referential significance, for 
example, the baseline model was executed 10 times (10 different sets of random 
values). In other cases, if outliers were observed in the data or the outcomes 
seemed difficult to explain, more simulations were executed to increase the 
certainty of the findings.] 
SimOutAnalysis then performed the statistical analysis on the outcomes versus 
the baseline to determine if a significant relationship exists and if so its direction. 
These steps and values are displayed on page 2 of Table 8-5. 
SimOutAnalysis uses the two-sample t test to determine if the change in the 
mean global outcome is significant between the baseline results and the scenario 
results. In the case of throughput for example, a sample set of 10 baseline 
scenario executions resulted in a mean throughput of 3,585 (Table 8-5, page 2). 
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When the number of servers was increased from 340 to 380, a sample set of 3 
baseline scenario executions resulted in a mean throughput of 3,656 (Table 8-5, 
page 2). Is there a significant relationship between the mean throughput of these 
two sample sets? 
The calculation shown in SimOutAnalysis is based on the following equation for 
determining the t value for comparing the mean of small samples: 
 
    (xB1 B – xB2 B) – δ nB1 BnB2 B(nB1 B + nB2 B – 2)  P1/2 P  
 ((nB1 B – 1) sB1 PB2 P + (nB2 B – 1) s B2 PB2 P) P1/2 P  nB1 B + nB2 B 
 
To determine significance, SimOutAnalysis compares this value to the 
corresponding value for a 0.010 level of certainty for the given degree of freedom 
(determined from sample size.) Based on this outcome, SimOutAnalysis displays 
“yes” or “no” to indicate significance. This is done for each of the five global 
outcomes. If the outcome is “yes,” SimOutAnalysis compares the direction of the 
local change and global change to determine if the relationship is Direct (D) or 
Indirect (I).  If the outcome is “no,” the relationship is recorded as no relationship 
(“0”). 
For the scenario where capacity is increased, the change in mean value for all of 
the global outcomes is found to be insignificant. In all cases, significance is “no” 
and the relationship is “0”.  In business terms, this says, “Increasing the number 
of servers at the first bottlenecked work step in a process with other bottlenecked 
work steps will have no impact on the performance of the process in terms of 
throughput or cycle time.” 
This flow of logic and presentation is used consistently to test the impact of all 
local factors at each node ion global outcomes for the multi-node system. Tables 
8-3 through 8-5 show some illustrative cases, the full output is shown in 
Appendix E.
)(t =  
 Queue 1
Work Step 1
Queue 2 Work Step 2
Queue 7
Work Step 7
Input Flow 1
Flow 1 to 2 Flow 2
Flow 2 to 3
Flow 7
Thruput
Mean Thruput
Mean Cycle Time
Minimum Cycle Time
Cycle Time Std Dev
Maximum Cycle Time
Queue 3 Work Step 3
Queue 4 Work Step 4
Flow 3
Flow 3 to 4 Queue 5Flow 4
Flow 4 to 5
Work Step 5
Flow 5
Fallout 1
Fallout 2
Fallout 3
Fallout 4
Fallout 5
Fallout 7
Decision
Process 1
Decision
Process 2
Decision
Process 3
Decision
Process 4
Decision
Process 5
Decision
Process 7
Queue 6
Flow 5 to 6
Work Step 6
Flow 6
Flow 6 to 7
Fallout 6
Decision
Process 6
Warmup
Output
Table 1
Figure 8-2: Multi-node simulation model 114
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Table 8-3: Multi-node simulation results: input mean and variation (continued)   
BASELINE
Up Mean 
Input
Down 
Mean 
Input
Up Input 
Variation
Down 
Input 
Variation
20 24 16 20 20
4 4 4 6 2
Work Step 1 520 520 520 520 520
Work Step 2 340 340 340 340 340
Work Step 3 260 260 260 260 260
Work Step 4 150 150 150 150 150
Work Step 5 260 260 260 260 260
Work Step 6 175 175 175 175 175
Work Step 7 230 230 230 230 230
Work Step 1 18 18 18 18 18
Work Step 2 27 27 27 27 27
Work Step 3 8 8 8 8 8
Work Step 4 20 20 20 20 20
Work Step 5 10 10 10 10 10
Work Step 6 38 38 38 38 38
Work Step 7 8 8 8 8 8
Work Step 1 5 5 5 5 5
Work Step 2 6 6 6 6 6
Work Step 3 3 3 3 3 3
Work Step 4 5 5 5 5 5
Work Step 5 4 4 4 4 4
Work Step 6 9 9 9 9 9
Work Step 7 3 3 3 3 3
Work Step 1 0.15 0.15 0.15 0.15 0.15
Work Step 2 0.15 0.15 0.15 0.15 0.15
Work Step 3 0.15 0.15 0.15 0.15 0.15
Work Step 4 0.15 0.15 0.15 0.15 0.15
Work Step 5 0.15 0.15 0.15 0.15 0.15
Work Step 6 0.15 0.15 0.15 0.15 0.15
Work Step 7 0.15 0.15 0.15 0.15 0.15
Work Step 1 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 2 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 3 0.66% 0.71% 0.67% 0.24% 0.39%
Work Step 4 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 5 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 6 99.98% 99.98% 99.96% 99.98% 99.98%
Work Step 7 0.00% 0.00% 0.00% 0.00% 0.00%
Service Time 
Number of 
Servers 
Input Variation
Input Mean
Fallout        
Service Time 
Bottlenecking    
Scenario
Local Factors
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Table 8-3: Multi-node simulation results: input mean and variation  
 
 
BASELINE
Up Mean 
Input
Down 
Mean 
Input
Up Input 
Variation
Down 
Input 
Variation
3,585 3,645 3,569 3,600 3,631
344 382 285 353 331
95 99 93 95 98
662 748 535 661 653
149 171 110 151 145
10 5 5 5 5
0.010 0.010 0.010 0.010 0.010
13 13 13 13
2.650 2.650 2.650 2.650
variance (s2) 3569 1582 291 4078 2620
((n1-1)*s1
2) + ((n2-1)*s2
2) 38455 33290 48439 42605
((n1*n2)*(n1+n2-2))/(n1+n2) 43 43 43 43
t-value (p222) -1.999 0.583 -0.428 -1.445
significant? no no no no
Relationship 0 0
variance (s2) 318 435 41 118 210
((n1-1)*s1
2) + ((n2-1)*s2
2) 4604 3027 3334 3702
((n1*n2)*(n1+n2-2))/(n1+n2) 43 43 43 43
t-value (p222) -3.711 7.053 -1.063 1.346
significant? Yes Yes no no
Relationship D 0
variance (s2) 57 44 12 19 30
((n1-1)*s1
2) + ((n2-1)*s2
2) 684 558 587 631
((n1*n2)*(n1+n2-2))/(n1+n2) 43 43 43 43
t-value (p222) -0.994 0.557 -0.014 -0.734
significant? no no no no
Relationship 0 0
variance (s2) 191 32 49 113 14
((n1-1)*s1
2) + ((n2-1)*s2
2) 1847 1918 2172 1776
((n1*n2)*(n1+n2-2))/(n1+n2) 43 43 43 43
t-value (p222) -13.164 19.163 0.205 1.453
significant? Yes Yes no no
Relationship D 0
variance (s2) 66 31 5 18 10
((n1-1)*s1
2) + ((n2-1)*s2
2) 717 614 666 634
((n1*n2)*(n1+n2-2))/(n1+n2) 43 43 43 43
t-value (p222) -5.501 10.155 -0.641 1.003
significant? Yes Yes no no
Relationship D 0
Minumum Cycle 
Time
Maximum Cycle 
Time
Cycle Time 
Variation
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Mean Cycle Time
Throughput
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
Scenario
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Table 8-4: Multi-node simulation results: before first bottleneck (continued) 
Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
20 20 20 20 20 20 20 20
4 4 4 4 4 4 4
Work Step 1 575 480 520 520 520 520 520 520
Work Step 2 340 340 340 340 340 340 340 340
Work Step 3 260 260 260 260 260 260 260 260
Work Step 4 150 150 150 150 150 150 150 150
Work Step 5 260 260 260 260 260 260 260 260
Work Step 6 175 175 175 175 175 175 175 175
Work Step 7 230 230 230 230 230 230 230 230
Work Step 1 18 18 20 16 18 18 18 18
Work Step 2 27 27 27 27 27 27 27 27
Work Step 3 8 8 8 8 8 8 8
Work Step 4 20 20 20 20 20 20 20 20
Work Step 5 10 10 10 10 10 10 10 10
Work Step 6 38 38 38 38 38 38 38 38
Work Step 7 8 8 8 8 8 8 8
Work Step 1 5 5 5 5 6 4 5 5
Work Step 2 6 6 6 6 6 6 6
Work Step 3 3 3 3 3 3 3 3
Work Step 4 5 5 5 5 5 5 5
Work Step 5 4 4 4 4 4 4 4
Work Step 6 9 9 9 9 9 9 9
Work Step 7 3 3 3 3 3 3 3
Work Step 1 0.15 0.15 0.15 0.15 0.15 0.15 0.25 0.05
Work Step 2 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 3 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 4 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 5 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 6 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 7 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 1 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 2 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 3 1.28% 0.38% 0.33% 0.44% 0.29% 0.67% 0.21% 0.76%
Work Step 4 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 5 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 6 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 7 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Service Time 
Number of 
Servers 
Input Variation
Input Mean
Fallout        
Service Time 
Bottlenecking   
4
8
8
6
3
5
4
9
3
 
Scenario
Local Factors
before first b/n (node 1)
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Table 8-4: Multi-node simulation results: before first bottleneck  
BASELINE Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
3,585 3,531 3,579 3,609 3,617 3,519 3,593 3,684 3,570
344 344 350 347 356 348 335 309 381
95 92 98 96 94 97 90 97 91
662 685 663 661 653 681 662 578 725
149 157 149 146 151 148 139 124 168
10 3 3 3 3 3 3 5
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
11 11 11 11 11 11 13 12
2.718 2.718 2.718 2.718 2.718 2.718 2.650 2.681
variance (s2) 3569 28577 3873 17 274 2834 2269 9641 6502
((n1-1)*s1
2) + ((n2-1)*s2
2) 89279 39871 32158 32674 37792 36663 70689 51631
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 34
t-value (p222) 0.913 0.152 -0.662 -0.879 1.710 -0.203 -2.446 0.397
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 318 596 743 366 311 138 379 217 237
((n1-1)*s1
2) + ((n2-1)*s2
2) 4056 4348 3594 3485 3138 3620 3729 3575
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 34
t-value (p222) 0.009 -0.466 -0.247 -1.031 -0.339 0.748 3.731 -3.681
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
variance (s2) 57 15 4 33 10 22 1 30
((n1-1)*s1
2) + ((n2-1)*s2
2) 539 518 576 530 554 512 630 596
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 34
t-value (p222) 0.742 -0.553 -0.175 0.292 -0.393 1.150 -0.459 0.989
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 191 423 120 49 103 57 11 26 319
((n1-1)*s1
2) + ((n2-1)*s2
2) 2567 1961 1819 1927 1834 1743 1824 2678
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 34
t-value (p222) -2.244 -0.046 0.150 1.054 -2.214 0.042 13.019 -7.067
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
variance (s2) 66 315 37 48 106 13 26 19 48
((n1-1)*s1
2) + ((n2-1)*s2
2) 1224 668 690 806 621 646 669 739
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 34
t-value (p222) -1.209 -0.133 0.560 -0.440 0.033 2.003 6.320 -4.233
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
Minumum Cycle 
Time
Maximum Cycle 
Time
Cycle Time 
Variation
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Mean Cycle Time
Throughput
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
Scenario
before first b/n (node 1)
4
29
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Table 8-5: Multi-node simulation results: at first bottleneck (continued) 
Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
20 20 20 20 20 20 20 20
4 4 4 4 4 4 4 4
Work Step 1 520 520 520 520 520 520 520 520
Work Step 2 380 300 340 340 340 340 340 340
Work Step 3 260 260 260 260 260 260 260 260
Work Step 4 150 150 150 150 150 150 150 150
Work Step 5 260 260 260 260 260 260 260 260
Work Step 6 175 175 175 175 175 175 175 175
Work Step 7 230 230 230 230 230 230 230 230
Work Step 1 18 18 18 18 18 18 18 18
Work Step 2 27 27 32 23 27 27 27 27
Work Step 3 8 8 8 8 8 8 8 8
Work Step 4 20 20 20 20 20 20 20 20
Work Step 5 10 10 10 10 10 10 10 10
Work Step 6 38 38 38 38 38 38 38 38
Work Step 7 8 8 8 8 8 8 8 8
Work Step 1 5 5 5 5 5 5 5 5
Work Step 2 6 6 6 6 8 4 6 6
Work Step 3 3 3 3 3 3 3 3 3
Work Step 4 5 5 5 5 5 5 5 5
Work Step 5 4 4 4 4 4 4 4 4
Work Step 6 9 9 9 9 9 9 9 9
Work Step 7 3 3 3 3 3 3 3 3
Work Step 1 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 2 0.15 0.15 0.15 0.15 0.15 0.15 0.25 0.05
Work Step 3 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 4 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 5 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 6 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 7 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 1 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 2 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 3 2.16% 0.00% 0.30% 0.88% 1.62% 0.17% 0.00% 1.03%
Work Step 4 99.98% 99.98% 99.76% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 5 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 6 99.98% 99.98% 99.98% 99.98% 99.94% 99.98% 99.98% 99.98%
Work Step 7 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Service Time 
Number of 
Servers 
Input Variation
Input Mean
Fallout        
Service Time 
Bottlenecking   
Scenario
Local Factors
at first b/n (node 2)
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Table 8-5: Multi-node simulation results: at first bottleneck  
 
 
 
Global Ou
 
 
 
sa
 ldeg
 
 
 
 
 
 
 
 
 
 
 
 
 
BASELINE Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
3,585 3,656 3,556 3,584 3,637 3,603 3,578 3,598 3,582
344 338 348 365 357 333 351 320 383
95 96 98 98 81 85 94 100 96
662 658 667 665 652 664 667 590 719
149 144 148 150 151 150 151 128 170
10 3 3 3 3 3 3 9 9
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
11 11 11 11 11 11 17 17
2.718 2.718 2.718 2.718 2.718 2.718 2.567 2.567
variance (s2) 3569 842 105 1065 3884 4312 436 2784 3859
((n1-1)*s1
2) + ((n2-1)*s2
2) 33809 32335 34255 39892 40748 32996 54398 62997
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 81 81
t-value (p222) -1.928 0.826 0.029 -1.292 -0.448 0.198 -0.502 0.113
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 318 163 184 381 314 384 281 273 150
((n1-1)*s1
2) + ((n2-1)*s2
2) 3189 3232 3625 3490 3631 3426 5049 4066
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 81 81
t-value (p222) 0.526 -0.398 -1.754 -1.132 0.873 -0.627 2.981 -5.469
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
variance (s2) 57 1 7 69 171 193 36 78 65
((n1-1)*s1
2) + ((n2-1)*s2
2) 511 524 647 851 895 582 1131 1033
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 81 81
t-value (p222) -0.130 -0.697 -0.561 2.475 1.726 0.226 -1.179 -0.287
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 191 79 6 115 139 48 282 50 157
((n1-1)*s1
2) + ((n2-1)*s2
2) 1878 1733 1950 1998 1816 2284 2119 2977
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 81 81
t-value (p222) 0.515 -0.573 -0.264 1.138 -0.136 -0.525 14.087 -9.340
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
variance (s2) 66 32 36 3 74 92 108 19 58
((n1-1)*s1
2) + ((n2-1)*s2
2) 658 666 600 742 778 811 750 1058
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 81 81
t-value (p222) 0.873 0.086 -0.316 -0.354 -0.178 -0.341 6.654 -5.833
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
Minumum Cycle 
Time
Maximum Cycle 
Time
Cycle Time 
Variation
mple size (n)
evel of significance
rees of freedom (n1+n2-2)
t (p491)
Mean Cycle Time
Throughput
Maximum Cycle Time
Cycle Time Variation
tcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
Scenario
at first b/n (node 2)
 
Summary 
This section used simulation to produce a set of relationships between local 
factors (at each of node) and global outcomes for the multi-node system. For 
example “for the multi-node system, changes in input have a direct impact on 
maximum cycle time, and no impact on throughput.”  
 
 The findings are presented in Table 8-6, beside the analytically derived 
relationships, for validation and comparison. 
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8.1.3 Validity of Multi-Node Relationships 
In previous sections, multi-node relationships were established by analytical 
means—based on extrapolations from single-node models—and by simulation. 
This section compares the results of these two approaches and addresses 
discrepancies between their outcomes.  
Table 8-6 summarizes the relationships as identified by the two methodologies. 
The discussion below reviews and explains on a case-by-case basis the 
discrepancies. It is important to note that simulation either matched the 
analytically expected results or no statistically significant relationship was 
recognized. The simulation results never contradicted the analytically expected 
results.  
 
Global Outcome: Throughput 
There is full agreement between the analytical and simulation findings regarding 
relationships between local factors and throughput.  
 
 
Global Outcome: Mean Cycle Time 
 
Local Factor = Fallout 
At nodes 1-4, an indirect relationship is expected between fallout and mean cycle 
time. At nodes 1, 2 and 4 an expected relationship is observed.  In the simulation 
model, fallout is specified as a percentage of the flow entering the conveyor (in 
iThink terms, “conveyor leakage”). Though the percentage is consistent (baseline 
= 15%, increase = 25%, decrease = 5%) the impact may vary due to the 
magnitude of flow.  
Both nodes 1 and 3 are not bottlenecked. A relationship is observed for node 1 
but not for node 3. This can be partially explained by the difference in the amount 
of fallout, 3 units at node 1 vs 1.6 at node 3. Furthermore, fallout in a multi-node 
system impacts cycle time by impacting downstream waiting time which occurs at  
 
 Table 8-6: Summary of multi-node relationships: analytical and simulation based   
Analytical Simulation Analytical Simulation Analytical Simulation Analytical Simulation Analytical Simulation
Input Mean ("stuff to do") 0 0 D D 0 0 D D D D
Input Variation ("stuff to do") 0 0 0 0 0 0 0 0 0 0
Number of Servers ("performers") 0 0 0 0 0 0 0 0 0 0
Service Time Mean ("performance time") 0 0 D 0 D 0 D 0
I 0 D 0 D 0
D 0
I 0
D 0 D 0 D 0
I 0 D 0 D 0
I 0
D 0
I 0
D 0
I 0
D 0 D 0 D 0
I 0 D 0 D 0
0 0
Service Time Variation ("performance time") 0 0 0 0
Fallout ("discontinued stuff") 0 0 I I 0 0 I I I I
Number of Servers ("performers") 0 0 0 0 0 0 0 0 0 0
Service Time Mean ("performance time") 0 0 0 0 0 0 0 0
Service Time Variation ("performance time") 0 0 0 0 0 0 0 0
Fallout ("discontinued stuff") 0 0 I I 0 0 I I I I
Number of Servers ("performers") 0 0 0 0 0 0 0 0 0 0
Service Time Mean ("performance time") 0 0 0 0
Service Time Variation ("performance time") 0 0 0 0
Fallout ("discontinued stuff") 0 0 0 0 I I I I
Number of Servers ("performers") 0 0 0 0 0 0 0 0 0 0
Service Time Mean ("performance time") 0 0 0 0 0 0 0 0
Service Time Variation ("performance time") 0 0 0 0 0 0 0 0
Fallout ("discontinued stuff") 0 0 I I 0 0 I I I I
Number of Servers ("performers") D D I I 0 0 I I I I
Service Time Mean ("performance time") I I D D D D D D
Service Time Variation ("performance time") 0 0 0 0 0 0 0 0
Fallout ("discontinued stuff") I I 0 0 0 0 0 0 0 0
Number of Servers ("performers") 0 0 0 0 0 0 0 0 0 0
Service Time Mean ("performance time") 0 0 0 0
Service Time Variation ("performance time") 0 0 0 0
Fallout ("discontinued stuff") I I 0 0 0 0 0 0 0 0
After Last 
Bottleneck 
(P7)
Throughput         
("finished stuff")
Mean Cycle Time 
("turnaround")
Before 1st 
Bottleneck 
(P1)
At First 
Bottleneck 
(P2)
Between 
Bottlenecks 
(P3)
At Middle 
Bottleneck 
(P4)
Min Cycle Time 
("turnaround")
Max Cycle Time 
("turnaround")
Cycle Time Var 
("turnaround")
At Last 
Bottleneck 
(P6)
122
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bottlenecked nodes. Node 1 is followed by two downstream bottlenecked nodes. 
Node 3 is followed by only one, limiting its potential impact.  
 
Local Factor = Service Time Mean 
Based on the analytical relationships, a direct relationship between mean service 
time and mean cycle time is expected to be observed in the simulation output for 
nodes 1, 3, 6 and 7. It is observed only at node 6. 
At a bottlenecked node, a change in the mean service time impacts both the time 
a unit spends in service and the time it spends waiting. At an unbottlenecked 
node, a change in service time impacts only the amount of time a unit spends in 
service.  
Node 6 is the only bottlenecked node where a relationship is expected and the 
only one where it is observed. Changes in service time at unbottlenecked nodes 
do not impact waiting time. For the data used in this model, the baseline mean 
cycle time is 344. It is reasonable to expect that a change in service time of 3 
units (up/down) at node 1, of 2 at node 3, or of 3 at node 7 would not be 
significant. 
 
Global Outcome: Minimum Cycle Time 
 
Local Factor = Mean Service Time 
At all nodes, a direct relationship is expected but not observed between service 
time mean and minimum cycle time. An inspection of the data revealed the 
findings shown in Table 8-7.  
For the baseline model, the minimum cycle time was 95. In all cases, the 
direction of the relationship was direct (when service time increased, the 
minimum cycle time increased, and vice versa). However, the statistical analysis 
did not find the difference in the means to be significant. The observed 
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Table 8-7: Data related to relationship between mean service time and  
minimum cycle time 
 
Node              Minimum Cycle Time                    
 …after increase in service  time 
…after decrease in 
service  time 
1 96  94  
2 (b/n) 98  81  
3 101  92  
4 (b/n) 101  88  
5   
6 (b/n) 105  88  
7 97  87  
 
 
performance does not dispute the analytical relationships. For this data set the 
analytical relationships are not observed in the simulation output. 
 
Local Factor = Service Time Variation  
At all nodes, an indirect relationship is expected but not observed between 
service time variation and minimum cycle  time. An inspection of the data 
revealed the findings shown in Table 8-8. 
Again, this data is considered relative to a baseline minimum cycle time of 95. In 
about 50% of the cases an indirect relationship is indicated, but in no case is the 
difference in the means considered statistically significant. The reasoning 
supporting this relationship is that the minimum cycle time will occur when no 
waiting occurs and will be the sum of the service times for each work step, 
experienced by a single item flowing through the process. As variation increases, 
the likelihood of a very small service time occurring is increased.  
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Table 8-8: Data related to relationship between service time variation and  
minimum cycle time 
Node          Minimum Cycle Time   
 …after increase in service  time variation 
…after decrease in service  time 
variation 
1 97 90 
2 (b/n) 85 94 
3 91 97 
4 (b/n) 91 93 
5   
6 (b/n) 89 99 
7 97  94 
 
However, for these changes to impact minimum cycle time across the overall 
process, the “stars must align.” For normally distributed service time, increases in 
variation mean smaller values for service time will occur. But, to be observable at 
the global level, service times need to be small at all other nodes simultaneously, 
or the effect will be “washed out.” In other words, though theoretically correct, it is 
very difficult for service time variation to significantly impact overall cycle time. 
 
 
Global Outcome: Maximum Cycle Time 
 Local Factor = Service Time Variation 
A direct relationship was expected between service time variation at every non-
bottlenecked work step and maximum cycle time. The baseline maximum cycle 
time is 662. An inspection of the data shown in Table 8-9 reveals that the 
baseline moves on average 5 units from 662, with the biggest swing of 19 (681). 
Overall, the impact of changes in service time variation at a single work step is 
not significant. The sum of all service times is 129. To have a significant impact 
in this environment, service time variation at a single work step would need to be 
extremely large.  
 
 126
Table 8-9: Data related to relationship between service time variation and  
maximum cycle time 
Node          Maximum Cycle Time                                       
 …after increase in service  time variation 
…after decrease in service time 
variation 
1 681  662 
3 663  665 
7 665  668 
 
Again, to have an impact, the “stars must align.” To be observable at the global 
level, service times need to be large at other nodes simultaneously, or the effect 
will be “washed out.” In other words, though theoretically correct, it is very difficult 
for service time variation at a single node to significantly impact overall cycle 
time. 
 
Global Outcome: Cycle Time Variation  
Local Factor = Service Time Variation  
A direct relationship is expected between service time variation at all free flowing 
work steps (1, 3 and 7) and cycle time variation. No relationship is observed in 
the simulation output.  
A variation in service time at a free flowing work step will cause variation in the 
cycle time for that one step. For the data used in this test case, cycle times for 
the system ranged from roughly 95 to 650. The local variation changes were: 
node 1with a mean service time of 18, the variation was changed from 5 to 4 and 
6; node 3 with a mean service time of 8, the variation was changed from 3 to 3 
and 4; node 7 with a mean service time of 8, the variation was changed from 3 to 
1 and 5. The impact of these local changes was insignificant on the variation in 
overall cycle time variation. 
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8.2 Special Considerations 
The multi-node system considered in the development of multi-node relationships 
involved nodes in a serial order, with all work forward moving and for single 
product types. This section challenges the applicability of multi-node relations to 
systems involving parallel paths, rework and multiple product types. 
 
8.2.1 Parallel Paths 
Business processes often consist of routings that involve parallel paths where 
several activities occur simultaneously. For example, the copy department at a 
small ad agency may go through a series of steps to write, edit and seek 
approval for an advertisement’s wording while the art department simultaneously 
goes through a similar sets of steps to execute the graphics for the same ad. In 
large enterprises, these parallel paths can rapidly take on huge complexity. The 
multi-node relationships derived so far were applied only to single path, serial 
systems. A model was developed to demonstrate that Little’s Law can be used to 
reduce a complex system down to the one path that matters (in terms of cycle 
time and throughput). The “complex system” used here consists of multiple 
parallel paths where all work goes through all paths; there is no branching or 
alternative product routings. The one path that matters most  (in terms of cycle 
time and throughput) will be called the Pacing Path.  
 
Using well established logic of critical path and Pert diagramming and similar 
project planning, the Pacing Path is simply the series of activities that takes the 
longest to accomplish, beginning to end. If it takes the Art Department longer, 
than the Copy Department, than the Art Department is the “critical path” or in this 
case “pacing path.” Critical path refers to a single project, “pacing path” is the 
same concept but applied to a repeating process.  
 
In a complex process of many parallel paths, identifying the path that takes the 
longest could be complex. Approaches involving the measurement of time are 
notoriously difficult in business processes where there are interruptions, 
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distractions, shared resources, etc.  This research suggests that the pacing 
path could be alternatively identified by measuring how much work is 
where. Little’s Law provides a direct correlation between cycle time and work in 
progress. It says that the amount of work in a system (N) is equal to the number 
of arrivals to the system multiplied by the average amount of time work spends in 
the system. Assuming that parallel paths receive the same amount of work, “N” 
(the amount of work in the system) is as good an indicator as cycle time for 
determining iwhich activities are on the pacing path. Using “N”, the pacing path 
will be the series of activities with the greatest cumulative work in progress. 
 
To demonstrate this, a simulation model was developed consisting of three 
paths. All work flowing through this system must go through all work steps (there 
are no branches or decision points) as shown in Figure 8-3. After going through 
Work Step B, all jobs must go through Work Steps A1 and A2, B1 and B2, and 
C1 and C2 simultaneously. When all three paths have been completed, Work 
Step B3 can be performed and the job is complete. Steps A1, B and C2 are 
bottlenecked. The multi-node relationships derived in this research apply to a 
single serial path. To apply them, the system needs to be understood as a set of 
serial paths. There are three possible pacing paths in this system:  
 
Path 1: B, A1, A2, B3 
Path 2: B, B1, B2, B3 
Path 3:  B, C1, C2, B3 
 
If Little’s Law holds as expected, the pacing path can be identified as the one 
with the most work in progress. A simulation model, shown in Figure 8-4 was 
developed for this system. Monitors were added to monitor the bottleneck status 
at each work step and to track the amount of work in progress for each possible 
path.  
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Based on the levels of work in progress along each path, Path 3 is recognized as 
the Pacing Path. In terms of the serial model, Path 3 consists of four work steps 
where the first and third are bottlenecked. Three scenarios were evaluated: 
the mean input was increased (a change effecting all paths) , the service time at 
Work Step C2 was decreased (a change on the “pacing path”), and the number 
of servers at Work Step A1 was increased (a change not on the “pacing path”). 
The expected impact of each change in a local factor on all global outcomes is 
shown in Table 8-11. The SimOutAnalysis results are shown in Table 8-10. The 
simulation-derived relationships are shown in Table 8-11. A comparison of the 
analytically expected impact of these changes with the impact observed in the 
simulation outcomes shows full agreement. 
 
This model provides on demonstration indicating that Little’s Law can be used to 
reduce a system of multiple parallel paths to a single path for purposes of 
applying the relationship rules developed in this research. 
 
 
Figure 8-3: Multi-node System used for Special Case A 
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Figure 8-4: Special Case A simulation model: parallel paths
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Table 8-10: SimOutAnalysis for Special Case A 
BASELINE
Up Mean 
Input
Decrease 
Performan
ce Time at 
w/s C2
Up A1 
Servers
1,412 1,412 1,766 1,412
257 352 172 256
21 22 21 21
494 682 325 496
136 190 87 137
5 3 3 3
0.010 0.010 0.010 0.010
6 6
2.447 2.447 2.447
variance (s2) 1 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 3 3
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) -0.627 -656.163 0.418
significant? no Yes no
Relationship 0 I
variance (s2) 5 2 17
((n1-1)*s1
2) + ((n2-1)*s2
2) 26 55 22
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) -61.954 38.581 0.837
significant? Yes Yes no
Relationship D D
variance (s2) 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 0 1
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) -1.449 2.698 0.671
significant? no Yes no
Relationship 0 D
variance (s2) 11 4 7 26
((n1-1)*s1
2) + ((n2-1)*s2
2) 51 57 95
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) -88.617 75.348 -0.705
significant? Yes Yes no
Relationship D D
variance (s2) 0 0 9 1
((n1-1)*s1
2) + ((n2-1)*s2
2) 2 20
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) -125.575 36.804 -1.863
significant? Yes Yes no
Relationship D D
Local Factors
Scenario
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
Throughput
Minumum Cycle Time
Maximum Cycle Time
Cycle Time Variation
Mean Cycle Time
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
6
4
0
0
0
0
0
0
4
0
 
 Table 8-11: Analytical and simulation outcomes for Special Case A  
 
Analytical Simulation Analytical Simulation Analytical Simulation Analytical Simulation Analytical Simulation
Increase input mean 0 0 D D 0 0 D D D D
Decrease performance time at last bottleneck 
(C2) I I D D D D D D D D
Increase number of servers at node not on pacing 
path (A1) 0 0 0 0 0 0 0 0 0 0
Min Cycle Time Max Cycle Time Cycle Time Var Throughput         Mean Cycle Time 
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8.2.2 Rework 
In the models developed and tested so far in this research, work has always 
moved forward through the system. This section addresses the case where some 
work is routed back to earlier work steps for re-processing. It is expected that the 
impact of these re-dos on global outcomes is the same as that of changing the 
number of servers or service time. In other words, having to re-do work already 
performed has the same impact as reducing the number of servers or increasing 
the overall service time. If this is true, the multi-node relationships derived thus 
far should be applicable.  
 
To demonstrate this concept, the model from parallel path model from the 
previous section was modified to include a rework (re-do) loop that routes some 
work leaving Work Step C2 back for repeat processing beginning at C1, as 
shown in Figure 8-5. The revised simulation model in shown in Figure 8-6. The 
pacing path, determined by the WIP level, is the same as in the previous section: 
B, C1, C2, B3 
 
Three scenarios were evaluated: the amount of re-dos was decreased, the 
number of servers at C1 and C2 was increased and the service time at C1 and 
C2 was decreased. If the argument is true, all three changes should have the 
same impact on global outcomes. The SimOutAnalysis is shown in Table 8-12. 
The expected (analytical) and observed (simulated) results are shown in Table 8-
13. 
Referencing the established multi-node relationships, C1 is a work step that is 
“between bottlenecks” and C2 is a “last bottleneck”.  Applying the multi-node 
relationships, the expected impact of changing the number of servers and the 
service time at these two work steps is shown in Table 8-13.  The impact of these 
changes on global outcomes is expected to be the same in all cases  
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Figure 8-5: Multi-node system used for Special Case B 
 
except minimum cycle time. The expected impact of changing the rework fraction 
is expected to be the same as either of the other changes in places where the 
outcomes agree. Where they are different (min cycle time), the outcome of 
changing the rework fraction is not entirely predictable. It is expected to either 
have no impact or a direct one. 
The SimOutAnalysis results demonstrate that changing the rework fraction has 
the same impact on global outcomes as changing the number of servers or 
service time.  
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Figure 8-6: Special Case B simulation model: rework 
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Table 8-12: SimOutAnalysis for Special Case B 
 
BASELINE
Decrease 
Redo
Decrease 
Performance 
Time @       
C1 & C2
Increase 
Performers 
@ C1 & C2
1,176 1,283 1,572 1,373
318 289 213 269
21 22 19 22
613 560 412 519
170 155 112 142
5 3 3
0.010 0.010 0.010 0.010
6 6
2.447 2.447 2.447
variance (s2) 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 1 0
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) -330.930 -2313.236 -1158.720
significant? Yes Yes Yes
Relationship I I
variance (s2) 8 9 21
((n1-1)*s1
2) + ((n2-1)*s2
2) 51 76 34
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) 13.542 40.196 28.151
significant? Yes Yes Yes
Relationship D D
variance (s2) 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 2 2
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) -1.211 5.324 -0.789
significant? no Yes no
Relationship 0 D
variance (s2) 55 44 28 32
((n1-1)*s1
2) + ((n2-1)*s2
2) 307 276 283
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) 10.081 40.668 18.817
significant? Yes Yes Yes
Relationship D D
variance (s2) 16 2 0 12
((n1-1)*s1
2) + ((n2-1)*s2
2) 69 65 88
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) 6.001 24.267 9.849
significant? Yes Yes Yes
Relationship D D
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Throughput
Minumum Cycle Time
Maximum Cycle Time
Cycle Time Variation
Mean Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
Local Factors
Scenario
Maximum Cycle Time
3
6
0
0
D
0
I
0
2
0
I
I
 
 Table 8-13: Analytical and simulation outcomes for Special Case B    
 
Analytical Simulation Analytical Simulation Analytical Simulation Analytical Simulation Analytical Simulation
Decrease rework fraction I        
(up)
I        
(up)
D       
(down)
D       
(down)
0 or D 0 D       
(down)
D       
(down)
D       
(down)
D       
(down)
Decrease performance time at work step between 
bottlenecks (C1) and at last bottleneck (C2)
0 & I    
(up)
I        
(up)
0 & D   
(down)
D       
(down)
D & D   
(down)
D       
(down)
0 & D   
(down)
D       
(down)
0 & D   
(down)
D       
(down)
Increase number of performers at work step 
between bottlenecks (C1) and at last bottleneck 
(C2) 
0 & D   
(up)
D       
(up)
0 & I    
(down)
I        
(down) 0 & 0 0
0 & I    
(down)
I        
(down)
0 & I    
(down)
I        
(down)
Min Cycle Time Max Cycle Time Cycle Time Var Throughput         Mean Cycle Time 
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8.2.3 Multiple Product Types 
Up to this point, the models and relationships have dealt with only a single type 
of job or product. This section examines the relationship between different types 
of product types vying for the same resources and considers if or how the 
established multi-node relationships can be applied in such an environment.  
The model shown in Figure 8-7 is used to examine relationships in a multiple-
product type process. This system processes two types of products: “circles” and 
“squares.” At work steps A and B, circles are given top priority for processing. At 
work step C, squares are given top priority. Work step A is free flowing, work 
steps B and C are bottlenecked.  
This research proposes that each product type can be assessed separately and 
that the relationship between the two of them manifests in terms of relative 
priority and servers available. Considering just Circles, the process consists of 
two free-flowing work steps (A and B) followed by a bottleneck (C). (See Figure 
8-7b) For Squares alone, the process consists of a free-flowing work step (A), 
followed by a bottleneck (B) and a final free-flowing work step (C).  See Figure 8-
7c) Note that for top-priority Circles, work step B is free flowing. For Squares, 
work step B is a bottleneck. Similarly, the opposite is true for work step C where 
the processing priority is reversed.  
Three scenarios are considered: the number of servers is increased at work step 
B, the service time is decreased at work step B and the processing priority is 
switched at work step B so that Squares are given high priority than Circles. The 
scenarios are designed to demonstrate that raising the priority of processing for a 
product type has the same impact as increasing the number of servers or 
decreasing the service time, and vice versa.  
For Circles, work step B is a free-flowing work step followed by a bottleneck. The 
expected impacts on global outcomes for Circles are derived from the applicable 
multi-node relationships and are shown in Table 8-16. For Squares, work step B 
is the last bottleneck. Similarly, the expected impact on global outcomes for 
Squares are derived from the applicable multi-node relationships and are shown 
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in Table 8-17. Because of the differences in processing priorities, one same set 
of changes to a system is expected to have different outcomes for Circles and 
Squares. 
A simulation model, shown in Figure 8-8, was developed to evaluate the impact 
of the three scenarios on global outcomes for each product type. The 
SimOutAnalysis for Circles and Squares are shown in Tables 8-14 and 8-15. 
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Figure 8-7:  Multi-node system used for Special Case C 
a)  Multi-Node System used for Special Case C 
 
 
 
 
b) Multi-Node System used for Special Case C: CIRCLES only 
 
 
 
 
c) Multi-Node System used for Special Case C: SQUARES only 
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Figure 8-8: Special Case C simulation model: multiple product types
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Table 8-14: SimOutAnalysis for Special Case C: CIRCLES 
 
BASELINE
Add Server 
at B
Decrease 
Service Time 
at B 
Priority 
Switch at B
3,330 3,345 3,348 3,340
52 50 50 50
1 1 1
89 86 85 85
21 20 20 20
5 3 3 3
0.010 0.010 0.010 0.010
6 6
2.447 2.447 2.447
variance (s2) 118 159 113 135
((n1-1)*s1
2) + ((n2-1)*s2
2) 790 697 741
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) -1.769 -2.253 -1.298
significant? no no no
Relationship 0 0
variance (s2) 6 10 9
((n1-1)*s1
2) + ((n2-1)*s2
2) 43 42 34
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) 0.713 0.967 1.199
significant? no no no
Relationship 0 0
variance (s2) 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 0 0
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) n/a n/a n/a
significant? n/a n/a n/a
Relationship n/a n/a n/a
variance (s2) 20 25 18 3
((n1-1)*s1
2) + ((n2-1)*s2
2) 130 117 86
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) 0.922 1.258 1.589
significant? no no no
Relationship 0 0
variance (s2) 1 3 2 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 12 9 6
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) 0.705 1.269 1.659
significant? no no no
Relationship 0 0
Scenario
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
Throughput
Minumum Cycle Time
Maximum Cycle Time
Cycle Time Variation
Mean Cycle Time
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
1
6
0
5
0
0
0
0
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Table 8-15: SimOutAnalysis for Special Case C: SQUARES 
 
 
BASELINE
Add Server 
at B
Decrease 
Service Time 
at B
Priority 
Switch at B
3,333 3,354 3,364 3,362
52 48 46 47
1 1 1
90 82 80 80
21 19 19 19
5 3 3 3
0.010 0.010 0.010 0.010
6 6
2.447 2.447 2.447
variance (s2) 92 72 7 367
((n1-1)*s1
2) + ((n2-1)*s2
2) 512 381 1101
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) -3.240 -5.406 -2.978
significant? Yes Yes Yes
Relationship D D
variance (s2) 3 5 1 8
((n1-1)*s1
2) + ((n2-1)*s2
2) 25 16 30
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) 2.853 4.560 3.268
significant? Yes Yes Yes
Relationship I I
variance (s2) 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 0 0
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) n/a n/a n/a
significant? n/a n/a n/a
Relationship n/a n/a n/a
variance (s2) 5 16 5
((n1-1)*s1
2) + ((n2-1)*s2
2) 50 28 68
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) 3.981 6.642 3.903
significant? Yes Yes Yes
Relationship I I
variance (s2) 0 1 0 1
((n1-1)*s1
2) + ((n2-1)*s2
2) 2 1
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11
t-value (p222) 5.439 9.715 6.058
significant? Yes Yes Yes
Relationship I I
Scenario
Maximum Cycle Time
Cycle Time Variation
 
 
1
6
D
I
0
25
I
2
I
al Outcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
Throughput
Minumum Cycle Time
Maximum Cycle Time
Cycle Time Variation
Mean Cycle Time
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Glob
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The SimOutAnalysis outcomes are presented in Tables 8-16 and 8-17 along with 
the expected relationships. For both Circles and Squares, there is full agreement. 
This supports two theories. First, multiple-product systems can be evaluated as 
individual systems, each operating with their own bottlenecks, and the multiple-
node relationships apply. Secondly, increasing processing priority for a product 
type has the same impact as increasing the number of servers or decreasing the 
service time, and vice versa. 
 
The juxtaposition of these theories leads to the following observation. Switching 
the processing priority at work step B (with no added resources, no other 
changes) significantly increased the amount of completions produced by the 
system. The number of Squares produced increased without impacting the 
amount of Circles produced.
 
 Table 8-16: Analytical and simulation outcomes for Special Case C: CIRCLES 
 
 
 
 
 
 
 
 
 
 
 
 
 
Analytical Simulation Analytical Simulation Analytical Simulation Analytical Simulation Analytical Simulation
Increase number of performers at work step B  
(for Circles, a free-flowing work step followed by a 
bottleneck)
0 0 0 0 0 n/a 0 0 0 0
Decrease performance time at work step B  (for 
Circles, a free-flowing work step followed by a 
bottleneck)
0 0 0 0 0 n/a 0 0 0 0
Switch priorities at work step B (process squares 
before circles) 0 0 0 0 0 n/a 0 0 0 0
Min Cycle Time Max Cycle Time Cycle Time Var Throughput         Mean Cycle Time 
 
 
Table 8-17: Analytical and simulation outcomes for Special Case C: SQUARES 
 
 
 
 
 
Analytical Simulation Analytical Simulation Analytical Simulation Analytical Simulation Analytical Simulation
Increase number of performers at work step B  
(for Squares, the last bottleneck) D D I I 0 n/a I I I I
Decrease performance time at work step B  (for 
Squares, the last bottleneck) D D I I 0 n/a I I I I
Switch priorities at work step B (process squares 
before circles) D D I I 0 n/a I I I I
Min Cycle Time Max Cycle Time Cycle Time Var Throughput         Mean Cycle Time 
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CHAPTER 9:  CONCLUSION 
 
This chapter reviews the research questions and outcomes, presents a summary 
of the research findings and discusses the implications and significance of these 
findings.  
 
9.1 Research Questions and Outcomes 
 
Q1. What terms would constitute a vocabulary for concepts and 
measures of process dynamics that would be applicable to business 
processes? 
 
Chapter 6 presents a summary of available business-process-dynamics 
terminology from different sources, including queuing theory, business process 
modeling language, simulation software, lean thinking, workflow and process 
discovery software. No single source provided the full vocabulary needed for the 
concepts presented in this research. A derivative vocabulary for business 
process dynamics is presented in Chapter 6.  
 
Q2. For a single-node system, do consistent relationships exist between 
each local factor and each global outcome?  
 
The findings of this research support that consistent relationships do exist 
between each local factor and each global outcome for single-node systems 
subject to the status of “bottlenecked” or free flowing. These relationships are 
supported analytically and with simulation models in Chapter 7. The relationships 
are summarized in Table 7-5 and described in section 7.1.3.  
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Q3. For a system of serially arranged multiple nodes, do consistent 
relationships exist between each local factor and each global 
outcome?  
 
The findings of this research support that consistent relationships do exist 
between each local factor and each global outcome for multi-node systems 
subject to the status of “bottlenecked” or free flowing and their position relative to 
other work steps in the business process context. These relationships are 
supported analytically and with simulation models in Chapter 8. The relationships 
are summarized in Table 8-6. 
 
Q4. For purposes of relating local factors to global outcomes, can a 
system consisting of parallel paths be reduced to a single “critical” 
serial path, through the application of Little’s Law? 
 
The findings of this research support that Little’s Law can be applied to a system 
of multiple parallel paths to identify the path acting as the “pacing path” for the 
system; that is, the path that is controlling throughput and cycle time. This 
relationship is demonstrated by Special Case A, “Parallel Paths,” with the 
outcomes summarized in Table 8-11.  
 
Q5. In systems where products may be reworked, is the effect of rework 
on global outcomes the same as that of changing the number of 
servers or as that of changing the service time? 
 
The findings of this research support that changing the level of rework has the 
same impact on global outcomes as changing the number of servers or changing 
the service time. These relationships are demonstrated by Special Case B, 
“Rework,” with the outcomes summarized in Table 8-13.  
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Q6. In systems where more than one product type shares resources, is 
the effect of additional products on global outcomes the same as 
making changes in the number of servers?   
 
The findings of this research support that consistent relationships do exist 
between the effect of product types and their processing priority and changes in 
the number of servers and changes in service time. These relationships are 
demonstrated by Special Case C, “Multiple Product Types,” with the outcomes 
summarized in Tables 8-16 and 8-17. 
 
9.2 Summary of Findings 
This research identified a group of concepts essential for communication on the 
topic of business process dynamics. After a review of available vocabularies 
provided unsatisfactory options, a new vocabulary was proposed of terminology 
representing fundamental business process dynamics concepts. This vocabulary 
is meant to be consistent within itself and meaningful to business process 
stakeholders with or without backgrounds related to process analytics. 
 
Through the use of analytics and simulation models, a series of relationships 
were established for single-work-step processes that demonstrate the impact of 
changes at the work step to changes in process performance (global outcomes). 
These findings were tested for sensitivity to type of distribution and were found to 
remain true for all tested distribution types. 
 
The single-work-step relationships served as a foundation for extrapolating a set 
of relationships describing the impact of local changes on global outcomes for 
multi-work-step systems. Independently, a series of simulation models was 
developed to test the impact of local changes on global outcomes. The 
relationships were validated by comparing the expected (analytically derived) 
relationships with the observed (simulated) relationships, which revealed no 
disagreements. The resulting set of generalized relationships between changes 
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in local factors and their impact on overall process performance (global 
outcomes) are presented in Table 9-1.  
 
For a system with one or more bottlenecks, the relationships shown in Table 9-1 
represent the full set of possible relationships between the direction of change in 
a local factor and the direction of impact on global outcomes. 
 
The further detailed analysis of a multi-work step system with parallel paths, 
rework and multiple product types demonstrated the following: 
 
a) Little’s Law can be used to reduce a system of parallel paths to a single pacing 
path. The relationships can be applied with validity to this pacing path to evaluate 
the direction of impact a change at a local factor will have on global outcomes. 
 
b) Changing the level of rework has the same impact on global outcomes as 
changing the number of servers or the service time. Increasing the level of 
rework has the same impact as reducing the number of servers or increasing the 
service time, and vice versa. 
 
c) The relationships are demonstrated to remain true for multiple-product 
systems. Additionally, changes in processing priority are found to have the same 
impact on global outcomes as changes in the number of servers or service time. 
Raising the processing priority has the same impact on global outcomes for a 
product type as increasing the number of servers or decreasing service time.  
 
 
 
  
 
 
Table 9-1: Multi-node relationships generalized, for systems with one or more bottlenecks  
Throughput          
("finished stuff")
Mean Cycle Time 
("turnaround")
Min Cycle Time 
("turnaround")
Max Cycle Time 
("turnaround")
Cycle Time Var 
("turnaround")
Input Mean ("stuff to do") Direct Direct Direct
Service Time Mean ("performance time") Direct Direct Direct
Service Time Variation ("performance time") Inverse Direct Direct
Fallout ("discontinued stuff") Inverse Inverse Inverse
Service Time Mean ("performance time") Direct
Service Time Variation ("performance time") Inverse
Fallout ("discontinued stuff") Inverse Inverse Inverse
Number of Servers ("performers") Direct Inverse Inverse Inverse
Service Time Mean ("performance time") Inverse Direct Direct Direct Direct
Service Time Variation ("performance time") Inverse
Fallout ("discontinued stuff") Inverse
Service Time Mean ("performance time") Direct Direct Direct
Service Time Variation ("performance time") Inverse Direct Direct
Fallout ("discontinued stuff") Inverse
Free Flowing, 
followed by one or 
more bottlenecks
Bottlenecked, 
followed by one or 
more bottlenecks
Last Bottleneck
Free Flowing, after 
last bottleneck
150
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9.3 Implications and Significance 
 
The purpose of this research was to develop sound rule-of-thumb relationships 
between changes to local factors within a process and their impact on the overall 
performance of the process. These relationships make a trade-off between the 
precision with which the outcome is known and the data required to determine 
the outcome. All that is needed to apply these relationships is enough information 
to categorize work steps into one of the four categories, as described in the first 
column of Table 9.1. To categorize work steps, the following information needs to 
be known about the overall process: 
 
a)  the work flow (sequence of work steps)—by product type, if applicable 
b)  for processes with parallel paths, the path of work steps that is acting as the 
pacing path, i.e. the “slowest” path. (Little’s Law can be used to identify this path 
based on the amount of work (N) at work steps.) 
c) the location of the last bottlenecked work step on the pacing path 
 
Then, any individual activity can be categorized (based on its bottleneck status 
and location relative to the last bottleneck in the process) and the relationships of 
Table 9-1 can be applied to determine if/how changes in local factors will impact 
global outcomes. No measurements of capacity (number of servers), service 
time, waiting time or queue lengths are required. In return for this data efficiency, 
the direction of the impact of the change on global outcomes is available but not 
the magnitude. 
 
To demonstrate the usefulness of these relationships, consider the two cases 
presented in Chapter 1 of this research. In the first case, capital expenditures to 
make design engineering more productive was cost justified on the basis of the 
expected impact on the number of new products designs that could be produced. 
However, downstream from the engineering department, the tooling department 
(required for the manufacture of any new product) was months behind and had 
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exhausted local contracting options. Incredibly, in an enterprise environment of 
functional silos and departmental budgets, goals and decision making, the 
contextual perspective of work steps as part of a process is lost. The simple 
relationships presented in this research open the door to making the connection 
between local changes and global outcomes. In this case, the engineering 
department could be described as a bottleneck followed by one or more 
bottlenecks. No change in the engineering department impacting only the 
engineering department can change the amount of new products completed by 
the system. Only local changes with impacts at or after the last bottleneck can 
change the number of new products completed. 
 
Similarly, the second case presented in Chapter 1, described a case where 
expenditures had been made to improve the productivity of a product design 
department but in spite of the changes, cycle time for new designs had sky 
rocketed. All suspicions were directed at the quality and performance of the new 
tools. The relationships developed in this paper identify a short but complete list 
of situations that can impact cycle time. In addition to performance time (which 
was the focus of all the attention), the amount of input and the amount of fallout 
can impact cycle time. For some reason, these very real relationships are often 
not intuitive. In the case of the product design department, it turned out that while 
the productivity improvements were taking place, two other factors also changed. 
First, a new incentive program rewarded sales people for the number (not 
quality) of requests for proposals they submitted to the product design 
department. Secondly, at about the same time, an internal policy with noble 
intentions was put into place stating that all RFQs will be quoted. (Previously, 
engineers had weeded out obvious misfits based on design or production 
issues.) The first change had the effect of increasing the input. The second 
change had the effect of reducing the amount of fallout. According to the 
relationships established in this research, both of these changes increase cycle 
time. An awareness of these relationships may have turned attention in the 
proper direction when the problem was realized. And, better yet, may have 
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helped management avoid making decisions and setting policies that created the 
situation in the first place.  
 
These relationships may also be useful in planning efficient process 
improvements. For example, the strategic juggling of local processing priorities (a 
freebie, requiring no new resources or expenditures) can have significant impact 
on global outcomes. The scenario described in Special Case C for Multiple 
Product Types illustrated that by changing priorities at one right work step, the 
amount completed by the system of one type of product increased significantly 
with no negative impact on the amount completed for the other type of product.   
 
The implications of these findings are recognized to have significance in three 
areas: a) integrated business process management, b) modified “simulation” 
software packages based on data-efficient principles, c) management 
techniques. 
 
9.3.1 Integrated Process Management 
Fresh opportunities for the practical application of process analytics in real-time 
business management are emerging in the new technologies of integrated 
business process management. “Traditionally there has been a distinct 
separation between workflow solutions that coordinate activity among people, 
business process management (BPM)/enterprise application integration (EAI) 
solutions that coordinate activity between systems and BPM/business-to-
business (B2B) solutions that coordinate activities between business partners. 
Unfortunately these solution silos have failed to fully meet the needs of the 
business community. For example, business processes such as order-to-cash do 
not respect these artificially imposed boundaries.” [OPT03] Integrated BPM 
brings all of these process participants—people, systems and business 
partners—into one coordinated framework.  
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From this framework, portals and “dashboard” –like products display selected 
data indicating performance throughout the process. This technology creates 
opportunities for real-time process analytics based on actual operating data from 
widespread processes. The relationships described in this paper would work well 
in this context—the dashboard could provide all the data that is needed to see 
the process flow and relative positioning of bottlenecks. The relationships could 
be applied automatically to recommend the shifting of local resources or priorities 
(or other local changes) that would predictably and positively impact real-time 
process performance. 
 
9.3.2 Simulation Software 
The data-efficient relationships documented in this research provide the basis for 
simulation-light software products that perform data-efficient analysis to give 
directional results for the management of real-world business processes. Such a 
package would provide the user with the tools necessary to model processes, 
flag bottlenecks, identify the pacing path and scenario test. This software could 
be applicable in the context of integrated Business Process Management system 
or used as a standalone analytical tool. 
 
9.3.3 Management Techniques 
Understanding the context-driven role of local factors on global outcomes gives 
management the opportunity to set local goals that strategically support global 
objectives. For example, if an organization is striving to increase the amount of 
work it finishes (throughput), local objectives would be different for work steps 
that are before the last bottleneck than for those that are at the last bottleneck 
and for those that are after the last bottleneck.  
 
There is another dimension to this as well. Up to this point, this research has 
correctly considered changes in local factors and their changes on local 
performance at the same work step. However, a change at one work step may 
cause an impact at another work step. For example, a change may be made in 
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the performance of a work step that causes that work step to take longer but 
improves the quality so that downstream fallout decreases. If management’s goal 
is to increase throughput, for example, then local objectives for work steps that 
are before the last bottleneck may include taking steps that will result in reduced 
fallout at other work steps that are before or after the last bottleneck, or that will 
decrease performance time at the work step that is the last bottleneck. For 
example, properly completing and double-checking part numbers and quantities 
on incoming orders may reduce errors, rework and cancellations at downstream 
work steps. Properly set local objectives would reward the upstream step for 
making changes that added cost or time to its performance but acted to reduce 
fallout or performance time at a critical bottleneck downstream. 
 
The coordination of local performance objectives is a significant challenge for 
organizations seeking to efficiently increase the performance of business 
processes with wide reach and operational distance. “Processes tend to flow 
horizontally across the organization because practically every process touches 
more than one area, department, function or business unit. And this is often a 
problem, because the predominate structure of most businesses is vertical. The 
areas, departments, functions and business units are the primary organizational 
building blocks as well as the accounting units and career conduits.” [WOMA04] 
The relationships developed in this research provide a mechanism for setting 
local objectives that work in concert with other local objectives to support desired 
improvements in overall process performance. This explicit management of local 
objectives can be used to align cost/accounting metrics and career-building 
incentives with overall goals of the organization.  
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9.3.4 Implications for Practitioners 
The multi-node relationships presented in Table 9-1 represent a set of rules-of-
thumb, or heuristics, for understanding if and how a global outcome will be 
impacted by a change in a local factor. These heuristics, coupled with knowledge 
of the process flow and the presences of bottlenecks, can be used for 
management purposes, decision making, and process analysis. 
 
Management 
 
 Resource allocation/ capacity planning. In capacity-constrained 
environments with limited resources, management can prioritize resource 
allocation for those activities where the resources will have the largest desired 
impact on overall process performance. In terms of the heuristics presented 
here, this translates to allocating “number of servers” to those activities where 
they will have the desired impact on global outcomes. 
 
 Training priorities. Training can impact both performance time and quality. 
Management can use the heuristics strategically to utilize training programs to 
reduce performance time and decrease fallout for those activities where the 
improvements will have the largest desired impact on overall process 
performance. In terms of this research, training that improves performance time 
acts to “decrease service time” and training that improves quality acts to 
“decrease fallout” or “decrease rework.” These local factors can be prioritized 
and managed to have the desired impact on global outcomes. 
 
 Re-Tooling. Like training, re-tooling may impact both performance time and 
quality. Tooling budgets can target those activities where the changes are best 
aligned with process performance objectives. The results of re-tooling may 
translate to changes in “service time,” “fallout” or “re-work.” Plans for re-tooling 
can be assessed to bring about local changes that will cause the desired 
improvements in global performance. 
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 Goal setting. The heuristics relate local changes to global outcomes, but don’t 
specify the source of the change. In keeping with the feedback loops of 
systems thinking, the performance of one activity can be used to impact the 
performance of another. For example, improving the quality of “order taking” 
may cause that activity to take longer and cost more locally, but it reduces 
order fulfillment errors and missed shipment dates downstream. Management 
may wish to set goals for the “order taking” activity that stress quality over local 
cost and speed. The heuristics make strategic local goal setting possible. 
Management can set local goals to encourage local performance that best 
serves the overall goals of the process. 
 
 Organizational Development (Innovation, Learning). Organizational 
innovation and learning springs from an organization’s ability to integrate the 
individual (or local) with the whole. The heuristics presented here offer a simple 
but pragmatic platform for relating what-you-do to what-you-do and together to 
what-we-do. This mindset could be used to open the door for genuine dialogue 
between individuals and teams about problems and solutions and could be a 
small step forward in the evolution of a more innovative and creative learning 
organization.   
 
Decision Making 
 
 Budget/Proposal Approvals. Using the heuristics, plans to spend funds 
improving or changing the performance of an activity can be assessed not just 
on their impact locally but on their impact globally. For example, plans for a 
hardware/software infrastructure upgrade may be justified on increased 
departmental productivity, which may or may not have a positive impact on 
overall process performance. To frame this decision in terms of the heuristics, 
the infrastructure upgrade is intended to “decrease service time” for certain 
activities. Considering the location and bottleneck status of the activities 
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impacted by the infrastructure upgrade, will a “decrease in service time” cause 
an “increase in throughput?” 
  
 Product mix planning. The heuristics can add useful input to the decision-
making process involving plans to add or change the products. For example, a 
marketing agency considering a new service to provide clients with web 
advertising results finds the new service easily justified when the agency 
recognizes that the activities and resources involved to deliver it are not on the 
pacing path for any other offerings. However, a new stationary design service 
requiring art department resources may not be such a good idea if it is 
recognized that art department resources are the last bottleneck for several 
other existing agency offerings, including advertising and website design. 
 
Analysis 
 Cycle time improvement. For a practitioner looking to improve the cycle time 
performance of a process, the heuristics identify the type of changes that 
impact cycle time and how. This can be used to narrow and focus the efforts to 
those areas of greatest opportunity. Traditionally, studies of cycle time involve 
measuring or estimating time parameters throughout the process, process 
mapping, interviews and possible simulation. Or, cycle time improvement plans 
are based on the unchallenged assumption that reducing time anywhere in the 
process will improve cycle time. The heuristic-based analysis would begin with 
identification of the pacing path (as indicated by WIP levels and the logic of 
Little’s Law) and the recognition of bottlenecks on the pacing path. A finite list 
of opportunities for local changes that would cause cycle time improvements 
could be generated, prioritized and acted upon.  
 
 Throughput improvement. Similar to cycle time analysis, attempts to plan 
steps that will result in throughput improvement also benefit from the 
availability of these heuristics. The opportunities for improving throughput in 
systems with one or more bottlenecks are limited entirely to the activity that is 
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the last bottleneck on the pacing path and those activities after it. WIP levels 
indicate the pacing path and bottlenecks on it. From there, a finite list of 
opportunities for local changes that would cause the desired improvements 
could be generated, prioritized and acted upon. 
 
 Cost reduction. Here the heuristics work backwards in the sense that they 
provide practitioners information about where cost-cutting changes can safely 
be made without impacting process performance. For example, filing jobs that 
have been finished and billed should be done as inexpensively as possible. 
 
 
9.3.5 Implications for Researchers 
 
 Tools for applying heuristics. There may be opportunity for the development 
of process modeling and analysis tools designed specifically for application of 
the data-efficient heuristics derived here. Such a tool would provide for the 
capture and storage of work-in-process levels, resources and process maps for 
multiple product types to provide visibility into process performance and 
scenario testing for decision support.  
 
 Refine Heuristics. Future research could address some of the simplifying 
assumptions that were made in an effort to scope this research, including the 
interim bottleneck zone (work waits more than 5% of the time, but less than 
95%), the no-leak zone (work is discontinued during an activity, not just 
between activities), throughput variation as a global outcome, and the 
combined impacts of changes in local factors. Also, the multi-node results 
indicated that some of the relationships may be stronger than others in their 
ability to influence global outcomes. Future research could test this 
observation, identify the underlying factors, and perhaps provide strength-
based rankings for the heuristics. 
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 Vocabulary. The small survey conducted for this research indicated that the 
lack of existing vocabulary for describing business process dynamics in non-
manufacturing terms is real. A larger research project, involving leading 
business process practitioners and researchers, could produce a robust 
vocabulary with wide acceptance.  
 
 Management practices. This research has proposed that organizations may 
benefit from management setting strategic local goals so that encourage each 
activity to perform in a way that best contributes to global outcomes. Doing this 
effectively will require collecting and sharing information between and about 
activities in ways that perhaps has not been done before. The implications of 
this in terms of cultural change, management tools, and the alignment with 
reward systems and incentive programs are all topics for future research. 
 
 Heuristics for financial performance. The heuristics provided in this research 
relate local performance to global outcomes on the basis of units of work and 
time. Another possible dimension for these heuristics is the financial one. In 
terms of operating profit, what is the desired pacing path? Is there a right 
bottleneck? More than one? Is there a way to use the data-efficient heuristics 
introduced here in conjunction with Goldratt’s throughput accounting theory?  
 
Summary 
This research has developed a series of data-efficient, context-based 
relationships between local factors and global outcomes. Emerging technologies 
that support integrated business process management are providing managers 
with real-time visibility into process performance. Using the relationships 
described in this research, integrated BPM information can be cleanly 
disseminated into local actionable values that are driven by business needs for 
overall process performance. In support of integrated BPM or standalone, a new 
form of data-efficient process analysis based on these relationships may be 
implemented in a new generation of simulation-like software. These relationships 
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support management systems where specific context-based management 
objectives are set locally with the knowledge that they will collectively act in 
support of desired global outcomes.  
 
For practitioners, these heuristics, coupled with knowledge of the process flow 
and the presences of bottlenecks, can contribute to process management, 
decision making, and process analysis. And, interested researchers could 
advance the work presented here in many directions, including strength-ranking 
the heuristics, linking them to financial performance, developing implementation 
tools, addressing the vocabulary and the organizational development aspects of 
shifting to a culture of cooperative goal setting and data sharing.  
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APPENDIX A:  iThink® ELEMENTS 
 
 
iThink® (High Performance Systems, Hanover, NH) provides a multi-level 
hierarchical environment for constructing and interacting with simulation models, 
based on a systems dynamics type of modeling and analysis. The diagrams 
presented in this research are all shown at the Model Construction Layer, where 
models are built and simulation is performed. Models in this layer are all built 
from a standard set of building blocks as described below. 
 
Reservoir
 
A type of Stock. Passively accumulates inflows 
minus its outflows. 
Queue
 
A type of Stock. Represents a line of items 
awaiting entry into some process or activity. 
Conveyor
 
A type of Stock. Material gets on the Conveyor, 
“rides” for a period of time and then gets off. Used 
in this research to represent work steps. Variables 
for conveyors include capacity (number of servers) 
and transit time (service or performance time).  
Queue
Flow
The arced line is a Connector used to relate model 
elements. In this case, it makes the current value 
of the Queue available for use in an expression 
determining Flow. 
Flow  
Flows fill and drain stocks. 
Converter 
Holds values for constants, defines external inputs 
to the model, calculates algebraic relationships, 
and serves as the repository for graphical 
functions. In general, it converts inputs to outputs. 
Cycle Time Converter 
Converter used specifically for cycle time-related 
calculations. 
Decision
Process 
 
A mechanism for managing the diagram 
complexity associated with the representation of 
decision processes within your models.  Used to 
"bury" the intricacies of the decision rules that drive 
the flows.  
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APPENDIX B:  SINGLE-NODE SENSITIVITY GRAPHS 
Local factor = input mean 
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Local factor = input standard deviation, continued 
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Local factor = input standard deviation 
10
20
0 Input (std dev)
S-Run 1 S-Run 2 S-Run 3 MEAN
0
3
0 Input (std dev)
S-Run 1 S-Run 2 S-Run 3 MEAN
10
20
0 Input (std dev)
C
yc
le
 T
im
e 
(m
in
)
S-Run 1 S-Run 2 S-Run 3 MEAN
0
3
0 Input (std dev)
C
yc
le
 T
im
e 
(v
ar
)
S-Run 1 S-Run 2 S-Run 3 MEAN
10
22
0 Input (std dev)
C
yc
le
 T
im
e 
(m
ax
)
S-Run 1 S-Run 2 S-Run 3 MEAN
10
22
0 Input (std dev)
S-Run 1 S-Run 2 S-Run 3 MEAN
 
 171
 
Local factor = number of servers 
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Local factor = service time standard deviation, continued 
0%
100%
0.00 3.75Service Time (std dev)
B
ot
tle
ne
ck
 S
ta
tu
s
S-Run 1 S-Run 2 S-Run 3 MEAN
10
20
0.00 3.75ServiceTime (std dev)
C
yc
le
 T
im
e 
(m
ea
n)
S-Run 1 S-Run 2 S-Run 3 MEAN
0%
100%
0.00 3.75Service Time (std dev)
S-Run 1 S-Run 2 S-Run 3 MEAN
10
20
0.00 3.75Service Time (std dev)
S-Run 1 S-Run 2 S-Run 3 MEAN
5
7
0.00 3.75Service Time (std dev)
S-Run 1 S-Run 2 S-Run 3 MEAN
5
7
0.00 3.75Service Time (std dev)
Th
ro
ug
hp
ut
 (m
ea
n 
ra
te
)
S-Run 1 S-Run 2 S-Run 3 MEAN
 
 173
 
Local factor = service time standard deviation 
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Local factor = fallout 
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APPENDIX C:  SIMOUTANALYSIS RESULTS FOR DISTRIBUTION SENSITIVITY TESTING 
Scenario A (not bottlenecked) 
BASELINE Up Input
Down 
Input
Up fallout
Down 
fallout
Up servers
Down 
servers
Up serv 
time mean
Down serv 
time mean
Up serv 
time std 
dev
Down serv 
time std 
dev
458.78 503.25 394.97 390.76 503.69 455.06 445.19 452.94 451.44 452.19 456.37
11.99 12.01 11.98 12.01 12.02 12.01 11.99 14.00 10.02 12.00 11.99
8.85 8.75 8.63 8.50 8.67 8.42 8.75 10.42 6.75 7.83 9.33
15.40 15.33 15.38 15.17 15.25 15.25 15.83 17.50 13.42 15.92 14.83
0.95 0.94 0.98 0.93 0.94 0.95 0.95 0.96 0.94 1.14 0.74
5 3 3 3 3 3 3 3 3 10 10
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
6 6 6 6 6 6 6 6 13 13
2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.160 2.160
variance (s2) 17.20 22 5 21 30 16 155 1 104 125 5
((n1-1)*s1
2) + ((n2-1)*s2
2) 114 78 111 128 102 378 70 278 1195 113
((n1*n2)*(n1+n2-2))/(n1+n 11 11 11 11 11 11 11 11 43 43
t-value (p222) -13.995 24.196 21.625 -13.300 1.235 2.344 2.332 1.477 1.255 1.491
significant? Yes Yes Yes Yes no no no no no no
Relationship D D I I 0 0 0 0 0 0
variance (s2) 0.00 0 0 0 0 0 0 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 0 0 0 0 0 0 0 0 0 0
((n1*n2)*(n1+n2-2))/(n1+n 11 11 11 11 11 11 11 11 43 43
t-value (p222) -1.202 0.932 -0.804 -1.430 -0.969 0.330 -83.378 100.494 -0.825 0.579
significant? no no no no no no Yes Yes no no
Relationship 0 0 0 0 0 0 D D 0 0
variance (s2) 0.02 0 0 0 0 0 0 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 0 0 0 0 1 0 0 0 4 0
((n1*n2)*(n1+n2-2))/(n1+n 11 11 11 11 11 11 11 11 43 43
t-value (p222) 0.750 2.209 1.750 1.016 1.688 0.750 -15.384 15.750 3.509 -6.210
significant? no no no no no no Yes Yes Yes Yes
Relationship 0 0 0 0 0 0 D D I I
variance (s2) 0.02 0 0 0 0 0 0 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 0 1 0 0 0 1 0 0 0 0
((n1*n2)*(n1+n2-2))/(n1+n 11 11 11 11 11 11 11 11 43 43
t-value (p222) 0.455 0.107 2.291 1.837 1.125 -1.561 -15.750 10.986 -6.638 7.281
significant? no no no no no no Yes Yes Yes Yes
Relationship 0 0 0 0 0 0 D D D D
variance (s2) 0.0003 0.0002 0.0019 0.0001 0.0001 0.0004 0.0001 0.0012 0.0006 0.0004 0.0006
((n1-1)*s1
2) + ((n2-1)*s2
2) 0.0016 0.0049 0.0014 0.0014 0.0019 0.0013 0.0036 0.0024 0.0047 0.0068
((n1*n2)*(n1+n2-2))/(n1+n 11 11 11 11 11 11 11 11 43 43
t-value (p222) 1.460 -1.243 1.861 0.961 0.306 0.369 -0.523 0.732 -17.822 17.324
significant? no no no no no no no no Yes Yes
Relationship 0 0 0 0 0 0 0 0 D D
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Throughput
Minumum Cycle Time
Maximum Cycle Time
Cycle Time Variation
Mean Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minimum Cycle Time
Scenario
Maximum Cycle Time
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Scenario A (bottlenecked) 
BASELINE Up Input
Down 
Input
Up fallout
Down 
fallout
Up servers
Down 
servers
Up serv 
time mean
Down serv 
time mean
Up serv 
time std 
dev
Down serv 
time std 
dev
223.20 223.75 223.13 193.92 253.58 296.94 150.44 189.94 268.12 221.19 223.69
235.94 255.58 199.78 216.50 271.70 153.04 328.65 291.06 162.39 217.90 249.68
10.40 10.50 10.50 10.58 10.33 10.00 11.58 12.08 8.42 9.42 11.00
598.15 660.92 542.38 600.33 592.00 406.83 808.00 690.00 494.08 608.58 603.67
175.83 188.70 146.86 177.34 167.66 114.92 241.28 196.63 136.55 170.96 173.03
5 3 3 3 3 3 3 3 3 10 10
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
6 6 6 6 6 6 6 6 13 13
2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.160 2.160
variance (s2) 1.73 1 0 4 1 0 1 5 8 8 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 8 8 15 9 7 9 18 23 77 11
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11 43 43
t-value (p222) -0.642 0.091 25.010 -34.079 -92.891 82.411 26.604 -31.694 1.513 -0.971
significant? no no Yes Yes Yes Yes Yes Yes no no
Relationship 0 0 I I D D I I 0 0
variance (s2) 1283.62 233 456 1348 1755 231 582 39 295 210 2820
((n1-1)*s1
2) + ((n2-1)*s2
2) 5601 6047 7831 8644 5597 6299 5212 5725 7020 30515
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11 43 43
t-value (p222) -0.880 1.560 0.737 -1.290 3.717 -3.918 -2.561 3.260 1.418 -0.518
significant? no no no no Yes Yes Yes Yes no no
Relationship 0 0 0 0 I I D D 0 0
variance (s2) 0.58 0 1 0 0 0 0 0 1 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 2 3 3 3 3 3 2 4 5 2
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11 43 43
t-value (p222) -0.214 -0.179 -0.380 0.138 0.816 -2.454 -3.577 3.498 2.966 -2.590
significant? no no no no no Yes Yes Yes Yes Yes
Relationship 0 0 0 0 0 I D D I I
variance (s2) 147.39 49 445 232 167 113 370 410 274 169 95
((n1-1)*s1
2) + ((n2-1)*s2
2) 688 1479 1053 923 815 1329 1409 1138 2106 1446
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11 43 43
t-value (p222) -8.028 4.865 -0.226 0.679 22.479 -19.306 -8.206 10.349 -1.497 -0.955
significant? Yes Yes no no Yes Yes Yes Yes no no
Relationship D D 0 0 I I D D 0 0
variance (s2) 29.8966 21.3031 7.6640 371.4550 195.1357 6.8710 227.2057 33.1742 11.6301 110.0892 68.1934
((n1-1)*s1
2) + ((n2-1)*s2
2) 162.1925 134.9144 862.4964 509.8577 133.3284 573.9978 185.9348 142.8465 1110.3894 733.3272
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11 43 43
t-value (p222) -3.391 8.366 -0.173 1.213 17.691 -9.163 -5.118 11.022 0.962 0.680
significant? Yes Yes no no Yes Yes Yes Yes no no
Relationship D D 0 0 I I D D 0 0
Local Factors
Scenario
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minimum Cycle Time
Throughput
Minumum Cycle Time
Maximum Cycle Time
Cycle Time Variation
Mean Cycle Time
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
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Scenario B (not bottlenecked) 
BASELINE
Up Mean 
Input
Down 
Mean 
Input
Up input 
std dev
Down 
input std 
dev
Up fallout
Down 
fallout
Up servers
Down 
servers
Up serv 
time 
Down serv 
time 
5402.98 6288.33 4508.31 5092.66 5389.42 4675.42 6095.22 5396.59 5397.10 5399.47 5393.00
1.98 1.98 1.99 1.97 1.98 1.98 2.00 1.96 1.96 2.19 1.77
0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25
17.90 18.25 17.75 17.25 18.08 17.50 19.58 17.25 17.50 21.50 14.33
1.71 1.69 1.74 1.72 1.71 1.72 1.71 1.69 1.67 1.91 1.51
5 3 3 6 6 3 3 3 3 3 3
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
6 6 9 9 6 6 6 6 6 6
2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447
variance (s2) 24.12 202 397 265710 205 60 55 134 43 522 126
((n1-1)*s1
2) + ((n2-1)*s2
2) 501 890 1328647 1120 216 207 364 182 1140 348
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 25 25 11 11 11 11 11 11
t-value (p222) -132.625 100.575 1.334 2.008 166.068 -161.432 1.124 1.462 0.348 1.796
significant? Yes Yes no no Yes Yes no no no no
Relationship D D 0 0 I I 0 0 0 0
variance (s2) 0.00 0 0 0 0 0 0 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 0 0 0 0 0 0 0 0 0 0
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 25 25 11 11 11 11 11 11
t-value (p222) 0.196 -0.176 0.505 0.231 0.068 -0.484 0.701 0.798 -6.969 7.381
significant? no n/a no no no no no no Yes Yes
Relationship 0 0 0 0 0 0 0 0 D D
variance (s2) 0.00 0 0 0 0 0 0 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 0 0 0 0 0 0 0 0 0 0
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 25 25 11 11 11 11 11 11
t-value (p222) n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a
significant? n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a
Relationship n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a
variance (s2) 2.77 0 2 1 4 1 1 6 9 1 4
((n1-1)*s1
2) + ((n2-1)*s2
2) 11 15 15 32 14 13 23 29 13 19
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 25 25 11 11 11 11 11 11
t-value (p222) -0.351 0.130 0.828 -0.161 0.362 -1.559 0.458 0.249 -3.405 2.727
significant? no no no no no no no no Yes Yes
Relationship 0 0 0 0 0 0 0 0 D D
variance (s2) 0.0053 0.0014 0.0016 0.0007 0.0003 0.0009 0.0000 0.0050 0.0001 0.0073 0.0006
((n1-1)*s1
2) + ((n2-1)*s2
2) 0.0242 0.0246 0.0248 0.0228 0.0231 0.0214 0.0314 0.0215 0.0359 0.0226
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 25 25 11 11 11 11 11 11
t-value (p222) 0.446 -0.485 -0.189 0.131 -0.132 0.168 0.517 1.006 -3.469 4.627
significant? no no no no no no no no Yes Yes
Relationship 0 0 0 0 0 0 0 0 D D
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Throughput
Minumum Cycle Time
Maximum Cycle Time
Cycle Time Variation
Mean Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minimum Cycle Time
Scenario
Maximum Cycle Time
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Scenario B (bottlenecked) 
BASELINE
Up Mean 
Input
Down 
Mean 
Input
Up input 
std dev
Down 
input std 
dev
Up fallout
Down 
fallout
Up servers
Down 
servers
Up serv 
time 
Down serv 
time 
2269.31 2196.11 2217.28 2241.36 2209.53 1911.83 2472.56 2786.43 1682.48 2004.99 2526.55
325.71 364.41 281.24 327.71 327.87 339.86 326.45 216.77 361.72 343.25 297.89
0.33 0.67 0.25 0.55 0.50 0.33 0.25 0.25 0.33 0.58 0.25
695.65 779.58 609.25 700.05 691.13 707.67 684.92 458.92 749.67 756.00 638.00
211.35 231.54 184.12 210.13 205.89 209.46 209.16 143.31 223.24 229.74 185.29
10 3 3 6 6 3 3 3 3 3 3
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
11 11 14 14 11 11 11 11 11 11
2.201 2.201 2.145 2.145 2.201 2.201 2.201 2.201 2.201 2.201
variance (s2) 6389.25 5913 4497 16118 7345 13155 14707 5521 1540 4160 4206
((n1-1)*s1
2) + ((n2-1)*s2
2) 69328 66497 138095 94228 83813 86917 68546 60582 65822 65915
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 53 53 25 25 25 25 25 25
t-value (p222) 1.401 1.017 0.545 1.411 6.221 -3.473 -9.951 12.012 5.191 -5.048
significant? no no no no Yes Yes Yes Yes Yes Yes
Relationship 0 0 0 0 I I D D I I
variance (s2) 72.01 1201 294 406 895 841 1610 370 64 133 73
((n1-1)*s1
2) + ((n2-1)*s2
2) 3050 1236 2678 5123 2331 3869 1388 775 914 793
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 53 53 25 25 25 25 25 25
t-value (p222) -3.531 6.373 -0.279 -0.218 -1.476 -0.060 14.732 -6.516 -2.922 4.978
significant? Yes Yes no no no no Yes Yes Yes Yes
Relationship D D 0 0 0 0 I I D D
variance (s2) 0.01 0 0 0 0 0 0 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 1 0 1 1 0 0 0 0 0 0
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 53 53 25 25 25 25 25 25
t-value (p222) -2.128 1.127 -1.546 -1.237 -0.107 1.127 1.127 -0.107 -2.463 1.127
significant? no no no no no no no no Yes no
Relationship 0 0 0 0 0 0 0 0 D 0
variance (s2) 309.13 328 312 931 3224 1008 993 316 47 191 217
((n1-1)*s1
2) + ((n2-1)*s2
2) 3439 3407 7440 18902 4798 4768 3415 2876 3165 3217
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 53 53 25 25 25 25 25 25
t-value (p222) -7.211 7.458 -0.370 0.238 -0.874 0.783 20.411 -5.074 -5.405 5.121
significant? Yes Yes no no no no Yes Yes Yes Yes
Relationship D D 0 0 0 0 I I D D
variance (s2) 35.4387 9.2160 187.2800 305.0086 309.2829 75.1449 34.8174 31.8201 3.8706 28.0321 72.7274
((n1-1)*s1
2) + ((n2-1)*s2
2) 337.3801 693.5081 1843.9909 1865.3623 469.2378 388.5829 382.5883 326.6893 375.0123 464.4029
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 53 53 25 25 25 25 25 25
t-value (p222) -5.538 5.210 0.207 0.917 0.440 0.561 17.526 -3.314 -4.783 6.093
significant? Yes Yes no no no no Yes Yes Yes Yes
Relationship D D 0 0 0 0 I I D D
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Throughput
Minumum Cycle Time
Maximum Cycle Time
Cycle Time Variation
Mean Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minimum Cycle Time
Scenario
Maximum Cycle Time
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Scenario C (not bottlenecked) 
BASELINE Up Input
Down 
Input
Up fallout
Down 
fallout
Up servers
Down 
servers
Up serv 
time 
Down serv 
time 
1337.33 1572.63 1122.31 1148.93 1515.76 1359.25 1343.50 1341.50 1340.38
4.86 4.90 4.84 4.94 4.93 4.93 4.91 6.03 3.94
0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25
44.05 49.75 41.83 43.58 45.33 43.17 45.00 50.83 31.08
4.34 4.42 4.40 4.47 4.35 4.41 4.44 5.44 3.51
5 3 3 3 3 3 3 3 3
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
6 6 6 6 6 6 6 6
2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447
variance (s2) 272.86 13 189 77 51 10 16 285 155
((n1-1)*s1
2) + ((n2-1)*s2
2) 1117 1469 1246 1194 1112 1122 1661 1401
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11
t-value (p222) -23.615 18.815 17.899 -17.318 -2.205 -0.618 -0.343 -0.273
significant? Yes Yes Yes Yes no no no no
Relationship D D I I 0 0 0 0
variance (s2) 0.00 0 0 0 0 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 0 0 0 0 0 0 0 0
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11
t-value (p222) -0.959 0.306 -1.186 -2.228 -2.319 -1.841 -37.212 34.816
significant? no no no no no no Yes Yes
Relationship 0 0 0 0 0 0 D D
variance (s2) 0.00 0 0 0 0 0 0 0 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 0 0 0 0 0 0 0 0
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11
t-value (p222) n/a n/a n/a n/a n/a n/a n/a n/a
significant? n/a n/a n/a n/a n/a n/a n/a n/a
Relationship n/a n/a n/a n/a n/a n/a n/a n/a
variance (s2) 0.76 224 4 125 9 39 37 19 2
((n1-1)*s1
2) + ((n2-1)*s2
2) 452 10 254 22 82 77 41 7
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11
t-value (p222) -0.899 2.340 0.098 -0.924 0.328 -0.363 -3.544 16.190
significant? no no no no no no Yes Yes
Relationship 0 0 0 0 0 0 D D
variance (s2) 0.0062 0.0056 0.0196 0.0399 0.0086 0.0010 0.0007 0.0020 0.0037
((n1-1)*s1
2) + ((n2-1)*s2
2) 0.0361 0.0641 0.1047 0.0421 0.0269 0.0263 0.0289 0.0323
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11
t-value (p222) -1.435 -0.768 -1.327 -0.185 -1.458 -2.028 -21.580 15.532
significant? no no no no no no Yes Yes
Relationship 0 0 0 0 0 0 D D
Scenario
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minimum Cycle Time
Throughput
Minumum Cycle Time
Maximum Cycle Time
Cycle Time Variation
Mean Cycle Time
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
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Scenario C (bottlenecked) 
 
BASELINE Up Input
Down  
Input
Up fallout
Down 
fallout
Up servers
Down 
servers
Up serv 
time
Down serv 
time 
855.83 873.25 871.50 753.40 936.98 1038.56 685.94 738.63 1147.75
175.66 204.94 108.45 171.99 184.32 76.55 223.66 206.50 86.97
0.45 0.25 0.33 0.83 0.25 0.25 0.33 1.33 0.25
441.25 539.08 258.83 425.75 464.67 273.25 579.50 547.17 204.58
144.60 168.57 83.26 135.34 151.03 79.71 184.41 175.74 68.45
5 3 3 3 3 3 3 3 3
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
6 6 6 6 6 6 6 6
2.447 2.447 2.447 2.447 2.447 2.447 2.447 2.447
variance (s2) 211.34 4121 156 285 5313 7603 46 1070 14022
((n1-1)*s1
2) + ((n2-1)*s2
2) 9087 1157 1415 11471 16052 937 2985 28890
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11
t-value (p222) -0.613 -1.546 9.133 -2.542 -4.838 18.611 7.195 -5.761
significant? no no Yes Yes Yes Yes Yes Yes
Relationship 0 0 I I D D I I
variance (s2) 54.19 8 714 26 1483 1745 502 220 2090
((n1-1)*s1
2) + ((n2-1)*s2
2) 233 1646 268 3182 3706 1220 657 4397
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11
t-value (p222) -6.427 5.557 0.751 -0.515 5.460 -4.610 -4.036 4.486
significant? Yes Yes no no Yes Yes Yes Yes
Relationship D D 0 0 I I D D
variance (s2) 0.08 0 0 0 0 0 0 1 0
((n1-1)*s1
2) + ((n2-1)*s2
2) 0 0 1 0 0 0 2 0
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11
t-value (p222) 1.225 0.669 -1.231 1.225 1.225 0.669 -2.348 1.225
significant? no no no no no no no no
Relationship 0 0 0 0 0 0 0 0
variance (s2) 259.16 2438 196 179 3621 6247 92 1006 12124
((n1-1)*s1
2) + ((n2-1)*s2
2) 5912 1428 1395 8278 13530 1220 3049 25285
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11
t-value (p222) -4.268 16.192 1.392 -0.863 4.844 -13.275 -6.433 4.992
significant? Yes Yes no no Yes Yes Yes Yes
Relationship D D 0 0 I I D D
variance (s2) 112.6619 298.0244 131.4436 239.9869 1350.2356 923.9726 31.6760 248.8572 1597.5094
((n1-1)*s1
2) + ((n2-1)*s2
2) 1046.6966 713.5350 930.6215 3151.1190 2298.5930 513.9998 948.3622 3645.6666
((n1*n2)*(n1+n2-2))/(n1+n2) 11 11 11 11 11 11 11 11
t-value (p222) -2.486 7.702 1.018 -0.385 4.540 -5.891 -3.392 4.230
significant? Yes Yes no no Yes Yes Yes Yes
Relationship D D 0 0 I I D D
Scenario
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minimum Cycle Time
Throughput
Minumum Cycle Time
Maximum Cycle Time
Cycle Time Variation
Mean Cycle Time
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
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APPENDIX D:  MULTI-NODE RELATIONSHIPS: ANALYTICAL BASIS 
input input variation
number of 
servers service time
service time 
variation fallout Throughput
Mean Cycle 
Time
Minimum 
Cycle Time
Maximum 
Cycle Time
Cycle Time 
Variation
Work Step 1 up up same same same same
Work Step 2 up same up same up up
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same up same up up
Work Step 1 down down same same same same
Work Step 2 down same down same down down
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same down same down down
Work Step 1 same up same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same down same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same up same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Global OutcomesLocal Factors
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input input variation
number of 
servers service time
service time 
variation fallout Throughput
Mean Cycle 
Time
Minimum 
Cycle Time
Maximum 
Cycle Time
Cycle Time 
Variation
Work Step 1 same down same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same same same same same same
Work Step 2 same up up down same down down
Work Step 3 up up same same same same
Work Step 4 up same up same up up
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same same same same same same
Work Step 2 same down down up same up up
Work Step 3 down down same same same same
Work Step 4 down same down same down down
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same up same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same down same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same same same same
Global OutcomesLocal Factors
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input input variation
number of 
servers service time
service time 
variation fallout Throughput
Mean Cycle 
Time
Minimum 
Cycle Time
Maximum 
Cycle Time
Cycle Time 
Variation
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same up up down same down down
Work Step 5 up up same same same same
Work Step 6 up same up same up up
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same down down up same up up
Work Step 5 down down same same same same
Work Step 6 down same down same down down
Work Step 7 same same same same same same
Global Outcome same same same same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same up up down same down down
Work Step 7 up up same same same same
Global Outcome up down same down down
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same down down up same up up
Work Step 7 down down same same same same
Global Outcome down up same up up
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same up same same same same same
Global Outcome same same same same same
Global OutcomesLocal Factors
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input input variation
number of 
servers service time
service time 
variation fallout Throughput
Mean Cycle 
Time
Minimum 
Cycle Time
Maximum 
Cycle Time
Cycle Time 
Variation
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same down same same same same same
Global Outcome same same same same same
Work Step 1 same up same up up up same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same up up up same
Work Step 1 same down same down down down same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same down down down same
Work Step 1 same same same same same same
Work Step 2 same up down up up up up
Work Step 3 down down same same same same
Work Step 4 down same down same down down
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same up same same
Work Step 1 same same same same same same
Work Step 2 same down up down down down down
Work Step 3 up up same same same same
Work Step 4 up same up same up up
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same down same same
Global OutcomesLocal Factors
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input input variation
number of 
servers service time
service time 
variation fallout Throughput
Mean Cycle 
Time
Minimum 
Cycle Time
Maximum 
Cycle Time
Cycle Time 
Variation
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same up same up up up same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same up up up same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same down same down down down same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same down down down same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same up down up up up up
Work Step 5 down down same same same same
Work Step 6 down same down same down down
Work Step 7 same same same same same same
Global Outcome same same up same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same down up down down down down
Work Step 5 up up same same same same
Work Step 6 up same up same up up
Work Step 7 same same same same same same
Global Outcome same same down same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same up down up up up up
Work Step 7 down down same same same same
Global Outcome down up up up up
Global OutcomesLocal Factors
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input input variation
number of 
servers service time
service time 
variation fallout Throughput
Mean Cycle 
Time
Minimum 
Cycle Time
Maximum 
Cycle Time
Cycle Time 
Variation
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same down up down down down down
Work Step 7 up up same same same same
Global Outcome up down down down down
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same up same up up up same
Global Outcome same up up up same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same down same down down down same
Global Outcome same down down down same
Work Step 1 same up same same down up up
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same down up up
Work Step 1 same down same same up down down
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same up down down
Global OutcomesLocal Factors
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input input variation
number of 
servers service time
service time 
variation fallout Throughput
Mean Cycle 
Time
Minimum 
Cycle Time
Maximum 
Cycle Time
Cycle Time 
Variation
Work Step 1 same same same same same same
Work Step 2 same up same same down same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same down same same
Work Step 1 same same same same same same
Work Step 2 same down same same up same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same up same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same up same same down up up
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same down up up
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same down same same up down down
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same up down down
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same up same same down same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same down same same
Global OutcomesLocal Factors
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input input variation
number of 
servers service time
service time 
variation fallout Throughput
Mean Cycle 
Time
Minimum 
Cycle Time
Maximum 
Cycle Time
Cycle Time 
Variation
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same down same same up same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same same up same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same up same same down same same
Work Step 7 same same same same same same
Global Outcome same same down same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same down same same up same same
Work Step 7 same same same same same same
Global Outcome same same up same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same up same same down up up
Global Outcome same same down up up
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same down same same up down down
Global Outcome same same up down down
Global OutcomesLocal Factors
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input input variation
number of 
servers service time
service time 
variation fallout Throughput
Mean Cycle 
Time
Minimum 
Cycle Time
Maximum 
Cycle Time
Cycle Time 
Variation
Work Step 1 same up down same same same same
Work Step 2 down same down same down down
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same down same down down
Work Step 1 same down up same same same same
Work Step 2 up same up same up up
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same up same up up
Work Step 1 same same same same same same
Work Step 2 same up down same same same same
Work Step 3 down down same same same same
Work Step 4 down same down same down down
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same down same down down
Work Step 1 same same same same same same
Work Step 2 same down up same same same same
Work Step 3 up up same same same same
Work Step 4 up same up same up up
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same up same up up
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same up down same same same same
Work Step 4 down same down same down down
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same down same down down
Global OutcomesLocal Factors
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input input variation
number of 
servers service time
service time 
variation fallout Throughput
Mean Cycle 
Time
Minimum 
Cycle Time
Maximum 
Cycle Time
Cycle Time 
Variation
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same down up same same same same
Work Step 4 up same up same up up
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same same same same same same
Global Outcome same up same up up
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same up down same same same same
Work Step 5 down down same same same same
Work Step 6 down same down same down down
Work Step 7 same same same same same same
Global Outcome same down same down down
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same down up same same same same
Work Step 5 up up same same same same
Work Step 6 up same up same up up
Work Step 7 same same same same same same
Global Outcome same up same up up
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same up down same same same same
Work Step 7 down down same same same same
Global Outcome down same same same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same down up same same same same
Work Step 7 up up same same same same
Global Outcome up same same same same
Global OutcomesLocal Factors
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input input variation
number of 
servers service time
service time 
variation fallout Throughput
Mean Cycle 
Time
Minimum 
Cycle Time
Maximum 
Cycle Time
Cycle Time 
Variation
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same up down same same same same
Global Outcome down same same same same
Work Step 1 same same same same same same
Work Step 2 same same same same same same
Work Step 3 same same same same same same
Work Step 4 same same same same same same
Work Step 5 same same same same same same
Work Step 6 same same same same same same
Work Step 7 same down up same same same same
Global Outcome up same same same same
Global OutcomesLocal Factors
191
 
 192
APPENDIX E:  MULTI-NODE SIMULATION RESULTS 
BASELINE
Up Mean 
Input
Down 
Mean 
Input
Up Input 
Variation
Down 
Input 
Variation
20 24 16 20 20
4 4 4 6 2
Work Step 1 520 520 520 520 520
Work Step 2 340 340 340 340 340
Work Step 3 260 260 260 260 260
Work Step 4 150 150 150 150 150
Work Step 5 260 260 260 260 260
Work Step 6 175 175 175 175 175
Work Step 7 230 230 230 230 230
Work Step 1 18 18 18 18 18
Work Step 2 27 27 27 27 27
Work Step 3 8 8 8 8 8
Work Step 4 20 20 20 20 20
Work Step 5 10 10 10 10 10
Work Step 6 38 38 38 38 38
Work Step 7 8 8 8 8 8
Work Step 1 5 5 5 5 5
Work Step 2 6 6 6 6 6
Work Step 3 3 3 3 3 3
Work Step 4 5 5 5 5 5
Work Step 5 4 4 4 4 4
Work Step 6 9 9 9 9 9
Work Step 7 3 3 3 3 3
Work Step 1 0.15 0.15 0.15 0.15 0.15
Work Step 2 0.15 0.15 0.15 0.15 0.15
Work Step 3 0.15 0.15 0.15 0.15 0.15
Work Step 4 0.15 0.15 0.15 0.15 0.15
Work Step 5 0.15 0.15 0.15 0.15 0.15
Work Step 6 0.15 0.15 0.15 0.15 0.15
Work Step 7 0.15 0.15 0.15 0.15 0.15
Work Step 1 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 2 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 3 0.66% 0.71% 0.67% 0.24% 0.39%
Work Step 4 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 5 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 6 99.98% 99.98% 99.96% 99.98% 99.98%
Work Step 7 0.00% 0.00% 0.00% 0.00% 0.00%
Service Time 
Number of 
Servers 
Input Variation
Input Mean
Fallout        
Service Time 
Bottlenecking   
Scenario
Local Factors
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BASELINE
Up Mean 
Input
Down 
Mean 
Input
Up Input 
Variation
Down 
Input 
Variation
3,585 3,645 3,569 3,600 3,631
344 382 285 353 331
95 99 93 95 98
662 748 535 661 653
149 171 110 151 145
10 5 5 5 5
0.010 0.010 0.010 0.010 0.010
13 13 13 13
2.650 2.650 2.650 2.650
variance (s2) 3569 1582 291 4078 2620
((n1-1)*s1
2) + ((n2-1)*s2
2) 38455 33290 48439 42605
((n1*n2)*(n1+n2-2))/(n1+n2) 43 43 43 43
t-value (p222) -1.999 0.583 -0.428 -1.445
significant? no no no no
Relationship 0 0
variance (s2) 318 435 41 118 210
((n1-1)*s1
2) + ((n2-1)*s2
2) 4604 3027 3334 3702
((n1*n2)*(n1+n2-2))/(n1+n2) 43 43 43 43
t-value (p222) -3.711 7.053 -1.063 1.346
significant? Yes Yes no no
Relationship D 0
variance (s2) 57 44 12 19 30
((n1-1)*s1
2) + ((n2-1)*s2
2) 684 558 587 631
((n1*n2)*(n1+n2-2))/(n1+n2) 43 43 43 43
t-value (p222) -0.994 0.557 -0.014 -0.734
significant? no no no no
Relationship 0 0
variance (s2) 191 32 49 113
((n1-1)*s1
2) + ((n2-1)*s2
2) 1847 1918 2172 1776
((n1*n2)*(n1+n2-2))/(n1+n2) 43 43 43 43
t-value (p222) -13.164 19.163 0.205 1.453
significant? Yes Yes no no
Relationship D 0
variance (s2) 66 31 5 18 10
((n1-1)*s1
2) + ((n2-1)*s2
2) 717 614 666 634
((n1*n2)*(n1+n2-2))/(n1+n2) 43 43 43 43
t-value (p222) -5.501 10.155 -0.641 1.003
significant? Yes Yes no no
Relationship D 0
Minumum Cycle 
Time
Maximum Cycle 
Time
Cycle Time 
Variation
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Mean Cycle Time
Throughput
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
Scenario
14
 
  
194
4
8
8
6
3
5
4
9
3
 
Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
20 20 20 20 20 20 20 20
4 4 4 4 4 4 4
Work Step 1 575 480 520 520 520 520 520 520
Work Step 2 340 340 340 340 340 340 340 340
Work Step 3 260 260 260 260 260 260 260 260
Work Step 4 150 150 150 150 150 150 150 150
Work Step 5 260 260 260 260 260 260 260 260
Work Step 6 175 175 175 175 175 175 175 175
Work Step 7 230 230 230 230 230 230 230 230
Work Step 1 18 18 20 16 18 18 18 18
Work Step 2 27 27 27 27 27 27 27 27
Work Step 3 8 8 8 8 8 8 8
Work Step 4 20 20 20 20 20 20 20 20
Work Step 5 10 10 10 10 10 10 10 10
Work Step 6 38 38 38 38 38 38 38 38
Work Step 7 8 8 8 8 8 8 8
Work Step 1 5 5 5 5 6 4 5 5
Work Step 2 6 6 6 6 6 6 6
Work Step 3 3 3 3 3 3 3 3
Work Step 4 5 5 5 5 5 5 5
Work Step 5 4 4 4 4 4 4 4
Work Step 6 9 9 9 9 9 9 9
Work Step 7 3 3 3 3 3 3 3
Work Step 1 0.15 0.15 0.15 0.15 0.15 0.15 0.25 0.05
Work Step 2 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 3 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 4 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 5 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 6 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 7 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 1 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 2 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 3 1.28% 0.38% 0.33% 0.44% 0.29% 0.67% 0.21% 0.76%
Work Step 4 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 5 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 6 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 7 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Service Time 
Number of 
Servers 
Input Variation
Input Mean
Fallout        
Service Time 
Bottlenecking    
Scenario
Local Factors
before first b/n (node 1)
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BASELINE Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
3,585 3,531 3,579 3,609 3,617 3,519 3,593 3,684 3,570
344 344 350 347 356 348 335 309 381
95 92 98 96 94 97 90 97 91
662 685 663 661 653 681 662 578 725
149 157 149 146 151 148 139 124 168
10 3 3 3 3 3 3 5
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
11 11 11 11 11 11 13 12
2.718 2.718 2.718 2.718 2.718 2.718 2.650 2.681
variance (s2) 3569 28577 3873 17 274 2834 2269 9641 6502
((n1-1)*s1
2) + ((n2-1)*s2
2) 89279 39871 32158 32674 37792 36663 70689 51631
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 34
t-value (p222) 0.913 0.152 -0.662 -0.879 1.710 -0.203 -2.446 0.397
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 318 596 743 366 311 138 379 217 237
((n1-1)*s1
2) + ((n2-1)*s2
2) 4056 4348 3594 3485 3138 3620 3729 3575
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 34
t-value (p222) 0.009 -0.466 -0.247 -1.031 -0.339 0.748 3.731 -3.681
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
variance (s2) 57 15 4 33 10 22 1 30 29
((n1-1)*s1
2) + ((n2-1)*s2
2) 539 518 576 530 554 512 630 596
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 34
t-value (p222) 0.742 -0.553 -0.175 0.292 -0.393 1.150 -0.459 0.989
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 191 423 120 49 103 57 11 26 319
((n1-1)*s1
2) + ((n2-1)*s2
2) 2567 1961 1819 1927 1834 1743 1824 2678
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 34
t-value (p222) -2.244 -0.046 0.150 1.054 -2.214 0.042 13.019 -7.067
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
variance (s2) 66 315 37 48 106 13 26 19 48
((n1-1)*s1
2) + ((n2-1)*s2
2) 1224 668 690 806 621 646 669 739
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 34
t-value (p222) -1.209 -0.133 0.560 -0.440 0.033 2.003 6.320 -4.233
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
Minumum Cycle 
Time
Maximum Cycle 
Time
Cycle Time 
Variation
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Mean Cycle Time
Throughput
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
Scenario
before first b/n (node 1)
4
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Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
20 20 20 20 20 20 20 20
4 4 4 4 4 4 4
Work Step 1 520 520 520 520 520 520 520 520
Work Step 2 380 300 340 340 340 340 340 340
Work Step 3 260 260 260 260 260 260 260 260
Work Step 4 150 150 150 150 150 150 150 150
Work Step 5 260 260 260 260 260 260 260 260
Work Step 6 175 175 175 175 175 175 175 175
Work Step 7 230 230 230 230 230 230 230 230
Work Step 1 18 18 18 18 18 18 18 18
Work Step 2 27 27 32 23 27 27 27 27
Work Step 3 8 8 8 8 8 8 8
Work Step 4 20 20 20 20 20 20 20 20
Work Step 5 10 10 10 10 10 10 10 10
Work Step 6 38 38 38 38 38 38 38 38
Work Step 7 8 8 8 8 8 8 8
Work Step 1 5 5 5 5 5 5 5
Work Step 2 6 6 6 6 8 4 6 6
Work Step 3 3 3 3 3 3 3 3
Work Step 4 5 5 5 5 5 5 5
Work Step 5 4 4 4 4 4 4 4
Work Step 6 9 9 9 9 9 9 9
Work Step 7 3 3 3 3 3 3 3
Work Step 1 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 2 0.15 0.15 0.15 0.15 0.15 0.15 0.25 0.05
Work Step 3 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 4 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 5 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 6 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 7 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 1 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 2 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 3 2.16% 0.00% 0.30% 0.88% 1.62% 0.17% 0.00% 1.03%
Work Step 4 99.98% 99.98% 99.76% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 5 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 6 99.98% 99.98% 99.98% 99.98% 99.94% 99.98% 99.98% 99.98%
Work Step 7 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Service Time 
Number of 
Servers 
Input Variation
Input Mean
Fallout        
Service Time 
Bottlenecking   
Scenario
Local Factors
at first b/n (node 2)
4
8
8
5
3
5
4
9
3
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BASELINE Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
3,585 3,656 3,556 3,584 3,637 3,603 3,578 3,598 3,582
344 338 348 365 357 333 351 320 383
95 96 98 98 81 85 94 100 96
662 658 667 665 652 664 667 590 719
149 144 148 150 151 150 151 128 170
10 3 3 3 3 3 3 9 9
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
11 11 11 11 11 11 17 17
2.718 2.718 2.718 2.718 2.718 2.718 2.567 2.567
variance (s2) 3569 842 105 1065 3884 4312 436 2784 3859
((n1-1)*s1
2) + ((n2-1)*s2
2) 33809 32335 34255 39892 40748 32996 54398 62997
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 81 81
t-value (p222) -1.928 0.826 0.029 -1.292 -0.448 0.198 -0.502 0.113
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 318 163 184 381 314 384 281 273 150
((n1-1)*s1
2) + ((n2-1)*s2
2) 3189 3232 3625 3490 3631 3426 5049 4066
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 81 81
t-value (p222) 0.526 -0.398 -1.754 -1.132 0.873 -0.627 2.981 -5.469
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
variance (s2) 57 1 7 69 171 193 36 78 65
((n1-1)*s1
2) + ((n2-1)*s2
2) 511 524 647 851 895 582 1131 1033
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 81 81
t-value (p222) -0.130 -0.697 -0.561 2.475 1.726 0.226 -1.179 -0.287
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 191 79 6 115 139 48 282 50 157
((n1-1)*s1
2) + ((n2-1)*s2
2) 1878 1733 1950 1998 1816 2284 2119 2977
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 81 81
t-value (p222) 0.515 -0.573 -0.264 1.138 -0.136 -0.525 14.087 -9.340
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
variance (s2) 66 32 36 3 74 92 108 19 58
((n1-1)*s1
2) + ((n2-1)*s2
2) 658 666 600 742 778 811 750 1058
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 81 81
t-value (p222) 0.873 0.086 -0.316 -0.354 -0.178 -0.341 6.654 -5.833
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
Minumum Cycle 
Time
Maximum Cycle 
Time
Cycle Time 
Variation
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Mean Cycle Time
Throughput
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
Scenario
at first b/n (node 2)
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Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
20 20 20 20 20 20 20 20
4 4 4 4 4 4 4 4
Work Step 1 520 520 520 520 520 520 520 520
Work Step 2 340 340 340 340 340 340 340 340
Work Step 3 300 220 260 260 260 260 260 260
Work Step 4 150 150 150 150 150 150 150 150
Work Step 5 260 260 260 260 260 260 260 260
Work Step 6 175 175 175 175 175 175 175 175
Work Step 7 230 230 230 230 230 230 230 230
Work Step 1 18 18 18 18 18 18 18 18
Work Step 2 27 27 27 27 27 27 27 27
Work Step 3 8 8 10 6 8 8 8 8
Work Step 4 20 20 20 20 20 20 20 20
Work Step 5 10 10 10 10 10 10 10 10
Work Step 6 38 38 38 38 38 38 38 38
Work Step 7 8 8 8 8 8 8 8 8
Work Step 1 5 5 5 5 5 5 5 5
Work Step 2 6 6 6 6 6 6 6 6
Work Step 3 3 3 3 3 4 2 3 3
Work Step 4 5 5 5 5 5 5 5 5
Work Step 5 4 4 4 4 4 4 4 4
Work Step 6 9 9 9 9 9 9 9 9
Work Step 7 3 3 3 3 3 3 3 3
Work Step 1 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 2 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 3 0.15 0.15 0.15 0.15 0.15 0.15 0.25 0.05
Work Step 4 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 5 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 6 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 7 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 1 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 2 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 3 0.00% 1.70% 4.51% 0.31% 1.07% 0.20% 0.62% 1.00%
Work Step 4 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.28% 99.98%
Work Step 5 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 6 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.96%
Work Step 7 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Service Time 
Number of 
Servers 
Input Variation
Input Mean
Fallout        
Service Time 
Bottlenecking   
Scenario
Local Factors
between b/ns (node 3)
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BASELINE Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
3,585 3,613 3,615 3,623 3,636 3,607 3,554 3,577 3,649
344 338 354 330 343 325 343 347 363
95 88 99 101 92 91 97 96 9
662 665 666 653 662 663 665 597 711
149 145 149 144 153 145 149 127 166
10 3 3 3 3 3 3 3 3
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
11 11 11 11 11 11 11 11
2.718 2.718 2.718 2.718 2.718 2.718 2.718 2.718
variance (s2) 3569 2109 5397 224 2483 17879 16397 2999 2483
((n1-1)*s1
2) + ((n2-1)*s2
2) 36343 42918 32572 37091 67883 64920 38123 37090
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 25 25
t-value (p222) -0.739 -0.712 -1.046 -1.322 -0.409 0.616 0.208 -1.668
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 318 118 110 160 248 13 191 1 334
((n1-1)*s1
2) + ((n2-1)*s2
2) 3100 3084 3184 3358 2888 3246 2865 3531
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 25 25
t-value (p222) 0.551 -0.887 1.272 0.108 1.801 0.084 -0.285 -1.650
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 57 36 1 18 52 10 152 13 7
((n1-1)*s1
2) + ((n2-1)*s2
2) 582 512 546 614 529 814 536 523
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 25 25
t-value (p222) 1.462 -0.742 -1.294 0.610 0.968 -0.294 -0.145 0.643
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 191 64 104 8 121 481 242 103 42
((n1-1)*s1
2) + ((n2-1)*s2
2) 1849 1929 1736 1963 2682 2204 1927 1805
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 25 25
t-value (p222) -0.340 -0.428 1.151 0.078 -0.039 -0.284 7.530 -5.770
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
variance (s2) 66 95 83 39 14 10 54 1 61
((n1-1)*s1
2) + ((n2-1)*s2
2) 784 761 672 622 613 702 596 717
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 25 25
t-value (p222) 0.732 0.004 0.870 -0.838 0.674 -0.102 4.482 -3.224
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
Minumum Cycle 
Time
Maximum Cycle 
Time
Cycle Time 
Variation
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Mean Cycle Time
Throughput
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
Scenario
between b/ns (node 3)
2
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Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
20 20 20 20 20 20 20 20
4 4 4 4 4 4 4 4
Work Step 1 520 520 520 520 520 520 520 520
Work Step 2 340 340 340 340 340 340 340 340
Work Step 3 260 260 260 260 260 260 260 260
Work Step 4 170 135 150 150 150 150 150 150
Work Step 5 260 260 260 260 260 260 260 260
Work Step 6 175 175 175 175 175 175 175 175
Work Step 7 230 230 230 230 230 230 230 230
Work Step 1 18 18 18 18 18 18 18 18
Work Step 2 27 27 27 27 27 27 27 27
Work Step 3 8 8 8 8 8 8 8 8
Work Step 4 20 20 22 18 20 20 20 20
Work Step 5 10 10 10 10 10 10 10 10
Work Step 6 38 38 38 38 38 38 38 38
Work Step 7 8 8 8 8 8 8 8 8
Work Step 1 5 5 5 5 5 5 5 5
Work Step 2 6 6 6 6 6 6 6 6
Work Step 3 3 3 3 3 3 3 3 3
Work Step 4 5 5 5 5 7 3 5 5
Work Step 5 4 4 4 4 4 4 4 4
Work Step 6 9 9 9 9 9 9 9 9
Work Step 7 3 3 3 3 3 3 3 3
Work Step 1 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 2 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 3 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 4 0.15 0.15 0.15 0.15 0.15 0.15 0.20 0.05
Work Step 5 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 6 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 7 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 1 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 2 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 3 1.13% 1.58% 0.05% 0.22% 0.67% 0.83% 0.93% 0.29%
Work Step 4 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 5 0.15% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 6 99.98% 98.12% 99.98% 99.98% 99.75% 99.98% 99.98% 99.98%
Work Step 7 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Service Time 
Number of 
Servers 
Input Variation
Input Mean
Fallout        
Service Time 
Bottlenecking   
Scenario
at middle b/n (node 4)
Local Factors
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BASELINE Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
3,585 3,561 3,536 3,552 3,647 3,580 3,618 3,623 3,600
344 369 332 363 341 345 343 316 375
95 89 99 101 88 91 93 94 9
662 673 671 675 649 667 664 630 713
149 157 150 153 148 149 146 137 168
10 3 3 3 3 3 3 5 3
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
11 11 11 11 11 11 13 11
2.718 2.718 2.718 2.718 2.718 2.718 2.650 2.718
variance (s2) 3569 410 2697 2091 1233 7596 1890 590 3403
((n1-1)*s1
2) + ((n2-1)*s2
2) 32946 37519 36306 34590 47318 35904 34486 38932
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 25
t-value (p222) 0.674 1.292 0.875 -1.662 0.123 -0.867 -1.321 -0.376
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 318 160 136 683 222 376 258 290 185
((n1-1)*s1
2) + ((n2-1)*s2
2) 3183 3135 4230 3306 3615 3380 4023 3234
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 25
t-value (p222) -2.255 1.056 -1.446 0.232 -0.111 0.056 2.864 -2.773
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
variance (s2) 57 14 8 3 2 22 8 16 75
((n1-1)*s1
2) + ((n2-1)*s2
2) 537 525 516 514 553 525 572 660
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 25
t-value (p222) 1.305 -0.770 -1.294 1.668 0.982 0.586 0.427 -0.245
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 191 19 82 160 15 84 7 56 17
((n1-1)*s1
2) + ((n2-1)*s2
2) 1759 1885 2041 1751 1888 1734 1943 1754
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 25
t-value (p222) -1.259 -1.023 -1.364 1.628 -0.587 -0.250 4.890 -6.133
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
variance (s2) 66 32 4 49 15 131 45 4 60
((n1-1)*s1
2) + ((n2-1)*s2
2) 659 602 692 623 857 684 611 715
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 43 25
t-value (p222) -1.665 -0.263 -0.890 0.196 -0.045 0.521 2.981 -3.715
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
Minumum Cycle 
Time
Maximum Cycle 
Time
Cycle Time 
Variation
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Mean Cycle Time
Throughput
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
Scenario
at middle b/n (node 4)
7
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Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
20 20 20 20 20 20 20 20
4 4 4 4 4 4 4 4
Work Step 1 520 520 520 520 520 520 520 520
Work Step 2 340 340 340 340 340 340 340 340
Work Step 3 260 260 260 260 260 260 260 260
Work Step 4 170 135 150 150 150 150 150 150
Work Step 5 260 260 260 260 260 260 260 260
Work Step 6 200 150 175 175 175 175 175 175
Work Step 7 230 230 230 230 230 230 230 230
Work Step 1 18 18 18 18 18 18 18 18
Work Step 2 27 27 27 27 27 27 27 27
Work Step 3 8 8 8 8 8 8 8 8
Work Step 4 20 20 22 18 20 20 20 20
Work Step 5 10 10 10 10 10 10 10 10
Work Step 6 38 38 45 34 38 38 38 38
Work Step 7 8 8 8 8 8 8 8 8
Work Step 1 5 5 5 5 5 5 5 5
Work Step 2 6 6 6 6 6 6 6 6
Work Step 3 3 3 3 3 3 3 3 3
Work Step 4 5 5 5 5 7 3 5 5
Work Step 5 4 4 4 4 4 4 4 4
Work Step 6 9 9 9 9 12 6 9 9
Work Step 7 3 3 3 3 3 3 3 3
Work Step 1 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 2 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 3 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 4 0.15 0.15 0.15 0.15 0.15 0.15 0.20 0.05
Work Step 5 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 6 0.15 0.15 0.15 0.15 0.15 0.15 0.25 0.05
Work Step 7 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 1 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 2 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 3 1.12% 0.90% 0.53% 0.59% 0.20% 0.50% 0.31% 0.13%
Work Step 4 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 5 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 6 97.31% 99.98% 99.98% 99.45% 99.98% 99.94% 99.98% 99.98%
Work Step 7 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Service Time 
Number of 
Servers 
Input Variation
Input Mean
Fallout        
Service Time 
Bottlenecking   
at last b/n (node 6)
Scenario
Local Factors
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BASELINE Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
3,585 4,087 3,153 3,001 4,066 3,621 3,582 3,129 4,043
344 312 381 387 314 347 349 363 359
95 92 85 105 88 89 99 87 9
662 585 736 748 592 654 665 672 663
149 130 166 175 129 151 146 150 157
10 3 3 3 4 3 3 3 3
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
11 11 11 12 11 11 11 11
2.718 2.718 2.718 2.681 2.718 2.718 2.718 2.718
variance (s2) 3569 1522 5884 5506 8361 9912 8638 6425 4849
((n1-1)*s1
2) + ((n2-1)*s2
2) 35169 43893 43137 57208 51949 49401 44976 41822
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 34 25 25 25 25
t-value (p222) -13.470 10.402 14.167 -11.771 -0.793 0.086 10.832 -11.287
significant? Yes Yes Yes Yes no no Yes Ye
Relationship D I 0 I
variance (s2) 318 11 614 990 356 503 61 249 20
((n1-1)*s1
2) + ((n2-1)*s2
2) 2884 4091 4844 3930 3869 2984 3360 2902
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 34 25 25 25 25
t-value (p222) 2.946 -2.898 -3.146 2.748 -0.257 -0.451 -1.703 -1.425
significant? Yes Yes Yes Yes no no no no
Relationship I D 0 0
variance (s2) 57 3 31 27 8 89 9 101 7
((n1-1)*s1
2) + ((n2-1)*s2
2) 515 572 563 534 687 528 712 523
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 34 25 25 25 25
t-value (p222) 0.814 2.195 -2.070 1.805 1.282 -0.822 1.479 -0.643
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 191 25 150 12 104 72 53 244 89
((n1-1)*s1
2) + ((n2-1)*s2
2) 1770 2021 1744 2031 1865 1826 2208 1898
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 34 25 25 25 25
t-value (p222) 9.292 -8.273 -10.294 9.115 0.964 -0.293 -1.008 -0.046
significant? Yes Yes Yes Yes no no no no
Relationship I D 0 0
variance (s2) 66 2 21 31 9 181 14 60 1
((n1-1)*s1
2) + ((n2-1)*s2
2) 598 637 655 621 957 622 713 596
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 34 25 25 25 25
t-value (p222) 3.832 -3.523 -5.219 4.558 -0.377 0.521 -0.192 -1.811
significant? Yes Yes Yes Yes no no no no
Relationship I D 0 0
Minumum Cycle 
Time
Maximum Cycle 
Time
Cycle Time 
Variation
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Mean Cycle Time
Throughput
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
at last b/n (node 6)
Scenario
8
s
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Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
20 20 20 20 20 20 20 20
4 4 4 4 4 4 4 4
Work Step 1 520 520 520 520 520 520 520 520
Work Step 2 340 340 340 340 340 340 340 340
Work Step 3 260 260 260 260 260 260 260 260
Work Step 4 150 150 150 150 150 150 150 150
Work Step 5 260 260 260 260 260 260 260 260
Work Step 6 175 175 175 175 175 175 175 175
Work Step 7 260 200 230 230 230 230 230 230
Work Step 1 18 18 18 18 18 18 18 18
Work Step 2 27 27 27 27 27 27 27 27
Work Step 3 8 8 8 8 8 8 8 8
Work Step 4 20 20 20 20 20 20 20 20
Work Step 5 10 10 10 10 10 10 10 10
Work Step 6 38 38 38 38 38 38 38 38
Work Step 7 8 8 11 5 8 8 8 8
Work Step 1 5 5 5 5 5 5 5 5
Work Step 2 6 6 6 6 6 6 6 6
Work Step 3 3 3 3 3 3 3 3 3
Work Step 4 5 5 5 5 5 5 5 5
Work Step 5 4 4 4 4 4 4 4 4
Work Step 6 9 9 9 9 9 9 9 9
Work Step 7 3 3 3 3 5 1 3 3
Work Step 1 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 2 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 3 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 4 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 5 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 6 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Work Step 7 0.15 0.15 0.15 0.15 0.15 0.15 0.25 0.05
Work Step 1 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 2 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 3 0.48% 1.04% 1.73% 1.79% 0.45% 0.26% 0.16% 1.12%
Work Step 4 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 5 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Work Step 6 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98% 99.98%
Work Step 7 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Service Time 
Number of 
Servers 
Input Variation
Input Mean
Fallout        
Service Time 
Bottlenecking   
after last b/n (node 7)
Scenario
Local Factors
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BASELINE Up Cap Down Cap
Up Mean 
ST
Down 
Mean ST
Up ST var
Down ST 
var
Up fallout
Down 
fallout
3,585 3,560 3,582 3,615 3,627 3,563 3,571 3,118 4,032
344 343 339 349 331 348 343 341 345
95 95 101 97 87 97 94 91 9
662 668 667 662 662 665 668 669 660
149 148 155 151 145 150 150 152 147
10 3 3 3 3 3 3 3 3
0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.010
11 11 11 11 11 11 11 11
2.718 2.718 2.718 2.718 2.718 2.718 2.718 2.718
variance (s2) 3569 101 525 11915 7067 313 3665 837 2975
((n1-1)*s1
2) + ((n2-1)*s2
2) 32326 33175 55955 46259 32751 39454 33799 38075
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 25 25
t-value (p222) 0.723 0.101 -0.625 -0.967 0.612 0.365 12.814 -11.540
significant? no no no no no no Yes Yes
Relationship 0 0 0 I
variance (s2) 318 665 201 527 1537 403 312 401 718
((n1-1)*s1
2) + ((n2-1)*s2
2) 4193 3264 3917 5938 3669 3486 3665 4298
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 25 25
t-value (p222) 0.068 0.461 -0.411 0.857 -0.372 0.093 0.264 -0.101
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 57 46 27 30 51 3 3 190 13
((n1-1)*s1
2) + ((n2-1)*s2
2) 602 563 570 611 515 516 890 535
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 25 25
t-value (p222) 0.051 -1.204 -0.334 1.681 -0.370 0.351 0.774 -0.145
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 191 2 20 587 241 54 260 194 125
((n1-1)*s1
2) + ((n2-1)*s2
2) 1725 1760 2895 2202 1829 2240 2108 1970
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 25 25
t-value (p222) -0.625 -0.558 0.072 -0.007 -0.273 -0.575 -0.711 0.219
significant? no no no no no no no no
Relationship 0 0 0 0
variance (s2) 66 121 39 25 153 26 56 13 94
((n1-1)*s1
2) + ((n2-1)*s2
2) 836 672 644 899 647 707 619 782
((n1*n2)*(n1+n2-2))/(n1+n2) 25 25 25 25 25 25 25 25
t-value (p222) 0.078 -1.207 -0.437 0.531 -0.328 -0.174 -0.661 0.298
significant? no no no no no no no no
Relationship 0 0 0 0
Minumum Cycle 
Time
Maximum Cycle 
Time
Cycle Time 
Variation
sample size (n)
level of significance
degrees of freedom (n1+n2-2)
t (p491)
Mean Cycle Time
Throughput
Maximum Cycle Time
Cycle Time Variation
Global Outcomes
Throughput
Mean Cycle Time
Minumum Cycle Time
after last b/n (node 7)
Scenario
6
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