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Abstract
In this lecture notes we explain and discuss some ideas concerning noncommutative ge-
ometry in general, as well as noncommutative field theories and string field theories. We
consider noncommutative quantum field theories emphasizing an issue of their renormaliz-
ability and the UV/IR mixing. Sen’s conjectures on open string tachyon condensation and
their application to the D-brane physics have led to wide investigations of the covariant
string field theory proposed by Witten about 15 years ago. We review main ingredients of
cubic (super)string field theories using various formulations: functional, operator, conformal
and the half string formalisms. The main technical tools that are used to study conjectured
D-brane decay into closed string vacuum through the tachyon condensation are presented.
We describe also methods which are used to study the cubic open string field theory around
the tachyon vacuum: construction of the sliver state, “comma” and matrix representations
of vertices.
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1 Introduction.
It is well known that the gauge invariance principle is a basic principle in construction of
modern field theories. Both general relativity and Yang-Mills theory use the gauge invari-
ance. Another example of gauge invariant theory is string field theory [1]. To formulate this
theory it is useful to employ notions of noncommutative differential geometry.
Noncommutative geometry has appeared in physics in the works of the founders of quan-
tum mechanics. Heisenberg and Dirac have argued that the phase space of quantum mechan-
ics must be noncommutative and it should be described by quantum algebra. After works
of von Neumann and more recently by Connes mathematical and physical investigations in
noncommutative geometry became very intensive.
Noncommutative geometry uses a generalization of the known duality between a space
and the algebra of functions on it [2, 3]. One can take A to be an abstract noncommutative
associative algebra A with a multiplication ⋆ and interpret A as an ”algebra of functions”
on a (nonexisting) noncommutative space. One can introduce many geometrical notions in
this setting. A basic set consists of an external derivative Q (or an algebra G of derivatives)
and an integral, which satisfy ordinary axioms. In Section 2 we will present several examples
of noncommutative spaces.
Let us sketch motivations/applications of models of noncommutative differential geome-
try (NCDG) in physics:
• Noncommutative space-time;
• Large N reduced models (quenched Yang-Mills theory);
• D-brane physics, (M)atrix theory;
• Description of the behavior of models in external fields;
• Noncommutative Solitons and Instantons;
• Smoothing of singularities;
• String Field Theory (SFT).
Noncommutative Space-Time
◮ Uncertainty principle in gravity
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There is an absolute limitation on length measurements in quantum gravity
ℓ > ℓP l. (1.1)
The reason is the following. If we want to locate a particle we need to have energy greater
than the Planck mass mP l = (~cG
−1)
1
2 (G is Newton’s constant). The corresponding grav-
itational field will have a horizon at r = 2GmP lc
−2 = 2ℓP l, shielding whatever happens
inside the Schwarzschild radius and therefore the smallest “quanta” of space and time ex-
ists. It is tempting to relate the uncertainty δx in the length measurement (1.1) to the
noncommutativity of coordinates
[xµ, xν ] = i~θµν . (1.2)
The idea of quantization of space-time using noncommutative coordinates xµ is an old one
[4]-[10]. Snyder [5, 6] has proposed to use the noncommutative space to improve the UV
behavior in quantum field theory. An extension of the Snyder’s idea was considered in [11, 12]
where the field theory with the momentum in the de Sitter space was considered. A proposal
for a general (pseudo)Riemannian geometry in the momentum space was discussed in [13].
Deriving relation (1.1) from (1.2) by analogy with the derivation of the Heisenberg un-
certainty inequality one gets the problem because (1.1) has to hold even for one-dimensional
space. In [14] it was suggested that (1.1) indicates that at the Planck scale one should
use non-Archimedean geometry. For recent discussion of space-time noncommutativity see
[15]-[19]. The space-time stringy uncertainty has been discussed in [16, 20].
◮ UV divergences in QFT
One of earlier motivations to consider field theories on noncommutative space-time (non-
commutative field theories) was a hope that it would be possible to avoid quantum field the-
ory divergences [15, 16, 3, 22, 18, 23, 21]. Now a commonly accepted belief is that a theory
on a noncommutative space is renormalizable if (and only if) the corresponding commuta-
tive theory is renormalizable. Results on the one-loop renormalizability of noncommutative
gauge theory [24]-[26] as well as the two-loop renormalizability of the noncommutative scalar
φ44 theory [27] support this belief. However the renormalizability [28] does not guarantee that
the theory is well-defined. There is a mixing of the UV and the IR divergences [29, 27]. For
further developments see [30]-[78] and refs. therein.
Large N reduced models
It has been found that the large N limit in QCD can be described by a reduced quenched
model [79, 80]. This model is equivalent to a noncommutative gauge model. A special
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large N matrix model was proposed to describe strings [81, 82] (see [83] in the context of
noncommutative gauge models). It occurs that the master fields in the large N matrix
models are the subject of the noncommutative plane [84].
D-branes and M(atrix) theory
Connes, Douglas and Schwartz [85] (see also [88]) have shown that supersymmetric gauge
theory on a noncommutative torus is naturally related to a compactification of the M(atrix)
theory [86, 87]. M(atrix) theory is a maximally supersymmetric quantum mechanics with
the action:
S =
∫
dt Tr
9∑
i=1
(DtX)
2 −
∑
i<j
[X i, Xj]2 + χ†(Dt + ΓiX i)χ. (1.3)
Here Dt = ∂/∂t + iA0, and variation over A0 yields a Gauss law. This action is also known
as a regularized form of the supermembrane action [89]. Equations of motion for the action
(1.3) admit the following static solutions
[Xµ, Xν ] = i~θµν (1.4)
that are nothing but commutation relations (1.2) defining noncommutative space-time.
About spectral properties of the corresponding Hamiltonian see [90] and [91] and references
therein.
Compactification on torus [92]
U−1i X
jUi = X
j + δji 2πRi.
leads to the relations
UiUj = e
iθijUjUi,
which define the algebra of functions on a noncommutative torus with the noncommutativity
parameter θ. For reviews and further developments see [93]-[123].
One of the natural questions is whether noncommutative gauge theory can be used to
describe more general compactifications in string theory. In order to have progress in this
direction one has to develop the theory of noncommutative quantum gauge fields not only on
the torus, but also on more general manifolds [105]-[108]. A framework for a noncommutative
gauge theory on Poisson manifolds by using recently developed deformation quantization
[109, 110] has been discussed in [21].
Models in external fields
◮ Dipole in a magnetic field
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It is well known that the position operators in quantum mechanics in the presence of a
magnetic field does not commute. A model consisting of a pair of opposite charges moving
in a strong magnetic field can be described as a particle moving on the noncommutative
2-plane [112].
◮ Quantum Hall effect
The model describing electrons in a magnetic field projected to the lowest Landau level can
be naturally treated as a noncommutative field theory. Thus noncommutative field theory
is relevant to the theory of the quantum Hall effect [112, 113]. It has been proposed that a
good description of the fractional quantum Hall effect can be obtained using noncommutative
Chern-Simons theory [114, 115].
◮ Strings in a magnetic field
Noncommutative geometry appears in string theory with a nonzero B-field [116] (for
earlier considerations see [117]-[120])
S =
1
4πα′
∫
Σ
d2z
(
gij∂ax
i∂axj − 2πiα′Bijǫab∂axi∂bxj
)
. (1.5)
Seiberg and Witten have found a limit in which the entire string dynamics is described
by a supersymmetric gauge theory on a noncommutative space and shown an equivalence
between ordinary gauge fields and noncommutative gauge fields. See [124]-[127] for further
developments of these ideas.
Noncommutative Solitons and Instantons
In commutative scalar field theories there is Derrick’s theorem, which prohibits the ex-
istence of finite energy solitons in two and more spatial dimensions. The proof is based on
a simple scaling argument according to which no finite size minimum can exist, since upon
shrinking all length scales both kinetic and potential energies decrease. This argument does
not work in the presence of a length scale
√
θ. It has been shown in [128], that for sufficiently
large θ stable solitons exist in the noncommutative scalar field theory. For example, for a
cubic potential solitons are defined as solutions of the following equation
φ = φ ⋆ φ. (1.6)
While in a commutative theory this equation would admit only constant solutions, in a
noncommutative theory there are countable many solutions, see [129, 130] for more details.
As for noncommutative instantons it was found that the ADHM construction admits a
generalization to the noncommutative case [131]. Noncommutative instantons in the limit
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θ → 0 are pure U(1) gauge configurations with a singularity at the origin. For nonzero θ
instantons are nonsingular objects with a size of order
√
θ.
Smoothing of singularities
Solutions of a local field theory usually can be extended to the solutions of noncommuta-
tive theory. As a rule in such extensions any singularities disappear due to the position-space
uncertainty. In particular, the noncommutative rank 1 theory has non-singular instanton,
monopole and vortex solutions.
Solitons in noncommutative theories can be stable even when their commutative coun-
terparts are not, so noncommutativity provides a natural mechanism of stabilization for
objects of the size
√
θ. This behavior is naturally related to nonlocality. In other words,
noncommutativity inevitably leads to nonlocality.
String Field Theory
One of the main motivations to construct string field theory (SFT) — an off-shell for-
mulation of a string theory — was a hope to study non-perturbative phenomena in string
theory [1]. The Witten SFT action for open bosonic string is
S =
1
2
∫
Φ ⋆ QΦ +
1
3
∫
Φ ⋆ Φ ⋆ Φ. (1.7)
Open bosonic string has a tachyon that leads to a classical instability of the perturbative
vacuum. In the early works by Kostelecky and Samuel [138] it was proposed to use SFT
to describe condensation of the tachyon to a stable vacuum. By using the level truncation
scheme they have shown that the tachyon potential in open bosonic string has a nontrivial
minimum. Further [139], the level truncation method has been applied to study an effective
potential of auxiliary fields in the cubic superstring field theory (SSFT) [140, 141, 142]. It was
found that some of the low-lying auxiliary scalar fields acquire non-zero vacuum expectation
values that was considered as an indication of supersymmetry breaking in this vacuum.
Later on, Sen has proposed [143] to interpret the tachyon condensation as a decay of
unstable D-brane. In the framework of this interpretation the vacuum energy of the open
bosonic string in the Kostelecky and Samuel vacuum cancels the tension of the unstable
space-filling 25-brane. This cancellation has been checked with high accuracy [147, 148].
The cubic open string field theory around the tachyon vacuum, or the vacuum string field
theory (VSFT) was proposed in [157] and it is investigated now very intensively [158]-[181].
This VSFT has the same form as (1.7) but with a new differential operator, which after
restriction to the space of string fields can be written in the following form
Qnew = Q + {Φvac, · }.
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The triviality of the cohomology of the new BRST operator Qnew around the tachyon vac-
uum is expected [143]. This means that this theory should not contain physical open string
excitations. The evidence in favor of this conjecture was also found by demonstrating the
absence of kinetic term for the tachyon field in nonperturbative vacuum [255, 258]. VSFT
is conjectured to describe the appearance of closed strings after the open string tachyon
condensation. Moreover, it was suggested [157] that after some (maybe singular) field re-
definition Qnew can be written as a pure ghost operator Q. If this conjecture is true it is
instructive to search solutions of VSFT equation of motion
QΦ + Φ ⋆ Φ = 0 (1.8)
in the factorized form Φ = Φmatter ⊗ Φghost, thus obtaining a projector-like equation for
matter sector:
Φmatter = Φmatter ⋆ Φmatter . (1.9)
An equation similar to (1.9) has appeared in construction of solitonic solutions in noncom-
mutative field theories in the large coupling limit [128].
As an example of the projector-like solution, there is a state called sliver, |Ξ〉. This
projector was constructed in the oscillator formalism by Kostelecky and Potting [156]. In
fact a wedge state as a candidate to solve (1.9) was appeared first in the CFT framework
[150]. Then it was at first identified with the sliver numerically [158] and later on by direct
calculations [170]. The sliver state is special in a sense that it can be defined in an arbitrary
boundary CFT [150].
The projector-like form of eq. (1.9) gave a new impulse for the development of the half-
string formalism [1],[190]-[194], which drastically simplifies Witten’s ⋆-product. To construct
projections more systematically, it is useful to find a matrix representation of open string
fields. To see matrix representation in a more transparent way it is fruitful to use the so-called
“comma” form of the overlap vertex [191, 192],[165],[170]. The Bogoliubov transformation
that makes the sliver to be a new vacuum requires the 3-string vertex to take a comma form
[156]. The Bogoliubov transformation relating the sliver and initial Fock vacuum cannot be
defined as an operator in the Fock space [177]. This is not surprising since we deal with
infinite number of degrees of freedom. One can use the dressing transformation technique
[182] to give to the sliver a meaning of a state in the Hilbert space. Just due to the infinite
dimensional nature of the star product appear associativity anomaly [136, 137, 213] and
twist anomaly [176].
Several tools are used to study VSFT:
1. the functional approach, where string fields are discussed in terms of left-right modes
functionals, is developed in [161],[162],
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2. the operator approach, where explicit Fock-space operators for left-right parts of the
string are explored, is presented in [193].
Using these two descriptions the sliver states and their generalizations are studied in
[163, 168, 169, 171, 172]. In these lectures (Section 4) we will discuss the half-string formalism
with main focus on the operator description of the matter sector.
In [157] a simple linear form for Q = co +
∑
fn(cn + (−1)nc†n) was proposed. Under this
assumption the ghost part of the equation admits an analytical investigation [175, 176, 177,
178, 180, 181]. Since an analytic tachyon vacuum solution is unknown, it is impossible to
derive this form of VSFT action [157] from the initial Witten action (1.7). However, one
can check if the proposed VSFT action passes some tests to be acceptable. In particular,
in [173] a classical solutions of VSFT that reproduces the perturbative open string vacuum
is constructed (see [176, 181]). Several attempts of getting closed strings from VSFT have
been recently performed [179, 180].
This consideration concerns only bosonic cubic SFT. To study the same questions in the
superstring case it is worth to work with a formalism which deals with equations of motions in
the simple form (1.8) without any modifications. String fields in −1 picture [140], [141],[142]
(see also [199]) give us a suitable formalism. We will discuss this formalism in Section 6.
Let us mention that there are several covariant string field theories. We collect them in
the Table below.
Bosonic strings Superstrings
1. Witten’s Open Cubic SFT∗ 1. Modified Cubic SFT∗
a) 10D SUSY, GSO+ sector
b) no SUSY, GSO+ and GSO− sectors
2. Nonpolynomial Closed SFT 2. Nonpolynomial Super SFT
3. Background independent OSFT 3. Background independent OSSFT.
By ∗ we mark the theories which we are going to discuss in details in these lectures (see
also a review paper [152] and refs. therein about the others).
In this lecture notes we would like to explain and discuss some ideas concerning non-
commutative geometry in general, as well as noncommutative field theories and string field
theories. The material of the lectures is organized as follows. In Section 2, we explain basic
mathematical notions of noncommutative differential geometry (NCDG) and give the most
important examples of noncommutative spaces used in physical applications. In Section 3,
we consider noncommutative quantum field theories emphasizing an issue of their renormal-
izability. Also we pay a special attention to the problem of the UV/IR mixing. In Sections
10
4-8, we expose cubic (super)string field theories focusing on the recent developments in this
area.
One can read the text using the following logic scheme.
Section 2 
NC Geometry 
Section 3 
NC QFT
Section 4 
Cubic SFT as Matrices 
Section 5 
Cubic SFT on Conf. Lang. 
Section 6 
Cubic Super SFT
Section 7 
Sen’s conjecture
Section 8 
Gauge Invariance
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Let us say a few words about the style which we tried to follow in these lecture notes. We
do not pretend to write a textbook on noncommutative quantum filed theories and string
field theories, but would like to present key ideas about these subjects and show explicitly
how to perform the calculations.
Sometimes the reader may find our exposition very technical but we try to be explicit
and to keep track of instructive computations. However, not to make a text extremely
cumbersome we will present in several cases just the results.
We do not pretend to put the complete list of the references on the subject, and apologize
to those authors whose papers are not in the list.
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2 Noncommutative Geometry. Examples.
In this section we consider the basic ideas of the noncommutative geometry [2] and give
several examples of noncommutative spaces.
Noncommutative geometry uses a generalization of the known duality between a space
and its algebra of functions, see [2, 3, 85]. If one knows the associative commutative algebra
A(M) of complex-valued functions on topological space M then one can restore the space
M . Therefore, all topological notions can be expressed in terms of algebraic properties of
A(M). For example, the space of continuous sections of a vector bundle over M can be
regarded as a projective A(M)-module. (We are speaking about left modules. A projective
module is a module that can be embedded into a free module as a direct summand). So,
the vector bundle over a compact space M can be identified with projective modules over
A(M).
2.1 Axioms of Noncommutative Differential Geometry
Let A be an abstract associative algebra with the multiplication ⋆
⋆ : A⊗A → A (2.1)
One can interpret A as an ”algebra of functions” on a (nonexisting) noncommutative space.
Let us introduce some basic geometrical notions on this algebra A: external derivative
Q (or an algebra G of derivatives)
Q : A → A (2.2a)
and integral (linear map) ∫
: A → C. (2.2b)
Noncommutative space is the set (
A, Q,
∫ )
, (2.2c)
which satisfies the following axioms:
• associativity
A ⋆ (B ⋆ C) = (A ⋆ B) ⋆ C, A,B, C ∈ A; (2.2d)
• nilpotency
Q2 = 0; (2.2e)
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• Leibnitz rule
Q(A ⋆ B) = (QA) ⋆ B) + A ⋆ (QB), A, B ∈ A; (2.2f)
• cyclicity property ∫
(A ⋆ B) =
∫
(B ⋆ A); (2.2g)
• “integration by part” ∫
(QA) = 0. (2.2h)
In the most applications the algebra A is also equipped with a natural Z2-grading: |A ⋆
B| = |A|+ |B|. For example, in Section 3 Z2-grading is usual boson/ferimon super-grading.
One has to modify Leibnitz rule (2.2f) and cyclicity property (2.2g) to be in agreement with
Z2-grading:
Q(A ⋆ B) = (QA) ⋆ B + (−1)|A|A ⋆ (QB), A, B ∈ A; (2.2f′)
∫
(A ⋆ B) = (−1)|A||B|
∫
(B ⋆ A), A, B ∈ A (2.2g′)
where (−1)|A||B| = −1 if both A and B are odd elements and equal 1 otherwise.
IfA admits a Lie algebra of derivatives one can develop a noncommutative bundles theory
generalizing the standard theory. Let G be a Lie algebra of derivatives on A and α1, . . . , αd
be generators of G. Then one can generalize the notion of non-commutative space (2.2c) to
the set (
A,G,
∫ )
, (2.3a)
which satisfies axioms (2.2d) and (2.2g) as well as
αi(A ⋆ B) = (αiA) ⋆ B + A ⋆ (αiB), A, B ∈ A, αi ∈ G; (2.3b)
and ∫
αi A = 0. (2.3c)
If V is a projective module over A (i.e. a “vector bundle over A”) one defines a connection
in V as the set of linear operators ∇1, . . . ,∇d on V satisfying
∇i(aφ) = a∇i(φ) + αi(a)φ (2.4)
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for all a ∈ A and φ ∈ V, i = 1, . . . , d. The curvature of connection ∇i is
Fij = ∇i∇j −∇j∇i − fkij∇k (2.5)
belongs to the algebra of endomorphisms of the A-module V .
A profit from such kinds of constructions is that we can immediately write an action that
is invariant under gauge transformations. If we deal with the set of axioms (2.2e)-(2.2f′) we
can define the gauge transformation as
δA = QΛ + A ⋆ Λ− Λ ⋆ A, A,Λ ∈ A. (2.6)
The gauge invariant action is [1]
S[A] =
1
2
∫
A ⋆ QA+
1
3
∫
A ⋆ A ⋆ A. (2.7)
This is a generalization of the Chern-Simons action.
In the case of axioms (2.2d), (2.2g), (2.4), (2.3b) and (2.3c) one has a generalization of
the Yang-Mills action
S = −1
4
∫
(FijF
ij) (2.8)
with
Fij = αiAj − αjAi + Ai ⋆ Aj − Aj ⋆ Ai. (2.9)
The action is invariant under the following gauge transformations
δ(Ai) = αi(ω) + Ai ⋆ ω − ω ⋆ Ai, (2.10)
where ω ∈ A is a gauge parameter.
There are several examples of realization of axioms (2.2) and (2.3). We will discuss the
following realizations of axioms (2.3):
• The d-dimensional noncommutative torus Tdθ .
• The d-dimensional noncommutative Euclidian space Rθ.
String field theory (SFT) presents an example of axioms (2.2). There is also a realization
of axioms (2.2) on matrices [232].
15
2.2 Examples.
2.2.1 Noncommutative torus Tdθ.
The d-dimensional noncommutative torus is defined by its algebra Aθ with generators
U1, . . . , Ud satisfying the relations
UiUj = e
2iπθijUjUi
where i, j = 1, . . . , d and θ = (θij) ia a real antisymmetric matrix. The algebra Aθ is
equipped with an antilinear involution ∗ obeying U∗i = U−1i (i.e. Aθ is a *-algebra). An
element of Aθ is a power series
f =
∑
f(p1, ..., pd)U
p1
1 ...U
pd
d
where p = (p1, ..., pd) ∈ Zd and the sequence of complex coefficients f(p1, ..., pd) decreases
faster than any power of |p| = |p1| + ... + |pd| when |p| → ∞. The function f(p) is called
the symbol of the element f . We denote by Up the product Up11 ...U
pd
d . Then one has
UpUk = e2iπϕ(p,k)Up+k, where ϕ(p, k) =
∑
ϕijpipj and ϕij is a matrix obtained from θ after
deleting all its elements below the diagonal. To simplify the product rule we replace Up by
eiπϕ(p,q)Up so that we have
UpUk = eiπθ(p,k)Up+k.
If f and g are two elements of Aθ,
f =
∑
p
f(p)Up, g =
∑
k
g(k)Uk
then the product
fg =
∑
p,k
f(p)g(k)UpUk =
=
∑
p,k
f(p)g(k)e2iπθ(p,k)Up+k =
∑
q
(f ⋆ g)(q)U q,
where the star-product (f ⋆ g)(q) of symbols f(p) and g(k) is
(f ⋆ g)(q) =
∑
p
f(p)g(q − p)eiπθ(p,q−p).
The differential calculus on the noncommutative torus is introduced by means of the
derivations ∂j defined as
∂jU
p = ipjU
p, j = 1, . . . , d.
They satisfy the Leibnitz rule ∂j(fg) = ∂jf · g + f · ∂jg for any f, g ∈ Aθ.
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The integral of f =
∑
f(p)Up is defined as
∫
f = f(0), which is in correspondence with
the commutative case. The integral has the property of being the trace on the algebra Aθ,
i.e.
∫
fg =
∫
gf for any f, g ∈ Aθ. Moreover one has∫
∂jf · g = −
∫
∂jg · f.
The gauge field Ai on the noncommutative torus is defined as
Ai =
∑
p∈Zd
Ai(p)U
p, i = 1, . . . , d.
Here Ai(p) is a sequence of N × N complex matrices indexed by a space-time index. It
corresponds to the Fourier representation of the ordinary gauge theory on commutative
torus. The gauge field is antihermitian, A∗i = −Ai, or Ai(p)∗ = −Ai(−p). Ai is an element
of a matrix algebra with coefficients in Aθ and its curvature is defined as
Fij = ∂iAj − ∂jAi + [Ai, Aj ],
where ∂i is a derivative on Aθ defined above. The Yang-Mills action is
S = −1
4
∫
tr(FijF
ij).
This action is invariant under gauge transformations
Ai → ΩAiΩ−1 + Ω∂iΩ−1, Fij → ΩFijΩ−1,
where Ω is a unitary element of the algebra of matrices over Aθ.
2.2.2 Noncommutative flat space Rθ.
The main property of the noncommutative flat space Rdθ space is the non-zero commutator
of the coordinates
[xi, xj] = iθij
where θ is called the parameter of noncommutativity. We begin with the formulation of the
Moyal product as one of the important realization of such multiplication law.
Let us consider one-dimensional quantum mechanics in the Hilbert space of square inte-
grable functions on the real line L2(R) with ordinary canonical operators of position qˆ and
momentum pˆ,
[pˆ, qˆ] = −i~,
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acting as qˆψ(x) = xψ(x), pˆψ(x) = −i~dψ(x)/dx. If a function of two real variables f(q, p)
is given in terms of its Fourier transform
f(q, p) =
∫
ei(rq+sp)f˜(r, s)drds,
then one can associate with it an operator fˆ in L2(R) by the following formula
fˆ =
∫
ei(rqˆ+spˆ)f˜(r, s)drds.
This procedure is called the Weyl quantization and the function f(q, p) is called the
symbol of the operator fˆ [109, 110]. One has the correspondence
fˆ ←→ f = f(q, p).
If fˆ ∗ is the Hermitian adjoint to fˆ then its symbol is f ∗ = f ∗(q, p)
fˆ ∗ ←→ fˆ ∗(q, p) = f¯(q, p).
If two operators fˆ1 and fˆ2 are given with symbols f1(q, p) and f2(q, p) then the symbol of
product fˆ1fˆ2 is given by the Moyal product f1 ⋆ f2 = (f1 ⋆ f2)(p, q) as [109, 110]
(f1 ⋆ f2)(p, q) =
∑
α,β
(−1)β
α!β!
(
i~
2
)α+β(∂αq ∂
β
p f1(p, q)) · (∂βq ∂αp f2(p, q)) =
= ei~L(f1(q1, p1)f2(q2, p2))|q1=q2=q, p1=p2=p,
where
L =
1
2
(
∂2
∂q1∂p2
− ∂
2
∂q2∂p1
).
This is also can be written as (we assume ~ = 1)
(f1 ⋆ f2)(p, q) =
1
(2π)2
∫
e2i[(q−q2)p1+(q1−q)p2+(q2−q1)p]f1(q1, p1)f2(q2, p2)dq1dq2dp1dp2.
Introducing the constant Poisson structure on the plain ωµν = −ωνµ, ω12 = 1 and notations
x = (q, p), xi = (qi, pi), i = 1, 2 , x1ωx2 = q1p2 − q2p1 one obtains
(f1 ⋆ f2)(x) =
1
(2π)2
∫
f1(x1)f2(x2)e
2i(xωx1+x1ωx2+x2ωx)dx1dx2.
On the other hand the exponential factor can be rewritten as
2i(xωx1 + x1ωx2 + x2ωx) = 2i
∫
△
pdq,
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where △ is the triangle on the plane with vertices x = (p, q), x1 = (p1, q1) and x2 = (p2, q2)
and there is the path integral representation
e2i
∫
△ pdq =
∫
e2i
∫
△ pdq
∏
dx(τ).
One integrates over trajectories x = x(τ), 0 6 τ 6 1 in the phase plane with the boundary
conditions
x(0) = x(1) = x, x(1/3) = x1, x(2/3) = x2.
Therefore, we conclude that the Moyal product is represented in the form
(f ⋆ g)(x) =
∫
K(x, x1, x2)f(x1)g(x2)dx1dx2
and the kernel K(x, x1, x2) has a path integral representation
K(x, x1, x2) =
∫
eiS
∏
dx(τ),
where S = 2
∫
pdq and the path integral is taken over the trajectories x = x(τ), 0 6 τ 6 1
subject to the boundary conditions specified above. About a connection with deformation
quantization see [21] and refs. therein.
2.2.3 Noncommutative sphere S2θ .
The last example of the noncommutative space we would like to describe in this section
is the noncommutative sphere S2θ introduced by Madore [3] (see also [105]). This space is
associated with an algebra of operators xi, i = 1, 2, 3 satisfying the relations
[xi, xj ] = iθǫijkxk
and
3∑
i=1
(xi)2 = R2.
The derivative and curvature can be defined in the following form:
∂if = [X
i, f ]
and
Fij = i[∂i + Ai, ∂j + Aj ]− i[∂i, ∂j].
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3 Noncommutative Field Theory Models.
In this section we discuss main features of field theory models on Rθ. We pay the most
attention to the problem of the renormalizability of these theories and the UV/IR mixing.
3.1 Noncommutative ϕ4-model.
The simplest nontrivial model which can demonstrate the most important properties of the
noncommutative field theories is a non-commutative ϕ4-model [22].
The theory is defined by the action
S = S0 + Sint =
∫
ddx [
1
2
(∂µϕ)
2 +
1
2
m2ϕ2 +
g
4!
(ϕ ⋆ ϕ ⋆ ϕ ⋆ ϕ)(x)], (3.1)
where ⋆ is a Moyal product
(f ⋆ g)(x) = eiξθ
µν∂µ⊗∂νf(x)⊗ g(x),
ξ is a deformation parameter, θµν is a non-degenerate skew-symmetric real constant matrix,
θ2 = −1, d is even. In this section we deal with four dimensional Euclidean space. Also, we
introduce the convenient notation
p1 ∧ p2 ≡ ξp1θp2.
Let us rewrite the interaction term in the Fourier representation
Sint =
g
4!(2π)d
∫
dp1dp2dp3dp4 e
−ip1∧p2−ip3∧p4ϕ(p1)ϕ(p2)ϕ(p3)ϕ(p4)δ(p1 + p2 + p3 + p4).
(3.2)
There are the following distinguished properties of the deformed theory as compared with
standard local ϕ4d model:
• There are non-local phase factors in the vertex.
• These factors provide regularization for some loop integrals but not for all [24, 25, 26,
21, 112].
• To have renormalizability the sum of divergences in each order of perturbation theory
must have a phase factor already present in the action.
To single out phase factors it is convenient to use the ’t Hooft double-line graphs and
a notion of planar graphs. For planar graphs the phase factors do not affect the Feynman
integrations at all (see [22] for details). In particular the planar graphs have exactly the
20
Figure 1: Planar graph with a nonplanar subgraph.
same divergences as in the commutative theory [112]. There are no superficial divergences
in nonplanar graphs since they are regulated by the phase factors [24, 25, 26, 21, 112, 28].
Moreover, oscillating phases regulate also divergent subgraphs, unless they are not divergent
planar subgraphs.
So, at first sight it seems that the proof of renormalizability is rather trivial. One has di-
vergences only in planar graphs, so one can use the fact that planar theory is renormalizable
if its scalar counterpart does [132]. In other words, one can expect that it is enough to take
the planar approximation of an ordinary theory, find divergences within this approximation
and write counterterms in the noncommutative theory as divergent parts of planar graphs
multiplied on the phase factors. However, these arguments work only for superficial diver-
gences. The situation is more subtle for divergent subgraphs. The reason is that a planar
graph can contain nonplanar subgraphs (see simple example on Fig.1) and these divergences
should be also removed. Therefore, renormalizability of the theory (3.1) is not obvious. This
gave us [27] a reason to consider explicitly the two-loop renormalization of the theory (3.1)
and the authors of [28] to study the renormalizability of (3.1) up to an arbitrary order.
In explicit calculations we will use single-line graphs and symmetric vertices. After the
symmetrization of (3.2) we get
Sint =
g
3 · 4!
1
(2π)d
∫
dp1dp2dp3dp4 ϕ(p1)ϕ(p2)ϕ(p3)ϕ(p4)δ(p1 + p2 + p3 + p4)
× [cos(p1 ∧ p2) cos(p3 ∧ p4) + cos(p1 ∧ p3) cos(p2 ∧ p4) + cos(p1 ∧ p4) cos(p2 ∧ p3)]
and the vertex is a sum of three terms (see Fig.2).
Figure 2: The symmetric vertex.
Here we would like to say a few words about a general technique of calculations in the
presence of non-local phase factors in the vertex. In our calculations we always denote
external momenta by pi and loop momentum by k. In order to perform an integration
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over loop momenta the α-representation and Feynman parametrization are used. The useful
formulae are the following [133]
1
F1F2 . . . Fn
= (n− 1)!
∫ 1
0
δ(x1 + x2 + · · ·+ xn − 1)dx1dx2 . . . dxn
(x1F1 + x2F2 + · · ·+ xnFn)n ,
1
F s
=
1
Γ(s)
∫ ∞
0
αs−1e−αFdα.
These expressions are used to pass to the Gauss type integral over internal momentum∫
e−ωAω+lωdDω =
πD/2√
detAe
1
4
lA−1l. (3.3)
Namely, an expression for an arbitrary graph is a product of n propagators with exponential
factor coming from trigonometric structure of the vertex. We put the parameter αi in
correspondence to the i-th propagator.
The most general expression for a one loop graph can be written schematically as
L1 =
∫
ddk exp
[−(ak2 + lk +M2) + ibθk] ,
where a depends on αi, l and M depend on αi and pj, b depends on pj. Using (3.3) the
integration over k is evident and the result is
L1 =
πd/2
ad/2
e−M
2+ 1
4a
(l2−b2+2ilθb)
The next step is an integration over parameters αi. There are two formulae we work with∫ ∞
0
αν−1e−µαdα =
1
µν
Γ(ν), (3.4)
∫ ∞
0
αν−1e−γα−
β
αdα = 2
(
β
γ
)ν/2
Kν(2
√
βγ). (3.5)
Note that function Γ(ν) has simple poles at points ν = 0,−1,−2, . . . , which correspond to
UV divergencies (the momentum space ultraviolet divergencies become a small α divergence).
Meanwhile the RHS of (3.5) for β 6= 0 has no singularities at points ν = 0,−1,−2, . . . , since
the factor e−
β
α produces a regularization for small α. It is easy to show that the integral∫
L1dα1 . . . dαn
also is well defined if b 6= 0.
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Now we are going to compute explicitly one-loop counterterms using dimensional regu-
larization d = 4− 2ǫ. We will also present the explicit form of finite part for two point and
four point 1PI functions Γ(2) and Γ(4) in the one loop approximation. We use the standard
notations for perturbation expansion of 1PI-functions
Γ(i) =
∑
n
gnΓ(i)n ,
Γ(2) = Γ
(2)
f.p. +∆Γ
(2)
and
Γ(4) = Γ
(4)
f.p. +∆Γ
(4).
The only graph 3a contributes to Γ
(2)
1 and
Figure 3: Γ
(2)
1 −∆Γ(2)1 .
Γ
(2)
1 = −
g(µ2)ǫ
6(2π)d
∫
dk
2 + cos 2p ∧ k
k2 +m2
.
Here we have introduced a new parameter µ of dimension of mass to leave the action dimen-
sionless in 4− 2ǫ dimensions.
We present this expression as a sum of planar and nonplanar parts
Γ
(2)
1 = Γ
(2)
1,pl + Γ
(2)
1,npl
where
Γ
(2)
1,pl = −
g(µ2)ǫ
6(2π)d
∫
dk
2
k2 +m2
,
Γ
(2)
1,npl = −
g(µ2)ǫ
6(2π)d
∫
dk
cos 2p ∧ k
k2 +m2
.
We see that only the planar part has a divergence
Γ
(2)
1,pl =
g
32π2
2
3
m2
(
1
ǫ
+ ψ(2)− ln m
2
4πµ2
+O(ǫ)
)
(3.6)
and this divergent part is subtracted by the counterterm 3b.
23
The nonplanar part can be calculated explicitly using α-representation
Γ
(2)
1,npl = −
g
32π2
2
3
√
m2
ξ2p2
K1(2mξ|p|) (3.7)
and as has been mentioned above has no divergencies. Note that this representation takes
place only for p 6= 0.
Γ
(4)
2 is a sum of s-, t- and u-channel graphs, Γ
(4)
2 = Γ
(4)
2,s + Γ
(4)
2,t + Γ
(4)
2,u. The explicit form
of Γ
(4)
2,s is
Γ
(4)
2,s =
g2(µ2)2ǫ
18(2π)d
∫ P4a({p}, k)
(k2 +m2)((P + k)2 +m2)
dk
where P = p1 + p2,
P4a({p}, k) = [2 cos(p1 ∧ p2) cos(k ∧ P ) + cos(p1 ∧ p2 + (p1 − p2) ∧ k)]×
[2 cos(p3 ∧ p4) cos(k ∧ P ) + cos(p3 ∧ p4 + (p4 − p3) ∧ k)].
The trigonometric polynomial P4a can be rewritten in the form
P4a = 2 cos(p1 ∧ p2) cos(p3 ∧ p4) +
∑
j
′cjeiΦ
j(p)+ibj(p)∧k (3.8)
where the sum
∑′ goes over all j for which linear functions bj(p) are nonzero for almost all
{p}. This representation is useful to separate the terms which do not depend on internal
momentum and, therefore, produce divergencies. Other terms have phase factors which
contain k and provide a finite answer. Thus, the only first term in (3.8) contributes to a
pole part (see Fig. 4a) and we have
Figure 4: a) ∆Γ
(4)
2,s, b) Cross denotes the 4-vertex counterterm.
Γ
(4)
2,s =
g2
32π2
2
9
[
cos(p1 ∧ p2) cos(p3 ∧ p4)
(
1
ǫ
+ ψ(1)−
∫ 1
0
dx ln
m2 + x(1− x)P 2
4πµ2
)
+
+
∑
j
′cjeiΦ
j(p)
∫ 1
0
dxK0(
√
ξ2bj2(m2 + P 2x(1− x)))eixbj∧P
]
.
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This representation is well defined only if all bj are nonzero, i.e. for non exceptional momenta.
It is the matter of a simple algebra to sum up the divergent parts of Γ
(4)
2,s, Γ
(4)
2,t and Γ
(4)
2,u to
obtain a graph with the symmetric vertex.
Therefore, at the one-loop we have
∆Γ
(2)
1l =
g
48π2
m2
ǫ
,
∆Γ
(4)
1l =
g2
16π2
1
9ǫ
[cos(p1∧p2) cos(p3∧p4)+cos(p1∧p3) cos(p2∧p4)+cos(p1∧p4) cos(p2∧p3)].
3.2 Noncommutative Complex ϕ4-model.
Here we consider noncommutative quantum field theories of complex scalar field [21] whose
commutative analogue (φ∗φ)2 is renormalizable in four-dimensional case. There are only two
noncommutative structures that generalize a commutative quartic interaction (φ∗φ)2:
(a) φ∗ ⋆ φ ⋆ φ∗ ⋆ φ,
(b) φ∗ ⋆ φ∗ ⋆ φ ⋆ φ.
In the commutative case the quartic interaction (φ∗φ)2 is invariant under local U(1)-
transformations. In the noncommutative theory we can consider a ”deformed” U(1)-symmetry
(U ⋆ U∗ = 1). One sees that only the structure (a) is invariant under these transformations.
Using (a) and (b) we can construct an interaction
V (φ∗, φ) = Aφ∗ ⋆ φ ⋆ φ∗ ⋆ φ+Bφ∗ ⋆ φ∗ ⋆ φ ⋆ φ =
(A− B)φ∗ ⋆ φ ⋆ φ∗ ⋆ φ+ B
2
({φ∗, φ} ⋆ {φ∗, φ}),
where {, } is the Moyal anticommutator {f, g} = f ⋆ g + g ⋆ f . The action of the theory is
S =
∫
ddx
(
∂µφ
∗∂µφ+m2φ∗φ+ λV (φ∗, φ)
)
. (3.9)
Let us rewrite the interaction term in the Fourier components and symmetrize it, i.e.
V (φ∗, φ) =
1
(2π)4
∫
dp1 . . . dp4δ(
∑
pi)×
×[A cos(p1 ∧ p2 + p3 ∧ p4) +B cos(p1 ∧ p3) cos(p2 ∧ p4)]φ∗(p1)φ(p2)φ∗(p3)φ(p4).
We would like to analyze counterterms to one loop Feynman graphs in the theory (3.9)
and find conditions when this theory is renormalizable by renormalization of one coupling
constant λ. We will show that this takes place only in two special cases: B = 0 and A = B.
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Figure 5: The vertex and one-loop graphs.
Moreover, in the case B = 0 the model does not suffer from IR divergencies at least at one-
loop insertions level. All one-loop corrections to the interaction are presented on Fig.5:b,c,d.
”In” arrows are the fields ”φ” and ”out” arrows are the fields ”φ∗”.
The following analytic expression corresponds to the graph on Fig.5:b
Γ5b =
Nb(µ
2)2ǫ
(2π)d
∫
ddk
P5b(p, k)
(k2 +m2)((k + P )2 +m2)
, (3.10)
where Nb is a number of graphs (Nb=8), P = p2 + p4 = −p1 − p3 and P5b(p, k) is the
trigonometric polynomial
P5b(p, k) = [A cos(k ∧ p2 + (−k − p2) ∧ p4) +B cos(p2 ∧ p4) cos(k ∧ P )]
×[A cos(p1 ∧ (−k) + p3 ∧ (k − p1)) +B cos(p1 ∧ p3) cos(k ∧ P )].
The terms containing exp[(. . . ) ∧ k] give a finite contribution to (3.10). Divergencies come
from the terms ∆P5b of the polynomial P5b
∆P5b = B
2
2
cos(p1 ∧ p3) cos(p2 ∧ p4).
The graphs Fig.5:c and 5:d mutually differ by permutation of momenta 1↔ 3 only and
the analytic expressions for these graphs coincide. For the graph Fig.5:c we have
Γ5c =
Nc(µ
2)2ǫ
(2π)d
∫
ddk
P5c(p, k)
(k2 +m2)((k + P )2 +m2)
,
where Nc is a number of graphs (Nc = 16), P = p1 + p2 = −p3 − p4 and P5c(p, k) is the
trigonometric polynomial
P5c(p, k) = [A cos(p1 ∧ p2 + (−k − P ) ∧ k) +B cos(p1 ∧ (k + P )) cos(p2 ∧ k)]
×[A cos(p3 ∧ p4 + (−k) ∧ (k + P )) +B cos(p3 ∧ k) cos(4 ∧ (k + P ))].
The polynomial ∆P5c that gives contribution to a divergent part of this graph is equal (after
symmetrization p2 ↔ p4) to
∆P5c = cos(p1 ∧ p2 + p3 ∧ p4)
[
A2
2
+
B2
8
]
+
AB
2
cos(p1 ∧ p3) cos(p2 ∧ p4).
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We obtain the same answer for the graph on Fig.5:d, i.e.
Nd = Nc, ∆P5c = ∆P5d.
The following condition is equal to one coupling constant renormalizability of the theory
(3.9) at one-loop level
Nb∆P5b + 2Nc∆P5c = C[A cos(p1 ∧ p2 + p3 ∧ p4) +B cos(p1 ∧ p3) cos(p2 ∧ p4)],
where C is a constant. This condition yields two algebraic equations:
Nc
[
A2 +
B2
4
]
= AC,
Nb
B2
2
+NcAB = BC.
This system is self consistent if
B(BNc − 2ANb) = 0.
The latter equation has two solutions: B = 0 and A = B. Therefore, one coupling constant
renormalizability takes place at one-loop only in two cases
B = 0 and V (φ∗, φ) = A(φ∗ ⋆ φ)2,
A = B and V (φ∗, φ) =
B
2
({φ∗, φ})2.
It is straightforward to check the renormalizability of the propagator. We do not perform
here explicit calculations of the one-loop correction to the propagator.
Here and in three next subsections we consider the corrections to the interaction only.
Corrections to the propagator are more simple and we do not write down explicit calcula-
tions. The result is that these corrections do not impose any new restrictions on the coupling
constants in the case of the complex scalar field, noncommutative U(1) Yang-Mills theory,
noncommutative scalar electrodynamics or N = 2 noncommutative super Yang-Mills the-
ory. Nevertheless, we consider one-loop corrections to the propagator describing the UV/IR
mixing in the last subsection of this section.
3.3 Noncommutative Yang-Mills Theory.
In this subsection we explain the very important example of noncommutative theories: the
noncommutative Yang-Mills Theory. But in contrast to the ordinary commutative theo-
ries we have a nontrivial interaction already with U(1) group. Roughly speaking, this is
noncommutative electrodynamics but it exhibits properties of the Yang-Mills theory with
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non-abelian gauge group. This is because of the deformation of the abelian gauge group.
This deformation was described in [34]. We have to replace the ordinary product by the
Moyal one. Such a replacement yields the following form of the deformed group element:
U = e⋆iλ =
∞∑
n=0
1
n!
(iλ)⋆n
where the ⋆ denotes the Moyal multiplication.
The U(1) noncommutative connection Dµ is the following:
Dµ = ∂µ − ig[Aµ, ·]⋆,
where g is a coupling constant and
[f, g]⋆(x) = (f ⋆ g)(x)− (g ⋆ f)(x) = 2i sin (θµν∂µ ⊗ ∂ν) f(x)⊗ g(x).
The expressions for the curvature is the following
Fµν = ∂µAν − ∂νAµ − ig[Aµ, Aν ]⋆.
Indeed, the commutator does not vanish and it produces three- and four-point vertices for
the gauge field and a nontrivial interaction with the Faddeev-Popov ghosts to be introduced
below.
The noncommutative U(1) Yang-Mills (NCYM) action is given by
S = −1
4
∫
ddxFµνF
µν , (3.11)
where we have dropped the ⋆ because of the property of the integral. This action is invariant
under the following transformation:
Aµ → UAµU † + i
g
U∂µU
†
A gauge fixed generating functional is of the form
Z[J, η, η¯] =
∫
[dA][dX ][dΘ][dC¯][dC]e−S[A,X,Θ]+SGF [A,X,Θ]+SFP [A,C,C¯]+sources,
where C and C¯ are Faddeev-Popov ghosts, SGF is the gauge fixing term
SGF [Aµ] = − 1
2α
∫
(∂µAµ)
2
and SFP is Faddeev-Popov term
SFP [Aµ, C, C¯] =
∫
∂µC¯(∂µC − ig[Aµ, C]).
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The generating functional can be computed perturbatively using Feynman graphs [24]-
[26]. The quadratic terms (propogators) are identical to the ones appearing in non abelian
gauge theories. However, interaction vertices involve non polynomial functions of the mo-
menta (see explicit definition of the Feynman rules in the next subsections).
The generalization of this action to the other groups U(N) is possible. However, Lie
algebras of SU(N), SO(N) or Sp(N) are not closed under the Moyal commutator and,
therefore, cannot be considered. This fact was shown in [33]. Also this action can be made
supersymmetric by adding the correct fermionic and scalar degrees of freedom [34, 25].
Explicit calculations [24]-[26] show that noncommutative U(1) gauge theory is renormal-
izable at one-loop.
3.4 Noncommutative Scalar Electrodynamics.
Next, we proceed with a consideration of noncommutative scalar electrodynamics in Eu-
clidean space R4. The classical action is given by
S =
∫
d4x
(−1
4
Fµν ⋆ F
µν + (Dµφ∗) ⋆ (Dµφ) + V [φ∗, φ]
)
,
V [φ∗, φ] = λ2(aφ∗ ⋆ φ ⋆ φ∗ ⋆ φ+ bφ∗ ⋆ φ∗ ⋆ φ ⋆ φ), (3.12)
where the covariant derivative is defined by Dµφ = ∂µφ − ig[Aµ, φ]⋆. g and λ are coupling
constants and a and b are fixed real numbers. It has been shown in [32], that the pure
complex scalar field theory is one-loop renormalizable only if a = b or b = 0. The purpose
of the present analysis is to find the analogous restrictions on a and b in the case of scalar
electrodynamics.
The action (3.12) is invariant under the following gauge transformations
φ 7→ U ⋆ φ ⋆ U †, φ∗ 7→ U ⋆ φ∗ ⋆ U †, Aµ 7→ U ⋆ Aµ ⋆ U † + i
g
U∂µU
†,
where U is an element of the noncommutative U(1) group [34]. Note that since our fields
are in adjoint representation we could consider the theory with two real scalar fields instead
of one complex.
The Feynman rules for the theory (3.12) are presented in Table 1. Solid lines denote the
scalar fields, ”in” arrows stand for the field φ and ”out” arrows stand for the field φ∗.
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Dµν(k) =
1
k2
[
δµν − (1− α)kµkνk2
]
D(p) = 1
p2
4g2δµν [cos(k1 ∧ p1 + k2 ∧ p2)− cos(p1 ∧ p2) cos(k1 ∧ k2)]
2ig(p1 − p2)µ sin(p1 ∧ p2)
− 4λ2[a cos(p1 ∧ p2 + p3 ∧ p4) + b cos(p1 ∧ p3) cos(p2 ∧ p4)]
− 2ig sin(k1 ∧ k2)[(k1 − k2)ρδµν + (k2 − k3)µδνρ + (k3 − k1)νδµρ]
4g2[(δµρδνσ − δµσδνρ) sin(k1 ∧ k2) sin(k3 ∧ k4)
+(δµνδρσ − δµσδνρ) sin(k1 ∧ k3) sin(k2 ∧ k4)
+(δµνδρσ − δµρδνσ) sin(k1 ∧ k4) sin(k2 ∧ k3)]
Table 1: Feynman rules for scalar electrodynamics.
We do not specify the Feynman rules for ghosts, since they do not contribute to one-loop
graphs with the external matter lines.
All calculations are performed in Landau gauge α = 0. This is a convenient choice, since
in this gauge a great number of graphs do not have divergent parts. One can prove that
the theory is gauge invariant on quantum level (cf. [24, 25, 26, 33]), so our results and
conclusions are valid for an arbitrary value of α.
The above mentioned restriction on a and b can come from one-loop corrections to the
4-scalar and 2-scalar-2-gluon vertices. First we consider one-loop corrections to the 4-point
scalar vertex. The graphs that have non zero divergent parts in Landau gauge are presented
in Figure 6. Using the dimensional regularization (d = 4 − 2ǫ) we find that the sum of
divergent parts of these graphs is equal to
4
(4π)2ǫ
[(3g4 + 4λ4a2 + λ4b2) cos(p1 ∧ p2 + p3 ∧ p4) + (3g4 + 4λ4ab+ λ4b2) cos(p1 ∧ p3) cos(p2 ∧ p4)].
(3.13)
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Figure 6: One-loop corrections to the 4-point scalar vertex.
The condition of one-loop renormalizability yields a system of two algebraic equations on a
and b
3g4 + 4λ4a2 + λ4b2 = ca,
3g4 + 4λ4ab+ λ4b2 = cb,
where c is a constant. These equations are self-consistent only in the case a = b. Therefore
the renormalizable potential for scalar electrodynamics has the form
V [φ∗, φ] = a
λ2
2
({φ∗, φ}⋆)2, (3.14)
where {f, g}⋆ = f ⋆ g + g ⋆ f . Note that in contrast to the pure noncommutative complex
scalar field theory [32] we do not have the solution b = 0.
Let us turn to an analysis of one-loop corrections to the 2-scalar-2-gluon vertex. The
graphs that have non zero divergent parts in the α = 0 gauge are presented in Figure 7.
Figure 7: One-loop corrections to the 2-scalar-2-gluon vertex.
The sum of the divergent parts of these graphs is
12
(4π)2ǫ
g4δµν [cos(p1 ∧ k1 + p2 ∧ k2)− cos(p1 ∧ p2) cos(k1 ∧ k2)]. (3.15)
Note that the graphs 7c and 7e do contain 4-point scalar vertex and there are terms depending
on a and b. However the contributions of these graphs mutually cancel and the sum does not
depend on a and b. Therefore, there are no new restrictions on these constants. We see that
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a counterterm requiring for a cancellation of (3.15) has just the same trigonometric structure
as the initial 2-scalar-2-gluon vertex in the action, i.e. this vertex is one-loop renormalizable.
Thus the above analysis leads to the conclusion that noncommutative scalar electrody-
namics (3.12) is one-loop renormalizable only if the scalar potential has the anticommutator
form (3.14).
3.5 Noncommutative N = 2 Super Yang-Mills Theory.
The action for the Euclidean noncommutative N = 2 SUSY Yang-Mills theory reads [74, 75]
S =
∫
d4x
(
−1
4
Fµν ⋆ F
µν + (Dµφ−) ⋆ (Dµφ+)− iχ∗ ⋆ D̂χ
−g√2χ∗ ⋆ (R[χ, φ+]⋆ + L[χ, φ−]⋆)− g22 ([φ−, φ+]⋆)2
)
, (3.16)
where Dµ = ∂µ − ig[Aµ, ·]⋆, L,R = 12(1 ± Γ5), φ± are real scalar fields, χ is a complex
four-component spinor6. The action (3.16) is a noncommutative generalization of Euclidean
N = 2 SYM theory. A formulation of noncommutative N = 2 supersymmetric theories in
terms of superfields was given in [34].
Note that the scalar electrodynamics examined in the previous section can be considered
as a bosonic part of N = 2 NCSYM. The identification is evident: φ and φ∗ corresponds to
φ+ and φ−, respectively. Also we should replace λ by g and take a = −b = −1. The fact that
fields φ± are not complex conjugate does not affect the performed calculations. The Feynman
rules for the bosonic part of the action (3.16) can be easily obtained from the Feynman rules
for scalar electrodynamics (see Table 1) using the above mentioned identification. The
Feynman rules for fermion fields are presented in Table 2.
S(p) = Γ
µpµ
p2
− 2igΓµ sin(p1 ∧ p2)
2ig
√
2 sin(p1 ∧ p2)R
2ig
√
2 sin(p1 ∧ p2)L
Table 2: Feynman rules for fermion fields.
As in the case of scalar electrodynamics we start with the examination of the one-loop
corrections to the 4-point scalar vertex. The graphs with fermion loops are presented in
Figure 8. The divergencies coming from these graphs are
− 32
(4π)2ǫ
g4 cos(p1 ∧ p2 + p3 ∧ p4). (3.17)
6Note that N = 2 SYM in Minkowski space contains a complex scalar field.
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Figure 8: One-loop fermion corrections to the 4-point scalar vertex.
Figure 9: One-loop fermion corrections to the 2-scalar-2-gluon vertex.
Thus, taking into account the contribution (3.13) of the boson graphs we find that the boson
and fermion divergencies mutually cancel. The similar result is valid for ordinary N = 2
SUSY Yang-Mills theory where the 4-point scalar vertex is finite at one-loop [134].
Next we calculate one-loop corrections to the 2-scalar-2-gluon vertex. The graphs with
fermion loops are presented in Figure 9. The sum of divergent parts of these graphs is
− 16
(4π)2ǫ
g4δµν [cos(p1 ∧ (3.18)
Summing the contributions of the boson (3.15) and fermion (3.18) graphs we get
− 4
(4π)2ǫ
g4δµν [cos(p1 ∧ k1 + p2 ∧ k2)− cos(p1 ∧ p2) cos(k1 ∧ k2)].
Note that one-loop fermion corrections as well as boson ones restore the trigonometric struc-
ture of the initial vertex. So, we conclude that the noncommutative N = 2 D = 4 SYM
with the action (3.16) is one loop renormalizable.
3.6 UV/IR Problem.
It is evident that our renormalized 1PI functions do not have the limit ξ → 0. Due to this
there is a nontrivial mixing of UV and IR divergencies (see [29, 27] for details). It turns out
that a type of the UV divergency of the integral corresponding to the Feynman graph in a
local model
JUV (p) =
∫
f(k, p)dk
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is the same as a type of the IR behavior of the integral corresponding to the Feynman graph
in a noncommutative model
JIR(ξp) =
∫
eiξkθpf(k, p)dk.
For example, the logarithmically divergent integral JUV ∼ log Λ corresponds to a logarith-
mic singularity log(ξ|θp|) in JIR, the quadratically divergent integral JUV corresponds to a
quadratic singularity (ξ|θp|)−2 in JIR, and so on.
Indeed, the UV behavior of the Feynman graph is defined by its index of divergence ω.
For ω > 0 one has the asymptotic UV behaviour as Λ→∞
JasUV =
∫ Λ
0
kω−1dk =
1
ω
Λω. (3.19)
The IR behavior is described by integral
JasIR =
∫ ∞
0
kω−1eiξkdk (3.20)
as ξ → 0. This integral is the Fourier transform of the distribution kω−1+
JasIR = ie
ipi
2
(ω−1) Γ(ω)
(ξ + i0)ω
, (3.21)
i.e. for ω > 0 one has the correspondence with UV behaviour (3.19).
To see logarithmic singularities on ξ let us note that∫ Λ
m
k−1dk ∼ C
∫ Λ
−Λ
d2k
k2 +m2
∼ log Λ (3.22)
and the corresponding non local integral is
Jas,0IR (ξp) =
∫
eiξp∧k
k2 +m2
d2k. (3.23)
The latter integral can be calculated explicitly and the result is
Jas,0IR = 2πK0(mξ|p|). (3.24)
The modified Bessel function K0(z) has an expansion
K0(z)(ξp) = − ln(z) + ln(2)− C +O(z2)
where C is Euler constant, i.e. Jas,0IR (ξp) has the logarithmic dependence on ξ.
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IR poles appear in the corrections to propagators and can produce IR divergencies in
multi-loop graphs even in the massive theories. One has not to worry about logarithms,
since in the origin the logarithm is an integrable function. Let us consider several examples.
Example 1. One can calculate explicitly the finite part of the tadpole graph in the
noncommutative ϕ4 theory. The answer is given by the sum of (3.7) and (3.6). The behavior
of (3.7) in the limit p2 → 0 (the same as the limit ξ → 0) is the following
Γ
(2)
1,f.p. ∼
p2→0
c
(ξ|p|)2 .
This result can be easily obtained from the series expansion of the modified Bessel function
K1(z)
K1(z) = 1/z +
1
2
z ln(z) + (
1
2
C − 1
4
− 1
2
ln(2))z +O(z3)
where C is Euler constant. Caused by this asymptotic there are problems with an IR
behavior of graphs with tadpoles. They produce divergence in the IR region if the number
of insertions is three or more (compare with an example of ref. [21] in [28]). Thus, theories
with a real scalar field have problems with infrared behavior [29, 27] originated in multi
one-loop insertions.
Example 2. Another example is a tadpole Fig.5:e in the case of complex scalar field.
The analytic expression for this graph is the following
Γ(p) =
(µ2)ǫ
(2π)d
∫
ddk
A +B cos2(k ∧ p)
k2 +m2
=
(A+ B
2
)(µ2)ǫ
(2π)d
∫
ddk
1
k2 +m2
+
B(µ2)ǫ
2(2π)d
∫
ddk
ei2k∧p
k2 +m2
. (3.25)
Integrating this expression over momentum k we obtain
Γ(p) =
md−2(µ2)ǫ
(4π)d/2
(A +
B
2
)Γ(1− d/2) + B
(4π)d/2
[
m
ξ|θp|
]d/2−1
Kd/2−1(2mξ|θp|).
For d = 4 the second term is singular when p → 0. But in the case B = 0 (one of the
possible solution of the UV renormalizability) this term disappears and hence there is no IR
problem at least at one-loop level.
Example 3. In the case of scalar electrodynamics all corrections to the scalar field
propagator are presented in Figure 10a,b,c. For a = b (see notations in the subsection about
scalar electrodynamics) the sum of the divergent parts is:
6g2(µ2)2ǫ
(2π)4
∫
d4k
k2
[
1− aλ
2
g2
−
(
1 +
aλ2
3g2
)
cos(2k ∧ p)
]
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Figure 10: One-loop corrections to the scalar field propagator.
−8g
2(µ2)2ǫ
(2π)4
∫
d4k
1− cos(2k ∧ p)
k2(p+ k)2
[
p2 − (pk)
2
k2
]
where p is an external momentum. A quadratic UV divergence here is removed by a mass
renormalization. To remove IR poles one has to impose the condition λ2a = −3g2.
Computing a one-loop correction to the scalar field propagator in the N = 2 d = 4 NC
SYM (3.16) we have one more graph presented in Figure 10d. Summing all contributions
we have
−4g2(µ2)2ǫ
∫
d4k
(2π)4
1− cos(2k ∧ p)
k2(p+ k)2
[
p2 + 2
(pk)2
k2
]
.
Since all UV divergencies are logarithmic there is no IR poles in the case of N = 2 D = 4
NC SYM theory.
All calculations of the one-loop corrections was performed using a dimensional regular-
ization. Now we would like to show that appearance of the IR singularities does not depend
on a regularization. Namely, we compute an answer for the tadpole graph in the noncom-
mutative complex scalar field theory using another methods. The expression for this graph
is given by (3.25).
First, we perform calculations using Pauli-Villars regularization. To do this we rewrite
(3.25) in the following form
Γreg,PV (p) =
1
(2π)d
∫
d4k
[
A+B cos2(k ∧ p)] [ 1
k2 +m2
− C1
k2 +M21
− C2
k2 +M22
]
with C1 +C2 = 1 and C1M
2
1 +C2M
2
2 = m
2. All integrals are finite and we get the following
answer
Γreg,PV (p) =
1
8π2
(A+
B
2
)(M21M
2
2 −m2(M21 +M22 −m2))×
× 1
M22 −m2
[
log
M21 +M
2
2 −m2
M21
+
M22
M21 −m2
log
M21 +M
2
2 −m2
M22
+
m2
M21 −m2
log
m2
M21
]
+
B
(4π)2
(
m
ξ|θp|K1(2mξ|θp|)− C1
M1
ξ|θp|K1(2M1ξ|θp|)− C2
M2
ξ|θp|K1(2M2ξ|θp|)
)
. (3.26)
Note, that for fixed values of Mi there is a cancellation of an IR pole 1/|pθ|2, i.e. the sum of
the last three terms has the following asymptotic behavior for small |pθ|2 up to a numeric
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factor
m2 log(2mξ|θp|)− C1M21 log(2M1ξ|θp|)− C2M22 log(2M2ξ|θp|).
It is easy to see, that one cannot do this calculation for large Mi.
To remove a regularization (to take limits M1 → ∞ and M2 → ∞) one has to do the
standard UV renormalization which corresponds to the UV renormalization of the planar
part of this graph. The first two lines in the (3.26) contain these UV divergencies of the
tadpole.
The non-planar part, i.e. the third line of (3.26), does not require a renormalization. If
one takes limit M1 →∞ and M2 →∞ than two last terms in the third line of (3.26) go to
zero since
K1(z) ∼
√
π
2z
e−z for z →∞.
Therefore, after removing a regularization we are left with the following term
B
(4π)2
m
ξ|θp|K1(2mξ|θp|)
that contains IR pole.
The same result is true for the ”cut-off” regularization. We have (up to numeric factors)
Γreg,Λ(p) =
∫ ∞
0
dα
∫
d4k
[
(A+
B
2
) e−α(k
2+m2) +B eik∧p−α(k
2+m2)
]
· e− 14αΛ2
=
1
(2π)4
∫ ∞
0
dα
(π
α
)2 [
(A+
B
2
) e−αm
2
+B e−αm
2− ξ2|θp|2
4α
]
· e− 14αΛ2
where Λ plays the role of a cut-off. For non-planar part we have
B
(2π)4
∫ ∞
0
dα
α2
e
−αm2− 1
4αΛ2
eff ∼ m2
√
Λ2eff
m2
K1
(
m
Λeff
)
where
1
Λ2eff
= ξ2|pθ|2 + 1
Λ2
.
We see that in the limit Λ→∞ the integral remains finite and it has infrared pole. This is
in an agreement with an absence of the pole in (3.26) for fixed regularization and a presence
of the pole after the regularization is removed.
The mixing of UV and IR divergencies was noted in [29, 27] and as well as consistency of
noncommutative quantum field theories were discussed in many papers [27]-[78] in last two
years.
As it is seen from examples, theories without fermions have IR singularities (usually
poles) at one loop level. There is a possibility to avoid appearance of IR singularities for
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complex scalar field in one special case: B = 0 in our notations. However, it should be
checked that this one loop condition is not violated at higher loop levels. In the case of
scalar electrodynamics it is possible to avoid an appearance of IR poles imposing additional
condition on coupling constant: λ2a = −3g2.
In [33] the U(1) theory with additional fermion degrees of freedom was analyzed. It was
shown that the IR pole modifies the dispersion relation of the photon in the following way
E2 = p2 − (NB −NF ) g
2
π2
1
(θp)2
where NB and NF are numbers of bosons and fermions in the adjoint representation. In
particular, the energy becomes imaginary for NB > NF , indicating that such a theory may
suffer from instability.
It is surprising that for the pure gauge theory without fermions we have IR poles which
are not expected from the UV/IR correspondence found for the scalar models (See [30] for
detailed calculations). The most intriguing point is that gauge invariance does not protect
from appearence of the IR singularities. However, such singularities have pure noncommu-
tative nature becuase of trigonometric factors in the vertices. This phenomenon is clear
technically but not physically.
On the other hand supersymmetric theories do not have pole singularities in the IR region
and this was shown explicitly in the third example. This became possible thanks to presence
of supersymmetry because there is only one coupling constant which can be tuned and one
is unable to remove singularities using this constant. Although logarithms are still present
in the N = 2 NC SYM theory, we emphasize that the logarithm function is integrable in the
origin and cannot produce non-integrable singularities in multi-loop graphs.
Moreover, it seems likely that the theories with vanishing β-function on the ordinary
commutative space are to be free of nonanalytic dependence on θ in noncommutative case.
In particular, one could expect that N = 4 NC SYM theory should be finite in both UV
and IR regions [33].
Therefore, we see that all theories except N = 4 NC SYM theory have no a smooth limit
θ → 0 in one-loop approximation and some of them have IR poles. This makes the issue of
self-consistency of such theories rather questionable.
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4 Cubic String Field Theory and Matrix Models.
4.1 String Fields as Functionals.
4.1.1 Witten’s realization of axioms on space of string functionals.
Witten [1] presented realization of the set (2.2c-2.2g′) in the case when A is taken to be the
space of string fields
F = {Ψ[X(σ); c(σ), b(σ)]} (4.1)
which can be described as functionals of the matter X(σ), ghost c(σ) and antighost fields
b(σ) corresponding to an open string in 26 dimensions with 0 6 σ 6 π. For this string field
theory QB is the usual open string BRST charge of the form
QB =
∫ π
0
dσ c(σ)
(
TB(σ) +
1
2
Tbc(σ)
)
. (4.2)
TB and Tbc are stress tensors for the matter field and ghosts (see (5.12) and below (5.14)).
The star product ⋆ is defined by gluing the right half of one string to the left half of the
other using a delta function interaction. The star product factorizes into separate matter
and ghost parts. For the matter fields the star product is given by
(Ψ ⋆ Φ) [X(σ)] ≡
∫ ∏
pi
2
6σ6π
dX ′(σ) dX ′′(π−σ)
∏
pi
2
6σ6π
δ[X ′(σ)−X ′′(π−σ)] Ψ[X ′(σ)]Φ[X ′′(σ)],
X(σ) = X ′(σ) for 0 6 σ 6
π
2
; X(σ) = X ′′(σ) for
π
2
6 σ 6 π . (4.3)
The integral over a string field factorizes into matter and ghost parts, and in the matter
sector is given by∫
Ψ =
∫ ∏
06σ6π
dX ′(σ)
∏
06σ6pi
2
δ[X ′(σ)−X ′(π − σ)] Ψ[X ′(σ)] . (4.4)
Performing a Fourier mode expansion of the 26 matter fields Xµ through
Xµ(σ) = xµ0 +
√
2α′
∞∑
n=1
xµn cos(nσ) (4.5)
one can consider string field Φ[X(σ)] 7 (we consider there only the X-part of string field for
simplicity) as depending on the set {xn}, Φ = Φ[{xn}]. Then one can regard Φ[{xn}] a wave
function in the coordinate representation of a system with an infinite number of degrees of
freedom.
7Often we shall omit the space-time index µ.
39
4.1.2 String functionals as matrices or symbols for operators.
One can consider string functionals as vector states in the coordinate representation
Ψ[X(σ)] = 〈X(σ)|Ψ〉. (4.6)
Our goal is to obtain the mapping from string fields |Ψ〉 to matrices
|Ψ〉 ⇐⇒ Ψn,m (4.7)
so that
|Ψ〉 ⋆ |Φ〉 ⇐⇒
∑
k
Ψn,kΨk,m, (4.8)
∫
|Ψ〉 ⇐⇒ TrΨ =
∑
k
Ψk,k. (4.9)
Also we want to find a map from string fields to operators
|Ψ〉 ⇐⇒ Ψˆ (4.10)
with
|Ψ〉 ⋆ |Φ〉 ⇐⇒ ΨˆΦˆ. (4.11)
In other words we look for a map between string functionals and operators
Ψ[X(σ)]⇐⇒ Ψˆ, (4.12)
such that
Ψ[X(σ)] ⋆ Φ[X(σ)]⇐⇒ ΨˆΦˆ. (4.13)
There is an analogy between this map and the relation between operators and their symbols
[97]. Using this analogy one can interpret the Witten multiplication as a Moyal product of
two functionals.
Let us make a discretization of the parameter σ, i.e. σi =
iπ
2n
, i = 0, 1, ..., 2n and denote
Xi = X(σi). The string field Φ[X(σ)] becomes a function Φ(X0, ..., Xn−1, Xn, Xn+1, ...X2n).
The product now has the form
(Φ ⋆Ψ)(X0, ..., Xn−1, Xn, Xn+1, ...X2n) =∫
Φ(X0, ..., Xn−1, Xn, Yn−1, ...Y0)Ψ(Y0, ..., Yn−1, Xn, Xn+1, ...X2n)dDY0...dDYn−1. (4.14)
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The rule (4.14) looks like the matrix multiplication, only the midpoint Xn plays a particular
role. To obtain a matrix let us introduce a lattice ZD in RD . Then our variables xi
will belong to this lattice. If one restricts himself to a finite sublattice then one gets a
field Φ({XL,i}, x, {XR,i}), where {XL,i} = (X0, ..., Xn−1) corresponds to XL(σ), {XR,i} =
(Xn+1, ..., X2n) corresponds to XR(σ) and x = Xn. Denoting multi-indexes a = {XL,i} and
b = {XR,i} one has a matrix field Φab(x). a, b can be enumerated as a, b = 1, ..., N . Therefore,
we get a matrix realization [190] of the Witten algebra where the fields are matrices Φab(x)
depending on parameter x, the product ⋆ is the matrix product
(Φ ⋆Ψ)ab(x) = Φac(x)Ψcb(x) (4.15)
and the integral is ∫
Φ =
∑
x
TrΦ(x). (4.16)
To find a map (4.7) directly in the continuous case it is useful to consider the half string
formalism.
4.1.3 Half-string functionals.
In (4.3) and (4.4) ⋆ and
∫
are defined in terms of string overlaps. Each string has a preferred
point, the ”midpoint” σ = π/2. The midpoint divides a string X into left and right halves
(XL, XR). The product of two string functionals Ψ[X
′] and Ψ[X ′′] is zero unless X ′R coincides
with X ′′L in the space-time. So the string field Φ[X ] is considered as a functional Φ[(XL, XR)]
and one has
(Φ ⋆Ψ)(XL, XR) =
∫ ∏
pi
2
6σ6π
dYR(σ) Φ[(XL, YR)]Ψ[(r(YR), XR)], (4.17)
where
r(YR(σ)) = YR(π − σ).
It is useful to perform a separate mode expansion of the left and right pieces of the string.
There are different possibilities to do this [161, 162, 163, 167] (see also [191, 192])). One can
define the left and right pieces of the string with or without a shift on the midpoint. In the
first case one has8
XL(σ) ≡ X(σ)−X(π
2
) =
√
2α ′
∞∑
n=1
xLn cos(2n− 1)σ , (4.18a)
XR(σ) ≡ X(π − σ)−X(π
2
) =
√
2α ′
∞∑
n=1
xRn cos(2n− 1)σ , (4.18b)
8Often we shall fix α′, here α′ = 1.
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for 0 6 σ 6 π
2
. Note thatXL(σ) andXR(σ) obey Neumann boundary conditions at σ = 0 and
zero Dirichlet boundary conditions at σ = π
2
. These coordinates are called [192] ”comma”
coordinates.
An expression for the full open string modes in terms of the modes of the left-half and
modes of the right-half is:
x2n−1 =
1
2
(xLn − xRn ), n > 1, (4.19a)
x2n = −
∑
m=1
B2n,2m−1( x
L
m + x
R
m), n > 1. (4.19b)
Matrices B2n,2m−1 are written explicitly in Appendix 4.1. For the midpoint coordinate one
has
X(π
2
) = x0 +
√
2α ′
∑
n>1
(−1)nx2n. (4.20)
Conversely, the center of mass in the “comma” representation is:
x0 = X(
π
2
)−
√
2α ′
π
∑
n>1
(−1)n
2n− 1(x
L
n + x
R
n ). (4.21)
Without shift on the midpoint one deals with the following half string coordinates9:
l(σ) ≡ X(σ), (4.22a)
r(σ) ≡ X(π − σ), (4.22b)
for 0 6 σ 6 π
2
. Note that l(σ) and r(σ) obey Neumann boundary conditions at σ = 0 and
Dirichlet boundary conditions at σ = π
2
. One can perform a separated mode expansion of
the left and right half-strings choosing an odd/even extension to the interval (π
2
, π]. In the
first case one left only with odd modes in the Fourier expansions
l(σ) =
√
2α ′
∞∑
n=0
l2n+1 cos(2n+ 1)σ, (4.23a)
r(σ) =
√
2α ′
∞∑
n=1
r2n+1 cos(2n + 1)σ. (4.23b)
Relations between the full-string modes and the half-string modes r2n+1 and l2n+1 are
x2n+1 =
1
2
(l2n+1 − r2n+1), (4.24a)
x2n =
1
2
∑
m=0
X2n,2m+1( l2m+1 + r2m+1), (4.24b)
9To avoid misunderstanding we use new letters l, r and χL, χR for these half-strings coordinates.
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where matrices X2n,2m+1 are written explicitly in Appendix 4.1. Choosing an even extension
to the interval (π
2
, π] one left himself only with even modes in the Fourier expansions of the
left and right half-strings
χL(σ) = χL0 +
√
2α ′
∞∑
n=1
χL2n cos(2nσ), (4.25a)
χR(σ) = χR0 +
√
2α ′
∞∑
n=1
χR2n cos(2nσ). (4.25b)
Relations between the full-string modes and the half-string modes χL2n and χ
R
2n are
x2n =
1
2
(χL2n + χ
R
2n), n > 0, (4.26a)
x2n−1 =
√
2
π
√
α ′
(−1)n
2n− 1(χ
L
0 − χR0 ) +
∑
m=1
B2m,2n+1(χ
L
2m − χR2m). (4.26b)
4.1.4 Half-string functionals and projectors.
Using for example (4.23a, 4.23b), one can rewrite a string field Ψ[X(σ)] as a functional of
the right and left half-string degrees of freedom Ψ[{l2k+1}; {r2k+1}].
The star product Ψ ⋆ Φ in the split string language is given by
(Ψ ⋆ Φ)[{l2k+1}; {r2k+1}] =
∫ ∞∏
k=0
ds2k+1 Ψ[{l2k+1}; {s2k+1}] Φ[{s2k+1}; {r2k+1}] . (4.27)
Since | detX| = 1 (4.242), one can write the string field integral (4.4) as∫
Ψ =
∫ ∞∏
k=0
dl2k+1 Ψ[{l2k+1}; {l2k+1}] . (4.28)
One can think that {r2k+1} specifies a point K in the discrete set K ∈ K and consider
Ψ[{l2k+1}; {r2k+1}] as an infinite dimensional matrix ΨR,L so that
∫
Ψ ⇒ Tr Ψ, (4.29)
(Ψ ⋆ Φ)[{l2k+1}; {r2k+1}] ⇒ ΨLKΦKR. (4.30)
Since we have divided string into left and right half-strings it is useful following [161],[162]
to introduce string fields of the form
Ψ[l(σ), r(σ)] = ψL[l(σ)]ψR[r(σ)]. (4.31)
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For ψL = ψR these string fields are rank one projectors. One simple class of them is described
by Gaussian functionals
ψ[l(σ)] ∼ exp
(
−1
2
l2k+1Mkjl2j+1
)
. (4.32)
String field (4.31) in the full string modes basis is rewritten as
Ψ[{xn}] = exp
(
−1
2
xnLnmxm
)
, (4.33)
where
L2k+1,2j+1 = 2Mkj,
L2n,2m = 2X2n,2k+1MkjX2j+1,2m, (4.34)
L2k+1,2m = L2n,2j+1 = 0.
This means that string field of the form (4.33) is factorized when the following conditions
on the matrix Lnm are imposed
(a) The components Lnm must vanish when n+m is odd.
(b) The nonzero components must satisfy
L2n,2m = X2n,2k+1L2k+1,2j+1X2j+1,2m . (4.35)
Examples of functionals satisfying conditions (a) and (b) are
Lnm = δnm and Lnm = δnmn
2, (4.36)
where identity (4.241) is used.
4.2 ⋆ in Fock Space.
4.2.1 String fields as vectors in Fock space.
One can regard Φ{xn} from the previous subsection as a wave function in the coordinate
representation of a system with an infinite number of degrees of freedom. From the coordinate
space one can make transition to the Fock space. In our case this is the Hilbert space H
of the first-quantized string theory. To describe H let us write the canonical conjugated
momentum Pν(σ)
P ν(σ) =
1
π
(
pν +
1√
α′
∞∑
n=1
pνn cosnσ
)
. (4.37)
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The canonical commutation relation is
[Xµ(σ), P ν(σ′)] = iδµνδ(σ, σ′), (4.38)
where δ(σ, σ′) is the δ-function satisfying the Neumann boundary conditions on [0, π]:
δ(σ, σ′) =
1
π
∞∑
n=−∞
cosnσ cosnσ′ = δ(σ − σ′) + δ(σ + σ′). (4.39)
From (4.38) the commutation relations for modes are found to be
[xµ, pν ] = iηµν , [xµn, p
ν
m] = iη
µνδn,m. (4.40)
Now we can introduce the creation and annihilation operators for nonzero modes via
xµn = i
αµn − αµ†n
n
√
2
, pµn =
αµn + α
µ†
n√
2
. (4.41)
From (4.40) and (4.41) we get the following commutation relations (α−m = α†m)
[αµn, α
ν
m] = nη
µνδn+m,0. (4.42)
The state |0, p〉 is defined as
pˆµ|0, p〉 = pµ|0, p〉, αµn|0, p〉 = 0, n > 1. (4.43)
A basis for H is given by the set of states of the form
αµ1−n1 · · ·αµi−ni|0, p〉, (4.44)
where n > 0, and i is an arbitrary positive integer. Then any state |Φ〉 ∈ H can be expanded
as
|Φ〉 =
∫
dp
(
φ(p) + Aµ(p)α
µ
−1 +Bµν(p)α
µ
−1α
ν
−1 + · · ·
) |0, p〉, (4.45)
where the coefficients in front of the basis states have the dependence on the center-of-mass
momentum of the string. These coefficient functions are space-time particle fields.
The eigenstates of the position operators
xˆn|xn〉 = xn|xn〉 (4.46)
(here and in eq. (4.43) we put hats on x and p despite the fact that we have not put hats in
the relations (4.40) and (4.41)) are given by
|xn〉 =
(
1
π
)1/4
e−
1
2
nx2n−i
√
2nxnα
†
n+
1
2n
α†nα
†
n |0〉n, (4.47)
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where αn|0〉n = 0.
Using the completeness of these states∫ ∞∏
n=1
|xn〉〈xn| dxn = 1 (4.48)
one gets string functional corresponding to a given vector Ψ in the space H
Ψ[X(σ)] ≡ Ψ[{xn}] =
∏
n
〈xn|Ψ〉 (4.49)
and vise versa
|Ψ〉 =
∫
Ψ[{xn}]
∏
n
dxn|xn〉. (4.50)
4.2.2 Vertices.
Using (4.50) one can express [204] (see also [205]-[207]) the ⋆ operation defined by (4.4) as
an operation
⋆ : H⊗H → H. (4.51)
It is convenient to write the ⋆ product of |Ψ〉 and |Φ〉 using the reflection operator 〈R| and
3-string vertex 〈V3|
123〈V3| =11′ 〈R|22′〈R|33′〈R|V3〉1′2′3′ (4.52)
in the form
|Ψ〉 ⋆ |Φ〉3 =123′ 〈V3|Ψ〉1|Φ〉2|R〉33′ , (4.53)
where the subscript 1,2,3 label three interacting strings. One can rewrite (4.53) as
|Ψ〉 ⋆ |Φ〉3 =1 〈Ψ|2〈Φ|V3〉123, (4.54)
where
1〈Ψ| =12 〈R|Ψ〉2. (4.55)
1. Overlaps.
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|VN〉10 solves the overlap conditions
Xr(σ)−Xr−1(π − σ) = 0, Pr(σ) + Pr−1(π − σ) = 0 (4.56)
for σ ∈ L, where L denotes the interval [0, π
2
] and R denotes [π
2
, π].
For the zero mode sector of the Fock space H we shall use both oscillator and momentum
representations. We start with the oscillator representation.
2. Vertex in the zero mode oscillator representation.
3-vertex with the zero mode in the oscillator representation can be written in the form
|V3〉 =
[
(2π)−
1
4√
3
(
1
2
+ V00
)
α ′
1
4
]26
exp
(
−1
2
∑
r,s
∑
m,n>0
ar†mV
′rs
mna
s†
n
)
|0〉123. (4.57)
Here the strange at the first sight normalization factor has been chosen to cancel unwanted
factors in the proceeding expressions. Note that in (4.57) the vacuum |0〉 is
|0〉 ≡ |0〉n>0 ≡
⊗
n=0,1,...
|0〉n ≡ |0〉0 ⊗ |0〉n>0 (4.58)
and an is related with αn as
an =
αn√
n
, a†n =
α−n√
n
. (4.59)
The vertex functions V
′rs
mn have the following properties:
1◦. V rsmn = V
sr
nm;
2◦. cyclic property
V
′rs = V
′r+1,s+1 (4.60)
where summation is assumed mod 3;
and can be expressed as [204]
V ′rs =
1
3
(C + αs−rU ′ + αr−sU¯ ′), (4.61)
where α = exp(2πi
3
), Cmn = (−1)nδmn is the twist operator and the matrices U ′ and U¯ ′ ≡
C U ′C satisfy the following relations
(U ′)2 = (U¯ ′)2 = 1, (U ′)† = U ′. (4.62)
10We usually use I and R notations for V1 and V2 respectively.
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Equations (4.61) are equivalent to the fact that the matrix V
′rs can be block-diagonalized
in r, s indices by the matrix O satisfying O−1 = O†:
V = O−1V ′DO, (4.63)
with
V ′D =
 C 0 00 U ′ 0
0 0 U¯ ′
 , O = 1√
3
 1 1 1α∗ α 1
α α∗ 1
 . (4.64)
3. Vertex with zero mode in the momentum representation.
Relation between the zero mode vacuum in the momentum and oscillator representation
is
|0, p〉 ≡ |p〉0 ⊗ |0〉n>0 =
[
α ′
2π
] 13
2
exp
(
−α
′
4
p2 +
√
α ′a†0p−
1
2
(a†0)
2
)
|0〉0 ⊗ |0〉n>0. (4.65)
One can rewrite (4.57) in the momentum representation for the zero modes
|V3〉 = 1
(2π)13
∫
dp1dp2dp3 δ(26)(p1 + p2 + p3)
exp
[
−1
2
∑
r,s
∑
m,n>1
ar†mV
rs
mna
s†
n −
√
α ′
∑
r,s
∑
n>1
prV rs0na
s†
n −
α ′
2
∑
r
prV rr00p
r
]
|0, p〉123. (4.66)
The element V rr00 is independent of r and we denote it as V00 = −2 log γ, where γ = 43√3 .
Relations between vertices V and V ′ are
V ′rsmn = V
rs
mn − 2
∑
t
V rtm0V
ts
0n
1 + 2V00
, for n,m > 1; (4.67a)
V ′rsm0 = V
′sr
0m =
2
1 + 2V00
V rsm0, for m > 1; (4.67b)
V ′rs00 =
2
3
1
1 + 2V00
+ δrs
2V00 − 1
2V00 + 1
. (4.67c)
The vertex in the zero momentum space is
|V3〉 = exp
(
−1
2
∑
r,s
∑
m,n>1
ar†mV
rs
mna
s†
n
)
|0, 0〉123, (4.68)
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where V rsmn can be expressed in the same form as (4.61) [156],[204].
V r s =
1
3
(C + αs−rU + αr−sU¯), (4.69)
where matrices U and U¯ ≡ C U C satisfy the relations analogous to (4.62)
(U)2 = (U¯)2 = 1, (U)† = U. (4.70)
and can be expressed in terms of the entries of U ′ as
Umn = U
′
mn + (V00 +
1
2
)U ′m0U
′
0n, m, n > 1. (4.71)
Matrix V rs can be block-diagonalized by the matrix O (4.64).
|V3〉 can be explicitly written in terms of the Neumann coefficients as
|V3〉 = 1
(2π)13
∫
dp1dp2dp3δ(p1 + p2 + p3)
× exp
(
1
2
3∑
r,s=1
∞∑
n,m>1
αr−nN
rs
nmα
s
−m +
√
α ′
3∑
r,s=1
∑
m>1
prN
rs
0mα
s
−m +
α ′
2
N00
3∑
r=1
p2i
)
|0, p〉123.
(4.72)
The Neumann coefficients N rsnm represent the effect of conformal transformations f
(3)
r of the
upper half-disks of three open strings (see Sect.5.2) to the unit disc
N rsnm =
1
nm
∮
dz
2πi
z−nf (3)r
′(z)
∮
dw
2πi
w−mf (3)s
′(w)
1
(f
(3)
r (z)− f (3)s (w))2
. (4.73)
4.3 ⋆ in Left-Right Fock Space.
4.3.1 Vertices.
Overlaps for N -vertex in terms of half-string coordinates and momentum have the following
forms
[χLi (σ)− χRi−1(σ)]|VN〉 = 0, σ ∈ [0, π/2), (4.74)
[℘Li (σ) + ℘
R
i−1(σ)]|VN〉 = 0, σ ∈ [0, π/2),
where i = 1, 2, ..., N .
Using the method developed by Gross and Jevicki [204] one can solve overlaps explicitly
[193] and get the following answers for I, V2 and V3:
|I〉 = e−bL†1 nbR†1 n|0〉L|0〉R, (4.75)
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|V2〉 = e−
∑2
i=1 b
L†
i nb
R†
i−1nΠ2i=1|0〉Li |0〉Ri , (4.76)
|V3〉 = e−
∑3
i=1 b
L†
i nb
R†
i−1nΠ3i=1|0〉Li |0〉Ri . (4.77)
Here we use ”comma” creation and annihilation operators introduced in Appendix 4.2.
In [193] the proof of the equivalence of operator formulation of the Witten vertex and
comma theory in the case of I and V2 is given. This proof is generalized for 3-vertex in
[194]. It is shown that V3 is a solution of comma overlap equations. A more direct proof
of the equivalence of the two forms of vertices would be direct calculation of the string
vertex operator in corresponding full string modes and half-string modes starting from the
functional form (4.17).
4.3.2 ⋆ in half-string local basis.
From (4.75-4.77) one sees that ”comma” vertices can be written in terms of local variables,
for example
|V3〉 = e−
∑3
i=1
∫
dσbL†i (σ)b
R†
i−1(σ)Π3i=1|0〉Li |0〉Ri . (4.78)
This can be seen in a more direct way. To this purpose one can following [165] rewrite
conditions (4.56) as single condition using annihilation operator b(σ) 11
b(σ) =
√
πα′P (σ)− i
2
√
πα′
X(σ). (4.79)
The commutator of b(σ) and its hermitian conjugate b†(σ) is found to be
[b(σ), b†(σ′)] = δ(σ, σ′). (4.80)
The overlap conditions (4.56) are
br(σ) = −br−1†(π − σ), for σ ∈ L. (4.81)
In terms of b(σ) |V3〉 has a simple form
|V3〉 = exp
(
N∑
r=1
∫ pi
2
0
dσ b†r(σ)b
†
r−1(π − σ)
)
|O〉1 ⊗ |O〉2 ⊗ |O〉3 (4.82)
= exp
(
1
2
N∑
r,s=1
∫ π
0
dσdσ′ b†r(σ)N
rs(σ, σ′)b†s(σ
′)
)
|O〉1 ⊗ |O〉2 ⊗ |O〉3.
11We hope that the use of b†, b for creation and annihilation operators does not make a confusion with
ghost operators.
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The function N rs(σ, σ′) is defined as
N rs(σ, σ′) = [δr−1,sθL(σ) + δr+1,sθR(σ)]δ(π − σ, σ′),
where θL(σ) and θR(σ) are step functions with supports [0, π/2] and [π/2, π], respectively.
|O〉 is a vacuum with respect to b(σ)
b(σ)|O〉 = 0, for σ ∈ [0, π]. (4.83)
The reflector 12〈R| and the identity 〈I| are the subject for the following relations [165]
12〈R|br(σ) = −12〈R|b†r−1(π − σ), σ ∈ L, r = 1, 2, (4.84)
〈I|b†(σ) = −〈I|b(π − σ). (4.85)
In terms of b(σ) one has simple expressions for the reflector and the identity
12〈R| =1 〈O| ⊗2 〈O| exp[−
2∑
r=1
∫ π/2
0
dσ br(σ)br−1(π − σ)], r = 1, 2, (4.86)
〈I| = 〈O| exp[−1
2
∫ π
0
dσ b(σ)b(π − σ)]. (4.87)
b(σ) and b†(σ) can be expanded as
b(σ) = b0
√
1
π
+
√
2
π
∞∑
n=1
bn cos(nσ), (4.88)
b†(σ) = b†0
√
1
π
+
√
2
π
∞∑
n=1
b†n cos(nσ). (4.89)
The pairs bn, b
+
n and an, a
†
n are related by the Bogoliubov transformation
bn = UanU
−1, b+n = Ua
†
nU
−1, (4.90)
where U is an operator
U = exp
(
1
4
∞∑
n=1
log n(a2n − a†2n )
)
(4.91)
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or
bn =
n + 1
2
√
n
an +
n− 1
2
√
n
a†n. (4.92)
Note that (4.90) is not a proper Bogoliubov transformation from creation a†n and annihilation
an operators to creation b
†
n and annihilation bn operators since the set {(n− 1)/(n + 1)} is
not quadratically summable. See [111], Theorem 1 in Section 2. The operator U define a
map from the Fock space of initial creation and annihilation operators a†n, an to a new space
built on the cyclic vector |O〉 that is the vacuum for the new annihilation operators. To give
an operator meaning to (4.91) one can use a dressing procedure (see for example [182]).
The zero mode transforms as
b0 =
√
α′p− i
2
√
α′
x. (4.93)
The formal relation between |O〉 and the zero momentum vacuum |0, 0〉 is
|O〉 = e 12 b†20 U |0, 0〉. (4.94)
4.3.3 ⋆ in b-holomorphic basis.
A coherent state with respect to b(σ)
b(σ)|f〉 = f(σ)|f〉 (4.95)
is given by the following formula
|f〉 = exp[
∫ π
0
dσb†(σ)f(σ)]|O〉. (4.96)
The hermitian conjugate 〈f | satisfies
〈f |b†(σ) = 〈f |f¯(σ). (4.97)
The completeness condition holds
∫
[df¯df ] |f〉e−
∫ pi
0 dσ|f(σ)|2〈f | = 1, (4.98)
where the measure is given by
[df¯df ] =
∞∏
n=0
df¯ndfn
2πi
,
where fn are coefficients in the Fourier expansion and as usual df¯ndfn = 2idxndyn.
52
Extremely simple form takes a product of two coherent states if the notation is used for
|fL, fR〉 denotes |f〉 with the functions fL,R(σ) = θL,R(σ)f(σ),
|fL, fR〉 ⋆ |gL, gR〉 = e−
∫ pi
2
0 f(π−σ)g(σ)|fL, gR〉. (4.99)
Let us check that |O〉 satisfies left-right factorization identities (4.34). The Bogoliubov
transformations (4.93, 4.92) can be rewritten in the form
b0 = cosh θ0a0 + sinh θ0a
†
0,
bn = cosh θnan + sinh θna
†
n
and
|O〉 = exp(−1
2
a†iSija
†
j)|0, 0〉, (4.100)
where the matrix Sij = tanh θiδij (i, j = 0, 1, ...) can be written explicitly
S00 =
1
3
, (4.101)
Snm =
n− 1
n+ 1
δnm, n,m > 0. (4.102)
In the coordinate representation (4.100) corresponds to
exp
(
−1
2
xE−1
1− S
1 + S
E−1x
)
, (4.103)
where
E−1ij = δij
√
i+ δi0δj0
√
2. (4.104)
Here we have used that
|x〉 = exp
(
−1
2
xE−2x− ia†
√
2E−1x+
1
2
a† 2
)
. (4.105)
One gets Lij matrix (4.33) of the form
L00 = (E
−1 1− S
1 + S
E−1)00 = 1 (4.106)
Lnm = (E
−11− S
1 + S
E−1)nm = δnl
√
nδlk
1
l
δkm
√
m = δnm. (4.107)
This concludes the proof of the factorization.
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4.3.4 Summary.
Let us summarize what we presented in this subsection. We have found a realization of ⋆ in
the string Fock space over vacuum O. This realization has the following nice properties:
• O is a projector with respect to the ⋆-multiplication
|O〉 ⋆ |O〉 = |O〉; (4.108a)
• O does not belong the Fock space;
• O satisfies to left-right factorization identities;
• There is also the identity operator |I〉:
|I〉 ⋆ |I〉 = |I〉, (4.108b)
|I〉 ⋆ |O〉 = |O〉; (4.108c)
• Vertex has a simple ”comma” form (4.82);
• The coherent states over this vacuum are multiplied according to a simple formula
(4.99).
4.4 General Properties of Cyclic Vertices in Sliver Basis.
4.4.1 Properties of vertex on sliver.
In this section we will mostly follow the analysis of Kostelecky and Potting [156] (see also
[170]).
Let us suppose that 3-vertex operator (4.68) written in terms of the creation and anni-
hilation operators s† and s can be presented in the form
|V3〉 = exp
(
−1
2
∑
r,s
∑
m,n>0
s†rmVˆ
rs
mns
†s
n
)
|Ξ〉123, (4.109)
where |Ξ〉 is the s-vacuum
s|Ξ〉 = 0,
Vˆ rs obeys the cyclic symmetry (4.60) and (Vˆ rs)t = Vˆ sr.
The cyclic symmetry means that the matrix Vˆ has the following formVˆ 11 Vˆ 12 Vˆ 21Vˆ 21 Vˆ 11 Vˆ 12
Vˆ 12 Vˆ 21 Vˆ 11
 (4.110)
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Let us assume that reflector 〈R| has the form
〈R| =1 〈Ξ| ⊗ 2〈Ξ| exp
(
−
∑
m,n
s1nCnms
2
m
)
. (4.111)
Let us also suppose that the following identities (these identities are the same as identities
(4.108a-4.108c) from the previous section) take place
|Ξ〉 ⋆ |Ξ〉 = |Ξ〉, (4.112a)
|I˜〉 ⋆ |I˜〉 = |I˜〉, (4.112b)
|Ξ〉 ⋆ |I˜〉 = |I˜〉 ⋆ |Ξ〉 = |Ξ〉, (4.112c)
where
|I˜〉 = exp{−1
2
∑
s†nCnms
†
m}|Ξ〉. (4.112d)
Using the cyclic symmetry one can prove that (4.112a) leads to
Vˆ rr = 0. (4.113)
Indeed,
1〈Ξ| ⊗ 2〈Ξ|V 〉123 =12 〈Ξ| exp
(
−1
2
s†rVˆ
rss†s
)
|Ξ〉123 = exp
(
−1
2
s†3Vˆ
11s†3
)
|Ξ〉3.
We will widely use this property in the following calculations.
From (4.112c) it follows that
Vˆ 12CVˆ 21 = 0, Vˆ 21CVˆ 12 = 0. (4.114)
Indeed,
2〈I˜| ⊗ 1〈Ξ|V 〉123 =12 〈Ξ| exp
(
−1
2
s2Cs2
)
exp
(
−s†2Vˆ 12s†3 − s†1Vˆ 21s†3 − s†1Vˆ 12s†2
)
|Ξ〉123
=2 〈Ξ| exp
(
−1
2
s2Cs2
)
exp
(
−s†2Vˆ 12s†3
)
|Ξ〉23 = exp
(
−1
2
s†3Vˆ
12CVˆ 21s†3
)
|Ξ〉3,
that leads us to the identity Vˆ 12CVˆ 21 = 0. Identity Vˆ 21CVˆ 12 = 0 can be achieved analo-
gously.
From (4.112b) it follows that
Vˆ 21CVˆ 21CVˆ 21 + Vˆ 12CVˆ 12CVˆ 12 = C. (4.115)
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Indeed,
2〈I˜| ⊗ 1〈I˜|V 〉123 =12 〈Ξ| exp
(
−1
2
s2Cs2
)
exp
(
−1
2
s1Cs1
)
exp
(
−s†2Vˆ 12s†3 − s†1Vˆ 21s†3 − s†1Vˆ 12s†2
)
|Ξ〉123
∝ 2〈Ξ| exp
(
−1
2
s2Cs2
)
exp
[
−1
2
(s†3Vˆ
12 + s†2Vˆ
21)C(Vˆ 12s†2 + Vˆ
21s†3)
]
exp
(
−s†2Vˆ 12s†3
)
|Ξ〉23
∝ 2〈Ξ| exp
(
−1
2
s2Cs2
)
exp
(
−s†2Vˆ 21CVˆ 21s†3 − s†2Vˆ 12s†3
)
|Ξ〉23
∝ 2〈Ξ| exp
(
−1
2
s2Cs2
)
exp
[
−s†2(Vˆ 21CVˆ 21 + Vˆ 12)s†3
]
|Ξ〉23
∝ exp
[
−1
2
s†3(Vˆ
21 + Vˆ 12CVˆ 12)C(Vˆ 21CVˆ 21 + Vˆ 12)s†3
]
|Ξ〉3
∝ exp
[
−1
2
s†3(Vˆ
21CVˆ 21CVˆ 21 + Vˆ 12CVˆ 12CVˆ 12)s†3
]
|Ξ〉3.
Introducing notations
L = Vˆ 12C, R = Vˆ 21C (4.116)
one can rewrite (4.114,4.115) in the form
LR = 0, RL = 0, L3 +R3 = 1. (4.117)
This means that we get the projections operators R2 = R and L2 = L. Using the notations
(4.116) and taking into account (4.113) one can rewrite CVˆ as
CVˆ3 =
 0 L RR 0 L
L R 0
 . (4.118)
Let us now suppose that creation and annihilation operators s and s† are related to a
and a† via the Bogoliubov transformation
s = w(a+ Sa†), s† = (a† + Sa)w, (4.119)
where
w = (1− S2)−1/2. (4.120)
Vacua are related via
|Ξ〉 = Det(w)−1/2 exp
(
−1
2
a†Sa†
)
|0〉,
|0〉 = Det(w)−1/2 exp
(1
2
s†Ss†
)
|Ξ〉. (4.121)
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Let us prove that the vertex given in the a and a† basis by (4.57, 4.68) satisfies the
cyclic property in the s and s† basis. We must note here that the analysis is the same for
the case of the zero momentum in momentum representation for the zero mode (4.68) and
for the case of oscillator representation for the zero mode (4.57). Reversing the Bogoliubov
transformation
a = w(s− Ss†), a† = (s† − sS)w
one can rewrite the 3-vertex in terms of s
|V3〉 = exp
(
−1
2
ar†V rsas†
)
|0〉123
∝ exp
(
−1
2
ar†(V rs − Sδrs)as†
)
|Ξ〉123
∝ exp
[
−1
2
(s† + sS)r{w(V − S)w}rs(s† + Ss)s
]
|Ξ〉123, (4.122)
where the symbol S is understood as Smnδ
rs.
Using (4.270) one can rewrite equation (4.122) as
|V3〉 ∝ exp
(
−1
2
sr†Vˆ rsss†
)
|Ξ〉123, (4.123)
where
Vˆ = (1− V S)−1(V − S). (4.124)
Since S is diagonal, matrix Vˆ given by (4.124) can be diagonalized by the same matrix
O that diagonalizes V
Vˆ = O−1(1− VDS)−1(VD − S)O, (4.125)
where (1−VDS)−1(VD−S) is the diagonal matrix with the diagonal elements Vˆ rrD . Therefore,
Vˆ =
1
3
 1 α α∗1 α∗ α
1 1 1
 Vˆ 11D 0 00 Vˆ 22D 0
0 0 Vˆ 33D
 1 1 1α∗ α 1
α α∗ 1
 (4.126)
where Vˆ rrD are given by
Vˆ 11D = (1− CS)−1(C − S) = C,
Vˆ 22D = (1− US)−1(U − S) ≡ Λ,
Vˆ 33D = (1− U¯S)−1(U¯ − S) ≡ Λ¯. (4.127)
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Note that if [V, S] = 0 then Vˆ = V , since C2 = 1, U2 = 1 and U¯2 = 1 (4.70,4.62).
Matrices Λ and Λ¯ satisfy relations Λ2 = 1 and Λ¯2 = 1.
Indeed,
Λ2 = (1− US)−1(U − S)(1− US)−1(U − S)
= (U − S)−1U−1(U − S)(U − S)−1U−1(U − S) = 1.
Let us prove that if S is twist symmetric
[C, S] = 0
then the identity |I〉 which can be achieved by the Bogoliubov transformation is equal to
the state introduced by (4.112d).
Indeed, using eq. (4.270)
|I〉 = exp
(
−1
2
a†Ca†
)
|0〉
= exp
(
−1
2
a†Ca†
)
exp
(1
2
a†Sa†
)
|Ξ〉 = exp
(
−1
2
(s† − sS)w(C − S)w(−Ss+ s†)
)
|Ξ〉
∝ exp
(
−1
2
s†(1− w(C − S)wS)−1w(C − S)ws†
)
|Ξ〉 = exp
(
−1
2
s†Cs†
)
|Ξ〉 = |I˜〉
In the same way it can be shown that 〈R| achieved by the Bogoliubov transformation is
equal to the one introduced by (4.111).
Indeed,
12〈R| =12 〈0| exp(−a1Ca2) =12 〈Ξ| exp
(1
2
a1Sa1
)
exp
(1
2
a2Sa2
)
exp(−a1Ca2)
=12 〈Ξ| exp
[1
2
(s− s†S)s(wTw)rs(−Ss† + s)s
]
=12 〈Ξ| exp(−s1Cs2), (4.128)
where we have used the notation
T rs =
(
S −C
−C S
)
. (4.129)
Note that twist symmetry lead us to the relations Λ¯ = CΛC and L = CRC.
4.4.2 Equation for Bogoliubov transformation for sliver basis.
As one can see from (4.113) the matrix S should satisfy the following requirement to create
the sliver vacuum Ξ
C + Λ + Λ¯ = 0. (4.130)
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Following [156] we impose the constraints
[V, SC] = 0. (4.131)
Commutation relations (4.131) can be rewritten in the form
CS = SC, US = SU¯, U¯S = SU. (4.132)
Let us now solve eq. (4.130):
C + (1− US)−1(U − S) + (1− U¯S)−1(U¯ − S) = 0. (4.133)
Multiplying (4.133) from both sides with (1− US) and using the identity
(U¯ − S)(1− US) = (1− U¯S)(U¯ − S) (4.134)
one gets
(C + U + U¯)(1 + S2 − CS)− 3S = 0. (4.135)
This equation was proposed and solved by Kostelecky and Potting in [156].
4.4.3 Algebra of coherent states on sliver.
Using the projections L and R, following [170] we can split s into L and R parts
s = sL + sR, sL =
∑
n
sLnen, sR =
∑
n
sRnfn, (4.136)
where en and fn are the orthonormal basises of the eigenspaces of L and R:
en · em = fn · fm = δnm, en · fm = 0, fn = −Cen, (4.137)
Len = en, Ren = 0, Lfn = 0, Rfn = fn, (4.138)
L =
∑
n
ene
T
n , R =
∑
n
fnf
T
n . (4.139)
Since sL and sR commute,
[sLn, s
†
Lm] = [sRn, s
†
Rm] = δnm, [sLn, s
†
Rm] = 0, (4.140)
the Hilbert space is factorized into the Fock spaces of sL and sR
Hstr = HL ⊗HR. (4.141)
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In terms of sL,R, the 3-string vertex takes a “comma” form
|V3〉 = exp
(
s†R1s
†
L2 + s
†
R2s
†
L3 + s
†
R3s
†
L1
)
|Ξ〉123, (4.142)
where
s†Ls
†
R =
∑
n
s†Lns
†
Rn. (4.143)
The identity string field and the reflector become
|I〉 = es†Rs†L|Ξ〉, 12〈R| = 12〈Ξ|esR1sL2+sR2sL1. (4.144)
It is convenient to introduce the coherent states (fLs
†
L, fRwL are defined as in (4.143))
|fL, fR〉 = exp(fLs†L + fRs†R)|Ξ〉, (4.145)
I(fL, fR) = exp(fLs
†
L + fRs
†
R)|I〉. (4.146)
The multiplication rules for these coherent states are
|fL, fR〉 ⋆ |wL, wR〉 = efRwL|fL, wR〉, (4.147a)
I(fL, fR) ⋆ |wL, wR〉 = efRwL|fL + wL, wR〉, (4.147b)
|fL, fR〉 ⋆ I(wL, wR) = efRwL|fL, fR + wR〉, (4.147c)
I(fL, fR) ⋆ I(wL, wR) = e
fRwLI(fL + wL, fR + wR). (4.147d)
4.5 Algebra of String Operators.
4.5.1 Operator realization of string functionals.
There is a general GSM construction which maps an algebra of states to an operator algebra.
Here we show that the comma form of 3-vertex permits to write an explicit form of a map
of the algebra of states to an operator algebra that has the property (4.10, 4.11). Following
[170] we introduce the string fields
|An〉 = s†Rn|I〉, |A†n〉 = s†Ln|I〉. (4.148)
They satisfy the canonical commutation relations:
[|An〉, |A†m〉]⋆ = δnm|I〉, (4.149)
where [ , ]⋆ denotes the commutator with the star string product:
[A,B]⋆ = A ⋆ B − B ⋆ A.
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We also have
|An〉 ⋆ |Ξ〉 = |Ξ〉 ⋆ |A†n〉 = 0. (4.150)
On a linear span of states
|Ξ〉, |A†n1〉 ⋆ |Ξ〉, |A†n1〉 ⋆ |A†n2〉 ⋆ |Ξ〉, . . . (4.151)
one can introduce an action of operator A†n = |A†n〉⋆
A†n|Ξ〉 = |A†n〉 ⋆ |Ξ〉,
A†n1|A†n2〉 ⋆ |Ξ〉 = |A†n1〉 ⋆ |A†n2〉 ⋆ |Ξ〉,
A†n3|A†n2〉 ⋆ |A†n1〉 ⋆ |Ξ〉 = |A†n3〉 ⋆ |A†n2〉 ⋆ |A†n1〉 ⋆ |Ξ〉,
...
and the operator An = |An〉⋆
An|Ξ〉 = |An〉 ⋆ |Ξ〉 = 0,
An1|An2〉 ⋆ |Ξ〉 = |An1〉 ⋆ |An2〉 ⋆ |Ξ〉,
An3|An2〉 ⋆ |An1〉 ⋆ |Ξ〉 = |An3〉 ⋆ |An2〉 ⋆ |An1〉 ⋆ |Ξ〉,
...
We see that due to (4.149) and the fact that |I〉⋆ acts on the states (4.151) as the identity,
A†n and An satisfy the commutation relation for creation and annihilation operators
[An,A
†
m] = δnm. (4.154)
|Ξ〉 is a vacuum with respect to An, i.e.
An|Ξ〉 = 0.
Therefore, the linear span (4.151) is naturally embedded in the Fock space H representation
of (4.154). Next, one can perform a map of a linear span
|Ξ〉, |Ξ〉 ⋆ |An〉, |Ξ〉 ⋆ |An1〉 ⋆ |An2〉, . . . (4.155)
to the following conjugated states in the space H
|Ξ〉 =⇒ 〈Ξ|,
|Ξ〉 ⋆ |An〉 =⇒ 〈Ξ|An,
|Ξ〉 ⋆ |An1〉 ⋆ |An2〉 =⇒ 〈Ξ|An1An2,
· · ·
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For a general state of the form
|Nk,Ml〉 ≡ |A†n1〉 ⋆ ...|A†nk〉 ⋆ |Ξ〉 ⋆ |Am1〉 ⋆ ...|Aml〉 (4.157)
we can consider a map
|Nk,Ml〉 =⇒ |Nk〉〈Ml|, (4.158)
|Nk〉〈Ml| =
k∏
i=1
Ani|Ξ〉〈Ξ|
l∏
j=1
Amj . (4.159)
This map is consistent with ⋆ multiplication of two states in the form (4.157), i.e it defines
a morphism. One can check this using (4.147a–4.147d).
It is convenient to introduce A-coherent states |f〉, and it’s conjugate
〈g| = 〈Ξ|e
∑
g¯nAn , |f〉 = e
∑
fmA
†
m |Ξ〉. (4.160)
Using the morphism (4.158) one can write
|fL, fR〉 = efLs
†
L|I〉 ⋆ |Ξ〉 ⋆ efRs†R|I〉 = efLA†|Ξ〉〈Ξ|efRA ≡ |fL〉〈fR|. (4.161)
Note that this relation is consistent with the trace
Tr
(
|fL, fR〉
)
= 〈I|fL, fR〉 = efLfR. (4.162)
One can write
|N,M〉 =
∏
i,j
s†niLi s
†mj
Rj√
ni!mj !
|Ξ〉 ⇒
∏
i
A†nii√
ni!
|Ξ〉〈Ξ|
∏
j
A
mj
j√
mj !
= |N〉〈M |. (4.163)
The above construction works for half-string representation as well [165]. In this case
using notations of (4.3.2) we introduce the following string fields
|A(σ)〉 = θR(σ)b†(σ) |I〉, |A†(σ)〉 = −θR(σ)b†(π − σ) |I〉. (4.164)
One can check that
[ |A(σ)〉 , |A†(σ′)〉 ]⋆ = δ(σ, σ′) |I〉, (4.165)
We also have
|A(σ)〉 ⋆ |O〉 = 0, |O〉 ⋆ |A†(σ)〉 = 0. (4.166)
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On a linear span of states
|O〉, |A†(σ)〉 ⋆ |O〉, |A†(σ1)〉 ⋆ |A†(σ2)〉 ⋆ |O〉, . . . (4.167)
one can introduce an action of operator A†(σ) = |A†(σ)〉⋆
A†(σ)|O〉 = |A†(σ)〉 ⋆ |O〉,
A†(σ1)|A†(σ2)〉 ⋆ |O〉 = |A†(σ1)〉 ⋆ |A†(σ2)〉 ⋆ |O〉,
A†(σ3)|A†(σ2)〉 ⋆ |A†(σ1)〉 ⋆ |O〉 = |A†(σ3)〉 ⋆ |A†(σ2)〉 ⋆ |A†(σ1)〉 ⋆ |O〉,
...
and the operator A(σ) = |A(σ)〉⋆
A(σ)|O〉 = |A(σ)〉 ⋆ |O〉 = 0,
A(σ1)|A(σ2)〉 ⋆ |O〉 = |A(σ1)〉 ⋆ |A(σ2)〉 ⋆ |O〉,
A(σ3)|A(σ2)〉 ⋆ |A(σ1)〉 ⋆ |O〉 = |A(σ3)〉 ⋆ |A(σ2)〉 ⋆ |A(σ1)〉 ⋆ |O〉,
...
We see that due to (4.165) and the fact that |I〉⋆ acts on the states (4.167) as the identity,
operators A†(σ) and A(σ) satisfy the commutation relation for creation and annihilation
operators
[A(σ),A†(σ′)] = δ(σ, σ′). (4.170)
|O〉 is a vacuum with respect to A(σ), i.e.
A(σ)|O〉 = 0.
Therefore, the linear span (4.167) is naturally embedded in the Fock space H representation
of (4.170). Next, one can perform a map of a linear span
|O〉, |O〉 ⋆ |A(σ)〉, |O〉 ⋆ |A(σ1)〉 ⋆ |A(σ2)〉, . . . (4.171)
to the following conjugated states in the space H
|O〉 =⇒ 〈O|,
|O〉 ⋆ |A(σ)〉 =⇒ 〈O|A(σ),
|O〉 ⋆ |A(σ1)〉 ⋆ |A(σ2)〉 =⇒ 〈O|A(σ1)A(σ2),
· · ·
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For a general state of the form
|Nn,m({σ}, {σ′})〉 ≡ |A†(σ1)〉 ⋆ ...|A†(σn)〉 ⋆ |O〉 ⋆ |A(σ′1)〉 ⋆ ...|A(σ′m)〉 (4.173)
we can consider a map
|Nn,m({σ}, {σ′})〉 =⇒ |Nn({σ}〉〈Nm{σ′})|, (4.174)
|Nn({σ}〉〈Nm{σ′})| =
n∏
i
A†(σi)|O〉〈O|
n′∏
i
A(σ′i). (4.175)
This map is consistent with ⋆ multiplication of two states in the form (4.173). Indeed,
|Nn,n′({σ}, {σ′})〉 ⋆ |Nm,m′({τ}, {τ ′})〉 = δn′,m
∑
P
∏
i
δ(σ′i − τPi)|Nn,n′({σ}, {τ ′})〉, (4.176)
that corresponds to the product
|Nn({σ}〉〈Nn′{σ′})| · |Nm({τ}〉〈Nm′{τ ′})|. (4.177)
It is convenient to introduce A-coherent states |f〉〉
A(σ)|f〉〉 = θR(σ)f(σ)|f〉〉, 〈〈g|A†(σ) = 〈〈g|θR(σ)g¯(σ).
Explicit form of A-coherent state and it’s conjugate is
〈〈g| = 〈O|e
∫
R
g¯·A, |f〉〉 = e
∫
R
f ·A† |O〉. (4.178)
The main observation at [165] is the formula
|fL, fR〉 = e−
∫
R
f(π−σ)|A(σ)〉
⋆ ⋆ |O〉 ⋆ e
∫
R
f(σ)|A(σ)〉
⋆ . (4.179)
Using the map (4.174) one can write
e
− ∫
R
f(π−σ)|A(σ)〉
⋆ ⋆ |O〉 ⋆ e
∫
R
f(σ)|A(σ)〉
⋆ =⇒ e−
∫
R
f(π−σ)A†(σ)|O〉〈O|e
∫
R
f(σ)A(σ). (4.180)
Using the notations (4.178) one can rewrite (4.180) as
|fL, fR〉 =⇒ | − r(fL)〉〉 〈〈f¯R|. (4.181)
One can check directly that if
|fL, fR〉 =⇒ | − r(fL)〉〉 〈〈f¯R|,
|gL, gR〉 =⇒ | − r(gL)〉〉 〈〈g¯R|, (4.182a)
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then the product of operators in the r.h.s. of eq. (4.182a) is
| − r(fL)〉〉 〈〈f¯R| · | − r(gL)〉〉 〈〈g¯R| = e−
∫
R
fR·r(gL) | − r(fL)〉〉〈〈g¯R|, (4.183)
that in accordance with (4.99) and (4.181) corresponds to the product of states |fL, fR〉 ⋆
|gL, gR〉, that proves the correspondence (4.181).
The integration of the open string field theory∫
|fL, fR〉 = 〈I|fL, fR〉
corresponds to
Tr(| − r(fL)〉〉〈〈fR|) = 〈〈fR| − r(fL)〉〉 = e−
∫
R
f¯R·r(fL). (4.184)
4.6 Matrix Realization.
String fields A(σ) and A†(σ) can be expanded as
A(σ) =
√
2
π
A0 +
2√
π
∞∑
n=1
An cos(2nσ), A
†(σ) =
√
2
π
A†0 +
2√
π
∞∑
n=1
A†n cos(2nσ),
(4.185)
in terms of {cos(2nσ)}n=0,1,... instead of {cos(nσ)}n=0,1,.... Although A(σ) and A†(σ) are
defined on the interval [π
2
, π], the operator A(σ) can be extended to an operator Aext on the
interval [0, π] such thatAext(σ) = θR(σ)Aext(σ)+θL(σ)Aext(π−σ), and similarly forA†ext(σ).
Because these operators Aext and A
†
ext satisfy the Neumann boundary condition, they are
expanded in terms of {cos(nσ)}n=0,1,.... However they also satisfy Aext(σ) = Aext(π−σ) and
are thus expanded by the even-integer modes {cos(2nσ)}n=0,1,.... The restriction of Aext(σ)
and A†ext(σ) to the interval [
π
2
, π] gives A and A†.
The relation between the modes a†n and the modes An and A
†
n can be stated by using
the transition matrices collected in Appendix 4.1.
To state a correspondence between operators and matrices one has to consider the operator
| − r(fL)〉〉 〈〈f¯R| in the occupation numbers basis
|n〉〉 =
√
1
n0!n1! . . .
(A†0)
n0(A†1)
n1 . . . |O〉, (4.186)
where the infinitely dimensional vector n denotes (n0, n1, . . . ). In terms of such states |n〉〉,
we have
| − r(f)〉〉 =
∞∑
n0,n1,···=0
(−1)(
∑∞
i=0 ni)
(fL,0)
n0(fL,1)
n1 . . .√
n0!n1! . . .
|n〉〉, (4.187)
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and we get a map
|fL, fR〉 ⇐⇒ | − r(fL)〉〉〈〈fR| ⇐⇒ fn,m, (4.188)
where
fn,m = 〈〈n| − r(fL)〉〉〈〈fR|m〉〉. (4.189)
4.7 Ghost Sector.
The ghost sector of the open bosonic string can be described in terms of fermionic ghost
fields c(σ), b(σ) (about bosonization in terms of a single bosonic scalar field φ(σ) see 6.2).
To write down the Faddeev-Popov determinant corresponding to the conformal gauge
one has to introduce two sets of ghosts (see eq. 3.1.35 in [197] ) c+, b++ and c
−, b−−. They
satisfy the first order equations,
∂−c
+ = 0, ∂+c
− = 0, (4.190)
∂−b++ = 0, ∂+b−− = 0, (4.191)
i.e. c+ = c+(τ + σ) and c− = c−(τ − σ) and the same for b. The Neumann boundary
conditions
c+ = c−|σ=0,π, b++ = b−−|σ=0,π (4.192)
left us with two functions only c+ = c− ≡ c, b++ = b−− ≡ b, one for the ghost and one for
the antighost field, that satisfy 2π-periodic boundary conditions
c±(σ + 2π) = c±(σ), b±±(σ + 2π) = b±±(σ) . (4.193)
These Grassmann fields have mode decompositions
c±(σ, τ) =
∑
n
cne
in(τ±σ) (4.194)
b±±(σ, τ) =
∑
n
bne
in(τ±σ) . (4.195)
The ghost creation and annihilation operators satisfy
{cn, bm} = δn+m,0 , {cn, cm} = {bn, bm} = 0 . (4.196)
The ghost Fock space has a pair of vacua |±〉 annihilated by cn, bn for n > 0. These two
vacua satisfy
c0|−〉 = |+〉 c0|+〉 = 0
b0|+〉 = |−〉 b0|−〉 = 0 .
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We define the Fock space so that b0, c0 are hermitian and c
†
n = c−n, b
†
n = b−n. It follows
that 〈+|+〉 = 〈+|c0|−〉 = 0, and similarly 〈−|−〉 = 0. We normalize the vacua so that
〈+|b0|+〉 = 〈−|c0|−〉 = 1 . (4.197)
We will use the ghost vacuum |+〉 ≡ |0〉. The ghost number operator is
G =
∞∑
n=1
[c−nbn − b−ncn] + 1
2
[c0b0 − b0c0] + 1
2
(4.198)
so that the cn and bn have ghost number 1 and -1 respectively. The vacua |+〉 and |−〉 have
ghost numbers 1 and 0 respectively.
It is easy to describe the ghost sector in the bosonized language (see Sect. 6.2) using the
functional point of view. In this language the star product in the ghost sector is given by
(4.3) with an extra insertion of exp(3iφ(π
2
)/2) inside the integral and the integration is given
by (4.4) with an insertion of exp(−3iφ(π
2
)/2) inside the integral.
In operator language a precise meaning to these expressions (4.3,4.4) was given in [204,
205, 206, 207], where ghost part of the star product and two- and three-string vertices was
written in terms of ghost creation and annihilation operators bn, cn.
4.7.1 Ghost half-strings.
In this section we give a construction of the comma ghosts in the fermionic representation
straightly following [195],[196]. Ghost coordinates (4.195) can be rewritten in form
c±(σ) =
∞∑
n=−∞
cne
±nσ = c(σ)± iπb(σ), (4.199)
b±(σ) =
∞∑
n=−∞
bne
±nσ = πc(σ)± ib(σ). (4.200)
The overlap equations for N-strings are
cs(σ) + cs−1(σ) = 0, (4.201)
πsc(σ)− πs−1c (π − σ) = 0, (4.202)
where s = 1, 2, ..., N and one has similar equations for b(σ) and πb(σ), with the role of
coordinates and momenta exchanged.
These overlaps can be explicitly solved to give the following formula for the identity |Ighost〉
|Ighost〉 = b+(π2 )b−(π2 ) exp
( ∞∑
n=1
(−1)nc−nb−n
)
|0〉, (4.203)
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where the midpoint insertions correspond to the bosonized insertions mentioned in the pre-
vious subsection.
The 3-string vertex |V ghost3 〉 takes the form
|V ghost3 〉 = exp
( 3∑
r,s=1
∞∑
n=1,m=0
cr−nV˜
rs
nmb
s
−m
)
|0〉, (4.204)
where the matrices V˜ rsmn have cyclic symmetry as usually.
One can introduce the comma ghost coordinates cr±(σ) = c
r(σ)± iπrb , where
cL(σ) = c(σ), (4.205)
cR(σ) = c(π − σ), (4.206)
for 0 6 σ 6 π
2
. Likewise defined πrc(σ), b
r(σ) and πrb (σ), where r = 1, 2;L,R. We choose
even extension to the interval [0, π
2
) for the ghost coordinate cr(σ) and conjugate momentum
πrc (σ) and odd extension for the antighost coordinate b
r(σ) and conjugate momentum πrb (σ):
cr(σ) = cr0 +
√
2
∞∑
n=1
gr2n cos 2nσ, (4.207a)
πrc (σ) = b
r
0 +
√
2
∞∑
n=1
yr2n cos 2nσ, (4.207b)
br(σ) =
√
2
∞∑
n=1
hr2n−1 sin(2n− 1)σ, (4.207c)
πrb (σ) =
√
2
∞∑
n=1
zr2n−1 sin(2n− 1)σ. (4.207d)
Relations between full-string modes and half-string modes for c(σ) and cL,R(σ) are
c0 =
1
2
(c10 + c
2
0),
1√
2
(c2n + c−2n) =
1
2
(g12n + g
2
2n), n > 1, (4.208)
1√
2
(c2n−1 + c−2n+1) =
√
2
π
(−1)n
2n− 1
2∑
r=1
(−1)rcr0 +
2∑
r=1
(−1)r
∞∑
m=1
B2m,2n−1gr2m, n > 1.
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Relations between momentum πc(σ) and π
L,R
c (σ) are
b0 =
1
2
(b10 + b
2
0),
1√
2
(b2n + b−2n) =
1
2
(y12n + y
2
2n), n > 1, (4.209)
1√
2
(b2n−1 + b−2n+1) =
√
2
π
(−1)n
2n− 1
2∑
r=1
(−1)rbr0 +
2∑
r=1
(−1)r
∞∑
m=1
B2m,2n−1yr2m, n > 1.
Relations between b(σ) and bL,R(σ) are
1√
2
(b2n − b−2n) =
2∑
r=1
∞∑
m=1
(−1)r 2n
2m− 1B2n,2m−1h
r
2m−1,
1√
2
(b2n−1 − b−2n+1) = 1
2
(h12n−1 + h
2
2n−1). (4.210)
Relations between momentum πb(σ) and π
L,R
b (σ) are
1√
2
(c2n − c−2n) =
2∑
r=1
∞∑
m=1
(−1)r 2n
2m− 1B2n,2m−1z
r
2m−1,
1√
2
(c2n−1 − c−2n+1) = 1
2
(z12n−1 + z
2
2n−1). (4.211)
The inverse relations introduced in Appendix 4.4.
Let us introduce the comma ghost modes (see Appendix 4.4)
γrn ≡
1
2
(yrn + iz
r
n), n > 1, (4.212)
βrn ≡
1
2
(grn + ih
r
n), n > 1, (4.213)
with γr−n = γ
r†
n and β
r
−n = β
r†
n . The zero modes are defined by γ
r
0 ≡ 1√2cr0 and βr0 ≡ 1√2br0.
These coordinates satisfy anticommutation relations (see Appendix 4.4)
{γrn, βsm} = δrsδn+m,0. (4.214)
Let us now present solutions of overlap equations in the comma coordinates. The comma
overlaps for vertices |V ghostN 〉 are
cLj (σ) = −cRj−1(σ), (4.215)
πLc j(σ) = π
R
c j−1(σ), (4.216)
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where j = 1, 2, ..., N . For br(σ) and πrb(σ) one gets similar equations with the relative sign
exchanged. These overlaps can be explicitly solved in terms of γr and βr using the procedure
of [204] and give the following answer for the identity |Ighost〉:
|Ighost〉 = exp
(
βR−nγ
L
−n + β
L
−nγ
R
−n
)
|Ω〉L|Ω〉R, where γr0|Ω〉r = 0. (4.217)
For |V ghost3 〉 one gets
|V ghost3 〉 = exp
(
β1,L−n γ
3,R
−n + β
2,L
−n γ
1,R
−n + β
3,L
−nγ
2,R
−n
+ β1,R−n γ
2,L
−n + β
2,R
−n γ
3,L
−n + β
3,R
−n γ
1,L
−n
)
Π3i=1|Ω〉Li |Ω〉Ri . (4.218)
In [196] it is shown that the Witten cubic ghost vertices solve the comma overlaps. This
shows the equivalence of two theories at the level of vertices.
4.8 Appendix 4.1. Transition functions between two basis.
There are two complete sets of orthogonal functions on [0, π
2
]
cos(2m− 1)σ, m = 1, 2, ... (4.219a)
or
1, cos 2nσ, n = 1, 2, ... (4.219b)
Using explicit formulae for integrals∫ π/2
0
dσ cos 2nσ cos(2m− 1)σ = −π
2
B2n,2m−1, (for n > 0) (4.220)
where
B2n,2m−1 =
1
π
(−1)n+m
(
1
2n+ 2m− 1 −
1
2n− 2m+ 1
)
(4.221)
and ∫ π/2
0
dσ cos(2n− 1)σ cos(2m− 1)σ = π
4
δn,m, (4.222)
∫ π/2
0
dσ cos 2nσ cos 2mσ =
π
4
δn,m (4.223)
one can rewrite functions of one set in terms of functions of the other set. This gives explicit
relations between full open string modes and the left-half and right-half modes.
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4.8.1 xn and x
L,R
m .
We can compare (4.18a), (4.18b) and (4.5) to get an expression for the full open string modes
in terms of the left-half and right-half modes:
xn =
∑
m=1
A+nm x
L
m +
∑
m=1
A−nm x
R
m, n > 1, (4.224)
where the matrices A± are
A+2n−1,m = −A−2n−1,m =
1
2
δn,m, (4.225)
A+2n,m = A
−
2n,m = −B2n,2m−1. (4.226)
One can rewrite (4.224) more explicitly
x2n−1 =
1
2
(xLn − xRn ), n > 1, (4.227)
x2n =
∑
m=1
1
π
(−1)n+m−1
(
1
2m+ 2n− 1 +
1
2m− 2n− 1
)
( xLm + x
R
m), n > 1. (4.228)
One can invert (4.224) and write the left-half modes and right-half modes in terms of the
full string modes
xLm =
∑
m=1
A˜+mn xn, x
R
m =
∑
m=1
A˜−mn xn, n ≥ 1 , (4.229)
where
A˜±m,2n−1 = 2A
±
2n−1,m = δn,m,
A˜±m,2n = 2A
±
2n,m −
4
π
(−1)n+m−1
2m− 1 =
4
π
(−1)n+m−1 4n
2
((2m− 1)2 − 4n2) (2m− 1) . (4.230)
One can rewrite (4.229) as
xLm = x2m−1 +
∑
l=1
A˜+m,2l x2l, (4.231)
xRm = −x2m−1 +
∑
l=1
A˜+m,2l x2l, m > 1. (4.232)
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Note that
A+ = CA−, A˜+ = A˜−C. (4.233)
Matrices A˜± and A± also satisfy the relations
A+A˜+ + A−A˜− = 1, A˜±A∓ = 0, A˜±A± = 1. (4.234)
To check these properties the following identities are useful
∞∑
k=1
B2n,2k−1B2m,2k−1 =
1
4
δnm, (4.235)
∞∑
k=1
2k
2n− 1B2n−1,2kB2k,2m−1 = −
1
4
δnm. (4.236)
From (4.18a) and (4.18b) one sees that the relationship between xµn and (x
Lµ
n , x
Rµ
n ) does
not involve the zero mode x0 of X .
4.8.2 xn and l2m+1, r2m+1.
Relations between the full-string modes and the half-string modes r2n+1 and l2n+1 are
x2n+1 =
1
2
(l2n+1 − r2n+1), (4.237)
x2n =
1
2
∑
m=0
X2n,2m+1( l2m+1 + r2m+1), (4.238)
where
X2n,2m+1 = X2m+1,2n = −2B2n,2m+1, n 6= 0, (4.239)
and
X0,2m+1 = X2m+1,0 = −
√
2B0,2m+1. (4.240)
The useful identity for this matrix is
∞∑
k=0
X2n+1,2k(2k)
2X2k,2m+1 = (2n+ 1)
2δnm . (4.241)
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The matrix
X ≡
(
0 X2k+1,2n
X2n,2k+1 0
)
(4.242)
is symmetric and orthogonal: X = XT = X−1.
One can invert (4.24b) and write the left-half modes and right half modes in terms of the
full string modes
l2k+1 = x2k+1 +
∑
n=0
X2k+1,2n x2n, (4.243)
r2k+1 = −x2k+1 +
∑
n=0
X2k+1,2n x2n. (4.244)
4.8.3 xn and χ
L,R
2m .
One can invert (4.26b) and write the left-half modes and right-half modes in terms of the
full string modes
χL0 = x0 +
2
√
2α ′
π
∑
k=1
(−1)k
2k − 1 x2k−1, (4.245)
χR0 = x0 −
2
√
2α ′
π
∑
k=1
(−1)k
2k − 1 x2k−1, (4.246)
χL2n = x2n + 2
∑
k=1
B2n,2k−1 x2k−1, (4.247)
χR2n = x2n − 2
∑
k=1
B2n,2k−1 x2k−1. (4.248)
4.9 Appendix 4.2. “Comma” creation and annihilation operators.
4.9.1 “Comma” operators (with singled out midpoint).
The quantized momentum conjugate to xLn , x
R
n and X(π/2) are defined as usual
PLn = −i
∂
∂xLn
, PRn = −i
∂
∂xRn
, P = −i ∂
∂X(π/2)
. (4.249)
Relation with the conventional string momentum pm are given by:
PLn =
1
2
p2n−1 +
∑
m>1
A+2m,np2m −
√
2
π
√
α ′
(−1)n
2n− 1p0,
PRn = −
1
2
p2n−1 +
∑
m>1
A˜−2m,np2m −
√
2
π
√
α ′
(−1)n
2n− 1p0,
P = p0.
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The inverse relations read:
p2n−1 = PLn −PRn (4.250)
p2n =
∑
m>1
A˜+m,2n
(PLm + PRm)+√2(−1)nP.
The creation and annihilation operators for the “comma” modes are defined in the fol-
lowing way 12 13:
brn =
−i√
2
(
2n− 1
2
)1/2{
xrn + i
2
2n− 1P
r
n
}
,
br †n =
i√
2
(
2n− 1
2
)1/2{
xrn − i
2
2n− 1P
r
n
}
, (4.251)
where n > 1.
The vacuum satisfies the relations
bLn |0〉L = 0, bRn |0〉R = 0, n = 1, . . . ,∞.
Space of states is
H = HL ⊗HR ⊗HM ,
where HM is for the midpoint motion. Relations between bL#n , bR#n and a#n are
bLn =
√
2
π
(−1)(n−1)
(2n− 1)3/2 p0 +
1√
2
a2n−1 +
1√
2
∞∑
m=1
M1m,na2m −M2m,na†2m, (4.252)
bRn =
√
2
π
(−1)(n−1)
(2n− 1)3/2 p0 −
1√
2
a2n−1 +
1√
2
∞∑
m=1
M1m,na2m −M2m,na†2m, (4.253)
and the corresponding relation for bL†n , b
R†
n can be achieved by changing an and a
†
n. These
formulae define the Bogoliubov transformation with transformation matrices
M1n,m =
1
2
√
2m− 1
2n
A˜±m,2n +
√
2n
2m− 1A
±
2n,m, (4.254)
M2n,m =
1
2
√
2m− 1
2n
A˜±m,2n −
√
2n
2m− 1A
±
2n,m. (4.255)
12Here we use notations of [192], where relations between creation and annihilation operators for R/L
n-modes and corresponding canonical operators are taken to be an =
−i√n
2
(qn + i
2
n
pn)
13For half-strings we use different notations r = 1, 2; L,R;
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The inverse relations are given by:
a2n−1 = b(−1)n ,
a2n =
(−1)n√
2n
P +
∑
m>1
M1n,mb
(+)
m +M2n,mb
(+)†
m , (4.256)
where one defines the combinations
b(±)m =
1√
2
(
bLm ± bRm
)
.
Let us write the relation between usual vacuum an|0〉 = 0 for n > 0 and vacuum |0〉L|0〉R.
Since a2n−1|0〉 = b(−1)n |0〉 = 0, only the combinations b(+)
†
n act on |0〉L|0〉R to get the a-vacuum
|0〉, namely:
|0〉 = exp
(
−1
2
b(+)†n φn,mb
(+)†
m
)
|0〉L|0〉R (4.257)
and the matrix φ is determined as [111]:
φ = M−11 M2.
One finds [192] M−11 M2 to be
φn,m = (2n− 1)1/2(2m− 1)1/2 1
2(n+m− 1)
( −1/2
n− 1
)( −1/2
m− 1
)
. (4.258)
4.9.2 “Comma” operators (without singled out midpoint).
The quantized momenta conjugated to χLn , χ
R
n are defined in the usual way
℘Ln = −i
∂
∂χLn
, ℘Rn = −i
∂
∂χRn
. (4.259)
Relation with the conventional string momentum pm are given by [193]:
℘r0 =
1
2
p0 +
√
2
(−1)r
π
∞∑
n=1
(−1)n
2n− 1p2n−1, (4.260)
℘r2n =
1
2
p2n + (−1)r
∞∑
m=1
B2n 2m−1p2m−1, n > 1.
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The inverse relations are
p2n = ℘
L
2n + ℘
R
2n, n > 0, (4.261)
p2n−1 =
2
√
2
π
(−1)n
2n− 1(℘
L
2n + ℘
R
2n) + 2
∞∑
m=1
B2m 2n−1(℘L2m − ℘R2m), n > 1.
Creation and annihilation operators satisfying the commutation relation
[brn, b
s†
m] = δ
rsδnm, n > 1 (4.262)
can be written in the form
br0 = −i
(
χr0 +
i
2
℘r0
)
, brn = −i
√
n
2
(
χr2n +
i
n
℘r2n
)
. (4.263)
Comma vacuum are introduced as
brn|0〉r = 0, n > 1, (4.264)
where we have the following expressions for br
br0 =
1
4
(3a0 − a†0) +
(−1)r
2π
∞∑
n=1
(−1)n
(2n− 1)3/2{[4 + (2n− 1)]a2n−1 − [4− (2n− 1)]a
†
2n−1},
(4.265)
brn =
1√
2
a2n +
(−1)r+1√
3
∞∑
m=1
(
2m− 1
2n
)1/2
[A2m−1 2na2m−1 − S2m−1 2na†2m−1], (4.266)
where
A2m−1 2n = B2m−1 2n − B2n 2m−1, S2m−1 2n = B2m−1 2n +B2n 2m−1. (4.267)
4.10 Appendix 4.3. Identities for coherent and squeezed states.
In [156] the useful identities are introduced.
Det(1− S · V )1/2〈0| exp
(
λ · a+ 1
2
a · S · a
)
exp
(
µ · a† + 1
2
a† · V · a†
)
|0〉
= exp
[
λ · (1− V · S)−1 · µ+ 1
2
λ · (1− V · S)−1 · V · λ+ 1
2
µ · (1− S · V )−1 · S · µ
]
,
(4.268)
where the dot indicates contraction of indices.
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If the matrices A, B, and C satisfy
AT = A, BT = B, ACT = CA, BC = CTB, C2 = 4AB (4.269)
then the following identity takes place
exp(a†Aa† + a†Ca + aBa)
= Det
[
(1− C)eC]−1/2 exp[a†(1− C)−1Aa†] exp[−a† ln(1− C)a] exp[aB(1 − C)−1a].
(4.270)
4.11 Appendix 4.4. Ghost half-string coordinates.
Here we collect some relations for the half-string and full-string ghost modes following
[195],[196]. The inverse relations to (4.208) are
cr0 = c0 + (−1)r
2
π
∞∑
n=1
(−1)n
2n− 1(c2n−1 + c−2n+1), (4.271)
gr2n =
1√
2
(c2n + c−2n) +
√
2(−1)r
∞∑
m=1
B2n,2m−1(c2m−1 + c−2m+1). (4.272)
The inverse relations to (4.209) are
br0 = b0 + (−1)r
2
π
∞∑
n=1
(−1)n
2n− 1(b2n−1 + b−2n+1), (4.273)
yr2n =
1√
2
(b2n + b−2n) +
√
2(−1)r
∞∑
m=1
B2n,2m−1(b2m−1 + b−2m+1). (4.274)
The inverse relations to (4.210) are
hr2n−1 =
1√
2
(b2n−1 − b−2n+1)−
√
2(−1)r
∞∑
m=1
B2n−1,2m(b2m − b−2m). (4.275)
The inverse relations to (4.211) are
zr2n−1 =
1√
2
(c2n−1 − c−2n+1)−
√
2(−1)r
∞∑
m=1
B2n−1,2m(c2m − c−2m). (4.276)
We demand the comma modes to satisfy the anticommutation relations
{O rn ,
∂
∂O sm
} = δrsδnm. (4.277)
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One can check that 1√
2
cr0,
1√
2
grn are conjugate to
1√
2
br0,
1√
2
yrn and likewise
ı√
2
hr2n−1 are conju-
gate to ı√
2
zr2n−1.
We now introduce equations relating the full-string ghost modes (cn, bn) and the comma
ghost modes (γrn, β
r
n). For the full-string modes one gets
c0 =
1√
2
(γ10 + γ
2
0),
c2n =
1
2
2∑
r=1
1√
2
(βrn + β
r
−n)−
2∑
r=1
(−1)r
∞∑
m=1
2n
2m− 1B2n,2m−1
1√
2
(γrm − γr−m), n > 1,
c2n−1 =
√
2
π
(−1)n
2n− 1
2∑
r=1
(−1)rγr0 −
1
2
2∑
r=1
1√
2
(γrn − γr−n)
−
2∑
r=1
(−1)r
∞∑
m=1
2n− 1
2m
B2n−1,2m
1√
2
(βrm + β
r
−m), n > 1,
and c−n ≡ c†n, n > 1. Equations for bn are the same with transposition γ ⇋ β.
The inverse relations are
γr0 = c0 +
2
π
(−1)r
∞∑
n=1
(−1)n
2n− 1(c2n−1 + c−2n+1),
γrn =
1
2
√
2
(b2n + b−2n) +
1√
2
(−1)r
∞∑
m=1
B2n,2m−1(b2n−1 + b−2n+1)
− 1
2
√
2
(c2n−1 − c−2n+1) + 1√
2
(−1)r
∞∑
m=1
B2n−1,2m(c2n − c−2n), n > 1,
and γ−n ≡ γ†n, n > 1. Equations for βrn are the same with transposition c⇋ b.
78
5 Cubic String Field Theory on Conformal Language.
5.1 Vertex Operators.
By using the language of the conformal field theory (CFT) it is possible to represent each
term in the String Field Theory action as some correlation function in CFT on a special two
dimensional surface.
To specify our notations, let us remind some basic facts concerning two dimensional CFT.
A general solution of the equation (∂2τ − ∂2σ)Xµ = 0 with Neumann boundary conditions is
Xµ(σ, τ) = xµ + 2α ′pµτ + i
[
α ′
2
]1/2∑
m6=0
αµm
m
e−imτ
(
e−imσ + eimσ
)
,
where −∞ < τ <∞ 0 6 σ 6 π.
(5.1)
After Wick rotation we can introduce new complex variables z = eτE+iσ, z = eτE−iσ. Note
that this variables are coordinates on the upper-half complex plane. The solution (5.1) in
this coordinates gets the following form
Xµ(z, z¯) = XµL(z) +X
µ
R(z¯), (5.2)
where
XµL(z) =
1
2
xµ − i
2
α ′pµ log z2 + i
[
α ′
2
]1/2∑
m6=0
αµm
mzm
and XR(z¯) = XL(z¯). (5.3)
The similar expansion reads for the ghost-antighost pair c(z), b(z) as
c(z) =
∑
n
cn
zn−1
, b(z) =
∑
n
bn
zn+2
. (5.4)
The Neumann correlation function for X ’s on the upper half-complex plane is of the from
〈Xµ(z, z)Xν(w,w)〉 = −α
′
2
ηµν
(
log |z − w|2 + log |z − w|2) . (5.5)
But for computations it is fruitful to use the traditional shorthand
〈XµL(z)XνL(w)〉 = −
α ′
2
ηµν log(z − w). (5.6)
Note that this expression is really very formal. For example, when one wants to compute a
correlation function involving : eik·X(z,z¯) : he encouraged to use the expression (5.5). But if
the point (z, z¯) is on the real axis (i.e. on the boundary of the UHP), then one can write
the equality
: eik·X(z,z¯) :
∣∣
z=z¯
=: e2ik·XL(z) :
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and use the expression (5.6) to compute correlation functions. Indeed, one can check that
these two differently computed correlators are the same while one assumes z = z¯. In our
calculations we will use this trick.
The ground state (4.43) is given in terms of conformal fields as the normal ordered
exponent:
|0, k〉 =: eik·X(0,0) : |0〉 ≡: e2ik·XL(0) : |0〉, (5.7)
and any term in the string field expansion (4.45) corresponds to the conformal field via[∏
i
αµimi
]
|0, k〉 ⇐⇒:
[∏
i
∂miXµi(0)
]
e2ik·XL(0) : |0〉. (5.8)
If it does not lead to misunderstanding we also drop out subscript ”L” and use a tradi-
tional shorthand X(z)
〈Xµ(z)Xν(w)〉 = −α
′
2
ηµν log(z − w). (5.9)
Another useful form of relation (5.6) is
Xµ(z)Xν(w) ∼ −α
′
2
ηµν log(z − w). (5.10)
The symbol ”∼” means that l.h.s and r.h.s are equal up to regular in z−w terms. For ghosts
we have the following OPE
c(z)b(w) ∼ 1
z − w. (5.11)
The stress tensor for the matter fields
TX = − 1
α ′
∂X · ∂X (5.12)
has the following OPE
TX(z)TX(w) ∼ 26
2(z − w)4 +
2
(z − w)2TX(w) +
1
z − w∂TX(w). (5.13)
The stress tensor for the ghost fields and the reparametrization algebra are
T (z) = −2b∂c(z) − 1∂bc(z), (5.14)
T (z)b(w) ∼ 2
(z − w)2 b(w) +
1
z − w∂b(w), (5.15)
T (z)c(w) ∼ −1
(z − w)2 c(w) +
1
z − w∂c(w), (5.16)
T (z)T (w) ∼ −13
(z − w)4 + . . . . (5.17)
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The system has a U(1) number current
j(z) = −bc(z) =
∑
n
jn
zn+1
, j(z)j(w) ∼ 1
(z − w)2 , (5.18)
j(z)b(w) ∼ − 1
z − wb(w), j(z)c(w) ∼
1
z − wc(w), (5.19)
which charge operator j0 counts c = +1, b = −1 charge.
The conformal properties of the current depend on the vacuum being chosen. In the SL2
invariant vacuum sector 〈c(z)b(w)〉 = 1/(z − w), then the proper relation is
T (z)j(w) ∼ −3
(z − w)3 +
1
(z − w)2 j(z), (5.20)
[Lm, jn] = −njm+n + −3
2
m(m+ 1)δm+n,0, (5.21)
so that j(z) is scale and translation covariant (m = 0,−1) but not conformal covariant
(m = 1). Next commutation relations
[L1, j−1] = j0 − 3, [L1, j−1]† = [L−1, j1] = −j0 (5.22)
show the charge asymmetry of the system: j†0 = −j0+3. Consequently, operator expectation
values of charge neutral operators will vanish since
[j0,O] = qO, j0|0〉 = 0, 〈0|j†0 = −Q〈0|, (5.23)
〈0|j0O|0〉 = −Q〈0|O|0〉 = q〈0|O|0〉. (5.24)
Only operators which cancel the background charge −3 survive. For example,
〈c(z1)c(z2)c(z3)〉 = −(z1 − z2)(z2 − z3)(z3 − z1). (5.25)
5.2 Gluing and Conformal Maps.
There is a method that allows one to represent n-string interactions via correlation functions
on special Riemann surfaces Rn (the so-called string configuration).∫
Φ1 ⋆ · · · ⋆ Φn = 〈Vn|Φ1〉1 ⊗ · · · ⊗ |Φn〉n = 〈Φ1, . . . ,Φn〉Rn
Efficiency of this method is a possibility to reduce calculations of correlation functions on
n-string configuration to calculations of correlation functions on the upper half-disk, or the
upper half-plane using the equality
〈Φ1, . . . ,Φn〉Rn = 〈F (n)1 ◦ Φ1 . . . F (n)n ◦ Φn〉. (5.26)
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Figure 11: The maps for Witten’s vertex, R3.
The maps F
(n)
k (k = 1 . . . n) are defined as follows:
F
(n)
k (w) = (Pn ◦ f (n)k )(w), (5.27a)
f
(n)
k (w) = e
2pii
n
(µ(n)−k)
(
1 + iw
1− iw
)2/n
, P2(z) = i
1 − z
1 + z
, P3(z) =
i√
3
1− z
1 + z
(5.27b)
where µ(n) =
{
n+1
2
n = odd,
n+2
2
n = even.
(5.27c)
Further we consider only the cases n = 2 and n = 3. The maps f
(3)
k can be rewritten in
the form f
(3)
k = T
k−1 ◦ f (3)1 , where T is the operator of rotation over −2π3 . This property of
the maps as it was shown in [208] is very important to have threefold cyclically symmetric
vertex. One can be puzzled why we choose different maps P2 and P3 and may think that it
gives extra relative factor between the brackets with n = 2 and n = 3. But fortunately this
never happens, because Witten’s vertex is invariant under the conformal group [209], so one
can choose arbitrary functions P2 and P3.
We illustrate the maps (5.27) on the Figure 11. Here we have three half discs with two
marked points. Into the black point we usually insert the vertex operators corresponding to
the states of the string. The grey point is the center of the string (we insert picture changing
operators into this point in the cubic superstring field theory). Also on the Figure 11 we
illustrate where half discs and marked points maps under the transformations (5.27).
Note that the choice (5.27b) of the map f
(n)
k from the upper half disc to a sector of disc
differs from usual one. But this choice is very convenient for computer calculations, since it
should not evaluate powers of negative numbers. The maps for n = 2 have very simple form:
f
(2)
1 (w) = −
1
w
, f
(2)
2 (w) = w. (5.28)
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(f ◦ Φ) in (5.26) means the conformal transform of Φ by f . Let us explain this in more
details. If Φ is a primary field of conformal weight h, then f ◦ Φ(z) is given by
(f ◦ Φ)(w) = (f ′(w))hΦ(f(w)). (5.29)
For a derivative of a primary field of conformal weight h one has
(f ◦ ∂Φ)(w) = (f ′(w))h+1∂Φ(f(w)) + hf ′′(w)(f ′(w))h−1Φ(f(w)). (5.30)
Since we work with free conformal fields, all the operators in the theory can be constructed
as normal product of these free fields. Therefore, we have to know how to find the conformal
transformations of the composite operators. Let us illustrate this technique on the example
of bc-current. The operators b and c are primary ones with weights 2 and −1 respectively,
so (5.29) yields
(f ◦ b)(w) = [f ′(w)]2 b(f(w)) and (f ◦ c)(w) = [f ′(w)]−1 c(f(w)). (5.31)
The bc-current jbc is defined by the following expressions
jbc(w) = − : b(w)c(w) := − lim
z→w
: b(z)c(w) := − lim
z→w
(
b(z)c(w)− 1
z − w
)
, (5.32)
where in the latter equality we have used the OPE of b with c. Now we apply a conformal
map f to both sides of the equality (5.32):
(f ◦ jbc)(w) = − lim
z→w
(
f ◦ b(z)f ◦ c(w)− 1
z − w
)
(5.31)
= − lim
z→w
(
[f ′(z)]2
f ′(w)
b(f(z))c(f(w))− 1
z − w
)
OPE bc
= − lim
z→w
(
[f ′(z)]2
f ′(w)
: b(f(z))c(f(w)) : +
[f ′(z)]2[f ′(w)]−1
f(z)− f(w) −
1
z − w
)
= f ′(w) jbc(f(w)) +
3
2
f ′′(w)
f ′(w)
. (5.33)
So we get the conformal transformation of the composite operator jbc using only OPE and
conformal transforms of the operators from which it is built. This scheme can be applied to
find a conformal transform of any composite operator.
Exercise: Show that the stress energy tensor of the bosonic string TX = − 1α ′∂X ·∂X
changes under conformal transformations as
(f ◦ TX)(w) = f ′2TX(f) + 26
12
(
f ′′′
f ′
− 3
2
f ′′2
f ′2
)
. (5.34)
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Exercise: Check that
(f ◦ ∂(bc))(w) = f ′2∂(bc)(f) + f ′′b(f)c(f) + 3
2
(
f ′′′
f ′
− f
′′2
f ′2
)
,
(f ◦ ∂bc)(w) = f ′2∂b(f)c(f) + 2f ′′b(f)c(f) + 5
6
f ′′′
f ′
+
1
4
f ′′2
f ′2
,
(f ◦ b∂c)(w) = f ′2b(f)∂c(f)− f ′′b(f)c(f) + 2
3
f ′′′
f ′
− 7
4
f ′′2
f ′2
.
For future use we list Taylor’s series of maps (5.27) in the origin:
f
(3)
1 (w) = 1 + 2γw + 3γ
2w2 +
31
8
γ3w3 +
39
8
γ4w4 +
813
128
γ5w5 +O(w6), (5.35a)
f
(3)
2 (w) =
1
2
γw − 5
32
γ3w3 +
57
512
γ5w5 +O(w7), (5.35b)
f
(3)
3 (w) = −1 + 2γw − 3γ2w2 +
31
8
γ3w3 − 39
8
γ4w4 +
813
128
γ5w5 +O(w6). (5.35c)
Here γ = 4
3
√
3
.
5.3 Calculations of the Action for Tachyon and Vector Fields.
We want to compute Witten’s action
S[Φ] = − 1
g2o
[
1
2
〈〈Φ, QBΦ〉〉+ 1
3
〈〈Φ, Φ, Φ〉〉
]
(5.36)
for tachyon and vector string fields
Φ(w) =
∫
d26k
(2π)26
[t(k)Vt(k, w) + Aµ(k)V
µ
v (k, w) +B(k)VB(k, w)], (5.37)
where vertex operators V are of the form
Vt(w, k) =:c(z)e
2ik·X(w) :,
Vµv (w, k) = i
[
2
α ′
]1/2
:c(w)∂Xµ(w)e2ik·X(w) :,
VB(w, k) =:∂c(w)e
2ik·X(w) : .
(5.38)
All the coefficients in (5.37) are chosen in such a way that the reality condition Φ† = Φ for
string field produces reality conditions for component fields.
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5.3.1 Action of the BRST charge.
First of all we need to calculate the action of the BRST charge (4.2) on the vertex operators.
The action of the BRST charge on the tachyon vertex is the following:
QBVt(w, k) = Res
ζ=w
[c(ζ)TB(ζ) + bc∂c(ζ)]c(w)e
2ik·X(w)
=Res
ζ=w
c(ζ)c(w)
[
α ′k2
(ζ − w)2 +
1
ζ − w∂w
]
e2ik·X(w) +
1
ζ − wc∂c(ζ)e
2ik·X(w)
= α ′k2∂cce2ik·X(w) + c∂ce2ik·X(w) = [−α ′k2 + 1]c∂ce2ik·X(w). (5.39)
The action of the BRST charge on the massless vector vertex is the following:
QBV
µ
v (w, k) = Res
ζ=w
[c(ζ)TB(ζ) + bc∂c(ζ)]i
[
2
α ′
] 1
2
c(w)∂Xµe2ik·X(w)
=i
[
2
α ′
] 1
2
Res
ζ=w
c(ζ)c(w)
[ −iα ′kµ
(ζ − w)3 e
2ik·X(w) +
[
α ′k2 + 1
(ζ − z)2 +
1
ζ − z ∂w
]
∂Xµe2ik·X(w)
]
+
1
ζ − wc∂c(ζ)∂X
µe2ik·X(w)
= i
[
2
α ′
] 1
2
[−iα ′kµ
2
∂2cc+ ∂cc(α ′k2 + 1)∂Xµ + c∂c∂Xµ
]
e2ik·X(w)
= i
[
2
α ′
] 1
2
[
iα ′kµ
2
c∂2ce2ik·X(w) + (−α ′k2)c∂c∂Xµe2ik·X(w)
]
. (5.40)
And the action of the BRST charge on the vertex of the auxiliary field is the following:
QBVB(w, k) = Res
ζ=w
[c(ζ)TB(ζ) + bc∂c(ζ)]∂ce
2ik·X(w)
=Res
ζ=w
c(ζ)∂c(w)
[
α ′k2
(ζ − w)2 +
1
ζ − w∂w
]
e2ik·X(w) +
1
(ζ − w)2 c∂c(ζ)e
2ik·X(w)
= c∂c∂e2ik·X(w) + c∂2ce2ik·X(w) = ∂w
[
c∂ce2ik·X(w)
]
(w). (5.41)
It is convenient to rewrite QBΦ in the following way
(QBΦ)(0) =
∫
d26k
(2π)26
[t(k)(QBVt)(0, k) + iAµ(k)(QBV
µ
v )(0, k) +B(k)(QBVB)(0, k)]
=
∫
d26k
(2π)26
[
t(k)(−α ′k2 + 1) c∂ce2ik·X(0) +B ′∂(c∂ce2ik·X(0))
+
√
2α ′Aµ(k)(ηµνk2 − kµkν)c∂c∂Xνe2ik·X(0)
]
, (5.42)
where
B ′(k) = B(k)−
[
α ′
2
] 1
2
ikµAµ(k). (5.43)
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5.3.2 Conformal transformations.
The operator for the tachyon field is primary, therefore, its conformal transformation is the
following
f ◦ Vt(w, k) = [f ′(w)]α
′k2−1
Vt(f(w), k). (5.44)
The operator for the auxiliary field is transformed as follows
f ◦VB(w, k) = [f ′(w)]α
′k2
VB(f(w), k)− [f ′(w)]α
′k2 f
′′
f ′ 2
c(f(w))e2ik·X(f(w)). (5.45)
The operator for the vector field is transformed in the following way
f ◦ Vµv (w, k) = [f ′(w)]α
′k2 Vµv (f(w), k) +
[
α ′
2
] 1
2
kµ[f ′(w)]α
′k2 f
′′(w)
f ′ 2(w)
c(f(w))e2ik·X(f(w))
(5.46)
From (5.46) and (5.45) follows that the operator
VµV (w, k) = V
µ
v (w, k) +
[
α ′
2
] 1
2
kµVB(w, k) (5.47)
is the primary operator of weight α ′k2.
It is also convenient to rewrite f ◦ Φ in the following form
(f ◦ Φ)(w) =
∫
d26p
(2π)26
[t(p)(f ◦ Vt)(w, p) + iAµ(p)(f ◦ Vµv )(w, p) +B(p)(f ◦ VB)(w, p)]
5.47
=
∫
d26p
(2π)26
[f ′(w)]α
′p2
[
t(p)[f ′(w)]−1c(f(w))−
[
2
α ′
] 1
2
Aµ(p)[c∂X
µ − iα
′pµ
2
∂c](f(w))
+B′
(
∂c(f(w))− f
′′
f ′ 2
c(f(w))
)]
e2ip·X(f(w)). (5.48)
5.3.3 Calculations of kinetic terms.
Substituting (5.48) and (5.42) in the quadratic part of the action (5.36) and expanding the
obtained expression we get
〈f◦ΦQBΦ(0)〉 =
∫
d26p
(2π)26
d26k
(2π)26
f ′α
′p2
[
t(p)
1
f ′
t(k)(−α ′k2 + 1) 〈c(f)c∂c(0)〉〈e2ip·X(f)e2ik·X(0)〉
+ t(p)
1
f ′
B′(k)
∂
∂w
∣∣∣∣
w=0
〈c(f)c∂c(w)〉〈e2ip·X(f)e2ik·X(w)〉
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+ t(p)
1
f ′
√
2α ′Aµ(k)[ηµνk2 − kµkν ] 〈c(f)c∂c(0)〉〈e2ip·X(f)∂Xν(0)e2ik·X(0)〉
−
[
2
α ′
] 1
2
Aβ(p)t(k)(−α ′k2 + 1)
{
〈c(f)c∂c(0)〉〈∂Xβ(f)e2ip·X(f)e2ik·X(0)〉
−iα
′pβ
2
〈∂c(f)c∂c(0)〉〈e2ip·X(f)e2ik·X(0)〉
}
−
[
2
α ′
] 1
2
Aβ(p)B
′(k)
∂
∂w
∣∣∣∣
w=0
{
〈c(f)c∂c(w)〉〈∂Xβ(f)e2ip·X(f)e2ik·X(w)〉
−iα
′pβ
2
〈∂c(f)c∂c(w)〉〈e2ip·X(f)e2ik·X(w)〉
}
−
[
2
α ′
] 1
2 √
2α ′Aβ(p)Aµ(k)[ηµνk2 − kµkν ]
{
〈c(f)c∂c(0)〉〈∂Xβ(f)e2ip·X(f)∂Xν(0)e2ik·X(0)〉
−iα
′pβ
2
〈∂c(f)c∂c(0)〉〈e2ip·X(f)∂Xν(0)e2ik·X(0)〉
}
+B ′(p)
[
∂y − f
′′
f ′
]∣∣∣∣
y=f
t(k)[−α ′k2 + 1]〈c(y)c∂c(0)〉〈e2ip·X(f)e2ik·X(0)〉
+B ′(p)B ′(k)
[
∂y − f
′′
f ′
]
∂
∂w
∣∣∣∣
y=f,w=0
〈c(y)c∂c(w)〉〈e2ip·X(f)e2ik·X(w)〉
+
√
2α ′B ′(p)Aµ(k)[ηµνk2 − kµkν ]
[
∂y − f
′′
f ′
]∣∣∣∣
y=f
〈c(y)c∂c(0)〉〈e2ip·X(f)∂Xν(0)e2ik·X(0)〉
]
.
Using the expressions for OPE (5.10) and (5.11) we obtain the following result
−
∫
d26p d26k
(2π)26α ′ 13
δ(p+ k)
f ′α
′p2
f 2α ′p2
[
t(p)t(k)
f 2
f ′
(−α ′k2 + 1) + t(p)B′(k)2f
f ′
(α ′k2 − 1)
+
√
2α ′t(p)Aµ(k)
f
f ′
[ηµνk2 − kµkν ]iα ′pν −
[
2
α ′
] 1
2
Aβ(p)t(k(−α ′k2 + 1))ifα ′[−kβ − pβ ]
−
[
2
α ′
] 1
2
Aβ(p)B
′(k)(2α ′k2 − 1)iα ′[−kβ − pβ]
− 2Aβ(p)Aµ(k)[ηµνk2 − kµkν ]
{
−α
′
2
(ηβν + 2α ′kβkν) + α′pβα′pν
}
+B ′(p)t(k)[−α ′k2 + 1]
[
2f − f
′′
f ′
f 2
]
+B ′(p)B ′(k)
[
∂y − f
′′
f ′
]∣∣∣∣
y=f
(−2y + 2α ′k2 y
2
f
)
+
√
2α ′B ′(p)Aµ(k)[ηµνk2 − kµkν ]
[
2f − f 2f
′′
f ′
]
iα ′pνf−1
]
. (5.49)
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Using the conservation of momenta and the fact that ηµνk2 − kµkν is orthogonal to kµ we
obtain∫
d26k
(2π)26α ′ 13
f ′α
′p2
f 2α ′p2
[
t(−k)t(k)f
2
f ′
[−α ′k2 + 1] + t(−k)B′(k)(α ′k2 − 1)(2f
f ′
− 2f + f 2 f
′′
f ′ 2
)
+2B′(−k)B′(k)
[
1 + (2− ff
′′
f ′ 2
)(α ′k2 − 1)
]
+ α′(ηµνk2 − kµkν)Aν(−k)Aµ(k)
]
. (5.50)
Recall, that the map f(w) (see also (5.28)) is defined as follows
f(w) = − 1
w
, f ′(w) =
1
w2
, f ′′(w) = − 2
w3
. (5.51)
Substituting this map in (5.50) and putting w = 0 we get the following expression for the
quadratic action
S[t, Aµ, B] =
1
g2oα
′ 13
∫
d26k
(2π)26
[
1
2
t(−k)t(k)[−α ′k2 + 1] +B ′(−k)B ′(k)
−α
′
2
(ηµνk2 − kµkν)Aν(−k)Aµ(k)
]
. (5.52)
5.3.4 Calculation of interaction.
Here we compute the cubic term of the action (5.36). First, we compute the interaction
term for three tachyons. To this end we substitute only the part of the string field Φ which
is proportional to t(k):
1
3
〈〈Φ, Φ, Φ〉〉 = 1
3
〈f1 ◦ Φ f2 ◦ Φ f3 ◦ Φ〉 = 1
3
∫
d26k1
(2π)26
d26k2
(2π)26
d26k3
(2π)26
f
′α ′k21−1
1 f
′α ′k22−1
2 f
′α ′k23−1
3
× t(k1)t(k2)t(k3) 〈c(f1)c(f2)c(f3)〉 〈e2ik1·X(f1)e2ik2·X(f2)e2ik3·X(f3)〉
= −1
3
∫
d26k1
(2π)26
d26k2
(2π)26
d26k3
(2π)26
t(k1)t(k2)t(k3)(2π)
26α ′ −13δ(p+ k + q)
× f ′α ′k21−11 f ′α
′k22−1
2 f
′α ′k23−1
3 (f1 − f2)2α
′k1·k2+1(f1 − f3)2α ′k1·k3+1(f2 − f3)2α ′k2·k3+1. (5.53)
Substituting the maps (5.35) into this expression and performing simplification one gets
Sint[t] = − 1
g2oα
′ 13
∫
d26k1d
26k2d
26k3
(2π)26(2π)26
δ(k1 + k2 + k3)
1
3
t(k1)t(k2)t(k3) γ
α ′k21+α
′k22+α
′k23−3.
(5.54)
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Next we compute the term which consists of two vector fields and one tachyon. So, we
compute the following odd bracket
〈〈Vt(k1), VµV (k2), VνV (k3)〉〉 = 〈f1◦Vt(k1) f2◦Vµv (k2) f3◦Vνv(k3)〉 = −
2
α ′
f
′α ′k21−1
1 f
′α ′k22
2 f
′α ′k23
3
×
〈
c(f1)
[
c∂Xµ(f2)− iα
′kµ2
2
∂c(f2)
] [
c∂Xν(f3)− iα
′kν3
2
∂c(f3)
]
e2ik1·X(f1)e2ik2·X(f2)e2ik3·X(f3)
〉
= − 2
α ′
f
′α ′k21−1
1 f
′α ′k22
2 f
′α ′k23
3
[
〈c(f1)c(f2)c(f3)〉〈∂Xµ(f2)∂Xν(f3)e2ik1·X(f1)e2ik2·X(f2)e2ik3·X(f3)〉
− iα
′kµ2
2
〈c(f1)∂c(f2)c(f3)〉〈∂Xν(f3)e2ik1·X(f1)e2ik2·X(f2)e2ik3·X(f3)〉
− iα
′kν3
2
〈c(f1)c(f2)∂c(f3)〉〈∂Xµ(f2)e2ik1·X(f1)e2ik2·X(f2)e2ik3·X(f3)〉
−α
′ 2
4
kµ2k
ν
3 〈c(f1)∂c(f2)∂c(f3)〉〈e2ik1·X(f1)e2ik2·X(f2)e2ik3·X(f3)〉
]
. (5.55)
Calculation of the correlation functions leads to the following expression
= −f ′α ′k21−11 f ′α
′k22
2 f
′α ′k23
3 (2π)
26α ′ −13(f1−f2)2α ′k1k2(f1−f3)2α ′k1k3(f2−f3)2α ′k2k3δ(k1+k2+k3)
×
[
ηµν
(f1 − f2)(f3 − f1)
f2 − f3 − 2α
′kµ1k
ν
1 (f2 − f3) + 2α ′kµ1kν2(f3 − f1) + 2α ′kµ3kν1(f1 − f2)
−2α ′kµ3kν2
(f1 − f2)(f3 − f1)
f2 − f3 +α
′kν1k
µ
2 (f1+f3−2f2)+α ′kµ2kν2
[
f3 − f1 + (f3 − f1)(f1 − f2)
f3 − f2
]
−α ′kν3kµ1 (f1 + f2 − 2f3) + α ′kµ3kν3
[
f1 − f2 + (f1 − f2)(f1 − f3)
f2 − f3
]
+ α ′kµ2k
ν
3(f3 − f2)
]
.
(5.56)
Performing a simplification of this expression we get the following formula
〈〈Vt(k1), VµV (k2), VνV (k3)〉〉 = (2π)26α ′ −13δ(k1 + k2 + k3)[ηµν + α ′kν2kµ1 + α ′kµ3kν1 ]
× f ′α ′k21−11 f ′α
′k22
2 f
′α ′k23
3 (f1 − f2)2α
′k1k2+1(f1 − f3)2α ′k1k3+1(f2 − f3)2α ′k2k3−1. (5.57)
To compute the whole interaction term for the tachyon and two vector fields we need to
subtract from (5.57) the same terms with permutation (f1 ↔ f2) and (f1 ↔ f3). After
substitution of the maps (5.35) we get the following action
Sint[t, A] = − 1
g2oα
′ 13
∫
d26k1d
26k2d
26k3
(2π)26(2π)26
δ(k1 + k2 + k3)
× t(k1)Aµ(k2)Aν(k3) [ηµν + α ′kµ1kν2 + α ′kµ3kν1 ]γα
′k21+α
′k22+α
′k23 . (5.58)
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The cubic term of the action (5.36) for whole string field Φ (5.48) is more complicate. It
was computed using the program on Maple, and the answer is the following
Sint[t, Aµ, B
′] =
1
g2oα
′ 13
∫
d26k1d
26k2d
26k3
(2π)26(2π)26
γα
′k21+α
′k22+α
′k23
[ −γ−3 t(k1)t(k2)t(k3)
− γ−1 Aβ(k1)Aµ(k2)t(k3) (ηµβ + α ′kβ2kµ3 + α ′kµ1kβ3 ) + γ−1 B ′(k1)B ′(k2)t(k3)
+2γ−1
[
α ′
2
] 1
2
B ′(k1)ik
µ
1Aµ(k2)t(k3)
]
. (5.59)
This expression can also be rewritten in x-representation:
Sint[t, Aµ, B
′] =
1
g2oα
′ 13
∫
d26x
[
−1
3
γ−3 t˜t˜t˜− γ−1 t˜A˜µA˜µ + 2γ−1α ′ ∂µt˜∂βA˜µA˜β
+γ−1 t˜B˜′B˜′ + 2γ−1
[
α ′
2
] 1
2
t˜B˜′∂µA˜µ
]
. (5.59′)
At all levels the particle fields φ in the interaction action are smeared over the distance
√
α ′:
φ˜(x) = exp [−α ′ log γ ∂µ∂µ] φ(x). (5.60)
5.4 Koba-Nielson Amplitudes from SFT.
Let us briefly describe how one can obtain Koba-Nielson tree amplitudes in the Witten string
field theory. One starts with the N-point diagram:
〈V3 | · · · 〈V3 | ∆(1′) | V2〉 · · ·∆(N−3′) | V2〉 | A1〉 · · · | AN 〉. (5.61)
∆(k) stands for the propagator of the free string of the number k. Usually the propagators
are obtained as a product of zero-mode polynomials and the inverse of L, which can be
represented as the proper time integral
∫∞
0
e−TLdT . The vertices |V3〉 are three-string Witten
vertices and the vertices |V2〉 are specified by the scalar product (see Sect.4).
It was proved that the amplitude (5.61) can be presented in CFT language as
N−1∏
i=3
(
∫
dτi)〈O(z1)O(z2)
∮
b(z′1)dz
′
1O(z3)
∮
b(z′2)dz
′
2 · · ·O(zN)〉R, (5.62)
where the correlation functions must be calculated on a surface R (the so-called string
scattering configuration). For Witten’s vertex the surface R looks like it is sketched in
Figure 12.
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Figure 12: The five-point amplitude in the Witten theory.
External strings are semi-infinite rectangular strips of width π. The internal propagator
is a strip of length Ti and width π. Witten’s three-point interaction identifies the first half
of one string with the second half of the next string, for all three strings. Although the
world sheet action for Xµ, c and b is quadratic, the complicated geometry of the string
configuration makes the calculations non-trivial. The key idea of the conformal technique
is to map conformally from the string configuration to the upper half plane, where the
propagators are known.
The conformal map ρ(z) which takes the upper-half plane onto the string configuration
for a general N-point tree amplitude was given by Giddings and Martinec [36]. The function
ρ(z) satisfies the equation
dρ
dz
= N
√∏N−2
i=1 (z − z0i)(z − z∗0i)∏N
r=1(z − zr)
, (5.63)
where z0i are complex parameters representing the locations of the singular intersection
points, and zr are the asymptotic positions on the real axis of the N external states. The
N is a real normalization constant. If one integrates this equation one obtains a map with
the following properties:
i) logarithmic singularities at the points zr;
ii) ∼ (z − z0i) 32 behaviour at the interaction points.
The expression (5.62) looks rather similar to the result known from the covariant version
of the first quantized approach [200]
N−1∏
i=3
(
∫
dzi)〈O1(z1)O2(z2)V3(z3) · · · Vn−1(zN−1)ON(zN )〉, (5.64)
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where the Koba-Nielsen variables zi for i = 3, · · · , N − 1 are modular parameters and
O(zi) = c(zi)V(zi), (5.65)
with V(z) a conformal field of dimension one, defined solely in terms of the matter field xµ.
The amplitude (5.64) can be equivalently rewritten as follows
N−1∏
i=3
(
∫
dzi
∮
dz′i)〈O1(z1)O2(z2)b(z′3)O3(z3) · · · b(z′N−1)ON−1(zn−1)ON(zN )〉, (5.66)
where the correlation functions must be calculated on the entire z-plane.
To prove the on-shell agreement of the equations (5.62) and (5.66) one has to show that
the entire integration region is covered once and the ghost contribution compensates the
Jacobian, which occurs in going from proper space time variables {Ti} to the Koba-Nielsen
variables zi. The proof of this has been established by Giddings for N = 4 [202] and by
Samuel and Bluhm for N > 4 [203].
5.5 Sliver.
Rastelli and Zwiebach [150] have found a family of string fields generating a commutative
subalgebra of the open string star algebra:
|n〉 ⋆ |m〉 = |n+m− 1〉. (5.67)
The state |n〉 is defined by the following requirement for any state |φ〉
〈n|φ〉 = 〈fn ◦ φ(0)〉, (5.68)
where [158]
fn(z) =
n
2
tan
(
2
n
tan−1(z)
)
. (5.69)
This family of states is called wedge states, because the half-disks representing their local
coordinates could be considered as wedges of the full unit disks.
For n = 1 the wedge corresponds to the identity state |I〉 and for n = 2 the wedge
corresponds to the vacuum |0〉. In the n→∞ limit the map (5.69) is
f(z) ≡ f∞(z) = tan−1(z) (5.70)
and this wedge state has the property
|Ξ〉 ⋆ |Ξ〉 = |Ξ〉. (5.71)
92
This wedge state is called sliver. It was found [158] that the sliver |Ξ〉 can be written in the
factorized form
|Ξ〉 = |Ξm〉 ⊗ |Ξg〉 . (5.72)
The matter part of (5.72) can be defined using the CFT technique [208]
|Ξm〉 ∝ exp
(
−1
2
ηµνa
µ† · S · aν†
)
|0〉 , (5.73)
where
Smn = − 1√
mn
∮
dw
2πi
∮
dz
2πi
1
znwm(1 + z2)(1 + w2)(tan−1(z)− tan−1(w))2 . (5.74)
First Rastelli, Sen and Zwiebach [158] have compared numerically the sliver (5.73) with
the matter part of the solution found by Kostelecky and Potting [156] (see Sect. 4) and have
got an evidence that these two solutions are the same. Later on these two states have been
identified by direct calculations [170].
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6 Cubic Super String Field Theory.
6.1 Fermions.
The action for the open superstring in the conformal gauge has the form
S =
1
2πα ′
∫ ∞
−∞
dτ
∫ π
0
dσ
[
1
2
∂aX
µ∂aXµ − i
2
Ψ¯µγa∂aΨµ
]
. (6.1)
Here Ψ is a Majorana spinor and Ψ¯ = ΨTγ0. We introduce the explicit representation of
Euclidean Dirac γ-matrices:
γ0 =
(
0 1
1 0
)
, γ1 =
(
0 −i
i 0
)
. (6.2)
The spinor Ψµ(σ, τ) has two components
Ψµ(σ, τ) =
(
ψµ(σ, τ)
ψ˜µ(σ, τ)
)
.
Performing matrix multiplications in (6.1) and changing the variables we get the following
action for fermions
S = − 1
2πα ′
∫
d2z [ψµ∂ψµ + ψ˜
µ∂ψ˜µ]. (6.3)
Since Ψµ(σ, τ) is spinor, we can impose the following boundary conditions (the first one can
always be reached by redefinition of the fields)
ψµ(π, τ) = ψ˜µ(π, τ), ψµ(0, τ) = ±ψ˜µ(0, τ).
For “+” the sector is called Ramond (R), and for “−” the sector is called Neveu-Schwartz
(NS). Therefore, the solution of the equations of motion (merging ψ and ψ˜) is of the form
ψµ(z) =
∑
n∈Z+r
ψµn
zn+1/2
, (6.4)
where r = 1/2 for R-sector, and r = 0 for NS-sector (z is the same as in Sect. (5.1) ).
Following the ordinary quantization procedure we get the following commutation relations
{ψµm, ψνn} = ηµνδm+n,0. (6.5)
The correlation function is
〈ψµ(z)ψν(w)〉 = −α
′
2
ηµν
1
z − w. (6.6)
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6.2 Superghosts, Bosonization.
Consider a general first order action [201]
S =
1
2π
∫
d2z b∂c, (6.7)
where b and c denote general conjugate fields of dimension λ and 1 − λ respectively; they
can be either Bose or Fermi fields14.
The b, c operator product expansion is
c(z)b(w) ∼ 1
z − w, b(z)c(w) ∼
ε
z − w. (6.8)
Here and in the sequel, ε = +1 for Fermi statistics and ε = −1 for Bose statistics. The fields
have the following mode expansions and hermitian properties
c(z) =
∑
n
cn
zn+1−λ
, c†n = c−n,
b(z) =
∑
n
bn
zn+λ
, b†n = εb−n.
The OPE (6.8) determines the (anti)commutation relations
cmbn + εbncm = δm+n,0. (6.9)
There are NS and R sectors of the theory, specified by
NS R
bn, n ∈ Z− λ bn, n ∈ 12 + Z− λ
cn, n ∈ Z+ λ cn, n ∈ 12 + Z+ λ
The stress tensor and reparametrization algebra are
T (z) = −λb∂c(z) + (1− λ)∂bc(z), (6.10)
T (z)b(w) ∼ λ
(z − w)2b(w) +
1
z − w∂b(w), (6.11)
T (z)c(w) ∼ 1− λ
(z − w)2c(w) +
1
z − w∂c(w), (6.12)
T (z)T (w) ∼ c/2
(z − w)4 + . . . , c = ε(1− 3Q
2), Q = ε(1− 2λ). (6.13)
14The formulae in the end of Sec 5.1 are a special case of the general formulae presented in this section.
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Special cases are the reparametrization ghost algebra with ε = 1, λ = 2, Q = −3 and
c = −26; and the local superconformal ghost algebra with ε = −1, λ = 3/2, Q = 2 and
c = 11.
The system has a global U(1) current
j(z) = −bc(z) =
∑
n
jn
zn+1
, j(z)j(w) ∼ ε
(z − w)2 , (6.14)
j(z)b(w) ∼ − 1
z − wb(w), j(z)c(w) ∼
1
z − wc(w), (6.15)
which charge operator j0 counts c = +1, b = −1 charge. The conformal properties of the
current depend on the vacuum being chosen. In the SL2 invariant vacuum 〈c(z)b(w)〉 =
1/(z − w), the proper relation is
T (z)j(w) ∼ Q
(z − w)3 +
1
(z − w)2 j(z), (6.16a)
[Lm, jn] = −njm+n + Q
2
m(m+ 1)δm+n,0. (6.16b)
So j(z) is scale and translation covariant (m = 0,−1), but not conformal covariant (m = 1).
Next commutation relations
[L1, j−1] = j0 +Q, [L1, j−1]† = [L−1, j1] = −j0, (6.17)
show the charge asymmetry of the system: j†0 = −j0−Q. Consequently, operator expectation
values of charge neutral operators will vanish since
[j0,O] = qO, j0|0〉 = 0, 〈0|j†0 = −Q〈0|,
〈0|j0O|0〉 = −Q〈0|O|0〉 = q〈0|O|0〉.
Only operators which cancel the background charge Q survive.
The U(1) number current may be used to build a stress energy tensor that reproduces
the relation (6.16a)
Tj(z) = −ε
2
(−j2(z) +Q∂j(z)), (6.18a)
Tj(z)j(w) ∼ Q
(z − w)3 +
j(z)
(z − w)2 , (6.18b)
Tj(z)Tj(w) ∼ 1− 3εQ
2
2(z − w)4 + . . . (6.18c)
Thus the new stress tensor has cj = 1− 2εQ2; the original b, c stress tensor has
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c = cj , ε = 1, (Fermi)
c = cj − 2, ε = −1, (Bose)
To reproduce correct central charge in the Bose case one has to add to (6.18a) a proper
Fermi system with central charge −2 such that
T = Tj + T−2. (6.19)
More precisely, this has to be Fermi system with λ−2 = 1 and Q−2 = −1 composed of a
dimension 1 field η(z) and dimension 0 field ξ(z).
Now let us discuss bosonization of b, c-system. To this end, we introduce bosonic field φ
such that
j(z) = ε∂φ(z), φ(z)φ(w) ∼ ε log(z − w). (6.20)
This means that the stress energy tensor of the field φ is of the form
Tφ = −ε
2
∂φ∂φ − Q
2
∂2φ.
The main object in bosonization construction is a normal ordered exponent eqφ(z). It has
the following OPEs with stress-energy tensor Tφ and U(1)-current j
Tφ(z)e
qφ(w) =
[ ε
2
q(q +Q)
(z − w)2 +
1
z − w∂w
]
eqφ(w), (6.21a)
j(z)eqφ(w) ∼ q
z − we
qφ(w) ⇒ [j0, eqφ(w)] = qeqφ(w), (6.21b)
eqφ(z)eq
′φ(w) ∼ (z − w)εqq′eqφ(z)+q′φ(w). (6.21c)
So eqφ(w) has j0-charge equal to q and conformal weight
ε
2
q(q + Q). From (6.21c) it follows
that eqφ(z) for odd q behaves like anticommuting operator. So the main bosonization formula
are
Fermi Bose
c(z) = eφ(z) ≡ eσ(z) c(z) ≡ γ = η(z)eφ(z)
b(z) = e−φ(z) ≡ e−σ(z) b(z) ≡ β = e−φ(z)∂ξ(z)
The (η, ξ)-system has its own conserved current ξη. Using this current we can construct a
new one, which is called the picture current and is of the form
jp(z) = −∂φ − ξη.
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field ng np h
b −1 0 2
c 1 0 −1
eqφ 0 q −1
2
q(q + 2)
ξ −1 1 0
η 1 −1 1
γ 1 0 -1/2
β -1 0 3/2
Table 3: Ghost number ng, picture number np and conformal weight h assignments
In Table 3 we collect the assignments of the ghost number ng and the picture number np for
the conformal operators described above. Let us note that SL(2,R) invariant vacuum has
zero ghost and picture numbers.
Correlation functions are to be computed in the following normalization
∗〈ξ(z)c∂c∂2c(w)e−2φ(y)〉 = −2.
It is a good point to note here, that the above expression is written in the so-called large
Hilbert space. The problem is that in the bosonization formula we have used only ∂ξ rather
then ξ, therefore, the zero mode ξ0 is not important for bosonization. Moreover the Hilbert
space, which can be associated in a standard way with the bosonized superghosts, does not
form an irreducible representation of the superghost algebra. One can make it irreducible
by excluding the mode ξ0. In the succeeding sections we will assume this restriction and
correlation functions will be normalized as follows
〈c∂c∂2c(w)e−2φ(y)〉 = −2, where 〈0| = ∗〈0|ξ0.
6.3 Problems with Action in -1 Picture.
The original Witten’s proposal [135] for NSR superstring field theory action reads:
SW ∼=
∫
A ⋆ QNSA+ 2
3
∫
XA ⋆A ⋆A+
∫
Y (i)Ψ ⋆ QRΨ+ 2
∫
Ψ ⋆A ⋆Ψ. (6.22)
Here QNS and QR are the BRST charges in NS and R sectors,
∫
and ⋆ are Witten’s string
integral and star product to be specified below. States in the extended Fock space H are
created by the modes of the matter fields Xµ and ψµ, conformal ghosts b, c and superghosts
β, γ:
A =
∑
m,j,i∈Z+ 1
2
Ai...(x) βi...γj...bk...cl...α
µ
n...ψ
ν
m|0〉−1, (6.23)
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Ψ =
∑
m,j,i∈Z
ΨAi...(x) βi...γj...bk...cl...α
µ
n...ψ
ν
m|A〉− 1
2
. (6.24)
The characteristic feature of the action (6.22) is the choice of the −1 picture for the
string field A. The vacuum |0〉−1 in the NS sector is defined as
|0〉−1 = c(0)e−φ(0)|0〉, (6.25)
where |0〉 stands for SL(2,R)-invariant vacuum. In the description of the open NSR super-
string the string field A is subjected to be GSO+.
The vacuum |A〉− 1
2
in the R sector is defined as
|A〉− 1
2
= c(0)e−
1
2
φ(0)SA(0)|0〉, (6.26)
where SA(z) is a spin operator of weight
5
8
.
The insertion of the picture-changing operator [200]
X =
1
α ′
eφψ · ∂X + c∂ξ + 1
4
b∂ηe2φ +
1
4
∂(bηe2φ) (6.27)
in the cubic term is aimed to absorb the unwanted unit of the φ charge as only 〈0|e−2φ|0〉 6= 0.
The action (6.22) suffers from the contact term divergencies [211, 212, 213, 214] which
arise when a pair of X-s collides in a point. This sort of singularities appears already at the
tree level.
Really, the tree level graphs are generated by solving the classical equation of motion by
perturbation theory. For Witten’s action (6.22) the equation reads
QBA+XA ⋆A = 0.
Here QB = QNS. The first nontrivial iteration (4-point function) involving the pair of XA⋆A
vertices produces the contact term singularity when two of X-s collide in a point.
6.4 Action in 0 Picture and Double Step Inverse Picture Changing
Operator.
To overcome the troubles that we have discussed in the previous subsection it was proposed
to change the picture of NS string fields from −1 to 0, i.e. to replace |0〉−1 in (6.23) by |0〉
[140, 141]. States in the −1 picture can be obtained from the states in the 0 picture by the
action of the inverse picture-changing operator Y [200]
Y = 4c∂ξe−2φ(w)
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with XY = YX = 1. This identity holds outside the ranges ker X(w) and ker Y (w) [219].
These kernels are:
kerX(w) = {O(w) | lim
z→w
X(w)O(z) = 0} and ker Y (w) = {O(w) | lim
z→w
Y (w)O(z) = 0}.
This means that kerX(w) and ker Y (w) depend on a point w. In particular, the following
statement is true: for all operators O(z), z 6= w the product X(w)O(z) 6= 0.
The existence of these local kernels leads to the fact that at the 0 picture there are states
that can not be obtained by applying the picture changing operators X and Y to the states
at the −1 picture.
The action for the NS string field in the 0 picture has the cubic form with the insertion
of a double-step inverse picture-changing operator Y−2 [140, 141]15:
S ∼=
∫
Y−2A ⋆ QBA+ 2
3
∫
Y−2A ⋆A ⋆A. (6.28)
We discuss Y−2 in the next subsection.
In the 0 picture there is a variety of auxiliary fields as compared with the −1 picture.
These fields become zero due to the free equation of motion: QBA = 0, but they play a
significant role in the off-shell calculations. For instance, a low level off-shell NS string field
expands as
A ∼=
∫
dk {u(k)c1 − 1
2
Aµ(k)ic1α
µ
−1 −
1
4
Bµ(k)γ 1
2
ψµ− 1
2
+
1
2
Fµν(k)c1ψ
µ
− 1
2
ψν− 1
2
+B(k)c0 + r(k)c1γ 1
2
β− 3
2
+ . . . }eik·X(0,0)|0〉. (6.29)
Here u and r are just the auxiliary fields mentioned above.
The SSFT based on the action (6.28) is free from the drawbacks of the Witten’s action
(6.22). The absence of contact singularities can be explained shortly. The action (6.28)
yields the following equation
Y−2(QBA+A ⋆A) = 0. (6.30)
Since operator Y−2 is inserted in the mid point in the bulk and A is an operator in a point
on the boundary we can drop out Y−2 and write the following equation
QBA+A ⋆A = 0. (6.31)
15One can cast the action into the same form as the action (2.7) for the bosonic string if one modifies the
NS string integral accounting the ”measure” Y−2:
∫ ′
=
∫
Y−2.
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So the interaction vertex does not contain any insertion leading to singularity. The complete
proofs of this fact can be found in [140, 141, 142].
To have well defined SSFT (6.28) the double step inverse picture changing operator must
be restricted to be
a) in accord with the identity16:
Y−2X = XY−2 = Y, (6.32)
b) BRST invariant: [QB, Y−2] = 0,
c) scale invariant conformal field, i.e. conformal weight of Y−2 is 0,
d) Lorentz invariant conformal field, i.e. Y−2 does not depend on momentum.
The point a) provides the formal equivalence between the improved (6.28) and the original
Witten (6.22) actions. The point b) allows us “to move” BRST charge from one string field
to another. The point c) is necessary to make the insertion of Y−2 compatible with the
⋆-product. And the point d) is necessary to preserve unbroken Lorentz symmetry.
As it was shown in paper [141], there are two (up to BRST equivalence) possible choices
for the operator Y−2.
The first operator, the chiral one [140], is built from holomorphic fields in the upper half
plane and is given by
Y−2(z) = −4e−2φ(z) − 16
5α ′
e−3φc∂ξψ · ∂X(z). (6.33)
The identity (6.32) for this operator reads
Y−2(z)X(z) = X(z)Y−2(z) = Y (z).
This Y−2 is uniquely defined by the constraints a) – d).
The second operator, the nonchiral one [141], is built from both holomorphic and anti-
holomorphic fields in the upper half plane and is of the form:
Y−2(z, z) = Y (z)Y (z). (6.34)
Here by Y (z) we denote the antiholomorphic field 4c(z)∂ξ(z)e−2φ(z). For this choice of Y−2
the identity (6.32) takes the form:
Y−2(z, z)X(z) = X(z)Y−2(z, z) = Y (z).
One can find the inverse operators W to Y−2(z, z) and Y−2(z)
W (z, z)Y−2(z, z) = 1, W (z, z) = X(z)X(z); (6.35a)
W (z)Y−2(z) = 1, W (z) = X2(z) + α1W1(z) + α2W2(z) + α3W3(z), (6.35b)
16We assume that this equation is true up to BRST exact operators.
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where Wi(z) = {Q,Ωi(z)}, Ωi is given by
Ω1 = (∂b)∂e
2φ, Ω2 = (∂
2b)e2φ, Ω3 = b∂
2e2φ (6.36)
and αi are the following numbers
α1 = − 19
192
, α2 = − 5
48
, α3 = − 1
96
. (6.37)
The issue of equivalence between the theories based on chiral or nonchiral insertions still
remains open. The first touch to the problem was performed in [210]. It was shown that the
actions for low-level space-time fields are different depending on insertion being chosen.
6.5 SSFT in Conformal Language.
As for the bosonic string (see Sec. 5.2) for SSFT calculations it is convenient to employ
the tools of CFT [208]. In the conformal language
∫
and ⋆-product mentioned above are
replaced by the odd bracket 〈〈...| . . . 〉〉, defined as follows
〈〈Y−2|A1, . . . , An〉〉 =
〈
Pn ◦ Y−2(0, 0) f (n)1 ◦ A1(0) . . . f (n)n ◦ An(0)
〉
Rn
=
〈
f
(n)
j ◦ Y−2(i, i) f (n)1 ◦ A1(0) . . . f (n)n ◦ An(0)
〉
Rn
, n = 2, 3.
(6.38)
Here r.h.s. contains SL(2,R) -invariant correlation function in CFT on string configuration
surface Rn described in Section 5.2. Aj (j = 1, . . . , n) are vertex operators and {f (n)j } are
given by eq.(5.27b)
Y−2 is the double-step inverse picture changing operator (6.34) inserted in the center of
the unit disc. This choice of the insertion point is very important, since all the functions
f
(n)
j maps the points i (the middle points of the individual strings) to the same point that
is the origin. In other words, the origin is a unique common point for all strings (see
Figure 11). The next important fact is the zero weight of the operator Y−2, so its conformal
transformation is very simple f ◦ Y−2(z, z) = Y−2(f(z), f(z)). Due to this property it can be
inserted in any string. This note shows that the definition (6.38) is self-consistent and does
not depend on a choice of a string on which we insert Y−2.
Due to the Neumann boundary conditions, there is a relation between holomorphic and
antiholomorphic fields. So it is convenient to employ a doubling trick (see details in [198]).
Therefore, Y−2(z, z) can be rewritten in the following form17
Y−2(z, z) = Y (z)Y (z∗).
17Because of this formula, the operator Y−2(z, z) is sometimes called bilocal.
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Here Y (z) is the holomorphic field and z∗ denotes the conjugated point of z with respect to
a boundary, i.e. for the unit disc z∗ = 1/z and z∗ = z for the upper half plane. From now
on we work only on the whole complex plane. Hence the odd bracket takes the form
〈〈Y−2|A1, . . . , An〉〉 =
〈
Y (Pn(0))Y (Pn(∞)) f (n)1 ◦ A1(0) . . . f (n)n ◦ An(0)
〉
. (6.39)
To summarize, the action we start with reads
S[A] = 1
g2o
[
1
2
〈〈Y−2|A, QBA〉〉+ 1
3
〈〈Y−2|A,A,A〉〉
]
, (6.40)
where go is a dimensionless coupling constant.
6.6 Free Equation of Motion.
The aim of this section is to illustrate that the free equation of motion (6.30) obtained from
the action (6.40) and the free equation of motion (6.31) are the same18.
To this purpose we consider the following GSO+ string field (in picture zero and ghost
number one)
A =
∫
d26k
(2π)26
{u(k)ce2ik·XL(w) + 1
2
Aµ(k)c∂X
µe2ik·XL(w) − 1
4
Bµ(k)ηe
φψµe2ik·XL(w)
+
1
2
Fµν(k)cψ
µψνe2ik·XL(w) + r1(k)∂ce2ik·XL(w) + r2(k)c∂φe2ik·XL(w)} (6.41)
and show that free equations of motion for the component fields are usual Maxwell equations
for the massless vector field plus some relations between the other fields.
The (6.41) contains all possible excitations in picture 0 on levels L0 = −1 and L0 = 0.
There are several unexpected properties of this formula:
• First, we find that the level L0 = −1 is not empty — it contains one field u(k);
• Second, we find that there are two candidates for the Maxwell field: Aµ and Bµ;
• Third, we find that there are too many fields as compared with the massless spectrum
of the first quantized string.
As it will be shown in Section 6.8 the field Bµ is physical one, while all other fields are
auxiliary ones.
18In this section we use the convention α ′ = 2
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Let us first examine the equations that follow from QB|A〉 = 0. We have
{QB,A} =
∫
d26k
(2π)26
[
u(k)[(2k2 − 1)∂cc+ cηeφik · ψ + 1
4
∂ηηe2φ]e2ik·XL(w)
+ Aµ(k)[k
2∂cc∂Xµ − 1
2
ikµ∂2cc+
1
4
c∂(ηeφψµ)
+
1
2
cηeφik · ψ∂Xµ + 1
8
∂ηηe2φ∂Xµ]e2ik·XL(w)
+Bµ(k)[−1
2
k2∂cηeφψµ − 1
4
c∂(ηeφψµ)− 1
2
cηeφψµik · ∂X
+
1
8
ikµ∂(∂ηηe2φ)− 1
8
∂ηηe2φ∂Xµ − 1
4
∂ηηe2φik · ψψµ]e2ik·XL(w)
+ Fµν [k
2∂ccψµψν − 1
2
c∂(ηeφ)ik[µψν] +
1
2
cηeφik · ψψµψν
− 1
4
cηeφψ[µ∂Xν] +
1
8
∂ηηe2φψµψν ]e2ik·XL(w)
+ r1(k)[−∂2cc− ∂cc 2ik · ∂X + ∂cηeφik · ψ + 1
4
∂(∂ηηe2φ)]e2ik·XL(w)
+ r2(k)[−∂2cc+ 2k2∂cc∂φ − 1
2
cηeφψ · ∂X − ceφ∂(η ik · ψ)
+ cη∂eφ2ik · ψ + 5
8
∂ηη∂e2φ +
1
2
bc∂ηηe2φ +
1
2
∂2ηηe2φ]e2ik·XL(w)
]
.
From {QB, A} = 0 one gets the following equations for component fields:
u = 0, r2 = 0, (6.42a)
Bµ = Aµ, Fµν =
1
2
ik[µAν], r1 = −1
4
ikµAµ, (6.42b)
k2Aµ = 4ikµr1. (6.42c)
Note that we get Maxwell equation for Bµ after excluding r1 in (6.42c) via (6.42b)
k2Bµ = kµkνBν . (6.43)
Eqs. (6.42a) exclude fields u and r2 and (6.42b) leave only one vector field.
Now let us present the result of computations of the action (6.40) on the string field
(6.41):
S2 =
∫
d26k
(2π)26
[
u(−k)u(k)− 1
4
Aµ(−k)Aµ(k)− 1
4
Bµ(−k)Bµ(k) + 1
2
Aµ(−k)Bµ(k)
−1
2
Fµν(−k)Fµν(k)+ikµFµν(−k)Bν(k)−2ir2(−k)kµBµ(k)−10r2(−k)r2(k)−4r1(−k)r2(k)
]
.
One can check that the equations of motion following from this action are precisely the eqs.
(6.42).
Moreover, free equations of motion following from QB|A〉 = 0 and from Y−2QB|A〉 = 0
are the same for any string field A.
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6.7 Scattering Amplitudes.
6.7.1 Gauge fixing.
Before proceeding with the investigation of tree graphs in the theory with the action (6.40),
we should specify a gauge fixing procedure. It is convenient to choose the Siegel gauge [216]
b0|A〉 = 0. (6.44)
To find the propagator we have to invert the operator Y−2Q on the space of states satisfying
(6.44). The propagator can be presented in a number of forms:
∆ =
b0
L
WQ
b0
L
=
b0
L
W − b0
L
W
b0
L
Q =W
b0
L
+Q
b0
L
W
b0
L
. (6.45)
One can prove that ∆Y−2Q = 1 in the space (6.44) by a simple calculation based on the
following set of equalities:
[L,Q] = 0, {b0, Q} = L, [W,Q] = 0, [Y−2, Q] = 0, Y−2W = 1. (6.46)
6.7.2 4-point on-shell amplitude.
Now we turn to the calculation of the four-boson scattering amplitude in the cubic theory.
We shall proceed as close as possible to the analogous calculation in the usual Witten theory.
In the bracket representation for two- and three-point vertices one can write
A4 = 41i〈V3| j23〈V3|Y (i)−2Y (j)−2
b
(i)
o
L(i)
WQ
b
(i)
o
L(i)
|V2〉ij |A˜4〉4|A˜1〉1|A˜2〉2|A˜3〉3. (6.47)
In comparison with the usual formula (5.61), we evidently find in (6.47) the additional
midpoint insertions of Y
(i)
−2 , Y
(j)
−2 and the new propagator (6.45) . The string fields |A˜r〉 =
X|A〉 is a field in the -1 picture defined by the expression like (6.29).
Taking into account the BRST invariance of the vertices and the on-shell condition for
|A˜r〉, we can rewrite eq. (6.47) in the form
A4 = 41i〈V3|j23〈V3|Y (i)−2
b
(i)
o
L(i)
|V2〉ij|A˜4〉4|A˜1〉1|A˜2〉2|A˜3〉3, (6.48)
where one of the two potentially dangerous Y−2’s is cancelled by the operator W in the
propagator.
In the conformal formulation this expression corresponds to
A4 =
∫ ∞
0
dT
∮
dz
2πi
dz
dρ
〈O˜1O˜2O˜3O˜4bY−2〉. (6.49)
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where Z(ρ) is the Giddings map for N = 4. To be more rigorous we can consider first the
regularized expression
A4 =
∫ ∞
τ
dT
∮
dz
2πi
dz
dρ
〈O˜1O˜2O˜3O˜4bY−2〉, (6.50)
with the regularization parameter τ .
We will prove that:
i) the correlation function (6.50) is well-defined in the limit τ → 0;
ii) in the limit τ → 0 the correlation function (6.49) after summation over all channels is
equal to the Koba-Nielsen amplitude.
We will proceed in the same way as described for Witten’s diagram in Section 5.4 above.
The first step is to move two of the X(0), say X(1) and X(4) , to the midpoint via the famous
rule
X(k)(0)−X(k)(i) = {Q, δξ(k)}, (6.51)
where
δξ(k) = ξ(k)(i)− ξ(k)(0)
and we find A4 in the form
A4 = A04 +A14 +A24
 
 
❅
❅
 
 
❅
❅
s
4˜
1˜
3˜
2˜
Y−2
=
 
 
❅
❅
 
 
❅
❅
s
4˜
1
3˜
2˜
Y
+
 
 
 
 ❅
❅
❅
❅
4˜
ξ1
s
2˜
3˜
ξY−2
=
 
 
❅
❅
 
 
❅
❅
4
1
3˜
2˜
+
 
 
 
 ❅
❅
❅
❅
4ξ
1 2˜
s
3˜
ξ
+
 
 
 
 ❅
❅
❅
❅
4˜
ξ1
s
2˜
3˜
ξY−2
(6.52)
In the RHS of eq. (6.52) the first term contributes to the Koba-Nielsen amplitude
A04 =
∫ ∞
τ
dT
∮
dz
2πi
dz
dρ
〈O1O˜2O˜3O4b〉. (6.53)
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The last two terms in (6.52), A14 and A
2
4 , are contact terms with cancelled propagator
A14 = 〈Y δξ(4)O1O˜2O˜3O4b〉, (6.54)
and
A24 = 〈Y−2δξ(1)O1O˜2O˜3O˜4b〉. (6.55)
In contrast to the usual calculation (see Appendix A in [142] for details) we have not
obtained any singularity in contact terms (see Appendix 6.9.3) so there is no need to look
for a regularization to define A4 correctly. Therefore, the limit τ → 0 does exist . Finally
note that the amplitudes A14 and A24 after summation over all channels are identically zero.
For illustration we will prove this for A14. The explicit formula for A14 in the s-channel reads
A1(s)4 =
∫ ∞
0
dT
∮
dz
2πi
dz
dρ
〈O1(z1)O˜2(z2)O˜3(z3)O4(z4)b(z)((ξ(z4)− ξ(z0))Y (z0)〉. (6.56)
In the t-channel we get
A1(t)4 =
∫ ∞
0
dT
∮
dz
2πi
dz
dρ
〈O˜2(z1)O˜3(z2)O4(z3)O1(z4)b(z)((ξ(z3)− ξ(z0))Y (z0)〉. (6.57)
Making a SL(2, C) transformation of the form
z → z′ = z − 1
z + 1
, (6.58)
which gives
(z1, z2, z3, z4)→ (z2, z3, z4, z1),
and using the fact that Or are anticommuting operators we find that
A1(t)4 → −A1(s)4 ,
and so the sum of (6.56) and (6.57) is equal to zero. In the oscillator language this corresponds
to the cancellation of 4-point contact terms by cyclic symmetry arguments. The term (6.53)
is also well-defined in the limit τ → 0 and gives the s-channel contribution in the total
Koba-Nielson amplitude [215, 217, 218].
As in a usual gauge theory the issue of finiteness of 4-point off-shell amplitudes crucially
depends on the choice of a gauge. One can use the alternative gauge b0(Y−2A˜) = 0, which
leads to the propagator
W (i)
b0
L
Y−2Q
b0
L
W (i) =W (i)
b0
L
−W (i)b0
L
Y−2
b0
L
W (i)Q. (6.59)
In this gauge the NS 4-point function (off-shell NS amplitude) is obviously finite.
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6.7.3 N-point on-shell amplitudes.
Let us start with the example of the 5-point amplitude. From now on we choose the propa-
gator in the form (see eq. (6.45))
∆ =
b0
L
W (i)− b0
L
W (i)
b0
L
Q, (6.60)
then the 5-point function is given by the sum of two Feynman graphs
 
 
❅
❅
 
 
❅
❅
1˜
2˜
5˜
3˜ 4˜
+
 
 
❅
❅
 
 
❅
❅
s s s
1˜
2˜
5˜
4˜3˜
Y−2 ZQW
(6.61)
where the line with a dot stands for the second term in eq. (6.60). To analyze the graphs of
this type, which also appear in N-point amplitudes, we adopt the following regularization
∆ → ∆τ1,τ2 =
b0
L
e−τ1LW (i)− b0
L
e−τ2LW (i)e−τ2L
b0
L
Q
= b0
∫ ∞
τ1
dτe−τLW (i)− b0
∫ ∞
τ2
dτe−τLW (i)b0
∫ ∞
τ2
dτe−τLQ. (6.62)
This regularization is a lagrangian one and it’s special case was used previously for the
4-point function.
Adopting the regularization eq. (6.62) we find that in the limit τ1 → 0 the operator Q
in the second term of (6.61) directly cancels the right-standing propagator thus leading to
the diagram with the contact 4-vertex.
 
 
❅
❅
 
 
❅
❅
s s s
1˜
2˜
5˜
4˜3˜
Y−2 Y−2W
(6.63)
According to the Lemma in Appendix 6.9.3 we cannot remove the regularization parameter
τ2 in this diagram. However, literally reproducing the arguments of the previous subsection,
we conclude that after summation over all the channels these contact terms give zero. Hence
we find that only the first graph in (6.61) contributes on-shell. Reproducing once again the
arguments of the previous subsection, we finally conclude that the first graph in (6.61) gives
the Koba-Nielsen formula.
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Following just the same device one can analyze any N-point on-shell amplitude and
demonstrate the total agreement with the Koba-Nielsen formulae.
The off-shell analysis of N-point functions is much more subtle. The key point is the
behavior of multi-factor OPEs of the form Y−2 ·W · Y−2 · · ·Y−2.
6.8 Restriction on String Fields.
The aim of this section is to try to reduce the number of excitations appearing in the zero
picture string field. Such reductions can be made if we have degenerate quadratic part of the
action. But the reduction we describe is not of this sort. In this construction we use only
the fact that the expectation value of the operator on the complex plane in super conformal
two dimensional field theory is non-vanishing only if it compensates all background charges
of the theory.
Let us decompose the string field A according to the φ-charge q:
A =
∑
q∈Z
Aq, Aq ∈ Vq,
where
[j0, Aq] = qAq with j0 = 1
2πi
∮
dζ ∂φ(ζ). (6.64)
The BRST charge QB has also the natural decomposition over φ-charge:
QB = Q0 +Q1 +Q2. (6.65)
Since QB
2 = 0 we get the identities:
Q0
2 = 0, {Q0, Q1} = 0, {Q1, Q2} = 0, Q22 = 0 and {Q0, Q2}+Q12 = 0. (6.66)
The non-chiral inverse double step picture changing operator Y−2 has φ-charge equal to −4.
Therefore to be non zero the expression in the brackets 〈〈Y−2| . . .〉〉 must have φ-charge equal
to +2. Hence the quadratic S2 and cubic S3 terms of the action (2.7) read:
S2 = −1
2
∑
q∈Z
〈〈Y−2|A2−q, Q0Aq〉〉 − 1
2
∑
q∈Z
〈〈Y−2|A1−q, Q1Aq〉〉 − 1
2
∑
q∈Z
〈〈Y−2|A−q, Q2Aq〉〉.
(6.67a)
S3 = −1
3
∑
q, q′∈Z
〈〈Y−2|A2−q−q′,Aq′,Aq〉〉. (6.67b)
We see that all the fields Aq, q 6= 0, 1, give only linear contribution to the quadratic action
(6.67a). We propose to exclude such fields. We will consider the action (6.67) with fields
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that belong to the space V0⊕V1 only. To make this prescription meaningful we have to check
that the restricted action is gauge invariant.
The action restricted to subspaces V0 and V1 takes the form
S2, restricted = −1
2
〈〈Y−2|A0, Q2A0〉〉 − 〈〈Y−2|A0, Q1A1〉〉 − 1
2
〈〈Y−2|A1, Q0A1〉〉, (6.68a)
S3, restricted = −〈〈Y−2|A0,A1,A1〉〉. (6.68b)
The action (6.68) has a nice structure. One sees that since the charge Q2 does not contain
zero modes of stress energy tensor the fields A0 play a role of auxiliary fields. On the
contrary, all fields A1 are physical ones, i.e. they have non-zero kinetic terms.
Let us now check that the action (6.68) has gauge invariance. The action (6.40) is gauge
invariant under
δA = QBΛ+ [A, Λ]. (6.69)
But after the restriction to the space V0 ⊕ V1 it might be lost. Decomposing the gauge
parameter Λ over φ-charge Λ =
∑
q
Λq we rewrite the gauge transformation (6.69) as:
δAq = Q0Λq +Q1Λq−1 +Q2Λq−2 +
∑
q′∈Z
[Aq−q′, Λq′ ]. (6.70)
Assuming that Aq = 0 for q 6= 0, 1 from (6.70) we get
δA−2 = Q0Λ−2; (6.71a)
δA−1 = Q0Λ−1 + [A0, Λ−1] +Q1Λ−2 + [A1, Λ−2]; (6.71b)
δA0 = Q0Λ0 + [A0, Λ0] +Q1Λ−1 + [A1, Λ−1] +Q2Λ−2; (6.71c)
δA1 = Q0Λ1 + [A0, Λ1] +Q1Λ0 + [A1, Λ0] +Q2Λ−1; (6.71d)
δA2 = Q1Λ1 + [A1, Λ1] +Q2Λ0; (6.71e)
δA3 = Q2Λ1. (6.71f)
To make the restriction consistent with transformations (6.71) the variations of the fields
A−2, A−1, A2 and A3 must be zero. Since the gauge parameters cannot depend on string
fields we must put Λ−2 = Λ−1 = Λ1 = 0. So we are left with the single parameter Λ0, but
to have zero variation of A2 we must require in addition Q2Λ0 = 0. Therefore the gauge
transformations take the form
δA0 = Q0Λ0 + [A0, Λ0],
δA1 = Q1Λ0 + [A1, Λ0], with Q2Λ0 = 0.
(6.72)
It is easy to check that (6.72) form a closed algebra. It is also worth to note that the
restriction Q2Λ0 = 0 leaves the gauge transformation of the massless vector field unchanged.
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6.9 Appendix.
6.9.1 Cyclicity property.
The proof of the cyclicity property is very similar to the one given in [187]. But there is one
specific point — insertion of the double step inverse picture changing operator Y−2 (6.34).
So we repeat the proof with all necessary modifications.
Let Tn and R denotes rotation by −2πn and −2π respectively:
Tn(w) = e
− 2pii
n w, R(w) = e−2πiw.
These transformations have two fixed points namely 0 and ∞. Let us apply the transforma-
tion Tn to the maps f
(n)
k (5.27b) and we get the identities:
Tn ◦ f (n)k = f (n)k+1, k < n, Tn ◦ f (n)n = R ◦ f (n)1 , n = 2, 3. (6.73)
Since the weight of the operator Y−2 is zero and 0 and ∞ are fixed points of Tn and R, the
operator Y−2 remains unchanged. Due to SL(2,R)-invariance of the correlation function we
can write down a chain of equalities
〈Y−2 F (n)1 ◦ A1 . . . F (n)n−1 ◦ An−1F (n)n ◦ Oh〉 = 〈Y−2 f (n)1 ◦ A1 . . . f (n)n−1 ◦ An−1f (n)n ◦ Oh〉
= 〈Y−2 Tn ◦ f (n)1 ◦ A1 . . . Tn ◦ f (n)n−1 ◦ An−1Tn ◦ f (n)n ◦ Oh〉
= e−2πih〈Y−2 F (n)1 ◦ Oh F (n)2 ◦ A1 . . . F (n)n ◦An−1〉. (6.74)
In the last line we assume that Oh is a primary field of weight h and use the transformation
law of primary fields under rotation:
(R ◦ Oh)(w) = e−2πihOh(e−2πiw).
Also we change the order of operators in correlation function without change of a sign,
because the expression inside the brackets should be odd (otherwise it will be equal to zero)
and therefore no matter whether Φ odd or even. So the cyclicity property reads
〈〈Y−2|A1, . . . , An〉〉 = e−2πihn〈〈Y−2|An, A1, . . . , An−1〉〉 (6.75)
Examples. Now we consider some applications of the cyclicity property (6.75). GSO+
sector consists of the fields with integer weights and therefore their exponential factor is
equal to 1, while GSO− sector consists of the fields with half integer weights and therefore
their exponential factor is −1. Now we give few examples
〈〈Y−2|A+, QBA+〉〉 = 〈〈Y−2|QBA+,A+〉〉, (6.76a)
〈〈Y−2|A−, QBA−〉〉 = −〈〈Y−2|QBA−,A−〉〉, (6.76b)
〈〈Y−2|A+,A−,A−〉〉 = −〈〈Y−2|A−,A+,A−〉〉 = 〈〈Y−2|A−,A−,A+〉〉. (6.76c)
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6.9.2 Twist symmetry.
The proof of the twist symmetry is similar to the one given in [187]. But there is one specific
point — insertion of the operator Y−2. So we repeat this proof here with all necessary
modifications.
A twist symmetry is a relation between correlation functions of operators written in one
order and in the inverse one:
〈〈Y−2|O1, . . . ,On〉〉 = (−1)?〈〈Y−2|On, . . . ,O1〉〉. (6.77)
We are interesting in this relation for n = 3.
1) Let us consider the following transformations M(w) = e−iπw and I˜(w) = ei0/w. The
transformation I˜ has the following properties:
I˜(z1)I˜(z2) = I˜(z1z2) and I˜(z
2/3) = (I˜(z))2/3.
The pair of points 0 and ∞ is not affected by M and I˜, therefore the double-step inverse
picture changing operator Y−2 remains unchanged. For the maps (5.27b) we have got the
following composition laws
f
(3)
1 ◦M = I˜ ◦ f (3)3 , f (3)2 ◦M = I˜ ◦ f (3)2 and f (3)3 ◦M = I˜ ◦ f (3)1 . (6.78)
2) Since there is an identity M ◦ O(0) = e−iπhO(0) we can apply it to (6.77)
〈〈Y−2|O1,O2,O3〉〉 = eiπ
∑
hj〈Y−2 f (3)1 ◦M ◦ O1 f (3)2 ◦M ◦ O2 f (3)3 ◦M ◦ O3〉
= eiπ
∑
hj〈Y−2 I˜ ◦ f (3)3 ◦ O1 I˜ ◦ f (3)2 ◦ O2 I˜ ◦ f (3)1 ◦ O3〉
= eiπ
∑
hj〈Y−2 f (3)3 ◦ O1 f (3)2 ◦ O2 f (3)1 ◦ O3〉 (6.79)
in the last line we use the invariance with respect to SL(2,R). Let Nodd and Neven be a
number of odd or even respectively fields in the set {O1,O2,O3}. After rearranging the
fields one gets
〈〈Y−2|O1,O2,O3〉〉 = eiπ
∑
hj(−1)Nodd(Nodd−1)2 〈〈Y−2|O3,O2,O1〉〉. (6.80)
3) Since the correlation function is non zero only for odd expression, number Nodd is odd
and Nodd = 2m+ 1 for some integer m. Also we have an identity Neven +Nodd = 3. It’s not
difficult to check that
(−1)Nodd(Nodd−1)2 = (−1)m = (−1)Nodd−12 +Nodd+Neven−32 = (−1)Nodd+Neven2 . (6.81)
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Combining (6.80) and (6.81) we get the twist property
〈〈Y−2|O1,O2,O3〉〉 = Ω1Ω2Ω3 〈〈Y−2|O3,O2,O1〉〉,
where Ωj =
{
(−1)hj+1, hj ∈ Z (i.e. GSO+)
(−1)hj+ 12 , hj ∈ Z+ 12 (i.e. GSO−).
(6.82)
Examples.
i) Let A+ = A1 + A2. Each term in
A3+ = A
3
1 + (A1A
2
2 + A
2
2A1) + A2A1A2 + (A
2
2A1 + A1A
2
2) + A1A2A1 + A
3
2
should be twist invariant to be nonzero. Therefore we get Ω1 = 1 and Ω2 = 1.
ii) Let we have fields A+ and A− = a1 + a2. Using cyclicity property (6.76) one gets
2(A+, a1+a2, a1+a2) = (A+a
2
1+a
2
1A+)+(A+a
2
2+a
2
2A+)+(A+a1a2+a2a1A+)+(A+a2a1+a1a2A+).
So we get Ω+ = 1 and Ω+Ω1Ω2 = 1. If Ω1 = 1 (tachyon’s sector) then Ω2 = 1 too. Therefore
we can consider a sector with Ω = 1 only.
6.9.3 Power-counting lemma.
Lemma 1. Consider an off-shell N-point tree graph with V = N − 2 three-string vertices,
and with L0 internal lines corresponding to the usual propagator ∆0 =
b0
L
W and L1 internal
lines corresponding to W -propagator term b0
L
W b0
L
. In such a graph there is L = L0 + 2L1,
V − L0 and L1 operators b(z), Z(z) and W (z) respectively. Let us denote the power of the
leading singularity in the product (b(z))L(Z(z))V −L0(W (z))L1 by s, i.e.
L∏
n=1
b(z0 + aiǫ)
V−L0∏
j=1
Z(z0 + a
′
jǫ)
L1∏
k=1
W (z0 + a
′′
kǫ) =
1
ǫs
[ O′(z0) + o(ǫ) ],
where ai, a
′
j, a
′′
k are some constants.
The amplitude is non-singular if s < 2L, it can contain a logarithmic singularity if s = 2L
and it is divergent in the case s > 2L.
Proof.
Note that we consider only the case when there are no cancelled propagators in the tree
or, in other words, all the Q-s from the propagators b0
L
W b0
L
Q sit on external legs.
Going to the z-plane one can represent the amplitude in the form
A =
L∏
n=1
(
∫ ∞
0
dTn)B(T1, . . . , TL), (6.83)
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where
B(T1, . . . , TL) =
L∏
n=1
(
∮
dwn
2πi
dwn
dρ
)〈
N∏
r=1
Or(zr)
L∏
n=1
b(wn)
V−L0∏
i=1
Z(z0i)
L1∏
i=1
W (z′0i)〉. (6.84)
In the space of modular variables {Tn} we choose the spherical coordinates:
Tn = ταn(Ω),
where τ is the radius and Ω is the set of n− 1 angular variables. Then
A =
∫ ∞
0
τL−1dτdΩB(τ,Ω), (6.85)
where B(τ,Ω) ≡ B(τα1, . . . , ταn).
To analyze the question of finiteness of the amplitude A let us estimate the behavior of
the integrand τL−1B(τ,Ω) when τ tends to zero.
Let us denote by z0 the common limit of the points z0i and z
′
0i when τ → 0. If we put
ǫ = z0i− z0 for some i then for every j one has: z0,j = z0+ajǫ. In this notation it is possible
to write the OPE for the product of the operators b, Z, and W in eq. (6.84) as
L∏
n=1
b(wn)
V−L0∏
i=1
Z(z0i)
L1∏
i=1
W (z′0i) =
∑
α
O′α(z0)ǫ
kα
L∏
n=1
(wn − z0)jα,n. (6.86)
By using eq. (6.86) one can write eq.(6.84) in the form
B(ǫ) = 〈
N∏
r=1
Or(zr)
∑
α
O′α(z0)ǫ
kα
L∏
n=1
∮
dwn
2πi
wn
dρ
(wn − z0)jα,n〉. (6.87)
Because the conformal map defined by equation (5.63) we have∮
dwn
2πi
dwn
dρ
(wn − z0)jα,n ∼ ǫ−V2 +jα,n+1. (6.88)
In summary we conclude that when ǫ→ 0, B(ǫ) has a behavior:
B(ǫ) ∼ 〈
N∏
r=1
Or(zr)
∑
α
O′α(z0)ǫkα
L∏
n=1
ǫ−
V
2
+jα,n+1〉
∼ ǫ−(V2 −1)L
∑
α
Bαǫkα
L∏
n=1
ǫjα,n . (6.89)
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If s is the maximal power of singularity for the OPE (6.86) near the point z0 (one must
also put wn − z0 ∼ ǫ in eq. (6.86) then
∑
α
Bαǫkα
L∏
n=1
ǫjα,n ∼ ǫ−s,
and eq.(6.89) takes the form
B(ǫ) ∼ ǫ−(V2 −1)L−s. (6.90)
Next we change the variables in (6.90) from ǫ to τ . As it is obvious from (5.63) when
τ → 0 :
τ ∼ ǫV2 +1. (6.91)
In terms of τ eq. (6.90) looks like
B ∼ τ−L+ 2V+2 (2L−s). (6.92)
That is why the entire integrand in (6.85) behaves as
τL−1τ−L+
2
V+2
(2L−s) = τ−1+
2
V+2
(2L−s). (6.93)
when τ → 0. From (6.93) we can derive the statement of our Lemma.
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6.9.4 Table of notations, correlation functions and OPE.
XµL(z)X
ν
L(w) ∼ −α
′
2
ηµν log(z − w) ∂Xµ(z)∂Xν(w) ∼ −α ′
2
ηµν 1
(z−w)2
ψµ(z)ψν(w) ∼ −α′
2
ηµν 1
z−w
c(z)b(w) ∼ b(z)c(w) ∼ 1
z−w γ(z)β(w) ∼ −β(z)γ(w) ∼ 1z−w
φ(z)φ(w) ∼ − log(z − w) ξ(z)η(w) ∼ η(z)ξ(w) ∼ 1
z−w
〈c(z1)c(z2)c(z3)〉 = −(z1 − z2)(z2 − z3)(z3 − z1) 〈e−2φ(y)〉 = 1〈
ei2pαX
α
L(y)−i2biXiL(y)ei2kβX
β
L
(z)+i2bjX
j
L
(z)
〉
= (2π)p+1α ′−
p+1
2 δ(p+ k)(y − z)−2α ′(k2+b2)
TB = − 1α ′∂X · ∂X − 1α ′∂ψ · ψ TF = − 1α ′∂X · ψ
Tbc = −2b∂c − ∂bc Tβγ = −32β∂γ − 12∂βγ
Tφ = −12∂φ∂φ − ∂2φ Tηξ = ∂ξη
TB(z)TB(w) ∼ 152(z−w)4 + 2(z−w)2TB(w) + 1z−w∂TB(w)
TB(z)TF (w) ∼ 3/2(z−w)2TF (w) + 1z−w∂TF (w)
TF (z)TF (w) ∼ 5/2(z−w)3 + 1/2z−wTB(w)
γ = ηeφ β = e−φ∂ξ
Tβγ = Tφ + Tηξ γ
2 = η∂ηe2φ
φ− charge: [ 1
2πi
∮
dζ∂φ(ζ), Aq
]
= qAq
QB =
1
2πi
∮
dζ
[
c(TB + Tβγ +
1
2
Tbc) +
1
α ′γψ · ∂X − 14bγ2
]
QB =
1
2πi
∮
dζ
[
c(TB + Tφ + Tηξ +
1
2
Tbc) +
1
α ′ηe
φψ · ∂X + 1
4
b∂ηηe2φ
]
X = 1
α ′ e
φψ · ∂X + c∂ξ + 1
4
b∂ηe2φ + 1
4
∂(bηe2φ)
Y = 4c∂ξe−2φ
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7 Cubic (Super)String Field Theory on Branes and
Sen Conjectures.
7.1 Sen’s Conjecture.
As we have seen in Section 5 there is a tachyon mode in the spectrum of bosonic open string.
There is also a tachyon mode in GSO− sector of fermionic string. Normally we impose
GSO+ projection on superstring spectrum and obtain tachyon free spectrum. But there
are objects in the string theory such as non-BPS branes or brane-anti-brane pairs, which
necessarily contain both GSO+ and GSO− sector [144]. Therefore, it becomes important to
explore the tachyon phenomenon. The existence of the tachyon mode does not necessarily
signify a sickness of the theory, but may simply indicate an existence of a ground state with
the energy density lower than in the starting configuration. One can compare this situation
with Higgs phenomenon. The Higgs field has a potential looking like a Mexican hat. On
the top of the potential the Higgs field has negative mass square, while at the bottom it has
positive mass square.
To find a new vacuum in the theory of strings one has to be able to calculate the effective
tachyon potential, that is a functional on a constant field configuration. Since a non zero
constant tachyon field is far away from its on-shell value one has to use an off-shell formulation
of string theory to do this. As we know from sections 4-6 string filed theories give such off-
shell formulations of the string theory. There are also so-called background independent
string filed theories (BSFT) which are also used to calculate the effective tachyon potential
[234, 236, 237].
First attempts to find a stable vacuum in the bosonic string using SFT was made by
Kostelecky and Samuel [138]. They have computed tachyon potential using level truncation
scheme and shown that there is another vacuum, in which there is no tachyonic state.
About two years ago A. Sen [233] suggested to interpret tachyon condensation as a decay
of unstable D-branes. Let us consider one non-BPS D9-brane. As it is mentioned above
the string attached to this brane has a tachyon in the spectrum. For this case, the Sen’s
conjecture says [144]:
1. The tachyon potential Vc(t) looks like Mexican hat with minimum at the point tc. The
difference V(0)− V(tc) is precisely the tension τ˜9 of the non-BPS D9-brane.
2. The theory around the new vacuum does not contain any open string excitation. There-
fore, this new vacuum can be also considered as a vacuum of a closed string.
3. All D-branes in type IIA (IIB) string theory can be regarded as classical solutions in the
open string field theory living on a system of non-BPS D9-branes (or D9-anti-D9-brane
pair).
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In this section we will show how one can use SFT to check these conjectures. We will
mainly concentrate on the first conjecture and will say only few words about others. Before
proceed let us summarize what was obtained in the literature.
The first Sen’s conjectures was numerically verified almost in all SFTs listed in the
Introduction. In Table below we collect results of the computations of the ratio (V(0) −
V(tc))/τperformed in different SFTs using the level truncation scheme.
SFT Type level number of the fields V(0)−V(tc)
τ
Cubic SFT 10 102 0.9991
BI SFT — 1 1 (exact)
Nonpolynomial SSFT 4 70 0.944
Modified Cubic SSFT 2 10 1.058
BI SSFT — 1 1 (exact)
These results were presented in [148], [234], [232], [183] and [237] correspondingly. See
also [187], [188], [232] about calculations of the tachyon potential in nonpolynomial SSFT
[185], [186] and [189] about calculations in the Witten cubic SSFT. One sees that Back-
ground Independent SFTs give exact results for the minimum of the tachyon potential. The
formulation of Background Independent SFT can be found in [220, 234], and for further de-
velopments related to tachyon see [223, 221, 222, 224, 225, 226, 235, 227, 228, 229, 230, 231].
The second Sen’s conjecture was also verified almost in all SFTs [238, 239, 240, 241, 242,
243, 244, 245, 246, 247] and [248]. For superstrings the solution representing, for example, a
decay non-BPS D9 → BPS D8 (D¯8) is a kink (anti-kink) solution. There are also solutions
which represent a decay Dp → Dq. Such solutions can be obtained by combining several
kink solutions representing the decay Dp → D(p − 1). This chain relations between the
solutions are called the brane descend relations [144, 145]. In the case of the bosonic strings
the solution representing a decay Dp → Dq is called lump solution of codimension (p − q).
Below we summarize some numeric results concerning lump solutions.
The third conjecture implies that there are different solutions of the equations of motion
of the SFT which can be identified with different objects appearing in the string theory.
For example, the vortex and kink solutions in the Super SFT represent lower dimensional
D-branes (of various types) in IIA(B) theory. Another example is lump solutions in the
Bosonic SFT, which also represent lower dimensional D-branes.
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7.2 CFT on Branes.
Dp-brane is incorporated into the string field theory by considering boundary CFT. This
boundary CFT is constructed by p+1 bosons Xα(z, z) (α = 0, . . . , p) with Neumann bound-
ary conditions and 25 − p bosons X ′ i(z, z) (i = p + 1, . . . , 25) with Dirichlet boundary
conditions. But to be able to use vertex operators we need to consider T-dual CFT. This
CFT consist of 26 bosons Xµ(z, z) with Neumann boundary conditions, but part of them is
related to X ′ i(z, z) by T-duality transformation:
X i(z, z) = X iL(z) +X
i
R(z)
T
=⇒ X ′ i(z, z) = X iL(z)−X iR(z). (7.1)
7.3 String Field Theory on Pair of Branes.
To incorporate more than one brane into string field theory one can use Chan-Paton factors.
We will consider the string field theory for a pair of Dp-branes. To this end we need to
introduce 2× 2 Chan-Paton factors:(
1 0
0 0
)
denotes a string that begins and ends on the first brane;(
0 1
0 0
)
denotes a string that begins on the first and ends on the second brane;(
0 0
0 1
)
denotes a string that begins and ends on the second brane;(
0 0
1 0
)
denotes a string that begins on the second and ends on the first brane.
For these matrices the following compositions are true:(
0 1
0 0
)(
0 0
1 0
)
=
(
1 0
0 0
)
, (7.2a)(
0 0
1 0
)(
0 1
0 0
)
=
(
0 0
0 1
)
. (7.2b)
The string field is modified in the following way:
Φˆ = Φ(1) ⊗
(
1 0
0 0
)
+ φ⊗
(
0 0
1 0
)
+ φ∗ ⊗
(
0 1
0 0
)
+ Φ(2) ⊗
(
0 0
0 1
)
. (7.3)
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The action is of the form
S[Φˆ] = − 1
g2o
Tr
[
1
2
〈〈Φˆ, QˆBΦˆ〉〉+ 1
3
〈〈Φˆ, Φˆ, Φˆ〉〉
]
=
− 1
g2o
[
1
2
〈〈Φ(1), QBΦ(1)〉〉+ 1
2
〈〈Φ(1), QBΦ(3)〉〉+ 1
2
〈〈φ∗, QBφ〉〉+ 1
2
〈〈φ,QBφ∗〉〉
+
1
3
〈〈Φ(1),Φ(1),Φ(1)〉〉+ 1
3
〈〈Φ(2),Φ(2),Φ(2)〉〉
+
1
3
(〈〈Φ(1), φ∗, φ〉〉+ c.p.) + 1
3
(〈〈Φ(2), φ, φ∗〉〉+ c.p.)
]
. (7.4)
The dimensionless coupling constant g2o is the same as in the action (5.36). The expression
(7.4) can be simplified if we employ cyclic symmetry of the odd bracket:
S[Φ(1),Φ(2), φ, φ∗] = − 1
g2o
[
1
2
〈〈Φ(1), QBΦ(1)〉〉+ 1
2
〈〈Φ(2), QBΦ(2)〉〉+ 〈〈φ∗, QBφ〉〉
+
1
3
〈〈Φ(1),Φ(1),Φ(1)〉〉+ 1
3
〈〈Φ(2),Φ(2),Φ(2)〉〉+ 〈〈Φ(1), φ∗, φ〉〉+ 〈〈Φ(2), φ, φ∗〉〉
]
. (7.4′)
Let us consider the following string fields
Φ(1)(w) =
∫
dp+1k
(2π)p+1
iδχj(kα)V
j
V (w, kα, 0), (7.5a)
φ(w) =
∫
dp+1k
(2π)p+1
t(kα)Vt(w, kα,
bj
2πα ′ ) + iui(kα)V
i
V (w, kα,
bj
2πα ′ ), (7.5b)
φ∗(w) =
∫
dp+1k
(2π)p+1
t∗(kα)Vt(w, kα,− bj2πα ′ ) + iu∗i (kα)ViV (w, kα,− b
j
2πα ′ , ) (7.5c)
where ViV is a primary operator representing the vector field (5.47) and Vt is the tachyon
vertex operator. And we introduce additional restrictions biui(kα) = 0 and b
iu∗i (kα) = 0. We
are interested in the following action
S˜[δχi, t, ui] = − 1
g2o
[
1
2
〈〈Φ(1), QBΦ(1)〉〉+ 〈〈φ∗, QBφ〉〉+ 〈〈Φ(1), φ∗, φ〉〉
]
. (7.6)
The quadratic action can be easily read from (5.52) and it is of the form
S˜2[δχi, t, ui] =
1
g2oα
′ p+1
2
∫
dp+1k
(2π)p+1
[
α ′k2α
2
δχi(−k)δχi(k)
− [α ′k2α + α ′m2b − 1] t∗(−k)t(k) + [α ′k2α + α ′m2b]u∗i (−k)ui(k)] , (7.7)
where m2b =
(
bi
2πα ′
)2
.
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To compute the interaction terms we need to know the following correlation functions:
〈〈iδχj(k1)VjV (k1, 0), t∗(k2)Vt(k2,− bi2πα ′ ), t(k3)Vt(k3, bi2πα ′ )〉〉
= iδχj(k1)t
∗(k2)t(k3)i
[
2
α ′
] 1
2
f
′α ′k21
1 f
′α ′k22−1
2 f
′α ′k23−1
3
× 〈c∂Xj(f1)c(f2)c(f3)e2ik1·XL(f1)e2ik2·XL(f2)e2ik3·XL(f3)〉
= δχj(k1)t
∗(k2)t(k3)
[
2
α ′
] 1
2
f
′α ′k21
1 f
′α ′k22−1
2 f
′α ′k23−1
3 (2π)
p+1α ′ −
p+1
2 δ(k1 + k2 + k3)
×(f1−f2)2α ′k1k2(f1−f3)2α ′k1k3(f2−f3)2α ′k2k3(f1−f2)(f2−f3)(f3−f1)
[
−iα ′ −bj
2πα ′
f1 − f2 +
−iα ′ bj
2πα ′
f1 − f3
]
= −ibjδχ
j(k1)
2π
t∗(k2)t(k3)
[
2
α ′
] 1
2
(2π)p+1α ′ −
p+1
2 δ(k1 + k2 + k3)
× f ′α ′k211 f ′α
′k22−1
2 f
′α ′k23−1
3 (f1 − f2)2α
′k1k2(f1 − f3)2α ′k1k3(f2 − f3)2α ′k2k3+2. (7.8)
Substitution of the maps (5.35) into (7.8) leads to the following expression
−
[
2
α ′
] 1
2 ibjδχ
j(k1)
2π
t∗(k2)t(k3)(2π)p+1α ′ −
p+1
2 δ(k1 + k2 + k3)γ
α ′k21+α
′k22+α
′k23−2. (7.9)
Now we consider the correlation functions
〈〈iδχi(k1)ViV (k1, 0), iu∗j(k2)VjV (k2,− bi2πα ′ ), iuk(k3)VkV (k3, bi2πα ′ )〉〉
= −δχi(k1)u∗j(k2)uk(k3)f ′α
′k21
1 f
′α ′k22
2 f
′α ′k23
3
[
2
α ′
] 3
2
× 〈c∂X ie2ik1·XL(f1)c∂Xje2ik2·XL(f2)c∂Xke2ik3·XL(f3)〉 . (7.10)
Using the fact that ui(kα)b
i = u∗i (kα)b
i = 0 we get the following expression
=
2
α ′
[
2
α ′
] 1
2
δχi(k1)u
∗
j(k2)uk(k3)f
′α ′k21
1 f
′α ′k22
2 f
′α ′k23
3 (f1 − f2)(f2 − f3)(f3 − f1)
×
[
− 2
α ′
]
ηjk
(f2 − f3)2 (−iα
′)
[
− bi
2πα ′
f1 − f2 +
bi
2πα ′
f1 − f3
]
(f1− f2)2α ′k1k2(f1− f3)2α ′k1k3(f2− f3)2α ′k2k3
= −
[
2
α ′
] 1
2 ibiδχi(k1)
2π
u∗j(k2)u
j(k3)f
′α ′k21
1 f
′α ′k22
2 f
′α ′k23
3 (f1−f2)2α
′k1k2(f1−f3)2α ′k1k3(f2−f3)2α ′k2k3 .
(7.11)
Substitution of the maps (5.35) into (7.11) leads to the following expression[
2
α ′
] 1
2 ibiδχi(k1)
2π
u∗j(k2)u
j(k3)(2π)
p+1α ′ −
p+1
2 δ(k1 + k2 + k3)γ
α ′k21+α
′k22+α
′k23 . (7.12)
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Combining (7.9) and (7.12) we get the interaction term of the action (7.6)
S˜3[δχi, t, ui] =
1
g2oα
′ p+1
2
[
2
α ′
] 1
2
∫
dp+1k1d
p+1k2d
p+1k3
(2π)p+1(2π)p+1
δ(k1 + k2 + k3)
ibiδχ
i(k1)
2π
× γα ′k21+α ′k22+α ′k23 [γ−2t∗(k2)t(k3)− u∗j(k2)uj(k3)] , (7.13)
where γ = 4
3
√
3
. Let us choose δχi(x) to be a constant
δχi(k) = (2π)p+1δχiδ(k)
and let t, t∗ and u∗i , ui be on mass shell. This simplifies the action (7.13). The whole action
S˜ (7.6) is of the form
S˜[t, ui] =
1
g2oα
′ p+1
2
∫
dp+1k
(2π)p+1
[
−α ′k2α − α ′
[
bi
2πα ′
]2
+ 1 +
[
2
α ′
] 1
2 ibiδχ
i
2π
]
t∗(−k)t(k)
−
[
α ′k2α + α
′
[
bi
2πα ′
]2
−
[
2
α ′
] 1
2 ibiδχ
i
2π
]
u∗i (−k)ui(k). (7.14)
One sees that the term proportional to δχi has natural interpretation as a shift of mass of
the fields t and ui. But we want to interpret the term with δχi as a shift of bi. Therefore,
we have to compare two shifts of the mass: one produced by δχi and another produced by
a shift of bi:
α ′
2biδb
i
4π2α ′ 2
= −
[
2
α ′
] 1
2 ibiδχ
i
2π
. (7.15)
So we get
δχi = i
[
α ′
2
] 1
2 δbi
πα ′
. (7.16)
This expression can be obtained in a more simple way. Let us consider the following operator
product expansion:
e2i
δbi
2pi
XiL(z)e2i
bj
2pi
XjL(w) = (z − w)2α ′
δbib
i
(2pi)2 e2i
δbi
2pi
XiL(z)+2i
bj
2pi
XjL(w)
= (z − w)2α ′
δbib
i
(2pi)2 e2i
δbi+bi
2pi
XiL(w)+2i
δbi
2pi
∂Xi(w)(z−w)+O(z−w)2
= (z − w)2α ′
δbib
i
(2pi)2 e2i
δbj+bj
2pi
XiL(w)
[
1 + (z − w) iδbi
π
∂X i(w) +O(z − w)2
]
. (7.17)
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The state |0, b〉 is generated by the vertex operator Vt(0, bi2πα ′ ), therefore, the change of
this operator under a small shift of bi must be equal to δχiV
i
V (0,
bi
2πα ′ ). So we get
δ
[
c(w)e
ibj
πα ′X
j
L(w)
]
= c(w)
iδbj
πα ′
∂Xj(w) e
ibj
πα ′X
j
L(w)
= −i
[
α ′
2
] 1
2 iδbj
πα ′
i
[
2
α ′
] 1
2
c(w)∂Xj(w) e
ibj
πα ′X
j
L(w) =
[
α ′
2
] 1
2 δbj
πα ′
Vv(0,
bi
2πα ′ ), (7.18)
which is equal to the previously obtained expression up to the vertex operator of the auxiliary
field. So we can now identify δχi by using
iδχi =
[
α ′
2
] 1
2 δbj
πα ′
. (7.19)
One sees that up to the sign (that is easily explained) we get the same result as in (7.16).
Now we substitute (7.16) or (7.19) into (7.7) and get for the field δbi the following action
S˜2[δbi] =
1
2π2g2oα
′ p+1
2
∫
dp+1k
(2π)p+1
k2α
2
δbi(−k)δbi(k) (7.20)
As a consequence we get the brane’s tension:
τp =
1
2π2g2oα
′ p+1
2
. (7.21)
7.4 Superstring Field Theory on non-BPS D-brane.
To describe the open string states living on a single non-BPS D-brane one has to add GSO−
states [144]. GSO− states are Grassmann even, while GSO+ states are Grassmann odd (see
Table 6).
Name Parity GSO
Superghost
number Weight (h) Comments
A+ odd + 1 h ∈ Z, h > −1 string
A− even − 1 h ∈ Z+ 12 , h > −12 fields
Λ+ even + 0 h ∈ Z, h > 0 gauge
Λ− odd − 0 h ∈ Z+ 12 , h > 12 parameters
Table 6: Parity of string fields and gauge parameters in the 0 picture.
123
The unique (up to rescaling of the fields) gauge invariant action unifying GSO+ and
GSO− sectors is found to be
S[A+,A−] = 1
g2o
[
1
2
〈〈Y−2|A+, QBA+〉〉+ 1
3
〈〈Y−2|A+,A+,A+〉〉
+
1
2
〈〈Y−2|A−, QBA−〉〉 − 〈〈Y−2|A+,A−,A−〉〉
]
.
(7.22)
Here the factors before the odd brackets are fixed by the constraint of gauge invariance, that
is specified below, and reality of the string fields A±. Variation of this action with respect
to A+, A− yields the following equations of motion19
QBA+ +A+ ⋆A+ −A− ⋆A− = 0,
QBA− +A+ ⋆A− −A− ⋆A+ = 0.
(7.23)
To derive these equations we used the cyclicity property of the odd bracket (6.76) (see
Section 6.9.1). The action (7.22) is invariant under the gauge transformations
δA+ = QBΛ+ + [A+,Λ+] + {A−,Λ−},
δA− = QBΛ− + [A−,Λ+] + {A+,Λ−},
(7.24)
where [ , ] ({ , }) denotes ⋆-commutator (-anticommutator). To prove the gauge invariance,
it is sufficient to check the covariance of the equations of motion (7.23) under the gauge
transformations (7.24). A simple calculation leads to
δ(QBA+ +A+ ⋆A+ −A− ⋆A−)
= [QBA+ +A+ ⋆A+ −A− ⋆A−, Λ+]− [QBA− +A+ ⋆A− −A− ⋆A+, Λ−],
δ(QBA− +A+ ⋆A− −A− ⋆A+)
= [QBA− +A+ ⋆A− −A− ⋆A+, Λ+] + [QBA+ +A+ ⋆A+ −A− ⋆A−, Λ−].
Note that to obtain this result the associativity of ⋆-product and Leibnitz rule for QB must
be employed. These properties follow from the cyclicity property of the odd bracket. The
formulae above show that the gauge transformations define a Lie algebra.
7.5 Computation of Tachyon Potential in Cubic SSFT.
Here we explore the tachyon condensation on the non-BPS D-brane. In the first subsection,
we describe the expansion of the string field relevant to the tachyon condensation and the
level expansion of the action. In the second subsection we calculate the tachyon potential
up to levels 1 and 4, and find its minimum.
19We assume that r.h.s. is zero modulo kerY−2.
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Level Weight GSO Twist Name Picture -1 Picture 0
L0 + 1 L0 (−1)F Ω Vertex operators
0 −1 + even u — c
1/2 −1/2 − even t ce−φ eφη
1 0 + odd ri c∂c∂ξe
−2φ ∂c, c∂φ
3/2 1/2 − odd si c∂φe−φ cTF , ∂(ηeφ)
bcηeφ, η∂eφ
2 1 + even vi η, TF ce
−φ ∂2c, cTB, cTξη
∂ξc∂2ce−2φ cTφ, c∂2φ, TFηeφ
∂2ξc∂ce−2φ bc∂c, ∂c∂φ
∂ξc∂c∂e−2φ
Table 7: Vertex operators in pictures −1 and 0.
7.5.1 Tachyon string field in cubic SSFT.
The useful devices for computation of the tachyon potential were elaborated in [147, 146, 186].
We employ these devices without additional references.
Denote by H1 the subset of vertex operators of ghost number 1 and picture 0, created by
the matter stress tensor TB, matter supercurrent TF and the ghost fields b, c, ∂ξ, η and φ.
We restrict the string fields A+ and A− to be in this subspace H1. We also restrict ourselves
by Lorentz scalars and put the momentum in vertex operators equal to zero.
Next we expand A± in a basis of L0 eigenstates, and write the action (2.7) in terms of
space-time component fields. The string field is now a series with each term being a vertex
operator from H1 multiplied by a space-time component field. We define the level K of
string field’s component Ai to be h + 1, where h is the conformal dimension of the vertex
operator multiplied by Ai, i.e. by convention the tachyon is taken to have level 1/2. To
compose the action truncated at level (K, L) we select all the quadratic and cubic terms of
total level not more than L for the space-time fields of levels not more than K. Since our
action is cubic, L ≤ 3K.
To calculate the action up to level (2, 6) we have a collection of vertex operators listed in
Table 7. Note that there are extra fields in the 0 picture as compared with the picture −1
(see Section 6.4). Surprisingly the level L0 = −1 is not empty, it contains the field u. One
can check that this field is auxiliary. In the following analysis it plays a significant role. Only
due to this field in the next subsection we get a nontrivial tachyon potential (as compared
with one given in [189]) already at level (1/2, 1).
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As it is shown in Appendix 6.9.2 the string field theory action in the restricted subspace
H1 has Z2 twist symmetry. Since the tachyon vertex operator has even twist we can consider
a further truncation of the string field by restricting A± to be twist even. Therefore, the
fields ri, si can be dropped out. Moreover, we impose one more restriction and require our
fields to have the φ-charge (see 6.64) equal to 0 and 1. String fields (in GSO± sectors) up
to level 2 take the form20
A+(z) = u c(z) + v1 ∂2c(z) + v2 cTB(z) + v3 cTηξ(z) + v4 cTφ(z)
+ v5 c∂
2φ(z) + v6 TFηe
φ(z) + v7 bc∂c(z) + v8 ∂c∂φ(z),
A−(z) = t
4
eφ(z)η(z).
(7.25)
7.5.2 Tachyon potential.
Here we give expressions for the action and the potential by truncating them up to level
(2, 6). Since the field (7.25) expands over the levels 0, 1
2
, and 2 we can truncate the action
at levels (1/2, 1) and (2, 6) only. All the calculations have been performed on a specially
written program on Maple. All we need is to give to the program the string fields (7.25) and
we get the following lagrangians
L( 12 , 1) = 1
g2oα
′ p+12
[
u2 +
1
4
t2 +
1
3γ2
ut2
]
, (7.26)
L(2, 6) = 1
g2oα
′ p+12
[
u2 +
1
4
t2 + (4v1 − 2v3 − 8v4 + 8v5 + 2v7)u
+ 4v21 +
15
2
v22 + v
2
3 +
77
2
v24 + 22v
2
5 + 10v
2
6 + 8v1v3 − 32v1v4 + 24v1v5 + 4v1v7
− 16v3v4 + 4v3v5 − 2v3v7 + 12v3v8 − 52v4v5 − 8v4v7 − 20v4v8 + 8v5v7 + 8v5v8
+ (−30v4 + 20v5 + 30v2)v6 + 4v7v8
+
(
1
3γ2
u+
9
8
v1 − 25
32
v2 − 9
16
v3 − 59
32
v4 +
43
24
v5 +
2
3
v7
)
t2
−
(
40γ
3
u+ 45γ3v1 − 45γ
3
4
v2 − 45γ
3
2
v3 − 295γ
3
4
v4 +
215γ3
3
v5 +
80γ3
3
v7
)
v26
]
, (7.27)
where γ = 4
3
√
3
. To simplify the succeeding analysis we use a special gauge choice
3v2 − 3v4 + 2v5 = 0. (7.28)
This gauge eliminates the terms linear in v6 and drastically simplifies the calculation of the
effective potential for the tachyon field. We will discuss an issue of validity of this gauge
20The string fields are presented without any gauge fixing conditions.
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in Section 8. The effective tachyon potential is defined as V(t) = −L(t, u(t), vi(t)), where
u(t) and vi(t) are solution to equations of motion ∂uL = 0 and ∂viL = 0. In our gauge the
equation ∂v6L = 0 admits a solution v6 = 0 and, therefore, the tachyon potential computed
at levels (2, 4) and (2, 6) is the same. The potential at levels (1/2, 1) and (2, 6) has the
following form:
V(
1
2
, 1)
eff (t) =
1
g2oα
′ p+1
2
[
81
1024
t4 − 1
4
t2
]
,
V(2, 6)eff (t) =
1
g2oα
′ p+1
2
[
5053
69120
t4 − 1
4
t2
] (7.29)
One sees that the potential has two global minima, which are reached at points tc = ±1.257
at level (1/2, 1) and at points tc = ±1.308 at level (2, 6) (see also Figure 14 and Table 8).
7.6 Tension of Non-BPS Dp-brane in Cubic SSFT and Sen’s Con-
jecture.
To find a tension of Dp-brane following [187] one considers the SFT describing a pair of
Dp-branes and calculates the string field action on a special string field. This string field
Figure 13: The system of
two non BPS Dp-branes and
strings attached to them.
contains a field describing a displacement of one of the
branes and a field describing arbitrary excitations of the
strings stretched between the two branes. For simplicity
one can use low-energy excitations of the strings stretched
between the branes.
The cubic SSFT describing a pair of non-BPS Dp-branes
includes 2 × 2 Chan-Paton (CP) factors [187, 198] and has
the following form
S[Aˆ+, Aˆ−] = 1
g2o
[
1
2
〈〈Yˆ−2|Aˆ+, QˆBAˆ+〉〉+ 1
3
〈〈Yˆ−2|Aˆ+, Aˆ+, Aˆ+〉〉
+
1
2
〈〈Yˆ−2|Aˆ−, QˆBAˆ−〉〉 − 〈〈Yˆ−2|Aˆ+, Aˆ−, Aˆ−〉〉
]
.
(7.30)
Here go is a dimensionless coupling constant. The hatted BRST charge QˆB and double step
inverse picture changing operator Yˆ−2 are QB and Y−2 tensored by 2 × 2 unit matrix. The
string fields are also 2× 2 matrices
Aˆ± = A(1)± ⊗
(
1 0
0 0
)
+A(2)± ⊗
(
0 0
0 1
)
+ B∗± ⊗
(
0 1
0 0
)
+ B± ⊗
(
0 0
1 0
)
(7.31)
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and the odd bracket includes the trace over matrices.
The action is invariant under the following gauge transformations:
δAˆ+ = QˆBΛˆ+ + [Aˆ+, Λˆ+] + {Aˆ−, Λˆ−},
δAˆ− = QˆBΛˆ− + [Aˆ−,Λ+] + {Aˆ+, Λˆ−}.
(7.32)
The fields A(1)± describe excitations of the string attached to the first brane, while A(2)±
describe excitations of the string attached to the second one. Excitations of the stretched
strings are represented by the fields B± and B∗± (see Figure 13). The action for a single
non-BPS D-brane (2.7) that we have used above is derived from the universal action (7.30)
by setting A(2)± , B± and B∗± to zero. Note also that we have not changed the value of the
coupling constant go. The ”±” subscript specify the GSO sector.
Let us take the following string fields Aˆ±:
Aˆ+ = Aˆ(1)+ + Bˆ∗+ + Bˆ+, Aˆ− = Bˆ∗− + Bˆ−, (7.33)
where
Aˆ
(1)
+ =
∫
dp+1k
(2π)p+1
Ai(kα)V
i
v(kα, 0)⊗
(
1 0
0 0
)
,
Bˆ+ =
∫
dp+1k
(2π)p+1
iBi(kα)V
i
v(kα,
−→
b
2πα′ )⊗
(
0 0
1 0
)
,
Bˆ∗+ =
∫
dp+1k
(2π)p+1
iB∗i (kα)V
i
v(kα,−
−→
b
2πα′ )⊗
(
0 1
0 0
)
Bˆ− =
∫
dp+1k
(2π)p+1
t(kα)Vt(kα,
−→
b
2πα′ )⊗
(
0 0
1 0
)
,
Bˆ∗− =
∫
dp+1k
(2π)p+1
t∗(kα)Vt(kα,−
−→
b
2πα′ )⊗
(
0 1
0 0
)
.
Here bi is a distance between the branes, α = 0, . . . , p and i = p + 1, . . . , 9 and V
i
v and Vt
are vertex operators of a massless vector and tachyon fields respectively defined by
Vµv (kα, ki) =
i
2
[
2
α ′
]1/2 [
c∂Xµ + c2ik · ψψµ − 1
2
ηeφψµ
]
e2ik·XL(0),
Vt(kα, ki) =
1
2
[
c2ik · ψ − 1
2
ηeφ
]
e2ik·XL(0).
(7.34)
These vertex operators are written in the 0 picture and can be obtained by applying the
picture changing operator (6.27) to the corresponding operators in picture −1. The Fourier
transform of Ai(kα) has an interpretation of the Dp-brane’s coordinate up to an overall
normalization factor [198]. Further we will assume that biBi(kα) = 0.
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The action for the field (7.33) depending on the local fields Bi(kα), B
∗
i (kα), t(kα), t
∗(kα)
and Ai(kα) is given by
S[Ai, Bi, t] =
1
g2o
[
1
2
〈〈Y−2|Aˆ(1)+ , Aˆ(1)+ 〉〉+ 〈〈Y−2|Bˆ∗+, Bˆ+〉〉+ 〈〈Y−2|Bˆ∗−, Bˆ−〉〉
+〈〈Y−2|Aˆ(1)+ , Bˆ∗+, Bˆ+〉〉 − 〈〈Y−2|Aˆ(1)+ , Bˆ∗−, Bˆ−〉〉
]
=
α ′
g2oα
′ p+1
2
∫
dp+1k
(2π)p+1
{
k2α
2
Ai(−k)Ai(k)
+B∗i (−k)Bi(k)
[
k2α +
b2i
(2πα ′)2
]
+ t∗(−k)t(k)
[
k2α +
b2i
(2πα ′)2 − 12α ′
]
+
∫
dp+1p
(2π)p+1
γ
2α ′(k2+p2+p·k+ b
2
i
(2πα ′)2 )
[
B∗i (−p− k)Bi(k) + γ−1t∗(−p− k)t(k)
] bjAj(p)
2πα′
√
2α′
}
,
(7.35)
where γ = 4
3
√
3
. Let us now consider the constant field Ai(ξ) = const, where ξ
α are coor-
dinates on the brane. Its Fourier transform is of the form Ai(p) = (2π)
p+1Aiδ(p). Let also
Bi(k), B
∗
i (k) and t(p), t
∗(p) be on-shell, i.e.
k2α +
b2i
(2πα ′)2
= 0
and
p2α +
b2i
(2πα ′)2
− 1
2α ′
= 0.
In this case the action (7.35) is simplified and takes the form:
S˜[t, Bi] =
α ′
g2oα
′ p+1
2
∫
mass shell
dp+1k
(2π)p+1
[
k2α +
b2i
(2πα ′)2
− 1
2α ′
+
biA
i
2πα ′
√
2α ′
]
t∗(−k)t(k)
+
α ′
g2oα
′ p+1
2
∫
mass shell
dp+1k
(2π)p+1
[
k2α +
b2i
(2πα ′)2
+
biA
i
2πα ′
√
2α ′
]
B∗j (−k)Bj(k). (7.36)
The terms proportional to Ai have natural interpretation as shifts of masses of the fields t
and Bi. We want to interpret the term with Ai as a shift of brane coordinate bi. Therefore,
we have to compare two shifts of the mass: one produced by Ai and another produced by a
shift of bi
δ(m2) =
2biδb
i
4π2α ′ 2
=
biA
i
2πα ′
√
2α ′
. (7.37)
So one gets
Ai =
1
π
[
2
α ′
] 1
2
δbi. (7.38)
129
Figure 14: Graphics of the tachyon potential at the levels (1/2, 1) and (2, 6). “−1” is equal
to the minus tension of non BPS Dp-brane τ˜p =
2
π2g2oα
′ p+12
.
This formula determines the normalization of the field Ai. Therefore, we can introduce the
profile of the first non-BPS Dp-brane as xi(ξ) = π
[
α ′
2
]1/2
Ai(ξ). Substitution of the Ai(ξ)
into the first term of the action (7.35) yields
S0 = − 2
g2oπ
2α ′
p+1
2
∫
dp+1ξ
1
2
∂αx
i(ξ)∂αxi(ξ). (7.39)
The coefficient before the integral is the non-BPS Dp-brane tension τ˜p:
τ˜p =
2
g2oπ
2α ′
p+1
2
. (7.40)
As compared with the expression for the tension given in [187] we have the addition factor
4. The origin of this factor is the difference in the normalization of the superghosts β, γ.
Now we can express the coupling constant g2o in terms of the tension τ˜p. Hence the
potential (7.29) at levels (1/2 1) and (2 6) takes the form (see also Figure 14)
V(
1
2
, 1)
eff (t) =
π2τ˜p
2
[
81
1024
t4 − 1
4
t2
]
,
V(2, 6)eff (t) =
π2τ˜p
2
[
5053
69120
t4 − 1
4
t2
]
.
(7.41)
130
Potential Critical points Critical values
V(
1
2
, 1)
eff tc = 0 Vc = 0
tc = ±8
√
2
9
≈ ±1.257 Vc ≈ −0.975τ˜p
V(2, 6)eff tc = 0 Vc = 0
tc = ± 245053
√
75795 ≈ ±1.308 Vc ≈ −1.058τ˜p
Table 8: The critical points of the tachyon potential at levels (1/2, 1) and (2, 6).
The critical points of these functions are collected in Table 8. One sees that the potential
has a global minimum and the value of this minimum is 97.5% at level (1/2, 1) and 105.8%
at level (2, 6) of the tension τ˜p of the non-BPS Dp-brane.
7.7 Test of Absence of Kinetic Terms Around Tachyon Vacuum.
In this section we perform calculations of the effective potential at level 0, i.e. we take only
low levels fields:
A+ =
∫
dp+1k
(2π)p+1
u(k) U(w, k)|w=0 , U(w, k) = c(w)e2ik·XL(w),
A− =
∫
dp+1k
(2π)p+1
t(k) T(w, k)|w=0 , T(w, k) =
1
2
[
c(w)2ik · ψ(w)− 1
2
η(w)eφ(w)
]
e2ik·XL(w).
(7.42)
Note that the expression for the tachyon field can be obtained by applying rasing picture
changing operator X to the tachyon vertex operator in picture −1. The action in the mo-
mentum representation is of the form
S[u, t] =
1
g2oα
′ (p+1)
2
∫
dp+1k
(2π)p+1
[
u(−k)u(k)− 1
2
t(−k)t(k) [α ′k2α − 1/2] (7.43)
− 1
3γ2
∫
dp+1p
(2π)p+1
t(−k − p)t(p)u(k) (γ)2α ′(p2+k2+kp)
]
.
This expression can be shortly rewritten in the x-representation
S[u, t] =
1
g2oα
′ (p+1)
2
∫
dp+1x
[
u(x)u(x)− 1
2
t(x) (−α ′∂α∂α − 1/2) t(x)− 1
3γ2
u˜(x)t˜(x)t˜(x)
]
,
(7.44)
where
φ˜(x) = exp(−α ′ log γ ∂α∂α)φ(x). (7.45)
The operation˜has the following properties
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• t˜0 = t0 if t0 = const,
• ∫ dx t˜(x) = ∫ dx t(x),
• ∫ dx a˜(x)b(x) = ∫ dx a(x)b˜(x).
Using the second property we can move˜from u(x) on the term t˜(x)t˜(x). After this one can
integrate over u(x) and gets an effective action
Seff[t] =
1
g2oα
′ (p+1)
2
∫
dp+1x
[
−1
2
t(x) (−α ′∂α∂α − 1/2) t(x)− 1
4 · 9γ4
(˜˜tt˜)2 (x)] . (7.46)
Expanding t(x) = t0+ t1(x) and keeping only terms that are quadratic in t1 and linear in α
′
we get
S
(2)
2,shifted[t] =
a
2
∫
dp+1x
[
1 +
10t20
9γ4
log γ
]
t1(x)α
′∂α∂αt1(x). (7.47)
So to vanish the kinetic terms for t1 we have to have t0 = 1.099, which is not far from
the critical value t0 = 1.257 for the minimum of the tachyon potential at level (
1
2
, 1).
7.8 Lump Solutions.
Here we give a brief review of the numeric computations of lump solutions (see review [240]
and [241]-[248] for more details21).
First, let us define what is the lump solution. Let us denote by Φ0 the string field
representing the solution of momentum independent equations of motion. In other words,
Φ0 is a tachyon condensate. We want to find a lump solution Φ of codimension one, which
represents a decay D25 → D24. This means that string field Φ is a static configuration
depending on one space coordinate, say x25 ≡ x. This configuration has nontrivial boundary
conditions
Φ(x)→ Φ0 as x→ ±∞.
Physically this condition means that we want to have true string vacuum at plus and minus
infinity. We expect that the solution is concentrated near the origin and, therefore, it
distinctly differs from Φ0 only in small domain around the origin.
Second, to be able to find a solution numerically we have to have finite number of fields.
To this purpose we use level truncation scheme for the computations of the tachyon poten-
tial. To find the lump solution authors of the paper [241] proposed to use a modified level
truncation scheme. Their idea consists of two steps:
21See [249, 250] for relations with p-adic strings [14, 251, 252, 253, 254]
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1. We compactify the direction x on a circle of radius R
√
α ′. This allows us to represent
component fields φi(x) of the string field Φ(x) by Fourier series rather than Fourier
integral:
φi(x) ∼
∑
n
φi,ne
inx
R
√
α ′ . (7.48)
2. We modify the level grading:
lvlR(φi,n) =
n2
R2
+Ni + 1, (7.49)
where Ni is oscillator number operator evaluated on the vertex operator corresponding
to the field φi and the normalization of the grading was chosen in such a way that it
is equal to 1 on the zero momentum tachyon field. Using this level grading we can
define (M,N)-level approximation of the action. This means that we get all fields with
lvlR 6 M from the string field Φ and keep only the terms in the action for which
lvlR 6 N .
Third, we have to choose the Hilbert space H in which we are going to find our solution.
The analysis performed in [241] shows that without loss of generality we can consider the
following reduced space:
H = Huniv′matter ⊕Hghost ⊕Hmatter(x)
∣∣∣
even
, (7.50)
where Huniv′matter is a universal (background independent) Hilbert space [241] generated by
matter Virasoro generators restricted to the directions x1, . . . , x24, Hghost is a Hilbert space
spanned by all ghost operators and Hmatter(x) is a Hilbert space generated by all oscillators
α25n .
Now consider a simple example of the computations. Let us choose R =
√
3 and assume
that we have only tachyon field t(x). Since it has to be even we can write
t(x) =
∞∑
n=0
tn cos
( nx
R
√
α ′
)
. (7.51)
The terms tn have the following grading:
lvl√3 tn = 1 +
n2
3
.
Now substitution into the cubic action (5.52), (5.59′) yields the following expressions at levels
(0, 0) and (1
3
, 2
3
):
V(0,0) = −1
2
t20 +
1
3γ3
t30, (7.52a)
V( 13 , 23 ) = −1
6
t21 +
1
2γ
11
3
t0t
2
1, (7.52b)
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Figure 15: Plot of t(x) for R =
√
3 on different levels. On the left pane the solid line
represents t(x) at level (1
3
, 2
3
). On the right pane the dashed line shows a plot of t(x) at level
(7
3
, 14
3
) and solid line shows a plot of t(x) at level (3, 6).
where γ = 4
3
√
3
and V is related to S by formula
S =
2πR
√
α ′Vol24
g2oα
′13 V. (7.53)
The solution of the equations of motion obtained from (7.52) is presented on the left pane
on Figure 15.
One can also compute the ratio of tension of the lump solution and the tension of original
D25-brane. One expect that the tension of the lump solution of codimension 1 is equal to
the tension of D24-brane. Therefore, we expect that
τ(lump)
τD24
= 1, where τ(lump) =
2πR
√
α ′
g2oα
′13 (V(Φ)− V(Φ0)). (7.54)
There are several ways to check this equality numerically. We can express the tension of D25
brane through the coupling constant go as [147]
τD25 =
1
2π2g2oα
′ 13 .
Substitution in (7.54) yields
r =
τ(lump)
τD24
=
τD25
τD24
2πR
√
α ′2π2(V(Φ)− V(Φ0)) = R(2π2V(Φ)− 2π2V(Φ0)). (7.55)
So, now we can compute the value of r for our approximate solution and check how accurately
it approaches unity. Since we know that 2π2V(Φ0) = −1, we can write two expressions for
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r:
r(1) = R
[
2π2V(M,N)(Φ) + 1
]
, (7.56a)
r(2) = 2π2R
[
V(M,N)(Φ)− V(M,N)(Φ0)
]
. (7.56b)
By adding more fields one can increase the level and make computations of the solution
more and more accurate. Now we present the results of such computations, which were
obtained in [241] for radius R =
√
3. On the right pane of Figure 15 we present a plot of
t(x) at levels (7
3
, 14
3
) and (3, 6). In the Table below one can find the values of r(1) and r(2)
depending on the level.
Level r(1) r(2)
(1
3
, 2
3
) 1.32002 0.77377
(4
3
, 8
3
) 1.25373 0.707471
(2, 4) 1.11278 1.02368
(7
3
, 14
3
) 1.07358 0.984467
(3, 6) 1.06421 0.993855
So, it seems that r(1) and r(2) converge to unity from top and bottom correspondingly.
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8 Level Truncation and Gauge Invariance.
8.1 Gauge Symmetry on Constant Fields.
In this section we restrict our attention to scalar fields at zero momentum, which are relevant
for calculations of a Lorentz-invariant vacuum. The zero-momentum scalar string fields A+
and A− can be expanded as
A+ =
∞∑
i=0
φiΦi and A− =
∞∑
a=0
taTa, (8.1)
where conformal operators Φi and Ta are taken at zero momentum and φ
i and ta are constant
scalar fields. The action (2.7) for the component fields φi, ta is a cubic polynomial of the
following form
S = −1
2
∑
i,j
Mijφ
iφj − 1
2
∑
a,b
Fabt
atb − 1
3
∑
i,j,k
Gijkφ
iφjφk +
∑
Gi,a,bφ
itatb, (8.2)
where
Mij = 〈〈Y−2|Φi, QBΦj〉〉, Gijk = 〈〈Y−2|Φi,Φj ,Φk〉〉, (8.3a)
Fab = 〈〈Y−2|Ta, QBTb〉〉, Giab = 〈〈Y−2|Φi,Ta,Tb〉〉. (8.3b)
For the sake of simplicity we consider the gauge transformations with GSO− parameter
Λ− equal to zero. The scalar constant gauge parameters {δλα} are the components of a
ghost number zero GSO+ string field
Λ+ =
∑
α
δλαΛ+,α. (8.4)
Assuming that the basis {Φj , Tb} is complete we write the following identities:
QBΛ+,α =
∑
ViαΦi, (8.5a)
Φj ⋆ Λ+,α − Λ+,α ⋆ Φj =
∑
i
JijαΦi, (8.5b)
Tb ⋆ Λ+,α − Λ+,α ⋆ Tb =
∑
a
JabαTa. (8.5c)
The variations of the component fields φi and ta with respect to the gauge transformations
(7.24) generated by δλα can be expressed in terms of the “structure constants”
δφi ≡ δ0φi + δ1φi = (Viα + Jijαφj)δλα, (8.6a)
δta ≡ δ1ta = Jabαtbδλα. (8.6b)
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The constants Viα solve the zero vector equation for the matrix Mij :
MijV
j
α = 0 (8.7)
and therefore the quadratic action is always invariant with respect to free gauge transforma-
tions.
In the bosonic case one deals only with the gauge transformations of the form (8.6a) and
finds Jijα [258] using an explicit form of ⋆-product in terms of the Neumann functions [204].
In our case it is more suitable to employ the conformal field theory calculations by using the
following identity:
〈〈Y−2|Φ1, Φ2 ⋆ Φ3〉〉 = 〈〈Y−2|Φ1, Φ2, Φ3〉〉. (8.8)
To this end it is helpful to use a notion of dual conformal operator. Conformal operators
{Φ˜i, T˜a} are called dual to the operators {Φj , Tb} if the following equalities hold
〈〈Y−2|Φ˜i, Φj〉〉 = δij and 〈〈Y−2|T˜a, Tb〉〉 = δab. (8.9)
Using (8.8), (8.9) and (8.5) we can express the structure constants Jijα and J
a
bα in terms
of the correlation functions:
J
i
jα = 〈〈Y−2|Φ˜i, Φj , Λ+,α〉〉 − 〈〈Y−2|Φ˜i, Λ+,α, Φj〉〉, (8.10a)
Jabα = 〈〈Y−2|T˜a, Tb, Λ+,α〉〉 − 〈〈Y−2|T˜a, Λ+,α, Tb〉〉. (8.10b)
In the next section these formulae are used to write down gauge transformations explicitly.
8.2 Calculations of Structure Constants.
In Section 7.5.2 we have computed [184] the restricted action (6.68a) up to level (2, 6). The
relevant conformal fields with φ-charge 1 and 0 are
Φ0 ≡ U = c Φ3 ≡ V3 = cTηξ Φ6 ≡ V6 = TFηeφ (8.11a)
Φ1 ≡ V1 = ∂2c Φ4 ≡ V4 = cTφ Φ7 ≡ V7 = bc∂c (8.11b)
Φ2 ≡ V2 = cTB Φ5 ≡ V5 = c∂2φ Φ8 ≡ V8 = ∂c∂φ (8.11c)
T0 =
1
4
eφη (8.11d)
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with φi = {u, v1, . . . , v8} and ta = {t}. For this set of fields we have got
S
(2,4)
2 = u
2 +
1
4
t2 + (4v1 − 2v3 − 8v4 + 8v5 + 2v7)u
+ 4v21 +
15
2
v22 + v
2
3 +
77
2
v24 + 22v
2
5 + 10v
2
6 + 8v1v3 − 32v1v4 + 24v1v5 + 4v1v7
− 16v3v4 + 4v3v5 − 2v3v7 + 12v3v8 − 52v4v5 − 8v4v7 − 20v4v8 + 8v5v7 + 8v5v8
+ (−30v4 + 20v5 + 30v2)v6 + 4v7v8, (8.12)
S
(2,6)
3 =
(
1
3γ2
u+
9
8
v1 − 25
32
v2 − 9
16
v3 − 59
32
v4 +
43
24
v5 +
2
3
v7
)
t2
+
(
−40γ
3
u− 45γ3v1 + 45γ
3
4
v2 +
45γ3
2
v3 +
295γ3
4
v4 − 215γ
3
3
v5 − 80γ
3
3
v7
)
v26. (8.13)
Here γ = 4
3
√
3
. There is no gauge transformation at level zero. At level 2 the gauge
parameters are zero picture conformal fields with ghost number 0 and the weight h = 1,
see Table 7. There are two such conformal fields with 0 φ-charge bc and ∂φ, i.e. on the
conformal language the gauge parameter Λ+ with the weight 1 is of the form
Λ+ = δλ1 bc+ δλ2∂φ. (8.14)
The zero order gauge transformation (6.69) of level 2 fields has the form
δ0A+(w) ≡ QBΛ+(w) =
(−δλ2 + 3
2
δλ1)∂
2c(w) + δλ1 cTB(w) + δλ1 cTξη(w) + δλ1 cTφ(w) + δλ2 c∂
2φ(w)
− δλ2 ηeφTF (w) + δλ1 bc∂c(w) + δλ2 ∂c∂φ(w) + 1
4
(δλ1 − 2δλ2) bη∂ηe2φ(w). (8.15)
We see that in accordance with (6.71e) one gets the field Φ9 = bη∂ηe
2φ from the sector with
q = 2. To exclude this field from the consideration we impose the condition Q2Λ+ = 0,
which links parameters δλ1 and δλ2 appearing in (8.14):
Q2Λ+ =
1
4
(δλ1 − 2δλ2)bη∂ηe2φ(w) = 0,
i.e.
δλ1 = 2δλ2 ≡ 2δλ. (8.16)
We are left with the following zero order gauge transformations of the restricted action on
level 2:
δ0v1 = 2δλ, δ0v4 = 2δλ, δ0v7 = 2δλ,
δ0v2 = 2δλ, δ0v5 = δλ, δ0v8 = δλ, (8.17)
δ0v3 = 2δλ, δ0v6 = −δλ, δ0u = 0.
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Transformations (8.17) give the vector Vi1 ≡ Vi in (8.6a) in the form
Vi = {0, 2, 2, 2, 2, 1,−1, 2, 1}. (8.18)
One can check that the quadratic action at level (2, 4) (8.12) is invariant with respect to
this transformation,
δ0S2 = δλ
9∑
i=1
∂S2
∂φi
Vi = 0, (8.19)
or in other words 9-component vector Vi (8.18) is the zero vector of the matrix Mij defined
by (8.12).
Now we would like to find the nonlinear terms in the transformations (8.6). At level 2
we have Jij1 = J
i
j .The dual operators (8.9) to the operators (8.11) are the following
Φ˜1 =
1
16
η∂η
[
1 + ∂bc
]
e2φ, Φ˜5 = − 1
16
η∂η
[
4− ∂2φ+ 2 ∂φ∂φ]e2φ, (8.20a)
Φ˜2 =
1
60
η∂ηe2φTB, Φ˜
6 = − 1
20
cTF∂ηe
φ, (8.20b)
Φ˜3 =
1
48
[
∂η∂2η − 6 η∂η]e2φ, Φ˜7 = 1
8
η∂η
[
1 + b∂c
]
e2φ, (8.20c)
Φ˜4 = −1
8
η∂η∂φ∂φe2φ, Φ˜8 =
1
8
η∂ηbc∂φe2φ, (8.20d)
Φ˜0 =
1
8
η∂η
[
6− ∂(bc)− 2∂2φ]e2φ + 1
48
∂η∂2ηe2φ, T˜0 =
1
2
ceφ∂η. (8.20e)
It is straightforward to check that
〈〈Y−2|Φ˜j , Φi〉〉 = δji and 〈〈Y−2|T˜0, T0〉〉 = 1. (8.21)
We find the coefficients Jij in (8.6) up to level (2, 4) and this gives the following gauge
transformations
δ1u = [(−82
3
γ3 + 32γ)v1 − 16
3
γ3v4 + (−19γ3 + 16γ)v5 + (−73
3
γ3 + 16γ)v7
+ (
154
3
γ3 − 32γ)v8] δλ, (8.22a)
δ1t =
4
3
t δλ, (8.22b)
δ1v1 = [(−27
2
γ3 +
8
3
γ)v1 + (−11
4
γ3 +
4
3
γ)v5 + (−17
12
γ3 +
4
3
γ)v7 + (
3
2
γ3 − 8
3
γ)v8] δλ,
(8.22c)
δ1v2 = [−5
3
γ3v1 − 5
6
γ3v5 − 5
6
γ3v7 +
5
3
γ3v8] δλ, (8.22d)
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δ1v3 = [(
17
3
γ3 − 16
3
γ)v1 + (
17
6
γ3 − 8
3
γ)v5 + (
17
6
γ3 − 8
3
γ)v7 + (−17
3
γ3 +
16
3
γ)v8] δλ,
(8.22e)
δ1v4 = [−5
3
γ3v1 +
32
3
γ3v4 − 37
6
γ3v5 − 5
6
γ3v7 +
5
3
γ3v8] δλ, (8.22f)
δ1v5 = [−4
3
γu+ (
61
6
γ3 − 32
3
γ)v1 +
25
8
γ3v2 − 5
12
γ3v3 +
481
24
γ3v4
+ (−31
6
γ3 − 16
3
γ)v5 + (
14
3
γ3 − 16
3
γ)v7 + (−52
3
γ3 +
32
3
γ)v8] δλ, (8.22g)
δ1v6 = −4
3
γ3v6 δλ, (8.22h)
δ1v7 = [
16
3
γu+ (
38
3
γ3 +
16
3
γ)v1 − 25
2
γ3v2 +
5
3
γ3v3 − 193
6
γ3v4
+ (
70
3
γ3 +
8
3
γ)v5 + (8γ
3 +
8
3
γ)v7 + (16γ
3 − 16
3
γ)v8] δλ, (8.22i)
δ1v8 = [
4
3
γu+
43
6
γ3v1 − 25
8
γ3v2 +
5
12
γ3v3 +
95
24
γ3v4 +
11
6
γ3v5 + 4γ
3v7] δλ, (8.22j)
where γ = 4
3
√
3
≈ 0.770.
8.3 Breaking of Gauge Invariance by Level Truncation.
As it has been mentioned above (see (8.7)) the quadratic restricted action (6.68a) is invariant
with respect to the free gauge transformation (8.17).
In contrast to the bosonic case [258] already the first order gauge invariance is broken by
the level truncation scheme. Explicit calculation shows that
δS|first order ≡ δ1S(2,4)2 + δ0S(2,6)3 = −
1
3
t2δλ+ {quadratic terms in vi}δλ. (8.23)
Note that the terms in the braces belong to level 6 and therefore we neglect them.
The origin of this breaking is in the presence of non-diagonal terms in the quadratic action
(8.12). More precisely, in the bosonic case the operators with different weights are orthogonal
to each other, while in the fermionic string due to the presence of Y−2 this orthogonality is
broken. Indeed, the substitution of {φi} = {u, vi, wI} and {ta} = {t, τA} (here by wI and
τA we denote higher level fields) into the action (8.2) yields
S2 =
1
4
t2 −
∑
A
FtAtτ
A − 1
2
∑
A,B
FABτ
AτB − 1
2
∑
i,j
Mijφ
iφj, (8.24a)
S3 = −1
3
∑
i,j,k
Gijkφ
iφjφk +
∑
i
Gittφ
it2 +
∑
i,A
(GitA + GiAt)φ
itτA +
∑
i,A,B
GiABφ
iτAτB. (8.24b)
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For the gauge transformations (6.72) with Λ+ in the form (8.14), (8.16) we have
δ0t = 0, δ0τ
A = 0, and δ0w
I = 0, (8.25a)
δ1t =
4
3
tδλ and δ1τ
A = (JAtt+ J
A
Bτ
B)δλ. (8.25b)
The first order gauge transformation of the action produces the following quadratic in ta
terms
(δ1S2 + δ0S3)|tatb−terms =
(
∂S2
∂t
δ1t +
∂S2
∂τA
δ1τ
A +
∂S3
∂u
δ0u+
∂S3
∂vi
δ0vi
)∣∣∣∣
tatb−terms
. (8.26)
Here we take into account that due to (8.25a)
δ0S3|contributions from higher levels = 0. (8.27)
The exact gauge invariance means that (8.26) equals to zero. In the presence of non-diagonal
terms in S2 we have
∂S2
∂τA
δ1τ
A = −FAtJAtt2 − (FtAJAB + FABJAt)tτB − FABJBCτAτC . (8.28)
Generally speaking, FAt 6= 0 and (8.28) contains t2 term. Therefore, if we exclude fields τA
from S2 we break the first order gauge invariance.
We can estimate the contribution of higher level fields {τA} to (8.28). Let us consider
only t2 terms in (8.26): (
2
3
t2 − FtAJAtt2
)
δλ+ Gittδ0vi = 0. (8.29)
One can check that Gittδ0vi = −1 and hence FtAJAt = −13 . Therefore, we see that the
contribution of the higher levels into equality (8.29) is only 33%. This gives us a hope that
the gauge invariance rapidly restores as level grows. For the bosonic case this restoration
was advocated at [258].
8.4 The Orbits.
In this section we discuss the method of checking the validity of gauge fixing condition.
Let us consider the simplest case then we have only one gauge degree of freedom and
therefore only one gauge fixing condition. For this case one can find orbits of gauge trans-
formations. Using this technique we will analyze the validity of the Feynman-Siegel gauge22
used in bosonic SFT computations [150] and the validity of the gauge
G(φi) ≡ 3v2 − 3v4 + 2v5 = 0 (8.1)
22Note that the analysis of the validity of FS gauge was performed in [258], where it was shown that FS
gauge affects the region of validity of Taylor series used to compute tachyon potential at higher levels.
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used in Section 7.5 on level 2 in computations in Super SFT.
Since all our computations are based on level truncation scheme our study of the validity
of a gauge will be also based on level truncation scheme. The statement that gauge is valid
means that for any field configuration {φi0} one can find the gauge equivalent configuration
{φ′i} such that G(φ′i) = 0. In general a given field configuration {φi0} defines gauge orbit
{φi(λ;φ0)} with condition φi(0;φ0) = φi0. So the previous statement can be reformulated as
follows: for any field configuration {φi0} there exists λ = λ0 such that G(φi(λ0;φ0)) = 0.
Therefore, to prove gauge validity one has to find gauge orbit φi(λ;φ0) and show that
equation G(φi(λ;φ0)) = 0 has solution for any φ
i
0. In the case of one parametric gauge
transformations the orbit can be found as a solution of the following differential equations:
dφi(λ)
dλ
= Vi + Jijφ
j(λ) with φi(0) = φi0, (8.2a)
dta(λ)
dλ
= Jabt
b(λ) with ta(0) = ta0. (8.2b)
Here we use notations from (8.5). To write down explicit solutions of (8.2a) and (8.2b) we
will use a basis for φi in which the matrices J have the canonical Jordan form.
8.4.1 Orbits in bosonic string field theory.
As a simple example of the gauge fixing in the level truncation scheme let us consider the
Feynman-Siegel gauge at level (2, 6) in bosonic open string field theory. Here we use notations
of [150]. Up to level 2 the string field has the expansion:
Φ =
4∑
1
φiΦi with φ = {t, v, u, w} (8.3)
and
Φ1 = c, Φ2 = cTB, Φ3 =
1
2
∂2c, Φ4 = bc∂c. (8.4)
The Feynman-Siegel gauge b0Φ = 0 restricted to level 2 gives the condition
GFS(φ
i) ≡ φ4 = 0. (8.5)
To compute structure constants Jij1 using method described in Section 8.1 one has to know
the dual operators to (8.4). One can check that the set
Φ˜1 = c∂c, Φ˜2 =
1
3
c∂cTB , Φ˜
3 =
1
2
∂c∂2c, Φ˜4 =
1
6
∂3cc. (8.6)
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satisfies the required properties (8.9)
〈〈Φ˜i,Φj〉〉 = δij , i, j = 1, . . . , 4. (8.7)
The gauge parameter at level 2 is:
Λ = δλ1Λ1, where Λ1 = bc and δλ1 ≡ δλ.
In this case the vector Vi defined by (8.5) is of the form
Vi =

0
1/2
−3
−1
 . (8.8)
The structure constants of the gauge transformation are given by the matrix Jij1 ≡ Jij
J
i
j = 〈〈Φ˜i,Φj ,Λ1〉〉 − 〈〈Φ˜i,Λ1,Φj〉〉. (8.9)
The matrix Jij has the following entries
[Jij ] =

− 1
γ
65
16
γ 29
16
γ −3
2
γ
5
16
γ −581
256
γ3 −145
256
γ3 15
32
γ3
11
16
γ −715
256
γ3 −703
256
γ3 −47
32
γ3
21
8
γ −1356
128
γ3 31
128
γ3 63
16
γ3

, (8.10)
where γ = 4
3
√
3
. This result coincides with the one obtained in eq. (9) of [258] with obvious
redefinition of the fields φi.
To solve equation (8.2a) it is convenient to rewrite it in eigenvector basis of matrix Jij .
The characteristic polynomial P of the matrix Jij
P(J, ω) = ω4 +
335
324
√
3ω3 − 3584
6561
ω2 +
11869696
4782969
√
3ω +
819200
531441
.
has the following roots
{ω} = {−2.565, −0.332, 0.553± i1.226}. (8.11)
The corresponding four eigenvectors are
νω =

0.131ω3 + 1.661ω2 − 0.804ω + 4.655
0.464ω3 + 0.687ω2 − 0.532ω + 2.276
−0.249ω3 − 0.127ω2 + 0.298ω − 1.189
1
 . (8.12)
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Figure 16: GFS(φ
i(λ;φ0)) restricted to level 2 in bosonic string field theory.
We solve system (8.2a) in the basis of these eigenvectors and get the following dependence
of GFS (8.5) on λ (see Figure 16):
GFS(λ) ≡ GFS(φi(λ)) = [a sin (1.23λ) + b cos (1.23λ)]e0.553λ + ce−0.332λ + de−2.57λ + 2.89,
(8.13)
where
a = 1.13 t0 − 2.13 v0 + 0.997 u0 + 0.921w0 − 0.0861, (8.14a)
b = 0.172 t0 − 0.939 v0 − 0.346 u0 + 1.04w0 − 1.49, (8.14b)
c = 0.0466 t0 + 0.300 v0 − 0.0149 u0 − 0.00958w0 − 0.741, (8.14c)
d = −0.218 t0 + 0.639 v0 + 0.360 u0 − 0.0337w0 − 0.657. (8.14d)
It is obvious that if one takes an initial data φ0 ≡ {t0, v0, u0, w0} such that a = b = 0
and c, d > 0 then the function GFS(φ
i(λ;φ0)) is strongly positive, and therefore there is
no representative element in FS gauge for this set of field configurations. This situation is
depicted in Figure 16 by the thick line on 3-dimensional plot and by 2-dimensional plot.
8.4.2 Orbits in superstring field theory.
The logic of previous subsection can be simply applied to analysis of the validity of the gauge
(8.1) in cubic Super SFT.
The vector Vi has been already computed in (8.18). The matrix Jij on the level 2 can be
obtained from (8.22). The characteristic polynomial P of the matrix Jij
P(J, ω) =
(
ω4 − 1187840
59049
ω2 +
451911090176
3486784401
)(
ω +
256
729
√
3
)
ω4 (8.15)
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has the following eigenvalues
{ω} = {0, 0, 0, 0, −0.608, η} where η = ±3.274± i0.814. (8.16)
The the corresponding eigenvectors are
ν
(1)
0 =

1
0
0
−5.4
0
0
0
0
0

, ν
(2)
0 =

0
0
0
39.3
1
2
0
−6
−2

, ν
(3)
0 =

0
0
1
7.5
0
0
0
0
0

, ν
(4)
0 =

0
1
0
155.6
0
0
0
−18
−8

, (8.17)
ν−0.608 =

0
0
0
0
0
0
1
0
0

, νη =

0.011η3 − 0.17η2 + 0.12η − 1.77
−0.015η3 + 0.022η2 − 0.16η − 0.28
0.5
1
0.038η3 + 0.26η2 + 0.39η − 0.044
−0.03η3 + 0.044η2 + η + 1.95
0
0.29η3 + 0.995η2 − 2.27η − 7.33
0.12η3 + 0.54η2 − 0.13η − 2.97

. (8.18)
The solution of (8.2) yields the following dependence on λ of the gauge fixing condition
G (8.1)
G(λ) ≡ G(φ(λ;φ0)) = [a sin(0.814λ) + b cos(0.814λ)]e3.27λ
+ [c sin(0.814λ) + d cos(0.814λ)]e−3.27λ + 4.15λ+ f, (8.19)
where
a = −1.05u0 − 2.81v1,0 + 1.46v2,0 − 0.195v3,0
+ 5.82v4,0 − 4.81v5,0 − 2.13v7,0 + 0.614v8,0 − 0.177 (8.20a)
b = −0.406u0 − 1.04v1,0 + 0.559v2,0 − 0.0754v3,0
− 0.03v4,0 − 0.59v5,0 − 0.64v7,0 − 0.155v8,0 − 0.924 (8.20b)
c = −0.0933u0 − 1.38v1,0 + 0.130v2,0 − 0.0174v3,0
+ 1.06v4,0 − 0.572v5,0 + 0.166v7,0 − 0.885v8,0 + 0.516 (8.20c)
d = −0.0636u0 + 0.104v1,0 + 0.088v2,0 − 0.0118v3,0
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Figure 17: G(φi(λ;φ0)) on level 2 in NS string field theory.
+ 0.552v4,0 − 0.195v5,0 + 0.085v7,0 − 0.407v8,0 − 0.186 (8.20d)
f = 0.465u0 + 0.939v1,0 + 2.35v2,0 + 0.0867v3,0
− 3.51v4,0 + 2.77v5,0 + 0.56v7,0 + 0.563v8,0 + 1.12 (8.20e)
and u0, vi,0 are initial data for the corresponding differential equations (8.2).
A simple analysis shows that there are no restrictions on the range of validity of the
gauge (8.1). So the gauge condition (8.1) is a valid choice for the computations of the
tachyon potential. The 2-dimensional plot on the Figure 17 corresponds to the special initial
data a = b = c = d = 0.
It is interesting to note that there is another gauge which strongly simplifies the effective
potential. Namely, this is the gauge v6 = 0. The orbits of this gauge condition have the
form
v6(λ) = (1.64 + v6,0)e
−0.608λ − 1.64.
It is evident that this gauge condition is not always reachable and cannot be used in the
calculation of the tachyon potential.
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