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BOUNDARY BEHAVIOR OF SOLUTIONS TO THE
PARABOLIC p-LAPLACE EQUATION II
BENNY AVELIN
Abstract. This paper is the second installment in a series of papers
concerning the boundary behavior of solutions to the p-parabolic equa-
tions. In this paper we are interested in the short time behavior of the
solutions, which is in contrast with much of the literature, where all
results require a waiting time. We prove a dichotomy about the decay-
rate of non-negative solutions vanishing on the lateral boundary in a
cylindrical C1,1 domain. Furthermore we connect this dichotomy to the
support of the boundary type Riesz measure related to the p-parabolic
equation in NTA-domains, which has consequences for the continuation
of solutions.
1. Introduction
Recently there has been an upsurge in progress concerning the boundary
behavior of solutions to the p-parabolic equation [1, 2, 3, 4, 5, 7, 8, 12].
Building upon this line of work, specifically as a direct descendant of [3]
(hence the title), this work will be concerned with the ‘short time’ boundary
behavior of solutions to the p-parabolic equation.
The purpose of this paper is a “proof of concept” for a certain decay-rate
phenomenon that only occurs in the degenerate regime (p > 2). To describe
this phenomenon let us first state our equation
ut −∆pu = ut −∇ ⋅ (∣Du∣p−2Du) = 0, p > 2, (1.1)
we call (1.1) the degenerate p-parabolic equation. The phenomenon concerns
the short time behavior of solutions vanishing on relatively smooth boundary
with respect to the decay-rate up to the boundary. The main example of
this phenomenon is the following, let T ∈ R, then in Rn+ × (−∞, T ) consider
u1(x, t) = C(p)(T − t)− 1p−2x pp−2n . (1.2)
Another solution which we simply obtain is u2 = xn, the point is that u1
and u2 behave very differently at the boundary and shows that a short time
boundary Harnack inequality cannot hold. I.e. the ratio
u2
u1
is not bounded from above and below.
Date: July 21, 2018.
2010 Mathematics Subject Classification. Primary: 35K92, Secondary: 35K65, 35K20,
35B33, 35B60.
Key words and phrases. p-Parabolic Equation, Degenerate, Intrinsic Geometry, Wait-
ing Time Phenomenon, Dichotomy, Decay-Rate, Riesz Measure, Continuation of solutions,
Stationary Interface.
1
ar
X
iv
:1
71
0.
06
61
6v
1 
 [m
ath
.A
P]
  1
8 O
ct 
20
17
2 AVELIN
However herein lies the interesting point, is there anything in-between these
two solutions in terms of decay-rate?
In [2] we pointed out that the solution u1 in (1.2) is exactly so small that
one cannot build Harnack chains up to the boundary, see Section 4.3. In
fact for the p-parabolic equation, the waiting time for u1 dictated by the
Harnack inequality at a point (x0, t0) is
C(T − t0)x−p0 rp.
This implies that if we wish to apply the Harnack inequality with a radius
comparable to the distance to the boundary then the waiting time will be
of the same order of magnitude as the distance from t0 to T (the end of
existence), in essence this implies that a Harnack chain cannot be performed.
Solutions as in (1.2) are inherent to parabolic equations which are non-
homogeneous and they arise when looking for separable solutions (see Sec-
tion 6).
It can be argued that the p-parabolic equation has a certain “memory”
concerning the decay-rate of the initial data. We highlight this idea with
another example from [2], namely consider the following supersolution to
(1.1) (a similar supersolution exists for the PME)
u(x, t) = C(p)(T − t)− 1p−2 exp(−1
x
), x ∈ (0,1/4).
It is now clear that if our domain is ET = (0,1)× (0, T ] then the Cauchy-
Dirichlet problem in ET has a short time behavior that is heavily dictated
by the decay of the initial data, in contrast to the linear case, where no
matter what positive data we have we will always have that ∂xu(0, t) > 0 for
all t ∈ (0, T ). We explore this “memory effect” further in Section 6.
To describe our results regarding this decay-rate phenomenon we first
need some definitions, we begin with what we term a degenerate point, i.e.
Definition 1.1. Let Ω ⊂ Rn be a domain and let u be a solution to (1.1)
in ΩT = Ω × (0, T ). We call w ∈ ∂Ω a degenerate point at t0 ∈ (0, T ) with
respect to u if
N + ⎡⎢⎢⎢⎢⎣ u(x, t0)∣x −w∣ pp−2
⎤⎥⎥⎥⎥⎦ (w) <∞,
where N +[f](w) = lim sup
x∈Γ(w),x→w f(x)
Γα(w) = {x ∈ Ω ∶ α∣x −w∣ < d(x, ∂Ω)}
for some α ∈ (0,1).
Remark 1.2. The value of α > 0 in the above definition does not enter into
any of the estimates and is irrelevant as long as Γ(w) satisfies
Γ(w) ∩Br(w) ≠ ∅, ∀r > 0. (1.3)
Since we will be working in (M,r0)-NTA-domains (see Definition 2.1), we
immediately see that if α < 1/M the above property is true, since
a%(w) ∈ Γ(w), ∀% < r0.
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Figure 1. Schematic overview of basic diffusion
Hence in the rest of this paper we will ignore the value of α > 0, but we will
always assume that α > 0 is chosen such that (1.3) holds, which according
to the above means that in (M,r0)-NTA-domains we assume α < 1/M .
Secondly we define what we mean by a non-degenerate point, i.e.
Definition 1.3. Let Ω ⊂ Rn be a domain and let u be a solution to (1.1) in
ΩT = Ω × (0, T ). We call w ∈ ∂Ω a non-degenerate point at t0 ∈ (0, T ) with
respect to u if
lim sup
Ω∋x→w
d(x, ∂Ω)
u(x, t0) <∞.
The main result in this paper is that for NTA-domains that satisfy the
interior ball condition there can only be degenerate and non-degenerate
points (w, t) for a given w ∈ ∂Ω except for possibly a single time tˆ that
we call the threshold point, see Figure 1.
1.1. Outline of paper. We begin the contents of the paper in Section 2
and Section 3, where we provide all the definitions and results needed for the
bulk of the paper. Next in Section 4 we state all the main results and prove
some of the simple but powerful consequences. The rest of the sections
is devoted to proofs of the main results, except for Sections 8 and 9. In
Section 8 we give an example of a solution with support never reaching the
boundary in a conical domain. Finally in Section 9 we deal with an example
having stationary support for a non-zero time interval, we theorize about the
length of that interval and provide some numerical computations concerning
its length.
Acknowledgment The author was supported by the Swedish Research
Council, dnr: 637-2014-6822.
2. Definitions and notation
Points in Rn+1 are denoted by x = (x1, . . . , xn, t). Given a set E ⊂ Rn, let
E¯, ∂E, diam E, Ec, E○, denote the closure, boundary, diameter, complement
and interior of E, respectively. Let ⋅ denote the standard inner product on
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Rn, let ∣x∣ = (x ⋅ x)1/2 be the Euclidean norm of x, and let dx be Lebesgue
n-measure on Rn. Given x ∈ Rn and r > 0, let Br(x) = {y ∈ Rn ∶ ∣x − y∣ < r}.
Given E,F ⊂ Rn, let d(E,F ) be the Euclidean distance from E to F . In
case E = {y}, we write d(y,F ). For simplicity, we define sup to be the
essential supremum and inf to be the essential infimum. If O ⊂ Rn is open
and 1 ≤ q ≤∞, then by W 1,q(O) we denote the space of equivalence classes of
functions f with distributional gradient ∇f = (fx1 , . . . , fxn), both of which
are q-th power integrable on O. Let∥f∥W 1,q(O) = ∥f∥Lq(O) + ∥ ∣∇f ∣ ∥Lq(O)
be the norm in W 1,q(O) where ∥ ⋅ ∥Lq(O) denotes the usual Lebesgue q-norm
in O. C∞0 (O) is the set of infinitely differentiable functions with compact
support in O and we let W 1,q0 (O) denote the closure of C∞0 (O) in the norm∥ ⋅ ∥W 1,q(O). W 1,qloc (O) is defined in the standard way. By ∇⋅ we denote the
divergence operator. Given t1 < t2 we denote by Lq(t1, t2,W 1,q(O)) the
space of functions such that for almost every t, t1 ≤ t ≤ t2, the function
x→ u(x, t) belongs to W 1,q(O) and
∥u∥Lq(t1,t2,W 1,q(O)) ∶= ( t2∫
t1
∫
O
(∣u(x, t)∣q + ∣∇u(x, t)∣q)dxdt)1/q <∞.
The spaces Lq(t1, t2,W 1,q0 (O)) and Lqloc(t1, t2,W 1,qloc (O)) are defined analo-
gously. Finally, for I ⊂ R, we denote C(I;Lq(O)) as the space of functions
such that t→ ∥u(t, ⋅)∥Lq(O) is continuous whenever t ∈ I. Cloc(I;Lqloc(O)) is
defined analogously.
2.1. Weak solutions. Let Ω ⊂ Rn be a bounded domain, i.e., a connected
open set. For t1 < t2, we let Ωt1,t2 ∶= Ω × (t1, t2). Given p, 1 < p <∞, we say
that u is a weak solution to
∂tu −∆pu = 0 (2.1)
in Ωt1,t2 if u ∈ Lploc(t1, t2,W 1,ploc (Ω)) and
∫
Ωt1,t2
(−u∂tφ + ∣∇u∣p−2∇u ⋅ ∇φ) dxdt = 0 (2.2)
whenever φ ∈ C∞0 (Ωt1,t2). First and foremost we will refer to equation
(2.1) as the p-parabolic equation and if u is a weak solution to (2.1) in
the above sense, then we will often refer to u as being p-parabolic in Ωt1,t2 .
For p ∈ (2,∞) we have by the parabolic regularity theory, see [6], that any
p-parabolic function u has a locally Ho¨lder continuous representative. In
particular, in the following we will assume that p ∈ (2,∞) and any solution
u is continuous. If (2.2) holds with = replaced by ≥ (≤) for all φ ∈ C∞0 (Ωt1,t2),
φ ≥ 0, then we will refer to u as a weak supersolution (subsolution).
2.2. Geometry. We here state the geometrical notions used throughout
the paper.
Definition 2.1. A bounded domain Ω is called non-tangentially accessible
(NTA) if there exist M ≥ 2 and r0 such that the following are fulfilled:
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(1) corkscrew condition: for any w ∈ ∂Ω,0 < r < r0, there exists a point
ar(w) ∈ Ω such that
M−1r < ∣ar(w) −w∣ < r, d(ar(w), ∂Ω) >M−1r,
(2) Rn ∖Ω satisfies (1),
(3) uniform condition: if w ∈ ∂Ω,0 < r < r0, and w1,w2 ∈ Br(w)∩Ω, then
there exists a rectifiable curve γ ∶ [0,1] → Ω with γ(0) = w1, γ(1) =
w2, such that
(a) H1(γ) ≤ M ∣w1 −w2∣,
(b) min{H1(γ([0, t])), H1(γ([t,1])) } ≤ M d(γ(t), ∂Ω), for all t ∈[0,1].
The values M and r0 will be called the NTA-constants of Ω. For more on
the notion of NTA-domains we refer to [9].
Definition 2.2. Let Ω ⊂ Rn be a bounded domain. We say that Ω satisfies
the interior ball condition with radius r0 > 0 if for each point y ∈ ∂Ω there
exist a point x+ ∈ Ω such that Br0(x+) ⊂ Ω and ∂Br0(x+) ∩ ∂Ω = {y}.
2.3. The continuous Dirichlet problem. Assuming that Ω is a bounded
NTA-domain one can prove, see [5] and [11], that all points on the parabolic
boundary
∂pΩT = ST ∪ (Ω¯ × {0}) , ST = ∂Ω × [0, T ],
of the cylinder ΩT are regular for the Dirichlet problem for equation (2.1).
In particular, for any f ∈ C(∂pΩT ), there exists a unique Perron-solution
u = uΩTf ∈ C(ΩT ) to the Dirichlet problem (2.1) in ΩT and u = f on ∂pΩT .
In the study of the boundary behavior of quasi-linear equations of p-
Laplace type, certain Riesz measures supported on the boundary and as-
sociated to non-negative solutions vanishing on a portion of the boundary
are important, see [13, 14]. These measures are non-linear generalizations
of the harmonic measure relevant in the study of harmonic functions. Cor-
responding measures can also be associated to solutions to the p-parabolic
equation. Let u be a non-negative solution in ΩT , assume that u is con-
tinuous on the closure of ΩT , and that u vanishes on ∂pΩT ∩Q with some
open set Q. Extending u to be zero in Q∖ΩT , we see that u is a continuous
weak subsolution to (2.1) in Q. From this one sees that there exists a unique
locally finite positive Borel measure µ, supported on ST ∩Q, such that− ∫
Q
u∂tφdxdt + ∫
Q
∣∇u∣p−2∇u ⋅ ∇φdxdt = −∫
Q
φdµ (2.3)
whenever φ ∈ C∞0 (Q). Whenever we have a solution and when there is
no danger of confusion we will simply use µ to denote the corresponding
measure, in other cases we will subscript the measure with the solution, i.e.
for a solution v we will use the notation µv.
3. Preliminary estimates: Carleson and Backward Harnack
chains
The proofs of this paper relies on the following estimates from [3], we
we include for the ease of the reader. The following estimate is a simple
Harnack chain lemma for forward in time Harnack chain that we developed
in [3].
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Lemma 3.1. Let Ω ⊂ RN be a domain and let T > 0. Let x, y be two points
in Ω and assume that there exist a sequence of balls {B4r(xj)}kj=0 such that
x0 = x, xk = y, B4r(xj) ⊂ Ω for all j = 0, ..., k and that xj+1 ∈ Br(xj),
j = 0, . . . , k − 1. Let u be a non-negative solution to (2.1) in ΩT and assume
that u(x, t0) > 0. There exist constants c¯i ≡ c¯i(p,n), i ∈ {1,2} and c¯3 ≡
c¯3(p,n, k) > 1 such that if
t0 − (c¯1/u(x, t0))p−2(4r)p > 0, t0 + c¯3(k)u(x, t0)2−prp < T,
then
u(x, t0) ≤ c¯k2 inf
z∈Br(y)u(z, t0 + c¯3(k)u(x, t0)2−prp).
As we already mentioned in [3] there is a vast difference between Harnack
chains performed backwards in time versus chains performed forward in
time. This is a point of philosophical nature. When building Harnack
chains forward in time we solely use the known information at the point of
reference. In contrast, when performing backward Harnack chains we are
instead considering the question, how large could the solution have been in
the past such that the solution is below a given value at a given reference
point. In essence backwards chains does not really rely on the values of
the actual solution but a forward chain is forced to do so. This has the
consequence that forward chains have a waiting time that we have no control
over, while for backward chains we have a fairly fine control over the waiting
time, actually since we can change the reference value Λ we have more control
over the waiting time than we have in the linear setting (see [1]).
We will need the following version of the backward Harnack chain theorem
that we proved in [3], this is an updated version of the results in [2] with
more control over the waiting time and also valid in NTA-domains.
Theorem 3.2. Let Ω ⊂ Rn be an NTA-domain with constants M and r0,
let x0 ∈ ∂Ω, T > 0, and let 0 < r < r0. Let x, y be two points in Ω ∩Br(x0)
such that
% ∶= d(x, ∂Ω) ≤ r and d(y, ∂Ω) ≥ r
4
.
Assume that u is a non-negative solution to (2.1) in ΩT , and assume that
Λ ≥ u(y, s) is positive. Let δ ∈ (0,1]. Then there exist positive constants
Ci ≡ Ci(p,n) and ci ≡ ci(p,n,M), i ∈ {4,5}, such that if s < T and
max
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎝c1/δ4ch (r%)c5/δ Λ⎞⎠
2−p (δ%)p, s − τ⎫⎪⎪⎪⎬⎪⎪⎪⎭ ≤ t ≤ s − δp−1τ,
with
τ ∶= C4 [C5Λ]2−p rp
then
u(x, t) ≤ c1/δ4 (r%)c5/δ Λ.
Furthermore, constants ci,Ci, i ∈ {4,5}, are stable as p→ 2+.
Proof. Rescaling such that u(y, s) ≤ Λ = 1, the proof follows verbatim as in
[3]. 
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The above version can then be used to prove the following slightly modi-
fied version of the same theorem found in [3], this estimate is also an updated
version of a similar statement found in [2]. The difference is in the flexibility
of it usage and the generality of its validity.
Theorem 3.3. Let Ω ⊂ Rn be an NTA-domain with constants M and r0. Let
u be a non-negative solution to (2.1) in ΩT . Let (x, t) ∈ ST and 0 < r < r0.
Assume that Λ ≥ u(ar(x), t) is positive and let
τ = C4
4
[C5Λ]2−p rp,
where C4 and C5, both depending on p,n, are as in Theorem 3.2. Assume
that t > (δp−11 + δp−12 + 2δp−13 )τ for 0 < δ1 ≤ δ3 ≤ 1, δ2 ∈ (0,1) and that for
a given λ ≥ 0, the function (u − λ)+ vanishes continuously on ST ∩Br(x) ×(t − (δp−11 + δp−12 + δp−13 )τ, t − δp−11 τ) from ΩT . Then there exist constants
ci ≡ ci(M,p,n) i{6,7}, such that
sup
Q
u ≤ (c6/δ3)c7/δ1 Λ + λ,
where Q ∶= Br(x)× (t− (δp−21 + δp−12 )τ, t− δp−11 τ). Furthermore, constants ci,
i ∈ {6,7}, are stable as p→ 2+
Proof. By scaling the function u we can assume that u(ar(x), t) ≤ Λ = 1,
and replacing λ with its scaled version. The proof now follows verbatim as
in [3]. 
Theorem 3.4. Let Ω ⊂ Rn be an NTA-domain with constants M and r0,
let x0 ∈ ∂Ω, T > 0 and let 0 < r < r0. Let x, y be two points in Ω ∩Br(x0)
such that
% ∶= d(x, ∂Ω) ≤ r and d(y, ∂Ω) ≥ r
4
.
Assume that u is a non-negative p-parabolic function in ΩT , and assume that
u(x, t0) is positive. Let δ ∈ (0,1]. Then there exist constants ci ≡ ci(M,p,n),
i ∈ {1,2,3}, such that if
t0 − (ch/u(x, t0))p−2(δ%)p > 0, t0 + τ < T,
with
τ ∶= δp−1 (c−1/δ2 (r%)−c3/δ u(x, t0))
2−p
rp,
then
u(x, t0) ≤ c1/δ1 (r%)c3/δ infz∈Br/16(y)u(z, t0 + τ).
Furthermore, constants ci, i ∈ {1,2,3}, are stable as p→ 2+.
4. Main results
As alluded to in the introduction we will mainly be concerned with the
split between the degenerate and non-degenerate boundary points, and the
first step in this direction is the below result. It essentially states that as soon
as a point w is no longer degenerate at a time tˆ the point is non-degenerate
for the following times.
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Theorem 4.1 (Immediate linearization). Let Ω ⊂ RN be a domain satisfying
the interior ball condition with radius r0 > 0. Let u be a non-negative solution
to (2.1) in ΩT and assume that w ∈ ∂Ω, t0 ∈ (0, T ) and that the following
holds N + ⎡⎢⎢⎢⎢⎣ u(x, t0)∣x −w∣ pp−2
⎤⎥⎥⎥⎥⎦ (w) =∞. (4.1)
Then for any t+ ∈ (t0, T ) we have
lim sup
Ω∋x→w
d(x, ∂Ω)
u(x, t+) <∞. (4.2)
Now that we know that once the threshold has been reached then behavior
changes, let us look at the next result which states that in the degenerate
regime, i.e. smaller than ∣x − w∣ pp−2 then it continues to be smaller than∣x −w∣ pp−2 for a small time interval, in essence it states that the degeneracy
is an open condition.
Theorem 4.2 (Local memory effect for degenerate initial data). Consider
a bounded domain Ω ⊂ RN , assume that w ∈ ∂Ω. Consider the domain
ET ∶= E × (0, T ) ∶= (Ω ∩ B(w, r)) × (0, T ), assume that u ∈ C(ET ) is a
non-negative solution to (2.1) vanishing on (∂Ω∩B(w, r))× [0, T ), and that
u ≤M in ET . If the initial data satisfies
u0(x) ≤M ∣x −w∣δ
rδ
, for a δ ≥ p
p − 2 ,
then there exists a time
Tˆ ∶= [C(p, δ)
M
]p−2 rp
and a constant c0(p) > 0 such that for T̃ ∶= min{Tˆ /2, T} the following upper
bound holds
u(x, t) ≤ c0M ∣x −w∣δ, (x, t) ∈ ET̃ .
4.1. Classifying boundary points: a dichotomy. In this section we
take our results about the critical thresholds (Theorem 4.1) and use them
to prove that there are only two different behaviors, i.e. we prove a simple
dichotomy about the boundary points. Whats more we prove that they are
ordered as intervals dividing the whole existence of a solution.
Theorem 4.3. Let Ω ⊂ RN be a domain satisfying the interior ball condition
with radius r0 > 0. Let u be a non-negative solution to (2.1) in ΩT . Let
w ∈ ∂Ω, and define the sets
DN (w) ∶= {t ∈ (0, T ) ∶ N +[ u(x, t0)∣x −w∣ pp−2 ](w) <∞},
D(w) ∶= {t ∈ (0, T ) ∶ lim sup
Ω∋x→w
d(x, ∂Ω)
u(x, t) <∞},
then DN (w) and D(w) are disjoint intervals. If DN (w) and D(w) are both
nonempty, then there exists a time tˆ ∈ (0, T ) such that(0, T ) = (DN (w))○ ∪ {tˆ} ∪ (D(w))○, (0, tˆ) = (DN (w))○,
BOUNDARY BEHAVIOR ... II 9
and the union is disjoint. Otherwise if DN (w) = ∅ or D(w) = ∅ then(0, T ) = D(w) ∪DN (w).
Proof. Assume the first situation, i.e. that DN (w),D(w) ≠ ∅.
We first note that if t ∈ D(w) then from Theorem 4.1 we get that [t, T ) ⊂D(w), which implies that D(w) is a right-open interval. Thus D(w) can be
written as either (tˆ, T ) or [tˆ, T ). From the assumption DN (w),D(w) ≠ ∅
we have tˆ ∈ (0, T ).
We wish to show that (0, tˆ) ⊂ DN (w) which implies that the set DN (w) is
left-open. To do this, assume the contrary, i.e. that there exists a t ∈ (0, tˆ)
such that t /∈ DN (w). Applying Theorem 4.1 we get that (t, T ) ⊂ D(w)
contradicting that D(w) is of the form (tˆ, T ) or [tˆ, T ). It is now clear thatDN (w) is also an interval, where tˆ may or may not be included in DN (w).
Lastly assume that we have the situation that DN (w) = ∅, this implies
that for any t ∈ (0, T ) we can apply Theorem 4.1 to get that (t, T ) ⊂ D(w).
Since t was arbitrary we have that (0, T ) = D(w). In a similar way we get
that if D(w) = ∅ then Theorem 4.1 implies that (0, T ) = DN (w). 
Remark 4.4. Note that the interior ball condition only needs to hold in a
neighborhood close to w.
If the domain in addition to satisfying the interior ball condition also
satisfies the so-called NTA condition (see [9]), we can apply the Carleson
estimate developed in [3] (or even [1]) to conclude that the non-tangential
limsup in Theorem 4.3 can be replaced with the regular limsup from inside
Ω. This rules out odd behavior in tangential directions. Furthermore we
obtain that DT (w) (defined below) is an open interval.
Theorem 4.5. Let Ω ⊂ RN be an NTA-domain with constants M,r0, satisfy-
ing the interior ball condition with radius r0 > 0. Let u be a non-negative so-
lution to (2.1) in ΩT vanishing continuously on a neighborhood of {w}×(0, T )
in ∂Ω × (0, T ). Let w ∈ ∂Ω, and define the sets
DT (w) ∶= {t ∈ (0, T ) ∶ lim sup
Ω∋x→w [ u(x, t)∣x −w∣ pp−2 ] <∞}
D(w) ∶= {t ∈ (0, T ) ∶ lim sup
Ω∋x→w
d(x, ∂Ω)
u(x, t) <∞},
then DT (w) and D(w) are disjoint intervals. If DT (w) and D(w) are both
nonempty, then there exists a time tˆ ∈ (0, T ) such that(0, T ) = DT (w) ∪ {tˆ} ∪ (D(w))○, (0, tˆ) = DT (w),
and the union is disjoint. Otherwise if DT (w) = ∅ or D(w) = ∅ then(0, T ) = D(w) ∪DT (w).
Proof. Consider now a point w ∈ ∂Ω, then from Theorem 4.3 it follows that
unless t = tˆ we have t ∈ DN (w) or t ∈ D(w). Let us prove that if t ∈ DN (w)(0, t) ⊂ DT (w).
Let r < r0 and assume that
N +[ u(x, t0)∣x −w∣ pp−2 ](w) <∞ (4.3)
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for some t0 ∈ (0, T ). As mentioned in Remark 1.2 we know that a%(w) ∈ Γ(w)
for % < r. Thus from (4.3) there exists a constant Cˆ such that
u(a%(w), t0) ≤ Cˆ% pp−2 =∶ Λ%.
With this at hand let us calculate τ% from Theorem 3.3 as follows
τ% = C4
4
[C5Λ%]2−p %p = C4
4
[C5Cˆ]2−p .
Let now  > 0 be an arbitrary parameter, then take δp−11 = δp−12 = δp−13 =
/(4τ%), in Theorem 3.3 thus if t0− ∈ (0, T ) and u vanishes at the boundary
piece (∂Ω ∩Br(w)) × (t0 − , t0) then from Theorem 3.3 we have
sup(Ω∩B%(w))×(t0−/2,t0−/4)u ≤ c9()Λ% = c10% pp−2 .
Hence we can conclude that for t ∈ (t0 − /2, t0 − /4) we have
lim sup
Ω∋x→w [ u(x, t)∣x −w∣ pp−2 ] <∞.
Since  and t was arbitrary we obtain (DN (w))○ ⊂ DT (w).
Finally we prove that DT (w) is an open interval, to do this let us assume
that DT (w) is closed, i.e. we know that there exists a tˆ such that DT (w) =(0, tˆ]. This implies that
Cm ∶= sup[tˆ/2,tˆ] lim supΩ∋x→w [ u(x, t)∣x −w∣ pp−2 ] <∞
for each  there is a δ such that
Cm ≤ sup[tˆ/2,tˆ] supBδ(w)∩Ω [ u(x, t)∣x −w∣ pp−2 ] ≤ Cm + 
i.e. there is a new constant Cm such that
u(x, t) ≤ Cm∣x −w∣ pp−2
in (Bδ(w)∩Ω)×[tˆ/2, tˆ]. Thus it is easy to see that we can apply Theorem 4.2
to obtain that there is a time t > tˆ such that t ∈ DT (w) and therefore we
arrive at a contradiction. 
4.2. Classifying the support of the boundary type Riesz measure.
There is a true equivalence of support of the measure µ and the regions
”non-degenerate” and the ”degenerate”. In effect if a point becomes non-
degenerate it will permeate to the whole domain in finite time and provide
support for the boundary type Riesz measure so a non-degenerate point is a
true critical point for the behavior of the equation. However for simplicity
we will in the following theorem consider when we have degeneracy on a
space-time set on the boundary and prove that the measure vanishes.
Theorem 4.6. Let Ω ⊂ RN be a bounded domain, and let u be a non-negative
solution to (2.1) in ΩT . Let E ∶= Br(w) × (t0 − , t0), (t0 − , t0) ⊂ (0, T ),
assume that u vanishes continuously on E ∩ ∂pΩT , and
lim sup
Ω∋x→w [ u(x, t)∣x −w∣ pp−2 ] <∞, ∀(w, t) ∈ E ∩ ∂pΩT .
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Then the measure defined in (2.3) vanishes on E.
Remark 4.7. The above theorem implies that for a solution that has a
section of degenerate points can actually be extended across the boundary
as a solution. This is a fairly remarkable result and provides an example of
solutions with a free boundary that is stationary for a positive time interval.
I.e. consider
u1(x, t) = C(p)(T − t)− 1p−2 max{xn,0} pp−2
which is a solution across xn = 0 according to Theorem 4.6. In fact it is an
example of an ancient solution with a stationary free boundary.
Another example would be if we had initial datum satisfying
u0(x) ≤ d(x, ∂Ω)δ, δ ≥ p
p − 2 ,
in an NTA-domain Ω and consider a solution in Ω ∩Br(w) × (0, T ), w ∈ ∂Ω
such that u ≤M and u vanishing on Br(w) ∩ ∂Ω × (0, T ), then if T is small
enough depending only on M,p, δ, this solution can be extended across the
boundary as a solution (see Theorems 4.2 and 4.6). This solution is a more
advanced example of a solution with a stationary free boundary.
Theorem 4.8. Let Ω ⊂ RN be a bounded NTA-domain with constants M,r0,
and let u be a non-negative solution to (2.1) in ΩT . Let E ∶= Br(w) × (t0 −
, t0), (t0 − , t0) ⊂ (0, T ), assume that u vanishes continuously on E ∩∂pΩT ,
and
sup
E∩ΩT
d(x, ∂Ω)
u(x, t) = Λ−1 <∞, (4.4)
then µ is positive on E ∩ ∂pΩT .
4.3. Consequences for Harnack chains. We begin by assuming that we
have a solution to the p-parabolic equation in ΩT , where Ω ⊂ Rn is an(M,r0)-NTA-domain. We assume that for a given instant t0 ∈ (0, T ) and a
given point on the boundary w ∈ ∂Ω the following estimate holds from below
r ≤ Cu(ar(w), t0) for all r ∈ (0, r0). (4.5)
Let y ∈ Ω be any point and assume that d(y, ∂Ω) ≈ d(ar(w), y) ≤ Lr holds
for some r ∈ (0, r0) then the following holds:
u(ar(w), t0) ≤ cu(y, t0 +Cr2), for some C > 0 depending on L.
Since Ω is an NTA-domain this follows from [3, Theorem 3.5] together with
the lower bound (4.5). The immediate consequence of this is that most
Harnack-based estimates from below reduces to a non-intrinsic version and
scales exactly as in the linear case (heat equation). This is yet another
reason for denoting the estimate (4.5) a non-degeneracy estimate.
5. Immediate linearization: Proof of Theorem 4.1
We begin this section with a barrier type argument together with a rescal-
ing and iteration method to obtain a “sharp” lower bound of a useful com-
parison function. A bit more complicated proof, which is p-stable can be
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found in [3]. In the proof below we are employing the Barenblatt solution,
which is given by,
U(x, t) = t−k ⎛⎝C0 − q ( ∣x∣tk/n)
p
p−1⎞⎠
p−1
p−2
+
where
k = (p − 2 + p
n
)−1 , q = p − 2
p
(k
n
) 1p−1
and C0 is a constant depending only on p,n. In the following proof we will
be using some properties of the Barenblatt function, the first is that the level
sets are strictly increasing balls with time, the second is that the maximum
of the function is for each time slice at the origin, the third is that the radial
derivative is non-zero as long as the function is positive and we are not at
the origin.
Lemma 5.1. Consider a solution to⎧⎪⎪⎪⎨⎪⎪⎪⎩
ut −∆pu = 0, in B2 × (0,∞)
u = 0, on ∂B2 × (0,∞)
u ≥ χB1 , for t = 0 (5.1)
then there exists constants c1, c2, c3, c4 > 0 all depending only on p and n
such that
inf
x∈B1 u(x, t) ≥ c1(c2t + 1)
1
2−p
, t ≥ 0, (5.2)
and
u(x, t) ≥ c3(2 − ∣x∣)(c2t + 1) 12−p , t ≥ c4. (5.3)
Proof. Let us consider the Barenblatt function U , then consider t1 such that
suppU(⋅, t1) = B1,
denote U(0, t1) = κ1, and consider the rescaled Barenblatt
Uˆ(x, t) = U(x,κ2−p1 t + t1)
κ1
.
Now let t2 be such that supp Uˆ(⋅, t2) = B2, then denote
σ = inf
x∈B1 Uˆ(x, t2) > 0.
Note that σ = σ(p,n) ∈ (0,1) is a constant. By the comparison principle we
obtain that in B2 × (0, t2) we have that u ≥ Uˆ and thus
inf
x∈B1 u(x, t2) ≥ σ. (5.4)
We will now use an iterative argument. Assume that we have a function
u in B2 × (t0,∞) such that
inf
x∈B1 u(x, t0) ≥m (5.5)
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then the function
v(x, t) = u(x,m2−pt + t0)
m
(5.6)
satisfies (5.1) and thus from (5.4)
inf
x∈B1 v(x, t2) ≥ σ.
Rescaling back we obtain
inf
x∈B1 u(x, t0 + t2m2−p) ≥mσ. (5.7)
If we start from u in (5.1) with t = 0 and iterate (5.5)–(5.7), each starting
from the following times
τk = k∑
i=1 t2m
2−p
i−1 = t2 k−1∑
i=0(σ2−p)i = t2 (σ
2−p)k−2 − 1
σ2−p − 1 , (5.8)
where mi ∶= σi, we get
inf
x∈B1 u(x, t0 + τk) ≥mk. (5.9)
Let us be given a t ≥ 0, and let k be the integer such that
τk−1 ≤ t ≤ τk (5.10)
then by (5.8) and (5.10)
σ2(t(σ2−p − 1)
t2
+ 1) 12−p ∈ (σk, σk−1) (5.11)
thus collecting (5.8)–(5.11) we get (5.2).
Let us now prove (5.3). This we do as follows. Consider again the Baren-
blatt function, with t1 as before, but this time, let us consider the following
rescaled Barenblatt
Ũ(x, t) = U(x, (κ1/2)2−pt + t1) − κ1/2
κ1/2 .
Then find t̃2 where {Ũ > 0} = B2, and note that t̃2 > t2 and thus there is a
constant c̃ > 0 such that Ũ(x, t̃2) ≥ c̃(2 − ∣x∣). (5.12)
Now, by the construction of Ũ and the parabolic comparison principle we
get that in B2 × [0, t̃2], Ũ ≤ u and thus (5.12) holds also for u at t̃2.
Going back to (5.8), let k0 > 0 be the number such that
τk0 ≤ t̃2 ≤ τk0+1.
Consider v(x) ∶ B2 ∖B1 → R+ as the solution to ∆pv = 0 and v = c0 at ∂B1
and 0 at ∂B2, where c0 is to be fixed. First take c0 to be the largest number
so that
v ≤ c̃(2 − ∣x∣) and c0 ≤ σk0+1.
This implies that v(x) ≤ u(x, t) on ∂p[(B2 ∖ B1) × (t̃2, τk0+1)] and thus by
the parabolic comparison principle we have v ≤ u in (B2 ∖B1) × (t̃2, τk0+1].
Moreover there is a new constant cˆ > 0 such that
v ≥ cˆ(2 − ∣x∣).
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Now we can apply the same argument iteratively for (τk0+j , τk0+j+1), j = 1, . . .
and obtain
u(x, t) ≥ c2(2 − ∣x∣)σj
for t ∈ [τk0+j , τk0+j+1], and thus we get as in (5.10) and (5.11) that (5.3)
holds, and thus we have proved Lemma 5.1. 
Proof of Theorem 4.1. Due to translation invariance we can assume that
w = 0. Let  > 0 be a given number such that t −  > 0 and t +  < T . The
condition (4.1) implies that there is a sequence of points {xj}∞j=1, xj ∈ Γ(w)
and xj → w such that for a strictly decreasing function η we get
u(xj , t0) ≥ η(∣xj ∣)∣xj ∣ pp−2 , (5.13)
where η(0+) =∞.
Start by considering g(r) = r pp−2 η(r), and define the “time-lag” function
θ as
θ(r) ∶= g(r)2−prp = r(p−2)( pp−2− pp−2)η(r)2−p = η(r)2−p
which implies that θ is a strictly increasing function such that θ(0+) = 0.
We construct the sets for r ≤ r0
N r1 ∶= {x ∈ Ω ∶ d(x, ∂Ω ∩B(0, r)) = d(x, ∂Ω) = r},
N r2 ∶= {x ∈ Ω ∶ d(x,N r1 ) ≤ r/2}.
Note that since Ω is an NTA-domain we see that N r1 can be covered by
k(M,r0) balls of size r/4. Now, consider the unique r such that
θ(r) = 
4 max{c¯1, c4(c¯k2)p−2, c¯3(k)} ,
where c4 > 1 is from Lemma 5.1 and c¯i, i ∈ {1,2,3} is from Lemma 3.1.
Let J ∈ N be the smallest integer such that ∣xJ ∣ ≤ min{r, r0}. Denote
r = d(xJ , ∂Ω) and note that since xJ ∈ Γ(w), r ≈ ∣xJ ∣. From (5.13) and the
choice of r we can apply the forward Harnack chain (Lemma 3.1) to obtain
that in N r2 we have for a time
t1 = t0 + c¯3(k)u(xJ , t0)2−p (r
4
)p ,
where t0 < t1 < t0 + /4 and
u(x, t1) ≥ c¯−k2 u(xJ , t0) ≥ c¯−k2 g(r). (5.14)
Now consider any point y in N r1 , and let v denote a function satisfying (5.1)
but with v(⋅,0) = χB1 . Let us translate and scale v as follows
v¯(x, t) = (c¯−k2 g(r))v (x − yr/2 , (t − t1)(c¯−k2 )p−22pθ(r) ) .
The function v¯ now satisfies⎧⎪⎪⎪⎨⎪⎪⎪⎩
v¯t −∆pv¯ = 0, in Br × (t1,∞)
v¯ = 0, on ∂Br × (t1,∞)
v¯ = c¯−k2 g(r)χBr/2 , for t = t1.
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We can now use the parabolic comparison principle together with (5.14) to
conclude u ≥ v¯. Applying Lemma 5.1 we get for
t2 ∶= t1 + c4 θ(r)(c¯−k2 )p−22p < t < T
that
u(x, t) ≥ c3 2(r − ∣x − y∣)
r
(c2(t − t1)(c¯−k2 )p−22p
θ(r) + 1)
1
2−p
.
Furthermore our choice of r gives t0 < t2 < t0 + . In particular since y was
an arbitrary point in N r1 and  > 0 was arbitrary, we can conclude that (4.2)
holds for t > t0 + . 
6. Memory-effect for degenerate initial data: Proof of
Theorem 4.2
This next result is a theorem about a certain memory effect of the p-
parabolic equation, essentially it states that if the boundary behavior at a
fixed point has a certain decay-rate property that is higher than r
p
p−2 then
the equation will remember this decay for some time forward dictated by
the size of the solution. Another way to look at this is that a solution with
this decay-rate does not regularize immediately.
Theorem 6.1. Consider a bounded domain Ω ⊂ RN and assume that w ∈
∂Ω. Consider the domain ET ∶= E×(0, T ) ∶= Ω∩B(w,2)×(0, T ) and consider
a solution to the following Cauchy-Dirichlet problem⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ut −∆pu = 0, in ET
u = 0, on ∂Ω ∩ ∂pET
u(x, t) ≤ M, on ∂pET
u(x,0) ≤ M ∣x −w∣δ, for x ∈ E. (6.1)
Then there exists a time
Tˆ ∶= [C(p, δ)
M
]p−2 (6.2)
and a constant c0(p) > 0 such that for t ∈ (0,min{Tˆ /2, T}) the following
upper bound holds
u(x, t) ≤ c0M ∣x −w∣δ, x ∈ E.
Proof. In order for us to be able to work in higher dimensions than N = 1
we need to construct a radial version of (1.2). For this let us consider a
solution of the type v(x, t) ∶= g(∣x∣)f(t), plugging this into equation (2.1)
gives us
ftg − fp−1∆pg = 0.
Let us first solve
ft(t) = fp−1(t),
which has as a solution cp(T − t)− 1p−2 for any value of T , let us use T = 1.
Next let us solve
∆pg ≤ g
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which in radial form ∣x∣ = r looks like
∣g′∣p−2[(p − 1)g′′ + N − 1
r
g′] ≤ g. (6.3)
Now let δ ≥ pp−2 then for g = corδ
∣g′∣p−2[(p − 1)g′′ + N − 1
r
g′] = cp−1o δp−1[(p − 1)(δ − 1) + (N − 1)]rδ(p−1)−p
So we only need to choose co to be
co(p, δ,N) ∶= [δp−1[(p − 1)(δ − 1) + (N − 1)]] 12−p 2 pp−2−δ,
in order for g to satisfy (6.3) for r ≤ 2, since δ(p − 1) − p ≥ δ. In fact for our
choice of c0 we see that (6.3) is solved with an equality if δ = pp−2 , just as in
the one dimensional case (1.2). Specifically
v(x, t) = cpco(1 − t)− 1p−2 ∣x∣δ
is a supersolution to (1.1) in (B2 ∖ {0}) × (−∞,1).
Let now u be as in (6.1) and assume for simplicity that w = 0. Let v be
the supersolution established above and consider the rescaled function v¯ as
v¯(x, t) = M
cocp
v (x,(cocp
M
)2−p t)
then if we define C(p, δ) = cocp and use Tˆ as in (6.2), we get that v¯ satisfies⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
v¯t −∆pv¯ = 0, in ETˆ
v¯ ≥ 0, on ∂Ω ∩ ∂pETˆ
v¯(x, t) ≥ M, on ∂pETˆ
v¯(x,0) = M ∣x∣δ, for x ∈ E.
Thus by the parabolic comparison principle the conclusion of the theorem
follows. 
The proof of Theorem 4.2 now follows from Theorem 6.1 by a simple
scaling argument.
7. The boundary type Riesz measure
We begin this section with a simplified version of the upper bound of the
measure (see (2.3)) that we developed in [3, Theorem 5.2], we have included
the proof for ease of the reader.
Lemma 7.1. Let Ω ⊂ Rn be a bounded domain. Let 0 < r and let u be a
non-negative solution to (2.1) in ΩT . Fix a point x0 ∈ ∂Ω, δ ∈ (0,1) and a
Λ > 0 such that
Q = Br(x0) × (t0 − δΛ2−prp, t0),
Λ ≥ sup
2Q∩ΩT u,
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and t0 − 2δΛ2−prp > 0. Now if u vanishes on ∂pΩT ∩ 2Q then the following
upper bound holds (µ is as in (2.3))
µ(Q)
rn
≤ CΛ.
Proof. As in the construction of the measure µ in (2.3), we see that extending
u to the entire cylinder Q as zero, we obtain a weak subsolution (2.1) in Q.
Take a cut-off function φ ∈ C∞(2Q) vanishing on ∂p2Q such that 0 ≤ φ ≤ 1, φ
is one on Q, and ∣∇φ∣ < C/r and (φt)+ < C Λp−2δrp . Then by (2.3), the definition
of φ and Ho¨lder’s inequality we get
∫
2Q
φp dµ ≤ ∫
2Q
∣∇u∣p−1∣∇φ∣φp−1 dxdt + ∫
2Q
u(φt)+φp−1 dxdt
≤ 4
r
∫
2Q
∣∇u∣p−1φp−1 dxdt + ∫
2Q
u(φt)+φp−1 dxdt
≤ 4
r
∣2Q∣1/p (∫
2Q
∣∇u∣pφp dxdt) p−1p + ∫
2Q
u(φt)+φp−1 dxdt.
Now using the standard Caccioppoli estimate
µ(Q) ≤ C ∣2Q∣1/p
r
(∫
2Q
up∣∇φ∣p + u2(φt)+φp−1 dxdt) p−1p + ∫
2Q
u(φt)+φp−1 dxdt,
≤ C ∣2Q∣1/p
r
(∣2Q∣ (Λp
rp
+ Λp
δrp
)) p−1p +C ∣2Q∣Λp−1
δrp≤ C ∣2Q∣
δrp
Λp−1 = C rnδΛ2−prp
δrp
Λp−1 ≤ CrnΛ.

We are now ready to tackle the proof of Theorem 4.6, which just utilizes
the above estimate to get the radius dependency explicit such that when
considering a covering will just imply that the measure has no support and
its restriction to the set of degeneracy is simply zero.
Proof of Theorem 4.6. Let Eˆ = Bˆ × Iˆ be a space time cylinder such that
Eˆ ⋐ E. The assumptions on u gives that there exists a constant C such that
u(x, t) ≤ C ∣x −w∣ pp−2 , (x, t) ∈ Eˆ,w ∈ Bˆ ∩ ∂Ω. (7.1)
Consider a cube Q%,σ(y, s) = (∂Ω∩B%(y))×(s−σ, s) such that 2Q%,σ(y, s) ⊂
Eˆ ∩ ∂pΩT . Note that (7.1) gives
sup
2Q%,σ(y,s)u ≤ C0% pp−2 .
Thus setting Λ = C0% pp−2 and setting δ = Cp−20 σ we get from Lemma 7.1 that
µ(Q%,σ(y, s)) ≤ C(σ)%n+ pp−2 .
Now, since the height is fixed as σ irrespective of the radius % > 0 the decay-
rate of the measure is greater than %n which simply implies that it is a zero
measure inside Eˆ. 
For the proof of Theorem 4.8 we will be needing the following two lemmas
from [3].
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Lemma 7.2. Let Ω ⊂ Rn be an NTA-domain with constants M and r0 = 2.
There exists constants C,T0, both depending on p,n,M , such that if v is a
continuous solution to the problem⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
vt −∆pv = 0 in (Ω ∩B2(0)) × (0, T0)
v = 0 on ∂(Ω ∩B2(0)) × [0, T0)
v = χB1/(4M)(a1(0)) on (Ω ∩B2(0)) × {0},
then
µv(B2(0) × (0, T0)) ≥ 1/C.
Furthermore, constants C,T0, are stable as p→ 2+
Lemma 7.3. Let Ω ⊂ Rn be a domain. Let u and v be weak solutions in(Ω∩Br(0))× (0, T ) such that u ≥ v ≥ 0 and both vanish continuously on the
lateral boundary (∂Ω ∩Br(0)) × (0, T ). Then
µv ≤ µu in Br(0) × (0, T )
in the sense of measures.
Proof of Theorem 4.8. From (4.4) we see that
u(x, t) ≥ Λd(x, ∂Ω).
Let us now consider (t1, t2) ⋐ (t0−, t0) and a point a%(y) for y ∈ ∂Ω∩Br(w)
such that B ≡ B%/M(a%(y)) ⊂ Br(w) ∩Ω for some % < r then
u(x, t) ≥ CΛ%, (x, t) ∈ 2−1B × [t1, t2]
for some constant C not depending on u. Let us now consider the rescaled
function v as follows
w(x, t) = 1
CΛ%
u(y + %
2
x, t1 + (CΛ%)2−p (%
2
)p t)
then w is a solution in B2(0) × [0, T ] (where T = (CΛ%)p−2 (%2)−p (t2 − t1))
such that
w(x, t) ≥ 1, (x, t) ∈ B1/(4M)(a1(0)).
Before using Lemma 7.2 we need to know that T ≥ T0 (where T0 is from
Lemma 7.2), first note that
(CΛ%)p−2 (2
%
)p = (CΛ)p−22p%−2
thus taking % small enough depending on t2 − t1 and Λ we get(CΛ)p−22p%−2(t2 − t1) ≥ T0.
Now using Lemmas 7.2 and 7.3 we get that
µw(B2(0) × (0, T0)) ≥ 1/C,
for a constant C(p,n,M) > 1. Scaling back to our original variables we
obtain that
µ(B%(y) × [t1, t2])
%n+1 ≥ CΛ

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Remark 7.4. What we can learn from the above proof is that if t2 − t1 ≈ %2
then the measure of a parabolic cylinder (heat equation (%, %2)) is of size
%n+1, which is exactly the same as for the caloric measure related to the heat
equation. In this sense the non-degeneracy assumption that u ≥ d(x, ∂Ω)
‘linearizes’ the equation.
The next lemma is essentially trivial in its conclusion given continuity
of the gradient and the representation of the Riesz measure as the limit
of ∣∇u∣p−1 on the boundary, however the proof highlights a way of thought
which would be important when moving to other domains. Moreover since
we are assuming an NTA-domain with interior ball condition this proof is
considering the circumstances fairly straight forward.
Lemma 7.5. Let Ω ⊂ Rn be a bounded NTA-domain satisfying the interior
ball condition. Furthermore assume that in Q = Br(x0) ∩ Ω × (0, T ) the
measure µ vanishes. Then for any w ∈ Br(x0) ∩ ∂Ω we have(0, T ) ∈ DT (w).
Proof. Assume that there is a point w ∈ Br(x0) ∩ ∂Ω such that there is a
time t ∈ (0, T ) for which
t ∈ D(w).
From this we can conclude that as in previous estimates (see proof of Theo-
rem 4.8) that if we wish to connect a point a%(w) using a forward Harnack
chain (see Theorem 3.4) the waiting time will be of order %2. This implies
via a barrier argument as in the proof of Theorem 4.1 that for any tˆ > t there
is a neighborhood of w for which tˆ ∈ D(⋅) which implies via Theorem 4.8
that the measure µ ≠ 0 and thus we have a contradiction. 
8. What happens in non-smooth domains?
In an NTA-domain Ω ⊂ Rn that satisfies the interior ball condition we
can use a barrier function as in Lemma 5.1 to obtain that given a solutions
initial data, if the existence time is large enough we will eventually get
a linearization effect, i.e. the set D ≠ ∅. In this section we provide an
adaptation of a proof by Va´zquez to the p-parabolic equation which proves
that if we are in a conical domain there are solution for which the support
never reaches the tip of the cone, this implies that we might be in DN no
matter how long the solution exists.
8.1. No support in a cone. Let S be a open connected subset of the
n− 1 dimensional unit sphere Sn−1 with a smooth boundary, and define the
conical domain
K(R,S) = {rσ ∣σ ∈ S,0 < rR},
we are looking for non-negative solutions vanishing on the lateral surface of
the cone,
Σ(R,S) × (0, T ) = {rσ ∣σ ∈ ∂S,0 ≤ r ≤ R} × (0, T ).
The following argument is taken from [15, p. 344-345] with exponents
adapted to the parabolic p-Laplace equation.
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To begin the argument we first need to define some similarity transforms
and the scaling properties of the support. The similarity transform is given
as
uλ(x, t) = (Tλu)(x, t) ∶= λqu(x/λ,µt).
Let f ∶ S → R be a non-negative function on the spherical cap S such that
f = 0 on ∂S, then the semi-radial function U(x) = ∣x∣qf(x/∣x∣) is independent
of this transform. The p-parabolic equation is invariant under Tλ if µ =
λq(p−2)−p in the following(uλ)t −∆puλ = λqµut − λq(p−1)−p∆pu.
Let Su(t) denote the support of a function u at time t. Then Suλ(t) =
λSu(µt). Define the distance to the origin from the set Su
ru(t) = inf{∣x∣ ∶ x ∈ Su(t)}
which satisfies the scaling property ruλ(t) = λru(µt).
Let now U(x) be a function that we will use as initial data, and let us
construct a solution which has zero initial value close to the origin and
coincides with U(x) outside a ball of size 1. Specifically we will define u¯ as
a solution to the p-parabolic equation satisfying the initial data as follows
u¯(x, t) = U(x) for ∣x∣ ≥ 1 and u¯(x, t) = 0 for 0 < ∣x∣ < 1, (x, t) ∈ ∂pΩ∞.
Let a < 1 be a given number, then due to the finite propagation there exists
a τ > 0 such that Su¯(τ) ∩Ba = ∅. Furthermore since U is a solution to the
p-Laplace equation we have by the comparison principle that
u(x, τ) ≤ U(x).
Using the similarity transform with λ = a produces a solution u1 = Tau such
that u1 ≤ U(x) and u1(x,0) = 0 iff ∣x∣ < a. We see that u¯1 satisfies
u¯1(x,0) = U(x) for ∣x∣ ≥ a and u¯(x, t) = 0 for 0 < ∣x∣ < a, (x, t) ∈ ∂pΩ∞,
which implies that u¯1(x,0) ≥ u¯(x, τ) and thus by the comparison principle
we get
u¯1(x, t) ≥ u¯(x, t + τ)
for all t > 0 which gives the following inequality concerning the supports
ru¯(t + τ) ≥ ru¯1(t) = aru¯(µt).
We now use the above to get for t = τ/µ
ru¯ ( τ
µ
+ τ) ≥ aru¯ (µτ
µ
) = aru¯(τ) ≥ a2,
then an iteration yields
ru¯(tk) ≥ ak+1 for tk = τ k∑
j=0µ−j = τ
k∑
j=0 [1a]
(q(p−2)−p)j
.
We see that if q(p − 2) − p > 0 then tk →∞, i.e. q > pp−2 .
In conclusion we can say that if q > pp−2 then the support of u will never
reach the vertex of the cone.
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9. Stationary interfaces
We end this paper with a section considering the stationarity of the in-
terface as mentioned in Remark 4.7. The setup here is to consider the
p-parabolic function satisfying the following boundary condition,⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ut −∆pu = 0, in (−1,1) × (0, T )
v = 0, on {−1} × (0, T )
v = 1, on {1} × (0, T )
v(x,0) = x pp−2+ , for x ∈ [−1,1].
(9.1)
Considering Remark 4.7 together with the proof of Theorem 6.1 we see that
if we consider u a solution in (0,1)× (0, T ) then this vanishes on {0}× (0, tˆ)
if
tˆ ≤ (cpc0)p−2.
Conjecture 9.1. The critical time tˆ = (cpc0)p−2 is the largest time such
that u(0, t) = 0.
9.1. Numerical experiment of Conjecture 9.1. We will explore the
contents of Conjecture 9.1 via a numerical example of (9.1) in one spatial
dimension. In this context we will be using MOL (Method of Lines), which
amounts to discretizing the equation in space leaving us with a system of
non-linear ODE’s (semi-discretization). To specify our numerical setup, con-
sider the spatial discretization with N steps and dx ≈ 1/N , then the MOL
equation becomes in a finite difference (FD) context
uit = (p − 1)(Dijuj)p−2H ijuj , i = 0, . . . ,N, (9.2)
where
Diju
j = ⎧⎪⎪⎨⎪⎪⎩
ui+1−ui−1
2dx , if 1 ≤ i < N
0
is a basic FD type difference quotient (central difference quotients) and
Diju
j = ⎧⎪⎪⎨⎪⎪⎩(u
i+1 − 2ui + ui−1)/(dx2), if 1 ≤ i < N
0
is a basic second order FD difference quotient. Thus we see that (9.2) is
a system of N + 1 nonlinear ODE’s. The system (9.2) turns out to be
stiff and sparse, we will be using Matlab’s stiff solver ode15s to solve this
system numerically with the data given as in (9.1), with T = 1.2tˆ (tˆ from
Conjecture 9.1). See [10] for convergence of a FEM semi-discretization.
Since we are interested in the support of our numerical solution, we will
consider the equation satisfied by the interface (u ≡ 0), actually we will be
considering the equation of a basic level set. That is, we are looking for a
curve γ ∶ R+ → R such that for a given level M ≥ 0 the following holds
u(γ(t), t) =M.
We will be considering the above problem with the initial point γ(0) be be
a point in the initial data that is equal to M , and for M = 0 it will be the
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Figure 2. Waterfall plot of the numerical solution of (9.2),
p = 4, observe the difference in profile at beginning and end.
edge of the support, i.e. x = 0. Proceeding formally and differentiating, the
condition for γ gives us,
uxγ
′ + ut = 0, (9.3)
which after inserting the equation (2.1) into (9.3) yields
−γ′(t) = ∆pu
ux
(γ(t), t) = (p − 1)(ux(γ(t), t))p−3uxx(γ(t), t).
In Fig. 3 we see the result of the above equation when using the numerical
solution of (9.2) seen in Fig. 2 as the approximate values for u and approx-
imating the first and second derivative with the respective FD quotients, as
described in (9.2). Upon visual inspection of Fig. 3 we see the sharp devi-
ation of the support after roughly t = 0.02, which coincides quite well with
the conjectured value of 0.0208 for p = 4.
Based upon heuristic ideas we can expect that the profile of the solution
towards the edge of the support will after the critical time behave like the
Barenblatt solution, i.e. u(x) ≈ d(x,S(t)C) p−1p−2 , where S(t) is the support of
the solution at t. The numerical result of the behavior at 1.2tˆ can be found
in Fig. 4 and the coincidence is striking, the edge of the support is estimated
using the solution in Fig. 3.
9.2. An upper bound on tˆ in Conjecture 9.1. To show an upper bound
for tˆ we will be building a sequence of barriers from below based on rescalings
of the Barenblatt solution. To begin with our construction we first find the
time where the Barenblatt solution has support B1−δ, δ ∈ (0,1). We assume
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Figure 3. Level sets, conjectured critical time is t ≈ 0.0208,
p = 4.
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Figure 4. Plot of the numerical solution of (9.2), p = 4 at
time 1.2tˆ, observe the coincidence of the profile of the solution
with the profile of the Barenblatt, as compared to the profile
of the initial datum (shifted to become zero at the same point
as the other functions).
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that C0 = q (changes only the mass of the solution) and do the following
computation
t−k ⎛⎝q − q (1 − δtk/n )
p
p−1⎞⎠
p−1
p−2 = 0
we get the value of t to be (1 − δ)nk ≡ t1(δ).
At t1 the value of U(0, t1) becomes
U(0, t1) = (1 − δ)−nq p−1p−2 .
To allow us the flexibility we need in the following argument we set
λ ≡ U(0, t1),
for  ∈ (0,1) to be chosen depending on δ. Now consider the rescaled Baren-
blatt solution (still a solution to (2.1) due to intrinsic scaling)
Uˆ(x, t) = 1
λ
U(x,λ2−pt + t1)
which at t = 0 is
Uˆ(x,0) = 1
λ
(1 − δ)−n ⎛⎝q − q ( ∣x∣1 − δ)
p
p−1⎞⎠
p−1
p−2
+
k = (p − 2 + p
n
)−1 , q = p − 2
p
(k
n
) 1p−1 .
Next, let us assume that Uˆ(x − 1,0) ≤ u(x,0) for u as in (9.1), and let us
find t2(δ) such that the support of Uˆ is B1. This implies using the parabolic
comparison principle that after t2 the support of u has moved away from{x = 0}.
To proceed we need to choose  given the value of δ such that Uˆ(x−1,0) ≤
u(x,0) and is the unique largest value for which this inequality holds true.
To find this , we note that we wish to solve Uˆ(x,0) = ∣1−x∣ pp−2 for a unique
pair x,  ∈ (0,1), i.e. we wish to solve
1
λp−2 (1 − δ)−n (q − q ( r1 − δ)
p
p−1) p−1p−2+ = (1 − r) pp−2 .
Which by some manipulation yields the following

p−2
p−1 (1 − ( r
1 − δ)
p
p−1) = (1 − r) pp−1 . (9.4)
We wish to find a value for  and r such that the left hand side equals the
right hand side, but the left hand side being smaller than the right hand
side for all other values of r. This implies that at the point of contact their
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derivatives match and we can thus consider the simplified equation of the r
derivative of (9.4) (which has a solution for any )
− p−2p−1 p
p − 1 11 − δ ( r1 − δ)
1
p−1 = − p
p − 1(1 − r) 1p−1
some algebraic manipulations later and we arrive at
r = (1 − δ)p
p−2 + (1 − δ)p . (9.5)
Plugging the value of r from (9.5) into (9.4) gives us the problem of solving

p−2
p−1 ⎛⎝1 − ( (1 − δ)p−1p−2 + (1 − δ)p)
p
p−1⎞⎠ = (1 − (1 − δ)pp−2 + (1 − δ)p)
p
p−1
.
As can be shown by a tedious calculation, the above equation is equivalent
to the following

p−2
p−1 ⎛⎝1 − 1((1 − δ)p + p−2) 1p−1 ⎞⎠ = 0,
which is solved by
 = (1 − (1 − δ)p) 1p−2 . (9.6)
With the values of (9.5) and (9.6) we can calculate the value of t2 for the
function Uˆ . Considering the definition of Uˆ we see that t2 satisfies the
following
t2(δ) = λp−2(1 − t1) = (1 − δ)−n(p−2)qp−12−p(1 − (1 − δ)n/k)
= qp−1(1 − (1 − δ)n/k)(1 − δ)n(p−2)(1 − (1 − δ)p)
which when δ → 0 becomes (a lengthy calculation shows that t2(δ) is de-
creasing as δ → 0)
t2(0) = qp−1 n
pk
= (p − 2
p
)p−1 k
n
n
pk
= (p − 2)p−1
pp
.
This is in contrast to the value of tˆ which is (for n = 1, see Theorem 6.1)
tˆ = (p − 2)p−1
2pp−1(p − 1) = qp−1.
From this we see that we have gap between t2(0) and tˆ, in fact
t2(0)
tˆ
= 2p − 1
p
> 1, p > 2.
In the setting of the numerical experiment with p = 4 we have t2(0)
tˆ
= 32 .
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