We derive explicit and new implicit staggered-grid finite-difference (FD) formulas for derivatives of first order with any order of accuracy by a plane wave theory and Taylor's series expansion. Furthermore, we arrive at a practical algorithm such that the tridiagonal matrix equations are formed by the implicit FD formulas derived from the fractional expansion of derivatives. Our results demonstrate that the accuracy of a (2N + 2)th-order implicit formula is nearly equivalent to or greater than that of a (4N)th-order explicit formula. The new implicit method only involves solving tridiagonal matrix equations. We also demonstrate that a (2N + 2)th-order implicit formulation requires nearly the same amount of memory and computation as those of a (2N + 4)th-order explicit formulation but attains the accuracy achieved by a (4N)th-order explicit formulation when additional cost of visiting arrays is not considered. Our analysis of efficiency and numerical modelling results for elastic wave propagation demonstrates that a high-order explicit staggered-grid method can be replaced by an implicit staggered-grid method of some order, which will increase the accuracy but not the computational cost.
medium containing cracks, pores or free surfaces (Saenger & Shapiro 2002) ; anisotropy (Saenger & Bohlen 2004; Bansal & Sen 2008 ) and scattering and diffraction by a single crack (Krüger et al. 2005) .
Although a few results on implicit FD methods with standard grids are available, most common FD methods are explicit. To yield modelling results with an increased accuracy, implicit FD formulas have been developed for the elastic wave equation (Emerman et al. 1982) . These formulas express the value of a variable at some point at a future time in terms of the value of the variable at that point and at neighbouring points at present time, past times and future times. An implicit method for time derivatives has also been used in seismic migration (e.g. Ristow & Ruhl 1997; Shan 2007; Zhang & Zhang 2007) . One other example of an implicit method is a compact finite-difference method (CFDM, Lele 1992 ). Many reports have been published on this method but it is seldom utilized in geophysics. The method, however, has been widely studied and applied in other areas (e.g. Ekaterinaris 1999; Meitz & Fasel 2000; Lee & Seo 2002; Nihei & Ishii 2003) . Kosloff et al. (2008) developed a new implicit numerical scheme for the solution of the constant-density acoustic wave equation using standard grid FDs. The scheme is based on recursive second-derivative operators and involves the solution of a tridiagonal linear system of equations.
In this paper, we report on the development of efficient space derivative operators using a staggered-grid scheme. An explicit staggeredgrid finite-difference method (ESFDM) directly calculates the derivative value at some point in terms of the function values at its neighbouring points. However, an implicit staggered-grid finite-difference method (ISFDM) expresses the derivative value at some point in terms of both the function values and the derivative values at its neighbouring points. Therefore, it involves solving a set of linear equations to obtain the derivative values. Boersma (2005) presented a compact high-order (up to 12th order) staggered CFDM, a kind of implicit method, to solve the compressible Navier-Stokes equations.
In this paper, we derive both explicit and implicit staggered-grid FD formulas with even-order accuracy for first-order derivatives. Our approach has close similarities with that adopted in Kosloff et al. (2008) ; however, we differ significantly in the details of the implementation in that unlike second-order derivative operators derived by Kosloff et al. (2008) for acoustic wave equation with second-order spatial derivatives, we develop the operators for staggered-grid FDs. These can be used to solve acoustic and elastic wave equations with first-order spatial derivatives in heterogeneous media using staggered grids. First, we describe our method of derivation of implicit operators and a scheme for their efficient implementation. We compare their accuracy with dispersion analysis and finally demonstrate some results of numerical modelling using a realistic 2-D elastic model. Numerical accuracy of our result is compared with that of a pseudospectral method (PSM; accurate to infinite order). Our results show that the implicit method of some order can reach the accuracy of some higher-order explicit method but cost less computation time and thus demonstrate the validity and efficiency of the new implicit method.
E X P L I C I T A N D I M P L I C I T S TA G G E R E D -G R I D F D F O R M U L A W I T H E V E N -O R D E R A C C U R A C Y

(2N)th-order explicit staggered-grid FD formula
An explicit staggered-grid FD formula for a function p(x) is defined as follows (Kindelan et al. 1990) :
where x is a real variable, h is a small value, N is a positive integer and c n are FD coefficients. Let
and
where k is the wavenumber, i = √ −1 and p 0 is a constant. Using eqs (2a) and (2b), eq. (1) becomes
Using a Taylor's series expansion, we have
Comparing β coefficients, we obtain Eq. (5) can be rewritten in the following matrix form: (Meyer 2000) . Therefore, the c n (n = 1, 2, . . . , N ) values are obtained as follows by solving eq. (6):
These coefficients are equivalent to those obtained by Pei (2004) . The coefficients, listed in Table 1 from 2nd-order to 12th-order accuracy, are the same as those for 4th-order to 8th-order accuracy obtained by Kindelan et al. (1990) .
The absolute error of the explicit FD formulas, derived from eq. (4), is as follows:
The minimum power of h in the error function is 2N; therefore, the explicit FD formula (1) has (2N)th-order accuracy.
(2N + 2)th-order implicit staggered-grid FD formula
To derive the implicit FD formula, we introduce Claerbout's (1985) idea first. The second-order difference operator for a function p(x) is expressed as
The following expression is introduced by adding higher-order terms to improve the accuracy of FD:
where b is an adjustable constant. This expression is hardly ever used and is suggested to be changed as follows (Claerbout 1985) :
This equation provides a higher precision than eq. (9). Motivated by this idea, an implicit staggered-grid FD formula is defined as follows:
Substituting p = p 0 e ikx and β = kh/2 into eq. (12) and simplifying it, we have Using the Taylor's series expansion, we obtain 1 + 2b
Comparing β coefficients, we get
We can rewrite eq. (15) in the following matrix form:
The c m (m = 1, 2, . . . , N ) and b values are obtained by solving these equations. The absolute error of the implicit FD formula, derived from eq. (14), is as follows:
The minimum power of h in the error function is 2N + 2; therefore, the implicit FD formula (12) has (2N + 2)th-order accuracy.
Solving these equations, we get b = 9/80, c 1 = 63/80 and c 2 = 17/240. The coefficients of implicit staggered difference from 4th-order to 12th-order accuracy are listed in Table 2 .
C O M PA R I S O N O F A C C U R A C Y B E T W E E N I M P L I C I T A N D E X P L I C I T S TA G G E R E D -G R I D F D F O R M U L A S
Since our goal is to satisfy eqs (3) and (13), we examine the following functions to investigate the accuracy of these formulas:
The FD coefficients of ESFDM are obtained from eq. (6) orders and indicate that the accuracy of ESFDM and ISFDM increases with the increase of order. The accuracy of ISFDM is greater than that of ESFDM for the same order. The variations of f ISFDM (β)/β and f ESFDM (β)/β with β demonstrate that both f ISFDM (β) and f ESFDM (β) are increasing functions and that their values are not greater than β when β varies from 0 to π/2. Therefore, an error function is introduced as the following to quantitatively evaluate their accuracies:
The errors of f ESFDM (β) and f ISFDM (β) are calculated and shown in Fig. 2 when β = 0.001 and n = 1570. The results indicate that the error of ISFDM is less than that of ESFDM for the same order. Letting (N E )th-order ESFDM have nearly the same error as (N I )th-order ISFDM, we find a relationship between N E and N I , that is, (4N)th-order ESFDM for 2N + 2<8, (4N + 2)th-order ESFDM for 2N + 2<20, (4N + 4)th-order ESFDM for 2N + 2<32, (4N + 6)th-order ESFDM for 2N + 2<44, (4N + 8)th-order ESFDM for 2N + 2<56 and (4N + 10)th-order ESFDM for 2N + 2<68 have nearly the same errors as (2N + 2)th-order ISFDM. These relationships are listed in Table 3 .
We calculate both f ISFDM (β)/β and f ESFDM (β)/β, with the order varying from 4 to 60 and 4 to 120, respectively. Fig. 3 shows f ESFDM (β)/β and f ISFDM (β)/β with nearly the same accuracy in each figures. We find that the accuracy of (2N + 2)th-order implicit formulas is equivalent to or greater than that of (4N)th-order explicit formulas, which is also shown in Table 3 . 
A T R I D I A G O N A L S Y S T E M F O R T H E I M P L I C I T S TA G G E R E D -G R I D F D M E T H O D
Let q = ∂ p/∂ x and using eq. (12), the implicit staggered-grid FD formula of (2N + 2)th-order is expressed as
This formula reduces to a (2N)th-order explicit staggered-grid FD formula when b = 0. For implicit format, b = 0, let
then
(2N) points are involved in the (2N + 2)th-order implicit FD. For the known sequence ( p 0.5 , p 1.5 , . . . , p M+0.5 ), which has M + 1 points, the method of calculating its derivatives (q 0 , q 1 , . . . , q M+1 ) is introduced next. q N , q N +1 , . . . , q M−N +1 are computed by the centred FD formulas,
where
and If we assume that the known sequence ( p 0.5 , p 1.5 , . . .
. . , q M+1 can also be calculated by centred FD formulas similar to eq. (25). Thus, tridiagonal equations can be formed from eq. (25) to determine the derivatives. For a non-periodic sequence, q 0 , q 1 , . . . , q N −1 , q M−N +2 , q M−N +3 , . . . , q M+1 may be calculated by non-centred FD formulas to reach (2N + 2)th-order accuracy. However, the stability of non-centred FD is less than that of a centred FD scheme for a sequence with higher wavenumbers. Therefore, we adopt the centred FD formulas to calculate q 1 , q 2 , . . . , q N −1 and q M , q M−1 , . . . , q M−N +2 using 4, 6, . . . , (2N )th-order accuracies, respectively, that is
and c j,1 , c j,2 , . . ., c j, j and b j are the FD coefficients of the (2j + 2)th-order implicit difference formula.
Under the assumption of linear variation for p 0 and p M+1 , two equations are added as follows:
Then, the following tridiagonal matrix equations are formed to calculate the derivatives ⎡
A strategy to reduce computation in solving tridiagonal matrix equations
Assuming that the length of the sequence is M, conventional arithmetic for solving tridiagonal matrix equations approximately needs 3M multiplications, 2M divisions and 3M subtractions for real number operations and the need to visit the arrays 13M times (William et al. 1992) .
In the numerical modelling, calculating derivatives with the same implicit difference format will be performed many times. Therefore, the repeat calculation involved in solving tridiagonal matrix equations can be pre-computed to reduce the overall computation. The coefficient vectors involved in solving tridiagonal matrix equations are also constant and can be pre-computed. Therefore, only 2M multiplications and subtractions and 8M visiting arrays are needed to solve the tridiagonal matrix equations. 
E X A M P L E S O F N U M E R I C A L M O D E L L I N G
ESFDM and ISFDM are used to perform numerical modelling of the following 2-D elastic wave equations: 
In these equations, (v x , v z ) is the velocity vector, (τ xx , τ zz , τ xz ) is a vector containing three components of stress, λ(x, z) and μ(x, z) are the Lame coefficients and ρ(x, z) is the density. We perform ESFDM and ISFDM on the classic staggered grids (Virieux 1986 ). In the modelling, the first-order space derivatives are calculated by ESFDM and ISFDM, respectively, and the time derivatives by explicit 2nd-order FD.
Numerical modelling of a homogeneous model
Numerical modelling is performed based on the model and computation parameters shown in Table 4 . Snapshots at 200 ms, respectively, by ISFDM and ESFDM with different orders and PSM are shown in Fig. 4 . The figure demonstrates that the accuracy of FD modelling increases with the increase of order and the precision of the 10th-order ISFDM is greater than that of a 10th-order ESFDM and is nearly identical Modelling parameters are listed in Table 4 ; maximum time is 500 ms. to that of an 18th-order ESFDM. In addition, we record CPU time of numerical simulating by the 10th-order ESFDM, 18th-order ESFDM and 10th-order ISFDM for a homogeneous elastic model with different sizes for 500 time steps. The results for average CPU time per time step are shown in Table 5 , which demonstrates that a 10th-order ISFDM costs less CPU time than an 18th-order ESFDM and thus is more efficient. 
Numerical modelling of the SEG/EAGE salt model
Finally, numerical modelling of the elastic wave equations, respectively, by the 20th-order ESFDM, 20th-order ISFDM and PSM, is utilized to simulate wave propagation in the Society of Exploration Geophysicists/European Association of Geoscientists and Engineers (SEG/EAGE) salt model. Here, we simply extend the model spatially to avoid reflections from the top and other edges of the model. Fig. 5(a) shows the model, and Table 6 lists the model and its simulation parameters. Snapshots and shot gathers are illustrated in Figs 5(b)-(g). The results demonstrate that the accuracy of our ISFDM is greater than that of ESFDM for the same order. For simulation of 3000 time steps for a model comprising 600 × 200 grids, the CPU time of modelling by the 20th-order ESFDM, 40th-order ESFDM and 20th-order ISFDM is about 492 s, 784 s and 598 s, respectively. Therefore, a 20th-order ISFDM, which has almost the same accuracy as that of a 40th-order ESFDM, costs less computation time and is therefore clearly more efficient.
D I S C U S S I O N
First, we compare the computations required by ESFDM and ISFDM. Since the derivative calculation is performed many times in a numerical modelling, the computation time for difference coefficients can be ignored in the following analysis. Assuming that the length of the sequence is M, the derivatives of the sequence are calculated K times and the (2N)th-order ESFDM and (2N + 2)th-order ISFDM are adopted, then ESFDM costs nearly N × M × K multiplications, 2N × M × K additions and 4N × M × K visiting arrays and ISFDM costs nearly (N + The numbers shown in the parentheses of the last column are the ESFDM orders that (2N + 2)th-order ISFDM can really reach. Additional cost of visiting arrays, which may be dependent on computer configuration and programming language, is not considered here. 2) × M × K multiplications, (2N + 2) × M × K additions or subtractions and (4N + 8) × M × K visiting arrays, as shown in Table 7 . For ISFDM, only additional memory of 2M real numbers is needed for saving the coefficient vectors involved in solving tridiagonal equations; this can be ignored. Since additional cost of visiting arrays may be dependent on computer configuration and programming language, it is not considered here and thus a (2N + 2)th-order ISFDM requires nearly the same amount of computation as a (2N + 4)th-order ESFDM. Therefore, under the condition of the same amount of calculation, a (2N + 4)th-order ESFDM may be replaced by a (2N + 2)th-order ISFDM, which attains the accuracy of a (4N)th-order ESFDM. This relationship is also shown in Table 8 . In our numerical modelling example, we find that a (2N + 2)th-order ISFDM requires more CPU time than a (2N)th-order ESFDM. The reason is that this ISFDM visits more arrays than this ESFDM and visiting array element requires more time than visiting a variable in the running of a computer program. Table 7 shows that the computation cost of the (2N + 2)th-order ISFDM is equal to that of the (2N)th-order ESFDM plus that of solving tridiagonal equations. For the fixed sequence length in the wave equation modelling, solving tridiagonal equations requires nearly the same time; therefore, the difference between the computational cost of the (2N + 2)th-order ISFDM and that of the (2N)th-order ESFDM will be approximately a constant. Indicated by eq. (1) and Table 7 , the computational cost of the (2N)th-order ESFDM linearly varies with N and so does the ISFDM. Fig. 6 shows the relationship between ISFDM and ESFDM for the accuracy and the computation cost. From this figure, we clearly note that some-order ISFDM may be found and used to replace the given-order ESFDM. For example, for the ESFDM of a given (2N 2 )th order (point B), the (2N 1 + 2)th order ISFDM with the same computational cost may be found in point A. This ISFDM will attain the accuracy of the (4N 1 )th-order ESFDM (point C). If 4N 1 is greater than 2N 2 , this ESFDM can be replaced by this ISFDM. However, it is difficult to give generally specific relationships between N 1 and N 2 because the CPU time is determined by the speed of arithmetic operations, visiting arrays, etc., which depend on computer configuration and programming language.
C O N C L U S I O N S
The explicit FD technique is commonly used in seismic modelling because of its relatively small computation time requirement. Implicit FDs are usually considered expensive due to the requirement of solving more equations and thus are not generally popular. In this paper, we have developed implicit staggered-grid FD formulas with any order of accuracy for first-order derivatives. This method involves solving tridiagonal matrix equations. For calculating derivatives with the same FD format many times, the (2N + 2)th-order implicit staggered-grid method requires nearly the same amount of computation and occupies nearly the same amount of memory as those of a (2N + 4)th-order explicit staggered-grid method but attains the accuracy of a (4N)th-order explicit staggered-grid method when additional cost of visiting arrays is not considered. We conclude that a high-order explicit staggered-grid method may be replaced by implicit staggered-grid method of some order, which will increase the accuracy but not the cost of computation. Thus, this implicit method can be used to simulate 1-D, 2-D and 3-D acoustic and elastic wave propagation. It can also be extended to the rotated staggered-grid modelling.
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