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Abstract
We propose a conjecture describing the branching rule, in terms of Littelmann’s path model, from
the special linear Lie algebra sl2n(C) (of type A2n−1) to the symplectic Lie algebra (of type Cn)
embedded as the fixed point subalgebra of the diagram automorphism of sl2n(C). Moreover, we
prove the conjecture in certain cases, and also provide some supporting examples. In addition, we
show that the branching coefficients can be obtained explicitly by using the inverse Kostka matrix
and path models for tensor products of symmetric powers of the defining (or natural) representation
C
2n of sl2n(C).
 2005 Elsevier Inc. All rights reserved.
Introduction
A branching rule describes how a finite-dimensional irreducible module over a Lie
algebra decomposes into irreducible components when restricted to another Lie algebra
embedded in a specific way. The aim of this paper is to give, in terms of Littelmann’s path
model, a conjectural branching rule from the special linear Lie algebra sl2n(C) (of type
A2n−1) to the symplectic Lie algebra (of type Cn), which is embedded as the fixed point
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188 S. Naito, D. Sagaki / Journal of Algebra 286 (2005) 187–212subalgebra gˆ of the diagram automorphism of sl2n(C), where g denotes the general linear
Lie algebra gl2n(C).
Here we should note that the fixed point subalgebra gˆ of sl2n(C) and the (naturally
embedded) symplectic Lie algebra
sp2n(C) :=
{
X ∈ sl2n(C)
∣∣ tXJ + JX = O}, where J :=
(
O In
−In O
)
with In the n × n identity matrix, and where tX denotes the transpose of a matrix X, are
not only isomorphic as Lie algebras, but also “L-equivalent” in the sense of Dynkin [2,
Chapter 1, Section 1]. Namely, for every finite-dimensional irreducible sl2n(C)-module,
the branching rule from sl2n(C) to gˆ and that from sl2n(C) to the sp2n(C) above agree if
the finite-dimensional irreducible modules are parametrized, through their highest weights,
suitably by dominant integral weights (see Section 2.4 below). Therefore, the branching
rule from sl2n(C) to gˆ(∼= sp2n(C)) is nothing else than the well known one from sl2n(C)
(or rather, from the general linear Lie algebra g = gl2n(C)) to the (naturally embedded)
sp2n(C) above, essentially due to Littlewood [16, Appendix, p. 295], where the branching
rule is given in terms of Littlewood–Richardson coefficients with a certain limitation on
the depth of the given highest weight for gl2n(C) (see also [8–11,23] for a general case,
and [1,12,21,22] for multiplicity-free cases).
In this paper, we propose a conjecture describing the branching rule from g := gl2n(C)
to gˆ(∼= sp2n(C)) in terms of Littelmann’s path model. Let us explain more precisely. As
a Cartan subalgebra h of g = gl2n(C), we take the subspace of gl2n(C)(= M2n(C)) con-
sisting of all diagonal matrices. Let εp,1 p  2n, be the elements of h∗ := HomC(h,C)
defined by:
εp




a1 0 · · · 0
0 a2
. . .
...
...
. . .
. . . 0
0 · · · 0 a2n



= ap,
and let hi,1  i  2n − 1, be the elements of h defined by: hi = Ei,i − Ei+1,i+1, where
Ep,q ∈ M2n(C) for 1 p,q  2n is the elementary matrix having 1 at the (p, q)-entry and
0 elsewhere. A dominant integral weight λ = d1ε1 + d2ε2 + · · · + d2nε2n with d1  d2 
· · · d2n, dp ∈ Z (1 p  2n), for g = gl2n(C) is said to be nonnegative if d2n  0. We
denote by Par2n the set of all nonnegative dominant integral weights for g = gl2n(C), and
by V (λ) the finite-dimensional irreducible (highest weight) g-module of highest weight
λ ∈ Par2n. For λ ∈ Par2n, we take the set P(λ) of all lattice paths of shape λ as a path
model for the g-module V (λ) (see Section 2.2). As for gˆ(∼= sp2n(C)), we can take hˆ :=
h ∩ gˆ as a Cartan subalgebra. Then, for a path π : [0,1] → h∗ for g, we define a path
res(π) : [0,1] → (hˆ)∗ := HomC(hˆ,C) for gˆ by: (res(π))(t) = π(t)|hˆ, t ∈ [0,1], and set
Pˆ(λ) := {res(π) ∣∣ π ∈ P(λ)}.
Our conjecture is as follows.
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g-module V (λ) decomposes, under the restriction to gˆ, as:
V (λ) =
⊕
πˆ∈Pˆ(λ)
πˆ: gˆ-dominant
Vˆ
(
πˆ(1)
)
,
where a path πˆ : [0,1] → (hˆ)∗ for gˆ is said to be gˆ-dominant if (πˆ(t))(hi + h2n−i ) 0 for
all 1  i  n − 1, t ∈ [0,1], and if (πˆ(t))(hn)  0 for all t ∈ [0,1] (see Definition 1.3.2
below), and where Vˆ (πˆ(1)) is the finite-dimensional irreducible (highest weight) gˆ-module
of highest weight πˆ (1) = π(1)|hˆ.
Towards this conjecture, we give some pieces of evidence in this paper. First, it is proved
in Theorem 2.6.1 that if the nonnegative dominant integral weight λ ∈ Par2n for g =
gl2n(C) is of the form
j∑
p=1
εp + dε1
for some d ∈ Z0 and 1 j  2n−1, i.e., if the Young diagram of λ is a hook, then we can
think of Pˆ(λ) = res(P(λ)) as a path model for V (λ) regarded as a gˆ-module by restriction.
As an immediate consequence, we see that our conjecture holds in this case. Next, in the
case where the nonnegative dominant integral weight λ ∈ Par2n for g = gl2n(C) is of the
form
d(ε1 + ε2 + · · · + εj )
for some d ∈ Z1 and 1 j  2n − 1, i.e., where the Young diagram of λ is a rectangle,
we explicitly determine the set of all gˆ-dominant lattice paths in Pˆ(λ) = res(P(λ)) (see
Section 2.7). By comparing it with descriptions of the (multiplicity-free) branching rule
from gl2n(C) to the (naturally embedded) sp2n(C), due to Proctor [22], Okada [21], and
Krattenthaler [12], we can check that our conjecture holds also in this case.
Finally in this paper, we show that the branching coefficients from g = gl2n(C) to gˆ(∼=
sp2n(C)) can be explicitly obtained from the number of gˆ-dominant paths in the set of all
concatenations of lattice paths of shape dpε1, 1  p  2n, by using the inverse Kostka
matrix.
This paper is organized as follows. In Section 1, we recall some basic facts about path
models for representations of reductive Lie algebras. In Section 2, after introducing our
setting, we give the conjectural branching rule from gl2n(C) to gˆ(∼= sp2n(C)) stated above.
Furthermore, we prove the conjecture in certain cases, and also provide some supporting
examples. In Section 3, we explain how the branching coefficients can be explicitly ob-
tained by using path models and the inverse Kostka matrix.
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1.1. Reductive Lie algebras and representations
Let g be a finite-dimensional reductive Lie algebra over the field C of complex numbers,
and h its Cartan subalgebra. Denote by Π := {αi}i∈I ⊂ h∗ := HomC(h,C) the set of simple
roots, and by Π∨ := {hi}i∈I ⊂ h the set of simple coroots, where I is an index set for the
simple roots. We denote by W = 〈ri | i ∈ I 〉 ⊂ GL(h∗) the Weyl group of g, where ri is the
simple reflection in αi for i ∈ I . Let P ⊂ h∗ be an integral weight lattice for g containing
all the simple roots αi, i ∈ I , and P+ the set of all dominant weights in P (with respect to
the simple coroots hi, i ∈ I ). For each λ ∈ P+, we denote by V (λ) the finite-dimensional
irreducible (highest weight) g-module of highest weight λ.
1.2. Path crystals
A path (for g) is, by definition, a piecewise linear, continuous map π : [0,1] → R⊗Z P
such that π(0) = 0 and π(1) ∈ P . Let P be the set of all paths. For a path π ∈ P and i ∈ I ,
we define
Hπi (t) :=
(
π(t)
)
(hi) for t ∈ [0,1], mπi := min
{
Hπi (t)
∣∣ t ∈ [0,1]}. (1.2.1)
Let Pint be the subset of P consisting of all paths satisfying the condition that for every
i ∈ I , all local minimums of the function Hπi (t) are integers.
Remark 1.2.1. All paths used in this paper, such as lattice paths, and concatenations of
them, are contained in Pint.
In [13, Section 1] (see also [14, Section 1]) Littelmann introduced root operators ei :P∪
{θ} → P ∪ {θ} and fi :P ∪ {θ} → P ∪ {θ} for i ∈ I , where θ is an extra element, which
corresponds to the 0 in the theory of crystals (see [6, Section 7.2]; by convention, eiθ =
fiθ = θ for all i ∈ I ). Here we give a description of eiπ and fiπ only for π ∈ Pint (see
Remark 1.2.1; see also [20, Section 2.1] for a description of eiπ and fiπ for general
π ∈ P). Let π ∈ Pint and i ∈ I . If mπi > −1, then eiπ := θ . If mπi −1, then
(eiπ)(t) :=


π(t) if 0 t  t0,
π(t0)+ ri
(
π(t)− π(t0)
)
if t0  t  t1,
π(t) + αi if t1  t  1,
(1.2.2)
where we set
t1 := min
{
t ∈ [0,1] ∣∣Hπi (t) = mπi },{ ∣ }t0 := max t ′ ∈ [0, t1] ∣Hπi (t)mπi + 1 for all t ∈ [0, t ′] .
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(fiπ)(t) :=


π(t) if 0 t  t0,
π(t0)+ ri
(
π(t)− π(t0)
)
if t0  t  t1,
π(t)− αi if t1  t  1,
(1.2.3)
where we set
t0 := max
{
t ∈ [0,1] ∣∣Hπi (t) = mπi },
t1 := min
{
t ′ ∈ [t0,1]
∣∣Hπi (t)mπi + 1 for all t ∈ [t ′,1]}.
We know the following theorem from [14, Section 2] (for the definition of seminormal
crystals, see [7, Section 7.6]).
Theorem 1.2.2. Let B be a subset of P such that the set B ∪ {θ} is stable under the root
operators ei and fi for all i ∈ I . We define the weight map wt :B → P by wt(π) := π(1)
for π ∈ B. Then, the set B equipped with the root operators and the weight map above is a
seminormal crystal.
Remark 1.2.3. Every subset B of P used in this paper is a subset of Pint such that B ∪ {θ}
is stable under all the root operators (see also Remark 1.2.1).
1.3. Path models
Definition 1.3.1. Let V be a finite-dimensional g-module. A (finite) set B of paths is called
a path model for V , if the set B∪{θ} is stable under all the root operators, and if the formal
sum
∑
π∈B e(π(1)) is equal to the character chV of V .
Definition 1.3.2. A path π is said to be g-dominant, if Hπi (t)  0 for all t ∈ [0,1] and
i ∈ I , that is, if π(t) lies in the dominant Weyl chamber with respect to the simple coroots
hi, i ∈ I , for all t ∈ [0,1].
Theorem 1.3.3 [14, Theorem 7.1]. Let π ∈ P be a g-dominant path. Then the set B(π) ⊂ P
of all paths obtained by applying the root operators successively to π is a path model for
the finite-dimensional irreducible g-module V (π(1)) of highest weight π(1) ∈ P .
Remark 1.3.4. In fact, combining [14, Theorem 7.1] with [5, Corollary 6.4.27] or [7,
Theorem 4.1], we know that the B(π) above is isomorphic, as a crystal, to the crystal
base of the finite-dimensional irreducible (highest weight) Uq(g)-module of highest weight
π(1) ∈ P , where Uq(g) is the quantized universal enveloping algebra of g.The following theorem immediately follows from Corollary 1 in [15, Section 4].
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Then, the g-module V decomposes into a direct sum:
V =
⊕
π∈B
π: g-dominant
V
(
π(1)
)
. (1.3.1)
Fix a positive integer m ∈ Z>0. For m paths π1,π2, . . . , πm ∈ P, we define a concatena-
tion π1 ∗ π2 ∗ · · · ∗ πm ∈ P of them by (cf. [14, Section 1]):
(π1 ∗ π2 ∗ · · · ∗ πm)(t) =
k−1∑
l=1
πl(1)+ πk(mt − k + 1)
for
k − 1
m
 t  k
m
, 1 k m. (1.3.2)
For m sets B1,B2, . . . ,Bm of paths, we define
B1 ∗ B2 ∗ · · · ∗ Bm := {π1 ∗ π2 ∗ · · · ∗ πm | πk ∈ Bk for k = 1,2, . . . ,m}.
The proof of the following theorem can easily be reduced to that of [14, Lemma 2.7],
where the case m = 2 is treated.
Theorem 1.3.6. For k = 1,2, . . . ,m, let Vk be a finite-dimensional g-module, and let Bk
be a path model for Vk . Then, the set of concatenations B1 ∗ B2 ∗ · · · ∗ Bm is a path model
for the tensor product module V1 ⊗ V2 ⊗ · · · ⊗ Vm of the finite-dimensional g-modules
V1,V2, . . . , Vm.
Remark 1.3.7. In fact, we see from [14, Lemma 2.7] that the set of concatenations B1 ∗
B2 ∗ · · · ∗ Bm is isomorphic, as a crystal, to the tensor product B1 ⊗ B2 ⊗ · · · ⊗ Bm of the
crystals B1,B2, . . . ,Bm.
Combining Theorems 1.3.5 and 1.3.6, we get the next corollary.
Corollary 1.3.8. Keep the notation of Theorem 1.3.6. The tensor product g-module V1 ⊗
V2 ⊗ · · · ⊗ Vm decomposes as:
V1 ⊗ V2 ⊗ · · · ⊗ Vm =
⊕
π∈B1∗B2∗···∗Bm
π: g-dominant
V
(
π(1)
)
. (1.3.3)
1.4. Determination of g-dominant paths
As in Theorem 1.3.5 and Corollary 1.3.8, we often need to determine the g-dominant
paths in a path model for a g-module in order to get an explicit decomposition rule. Here
we give a few criteria for a path to be g-dominant.
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integral weights µ1,µ2, . . . ,µm ∈ P , where we simply write µ for the straight line tµ,
t ∈ [0,1], for an integral weight µ ∈ P . Then the path π is g-dominant if and only if
µ1 +µ2 + · · · +µk ∈ P is a dominant weight for all k = 1,2, . . . ,m.
Example 1.4.2. Assume that a path π is of the form π = π1 ∗ ν1 ∗ ν2 ∗ · · · ∗ νm for some
path π1 and integral weights ν1, ν2, . . . , νm ∈ P . Then the path π is g-dominant if and
only if π1 is g-dominant, and π1(1) + ν1 + ν2 + · · · + νk ∈ P is a dominant weight for all
k = 1,2, . . . ,m.
Example 1.4.3. Assume that a path π is of the form π = π1 ∗ π2 ∗ · · · ∗ πm for some
paths π1,π2, . . . , πm ∈ P. Set ηk := π1 ∗π2 ∗ · · · ∗πk and η′k := πk+1 ∗πk+2 ∗ · · · ∗πm for
k = 1,2, . . . ,m− 1. Then, π is g-dominant if and only if for every k = 1,2, . . . ,m− 1, the
path ηk is g-dominant, and ηk(1) + η′k(t) lies in the dominant Weyl chamber with respect
to the simple coroots hi, i ∈ I , for all t ∈ [0,1].
2. Branching rules in terms of lattice paths
2.1. Setting
From now throughout this paper, we denote by g the general linear Lie algebra
gl2n(C)(= M2n(C)), which consists of all 2n × 2n complex matrices. Let h be the Car-
tan subalgebra of g = gl2n(C) consisting of all diagonal matrices:
h = {diag(a1, a2, . . . , a2n) ∈ M2n(C) ∣∣ ap ∈ C for 1 p  2n}⊂ g. (2.1.1)
For each p = 1,2, . . . ,2n, we define εp ∈ h∗ = HomC(h,C) by:
εp(A) = ap for A = diag(a1, a2, . . . , a2n) ∈ h. (2.1.2)
For i ∈ I := {1,2, . . . ,2n− 1}, we set
xi := Ei,i+1, yi := Ei+1,i , hi := Ei,i −Ei+1,i+1, (2.1.3)
αi := εi − εi+1, (2.1.4)
where Ep,q ∈ M2n(C) for 1 p,q  2n is the elementary matrix having 1 at the (p, q)-
entry and 0 elsewhere. Let W ⊂ GL(h∗) be the Weyl group of g = gl2n(C), which is
isomorphic to the symmetric group S2n permuting εp , 1  p  2n. Denote by ri ∈ W
the simple reflection in the simple root αi for i ∈ I , which corresponds to the adjacent
transposition (i, i + 1) ∈ S2n; for each i ∈ I ,
ri(εp) =
 εi+1 if p = i,
εi if p = i + 1, (2.1.5)
εp otherwise.
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the set of all dominant weights in P . Then we have
P+ = {d1ε1 + d2ε2 + · · · + d2nε2n ∈ P | d1  d2  · · · d2n}.
A dominant integral weight λ = d1ε1 + d2ε2 + · · · + d2nε2n ∈ P+ for g = gl2n(C) is said
to be nonnegative if d2n  0. We identify such a λ ∈ P+ with the partition (d1, d2, . . . , d2n)
of length at most 2n, and also with the corresponding Young diagram, which is an array of
dots consisting of (at most) 2n left-justified rows of dots, with dp dots in the pth row for
1  p  2n. Hence we denote by Par2n the subset of P+ consisting of all nonnegative
dominant integral weights for g = gl2n(C). Namely,
Par2n = {d1ε1 + d2ε2 + · · · + d2nε2n ∈ P | d1  d2  · · · d2n  0} ⊂ P+. (2.1.6)
Also, we set
Λi := ε1 + ε2 + · · · + εi ∈ Par2n for each i ∈ I. (2.1.7)
Note that Λj(hi) = δi,j for all i, j ∈ I . For a nonnegative dominant integral weight λ ∈
Par2n for g = gl2n(C), we denote by V (λ) the finite-dimensional irreducible (highest
weight) g-module of highest weight λ.
Remark 2.1.1. The Lie subalgebra of gl2n(C) generated by {xi, hi, yi | i ∈ I } is the special
linear Lie algebra sl2n(C) := {X ∈ gl2n(C) | Tr(X) = 0}, which is a simple Lie algebra of
type A2n−1. For sl2n(C), we can take h ∩ sl2n(C) as a Cartan subalgebra and {xi, hi, yi |
i ∈ I } as the Chevalley generators. Further, the restrictions to h ∩ sl2n(C) of the αi ,
i ∈ I , are the simple roots, and those of the Λi , i ∈ I , are the fundamental weights. Since
every dominant integral weight for sl2n(C) is obtained as the restriction to h ∩ sl2n(C)
of some nonnegative dominant integral weight d1ε1 + d2ε2 + · · · + d2nε2n ∈ Par2n with
d2n = 0, we deal only with finite-dimensional irreducible (highest weight) g-modules of
nonnegative dominant integral highest weights of depth at most 2n− 1 (which still remain
irreducible as sl2n(C)-modules).
2.2. Lattice paths
Let λ ∈ Par2n be a nonnegative dominant integral weight for g = gl2n(C). A Young
tableau of shape λ is an array T obtained by replacing the nodes of the Young diagram of λ
with numbers between 1 and 2n, repetitions allowed, and the T is said to be semistandard if
the entries increase strictly down each column and weakly from left to right along each row.
Also, the weight of the Young tableau T is the element µ1ε1 + µ2ε2 + · · · + µ2nε2n ∈ P ,
where for 1  p  2n, µp equals the number of p’s in T . We denote by Tab(λ) the set
of all semistandard (Young) tableaux of shape λ. For each T ∈ Tab(λ), we define a path
πT ∈ P as follows. First, by reading the entries of the columns from top to bottom and from
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to the tableau T . For example,
T =
1 2 4
3 3
4
⇒ (4,2,3,1,3,4).
If the word is (p1,p2, . . . , pd) with 1 p1,p2, . . . , pd  2n, then we define a path πT ∈ P
by: πT = εp1 ∗ εp2 ∗ · · · ∗ εpd , where we simply write εp for the straight line tεp , t ∈ [0,1],
for 1 p  2n. For example,
T =
1 2 4
3 3
4
⇒ (4,2,3,1,3,4) ⇒ πT = ε4 ∗ ε2 ∗ ε3 ∗ ε1 ∗ ε3 ∗ ε4.
We call this πT ∈ P the lattice path of shape λ associated to the semistandard tableau
T ∈ Tab(λ). Denote by P(λ) the set of all lattice paths of shape λ:
P(λ) = {πT ∣∣ T ∈ Tab(λ)}. (2.2.1)
Note that for 0 ∈ Par2n, the set P(0) consists of a single element π0 ∈ P, where π0(t) :=
0 ∈ P for all t ∈ [0,1]. We know the following theorem from [15, Examples 1.5 and 6.2]
(see also the proof of [4, Theorem 7.3.6]).
Theorem 2.2.1. For each λ ∈ Par2n, the set P(λ) of all lattice paths of shape λ is a path
model for the finite-dimensional irreducible g-module V (λ) of highest weight λ.
Example 2.2.2. For d  1, the set P(dε1) = P(dΛ1) of all lattice paths of shape dε1 = dΛ1
is equal to the following set of concatenations of d paths:
P(dΛ1) =
{
ε
∗k2n
2n ∗ ε∗k2n−12n−1 ∗ · · · ∗ ε∗k11
∣∣ k1 + k2 + · · · + k2n = d}, (2.2.2)
where ε∗kpp denotes εp ∗ εp ∗ · · · ∗ εp (kp times) for p = 1,2, . . . ,2n, and ε∗kpp is omitted
if kp = 0.
Remark 2.2.3. Because a lattice path is a concatenation of straight lines εp ∈ P, 1 p 
2n, it can easily be checked that the P(λ) is a subset of Pint for all λ ∈ Par2n. Hence the
action of the root operators on lattice paths is given as in Section 1.2 (see Remark 1.2.3).
2.3. Fixed point subalgebra isomorphic to the symplectic Lie algebra
For the special linear Lie algebra sl2n(C) = 〈xi, hi, yi | i ∈ I 〉 ⊂ gl2n(C), there exists a
Lie algebra automorphism ω given by:ω(xi) = x2n−i , ω(yi) = y2n−i , ω(hi) = h2n−i for i ∈ I,
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A2n−1. For each i ∈ Iˆ := {1,2, . . . , n}, we set
xˆi :=
{
xi + x2n−i if i ∈ Iˆ \ {n},
xi if i = n,
yˆi :=
{
yi + y2n−i if i ∈ Iˆ \ {n},
yi if i = n,
hˆ :=
⊕
i∈Iˆ
Chˆi ⊂ h with hˆi :=
{
hi + h2n−i if i ∈ Iˆ \ {n},
hi if i = n.
It is well known that the fixed point subalgebra
gˆ := {x ∈ sl2n(C) ∣∣ ω(x) = x} (2.3.1)
under ω is the simple Lie algebra of type Cn, with xˆi , hˆi , and yˆi , i ∈ Iˆ , the Chevalley gen-
erators, and with hˆ = h ∩ gˆ a Cartan subalgebra. Note that this Lie algebra gˆ is isomorphic
to the (naturally embedded) symplectic Lie algebra
sp2n(C) :=
{
X ∈ sl2n(C)
∣∣ tXJ + JX = O}, where J :=
(
O In
−In O
)
(2.3.2)
with In the n× n identity matrix, and where tX denotes the transpose of a matrix X.
We define a surjective linear map res : h∗ (hˆ)∗ by:
res(λ) = λ|hˆ for λ ∈ h∗, (2.3.3)
and set
εˆp := res(εp) for 1 p  2n. (2.3.4)
Note that for 1 p  2n and i ∈ Iˆ = {1,2, . . . , n},
εˆp(hˆi) =


1 if p = i or 2n− i,
−1 if p = i + 1 or 2n− i + 1,
0 otherwise,
(2.3.5)
and hence
εˆp = −εˆ2n−p+1 for all 1 p  2n. (2.3.6)
Let Pˆ := ⊕
i∈Iˆ Zεˆi be the integral weight lattice for gˆ, and define αˆi ∈ Pˆ by: αˆi =
res(αi) = res(α2n−i ) for i ∈ Iˆ . Then, Πˆ := {αˆi}i∈Iˆ is the set of simple roots of gˆ. De-
note by Wˆ = 〈rˆi | i ∈ Iˆ 〉 ⊂ GL((hˆ)∗) the Weyl group of gˆ, where rˆi is the simple reflection
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i ∈ Iˆ ,
rˆi (εˆp) =


εˆp+1 if p = i or 2n− i,
εˆp−1 if p = i + 1 or 2n− i + 1,
εˆp otherwise.
(2.3.7)
We denote by Pˆ+ ⊂ Pˆ the set of all dominant integral weights for gˆ, that is,
Pˆ+ := {d1εˆ1 + d2εˆ2 + · · · + dnεˆn ∈ Pˆ | d1  d2  · · · dn  0}. (2.3.8)
Also, we set
Λˆ0 := 0, Λˆi := εˆ1 + εˆ2 + · · · + εˆi ∈ Pˆ+ for i ∈ Iˆ . (2.3.9)
Note that the Λˆi for i ∈ Iˆ is the ith fundamental weight for gˆ. For a dominant integral
weight λˆ ∈ Pˆ+ for gˆ, we denote by Vˆ (λˆ) the finite-dimensional irreducible (highest weight)
gˆ-module of highest weight λˆ.
2.4. Two embeddings of the symplectic Lie algebra into gl2n(C)
As seen in Section 2.3, we have the following embedding of Lie algebras:
gˆ ↪→ sl2n(C) ↪→ gl2n(C). (2.4.1)
By restriction, we can regard the finite-dimensional irreducible module V (λ) of highest
weight λ ∈ Par2n over g = gl2n(C) as a module over gˆ ↪→ gl2n(C). On the other hand,
there exists a natural Lie algebra embedding of the symplectic Lie algebra (of type Cn)
into g = gl2n(C):
sp2n(C) ↪→ sl2n(C) ↪→ gl2n(C), (2.4.2)
via the realization (2.3.2) of sp2n(C). So, again by restriction, we can regard V (λ) also as
a module over this sp2n(C) ↪→ gl2n(C). In this subsection, we clarify the relation between
the branching rule of V (λ) with respect to the embedding gˆ ↪→ gl2n(C) in (2.4.1) and that
with respect to the natural embedding sp2n(C) ↪→ gl2n(C) in (2.4.2).
As for the (naturally embedded) sp2n(C) above, we can take h˜ := h ∩ sp2n(C) as a
Cartan subalgebra, Ei,i −Ei+1,i+1 −En+i,n+i +En+i+1,n+i+1, 1 i  n− 1, and En,n −
E2n,2n as the simple coroots, and the restrictions to h˜ of εi − εi+1, 1 i  n − 1, and 2εn
as the simple roots. Then, the integral weight lattice is P˜ :=⊕
i∈Iˆ Zε˜i , where ε˜i := εi |h˜
for i ∈ Iˆ = {1,2, . . . , n}, and the set of all dominant integral weights is P˜+ := {d1ε˜1 +
d2ε˜2 + · · · + dnε˜n ∈ P˜ | d1  d2  · · · dn  0}. For a dominant integral weight λ˜ ∈ P˜+,
we denote by V˜ (λ˜) the finite-dimensional irreducible (highest weight) module of highest
weight λ˜ over the sp2n(C).
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of) a useful result [2, Chapter 1, Theorem 1.3] (see also [18, Section 2]). Let φ : Pˆ ∼−→P˜ be
the Z-linear isomorphism from Pˆ to P˜ given by: φ(εˆi) = ε˜i for i ∈ Iˆ . Note that φ(Pˆ+) =
P˜+.
Fact. Let a be a simple Lie algebra over C, and let f1 and f2 be two embeddings of
a into the special linear Lie algebra slm(C). Denote by ρm : slm(C) → EndC(Cm) the
defining (or natural) representation of slm(C) on Cm, and define two representations ρm ◦
f1 and ρm ◦ f2 of a on Cm as the compositions of this ρm with f1 and f2, respectively.
If these representations ρm ◦ f1 and ρm ◦ f2 are equivalent, then for every representation
π : slm(C) → EndC(V ) on a finite-dimensional vector space V over C, two representations
π ◦ f1 and π ◦ f2 of a on V are equivalent.
By means of this fact, we obtain the following proposition.
Proposition 2.4.1. Let λ ∈ Par2n be a nonnegative dominant integral weight for g =
gl2n(C), and µˆ ∈ Pˆ+ a dominant integral weight for gˆ. Then, the multiplicity of Vˆ (µˆ) in
V (λ) regarded as a gˆ-module via the embedding (2.4.1) is equal to that of V˜ (φ(µˆ)) in
V (λ) regarded as a sp2n(C)-module via the embedding (2.4.2).
Proof. In view of the fact above, it suffices to show the assertion in the case where λ =
Λ1 = ε1, and hence V (λ) = V (Λ1) is the defining (or natural) representation C2n of g =
gl2n(C). In this case, it is well known that V (Λ1) = V (ε1) = C2n, regarded as a sp2n(C)-
module by restriction, is the irreducible highest weight module of highest weight ε1|h˜ = ε˜1
for the sp2n(C) ↪→ gl2n(C). On the other hand, we can easily check that the gˆ-submodule
of V (Λ1) = V (ε1) = C2n generated by the standard basis vector t (1,0, . . . ,0) ∈ C2n is the
irreducible highest weight module of highest weight Λ1|hˆ = ε1|hˆ = εˆ1 with highest weight
vector t (1,0, . . . ,0), the dimension of which is known to be 2n. Thus, we conclude that
V (Λ1) = V (ε1) = C2n, regarded as a gˆ-module by restriction, is just the irreducible highest
weight module of highest weight εˆ1 for gˆ ↪→ gl2n(C) (see also [1, Theorem 1.1(2A)]). This
proves the proposition. 
Thus, the branching rule from g to gˆ is nothing else than the well known one from g
to the (naturally embedded) sp2n(C) above, essentially due to Littlewood [16, Appendix,
p. 295], where the branching rule is given in terms of Littlewood–Richardson coefficients.
Here we should remark that in Littlewood’s branching theorem, the depth of the highest
weight λ ∈ Par2n of V (λ) is limitted to be less than or equal to n (see [8–11,23] for a
general case).
Remark 2.4.2. Among the literature above, there is a large choice of invertible skew-
symmetric matrices J used to define an embedding of the symplectic Lie algebra (of type
Cn) into gl2n(C) explicitly as in (2.3.2). However, since all of the resulting Lie subalgebras
of gl2n(C) are conjugate under the adjoint action of the general linear group GL2n(C), we
can easily check that the branching rules from gl2n(C) to these Lie subalgebras indeed
“agree” (for example, by using Fact above).
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Denote by Pˆ the set of paths πˆ : [0,1] → R ⊗Z Pˆ for gˆ, and by eˆi (respectively, fˆi ) the
raising (respectively, lowering) root operator with respect to the simple root αˆi for i ∈ Iˆ .
For a path π ∈ P, we define a path res(π) ∈ Pˆ for gˆ by:
(
res(π)
)
(t) = res(π(t)) for t ∈ [0,1]. (2.5.1)
Thus, we obtain a map res :P → Pˆ from the set P of paths for g to the set Pˆ of paths for gˆ.
Note that for paths π1,π2, . . . , πm ∈ P, we have
res(π1 ∗ π2 ∗ · · · ∗ πm) =
(
res(π1)
) ∗ (res(π2)) ∗ · · · ∗ (res(πm)), (2.5.2)
where the concatenation (res(π1)) ∗ (res(π2)) ∗ · · · ∗ (res(πm)) of the paths (res(πk)) ∈ Pˆ,
1 k m, is defined as in (1.3.2).
For a nonnegative dominant integral weight λ ∈ Par2n for g = gl2n(C), we define Pˆ(λ)
to be the image of P(λ) under the map res :P → Pˆ, i.e.,
Pˆ(λ) := res(P(λ))⊂ Pˆ. (2.5.3)
Remark 2.5.1. Because a path contained in Pˆ(λ) is a concatenation of straight lines
εˆp ∈ Pˆ, 1  p  2n (see (2.5.2)), it can easily be checked that the Pˆ(λ) is a subset of
Pˆint, where Pˆint ⊂ Pˆ is defined in the same way as Pint ⊂ P in Section 1.2 (where we take
a finite-dimensional reductive Lie algebra g to be gˆ ∼= sp2n(C)). Hence, the root operators
eˆi , fˆi : Pˆ(λ)∪ {θ} → Pˆ ∪ {θ} for i ∈ Iˆ are given as in Section 1.2.
Lemma 2.5.2. For every λ ∈ Par2n, the map res :P(λ) → Pˆ(λ) is bijective. Therefore, the
formal sum ∑
πˆ∈Pˆ(λ) e(πˆ(1)) is equal to the character of V (λ) regarded as a gˆ-module by
restriction.
Proof. By (2.3.5) and (2.3.6), the restriction of the map res :P → Pˆ to {εp ∈ P | 1 p 
2n} gives a bijection:
{εp ∈ P | 1 p  2n}
res∼−→ {εˆp ∈ Pˆ | 1 p  2n}. (2.5.4)
Consequently, if εˆp1 ∗ εˆp2 ∗· · ·∗ εˆpd = εˆq1 ∗ εˆq2 ∗· · ·∗ εˆqd for some εp1 ∗εp2 ∗· · ·∗εpd , εq1 ∗
εq2 ∗ · · · ∗ εqd ∈ P(λ), then εpk = εqk for all 1 k  d , and hence εp1 ∗ εp2 ∗ · · · ∗ εpd =
εq1 ∗ εq2 ∗ · · · ∗ εqd , which implies the first assertion. The second assertion easily follows
from the first one and Theorem 2.2.1. 
Now, we propose the following conjecture describing how the irreducible g-module
V (λ) decomposes into irreducible components when restricted to the subalgebra gˆ, without
any limitation on the depth of the highest weight λ ∈ Par2n of V (λ).
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tion to gˆ, as follows:
V (λ) =
⊕
πˆ∈Pˆ(λ)
πˆ: gˆ-dominant
Vˆ
(
πˆ (1)
)
. (2.5.5)
Remark 2.5.4. If the set Pˆ(λ)∪{θ} is stable under the root operators eˆi and fˆi , i ∈ Iˆ , for gˆ,
then Pˆ(λ) is a path model for V (λ) regarded as a gˆ-module by restriction by Lemma 2.5.2,
and hence our conjecture above holds by virtue of Theorem 1.3.5 (see Theorem 2.6.1
below). However, in general, the set Pˆ(λ)∪ {θ} is not stable under the root operators for gˆ.
For example, assume that g = gl4(C) (i.e., n = 2), and λ = 2ε1 + 2ε2 = 2Λ2. We set
T := 2 23 3 ∈ Tab(2Λ2), and then have πT = ε2 ∗ ε3 ∗ ε2 ∗ ε3 ∈ P(2Λ2).
Then, fˆ1(res(πT )) is not contained in Pˆ(2Λ2). Indeed, it follows from the definition of
the root operator fˆ1 and (2.3.7) that fˆ1(res(πT )) = εˆ2 ∗ εˆ3 ∗ εˆ2 ∗ εˆ4. As in the proof of
Lemma 2.5.2, we see by (2.5.4) that fˆ1(res(πT )) = εˆ2 ∗ εˆ3 ∗ εˆ2 ∗ εˆ4 lies in Pˆ(2Λ2) if and
only if ε2 ∗ ε3 ∗ ε2 ∗ ε4 lies in P(2Λ2). But, it immediately follows that ε2 ∗ ε3 ∗ ε2 ∗ ε4 /∈
P(2Λ2), since
2 2
4 3 /∈ Tab(2Λ2).
Example 2.5.5. In Section 2.7 below, we will check that our conjecture holds in the case
where g = gl2n(C) and the Young diagram of λ is a rectangle, that is, λ = d(ε1 +ε2 +· · ·+
εj ) = dΛj for some d ∈ Z1 and j ∈ I , by using results of Proctor [22], Okada [21], and
Krattenthaler [12].
Example 2.5.6. Actually, we verified the conjecture also in the following cases:
(1) g = gl6(C) (i.e., n = 3) and λ = 5ε1 + 3ε2 + 2ε3.
(2) g = gl6(C) (i.e., n = 3) and λ = 4ε1 + 3ε2 + 2ε3 + ε4 + ε5.
(3) g = gl6(C) (i.e., n = 3) and λ = 4ε1 + 3ε2 + ε3 + ε4.
(4) g = gl8(C) (i.e., n = 4) and λ = 3ε1 + 2ε2 + 2ε3 + 2ε4 + ε5 + ε6 + ε7.
For case (1), we used Littlewood’s branching theorem [16, Appendix, p. 295] (see also [11,
Proposition 1.5.3]); for cases (2)–(4), we used tables on pp. 156, 157, 173 of [19].
Remark 2.5.7. If we replace P(λ) by another path model for V (λ), then the assertion of
Conjecture 2.5.3 is not necessarily valid. Indeed, assume that g = gl6(C) (i.e., n = 3) and
λ = 5ε1 +3ε2 +2ε3. Then, the g-module V (λ) decomposes, under the restriction to gˆ, into
12 irreducible gˆ-modules (see Example 2.5.6(1) and Section 2.8). Let B(π) be the path
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the following g-dominant path (see Theorem 1.3.3):
π = ε1 ∗ ε1 ∗ ε2 ∗ ε2 ∗ ε1 ∗ ε3 ∗ ε3 ∗ ε2 ∗ ε1 ∗ ε1.
Then, res(B(π)) contains exactly 13 gˆ-dominant paths. Consequently, the V (λ), regarded
as a gˆ-module by restriction, is not isomorphic to the direct sum
⊕
πˆ∈res(B(π))
πˆ: gˆ-dominant
Vˆ
(
πˆ (1)
)
of irreducible gˆ-modules.
2.6. Case of a hooked diagram
Here we prove the following theorem, and hence (see Remark 2.5.4) verify that Con-
jecture 2.5.3 holds in the case where the Young diagram of the highest weight λ ∈ Par2n
is a hook.
Theorem 2.6.1. If λ =∑jp=1 εp + dε1 = Λj + dΛ1 for some d ∈ Z0 and j ∈ I , then
the set Pˆ(λ) ∪ {θ} is stable under the root operators eˆi and fˆi , i ∈ Iˆ , for gˆ. Therefore,
Conjecture 2.5.3 holds in this case (see Remark 2.5.4).
Proof. It can easily be checked by using the definition of the root operators eˆn and fˆn,
(2.1.5), and (2.3.7) that
eˆn res(π) = res(enπ) and fˆn res(π) = res(fnπ) for π ∈ P(λ).
Hence we see from Theorem 2.2.1 that the set Pˆ(λ) ∪ {θ} is stable under eˆn and fˆn. So, it
suffices to show that the set Pˆ(λ) ∪ {θ} is stable under eˆi and fˆi for all i ∈ Iˆ \ {n}.
We see from the definitions of semistandard tableaux and lattice paths that Pˆ(λ) consists
of all paths πˆ of the form
εˆ2n ∗ · · · ∗ εˆ2n︸ ︷︷ ︸
k2n times
∗ εˆ2n−1 ∗ · · · ∗ εˆ2n−1︸ ︷︷ ︸
k2n−1 times
∗ · · · ∗ εˆ1 ∗ · · · ∗ εˆ1︸ ︷︷ ︸
k1 times
∗ εˆp1 ∗ εˆp2 ∗ · · · ∗ εˆpj (2.6.1)
satisfying the conditions:


2n∑
p=1
kp = d, kp ∈ Z0 (1 p  2n),
p1 min{p | kp = 0,1 p  2n},
(2.6.2)
1 p1 < p2 < · · · < pj  2n.
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the root operator eˆi and (2.3.5) that one of the following cases occurs:
Case (1). k2n−i+1 > 0, and eˆi changes the right-most εˆ2n−i+1 of the (εˆ2n−i+1)∗k2n−i+1 in
the path πˆ of the form (2.6.1) into εˆ2n−i .
Case (2). ki+1 > 0, and eˆi changes the right-most εˆi+1 of the (εˆi+1)∗ki+1 in the path πˆ of
the form (2.6.1) into εˆi .
Case (3). There exists k such that pk = 2n − i + 1, and eˆi changes the εˆpk = εˆ2n−i+1 in
the path πˆ of the form (2.6.1) into εˆ2n−i .
Case (4). There exists k such that pk = i + 1, and eˆi changes the εˆpk = εˆi+1 in the path πˆ
of the form (2.6.1) into εˆi .
It immediately follows from the definition of the root operator eˆi that if k2n−i =
k2n−i−1 = · · · = k1 = 0 and p1 = 2n − i + 1, then Case (1) does not occur. Consequently,
we see that in Case (1), the path eˆi πˆ is of the form (2.6.1) satisfying conditions (2.6.2),
and hence eˆi πˆ ∈ Pˆ(λ). Case (2) can be treated similarly. If we are in Case (3), then we
deduce from the definition of the root operator eˆi that pk−1 = 2n − i. Hence we see that
in Case (3), the path eˆi πˆ is contained in Pˆ(λ). Case (4) is treated similarly. Thus, we have
shown that the set Pˆ(λ)∪{θ} is stable under the root operator eˆi . The proof for fˆi is similar.
This proves the theorem. 
2.7. Case of a rectangular diagram
In this subsection, we check that Conjecture 2.5.3 holds also in the case where the
Young diagram of the highest weight λ ∈ Par2n is a rectangle, by using results of Proctor
[22], Okada [21], and Krattenthaler [12] (see also Proposition 2.4.1). Namely, we prove
the following.
Theorem 2.7.1. If λ ∈ Par2n is of the form λ = d(ε1 + ε2 + · · · + εj ) = dΛj for some
d ∈ Z1 and j ∈ I , then Conjecture 2.5.3 holds.
In order to prove Theorem 2.7.1, let us explicitly determine the set of all gˆ-dominant
paths in Pˆ(dΛj ) (see Section 1.4). We set
Tabgˆ-dom(dΛj ) :=
{
T ∈ Tab(dΛj )
∣∣ res(πT ) ∈ Pˆ(dΛj ) is gˆ-dominant}. (2.7.1)
Lemma 2.7.2. Assume that d = 1.
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vk :=
1
2
...
k
2n− k + 1
2n− k + 2
...
2n− 2k + j
for
⌈
j
2
⌉
 k  j − 1, and vj :=
1
2
...
j
, (2.7.2)
where we set
⌈
j
2
⌉
:=


j
2
if j is even,
j + 1
2
if j is odd.
Also, we have
res
(
πvk (1)
)= Λˆ2k−j for
⌈
j
2
⌉
 k  j. (2.7.3)
(2) If n + 1 j  2n − 1, then Tabgˆ-dom(Λj ) consists of all tableaux of the following
form:
wk :=
1
2
...
n − k
n + k + 1
n + k + 2
...
j + 2k
for 0 k  n−
⌈
j
2
⌉
. (2.7.4)
Also, we have
res
(
πwk (1)
)= Λˆ2n−j−2k for 0 k  n −
⌈
j
⌉
. (2.7.5)2
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T =
p1
p2
...
pj
, with 1 p1 < p2 < · · · < pj  2n,
is an element of Tabgˆ-dom(Λj ), and hence that res(πT ) = εˆp1 ∗ εˆp2 ∗ · · · ∗ εˆpj is
gˆ-dominant. It follows from Example 1.4.1 that εˆp1 ∈ Pˆ is a dominant integral weight for gˆ.
Hence we have p1 = 1 (see (2.3.6) and (2.3.8)). Assume that there exists 1  k  j − 1
such that pk+1 > k + 1 (if there is no such a k, then T = vj ). Take the minimal one among
such k’s. Then, by Example 1.4.1,
εˆp1 + εˆp2 + · · · + εˆpk + εˆpk+1 = εˆ1 + εˆ2 + · · · + εˆk + εˆpk+1
is a dominant integral weight for gˆ. Since pk+1 > k + 1, we have pk+1 = 2n − k + 1 by
(2.3.6) and (2.3.8). It follows from the definition of semistandard tableaux that pk+l 
2n − k + l for all 1  l  j − k. In particular, we have pj  2n − 2k + j . Since pj 
2n, we obtain that k 
⌈ j
2
⌉
. Now suppose that there exists 1  l  j − k − 1 such that
pk+l+1 > 2n − k + l + 1. Take the minimal one among such l’s. Then, we deduce from
(2.3.8) that
εˆp1 + εˆp2 + · · · + εˆpk + εˆpk+1 + · · · + εˆpk+l + εˆpk+l+1
= εˆ1 + εˆ2 + · · · + εˆk + εˆ2n−k+1 + · · · + εˆ2n−k+l + εˆpk+l+1
= εˆ1 + εˆ2 + · · · + εˆk − εˆk − · · · − εˆk−l+1 + εˆpk+l+1 by (2.3.6)
= εˆ1 + εˆ2 + · · · + εˆk−l + εˆpk+l+1
= εˆ1 + εˆ2 + · · · + εˆk−l − εˆ2n−pk+l+1+1 by (2.3.6)
is not a dominant integral weight for gˆ, since 2n − pk+l+1 + 1 < 2n − (2n − k + l + 1)+
1 = k − l by assumption. This contradicts the fact that res(πT ) = εˆp1 ∗ εˆp2 ∗ · · · ∗ εˆpj is
gˆ-dominant (see Example 1.4.1). Thus, we conclude that if res(πT ) is gˆ-dominant, then
T = vk for some
⌈ j
2
⌉
 k  j . Conversely, using Example 1.4.1, we can easily check that
res(πvk ) is gˆ-dominant for all
⌈ j
2
⌉
 k  j . This proves the first assertion of part (1). The
equalities res(πvk (1)) = Λˆ2k−j for
⌈ j
2
⌉
 k  j immediately follow from (2.3.6). This
proves the lemma. 
Fix d ∈ Z1 and j ∈ I . Let a1,a2, . . . ,ad be tableaux consisting of a single column of
depth j . We denote by (a1,a2, . . . ,ad) the tableau of rectangular shape whose mth column
is am for 1m d .Lemma 2.7.3. Let λ = d(ε1 + ε2 + · · · + εj ) = dΛj for some d ∈ Z1 and j ∈ I .
S. Naito, D. Sagaki / Journal of Algebra 286 (2005) 187–212 205(1) If 1 j  n, then Tabgˆ-dom(dΛj ) consists of all tableaux of the following form:
(vk1,vk2 , . . . ,vkd ), with
⌈
j
2
⌉
 kd  kd−1  · · · k1  j. (2.7.6)
(2) If n+ 1 j  2n− 1, then Tabgˆ-dom(dΛj ) consists of all tableaux of the following
form:
(wk1 ,wk2, . . . ,wkd ), with 0 k1  k2  · · · kd  n−
⌈
j
2
⌉
. (2.7.7)
Proof. We give a proof only for part (1), since the proof of part (2) is similar. We proceed
by induction on d . We have already shown the assertion for d = 1 (Lemma 2.7.2). So, we
assume that d > 1, and write T ∈ Tabgˆ-dom(dΛj ) in the form (a1,a2, . . . ,ad), where the
am is the mth column of the rectangular-shaped tableau T for 1  m  d . Then we see
that T ′ := (a2, . . . ,ad) is a semistandard tableau of shape (d − 1)Λj , and deduce from
Example 1.4.2 that T ′ ∈ Tabgˆ-dom((d − 1)Λj ). Accordingly, by the inductive assumption,
T ′ = (vk2 , . . . ,vkd ) for some
⌈ j
2
⌉
 kd  kd−1  · · ·  k2  j , and hence T is of the
following form:
T = (a1,vk2 , . . . ,vkd ).
Let us write a1 as:
a1 :=
p1
p2
...
pj
.
It follows from the definition of semistandard tableaux that pk = k for all 1  k  k2.
Hence, if k2 = j , then we have a1 = vj . So, we assume that k2 < j , and that there ex-
ists k2  k1  j − 1 such that pk1+1 > k1 + 1 (if there is no such a k1, then a1 = vj ).
Take the minimal one among such k1’s. Because res(πT ) is gˆ-dominant by assumption and
res(πT ′(1)) = Λˆ2kd−j + Λˆ2kd−1−j +· · ·+ Λˆ2k2−j by (2.7.3), we see by Example 1.4.2 that
µ := res(πT ′(1))+ εˆp1 + εˆp2 + · · · + εˆpk1 + εˆpk1+1
= res(πT ′(1))+ εˆ1 + εˆ2 + · · · + εˆk1 + εˆpk1+1
= Λˆ2kd−j + Λˆ2kd−1−j + · · · + Λˆ2k2−j + Λˆk1 + εˆpk1+1
is a dominant integral weight for gˆ. Here it follows from the inequalities2kd − j  2kd−1 − j  · · · 2k2 − j = k2 + (k2 − j) < k2  k1 (2.7.8)
206 S. Naito, D. Sagaki / Journal of Algebra 286 (2005) 187–212that µ = ∑k1p=1 dpεˆp + εˆpk1+1 for some dp ∈ Z0 (1  p  k1). Therefore, using(2.3.8) and the fact that pk1+1 > k1 + 1, we obtain that pk1+1  n + 1, and hence that
εˆpk1+1(hˆ2n−pk1+1+1) = −1 by (2.3.5). From this, we have either 2n − pk1+1 + 1 = k1, or
2n − pk1+1 + 1 = 2km − j for some 2m d , since µ is a dominant weight gˆ. But, the
latter case does not occur, since it follows from the definition of semistandard tableaux that
pk  2n− 2k2 + j  2n− 2k3 + j  · · · 2n− 2kd + j (2.7.9)
for all 1 k  j (note that the bottom entry of vkm is equal to 2n−2km+j for 2m d).
Thus we have 2n−pk1+1 +1 = k1, and so pk1+1 = 2n− k1 +1. Arguing as in the proof of
Lemma 2.7.2, we see easily that pk1+l  2n− k1 + l for all 1 l  j − k1, and hence that
k1 
⌈ j
2
⌉
. Suppose that there exists 1 l  j −k1 −1 such that pk1+l+1 > 2n−k1 + l+1.
Take the minimal one among such l’s. Then, we deduce that
µ′ := res(πT ′(1))+ εˆp1 + εˆp2 + · · · + εˆpk1 + εˆpk1+1 + · · · + εˆpk1+l + εˆpk1+l+1
= Λˆ2k2−j + Λˆ2k3−j + · · · + Λˆ2kd−j
+ εˆ1 + εˆ2 + · · · + εˆk1 + εˆ2n−k1+1 + · · · + εˆ2n−k1+l + εˆpk1+l+1
= Λˆ2k2−j + Λˆ2k3−j + · · · + Λˆ2kd−j
+ εˆ1 + εˆ2 + · · · + εˆk1 − εˆk1 − · · · − εˆk1−l+1 + εˆpk1+l+1 by (2.3.6)
= Λˆ2k2−j + Λˆ2k3−j + · · · + Λˆ2kd−j + Λˆk1−l + εˆpk1+l+1
= Λˆ2k2−j + Λˆ2k3−j + · · · + Λˆ2kd−j + Λˆk1−l − εˆ2n−pk1+l+1+1 by (2.3.6).
Note that µ′ ∈ Pˆ is dominant, since res(πT ) is gˆ-dominant (see Example 1.4.2). Here,
because pk1+l+1 > 2n− k1 + l + 1 by the definition of the l, we have
q := 2n− pk1+l+1 + 1 < 2n− (2n− k1 + l + 1)+ 1 = k1 − l  n,
and hence εˆq (hˆq) = −1 by (2.3.5). Consequently, we deduce that q = 2km − j for some
2m d , which contradicts (2.7.9). Hence we obtain that a1 = vk1 . Thus, we conclude
that if res(πT ) is gˆ-dominant, then T is of the form (2.7.6). Conversely, we can easily check
that if T is of the form (2.7.6), then res(πT ) is gˆ-dominant. This proves part (1). 
Proof of Theorem 2.7.1. As in the proofs of the lemmas above, we consider only the case
where 1 j  n. Let T = (vk1,vk2 , . . . ,vkd ) ∈ Tabgˆ-dom(dΛj ). Then, by (2.7.3), we have
(
res(πT )
)
(1) = Λˆ2k1−j + Λˆ2k2−j + · · · + Λˆ2kd−j . (2.7.10)Therefore, by Lemma 2.7.3, we obtain that
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πˆ∈Pˆ(dΛj )
πˆ: gˆ-dominant
Vˆ
(
πˆ(1)
)= ⊕
⌈ j
2
⌉kdkd−1···k1j
Vˆ (Λˆ2k1−j + Λˆ2k2−j + · · · + Λˆ2kd−j ).
(2.7.11)
On the other hand, by using descriptions of the (multiplicity-free) branching rule from
gl2n(C) to the (naturally embedded) sp2n(C), due to Proctor [22, Lemma 4], Okada [21,
Theorem 2,6], and Krattenthaler [12, Theorem 1], together with Proposition 2.4.1, we can
show that the right-hand side of (2.7.11) is nothing else than the irreducible decomposition
of V (dΛj ) regarded as a gˆ-module by restriction. Thus we have completed the proof of
Theorem 2.7.1. 
2.8. Some other cases
Assume that g = gl6(C) (i.e., n = 3), and λ = 5ε1 + 3ε2 + 2ε3 (Example 2.5.6(1)).
Then, using the criterion of Example 1.4.1, we conclude that Tabgˆ-dom(λ) consists of the
12 tableaux listed on Table 1. By using Littlewood’s branching theorem [16, Appendix,
p. 295] (see also [11, Proposition 1.5.3]) together with Proposition 2.4.1, we can check
that Conjecture 2.5.3 holds also in this case.
Now, let us give another example, where the depth of the highest weight λ is greater
than n = 3, and where the branching rule is not multiplicity-free. Assume that g = gl6(C)
(i.e., n = 3), and λ = 4ε1 +3ε2 +2ε3 + ε4 + ε5 (Example 2.5.6(2)). Then we conclude that
Tabgˆ-dom(λ) consists of the 14 tableaux listed on Table 2.
Table 1
Semistandard tableau Weight for gˆ Semistandard tableau Weight for gˆ
1 1 1 1 1
2 2 2
3 3
2Λˆ1 + Λˆ2 + 2Λˆ3
1 1 1 1 1
2 2 2
3 5
3Λˆ1 + Λˆ2 + Λˆ3
1 1 1 1 1
2 2 2
5 5
4Λˆ1 + Λˆ2
1 1 1 1 1
2 2 2
3 6
Λˆ1 + 2Λˆ2 + Λˆ3
1 1 1 1 1
2 2 2
5 6
2Λˆ1 + 2Λˆ2
1 1 1 1 1
2 2 2
6 6
3Λˆ2
1 1 1 1 1
2 2 6
3 3
2Λˆ1 + 2Λˆ3
1 1 1 1 1
2 2 6
3 5
3Λˆ1 + Λˆ3
1 1 1 1 1
2 2 6
5 5
4Λˆ1
1 1 1 1 1
2 2 6
3 6
Λˆ1 + Λˆ2 + Λˆ3
1 1 1 1 1
2 2 6
5 6
2Λˆ1 + Λˆ2
1 1 1 1 1
2 2 6
6 6
2Λˆ2
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Semistandard tableau Weight for gˆ Semistandard tableau Weight for gˆ
1 1 1 1
2 2 2
3 3
4
5
2Λˆ1 + Λˆ2 + Λˆ3
1 1 1 1
2 2 2
3 3
4
6
2Λˆ2 + Λˆ3
1 1 1 1
2 2 2
3 3
5
6
Λˆ1 + 2Λˆ3
1 1 1 1
2 2 2
3 5
4
5
3Λˆ1 + Λˆ2
1 1 1 1
2 2 2
3 5
4
6
Λˆ1 + 2Λˆ2
1 1 1 1
2 2 2
3 5
5
6
2Λˆ1 + Λˆ3
1 1 1 1
2 2 2
3 6
4
5
Λˆ1 + 2Λˆ2
1 1 1 1
2 2 2
3 6
5
6
Λˆ2 + Λˆ3
1 1 1 1
2 2 6
3 3
4
5
2Λˆ1 + Λˆ3
1 1 1 1
2 2 6
3 3
4
6
Λˆ2 + Λˆ3
1 1 1 1
2 2 6
3 5
4
5
3Λˆ1
1 1 1 1
2 2 6
3 5
4
6
Λˆ1 + Λˆ2
1 1 1 1
2 2 6
3 6
4
5
Λˆ1 + Λˆ2
1 1 1 1
2 2 6
3 6
5
6
Λˆ3
By using a table on p. 156 of [19], we can check that Conjecture 2.5.3 holds also in this
case.
3. Description of the branching coefficients in terms of gˆ-dominant paths via the
inverse Kostka matrix
For a nonnegative dominant integral weight λ = d1ε1 + d2ε2 + · · · + d2nε2n ∈ Par2n,
we define a representation S(λ) of the general linear Lie algebra g = gl2n(C) by:( ) ( ) ( )S(λ) = Sd2n C2n ⊗ Sd2n−1 C2n ⊗ · · · ⊗ Sd1 C2n , (3.1)
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C
2n of g = gl2n(C) for d ∈ Z0. Note that the g-module Sd(C2n) is isomorphic to
the irreducible (highest weight) g-module V (dε1) of highest weight dε1 for d ∈ Z0.
Hence the set P(dε1) of all lattice paths of shape dε1 is a path model for the g-module
Sd(C2n) ∼= V (dε1) for each d ∈ Z0 (see Example 2.2.2). Consequently, we know from
Theorem 1.3.6 that
P
(
S(λ)
) := P(d2nε1) ∗ P(d2n−1ε1) ∗ · · · ∗ P(d1ε1) (3.2)
is a path model for the g-module S(λ) with λ = d1ε1 + d2ε2 + · · · + d2nε2n ∈ Par2n.
Proposition 3.1. Let λ = d1ε1 + d2ε2 + · · · + d2nε2n ∈ Par2n, and regard S(λ) as a gˆ-
module by restriction. We define
Pˆ
(
S(λ)
) := res(P(S(λ)))= Pˆ(d2nε1) ∗ Pˆ(d2n−1ε1) ∗ · · · ∗ Pˆ(d1ε1). (3.3)
Then, the set Pˆ(S(λ)) is a path model for the gˆ-module S(λ). Hence the irreducible decom-
position of S(λ) as a gˆ-module is given by:
S(λ) =
⊕
πˆ∈Pˆ(S(λ))
πˆ: gˆ-dominant
Vˆ
(
πˆ (1)
)
. (3.4)
Proof. First we note that for d ∈ Z0, the set Pˆ(dε1) = res(P(dε1)) is a path model for
the gˆ-module V (dε1) by Theorem 2.6.1 (together with Remark 2.5.4). Since Sd(C2n) is
isomorphic to V (dε1) also as a gˆ-module, Pˆ(dε1) is a path model for the gˆ-module Sd(C2n)
for d ∈ Z0. Therefore, we deduce from Theorem 1.3.6 that Pˆ(S(λ)) defined in (3.3) is a
path model for S(λ) regarded as a gˆ-module by restriction. Now, the branching rule (3.4)
immediately follows from Theorem 1.3.5 and the fact that Pˆ(S(λ)) is a path model for the
gˆ-module S(λ). 
For λ ∈ Par2n and µˆ ∈ Pˆ+, we define Mλ,µˆ ∈ Z0 to be the number of gˆ-dominant
paths πˆ in Pˆ(S(λ)) such that πˆ(1) = µˆ. By the branching rule (3.4), we see that the number
Mλ,µˆ is equal to the multiplicity of Vˆ (µˆ) in S(λ), regarded as a gˆ-module by restriction.
Namely, we have
Mλ,µˆ := #
{
πˆ ∈ Pˆ(S(λ)) ∣∣ πˆ is gˆ-dominant, and πˆ (1) = µˆ}
= the multiplicity of Vˆ (µˆ) in S(λ). (3.5)
Fix d ∈ Z0, and let Γd ⊂ Par2n be the set of all nonnegative dominant integral weights
λ =∑2np=1 dpεp such that ∑2np=1 dp = d . We enumerate the elements of Γd in such a way
thatΓd = {λ1, λ2, . . . , λN }, λ1 ≺ λ2 ≺ · · · ≺ λN, (3.6)
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for λ,µ ∈ Γd with λ = ∑2np=1 dpεp and µ = ∑2np=1 d ′pεp , we define λ ≺ µ if the first
nonvanishing difference d ′p − dp is positive.
The following fact is well known (see, for example, [3, Section 6.2, (6.26)]).
Fact. For each λk ∈ Γd , the g-module S(λk) decomposes into irreducible components as
follows:
S(λk) = V (λk) ⊕
N⊕
l=k+1
V (λl)
⊕Kλl ,λk . (3.7)
Here, the integer Kλ,µ is a Kostka number, i.e., Kλ,µ is equal to the dimension of the
µ-weight space in V (λ), or equivalently, Kλ,µ is equal to the number of semistandard
tableaux of shape λ and weight µ.
For λ ∈ Par2n and µˆ ∈ Pˆ+, we define mλ,µˆ to be the multiplicity of Vˆ (µˆ) in V (λ),
regarded as a gˆ-module by restriction. Then we deduce that for 1 k N ,
the multiplicity of Vˆ (µˆ) in S(λk)
= the multiplicity of Vˆ (µˆ) in V (λk) ⊕
N⊕
l=k+1
V (λl)
⊕Kλl ,λk by (3.7)
= mλk,µˆ +
N∑
l=k+1
Kλl,λkmλl,µˆ.
Combining this with (3.5), we conclude that for 1 k N ,
Mλk,µˆ = mλk,µˆ +
N∑
l=k+1
Kλl,λkmλl,µˆ. (3.8)
Thus we have established the following theorem.
Theorem 3.2. Keep the notation above. We have


Mλ1,µˆ
Mλ2,µˆ
...
MλN−1,µˆ


=


1 Kλ2,λ1 Kλ3,λ1 · · · KλN,λ1
0 1 Kλ3,λ2 · · · KλN,λ2
...
. . .
. . .
. . .
...
...
. . . 1 KλN,λN−1




mλ1,µˆ
mλ2,µˆ
...
mλN−1,µˆ


. (3.9)MλN,µˆ 0 · · · · · · 0 1 mλN,µˆ
S. Naito, D. Sagaki / Journal of Algebra 286 (2005) 187–212 211Remark 3.3. By using the criteria in Section 1.4, we can explicitly compute the number
Mλ,µˆ if λ ∈ P+ and µˆ ∈ Pˆ+ are given. Also, we have several methods for computing
the Kostka numbers Kλj ,λi , 1  i, j  N (e.g., see Examples in [17, Chapter 1, Sec-
tion 6]). Thus, by multiplying both sides of (3.9) by the inverse of the (Kostka) matrix
(Kλj ,λi )1i,jN , we obtain the multiplicities mλi,µˆ, 1 i N .
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