The formation of lee wakes and vortices is explored in the context of stratified flow with uniform basic-state wind and stability past elongated free-slip ridges.
Introduction
Significant attention has been devoted in the last decade to the study of lee-wake and vortex formation in stratified flow past isolated topographic obstacles. This effort has been motivated in large part by indications that the process of wake formation in stratified flow may be fundamentally different from that occurring in homogenous flows at high Reynolds number. In homogenous flow the vorticity of the wake is produced in the viscous boundary layer at the surface of the obstacle and shed into the interior of the fluid through the process of boundary-layer separation. That wakes in stratified flow might form in the absence of boundary-layer separation was first explored in a seminal study by Smolarkiewicz and Rotunno (1989, hereafter SR89) . SR89 conducted a series of numerical simulations of stratified flow past topographic obstacles and found that realistic wakes and vortices formed even when a free-slip con-dition was applied at the obstacle surface. The free-slip condition eliminates the viscous boundary layer so that the simulated vortices of SR89 are clearly not due to boundary-layer separation. Similar indications have been provided by numerical modeling studies of observed wakes in the atmosphere; such studies show that neglecting or reducing surface friction often results in intensification rather than weakening of the simulated vortices (see discussion in Wilczak and Christian 1990) . The idea that atmospheric wakes may form independent of boundary layer separation has stimulated several theoretical efforts attempting to explain the process of wake and vortex formation in free-slip stratified flows.
SR89 considered the idealized case of flow with uniform basic wind and stability past an axisymmetric topographic barrier. The authors proposed that the vertical vorticity of their simulated wakes and vortices derives from the baroclinic generation and tilting of vorticity in the three-dimensional gravity wave generated by the obstacle. To support their argument, SR89 considered a perturbation analysis of steady nondissipative flow past an obstacle of small nondimensional height ⑀ ϭ Nh 0 /u 0 (N is the base-state buoyancy frequency; u 0 is the base-state wind speed; and h 0 is the maximum height of the obstacle). Using the linear mountain wave solution of Smith (1980) , SR89 showed that baroclinically VOLUME 
J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S generated O(⑀) horizontal vorticity is tilted into the vertical by the O(⑀) vertical velocity to produce a couplet of vertical vorticity over the lee slope at O(⑀
2 ). The sign of this couplet was shown to be consistent with the observed circulations in the numerically simulated vortices. It was then assumed that this O(⑀ 2 ) couplet of vertical vorticity implies an O(⑀ 2 ) tendency to reverse the flow over the central part of the lee slope, thereby contributing to the formation of recirculating lee vortices.
SR89's basic argument involving baroclinic generation and tilting has been extended or modified in a number of subsequent studies (Crook et al. 1990 , hereafter CCM90; Rotunno and Smolarkiewicz 1991, hereafter RS91; Davies-Jones 2000) to better account for nonlinear processes and time dependence. The need to consider highly nonlinear effects was particularly emphasized by CCM90. CCM90 considered numerical simulations of flow past an axisymmetric obstacle and noted that at small or moderate ⑀ the fluid between the vortex centers over the lee slope is always accelerated. Only with the onset of wave breaking and a consequent increase in nonlinearity did the authors' simulations produce reversal of the lee-slope flow. This led CCM90 to question the ability of small-amplitude theory to account for the formation of lee vortices. Instead, CCM90 proposed that wave breaking leads to lee-vortex formation by inducing strong downward motion in the lee of the obstacle, thereby amplifying the tilting of baroclinically generated horizontal vorticity in the mountain wave. Note that in this respect the theories of SR89, CCM90, RS91, and Davies-Jones (2000) are all fundamentally similar: each attributes the vertical vorticity of the wake to the tilting of baroclinically generated horizontal vorticity by the vertical motion field in the lee of the obstacle.
A rather different description of wake and vortex formation based on shallow-water theory has been considered in some detail by Schär and Smith (1993, hereafter SS93) . SS93 showed that in shallow-water flow, lee wakes and vortices may form as a result of vorticity and potential vorticity (PV) generation in hydraulic jumps. The restriction to shallow-water dynamics is intended as a first approximation to real atmospheric flows with distinct elevated inversions; indeed, the shallow-water model appears to provide a reasonable description of observed wakes in such flows (Smith and Grubišić 1993) . Nonetheless, the implications of these results for more general flows without distinct inversions have remained uncertain. A particular limitation of the shallowwater approach is that in conventional shallow-water theory the flow in the infinitesimally thin region of the jump is left unspecified. As a result, the mechanisms of vorticity and PV generation are also left unspecified. The shallow-water analysis thus predicts the production of PV in the jump but provides no conceptual model to explain how air particles acquire vorticity and PV.
The present two-part study extends and, to some extent, synthesizes the results of SR89 and SS93 through the identification of fully finite-amplitude effects contributing to lee-vortex formation in free-slip stratified flows. Here, in Part I, we compare weakly nonlinear [i.e., valid through O(⑀ 2 )] semianalytic calculations and fully nonlinear numerical simulations in an effort to highlight the nonlinear processes leading to vortex development. The following section gives the experimental setup and briefly describes the numerical and semianalytic models. In section 3 the weakly nonlinear model is used to revisit the small-amplitude inviscid theory of SR89. It is shown that while the weakly nonlinear steady-state solution does reveal a couplet of vertical vorticity over the obstacle at O(⑀ 2 ), the associated O(⑀ 2 ) velocity fields do not suggest the low-level flow reversal characteristic of developing lee vortices. The small-amplitude results thus demonstrate that a tendency to reverse the flow over the lee slope cannot be deduced from the vertical vorticity alone-the horizontal vorticity and boundary conditions must also be considered.
Given that the weakly nonlinear inviscid model fails to predict recirculating vortices, the dynamics of lee vortex formation must be fundamentally dependent on either finite-amplitude processes or dissipative effects or both. Section 4 compares the small-amplitude results of section 3 with fully nonlinear numerical simulations. We consider the particular case of a moderate-Reynoldsnumber flow in which the viscosity and thermal diffusivity are large enough to prevent the development of small-scale turbulence; this model is adopted as the simplest context in which to analyze wake formation in stratified flow. Flow reversal and vortex formation in the nonlinear viscous simulations are found to be closely tied to the dynamics of a hydraulic-jump-like structure downstream of the obstacle. The resulting low-level flow is similar in many respects to the shallow-water calculations of SS93. Conclusions for Part I are given in section 5.
Part II of this study (Epifanio and Durran 2002) presents a detailed investigation into the mechanisms of vorticity and PV production in the nonlinear viscous wake. There it is shown that the vertical vorticity of the wake does in fact have its origins in the baroclinic generation and tilting mechanism of SR89. However, the vertical vorticity produced through tilting is relatively weak. The role of the hydraulic jump is then to amplify this vorticity through stretching as fluid particles pass through the jump, thereby producing the pronounced vertical vorticity anomalies of the wake.
Model descriptions a. Experimental setup
We consider free-slip, nonrotating, compressible Boussinesq flow as described by 
Here ␤ Ն 1 is the horizontal aspect ratio defined as the ratio of y to x length scales for the topography. Note that for ␤ Ͼ 1 a uniform height section appears in the ridge interior. In all computations we set N ϭ 0.012 s Ϫ1 , u 0 ϭ 8 m s Ϫ1 , and a ϭ 10 km. The resulting flow is nearly hydrostatic, with vertical aspect ratio ␦ ϭ u 0 /Na ϭ 0.067, and essentially incompressible, with Mach number Ma ϭ u 0 /c s ϭ 0.024. We fix the aspect ratio at ␤ ϭ 5. With ␦, Ma, and ␤ specified, the set of control parameters reduces to the nondimensional mountain height (or nonlinearity parameter) ⑀ ϭ Nh 0 /u 0 and a Reynolds number describing the importance of viscosity and thermal diffusion. Here we define Re ϭ u 0 h 0 /K M so as to be consistent with most previous laboratory studies (see, e.g., Baines 1995, p. 230) ; the numerically simulated ⑀ ϭ 1.8 case considered in section 4 then has Re ϭ 120. [For comparison, Rotunno et al. (1999) 
b. Weakly nonlinear semianalytic model
The linear and weakly nonlinear semianalytic models considered in section 3 represent the first and second terms in a perturbation solution of the inviscid, adiabatic, steady-state versions of (1)-(3) in the limit of small ⑀. The models are implemented using fast Fourier transforms (FFTs) on a large horizontally periodic domain. A brief description of the models including scale analysis is given in Epifanio and Durran (2001) . Details of the weakly nonlinear model and verifications are provided in Epifanio (1999) . Here we outline the semianalytic solution technique.
Under the assumption of small ⑀, the disturbance fields are expanded as
etc., where it is understood that u
, and so forth. The expanded variables are substituted into the steady, inviscid, and adiabatic versions of (1)-(3) and terms of like power in ⑀ are grouped. The resulting O(⑀) system is equivalent to the linearized equations of Smith (1980) , and solutions for the O(⑀) flow fields and their spatial derivatives are obtained using the FFT method described there. The O(⑀ 2 ) system takes the form
0 ‫ץ‬x ‫ץ‬y
0 w ‫ץ‬x ‫ץ‬z
with lower boundary condition
The nonlinear forcing terms include the lower boundary correction VOLUME 59 → ϱ. Equations (8)- (12) then reduce to a single equation for w (2) , which may be Fourier transformed in x and y to yield
2 2 u k 0 and the nonlinear forcing is given by
0 w
Localized three-dimensional disturbances in a Boussinesq atmosphere decay in amplitude with height due to the horizontal dispersion of wave energy. As a result, the nonlinear forcing functions in (8)-(12) vanish in the limit z → ϱ. In practice the forcing functions must be neglected above some large but finite height zЈ, and we thus set F (z) ϭ 0 in (16) for z Ͼ zЈ. The height zЈ must be chosen sufficiently large that nonlinear interactions above zЈ have an insignificant impact on the solution below. For the ␤ ϭ 5 case discussed in section 3, it was found adequate to neglect the nonlinear forcings above NzЈ/u 0 ϭ 20.3 (i.e., zЈ ഠ 10, where ϭ 2u 0 /N is the vertical wavelength for two-dimensional hydrostatic waves). A radiation condition is then applied to ensure that all waves above zЈ have upward energy propagation. For u 0 | k | Ͻ N, the solution to (16) satisfying (13) and the radiation condition for z Ͼ zЈ can be written in the form (see appendix for derivation)
where
and where the sign of m is chosen such that m ϭ (m 2 )
an exponential decay condition is applied for z Ͼ zЈ and solutions to (16) take the form of (19) and (20) with m replaced by i␥, where ␥ ϭ (Ϫm 2 ) 1/2 . Given F (k, l, z), the integrals in (20) (and those in the similar u 0 | k | Ͼ N case) are evaluated numerically for each k and l, and the results are used in (19) to obtain w (2) (k, l, z) . Having solved for w (2) , the remaining fields (k, l, z) , and b (2) (k, l, z) are obtained through polarization relations derived from (8)- (12), as done for the O(⑀) solution (see, e.g., Gill 1982, section 8.4) . Polarization relations for all spatial gradients are obtained similarly. Inverse Fourier transformation at fixed z then gives the O(⑀ 2 ) flow fields and their spatial derivatives.
As noted by Smith (1980) , the vertical wavenumber m approaches infinity as k/l → 0. As a result, the integrals in (20) 1 To avoid the singularities we simply neglect modes for which m Ͼ 7N/u 0 , effectively truncating the Fourier integrals at small k/l. Note that those modes for which k/l is small have negligible vertical group velocity, and their energy propagates primarily downstream as a result of advection by the basic flow (see Smith 1980) . As such, the neglected modes are unlikely to contribute significantly to the solution directly over the obstacle, where the disturbance is dominated by modes with substantial vertical energy propagation. 
c. Numerical model
The numerical experiments in section 4 were conducted using a three-dimensional version of the non-1 To achieve sufficient accuracy in the O(⑀ 2 ) solutions, it was found necessary to use unusually large horizontal domain sizes. For example, the calculations of section 3 employed a horizontal domain of 270a ϫ 270a. It is possible that the use of such large domains helps to resolve the rapid oscillations of the integrand in the fast Fourier inversion integrals by adding more modes at small k.
hydrostatic model described by Durran and Klemp (1983) as modified to solve the compressible-Boussinesq system (1)-(3). The solutions are computed in a terrain-following coordinate system with vertical coordinate The linear radiation condition of Klemp and Durran (1983) and Bougeault (1983) as modified for local evaluation by Durran (1999, section 8.3 ) is used at the upper boundary. A radiation condition with fixed-speed phase propagation is applied to normal velocities at the horizontal boundaries (Klemp and Lilly 1978) . Approximate free-slip and thermal insulation conditions are applied by setting T 13 , T 23 , and B 3 to zero at the lower boundary under the assumption of topography with small slope. 2 The flow is initiated from rest by gradually accelerating the basic wind over the time interval Ϫ4 Յ u 0 t/a Յ 0.
To remove high-wavenumber numerical noise and maintain numerical stability we add weak fourth-derivative filters of the form to the right-hand sides of (1) and (2), respectively. The derivatives in (22) are taken at constant ␥. The coefficient ␣ is set so that the effective Reynolds number of the first of (22) is u 0 a 3 /␣ ϭ 10 000. The influence of the filters is then significantly weaker than the effects of viscosity and thermal conduction at the resolved scales of motion. However, the relative importance of the filters increases rapidly with decreasing scale. As a result, the filter terms are of the same order in magnitude as (but still smaller than) the viscous and thermal conduction terms in the hydraulic jump downstream of the obstacle (as briefly discussed in section 5 of Part II). A comparison simulation with u 0 a 3 /␣ ϭ 20 000 produced nearly identical results confirming that the filters have negligible impact on the dynamics of interest. However, the Lagrangian diagnostic computations in Part II were slightly degraded by short-wavelength noise when using the smaller value of ␣.
The horizontal extent of the model domain is given by Ϫ12a Յ x Յ 18a, | y | Յ (9 ϩ ␤)a with ⌬x ϭ ⌬y ϭ 0.125a. The vertical grid spacing is N⌬z/u 0 ϭ 0.031 at the lower boundary and increases geometrically with 2 The true free-slip condition is n ϫ (T · n) ϭ 0, where T is the viscous stress tensor (4) and n the unit normal to the boundary. Scale analysis of the true condition suggests that the approximate condition applied here is valid as long as (h 0 /a) 2 K 1. In the present case h 0 / a ϭ 0.12 so that the approximation is warranted. Similar considerations apply to the thermal insulation condition n j B j ϭ 0. height with stretching factor 1.022 until reaching a maximum of N⌬z/u 0 ϭ 0.119 near the upper boundary. The domain depth is Nz T /u 0 ϭ 4.28. Both the vertical and horizontal extent of the domain are sufficient to minimize boundary sensitivities for the short time integrations considered here. The model employs a time-splitting technique to stably integrate terms associated with acoustic propagation on a small time step ⌬t s while advancing the remaining terms on a larger step ⌬t. In all simulations u 0 ⌬t/a ϭ 0.0056 and u 0 ⌬t s /a ϭ 0.0056/3.
Weakly nonlinear inviscid theory
For steady and inviscid flow, the vorticity equation given by the curl of (1) is
where ϭ (, , ) is the vorticity, k is the vertical unit vector, and where the second term on the right is the Boussinesq approximation to the baroclinicity vector. In this section we use the weakly nonlinear semianalytic model to obtain solutions to (23) and the steady-state, nondissipative versions of (1)- (3) through O(⑀ 2 ). The basic state and topography are as given in section 2a.
a. Analysis
The O(⑀) approximation to the vorticity equation (23) is given by (1) (1) (1) (1)
According to (24) the O(⑀) wave field features baroclinically generated horizontal vorticity but is free of vertical vorticity. To obtain a first approximation to we consider the O(⑀ 2 ) equation
‫ץ‬ ‫ץ‬w ‫ץ‬w
0 ‫ץ‬x ‫ץ‬x ‫ץ‬y which shows that vertical vorticity is produced at second order through tilting of the baroclinically produced horizontal vorticity. Equations (24), (25), and the O(⑀) version of (2) may be combined to form the second-order PV equation
‫ץ‬ ‫ץ‬b ‫ץ‬b upstream PV, the vorticity must everywhere remain tangent to isentropic surfaces (i.e., surfaces of constant b ϩ b 0 ). SR89 use (27) to infer the O(⑀ 2 ) pattern of vertical vorticity associated with the O(⑀) solution of Smith (1980) . An equivalent computation is shown in Fig. 1 for a ridge with ␤ ϭ 5. Figures 1a and 1d show the buoyancy b
(1) and horizontal vorticity ( (1) implying that at O(⑀ 2 ) the vectors tilt upward on the right (viewed from upstream) and downward on the left so as to remain tangent to the sloping isentropic surface. The resulting (2) field as diagnosed from (27) is shown in Figs. 1b and 1e .
According to SR89 the O(⑀ 2 ) vertical vorticity shown in Figs. 1b and 1e implies negative u (2) in the region between the vortex centers and thus suggests a tendency to reverse the flow above the lee slope at large mountain heights. However, it is important to note that the vertical vorticity alone does not determine the second-order flow field. Figures 1c and 1f show the O(⑀ 2 ) horizontal velocity vectors (u (2) , (2) ) as computed by the weakly nonlinear semianalytic model at the heights considered in Figs. 1b and 1e . The figures clearly reveal a net circulation of the O(⑀ 2 ) flow around the centers of vertical vorticity. Nonetheless, note that u (2) is in fact positive above the lee slope. Figure 2b shows u (2) in cross section along the centerline y ϭ 0 and reveals accelerated flow at low levels downstream of the crest where reversed flow typically occurs in numerically simulated lee vortices. The sum u (1) ϩ u (2) displayed for the case ⑀ ϭ 0.5 in Fig. 2a Consideration of the cross-stream vorticity also suggests the inadequacy of the weakly nonlinear inviscid description. Scaling dependent and independent var-iables as in Epifanio and Durran [2001;  see also Smith and Grønås (1993) ], the cross-stream vorticity may be written as
‫ץ‬ẑ ‫ץ‬x where hats denote nondimensional variables taken to be of order unity. For nearly hydrostatic disturbances (i.e., small ␦) the cross-stream vorticity is given to a good approximation by ‫ץ‬u/‫ץ‬z. Numerical simulations of nearly hydrostatic flow show that as the height of a topographic obstacle is increased, leeside stagnation and flow reversal at steady state occur first at the lower boundary (Rotunno et al. 1999, hereafter RGS99) . The leeside flow also reverses first at the lower boundary in the initial value problem of flow started implusively from rest past a large topographic obstacle (RS91). 3 Reversal of the surface flow implies that developing vortices are characterized by a region of negative u Ϫ u 0 and positive ഠ ‫ץ‬u/‫ץ‬z. However, this pattern is not seen above or downstream of the lee slope in the weakly nonlinear solution. Figures 2b and 2d show that in the lee of the obstacle, (2) ഠ ‫ץ‬u (2) /‫ץ‬z is positive only immediately above the lee slope where u (2) shows the flow to be accelerated. Indeed, farther aloft and farther downstream the negative values of (2) suggest the steepening of the mountain wave rather than the formation of vortices at the surface. Comparison of Figs. 2a and 2c shows that similar arguments hold for u (1) ϩ u (2) and (1) ϩ (2) .
b. Discussion
The weakly nonlinear description of lee vortices has been previously criticized by CCM90. CCM90 showed that in numerical simulations of flow past obstacles at small or moderate ⑀ the net flow between the centers of vertical vorticity is actually accelerated. However, in their simulations the authors were unable to differentiate between O(⑀) and O(⑀ 2 ) contributions to the net flow; the observed acceleration of the flow between the vor-3 CCM90 propose a distinctly different process of lee-vortex formation in the case where ⑀ is increased gradually by decelerating the basic wind. The authors assert that, as u 0 is decreased, the flow reverses first aloft and that this region of flow reversal then descends to the surface in a time-dependent fashion. However, the evidence presented to support this conclusion is ambiguous. In their Fig. 7 an incipient region of decelerated surface flow is already evident in the lee of the obstacle even at the first time for which flow reversal occurs aloft (t ϭ 1000 min); this decelerated surface flow is clearly distinct from the reversed flow in the breaking wave. Similarly, their Fig. 7c shows the flow to be nearly stagnant at the lower boundary-and perhaps even reversed as the zero contour is omitted-even though the reversed flow associated with wave breaking remains well aloft. It thus seems appropriate to conclude that there are separate regions of decelerated flow aloft and at the surface and that these regions in some sense merge as u 0 is decreased and the vertical scale contracts. We argue that it is the region of flow deceleration at the surface that is relevant to lee-vortex formation. tices was thus attributed to the known accelerative tendency at O(⑀) (as derived by Smith 1980) while the contribution at O(⑀ 2 ) was left unspecified. As such, the comments of CCM90 do not explicitly address whether the second-order theory at least qualitatively predicts a tendency to form lee vortices at O(⑀ 2 ). Here we offer a more fundamental criticism of the small-amplitude analysis. The present results show that, even at O(⑀ 2 ), the weakly nonlinear inviscid theory does not predict flow fields that are consistent with the lee-vortex circulations observed in previous nonlinear numerical experiments. Finite-amplitude and/or dissipative effects must therefore play an essential role in producing even the qualitative sense of these observed circulations.
Nonlinear viscous flow morphology
In this section we consider the basic morphology of wakes and vortices in viscous and thermally diffusive laminar flow and compare the results to the weakly nonlinear calculations of the previous section.
a. The viscous model: General comments
As is typical in problems of geophysical interest, the most energetic scales of motion in atmospheric flow over orography are many orders of magnitude larger than the scales at which energy is removed by viscous dissipation. This broad range of relevant scales renders the true direct numerical simulation of such flows a practical impossibility for at least the foreseeable future. Indeed, most simulations of flow over three-dimensional orography to date have been limited to grid spacings that accurately resolve only the most energetic largescale motions. The net effect of smaller-scale features is then represented through a subgrid-scale turbulence parameterization. Unfortunately, the degree to which these parameterizations realistically represent the subgrid-scale effects is often unclear; details of the flow that depend significantly on the parameterized turbulence must therefore be regarded with caution.
In the present context, the parameterization of subgrid-scale effects complicates the detailed analysis of vorticity and PV generation in orographic wakes. The turbulent diffusivities predicted by subgrid-scale parameterizations in orographic flows typically feature rather strong spatial gradients, which leads to significant vorticity generation by the associated turbulent stresses. It is presently uncertain whether this generation of vorticity can be considered realistic. Furthermore, simulations with parameterized turbulence often require significant numerical filtering to maintain numerical stability in regions where the parameterized dissipation is weak or inactive. This filtering is strictly unphysical but may account for a significant fraction of the net dissipation and associated PV generation in the flow (RGS99; Ó lafsson and Bougeault 1996) .
To avoid the uncertainties associated with turbulence parameterizations and numerical filtering, we instead opt to consider a moderate-Reynolds-number flow in which the onset of small-scale turbulence is suppressed by viscosity and thermal diffusion. Such a model has been considered previously by RGS99. While this laminar viscous case does not accurately represent real atmospheric flows, it does provide a complete and qualitatively realistic physical model in which to analyze wake and vortex formation. As illustrated in Part II, the developing vortex structures produced in the viscous flow are qualitatively very similar to those observed in identical simulations with parameterized turbulence. This suggests that the moderate-Reynolds-number case provides a useful starting point for understanding wake formation in more realistic high-Reynolds-number flows. Moreover, in the present simulations the Reynolds number is still sufficiently large that viscosity and thermal diffusion play secondary roles in the dynamics; qualitative comparison to the inviscid theory of section 3 is thus reasonable.
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b. Numerical results
The figures in this section show results from fully nonlinear numerical simulations of viscous and thermally diffusive flow over free-slip ridges with ␤ ϭ 5 and ⑀ ϭ 1.5, 1.8, and 2.2. The kinematic viscosity K M is fixed so that the Reynolds number of the ⑀ ϭ 1.8 case is Re ϭ 120. The remaining parameters are as given in section 2. The vertical cross sections are along the line of symmetry y ϭ 0. The horizontal plots show fields on the terrain-following coordinate surface N␥/u 0 ϭ 0.351 ഠ /9, which is the fourth scalar grid level from the lower boundary [see Durran and Klemp (1983) for discussion of the grid structure]. Figures 3 and 4 show fields from the ⑀ ϭ 1.8 simulation at the first time for which lee-side flow stagnation occurs along y ϭ 0 on the terrain-following analysis surface. (For the case considered, the flow along y ϭ 0 reverses at the lower boundary one nondimensional time unit before the appearance of flow stagnation on the analysis surface.) Figure 5 illustrates the time dependence of the flow for ⑀ ϭ 1.8, while the ⑀ ϭ 1.5 and ⑀ ϭ 2.2 cases are considered in Fig. 6 . Figure 3a shows the streamwise disturbance speed u Ϫ u 0 and contours of constant b 0 ϩ b along the centerline of the ridge for the ⑀ ϭ 1.8 case. The deflections of the isentropes suggest that the flow differs significantly in character from the weakly nonlinear case shown in Fig. 2 . In the wave field above the obstacle the isentropes are steeply inclined creating a region of weak stability above the lee slope. Below the weak stability region is a stream of accelerated lee-slope flow coinciding with strongly depressed low-level isentropes. Downstream the isentropic surfaces abruptly return to nearly their upstream heights in a jump-like feature and the flow is decelerated. This lee-side flow structure is characteristic of waves with steeply inclined or overturning isentropes and has often been described for twodimensional flow through analogy to nonlinear hydraulic theory (e.g., Baines 1995, section 5.11). In the following we consider the role of the leeside hydraulic jump in lee-wake and -vortex formation. Figure 3b shows that the cross-stream vorticity is negative in the region of accelerated lee-slope flow. Downstream of the jump the flow is decelerated and the cross-stream vorticity is positive. As discussed in section 3, lee wakes and vortices are characterized in cross section along y ϭ 0 by a region of negative u Ϫ u 0 and positive ഠ ‫ץ‬u/‫ץ‬z. Figure 3 suggests that the hydraulic jump plays an important role in establishing these conditions.
The horizontal structure of the jump for the ⑀ ϭ 1.8 case is shown most clearly by the region of strong convergence in the horizontal wind (u, ) and strongly positive ‫ץ‬w/‫ץ‬z near x/a ϭ 2 in Fig. 4d . Upstream and to the sides of the jump the flow is accelerated, while immediately downstream of the jump the wake flow is nearly stagnant. The jump is also outlined by the region of negative ‫ץ‬b/‫ץ‬x in Fig. 4e . As shown in Fig. 4e , the flow descending the lee slope encounters a positive x gradient of buoyancy upstream of the jump and thus develops negative cross-stream vorticity [cf. (23)]. The hydraulic jump is characterized by strongly negative ‫ץ‬b/‫ץ‬x, which reverses the cross-stream vorticity resulting in a region of positive behind the jump. The resulting pattern of horizontal vorticity (, ) is similar to the steady weakly nonlinear calculation upstream of the jump but differs downstream (compare Figs. 4a and 1a,d) .
Comparison of Figs. 4b and 1b,e shows the vertical vorticity to be more strongly concentrated at the lateral edges of the wake in the nonlinear viscous solution than is predicted by the weakly nonlinear model. Note that in the nonlinear solution, the maxima of vertical vorticity are shifted downstream of the obstacle and are connected by horizontal vorticity vectors that run directly across the wake from negative to positive y. In cross section in the y-z plane (not shown), the vortex lines connecting the vorticity centers arch up and over the wake as shown by Schär and Durran (1997, their Fig. 12 ) and RGS99 (their Fig. 4c ). This structure of the vortex lines is consistent with positive in the wake region as diagnosed above and represents an important discrepancy from the weakly nonlinear inviscid theory. Figure 4f shows that the vertical vorticity maxima are located slightly downstream of the lateral edges of the jump (as defined by the shaded area of strongly negative ‫ץ‬b/‫ץ‬x). The regions of strong vertical vorticity extending downstream from the jump define the shear lines between the decelerated wake flow and the accelerated flow outside the wake. Note that in contrast to the weak- ly nonlinear case the disturbance flow (u Ϫ u 0 , ) clearly forms closed circulations around the centers of vertical vorticity (compare Figs. 4c and 1c,f) .
The time dependence of wake and vortex formation in the ⑀ ϭ 1.8 case is shown in Fig. 5 . At time u 0 t/a ϭ 0, the strong negative x gradient of buoyancy characteristic of the jump has formed 4 in the lee of the obstacle, and the flow has begun to curl around the lateral edges of the jump. Note that even at this early time the maxima of vertical vorticity are located downstream of the jump and are connected by horizontal vorticity vectors (, ) running behind the jump from negative to positive y (Fig.  5d) . At u 0 t/a ϭ 5, the fluid immediately behind the jump is nearly stagnant and the flow past the lateral edges of the jump is accelerated. The vertical vorticity anomalies defining the shear lines have begun to extend downstream. At u 0 t/a ϭ 10 the flow behind the jump is weakly reversed, indicating the onset of the recirculating vortex flow. The region of decelerated wake flow has grown in horizontal extent and the vorticity anomalies continue to extend downstream. Note that both the flow reversal behind the jump as well as the concentrated anomalies of vertical vorticity at the edges of the wake in Fig. 5c are suprisingly suggestive of the shallow-water calculations of SS93 (see their Fig. 6 ).
The ⑀ dependence of the wake at fixed viscosity is considered in Fig. 6 . Note that the ⑀ ϭ 1.5 case shown in Figs. 6a and 6b is below the threshold ⑀ at which flow reversal occurs in the wake. Nonetheless, the basic features of the flow are similar to those seen in Figs. 3 and 4. Over the lee slope the isentropes in Fig. 6a are displaced strongly downward and downstream there is a recovery zone in which the isentropes nearly regain their upstream heights. Behind this recovery zone the flow is decelerated and ‫ץ‬u/‫ץ‬z is positive. In plan view the vertical vorticity is again found to be concentrated along shear lines at the lateral edges of the wake. As in Fig. 4f the maxima in | | occur just slightly downstream of the region of strongly negative ‫ץ‬b/‫ץ‬x in the recovery zone.
As ⑀ is increased from 1.5 to 1.8, the recovery zone in Fig. 6a steepens into the jumplike structure shown in Fig. 3 . Note that the steepening of the isentropes is most pronounced at low levels. Further increases in ⑀ cause further steepening of the jump until at ⑀ ϭ 2.2 the jump is only marginally resolved on the numerical mesh (Fig. 6c) . At larger ⑀ significant numerical artifacts appear in the vicinity of the jump due to the inability to resolve the steep gradients. It is likely that in a higherresolution simulation the jump would overturn and become turbulent at this stage. Note that as ⑀ is increased, the production of vertical vorticity increases rapidly (note the ⑀ 2 ␦N scaling for in the figures) and the recirculating vortices form more quickly. In the ⑀ ϭ 2.2 case shown in Fig. 6d , the recirculating vortex flow is already well-established at time u 0 t/a ϭ 7 (cf. Fig. 4f ).
Summary and discussion
This study has explored lee-vortex formation in freeslip stratified flow over elongated ridges. Weakly nonlinear inviscid calculations and fully nonlinear viscous simulations were compared in an effort to identify processes leading to vortex development. As predicted by SR89, the weakly nonlinear solutions reveal an O(⑀ 2 ) couplet of vertical vorticity over the lee slope produced through the tilting of baroclinically generated horizontal vorticity. However, the associated horizontal velocity field (u (2) , (2) ) shows no tendency to reverse the leeslope flow between the vortex centers. Furthermore, in regions where u (2) is negative, the cross-stream vorticity (2) ഠ ‫ץ‬u (2) /‫ץ‬z is of the wrong sense to describe vortex development at the surface. These results suggest that the mechanism of vorticity tilting in nondissipative flow as described by weakly nonlinear theory provides an inadequate description of lee-vortex formation. A more complete description then requires the consideration of additional finite-amplitude and/or dissipative effects.
The weakly nonlinear results were compared to a fully nonlinear numerical simulation of laminar moderateReynolds-number (Re ϭ 120) flow past an obstacle of medium height (⑀ ϭ 1.8). Wake formation in the laminar viscous case is found to be closely tied to a low-level hydraulic-jump-like feature that is not predicted by the weakly nonlinear calculations. Upstream of the jump the lee-slope flow is accelerated and is similar in character to supercritical hydraulic flow. Upon crossing the jump the flow deepens and decelerates and a wake of nearly stagnant fluid forms downstream of the jump. The vertical vorticity of the wake is concentrated into narrow bands extending downstream from the lateral ends of the jump. At later times the flow behind the jump reverses and recirculating vortices form. The lowlevel flow is then qualitatively very similar to the shallow-water calculations of SS93 (their Fig. 6 ). As ⑀ is increased the hydraulic jump becomes steeper and recirculating vortices form more rapidly. For ⑀ Ͼ 2.2, the jump is no longer resolved by the numerical mesh and the flow would likely become turbulent if simulated at higher resolution.
In the present simulations the hydraulic-like nature of the leeside flow is highlighted through the consideration of a long, uniform-height ridge. Nonetheless, it can be argued in retrospect that hydraulic-jump-like features are also evident in previous numerical studies of wakes in flow past circular (Fig. 3 of Schär and Durran 1997;  Fig. 2 of RS91) and elliptical (Fig. 2 of Ó lafsson and Bougeault 1996) obstacles, at least for moderate obstacle heights. For large obstacles (⑀ տ 3, say), the jumplike features in the centerline plane are typically weak or absent at steady state but may nonetheless be prominent during the rapid early evolution of the vortices (Fig. 1 of RS91 ). Even at steady state jumps may occur on the flanks of large obstacles rather than in the centerline plane (Ó lafsson and Bougeault 1996) .
The importance of hydraulic jumps in lee-wake formation has previously been suggested for shallow-water flow (SS93) and for the analogous case of stratified flow with a distinct elevated inversion (Smith and Grubišić 1993) . The present results show that the formation of lee wakes and vortices may be closely tied to the dynamics of hydraulic-jump-like features even in flow with uniform basic wind and stability. In terms of vorticity, the negative x gradient of buoyancy across the jump directly contributes to the generation of positive ഠ ‫ץ‬u/‫ץ‬z in the wake and thereby promotes the reversal of the surface flow. Similarly, the pronounced anomalies of vertical vorticity extending downstream from the lateral ends of the jump suggest that the jump is in some way responsible for creating the vertical vorticity of the wake. However, the mechanism of vertical vorticity production cannot be determined from the qualitative analysis given here. In Part II it is shown that the wake vertical vorticity actually originates through baroclinic generation and tilting in the mountain wave upstream of the jump, much as described by SR89. This vorticity is then strongly amplified by vortex stretching as fluid particles pass through the jump. To obtain these results we use a new method of vorticity diagnosis developed in Part II.
