In this paper, we consider the averaging principle for a class of McKean-Vlasov stochastic differential equations with slow and fast time-scales. Under some proper assumptions on the coefficients, we first prove that the slow component strongly converges to the solution of the corresponding averaged equation with convergence order 1/3 using the approach of time discretization. Furthermore, under stronger regularity conditions on the coefficients, we use the technique of Poisson equation to improve the order to 1/2, which is the optimal order of strong convergence in general.
Introduction
Let {W 1 t } t 0 and {W 2 t } t 0 be mutually independent d 1 and d 2 dimensional standard Brownian motions on a complete probability space (Ω, F , P) and {F t , t 0} be the natural filtration generated by W 1 t and W 2 t . Let the following maps b = b(t, x, µ, y), σ = σ(t, x, µ), f = f (t, x, µ, y) and g = g(t, x, µ, y) be given:
such that b, σ, f and g are continuous in (t, x, µ, y) ∈ [0, ∞) × R n × P 2 × R m , where P 2 is defined by
where P is the set of all probability measure on (R n , B(R n )). Then P 2 is a polish space under the L 2 -Wasserstein distance, i.e., W 2 (µ 1 , µ 2 ) := inf π∈Cµ 1 ,µ 2 R n ×R n |x − y| 2 π(dx, dy)
where C µ 1 ,µ 2 is the set of all couplings for µ 1 and µ 2 .
In this paper, we consider the following slow-fast McKean-Vlasov stochastic differential equations (SDEs):
where L X ǫ t is the law of X ǫ t , ǫ is a small and positive parameter describing the ratio of the time scale between the slow component X ǫ t ∈ R n and fast component Y ǫ t ∈ R m . The averaging principle has a long and rich history in multiscale models, which have wide applications in material sciences, chemistry, fluid dynamics, biology, ecology, climate dynamics etc., see e.g., [1, 12, 13, 22, 28, 37] and references therein. The averaging principle is essential to describe the asymptotic behavior of the slow component as ǫ → 0, i.e., the slow component will convergence to the so-called averaged equation. Bogoliubov and Mitropolsky [2] first studied the averaging principle for deterministic systems. The averaging principle for SDEs was first studied by Khasminskii in [23] , see e.g., [19, 20, 21, 24, 26, 38] for further developments. The averaging principle for slow-fast stochastic partial differential equations (SPDEs) was first investigated by Cerrai and Freidlin in [9] , see e.g., [3, 7, 8, 10, 11, 14, 15, 16, 17, 18, 27, 35, 36] for further developments.
The McKean-Valsov SDEs (also called distribution dependent SDEs) describe stochastic systems whose evolution is determined by both the microcosmic location and the macrocosmic distribution of the particle. The time marginal laws of the solution of such SDEs satisfies a nonlinear Fokker-Planck-Kolmogorov equation. The existence and uniqueness of weak and strong solutions have been studied intensively (see [29, 34] and references therein). Further properties, such as the Harnack inequality or the Bismut formula for the Lions Derivative have been investigated in [34] and [32] respectively. However, to the authors' knowledge, this paper is the first in which the averaging principle for two-time scale distribution dependent SDEs is considered.
For numerical purposes, however, only studying the strong convergence of the slow component to the corresponding averaged equation is not enough, since in addition one needs to know the rate of convergence. Hence, the main purpose of our paper is to study the strong convergence rate for two-time scale distribution dependent SDEs. More precisely, one tries to find the largest possible α > 0 such that sup t∈ [0,T ] E|X ǫ t −X t | 2 Cǫ α , (1.2) where C is a constant depending on T, |x|, |y|, andX is the solution of the corresponding averaged equation (see Eq. (2.18) below). In the distribution-independent case, the strong convergence rate for two-time scale stochastic system has been studied in a number of papers (see e.g., [19, 20, 24, 33] for the finite dimensional case, and [3, 4] for the infinite dimensional case). The approach based on Khasminskii's technique of time discretization is often used to study the strong convergence rate (see [3, 19, 20, 24] ). Recently, the technique of Poisson equation has been used to study the strong convergence rate in [4, 33] , and the optimal convergence order was obtained in general. Motivated by this, in this paper we will use the techniques of time discretization and Poisson equation to study the strong convergence rate for two-time scale distribution dependent SDEs separately. More precisely, under some proper assumptions on the coefficients, we use the technique of time discretization to obtain the convergence order 1/3, which is however usually not the optimal order. It turns out that under some stronger assumptions on the coefficients, the optimal convergence order 1/2 can indeed be obtained by the method of Poisson equation.
If applying the technique of Poisson equation (see [30, 31, 33] ) to prove our main result, the main difficulty is to analyse the regularity of the solution Φ(t, x, µ, y) of the corresponding Poisson equation with respect to (w.r.t.) the parameter µ. Indeed, this method highly depends on the regularity of Φ w.r.t. parameters. However, due to the coefficients dependence on the distribution, Φ will also depend on the distribution µ. Unlike as for classical SDEs, we have to apply Itô's formula to Φ composed with the process (t, X ǫ t , L X ǫ t , Y ǫ t ), which in particular, means that we have to differentiate in the measure µ. As a consequence, some additional terms involving the Lions derivative of Φ, so we have to estimate the regularity of Φ w.r.t. the parameter µ carefully.
The paper is organized as follows. In the next section, we introduce some notation and assumptions that we use throughout the paper, and present out the main results. Sections 3 and 4 are devoted to proving the strong convergence rate by using the techniques of time discretization and Poisson equation respectively. We give an example in Section 5. In the Appendix, we give the detailed proof of the existence and uniqueness of solutions for our system and prove some important estimates.
We note that throughout this paper C and C T denote positive constants which may change from line to line, where the subscript T is used to emphasize that the constant depends on T .
Notations and main results
Now, we first remind the reader of the definition of differentiability on the Wasserstein space. Following the idea in [6, Section 6], for u : P 2 → R we denote by U its "extension" to L 2 (Ω, P; R n ) defined by
Then we say that u is differentiable at µ ∈ P 2 if there exists X ∈ L 2 (Ω, P; R n ) such that L X = µ and U is Fréchet differentiable at X. By Riesz' theorem, the Fréchet derivative DU(X), viewed as an element of L 2 (Ω, P; R n ), can be represented as
Let | · | be the Euclidean vector norm, ·, · be the Euclidean inner product and · be the matrix norm or the operator norm if there is no confusion possible. We call a vector-valued, or matrix-valued function u(µ) = (u ij (µ)) differentiable at µ ∈ P 2 , if its all its components are differentiable at µ, and set ∂ µ u(µ) :
For a vector-valued or matrix-valued function F (t, x, y) defined on [0, ∞) × R n × R m . For any u, v ∈ {t, x, y}, we use ∂ u F to denote the first order partial derivative of F w.r.t. component u and ∂ 2 uv F to denote its second order partial derivatives of F w.r.t. components u and v. For convenience, we say an R n -valued F belongs to
We suppose that for any T > 0, there exist constants C T , β ∈ (0, ∞) and γ 1 , γ 2 ∈ (0, 1] such that the following conditions hold for all t, t 1 
A1. (Conditions on b, σ, f and g )
|b(t 1 , x 1 , µ 1 , y 1 ) − b(t 2 , x 2 , µ 2 , y 2 )| + σ(t 1 , x 1 , µ 1 ) − σ(t 2 , x 2 , µ 2 ) C T [|t 1 − t 2 | + |x 1 − x 2 | + |y 1 − y 2 | + W 2 (µ 1 , µ 2 )] ; (2.1) |f (t 1 , x 1 , µ 1 , y 1 ) − f (t 2 , x 2 , µ 2 , y 2 )| + g(t 1 , x 1 , µ 1 , y 1 ) − g(t 2 , x 2 , µ 2 , y 2 ) C T [|t 1 − t 2 | + |x 1 − x 2 | + |y 1 − y 2 | + W 2 (µ 1 , µ 2 )] ; (2.2) and 2 f (t, x, µ, y 1 ) − f (t, x, µ, y 2 ), y 1 − y 2 +3 g(t, x, µ, y 1 ) − g(t, x, µ, y 2 ) 2 −β|y 1 − y 2 | 2 .(2.3)
A2. (Conditions on first-order partial derivatives) The first-order partial derivatives
Furthermore, if b is replaced by f and g, the properties (2.4)-(2.7) also hold.
A3. (Conditions on second-order partial derivatives)
The second-order partial derivatives
x, µ, y) are uniformly bounded and sup 
Remark 2.1. We here give some comments on the conditions above.
• Conditions (2.1) and (2.2) imply that for any T > 0, there exists C T > 0 such that for any
and
• Conditions (2.2) and (2.3) imply that for any T > 0, there exists C T > 0 such that for any
• Condition (2.3) is used to guarantee the existence and uniqueness of an invariant measure for the frozen equation (see Eq. (2.19) below) and the solution of system (1.1) has finite fourth moment. • Using the time discretization approach, to prove the strong convergence order we need assumptions A1 and A2. However, if using the technique of Poisson equation to prove the strong convergence order, we needs the assumption A3 additionally.
The following theorem is the existence and uniqueness of strong solutions for system (1.1), which can be obtained by using the result due to Wang in [34] and whose detailed proof will be presented in the Appendix. Theorem 2.2. Suppose that conditions (2.1) and (2.2) hold. For any ǫ > 0, any given initial value 
HereX is the solution of the following averaged equation,
x,µ (dy) and ν t,x,µ denotes the unique invariant measure for the transition semigroup of the following frozen equation:
19)
where {W 2 s } s 0 is a d 2 -dimensional Brownian motion on another complete probability space (Ω,F ,P).
Remark 2.4. The estimates (2.16) and (2.17) imply that the slow component X ǫ t strongly converges to the solutionX t of the corresponding averaged equation with convergence order ǫ 1/3 and ǫ 1/2 respectively. Usually, the convergence order ǫ 1/2 should be optimal. Hence, under more regularity conditions on the coefficients, we will use the technique of Poisson equation to obtain the optimal convergence order in the general case (i.e., σ = 0), which is stated in the following theorem. 
20)
where C is a constant depending on T, |x|, |y|, andX is the solution of the corresponding averaged equation (2.18 ).
Proof of Theorem 2.3
In this section, we intend to use the approach of time discretization to get the strong convergence order. The proof consists of four parts, each of which is presented in the respective subsection below. In the Subsection 3.1, we give some a-priori estimates of the solution (X ǫ t , Y ǫ t ). In the Subsection 3.2, we introduce an auxiliary process (X ǫ t ,Ŷ ǫ t ), and obtain the convergence rate of the difference process X ǫ t −X ǫ t . We study the frozen equation, and prove the exponential ergodicity of the corresponding semigroup in Subsection 3.3. In the final subsection, we prove a crucial estimate for sup t∈[0,T ] E|X ǫ t −X t | which relies on somewhat delicate arguments. Note that we always assume conditions A1 and A2 to hold, and the initial values x ∈ R n , y ∈ R m are fixed in this section.
Some a-priori estimates for
. Firstly, we prove some uniform bounds w.r.t. ǫ ∈ (0, 1) for the 4th moment of the solution (X ǫ t , Y ǫ t ) to system (1.1). Lemma 3.1. For any T > 0, there exists a constant C T > 0 such that
Proof. By Itô's formula and estimate (2.12), we obtain for any t ∈ [0, T ],
Using Itô formula again and taking expectation, we get
The comparison theorem implies
Then by Grownall's inequality, we finally obtain
which also gives
The proof is complete.
Then by estimate (2.12) and Lemma 3.1, we obtain
Estimates for the auxiliary process
where δ is a fixed positive number depending on ǫ, which will be chosen later. We construct a processŶ ǫ t with initial valueŶ ǫ
where s(δ) = [s/δ]δ, and [s/δ] is the integer part of s/δ. Also, we define the processX ǫ t bŷ
By the construction ofŶ ǫ t and by similar argument as in the proof of Lemma 3.1, it is easy to obtain the following estimates we omit whose proof here.
Now, we intend to estimate the difference process Y ǫ t −Ŷ ǫ t and furthermore the difference process X ǫ t −X ǫ t . Lemma 3.4. For any T > 0, there exists a constant C T > 0 such that
By Itô's formula, we have for any t ∈ [0, T ],
Then using the following estimate
Finally, the comparison theorem and Lemma 3.2 yield
Proof. Recall that
Then we have 
3.3. The frozen equation. We first introduce the frozen equation associated to the fast motion for fixed t 0, x ∈ R n and µ ∈ P 2 ,
whereẼ is the expectation on (Ω,F ,P). Then e.g. by [25, Theorem 4.3.9] , under the assumption A1, it is easy to see that P t,x,µ s has a unique invariant measure ν t,x,µ satisfying
Then by Young's inequality and conditions (2.2) and (2.3), there exists β > 0 such that
Hence, the comparison theorem yields for any s 0,
Proof. By the definition of an invariant measure and Lemma 3.6, for any s 0 we have
3.4. The averaged equation. We can introduce the averaged equation as follows,
where ν t,x,µ is the unique invariant measure for Eq.(3.3).
The following lemma gives the existence, uniqueness and uniformly estimates for the solution of Eq. (3.5), whose proof will be presented in the Appendix. Lemma 3.8. For any x ∈ R n , Eq.(3.5) has a unique solutionX t . Moreover, for any T > 0, there exists a constant C T > 0 such that
Now, we estimate the error between the auxiliary processX ǫ t and the solutionX t of the averaged equation . 
Proof. We will divide the proof into three steps.
Step 1. Recall that
Then it is esay to see that for any t ∈ [0, T ], we have
For I 2 (t) we have by the Lipschitz property ofb(·, ·, ·) (see (6.2) below) that sup t∈[0,T ] 
Similarly, by condition (2.1),
Then combining this with the following estimate of I 1 (t),
which will be proved in Step 2, we obtain sup
Hence, the Grownall's inequality yields
which completes the proof.
Step 2. In this step, we intend to prove estimate (3.12) . Note that 
For the term I 11 (t), we have
where for any 0 r s δ ǫ ,
. For any s > 0, µ ∈ P 2 and random variables x, y ∈ F s , we consider the following equatioñ Then by the construction ofŶ ǫ t , for any k ∈ N * , we havê
Note that since for any fixed
By the definition of the process {Ỹ ǫ,s,x,µ,y t } t 0 , it is easy to see that 
where the last inequality is consequence of Lemmas 3.1 and 3.3. Hence we have
For the term I 12 (t), in Step 3 we will prove the following estimate:
As a consequence, estimates (3.13), (3.14) , (3.17) and (3.18) imply (3.12) .
Step 3. In this step, we intend to prove estimate (3.18) . For convenience, for any i ∈ N,
By the definition above, it is easy to see that
and continuity implies that
Let E s be the conditional expectation w.r.t. F s ,s 0. Then for any 0 i < j [t/δ] − 1,
(3.20)
On one hand, by a similar argument for I 11 (t), we obtain
On the other hand,
Thanks to the Markov property, we get x, µ) . Recall the following properties ofb (see the detailed proof in Section 5.3):
• For any t 1 , t 2 ∈ [0, T ], s 0, x ∈ R n , y ∈ R m and µ ∈ P 2 ,
where η is a positive constant. Then by estimates (3.22)-(3.24) and Lemma 3.1, we have 
)
which is the estimate (3.18). The proof is complete. Now we are in a position to complete our first result. Proof of Theorem 2.3: Taking δ = ǫ 2/3 , Lemmas 3.5 and 3.9 imply that for any T > 0, initial values x ∈ R n and y ∈ R m , there exists C T > 0 such that
which proves the first part of Theorem 2.3, i.e., (2.16) holds. Furthermore, if there is no noise in the slow equation (i.e., σ = 0), we can improve the Hölder continuity in time in Lemma 3.2, i.e., for any T > 0, 0 t t + h T , there exists a positive constant C T such that sup ǫ∈(0,1)
Then, following almost the same procedure as above, it is easy to see that
Hence, taking δ = ǫ yields (2.17). The proof is complete.
Proof of Theorem 2.5
In this section, we will use the technique of Poisson equation to prove the strong convergence order, which is quite different from the method used in Section 3. Because we will study the regularity of second-order derivatives of the solution for the corresponding Poisson equation, more conditions (see assumption A3) are needed. This section is divided into two subsections. In Subsection 4.1, we study the regularity of the solution for the corresponding Poisson equation. In Subsection 4.2, we prove Theorem 2.5 by using the technique of Poisson equation. Note that we always assume conditions A1-A3 hold.
Poisson equation. Consider the following Poisson equation:
where Φ(t, x, µ, y) = (Φ 1 (t, x, µ, y) , . . . , Φ n (t, x, µ, y)); t, x, µ, y) , . . . , L 2 (t, x, µ)Φ n (t, x, µ, y) ) and for any k = 1, . . . , n.
x, µ, y) x, µ, y) ]. The smoothness of the solution of the Poisson equation with respect to parameters have been studied in many references, see [30, 31, 33] for example. Note that here the solution for the Poisson equation (4.1) depends on the parameter µ, so here we have to check the regularity w.r.t. µ. The main result of this subsection is the following: Then Φ(t, x, µ, y) is the unique solution of Eq. (4.1) and it satisfies that Φ(·, ·, µ, ·) ∈ C 1,2,2 ([0, ∞) × R n × R m , R n ), Φ(t, x, ·, y) ∈ C 1,1 (P 2 , R n ). Moreover, for any t ∈ [0, T ],
Step 1. Noting that L 2 (t, x, µ) is the infinitesimal generator of the frozen process {Y t,x,µ s }, we easily check that (4.2) is the unique solution of the Poisson equation (4.1) under the assumptions A1-A3. Moreover, by a straightforward computation, we also have that Φ(·, ·, µ,
By Proposition 3.7, we get 
So, in order to prove (4.4), it suffices to show there exists η > 0 such that for any s 0 > 0, t ∈ [0, T ], s 0, x ∈ R n , y ∈ R m and µ ∈ P 2 ,
which will be proved in the following two steps.
Step 2. In this step, we intend to prove estimate (4.5). We recall that in (6.5) below b s 0 (t, x, µ, y, s) =b(t, x, µ, y, s) −Ẽb(t, x, µ, Y t,x,µ,y s 0
, s).
Then the chain rule yields
and furthermore,
(i) For the term J 1 , note that
Then for any y 1 , y 2 ∈ R m ,
By the boundedness of ∂ 2 xy b and condition (2.9), we have sup
Then Lemma 3.6, (4.10) and (4.11) imply that there exists η > 0 such that J 12 C T e −ηs (|y 1 − y 2 | + 1). (4.12)
By condition (2.9) and a similar arguments as in estimating J 12 , we also have J 13 Ce −ηs (|y 1 − y 2 | + 1). (4.13)
By condition (2.10) and a straightforward computation, 
Then, we get
Hence, by (4.7), (4.8), (4.12), (4.13), (4.14) and (4.16) we obtain
(ii) For the term J 2 , note that Hence, it is easy to see that Hence, it is easy to see that
. (iv) For the term J 4 , by estimates (4.15) and (6.7), we easily get
Hence, combining (i)-(iv), we prove estimate (4.5).
Step 3. In this step, we intend to prove estimate (4.6). Recall that
So we have
(4.17) Under the assumptions A1-A3, it is easy to prove that for any T > 0, we have sup t∈[0,T ],s 0,x∈R n ,y∈R m ,µ∈P 2Ẽ
and there exists η > 0 such that
Then we have
For the terms K 1 and K 2 , it follows from condition (2.11) that
and by (4.18)
For the term K 3 , by (4.19) , it is easy to see that
By Itô's isometry and estimates (4.3) and (4.4), we finally get
This and (4.23) imply the assertion.
Indeed, by Proposition 3.7 and Lemma 3.6, for any s > 0, we have
Then (6.2) follows by letting s → ∞. Moreover, the estimate (6.2) implies
Hence by [34, Theorem 4.1] , there exists a unique solution {X t , t 0} to Eq. (3.5) and (3.6) can be easily obtained by following the same arguments as in the proof of Lemma 3.1. The proof is complete.
Proof of (3.22)-(3.24).
Proof. We here only prove (3.24) . As a result, in order to prove (3.24), it suffices to show there exists η > 0 such that for any s 0 > 0, t ∈ [0, T ], s 0, x ∈ R n , y ∈ R m and µ 1 , µ 2 ∈ P 2 , |b s 0 (t, x, µ 1 , y, s) −b s 0 (t, x, µ 2 , y, s)| C T W 2 (µ 1 , µ 2 )e −ηs 1 + |x| γ 1 + |y| γ 1 + [µ 1 (| · | 2 )] γ 1 /2 + [µ 2 (| · | 2 )] γ 1 /2 , which can be obtained by Next, we intend to prove the following two statements.
• For any t ∈ [0, T ], s 0, x ∈ R n , y ∈ R m and µ ∈ P 2 , ∂ yb (t, x, µ, y, s) C T e − βs 2 . (6.7)
• For any t ∈ [0, T ], s 0, x ∈ R n , y 1 , y 2 ∈ R m and µ ∈ P 2 , ∂ µb (t, x, µ, y 1 , s) − ∂ µb (t, x, µ, y 2 , s) L 2 (µ) C T e −ηs |y 1 − y 2 |. 
