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Abstract
When modelling the behaviour of horticultural products, demonstrating large sources of biological variation, we often run
into the issue of non-Gaussian distributed model parameters. This work presents an algorithm to reproduce such correlated non-
Gaussian model parameters for use with Monte Carlo simulations. The algorithm works around the problem of non-Gaussian
distributions by transforming the observed non-Gaussian probability distributions using a proposed SKN-distribution function
before applying the covariance decomposition algorithm to generate Gaussian random co-varying parameter sets. The proposed
SKN-distribution function is based on the standard Gaussian distribution function and can exhibit different degrees of both skewness
and kurtosis. This technique is demonstrated using a case study on modelling the ripening of tomato fruit evaluating the propagation
of biological variation with time.
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1. Introduction
For our daily food we heavily rely on the availability of fresh fruits and vegetables. These horticultural products
are often stored for a long time before being consumed. Their post-harvest storage behaviour is inherently affected by
the omnipresent biological variation. Generally, post-harvest management is aiming at controlling the averaged batch
behaviour and limiting biological variation as much as possible by sorting and grading the product at the different
stages in the post-harvest chain. In spite of these efforts one will always have to deal with more or less heterogeneous
batches [16].
If biological variation can be included in kinetic models describing post-harvest quality change, propagation of the
initial variation at harvest throughout the whole post-harvest chain can be predicted taking into account all relevant
aspects affecting post-harvest fruit behaviour [7,9,8,14].
To do so either a stochastic approach or standard Monte Carlo methods can be applied [13]. The Monte Carlo
methods are based on a model system that can be described as a function of random model parameters characterised
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by their probability distribution functions. Standard techniques are available for generating multivariate Gaussian
random parameter sets using the covariance decomposition algorithm based on the Cholesky decomposition of the
covariance matrix [12]. However, in the area of post-harvest research the model parameters often do not follow
Gaussian distributions but show a certain degree of skewness or kurtosis.
This work presents an algorithm (Section 3) for working around this problem by transforming the observed non-
Gaussian probability distributions using a so called SKN-distribution function (Section 2). This is a newly proposed
compound distribution function based on the standard Gaussian distribution function which can exhibit different
degrees of both skewness and kurtosis. This technique will be applied to a case study on modelling the ripening of
tomato fruit (Section 4) evaluating the propagation of biological variation with time.
2. SKN-distribution
The crux of the proposed approach is the availability of a transformation function for mapping the observed non-
Gaussian distributions into Gaussian distributions. Hereto we first introduce the so-called SKN-distribution function,
a compound distribution function based on the standard Gaussian distribution function which can exhibit different
degrees of both skewness and kurtosis.
Azzalini and DallaValle [1] developed the skewed normal distribution, SN (0, 1, α), with its probability density
function of the form 2 · φ(z) · Φ(α · z) where φ and Φ are the N (0, 1) Gaussian probability density and cumulative
distribution function. The shape parameter α (α ∈ R0) controls the skewness of the distribution with α = 0 resulting
in a normal distribution, α < 0 resulting in a distribution skewed to the left and α > 0 resulting in a distribution
skewed to the right. Delianedis [6] used a mixture of two zero-mean normal distributions with unequal variances
to introduce kurtosis. In the current approach these two approaches were combined introducing both kurtosis and
skewness into the SKN-distribution. Instead of using a combination of only two normal distributions with unequal
variances to introduce kurtosis, a range of η distributions (η ∈ N+) with increasing standard deviations was used,
each balanced by a standard Gaussian distribution. The resulting SKN-distribution function, indicated by ω, takes the
form
ω(z,q) = 2
2η
· Φ (α · (z − µ) , 0, σ ) ·
(
η · φ (z, µ, σ )+
η∑
i=1
φ
(
z, µ,
σ
1+ β · 21−i
))
(1)
with q the parameter vector of the SKN-distribution defined as q = [α, β, η, µ, σ ]. The parameter β ∈ R+ is the
shape factor controlling the kurtosis of the distribution with β = 0 resulting in a standard Gaussian distribution.
The parameters µ and σ are the mean and standard deviation of the underlying normal distribution φ which, after
modification by the parameters α and β, result in the overall mean µω and standard deviation σω of the SKN-
distribution. The value of η can be arbitrarily chosen to obtain a smooth distribution. In the current work η = 6
was used giving a satisfactory results. An impression of the different shapes of the standard SKN-distribution from
Eq. (1) starting from a standard normal distribution with µ = 0 and σ = 1 is given in Fig. 1.
The moment generating function Mω of the SKN-distribution is defined as
Mω(t,q) =
∫ ∞
−∞
et ·z · ω(z,q)dz (2)
and has been worked out in detail in the appendix. Also, proof of the SKN-distribution being a probability density
function and expressions for the first four moments of the SKN-distribution are compiled in the appendix. On the
basis of these expressions for the moments the ranges of skewness and kurtosis were studied as a function of α and β,
showing their various limit values (Fig. 2). Starting from a standard normal distribution with µ = 0 and σ = 1, the
resulting SKN-distribution has a variance ranging from 0.34 to 1 (Fig. 2), which is mainly affected by the value of α
and only to a lesser extent by the value of β. The mean of the SKN-distribution is also mainly affected by the value
of α (Fig. 2) and ranges from approximately 0.8 to −0.8. As the mean of the SKN-distribution shifts, the skewness
is affected oppositely, changing from approximately −1.8 to 1.8 (Fig. 2). For increasing values of β, skewness goes
back to close to zero. Kurtosis is also affected by both the values of α and β (Fig. 2). For α = 0, kurtosis increases
from 3 to 6 depending on the value of β. At other values of α, kurtosis can go up as high as 48. Using the SKN-
distribution a wide range of skewness–kurtosis combinations can be generated (Fig. 3). To generate SKN-distributions
with a different mean and standard deviation one can simply go to other values with µ 6= 0 and σ > 0.
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Fig. 1. The different shapes of the standard SKN-distribution ω(z) from Eq. (1) with η = 6, µ = 0 and σ = 1. The bold curve is the standard
Gaussian distribution with α = 0 and β = 0. The skewed curves are the result for α ranging from −10 to 10 (with β = 0). The peaked curves in
the middle are the result for β ranging from 0 to 10 (with α = 0). By combining different values of α and β intermediate shapes can be obtained.
Fig. 2. The first four moments of the standard SKN-distribution Eq. (1) as a function of α and β, representing mean (µω), variance(σ 2ω), skewness
(γ1,ω) and kurtosis (γ2,ω) for η = 6, µ = 0 and σ = 1.
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Fig. 3. The range of different skewness and kurtosis combinations that can be generated using the standard SKN-distribution for η = 6, µ = 0 and
σ = 1. The central part indicated by the box has been enlarged in the inset.
3. Generating Monte Carlo parameters
To generate random co-varying parameter sets for Monte Carlo analyses in the case of non-Gaussian SKN-
distributed model parameters, the observed marginal non-Gaussian SKN-distributions are transformed into marginal
standard Gaussian distributions using the inverse transform method [12]. Subsequently, the covariance matrix of the
joint Gaussian transformed model parameter distributions is calculated. Given this covariance matrix the Cholesky
decomposition is applied. On the basis of the obtained Cholesky factor and a vector of standard Gaussian random
numbers, co-varying Gaussian random parameters are generated. The generated Gaussian distributed values are
subsequently back-transformed to their original non-Gaussian SKN-parameter space using again the inverse transform
method [12].
This proposed technique for generating random co-varying model parameter sets for Monte Carlo analyses in the
case of non-Gaussian distributed model parameters was implemented in Matlab (Matlab v. 7.3, 2006, The MathWorks,
Inc., Natick, MA, USA) as part of OptiPa, a dedicated optimisation tool for calibrating and simulating ODE based
models [10]. The algorithm can be described in detail as follows.
Consider a model with n p correlated random variables describing the stochastic behaviour of a particular biological
phenomenon. The set of stochastic parameters is denoted by the vector p. For each model parameter, pi (i = 1, . . . , n p)
there are n0 observations available. The goal is to find for each stochastic model parameter, pi , the parameter set, qi ,
which describes the SKN-distribution for that particular model parameter, and to find the covariance structure of the
correlated stochastic parameters.
The algorithm consists of the following five steps (A–E). (The italic names indicated in brackets refer to the relevant
standard Matlab m-files used.)
A. Initialisation
1. Set the value of η (η ∈ N+).
2. Specify the stochastic model parameters for which to generate samples for use in a Monte Carlo run.
- Set the number of stochastic model parameters (n p) involved.
- Set the number of available observations (no) for each of the n p stochastic model parameters.
- Collate the no observations of the n p stochastic model parameters in matrix p˜, (no X n p). The no observations
of a particular stochastic parameter, pi , are denoted by the column vector p˜i .
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3. Set the number of Monte Carlo copies (nMC) required.
B. Fitting the SKN-distribution
FOR i = 1, . . . , n p
Fit ω(z,qi ), Eq. (1), to p˜i using maximum log likelihood estimation (Note 1) resulting in estimates of the
distribution parameters qi , given a fixed value of η.
END
Note 1: The estimates of the distribution parameters qi (being αi , βi , µi and σi given a fixed value of η) were
obtained by maximum log likelihood estimation [11]. The probabilities from the SKN-distribution were used to assign
likelihoods to p˜i . By minimising the overall minus log likelihood using the Matlab procedure fminsearch.m, estimates
of the distribution parameters αi , βi , µi and σi were obtained.
C. Inverse transformation of p˜
FOR i = 1, . . . , n p
- Compute cumulative distribution of p˜i resulting in Fp˜i (z) (Note 2).
- Compute Φ−1 (norminv.m) with N (0, 1) at the cumulative probabilities given by Fp˜i (z) resulting in p˜
∗
i , the
Gaussian transformed observed model parameters.
END
Note 2: The cumulative distribution of p˜i was computed by sorting p˜i in ascending order and assigning the
equidistant vector [ 1no+1 : 1no+1 : 1− 1no+1 ] excluding the limit values 0 and 1.
D. Generating Gaussian random numbers
1. Compute the covariance matrix V for p˜∗ (cov.m).
2. Apply Cholesky decomposition to V to determine the Cholesky factor L (chol.m).
3. Generate a matrix g of size (n p × nMC) containing standard Gaussian random numbers N (0, 1) distributed
(randn.m)
4. Compute p∗ = L · g to introduce the required covariance structure.
E. Inverse transformation of p∗
FOR i = 1, . . . , n p
- Compute the cumulative distribution of p∗ resulting in Fp∗i (z) (normcdf.m).
- Compute Ω−1(z,qi ) at the cumulative probabilities given by Fp∗i (z) resulting in pi (Note 3).
END
Note 3: The inverse of the SKN-cumulative density distribution, Ω−1(z,qi ), was computed numerically. Given a
vector r = [1.5 ·min(p˜∗i ) : 0.01 : 1.5 ·max(p˜∗i )]ω(z,qi ) was computed at the values of r following Eq. (1). Using the
Matlab procedure cumsum.m the cumulative distribution function Ω(z,qi ) was computed. Using linear interpolation
(interp1.m) the values of Ω−1(z,qi ) at the cumulative probabilities given by Fp∗(z) were obtained.
The inverse transform method used to go back and forwards between the SKN parameter distribution and the
Gaussian parameter space (step C and E) is generally used to transform a uniform deviate U into a random variable
X with cumulative probability FX (x) following X = F−1X (U ) [12]. In the algorithm outlined above the inverse
transform method is used twice: in step C it is used to transform the uniform distributed Fp˜(z) into a Gaussian
distributed p˜∗; in step E the procedure is repeated to transform the uniform distributed Fp∗(z) into a SKN-distributed
p.
Using the thus obtained SKN-distributed p, a Monte Carlo analysis can be performed to compute the distribution
of the model output as is illustrated in the following case study.
4. Case study
The case study focuses on modelling the colour change of ripening tomato fruit during storage (Lycopersicon
esculentum Mill., cultivar ‘Tradiro’). A data set on colour change of 120 tomatoes stored for 10 d at 18 ◦C was
used [9]. Colour was expressed as Hue angle (H in ◦; Fig. 4). Over time, the colour shows an exponential decay with
time decreasing from the initial green to red colour (H0 in ◦) to an asymptotic red end colour (H+∞ in ◦).
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Fig. 4. Hue colour change of 120 ‘Tradiro’ tomatoes stored at 18 ◦C. The points are the experimental data with the lines connecting data points
measured on the same fruit.
Fig. 5. Covariance structure and frequency distributions (f(·)) for the 120 observed parameter sets based on the individual colour change data of
120 ‘Tradiro’ tomatoes stored for 10 d at 18 ◦C using the model from Eq. (3). H0: initial colour at harvest (◦); H+∞; asymptotic colour value at
plus infinite time (◦); k; ripening rate (d−1).
4.1. Quality change model
The observed exponential behaviour (Fig. 4) can be interpreted as the second part of the overall logistic colour
change of fruit ripening with a ripening rate k (in d−1) from fully immature green fruit to fully ripe red fruit [15].
Hertog et al. [9] modelled this behaviour using a logistic shaped kinetic model based on some simplification of the
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Fig. 6. Covariance structure and marginal distributions of the joint pdf showing the observed 120 parameter sets from Fig. 5 (•) and the 1000
randomly generated parameter sets following the outlined algorithm (◦). The distributions shown are SKN-distributions fitted to the original
observed data (indicated by •) which were subsequently used in generating the new parameter sets (indicated by ◦). H0: initial colour at harvest
(◦); H+∞; asymptotic colour value at plus infinite time (◦); k; ripening rate (d−1).
underlying biochemistry. The following analytical model description was obtained describing H as a function of
storage time (t in d):
H(t) = H+∞ + H−∞ − H+∞
1+ ek·t ·(H−∞−H+∞) · H−∞−H0H0−H+∞
(3)
with H−∞ (in ◦) the asymptotic colour value at minus infinite time indicating fully immature green fruit. As in the
current data, measurements started only halfway along the logistic curve, the parameter H−∞ is treated as a real
constant without any additional error term.
Biological variation between individual tomatoes becomes discernible through their initial colour at harvest H0,
their asymptotic colour value H+∞ at plus infinite time, and their ripening rate k. For this model the stochastic
parameter vector is defined as p = [H0, H+∞, k] with length n p = 3. The model from Eq. (3) was fitted to
each of the 120 individual time courses measured using least square non-linear optimisation routines with the
Levenberg–Marquardt method implemented in Matlab (Matlab v. 7.3, 2006, The MathWorks, Inc., Natick, MA,
USA) as part of OptiPa [10]. This resulted in 120 estimates (no = 120) for H0, H+∞ and k (resulting in p˜) with
their covariance structure and frequency distributions as shown in Fig. 5. The distributions of the estimated model
parameters were tested for normality using their normal probability plots. Linearity of these plots was judged through
the coefficients of correlation [5]. The distributions of H0 and k were found to be significantly different from a
Gaussian distribution (p < 0.001). Only the distribution for H+∞ was not significantly different from a Gaussian
distribution (p = 0.20).
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Fig. 7. Mean (µω) standard deviation (σω), skewness (γ1,ω) and kurtosis (γ2,ω) and their 95% confidence intervals for 100 subsequent runs of
generating random parameter sets, each containing 120 sets of model parameters. The first confidence interval emphasised by the box indicates the
original data from Fig. 4. The bottom row shows the p values for the Wilcoxon rank sum test, testing whether the generated parameter distributions
are identical to the original parameter distribution. Values below p = 0.05 indicate a significantly different distribution. The generated model
parameters are based on the original data from Fig. 4. H0: initial colour at harvest (
◦); H+∞: asymptotic colour value at plus infinite time (◦); k;
ripening rate (d−1).
Given the non-Gaussian nature of the observed distributions of the model parameters, the covariance decomposition
algorithm cannot be applied directly to generate random co-varying parameter sets for subsequent Monte Carlo
analyses.
4.2. Generating Monte Carlo parameters
Using the outlined technique with η = 6, random correlated parameter sets (nMC = 120) were generated for the
case of the tomato colour model (Fig. 6). These were generated based on the original parameter sets estimated from
the colour change data of 120 individual tomatoes (Fig. 4). The randomly generated parameter sets showed good
agreement with the original data (Fig. 6).
Repeating this process of generating random parameters 100 times shows in more detail the agreement between
the original parameter set and the generated parameter sets (Fig. 7). Subsequent runs result in parameter distributions
having a mean, standard deviation and skewness comparable to the original distribution as indicated by the boxes
in Fig. 7. In the case of kurtosis large variations are observed resulting in some apparent discrepancies. However
the classical coefficients for skewness and kurtosis are known to be very sensitive to outliers in the data [3,4]
and are also heavily correlated. The lower kurtosis for the original parameter distributions of H0 and H+∞ as
compared to the subsequent Monte Carlo generated distributions is most likely due to outliers in the original
parameter distributions that are subsequently smoothed out by fitting the SKN distributions before generating the new
distributions.
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Fig. 8. Density plot of the result of 1000 Monte Carlo simulations simulating for four different post-harvest temperature regimes (A)–(D). The
colours represent the ratio of fruit with a particular Hue colour at a particular time. (A): constant 12 ◦C; (B): 12 ◦C, except for 18 ◦C from t = 4 d
to t = 6 d; (C): temperature varying with two day intervals between 12 ◦C and 18 ◦C; (D): constant 18 ◦C. The Monte Carlo model parameters
were generated based on the individual fruit colour change data of 120 ‘Tradiro’ tomatoes stored for 10 d at 18 ◦C.
Instead of focusing on specific distribution parameters the overall distributions of the generated parameter sets were
compared to their original distributions by applying the Wilcoxon rank sum test. This non-parametric test tests the null
hypothesis that the two populations have the same continuous distribution based on ranking all observations from the
two populations together. Values below p = 0.05 indicate that the generated distribution is significantly different from
the original distribution. For the 100 subsequent runs represented in Fig. 7 this never occurred. During another trial of
1000 subsequent runs of generating random parameter sets (each containing 120 sets of correlated model parameters)
the algorithm failed to produce identical distributions for only 8 out of the 1000 generated parameter sets (data not
shown).
4.3. Propagation of biological variation
Using the proposed technique of generating random correlated non-Gaussian model parameters the behaviour of
tomato colour was analysed using Monte Carlo simulations to study the behaviour of a random batch of fruit through
different post-harvest temperature regimes. Based on a large random sample of 1000 model parameter sets, four
different temperature regimes were simulated. At 12 ◦C (Fig. 8(A)) Hue colour decreased slowly as compared to
storage at 18 ◦C (Fig. 8(D)) maintaining large levels of variation throughout the storage period. When a period of 2
d at 18 ◦C is introduced (Fig. 8(B)) Hue colour decreases during this period, meanwhile time reducing the level of
variation. By the end of the storage period, regardless of the timing of the warm period, comparable levels of variation
are reached (data not shown). In the case of a constantly fluctuating temperature (Fig. 8(C)) an oscillating decrease in
Hue colour and the related level of variation is obtained.
The Monte Carlo simulation clearly illustrates how temperature is affecting the distribution of Hue colour. As such,
the colour distribution at any time during post-harvest contains information on the incurred temperatures and thus can
be used to judge temperature control throughout a logistic chain.
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5. Discussion
The proposed algorithm seems to give satisfactory results in randomly generating correlated non-Gaussian model
parameters identical to a given set of starting parameters. From a theoretical point of view this is not unexpected as
the covariance decomposition algorithm is a proven technique for generating co-varying Gaussian random parameters.
The proposed technique is mainly limited by the fitness of the SKN-distribution for describing the distributions of the
original parameter data. The larger the size of the original parameter set, the better the SKN-distributions can be fitted.
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Appendix
Making use of a series of auxiliary functions and integrals we calculate some properties of the probability density
function (pdf) as defined in this work. The pdf is formulated as follows:
ω(z, α, β, η, µ, σ ) = 2
2η
Φ(α(z − µ), 0, σ )
[
η φ(z, µ, σ )+
η∑
i=1
φ
(
z, µ,
σ
1+ β 21−i
)]
(A.1)
with
• z the independent variable (1D space): z ∈ R,
• α,µ real numbers: α,µ ∈ R0,
• β, σ positive real numbers: β, σ ∈ R+,
• η and i positive integer numbers: η, i ∈ N+, 1 ≤ i ≤ η,
where
• Φ is the cumulative distribution of the Gaussian density φ
Φ(x, µ, σ ) = 1
2
[
1+ erf
(
x − µ√
2 σ
)]
(A.2)
φ(x, µ, σ ) = 1
σ
√
2pi
exp
[
− (x − µ)
2
2 σ 2
]
. (A.3)
• The error function is defined as
erf(x) = 2√
pi
∫ x
0
exp(−t2)dt (A.4)
which has the following specific values: erf(−∞) = −1, erf(0) = 0, erf(∞) = 1.
A.1. Auxiliary functions and integrals
In order to make compact notation and to ease the formal proofs, the following function F is defined:
F(z, α, µ, σ, σi ) = 2Φ(α(z − µ), 0, σ )φ(z, µ, σi ). (A.5)
The moment generating function MF of F is denoted as follows:
MF (t, α, µ, σ, σi ) =
∫ ∞
−∞
exp(t z)F(z, α, µ, σ, σi )dz. (A.6)
The density function ω, Eq. (A.1), can be rewritten in terms of the function F :
ω(z, α, β, η, µ, σ ) = 1
2
[
F(z, α, µ, σ, σ0)+ 1
η
η∑
i=1
F(z, α, µ, σ, σi )
]
(A.7)
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with
σ0 = σ (A.8)
σi = σ
1+ β 21−i , i ≥ 1. (A.9)
This notational form for ω will be used further. In what follows, a collection of auxiliary integrals, and their solution,
are presented. These integrals are the building blocks for the formal proof that ω is a pdf and for deriving analytical
expressions for the moments, mean, variance, skewness and kurtosis of ω.
(a)
Integral:∫ ∞
−∞
exp[−(ax + b)2] erf[cx + d]dx =
√
pi
a
erf
[
ad − bc√
a2 + c2
]
. (A.10)
Proof. The solution of this integral was computed by Briggs [2]. 
(b)
Integral:
MF (t, α, µ, σ, σi ) = exp
(
µt + 1
2
σ 2i t
2
)1+ erf
 ασ 2i t√
2σ 2 + 2α2σ 2i
 . (A.11)
Proof. Substitution of Eq. (A.5) in Eq. (A.6) gives
MF (t, α, µ, σ, σi ) =
∫ ∞
−∞
exp(t z)2Φ(α(z − µ), 0, σ )φ(z, µ, σi )dz (A.12)
= I1 + I2 (A.13)
with
I1 = 1
σi
√
2pi
∫ ∞
−∞
exp(t z) exp
[
− (z − µ)
2
2 σ 2i
]
dz (A.14)
I2 = 1
σi
√
2pi
∫ ∞
−∞
exp
(
t z − (z − µ)
2
2 σ 2i
)
erf
(
α(z − µ)
σ
√
2
)
dz. (A.15)
Eq. (A.14) is the moment generating function of a normal distribution, and its solution is well known:
I1 = exp
(
µt + 1
2
σ 2i t
2
)
. (A.16)
Rearranging terms in Eq. (A.15) brings the integral I2 into the format of Eq. (A.10):
I2 =
exp
(
µt + 12σ 2i t2
)
σi
√
2pi
∫ ∞
−∞
exp
−[ z − (µ+ σ 2i t)
σi
√
2
]2 erf(αz − αµ
σ
√
2
)
dz (A.17)
= exp
(
µt + 1
2
σ 2i t
2
)
erf
 ασ 2i t√
2σ 2 + 2α2σ 2i
 . (A.18)
Summation of Eqs. (A.16) and (A.18) yields the expression Eq. (A.11). 
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Properties. From Eq. (A.11) it follows that
MF (0, α, µ, σ, σi ) =
∫ ∞
−∞
F(z, α, µ, σ, σi )dz = 1. (A.19)
An expression for the n-th moment of F is easily obtained by taking the n-th derivative of MF , with respect to t , and
evaluation at t = 0, which is denoted here as MnF (0).
MnF (0, α, µ, σ, σi ) ,
dn
dtn
MF (0, α, µ, σ, σi ) =
∫ ∞
−∞
znF(z, α, µ, σ, σi )dz. (A.20)
Moments of F for n ≤ 4:
M1F (0, α, µ, σ, σi ) = µ+
√
2 ασ 2i√
pi(σ 2 + α2σ 2i )1/2
(A.21)
M2F (0, α, µ, σ, σi ) = (µ2 + σ 2i )+
2
√
2 µασ 2i√
pi(σ 2 + α2σ 2i )1/2
(A.22)
M3F (0, α, µ, σ, σi ) = µ(µ2 + 3σ 2i )+
√
2 σ 4i (3ασ
2 + 2α3σ 2i )√
pi(σ 2 + α2σ 2i )3/2
+ 3
√
2αµ2σ 2i√
pi(σ 2 + α2σ 2i )1/2
(A.23)
M4F (0, α, µ, σ, σi ) = 3σ 4i + µ2
(
µ2 + 6σ 2i
)
+ 4
√
2µσ 4i (3ασ
2 + 2α3σ 2i )√
pi(σ 2 + α2σ 2i )3/2
+ 4
√
2αµ3σ 2i√
pi(σ 2 + α2σ 2i )1/2
. (A.24)
(c)
Moment generating function of ω:
The moment generating function Mω of ω is denoted as follows, and can be written in terms of MF , Eq. (A.6):
Mω(t, α, β, η, µ, σ ) =
∫ ∞
−∞
exp(t z)ω(z, α, β, η, µ, σ )dz (A.25)
= 1
2
[
MF (t, α, µ, σ, σ0)+ 1
η
η∑
i=1
MF (t, α, µ, σ, σi )
]
. (A.26)
Properties. From Eqs. (A.19), (A.25) and (A.26) it follows that
Mω(0, α, β, η, µ, σ ) =
∫ ∞
−∞
ω(z, α, β, η, µ, σ )dz (A.27)
= 1
2
[
MF (0, α, µ, σ, σ0)+ 1
η
η∑
i=1
MF (0, α, µ, σ, σi )
]
(A.28)
= 1
2
[
1+ 1
η
η∑
i=1
1
]
(A.29)
= 1
2
[
1+ η
η
]
(A.30)
= 1. (A.31)
An expression for the n-th moment of ω is obtained by taking the n-th derivative of Mω, with respect to t , and
evaluation at t = 0, which is denoted here as Mnω(0).
Mnω(0, α, β, η, µ, σ ) ,
∫ ∞
−∞
znω(z, α, β, η, µ, σ )dz = d
n
dtn
Mω(0, α, β, η, µ, σ ). (A.32)
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Moments of ω for n ≤ 4:
M1ω(0, α, β, η, µ, σ ) = µ+
α√
2pi
[
σ 20
(σ 2 + α2σ 20 )1/2
+ 1
η
η∑
i=1
σ 2i
(σ 2 + α2σ 2i )1/2
]
(A.33)
M2ω(0, α, β, η, µ, σ ) = µ2 +
1
2
[
σ 20 +
1
η
η∑
i=1
σ 2i
]
+
√
2µα√
pi
[
σ 20
(σ 2 + α2σ 20 )1/2
+ 1
η
η∑
i=1
σ 2i
(σ 2 + α2σ 2i )1/2
]
(A.34)
M3ω(0, α, β, η, µ, σ ) = µ3 +
3µ
2
[
σ 20 +
1
η
η∑
i=1
σ 2i
]
+ 3µ
2α√
2pi
[
σ 20
(σ 2 + α2σ 20 )1/2
+ 1
η
η∑
i=1
σ 2i
(σ 2 + α2σ 2i )1/2
]
+ 1√
2pi
[
σ 40 (3ασ
2 + 2α3σ 20 )
(σ 2 + α2σ 20 )3/2
+ 1
η
η∑
i=1
σ 4i (3ασ
2 + 2α3σ 2i )
(σ 2 + α2σ 2i )3/2
]
(A.35)
M4ω(0, α, β, η, µ, σ ) = µ4 + 3µ2
[
σ 20 +
1
η
η∑
i=1
σ 2i
]
+ 3
2
[
σ 40 +
1
η
η∑
i=1
σ 4i
]
+ 4µ
3α√
2pi
[
σ 20
(σ 2 + α2σ 20 )1/2
+ 1
η
η∑
i=1
σ 2i
(σ 2 + α2σ 2i )1/2
]
+ 4µ√
2pi
[
σ 40 (3ασ
2 + 2α3σ 20 )
(σ 2 + α2σ 20 )3/2
+ 1
η
η∑
i=1
σ 4i (3ασ
2 + 2α3σ 2i )
(σ 2 + α2σ 2i )3/2
]
. (A.36)
A.2. ω is a pdf
A probability density function is any function f (x) that describes the probability density in terms of the input
variable x in such a way that f (x) ≥ 0 for all values of x and that the total area under the graph is equal to 1.
Proof. Since φ, Eq. (A.3), is a normal distribution, i.e., φ(z, µ, σ ) ≥ 0 for all values of z, and Φ, Eq. (A.2), is
a function whose function values are in between zero and one for all values of z, it follows from Eq. (A.5) that
F(z, α, µ, σ, σi ) ≥ 0 for all values of z. From Eq. (A.1) and Eq. (A.7) it follows that ω(z, α, β, η, µ, σ ) ≥ 0 for all
values of z. The total area under the curve ω(z, α, β, η, µ, σ ) is equal to 1, Eq. (A.31), which closes the proof. 
A.3. Central moments of ω
Mean value: The mean value µω of the pdf ω is defined as
µω =
∫ ∞
−∞
z ω(z, α, β, η, µ, σ )dz. (A.37)
Substitution of Eqs. (A.32) and (A.33) in Eq. (A.37) gives the following expression for the mean value of ω:
µω = M1ω(0, α, β, η, µ, σ ). (A.38)
Variance: The variance σ 2ω of the pdf ω is defined as
σ 2ω =
∫ ∞
−∞
[z − µω]2 ω(z, α, β, η, µ, σ )dz. (A.39)
Rearranging terms in Eq. (A.39), and making use of Eq. (A.32) and Eq. (A.34), gives
σ 2ω = M2ω(0, α, β, η, µ, σ )− µ2ω. (A.40)
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Skewness: The skewness γ1,ω of the pdf ω is defined as
γ1,ω = 1
σ 3ω
[∫ ∞
−∞
[z − µω]3 ω(z, α, β, η, µ, σ )dz
]
. (A.41)
Rearranging terms in Eq. (A.41), and making use of Eq. (A.32) and Eq. (A.35), gives
γ1,ω = 1
σ 3ω
[M3ω(0, α, β, η, µ, σ )− 3µωσω − µ3ω]. (A.42)
Kurtosis: The kurtosis γ2,ω of the pdf ω is defined as
γ2,ω = 1
σ 4ω
[∫ ∞
−∞
[z − µω]4 ω(z, α, β, η, µ, σ )dz
]
. (A.43)
Rearranging terms in Eq. (A.43), and making use of Eq. (A.32) and Eq. (A.36), gives
γ2,ω = 1
σ 4ω
[M4ω(0, α, β, η, µ, σ )− 4µωγ1,ω − 6µ2ωσ 2ω − µ4ω]. (A.44)
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