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Abstract: We are seeing widespread use of 802.11 WiFi enabled mobile devices for a 
variety of different purposes.  Educators have the opportunity to leverage the capabilities 
of these devices through the use of specialized educational applications in mobile 
learning communities.  Before the large-scale use of these mobile applications can be 
considered as a feasible option, the WiFi infrastructure on the educational campus must 
be equipped to handle a high volume of mobile devices.  In this paper, we present a 
performance evaluation tool for WiFi infrastructures called MiProfiler that allows us to 
assess wireless resource availability for interactive mobile educational applications in a 
classroom.  MiProfiler is a distributed, Android-based tool with the capability to 
simultaneously start, stop, and gather performance data of WiFi-based phone 
applications. The abilities of MiProfiler were validated through a case study of the 
distributed MiClicker Android phone application deployed in our large lecture hall.  The 
results of MiProfiler showed clearly the strengths and weaknesses of the WiFi 
infrastructure in our lecture hall when running the educational phone application 
MiClicker. 	  
1.  Introduction  	  
802.11 WiFi enabled mobile devices have become a pervasive aspect of everyday life.  People of 
all ages rely on them for their day-to-day interpersonal communication as a means to increase their overall 
productivity and social connectivity.  As such, it is a natural step for educators to explore ways of 
enhancing interaction with their students by leveraging the capabilities and proliferation of these mobile 
devices through mobile learning communities.  A mobile learning community consists of students, a WiFi 
based infrastructure over which the students communicate, and the educational institution to which these 
students belong (Nahrstedt et al. 2010).  With decreasing costs of current mobile device technology it is 
becoming a viable option for universities to provide students with a WiFi-enabled mobile device for 
educational purposes.  In doing so the educational institution moves one step closer to fully exploiting the 
power of mobile learning communities. 	   The educational environment that we study consists of a web-networked mobile learning 
community using mobile phones running WiFi-based proprietary and third party applications.  Educators 
and students have the desire to utilize these applications.  However, the main question lies as to whether the 
wireless infrastructure is ready to reliably handle a high volume of mobile phones consuming a large 
amount of network bandwidth in a classroom during a lecture.  The simultaneous execution of HTTP 
requests over WiFi by a high number of students induces a significant, undesirable performance decline in 
the form of request failures and lengthened request round-trip times according to our past experiments. 
Hence, before the deployment of dedicated educational applications on mobile phones in 
classrooms can be considered as a feasible option, the wireless infrastructure must be deemed ready for the 
widespread deployment.  The question that we set out to answer was how to best evaluate the WiFi 
infrastructure for mobile applications in classrooms.  As it currently stands, there are many network 
infrastructure tools for evaluating wireless networks and for monitoring access point traffic, however, there 
are currently no tools for assessing the bandwidth delay and quality of infrastructure from the device’s 
point of view.  We propose a device-centric solution to quantify the quality of the wireless infrastructure in 
a classroom for handling a large number of mobile devices with the MiProfiler tool.  MiProfiler is a 
distributed, Android-based tool for managing and gathering performance data of an application over WiFi. 
In section 2 we will present our models and assumptions.  Section 3 will go into details about the 
design of MiProfiler itself and Section 4 will talk about experimental details and our results.  Section 5 
presents related work and we will discuss future work and our conclusions in Section 6. 
2.  Models and Assumptions 
 
2.1 Application Model  
 Any application that is to be monitored by MiProfiler will be designed with the standard client-
server architecture. 
 The client-side component can be viewed as having two main layers – the user interface and the 
application logic as seen in Figure 1a.  The user interface will likely be a graphical user interface (as 
opposed to a command-line interface) and will consist of buttons, menus, etc.  The user interface will 
transform user interaction with the device into a form that can then be processed by the application logic 
layer.  The application logic layer will perform any on-device computation as necessary and/or will make 
use of the TCP/IP or UDP protocol to marshal and send a request for the server to perform some 
computation on its behalf. 
 The server-side component can also be identified as having two main layers – a daemon and a 
database.  The daemon will passively wait for a client to issue a request to it.  When a request is received, 
the daemon evaluates the type of request.  If it is not a database request, the daemon computes the result 
and returns the result of the computation back to the client.  If it is a database request, the daemon queries 
the database for the requested information and then sends the result back to the client. 
As an example of the application model, we introduce the MiClicker application.  MiClicker is an 
educational application for mobile phones that is used both inside and outside of the classroom.  It includes 
the following four features: (1) take quizzes (2) retrieve course announcements (announcements about 
assignments, exams, etc.), (3) send text message to instructor, and (4) send audio message to instructor. 
The MiClicker application architecture follows the standard client-server model.  The client 
interface is different for instructors and students; an instructor client makes use of a web interface to 
manage his or her courses whereas student clients are the MiClicker applications running on the Android 
phones.  The web server provides services to the clients through a PHP interface and utilizes a MySQL 
database to keep track of student information. 
The web server has four main components that collectively serve both instructors and students.  At 
the highest level lie the management and core services interfaces for instructor and student clients, 
respectively—it is through these interfaces that HTTP requests are routed to the appropriate handlers for 
processing.  The management interface allows instructors to post announcements, quizzes and quiz 
answers, and to gather audio messages, text messages, and quiz results uploaded by students.  Conversely, 
the core services interface provides the logic for authorized students to retrieve course announcements and 
quizzes, and upload audio messages, text messages, and quiz responses for their instructors to review at a 
later time.  The MySQL database is used to efficiently store and retrieve each student’s username, 
encrypted password and course enrollment, announcements and quizzes for courses, audio and text 
messages uploaded by students, and quiz results for students.  It is important to note that the database is 
stored on the secure departmental server and access to any of the MiClicker services from the clients 
requires a valid username and password.  The handlers in the management and core services interfaces 
receive read/write access to the database through the PHP interface for MySQL only with the proper 
credentials.  
 
           
            Figure 1a: Visual representation of the                     Figure 1b: Visual representation of the      
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2.1 Distributed System and Network Model 
 The network model supports the distributed client-server architecture and can be represented as a 
graph ! = !,!  where ! =   !!      ! = 1…!  }   ∪ {  !  } and !   =       !! , !      ! = 1…!  }.  Each vertex Ci 
represents a single unique mobile phone and vertex S represents a server to which the clients issue requests 
to and receive replies from.  Furthermore, each edge !! , !  in E represents a connection (a bidirectional 
communication channel) between client !! and S. 
 All communication takes place over an 802.11 wireless local area network (WLAN).  The 
topology of the mobile devices may be chosen in any arbitrary manner.  For our purposes, we can view an 
802.11 WLAN as a set of wireless access points (WAP) that are collectively managed by a WLAN 
controller. The purpose of a WAP is simple – it allows a wireless device !! to connect to a server ! via a 
WiFi network.  In the case that a client is within the range of multiple WAPs, one is selected for the client 
by the WLAN controller.  The WLAN controller, among other things, takes care of assigning clients to 
access points in a manner that balances the workload of each individual access point, radio frequency 
power adjustment, and channel assignment.  Furthermore, the controller uses a form of the centralized 
packet-scheduling algorithm to serve client requests over all access points. 
 
 
3.  MiProfiler Design 
 
The MiProfiler monitoring service consists of two components: an Android monitoring service 
(client) for gathering performance data on the mobile phone and a PC controller (server).  The Android 
monitor contains all functionalities for running a measurement test on a single phone.  The controller 
contains a simple interface for starting and stopping monitoring services on multiple clients. 
 
3.1 MiProfiler Architecture 
 MiProfiler can be modeled as a graph !! = (!! ,!!).  
Let !! =   !!!      ! = 1…!!}   ∪    {!!}  denote the set of mobile 
devices that are running the educational application described in 
section 2.1 with the MiProfiler Android monitoring service and let SM be the starter remotely controlling the MiProfiler clients.  Each 
edge ! =    !!! , !!      ! = 1…!! } represents a bidirectional 
communication channel between client !!!  and !!.  For a visual 
representation of the MiProfiler general architecture, see Figure 2 
to the right. 
 
3.2 MiProfiler Components and Services 
 
3.2.1 MiProfiler Controller (Server) 
The purpose of the MiProfiler server is singular – it is used to remotely and simultaneously 
start/stop an instance of the MiProfiler client on an arbitrary number of phones.  This feature is useful in 
that it eliminates the manual effort required in restarting the tester on many phones.  The generic algorithm 
used to start is described in Figures 3a and 3b. 
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Figure 3a: Algorithm for the MiProfiler server 
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Figure 3b: Algorithm for the MiProfiler client 
 
Figure 2: MiProfiler architecture 	  
 The algorithm is similar to the Cristian’s Algorithm for clock synchronization in a distributed 
system (see [5]).  From the server’s perspective, the algorithm begins by waiting for a client’s request to 
open a connection.  Upon accepting the connection request, the server proceeds to take a measurement of 
the maximum round-trip time (RTT) of a message between the newly accepted client and the server.  As 
the server continues to accept client connections, it keeps track of the maximum observed RTT.  Once all 
connections have been initialized, the server broadcasts the highest observed RTT to all connected clients. 
 From the client’s perspective, once the connection has been opened, it waits until it receives the 
server’s message containing the maximum RTT.  Each individual client can use this information to its 
advantage in estimating the time that it should start its instance of the tester.  The time recorded by the 
server when the broadcast message was sent is denoted by sTime and the time the message was received at 
the client is denoted by rTime.  A reasonable estimation of the maximum one-way delay can be described 
mathematically by the expression (maxRtt/2), i.e. half of the maximum round-trip time.  This, of course, 
assumes that the delay is split evenly between sending the message to the server and receiving the message 
from the server.  Because of the inevitable delay in message transmission, a reasonable estimation of the 
latest possible time that a message could be received at the client would be sTime plus the maximum one-
way delay.  Thus, if rTime is greater than the latest possible time receipt time, that means the client should 
start its test immediately because all other clients likely have.  If rTime is less than the latest received time, 
then the client can simulate receiving the message later by passively waiting until the time has come and 
then start the test. 
 
3.2.2 MiProfiler Tester (Client) 
 MiProfiler has been designed with the goal of eventually being able to measure the performance 
of any Android-based application issuing HTTP requests over WiFi.  To prove the feasibility of such an 
application, the current implementation of MiProfiler has been designed to measure the performance of 
MiClicker as was introduced in section 2.1.  The current MiProfiler client component is designed to be 
tightly coupled with the monitored Android application; the Android application’s source code is 
instrumented with the MiProfiler monitoring service primitives to measure in detail every performance 
aspect of the WiFi-based application.  Applications in our experiment were evaluated using two main 
criteria – the round-trip times (RTT) for requests and the failure rate of requests.  The advantage to this 
approach is that the incurred performance penalty of to MiClicker is minimal.  However, this performance 
boost comes at the cost of MiProfiler’s flexibility and scale impairment. 
 The MiClicker application supports the following requests to the MiClicker web server: 
authenticate, get class announcement list, get user class list, get quiz, get class quiz list, upload an audio 
file, and upload a text message.  A monitoring (measurement) ‘test’ will be referred to as any sequence of 
the aforementioned requests that students could execute in a class.  The ‘test’ sequences are repeated for a 
bounded number of iterations on a single phone.  The test loop is considered to be a single iteration of that 
same sequence. 
 When a test begins, the MiProfiler tester will build a queue of requests to be executed and 
measured.  It will step through the queue executing one request at a time, measuring the performance of 
each request/response pair, and evaluating the performance measurements of the request.  The performance 
measures of a request are (a) round-trip time (RTT) to send application request and receive a response and 
(b) success/failure rate for the queue of requests. To measure a request’s RTT, it is time-stamped 
immediately before being issued and immediately after its result is received.  The RTT (measured in 
milliseconds) is simply the difference between the time of receipt and the time of issue.  The result of the 
request will be considered ‘successful’ or ‘unsuccessful.’  A request is considered unsuccessful for one of 
three reasons: the phone loses WiFi connectivity, the phone fails to receive a response from the server after 
a predefined period of time, or the server returns an error code.   
 On a successful request, no further action is taken and execution proceeds to the next pending 
request in the queue.  However, on an unsuccessful request the original request is retried.  It is retried until 
one of two conditions is met: (1) the request is successfully served on a subsequent retry or (2) the total 
number of retries for the request exceeds the maximum allowable number.  We have defined the maximum 
allowable number of retries to be five for a single request.  When the maximum number of retries is 
exceeded, the request is considered a failure and execution proceeds to the next pending request in the 
queue. 
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Figure 4: Generic algorithm for MiProfiler tester 
 
 
 It is easily seen that the best-case scenario is when a single test requires no retries.  We will use 
the variable e to refer to the total number of executed requests, d to denote the number of distinct requests 
we are measuring, and c to denote the number of iterations in the test loop.  Thus, the total number of 
requests executed follows the formula: 
 
   ! = !  ×  !    (Eq. 1) 
 
Conversely, the worst-case scenario occurs when each request is a failure.  We use the variable !!!" to denote the maximum allowable number of retries for a request.  Thus, the maximum number of 
executed requests is: 
 
   ! = !  ×   !  ×  !!!"    (Eq. 2) 
 
More generally, the total number of requests follows the forthcoming formula.  Let the variable a 
denote the number of attempts the request required subject to the constraint that 1 < ! <    !!!". 
 
   ! =    (!!,!   ×!!!!   !)!!!!    (Eq. 3) 
 
3.2.3 MiProfiler Logger 
An important MiProfiler client primitive is the ‘logger.’  The logger assists in writing the various 
performance measurements into a log file.  Each request in the test sequence will be logged to a text file 
with the following information: an ID for the request, the request type, the number of bytes transferred 
between the client and web server, whether or not the request was successful, a reason for failure (if 
applicable), and lastly the round-trip-time of the request from the client to the web server and back.  The 
log file is unique to a specific test and is titled using date and time of execution and MAC address of the 
phone. 
 
 
4.  Experiment Details 
 
4.1 Experimental Test Bed 
 We have conducted our experiment in the classroom 1404 of the Thomas M. Siebel Center for 
Computer Science at the University of Illinois at Urbana-Champaign.  The room 1404 is an auditorium-
style lecture hall that seats approximately 200 students.  The seating section is uniformly pitched such that 
individuals sitting in the rear of the room (furthest away from the speaker’s podium) are closer to the 
ceiling than those sitting in the front of the room.  Figure 5a shows a visual representation of the classroom. 
 There are 6 wireless access points (WAP) currently located in the room.  The campus technology 
department has chosen the locations of the WAPs with the intent of eliminating WiFi dead spots, i.e. 
locations where WiFi connectivity cannot be established. The locations of the WAPs can be seen in Figure 
7b below.  Furthermore, we chose to break the room into 9 separate regions also depicted in Figure 5b.  
Each region corresponds to a block of seats roughly equivalent to 1/9 of the total seating in the room.  This 
detail will be explained further in section 4.2. 
 
         
           Figure 5a: Rough representation of    Figure 5b: Breakdown of the room into regions  
           the  room’s seating layout    and the locations of the WAPs relative to them 
  
For our experiment, we used 29 Motorola Droid phones and 37 Google Nexus S phones.  The 
Motorola Droid has a TI OMAP 3430 SoC with an ARM cortex A8 single core 600 MHz CPU, 256 MB of 
DDR SDRAM, 512 MB of flash memory and WiFi connectivity that supports 802.11 b/g.  Additionally, all 
Droids were running the Android 2.0/2.1 (Éclair) or Android 2.2 (Froyo) operating system.  The Nexus S 
contains a Samsung Exynos 3 SoC with an ARM cortex A8 single core 1GHz CPU, 512 MB RAM, 1 GB 
iNAND internal storage and WiFi connectivity that supports 802.11 b/g/n.  The Nexus phones ran either 
Android 2.3.x (Gingerbread) or Android 4.0.x (Ice Cream Sandwich).  Lastly, the WAP hardware is 
(manufactured by Meru Networks) and supports 802.11 b/g/n. 
 The software used included both MiClicker (as described in section 2.1) and MiProfiler (as 
described in section 3).  As mentioned in section 3.2.2, MiClicker and MiProfiler are tightly coupled 
applications.  MiProfiler is interleaved with the MiClicker source code, including primitives for automatic 
testing and logging, and a graphical user interface. 
Finally, now that we have a comprehensive view of the test bed, we can establish a more complete 
view of the lifecycle of a request.  Figure 6 below represents two clients each running an individual 
instance of the MiProfiler application.  After both clients have received the start signal from MiProfiler 
starter, they begin the execution of the test.  They choose the first request in their request queue to issue to 
the MiClicker web server.  The request gets routed through the WAP to which the client was assigned by 
the WLAN controller on the way to the web server.  After the web server handles the request, it returns a 
response to the matching client over the same path in reverse direction. 
 
 
Figure 6: High-level system overview. 
 
4.2 Test Scenarios 
 
4.2.1 Hardware Configuration 
We looked to perform a comprehensive analysis of the WiFi infrastructure readiness by answering 
three questions:  (1) how does the distance of a phone from an access point affect its performance, (2) how 
do surrounding phones affect a particular phones performance, and (3) how does a particular model of 
phone perform under the WiFi conditions present in 1404 Siebel Center.  To do so, we devised four 
different topologies of phones to simulate four potential real world scenarios.  We define a topology as a 
mapping of a group of phones to a region of the room. 
Each region listed in Figure 5b was populated with a group of phones.   Scenarios 1 and 2 grouped 
phones by model – groups were composed purely of either Droid or Nexus phones. Scenarios 1 and 2 
differed in their topologies, i.e. a region populated with a group of Droids in scenario 1 was replaced by a 
group of Nexus phones in scenario 2, and vice-versa.  Scenarios 3 and 4 use mixed groups of phone models 
– groups consisted of both Droid and Nexus phones.  Like scenarios 1 and 2, scenarios 3 and 4 differed in 
their topologies.  We chose to run each scenario two times each.  For a complete breakdown of the 
scenarios, refer to Figure 7. 
 
  
Figure 7:  Topologies for the four scenarios. 
 
4.2.2 Software Configuration 
Each phone’s test loop consisted of the following sequence of requests: authenticate, get classes, 
get announcements, get list of quizzes, get quiz, upload audio file, and upload text file.  This sequence was 
repeated in this exact order 50 times per phone.  One request was in execution per phone at a time – if a 
request was not successfully completed it was retried for a maximum of 5 five times before being 
considered a failure and moving onto the next request in the sequence.  When an iteration of the test loop 
was completed, execution resumed at the top of the loop with the ‘authenticate’ operation once again. 
 
4.3 Metrics 
 From the data we collected, we were mainly concerned with two metrics: failure rate and round-
trip times (RTT).  We define the failure rate as follows, where ! is the number of failed requests and ! is 
the total number of requests:  !!"#$%&  !!"# = (! !)  ×  100.  It is easily seen then that the success rate is 
then: !!""#$$  !!"# = 1 − !!"#$%&  !!"#.  Round-trip times are calculated by taking the difference between 
the clock time when the request was issued and the clock time when the server’s response was received at 
the client: !!! = !!"# !!"#$%"! −   !!"#(!!"#!$%). 
 
4.4 Results 
In this section we use the results of our experiment to determine the readiness of the WiFi 
infrastructure in Siebel Center room 1404.  We address the following three questions:  (1) how does the 
distance of a phone from an access point affect its performance, (2) how do surrounding phones affect a 
particular phones performance, and (3) how does a particular model of phone perform under the WiFi 
conditions present in 1404 Siebel Center.   
A similar experiment was carried out in the spring of 2010 to also measure the readiness of the 
WiFi infrastructure in Siebel Center room 1404.  The results were alarming due to very high RTTs and 
failure rates.  We will reference the results of that experiment here.  For a detailed description of that 
experiment, see [4]. 
 
4.4.1 Access Point Distance 
 The first aspect of our analysis that we considered is how a phone’s distance from an access point 
affects its MiClicker performance.  Recall from Figure 7b that there are six total access points in the room: 
two mounted on the ceiling in the rear, two mounted on the ceiling in the middle, and two mounted on the 
walls in the front.  Because of the pitch of the seating area, those phones located in the three lower regions 
have approximately the furthest distance from an access point, followed by those phones in the middle 
three regions and finally those three groups in the upper regions. 
 As suspected, phones located closer to an access point performed better in most cases.  We saw 
that the groups of phones in the upper region of the lecture hall had, on average, lower round-trip-times for 
server requests and lower failure rates.  The middle and lower regions had the middle and highest average 
round-trip-times, respectively.  Interestingly enough, the middle regions had the highest failure rates.  
When looking at the results of the regions from left to right, we saw that the regions with the lowest, 
middle, and highest round-trip-times were right, center, and left regions, respectively.  The regions with the 
lowest, middle, and highest failure rates were the right, middle and left regions, respectively.  In the spring 
of 2010, we were seeing average round-trip-times in the range of 4-8 seconds, and failure rates in the range 
of 37-64%.  As seen in Figure 8, the results are significantly better than the previous experiment. 
 
 Upper Left 
Upper 
Center 
Upper 
Right 
Middle 
Left 
Middle 
Center 
Middle 
Right 
Lower 
Left 
Lower 
Center 
Lower 
Right 
Average 
RTT (ms) 1157 1213 1073 1337 1196 1139 1571 1390 1358 
Failure Rate 
(%) 11.72 13.21 9.41 15.88 21.38 19.34 19.33 20.17 9.50 
Figure 8: Performance of phones in the various regions across all scenarios. 
 
4.4.2 Surrounding Phones 
 Recall that in the first two scenarios, phones were contained purely in groups of identical phone 
model while the second two scenarios used groups of mixed phone models.  We observed that the phones 
in scenarios 1 and 2 had lower RTTs and lower failure rates than did the corresponding locations in 
scenarios 3 and 4. 
 According to our results, the groups of mixed phones seemed to have introduced some 
interference between phones.  WiFi stability seemed to be much lower with mixed groups, with typically 
the Droid phones losing WiFi connectivity.  Thus, we conclude that the type of surrounding phones has an 
impact on the quality of interaction with the MiClicker application. 
 
 Scenarios 1 & 2 Scenarios 3 & 4 
Average RTT (ms) 1142 1374 
Failure Rate (%) 12.77 18.31 
Figure 9: Performances of pure groups vs. mixed group 
 
4.4.3 Model Performance 
 As suspected, we measured that the newer and higher quality Nexus phones performed better in 
both metrics.  Droid performance degraded significantly in the proximity of Nexus phones.  However, as 
described in the previous section, Nexus performance also degraded in the presence of Droids.  Thus, we 
conclude that those students using older phone hardware will likely not have as high quality of interaction 
with the MiClicker application. 
 
 
Scenarios 1 & 2 Scenarios 3 & 4 
Droid Nexus Droid Nexus 
Average RTT(ms) 1245 1038 1459 1288 
Failure Rate (%) 13.20 12.34 20.07 16.55 
Figure 10: Performance of models in different scenarios 
 
4.4.4 Best and Worst Performing Scenarios 
 Figures 11a and 11b below show a comparison between the best and worst performing scenarios 
in our experiment.  In both performance metrics, phones performed the best in the first trial of scenario 1 
and the worst in the first trial of scenario 2.  Recall that scenario 1 used pure groups and scenario 3 used 
mixed groups.  This is consistent with our analysis in sections 4.4.1 – 4.4.3 in that Droid performance 
degraded when in close proximity with the Nexus phones.  Interference between phones introduced a 
significant performance decline—in the most rare cases we observed maximum RTTs up to 5 seconds on 
some phones and even failure rates of 100% on others (due to WiFi connectivity issues).  However, many 
phones were also observed reporting RTTs as low as 150 ms and failure rates of 0%. 
 
     
            Figure 11a: Average RTTs in the best and           Figure 11b: Average failure rates in the best 
             worst scenarios              and worst scenarios 
 
4.4.5 Comparison With Spring 2010 Experiment 
 Overall, the performance of the MiClicker application in 1404 Siebel Center is much better than it 
was than in the spring of 2010.  We observed 60%-80% improvement in RTTs and 59%-75% improvement 
in failure rates for requests.  We have seen average RTTs and failure rates improve significantly.  Likely 
reasons for the increase in performance include: 
1. MiClicker implementation—The application has been redesigned to use a persistent HTTP 
connection with the web server.  The previous implementation used a non-persistent connection 
that incurred additional delays because of the re-association of connections (Nahrstedt et al. 2010). 
2. Improved WLAN infrastructure—Siebel Center room 1404 now has six total access points 
compared to the two total access points in 2010.  More over, the access point hardware itself is 
newer and of higher quality. 
3. Improved phone hardware—The newer Droid and Nexus hardware is higher quality than the 
previously used G1 and G2 hardware. 
 
 While we have seen a significant improvement in performance of the MiClicker application since 
the spring of 2010, the following issues still incur a performance penalty: 
1. Centralized packet scheduling—The Meru networks use a centralized packet scheduling algorithm 
over the entire WLAN that has an influence on overall scheduling time to/from the mobile phone 
(Nahrstedt et al. 2010). 
2. The Meru network devices likely stop serving clients when performing a re-association/handoff or 
other scheduling whose processing could take a relatively long time (Nahrstedt et al. 2010). 
 
5.  Related Work 
 
Advances in wireless technologies have allowed users to communicate ubiquitously anywhere at 
any time and have made it possible for users to access and exchange information through phones, tablets, 
and other wireless handheld devices (Lyttinen et al 2002).  The number of projects exploring the potential 
of mobile phone-facilitated learning is steadily growing as a result of the improvement in mobile 
technologies (Valk et al. 2010).  Third party developers and educational institutions are taking interest in 
this arena with the development of applications such as Edmodo for promoting student collaboration and 
enhancing student/instructor communication.  There are also less specialized applications that can be taken 
advantage of in a WiFi-equipped learning environment such as EduPort, for providing students with easy 
access to educational videos, and Audioboo which allows users to record and share audio clips with others.  
With the increasing amount of attention that is given to using mobile devices in an educational 
environment, it is crucial that campus WiFi infrastructures be designed to handle a high number of these 
low-power devices.  Companies like Solarwinds produce software such as LANSurveyor for accurately 
mapping a local area network and NetFlow for monitoring bandwidth and traffic patterns.  However, load 
testing the wireless network for these types of applications from the device’s perspective appears to be a 
novel work—our hope is to develop a generic testing framework to evaluate the performance of a wide 
variety of mobile applications in these environments. 
 
6.  Conclusions 
 
 For future work, there are two alternative MiProfiler architectures to be considered.  The first 
approach is to similarly create a detached service that simultaneously runs on the mobile device and 
monitors the HTTP traffic of a particular application under test.  This service would need to run beneath the 
application, meaning that it would need to run as an extension of the operating system. The advantage of 
this approach is that there would be no need for the tester to have access to the source code of the original 
application.  It would be able to be used without making assumptions about application design.  A 
disadvantage of this approach is that it would require significant development effort; this is a result of 
operating system security measures that would need to be bypassed for applications to access each other’s 
data.  A second approach is to develop a service that runs alongside an application under test, and the 
original application being tested writes data into a shared memory region of the service that is being tested.  
An advantage to this approach over the current implementation is that it would be more portable to be used 
with other applications.  Again, a disadvantage would be that it requires the tester to have access to the 
source code of the original application. 
 It is evident that simply providing a student with an interactive mobile educational application is 
not enough—as educational institutions we must verify that we are structurally ready for large-scale mobile 
learning communities.  Since the fall of 2011, we have explored one way of testing and evaluating the WiFi 
infrastructure for the use of the MiClicker application through the development of the MiProfiler testing 
tool.  Our study analyzed three different aspects of the complex infrastructure readiness question to draw 
conclusions about our proximity to fully exploiting the power of mobile learning communities.  While we 
are much better off than we were in the spring of 2010, the argument can be made that we are not there just 
yet.  WiFi stability within the classroom is still not at a level to where user experience is seamless.  We 
believe that one more iteration of testing and evaluation is required to understand the minimum necessary 
infrastructure configuration parameters to achieve optimal user experience in mobile learning communities. 
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