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We consider the ordinary differential operator given by 
+4 = (-l)“(x%(“))(“) + qu, x > 0. (1) 
The function q is continuous. The operator A is called oscillatory (oscillatory 
at zero) if for each positive number a there exist positive numbers b and c 
with a < b < c (a > b > c) such that the equation Au = 0 has a nontrivial 
solution satisfying 
uCm)(b) = U(~)(C) = 0, m = 0, l)...) n - 1. (2) 
Nehari [lo] introduced in the special case a = 0, n = 1 and q(x) < 0 
oscillatory criteria of the following type: 
lim inf x1-O 
I 
O” q(t) t” dt < -1 - CJ’ 
4(1-a)’ (3) x-wx x 
Glazman [ 51 gave analogous conditions in the case a = u = 0, Lewis [ 71 for 
a<2n-1 anda=O,andHintonandLewis [6]fora=4n-2anda=O. 
The results in [2] generalize these conditions for a > -1. They are better 
than the adequate results in [7] in the case a > 0 and u = 0. Mtiller-Pfeiffer 
191 improved the constant for n = 1. In our paper we generalize this result 
for even-order differential operators. Under the condition 
lim sup x’ --a mm 
x-m i 
m q(t) f’ dt < 
-l+a-11-a] U2 
x 2 - 4(1-a-u) 
(4) 
the assumption q(x) < 0 is not necessary for n = 1 [8]. An adequate 
inequality was found in [3] for n = 2. Here we give a greater constant. 
For all proofs we need 
THEOREM 1 ([5, Ill). The operator A is oscillatory (oscillatory at zero) 
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of and only iffor each positive number a there are positive numbers b and c 
with a c b < c (a > b > c) and a nontrivial function v E @(b, c) such that 
[Av,vj=[ X0 /V(“‘(X)(2 + q(X) IV(X)l’du < 0. (5) 
@(b, c) is the Sobolev-space consisting of all functions whose first n - 1 
derivatives are absolutely continuous, the derivative of order n being essen- 
tially bounded and satisfying (2). Furthermore, we use the well-known 
definition (;)=(l/n!)a(a-l)‘... *(a-n+ 1) and (t)=l; a real 
number, n natural number. 
THEOREM 2. Let us assume 
a+o<2n--1, a # 1, 2 ,..., 2n - 1, 
and 
4(x) < 0 for large x. 
(6) 
(7) 
The operator A is oscillatory if 
I 
( 1 
‘I2 2 (n!)’ 
lim infxZ”-1-U-U 
x-co O” q(t) ta dt < -Bn.,,, - 2n _” l _ a _ u (8) x 
where 
B rnrO.0 = 0, for a > 2n - 1 
(n!)’ ( ‘fIkk )’ , 
= (” )’ pa (i~iI~rwi(n+(t-a) 
k 
u/2 + a + k - 2n a/2+a-n-i- 1 ’ 
i+k-n I( n-i-l )I 
ax 
for 2n - 1 - 2k < a < 2n + 1 - 2k, k = l,..., n - 1 
anda< l,k=n. (9) 
ProoJ Let f E C”) (i.e., it has derivatives of all orders) with 
0 <f(t) < 1 
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and 
We choose 
f (1) = 0, for t < 0 
= 1, for t>l. 
u(x) = 0, for 0 <x< Q 
= g(x)9 for Q <x< R 
= R”zx”tz 1 for R<x<T (10) 
for Tgx<S 
= 0, for S <x, 
where r = 2n - 1 - a - cr. We want to apply the Theorem 1. Therefore the 
function g must possess the boundary values 
g’“‘(Q) = 0, 
(11) 
Rn-l/-a/2-m, m = 0, 1 ,..., n - 1. 
Moreover, we choose g such that [Au, u] is minimal. Using theorems of the 
calculus of variations (e.g., see [ 11) we require 
(xag(“)(x))(“) = 0. (12) 
Now we find g from Eqs. (11) and (12). We take into consideration various 
cases. Let us put M,,-, = ( 1,2 ,..., 2n - 1 }. If a 4 IV,,,-, then (12) implies 
n-l 
g(x) = x b,x’ + u,Xn+‘-a. (13) 
i=O 
We calculate the first n derivatives 
+ :gI m! (n +A-‘) a,X”+i-a-m. (14) 
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From (11) we get the following system of equations: 
+ z: (“+:-a)a,Qi-l/2-~,2=0, 
nzi’ ("-n:-i)b,,_,R=/2-,,*-i (15) 
+ F: (“+:-a)a,Ri+V2-d2= (y), m = 0, 1 ,..., n - 1. 
We want to determine 
y= lim I R-so Q.R = ;L; 1 R xQ ( u(“)(x)12 dx. 
Q 
From (14) follows 
n-l (n+;-a)(nty) 
= (II!)’ x 
i./=0 itjt 1 -a 
. (a,R I+ w2-o/2a,p 1/2-a/2 _ aiQi- I/2-dZa,Q’t 1/2-a/2). C,(j) 
Therefore it is necessary to investigate the convergence of a,R’+“2-“‘2 and 
ai. 
Case I. a > 2n - 1: We consider the system (15) with respect to the 
unknowns b,-, .iRo’2-“2-i and a,Q’+ vz-a’2. Its determinant of coefficients 
is 
D = ( (n-i-i ) (srz-1’2-i (,+:-a) 
I5 j (T ) (“+&L-“)(:)“‘- “2-i~~~~::~:“l, , . 
If we change in D,5(ntA-j;a) for 0 and (“+,!,-I;“)(Q/R)“‘2-V2-i for (%2) for 
each m = O,..., n - 1 we denote this determinant by D,,Si. Using Cramer’s 
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rule and the continuity of determinant we get, according to the inequalities 
n/2 - l/2 - i > 0, i = 0 ,..., n - 1, 
lim aiQ i+l/Z-a/Z= D,s i lim d=A, 
R-5 n-m D,, 
,I 
lim b,-, iR n/2~1/2-1= B 
R-30 
” I-13 
and therefore 
lim bi = 0 = lim a,R’+- ‘,‘2-a’2, 
n-x R-WIT 
i = O,..., n - l5 
and 
y$ (“+;-a)Ai=o, m=O ,..., n- 1. 
Since 
(n+A-a)+ (“;+;a)= (n+;;fy), 
there is 
Hence, Ai = 0, i = 0, l,..., n - 1 is proved. This implies that 
Case II. 
y=O=B “.0,“* 
2n-l-2k<a(2n+1-2k for k = l,..., n - 1 
and 
a<1 for k = n. 
Now we have 
i++-;<O, for i=O,l,..., n-k- 1, 
i++-+>O, for i = n -k,..., n - 1. 
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Similar to the first case it follows that 
lim b Rab-U2-i =B 
R-X0 
n-l-i n-l-i, 
lim b”-l-i = 0, 
R-tW 
lim b 
R-W0 
.Q”12-v2-i=B “-,- [, n-1-r 
lim b n-1-f p/- u2-i = 0 9 
R-CO 
lim u,Q 
R-KU 
i+u2-=‘2 =4 
lim a,R’+ uz-Cd2 = 0 3 
R+oO 
lim a,R’+ v2-0/2 = A 
R-C 
iy 
Consequently, 
lim a, = 0, 
R-K0 
for i = 0, I,..., n - k - 1, 
for i=O, l,..., n-k- 1, 
for i = n - k,..., n - 1, 
for i = n - k,..., n 1 1, 
WI 
for i = 0, I,..., n - k - 1, 
for i=O, l,..., n-k- 1, 
for i = n - k,..., n - 1, 
for i = n - k,..., n - 1. 
n-l-i 
B 
m n-l-i 
+ ‘$,,’ (n+A-a)Ai=O, m=O,...,n- 1, (19) 
+,I$:k (nfA-a)A,= (y), m=O ,..., n- 1, (20) 
where (a, b)- = minta, b}. First we consider the system (19) and its deter- 
minant of coeffkients D,,. Since 
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l(n-k4+j) 
WI /=O.....n-k-l 
m=O.....n-k-l 
(21) 
we get A, = 0 for i = O,..., n - k - 1. The investigation of system (20) is more 
complicated. For calculation of determinants we need the following equation 
which is proved by the equation 
Now we consider the determinant of coefficients of system (20). 
By means of linear combinations we get 
= 
m i=n-k,....n-I 
m=n-k.....n-I I( 
n+i-k-a 
(22) 
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k-l 
(23) 
We substitute in D,, ( “km0 ) by ($) for all M = O,..., n - 1. Let Dzoai denote 
this determinant. Therefore we get for i = n - k,..., n - 1 
1 /n-k- u/2 - k - (n - k) 
0 
) . . . (“-;-a) 
(+y . . . ( ““,i”“)) ... i”x;la) ’ 
Using Cramer’s rule we can see 
A = (“L2--z ) i n-k+i-a 
n-k 
(r-i-a)... (i-i-a) 
(“---;a)... (i---;a) 
(u/2;n) (i+;-a) ... (n-i-a) 
(f-J (+;;a) . . . (“;i;“i 
(24) 
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By means of linear combinations and Eq. (22) we get 
1 0 0 1 
/o Ii 
. . 
ci=, 
/. . 
0 0 .*. 0 0 
For the next transformation we need the equality 
,&(-l)j(;‘l)(“;j)=o, 
with natural numbers p and q. This follows from the equality 
and the known equality C/“=0(-I)‘(~) = 0. Then (25) implies 
(25) 
n-1-i 
1 (-1)' 
i+k-ntj u/2 t k - 2n t a = 
I-0 j i+k-n+j 
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= u/2+k-2n+a ‘-lpi ( 1 ,Fo (-l)’ ( o/2+a-n-i i+k-n .i 
= ev-I-’ 
+ a + k - 2n 
)( 
c7/2+a-n-i-1 
i+k-n n-i- 1 (26) 
We used for the last calculation the well-known relation 
Consequently, from (16), (18), (24) and (26) the equation 
y=B n,a,o (27) 
follows. 
For Cases I and II we conclude the proof. From (6) and (10) immediately 
follows 
(28) 
Furthermore we get for s = 2T 
from the estimation 
Z T,2T = I 
2T 
X= 
T  
<cf 
k=O 
F+: IT,,,  = o 
X 
a+o-2kTZk-2n I/‘“*’ ( “Fx) ( 2 dx 
(29) 
< C’ 
i 
2Txa+m-2n &. 
T  
+o-2n+ 1 
< C”7” . 
Finally we estimate the quadratic form [Au, u]. Using condition (8) for each 
positive number Q there exists a number R > Q with 
R 2n--l--a--o I O” q(t) t” dt < --B,+,,, - Zn-l--a--a - 46, R 
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where 6 > 0 is a sufficiently small number. By (28) and (29) T can be 
chosen such that 
and 
Rzn-‘-n-a [‘q(t)Pdf < -B “.a.” - 
‘R 
Using (17) and (27) we can assume that 
I,,, < Bna,, + 6. 
Because of (7) there holds 
( 1 
*I2 2 (n!)’ 
< Bn,,,, + 6 + 2nnl -a-~ +~+~-Bn..%o 
( ) *{’ 2 (n!)’ 
an-l-a-a 
- 36 
= 0. 
By Theorem I the operator A is osciilatory. 
Remark 1. B,.,., is continuous with respect to a. 
Fora#2n-2k+ l,k= 1 ,..., n this is easy to see. Suppose 2n - 2k < a ( 
2n-2k+ l=a,;then 
B n,a.o=(n!)2 
4 0/2+a+k-2n i+k-n I( a/2+a-n-i- 1 n-i- 1 )I ’ ah 
n-1 ‘+n-k 
+2 K‘ (-1)' 
i=L;;_k if 1 +n-k-a 
(n +;-a) 
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. (2n-yy2;+cz;~n2n) 
4 
u/2+a-n-i- 1 
n-i- 1 K 
u/2 + a + k - 2n - 1 
k-l il 
‘, .\, ./n+i-a\ 
= (n!)’ ~ 
[n \’ [!,“” Ii=n&k+,(-x)‘( ‘k ~) 
\k) 
4 
u/2 + a + k - 2n u/2+a-n-i- 1 ’ 
i+k-n )( n-i- 1 )I 
dx 
+2 “q’ (-q-k 
i-:k 
k (“:i;“) 
2n-k-a 
)( 
u/2 + a + k - 2n 
k i+k-n 
4 
u/2+a-n-i- 1 
N 
u/2 + a + k - 2n - 1 
n-i-l k-l 
Since lim o-n0-,,(2n-: “) = (“;I) = 0 it follows that 
i n-k+1 
For a,, < a < a,, + 1 we note that 
B 
(n!)’ ( ufIkk++l ’ )’ 
= n.a.o 
u/2 + a + k - 2n - 1 
I( 
u/2+a-n-i- 1 
)I 
2 
i+k-n-l n-i- 1 
a!x 
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and therefore 
lim B,,,., = 
(4 (“fw-kk )’ (G-k + 1)’ i’, n-l 
n ’ 
yno 
\. 
nac,, 0 
( 1 
k2 
-’ 0 i--n-kcl 
k 
k 
. (-x)’ 
( 
2k+i-n- 1 
k 1 
(k+i-n) 
.( 
a/2-k+ 1 
i+k-n ) 
(i+k-n) 
(tmk+ 1) 
Hence B,,,., is continuous at cfO, too. 
Because of Remark 1 we conjecture that Theorem 2 is valid for each a. 
For n= 1 [9] and n=2,3 [4] this is proved. 
Remark 2. In the special case a = u = 0 we get 
B n.O.0 + [ :‘n”-l;!]2=A:, 
where 
A , = (2n - 1)“2 .+ (-l)k..’ 
n (n - l)! 
In this case Theorem 2 is a result proved by Glazman [ 5 ]. 
Proof of (30). By (9) we get 
(30) 
B,.,,,=W)2~~ 1%: t-x)’ (n:i)(;n)(~n~i~11)12dx 
= [(;~l;;!l’,f; 1:; (-x)i(n+;-‘)(nr’)i2dx 
[(2n - 1)!J2 1 
= 1, 1(x”-‘(x - ,(n _ 1)!,4 l)n-‘)‘n-‘)(2dx. 
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Integration by parts implies 
The last integral was calculated also by integration by parts. If we determine 
this integral by means of the equation 
(x-l)“--‘= 2 (-q-1 (;I i)xn-X. 
kc I 
then we get B,,o,O = A:. 
In 121 we have for B,,,,, the number 
n-1 2 
c d,(x”(x - I)k)‘“’ dx, a > -1, 
k-0 
where 
For a > 2n - 1, 0 = B,,,,, is better than C,,,,,. Also for some examples the 
inequality B,,,., < C,.,,, is valid. We calculated Bz,,,o= 2 < 6 = Cz,,,O, 
B 2,2So = 1 < 2415 = C,,,,, and B,,,,, = 0 ( 2115 = C,.,,,. In case of second- 
order operators we note 
B 1.0.0 = 1 -a < & = C,,a,O, a < 1. 
THEOREM 3. I’(7)and 
a+o>2n-1, a # 1, 2 ,..., 2n - 1, 
then the operator A is oscillatory provided that 
(3 1) 
lim inf x 2”-‘--u-u(xq(t)tudt<-B,,,,,- 
+-cc -1 
(32) 
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where 
B n.a.0 = 0, for a<l, 
n-k-l 
2 (-x)i 
n+i-k-a 
i=O n-k 
4 a/2 - n + a I( 0/2-n-i- 1 +a * i n-k-i- 1 dx, 
for 2n - 1 - 2k ( a < 2n + 1 - 2k, k = l,..., n - 1 
and 2n - 1 - 2k < k = a, 0. (33) 
ProoJ We choose 
u(x) = 0, for 0 <x< Q 
= ~/2*"12f for Q<x<R 
= 7712x"* 
7 for R <x< T 
= g(x), for T<x<S 
= 0, for S <x, 
(34) 
where r + u = 2n - 1 - a. The function f is defined at the beginning of the 
proof of Theorem 2. Function g is a solution of Eq. (12) with boundary 
values 
a/2 g’“‘(T) = m! m p-V2-+m, 
( 1 
gyq = 0, m = O,..., n - 1. 
Equation (12) implies (13). From the boundary values it follows 
n-m-i 
= ( 
n-l-i 
1 
b,-l-iS a/2-1/2-i 
i O 
+ g: ~n+~-a,aisi+l,2-a,2=o, 
(35) 
(36) 
SOS/42/2-2 
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m = O,..., n - 1. 
It is easy to see that 
n-, (n+;-a)(n+;-a) 
I,,, = (n!)’ x 
i./-0 i+jt1-a 
. (UJ i+1/2-“/2ajsj+l/2.a/2--i~~ 1/2-a/Zai~j+I/2-a/2)~ (Jo) 
We want to determine y = lim,_, I,.,. Therefore we consider aiS” “2-a’2 
and a, for S+ 00. 
Case I. a ( 1: Then the inequalities i + l/2 - a/2 > 0, i = 0 ,..., n - 1, 
are valid. Using the continuity of determinants we get 
lim a,S’t1/2-d2 =A 
s-wm iv 
lim a, = 0, 
S-Km 
lim b 
s-+00 n.. 1. /P’2-“2-i=Bn 1 ..il 
lim b Sdz-l/Z-i = 0, 
s-%x n I--i 
i = O,..., n - 1, 
and 
z: (n+~ma)Ai=O, m=O,...,n-1. 
Similar to the proof of Theorem 2 it follows that A, = 0, i = O,..,, n - 1. It 
remains 
Case II. 
Y = 0 = B,,,s,. (38) 
2n-1-2k<a<2n+1-2k for k = l,..., n - 1 
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and 
2n-1-2k<a for k = 0. 
In this case we have i+ 1/2-a/2 < 0 for i=O,..., n - k - 1 and 
i + l/2 - a/2 > 0 for i = n - k,..., n - 1. By continuity of determinants it 
follok that 
lim a SltV2-d2=A 
s-.cc i 1) 
lim a, = 0, 
S-.a: 
lim a,7”“*-“/* = A,, 
S-02 
lim a,S’+ V2-d2 = 0 
s-00 ’ 3 
lim b,-,-iSgB”-,.i, 
S-CC 
lim b - 0, 
.%cc n-l-i- 
lim b 
S-X 
n-I-(P2-“2-i=Bn-~-i, 
lim b,-1-i Sd2-VZ-i=O 1 
S-3: 
and 
for i = n - k,..., n - 1, 
for i = n - k,..., n - 1, 
for i = O,..., n - k - 1, 
for i = O,..., n - k - 1, 
(39) 
for i = O,..., n - k - 1, 
for i = O,..., n - k - 1, 
for i = n - k,..., n - 1, 
for i = n -k,..., n - 1, 
n-1 
B a-l-i+ x ‘+;-, 
. 1 
A i = 0, (40) 
i-n-k 
n-m-l 
\’ L 
i=n-k 
B n-1-i+ 1 “;_‘,’ (‘+A-‘) A,=(y). (41) 
The determinant of system (40) is equal to the determinant of system (20), 
which is calculated by (23). Hence 
A,=O, i = n - k,..., n - 1. (42) 
The determinant of system (41) is equal to the determinant of system (19), 
which is determined by (21). Applying Cramer’s rule we get 
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A,= 
(n-i-a) ... (n+i-i-1-a ) (u/i-k) 
n+i-k+ 1 -a 
0 
2n- I -2k-a 
0 
2n- 112k-a 
n-k- 1 
(0) (i) . . . f;‘) (@y+a) (QJ . . . (q-1) 
0 (i) . . . (‘I’) . . . 
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= (43) 
These calculations are similar to the calculations of the C,‘s in (24). Conse- 
quently, from (37), (39), (42) and (43) it follows 
y = -(n!)’ “f 
( 1 
* ny;* (n+;-“) (“+;-“) 
‘*zo (i+j+ 1 -a) 
(“+:--a) (“+{-a) 
. (oP;n+a ) (olZ;n+a) ( oP;y;:fa ) ( uP~k&~a) 
(y)’ ._;;, (n+;:;-a) (n+;:;-a) 
= -(n!)’ n 
( 1 
2 
&I i+j+ 1 -a 
. (UPyA ) (Qjn+a) ( u/2,-_“k~;~ ) ( uP~H-;~a ) 
= Bn.,,,. (44) 
Now we consider the integral 
I Q*R = A x= 1 u(=)(x)\* dx 
J Q 
Equation (3 1) implies lim,, I,,, = 0. We have to calculate 
p= p% I,,,= lim J r x= 1 Yyx)I* dx. 
* T-cc R 
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From (31) and (34) we get 
( ) “il’ z (n!)’ 
P= 
a+o--2n-t 1. 
(45) 
Finally we estimate the quadratic form [Au, c]. Using (32) for each positive 
number R there exists a number T > R with 
( 1 a/2 2 @)’ 
I 
T  
TZ”- 1-a-o 
I q(t) t* dt < -B,,,,o - a +; + l _ 2n - 44 
where 6 > 0 is an appropriate number. T can be chosen such that 
T2n-‘-a-o lR q(t) Pdt < 6 
‘I 
and that I,,, < 6. The last conclusion follows from (31) and lim,, I,,, = 0. 
Hence this implies 
.7 
TZR-‘--O--(II q(t)t”dz<-B,,,,,- 
‘R 
By application of (38), (44) and (45) we have that for large S I,., < 
B n,a,o + 6. Now it can be proved that 
[Ah v] = IQ,, + I,,, + I,,, + I 
-‘q(t) IU(f)12 df 
Q 
<IQ,, + I,,, + I,,, + T2n-‘-a-o 
1 
. T  
q(t) f’ dt < 0. 
R 
Thus, by Theorem 1 the operator A is oscillatory. 
THEOREM 4. If (7) and 
a+a=2n-1 
then the operator A is oscillatory provided that 
1 x 
lim inf - 
I 14 lnx , 
q(t) Pdt < -(n!)’ 
(46) 
(47) 
A proof of this theorem can be found in [2]. 
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THEOREM 5. Assume (6) is satisfied and 
q(x) 6 0 for small x. (48) 
lim inf x 2n-’ n-U [‘q(t)t”dt<-B,,m.,- 
x-0 -’ .r 
(49) 
then the operator A is oscillatory at zero, where B,,,,,, is defined by (9). 
Proof. We choose the testfunction (10) with (11) and (12). Now we have 
to calculate y = lim,+, I,,, . First we consider the integral I,,,, which is 
calculated like (16). 
Case I. a > 2n - 1: Consequently, i + l/2 - a/2 < 0 for i = 0, l,..., 
n - 1. Continuity of determinants and (15) yield 
li~b,~,-,Q='2-"2-i=0, 
ljTb “-,- iR=‘2-“2-i=B,-,-,, 
-I 
lii a,R it I/Z-a/* = 0 9 
iya,Q it I/2-a/2 = A,, 
and 
Hence we get (17). 
Case II. 
2n-1-2k<a<2n+1-2k 
and a<1 
Now, 
m = O,..., n - 1. 
for k = l,..., n - 1 
for k = n. 
and 
1 
i-tl-:<O for i=O, l,...,n-k- 1 
i++-+>O for i = n -k,..., n - 1. 
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Similar to Case II of the proof of Theorem 2 it follows 
l&b n-l-i Rd2-V2-i= B,-,-i, for i=O,...,n-k- 1, + 
;Tb Q n-1-l 
d2-UZ-i=o 
, 4 
for i = O,..., n - k - 1, 
iyb “ml-, Qd2-w2-‘=B “-,e,, for i = n - k,..., n - 1, 
I,im,b,-,-,R a/2-U-i=0 , for i=n-k,...,n- 1, 
l~a,Q”V2-NZ=,4c, for i = O,..., n - k - I, 
lim a,R it v2-o/2 = 0 , for i = O,..., n - k - 1, 
Q-O 
lim a Ri+ l/Z-w2 
Q-0 ’ 
= A,, for i = n - k,..., n - 1, 
lim arQ Itv2-42=0 , for i= n - k,..., n - 1. 
Q-+0 
Furthermore the systems (19) and (20) are satisfied. This immediately 
implies (27). 
Now we consider all cases together. We first note that 
T  
I 
a/2 z 
R,T= 
l 
T~“~u(n)(x)~2dx= (n!)’ 
R ( 1 
R2n-I-a-o p+o-2ndy 
n ! R 
( 1 “f * (n!)’ 
< = limlR., =p. Zn-l-a-o Rd 
Next we show lim,, I,., = 0. This follows from (6) and 
F 
I T,S = J- 
x= 1 u’“)(X)I* dx 
T  
Consequently, by Theorem 1 it suffices to show that [Au, u ] < 0. By (48) we 
get 
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Applying (49) for each positive T there exists a number 0 < R < T with 
R2n-‘-o-“ ’ q(t)t”dr < -B,.,,, - r Zn-l-a-o 
- 46, 
-R 
where 6 > 0 is an appropriate number. Then we choose R so small such that 
R2”- 1-O-O 
.T  
I (1 
qt t”dt<6 
. I 
and IT., < 6. Finally we have I,., < B,,,,, + 6 for small Q, i.e., [Au, u] < 0. 
Thus the proof is finished. 
THEOREM 6. Let us assume (3 1) and (48). Then the operator A is 
oscillatory at zero ly 
lim inf x 2n-‘-a-o 
x-0 I 
=q(t)t”dr <-B,,,,,- (W 
0 a+a-2n+l’ 
where B,.,., is defined by (33). 
Proof. We choose the testfunction (34) with (12) and (35). Now we can 
use the equations and inequalities of the proof of Theorem 3. The 
conclusions are similar to the proof of Theorem 5. 
Remark 3. In special case a = 0 and u = 4n - 2 we get 
2 (# 
2n - 1 
+B n.O,4n-2 = zn _ 1 -!- [ :‘,“rl;!]’ =A;. 
This result was proved in [ 6 1, too. 
THEOREM 7. Suppose (46) and (48). Then the operator A is oscillatory 
at zero if 
Iilf & -[ q(t) t” dt < -(n!)’ (‘f ) 2. 
This result can be found in [ 21. 
(51) 
THEOREM 8. The assumption q(x) < 0 is not necessary in Theorems 2, 3, 
5, 6 for u = 0 if we replace in (8), (32), (49), (50) lim inf by lim sup. 
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Proof. We give the proof for Theorem 2 only. For the other theorems the 
conclusions are similar. It will suffice to show that g, defined by (11) and 
(12), is a nondecreasing function on (Q, R). Then we can use the Second 
Mean Value Theorem (Bonnet’s theorem). Therefore there exists a number 
R, with Q<R,<R and 
1 Rq(t)~g(t)]2dt=R2n-1-=~R q(t) dt. Q RO 
Since 
lim sup x2n-‘-a 
x+00 s 
O” q(t) dt < -B,,.a,,, < 0 
x 
we can choose Q, R such that I:, q(t) dt < 0 and therefore 
R2n--l--a q(c) dt < R;“-‘-= s(t) dt. 
We can assume that the function f, defined at the beginning of the proof of 
Theorem 2, is nondecreasing. Hence, by Second Mean Value Theorem there 
exists a number T0 with T < T, < S and 
q(t) 1 u(t)[* dt = R*“- ’ --(I 
,R2n-1-U q(t) dt < Rp-‘-a q(t) dt. 
Consequently, 
[Au, u] = is x0 1 u(“)(x)l* dx + Is q(x) lu(x)l’ dx 
Q Q 
*n--1--a 
<IQ., +IR,T +I,,, +RO 
i 
To q(t) dt. 
&I 
The following conclusions are similar to Theorem 2. Finally we prove the 
monotonicity of the function g. Since g (“-l’(Q) = g’“- l’(R) = 0 the function 
g (“) has at least one zero on (Q, R). By (12) x”g’“‘(x) has less than n - 1 
zeroes between Q and R. If there exists only one zero between Q and R, then 
for Q < x < R gcn-” (x) > 0 (or <O). This implies 
P'(x) = j; g (m+“(y) dy > 0 (or <O), m = 1, 2 ,..., n - 2. 
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Hence g’(x) > 0 (or (0) and g is by g(R) > 0 = g(Q) a nondecreasing 
function on (Q, R). Let g”” have k zeroes on (Q, R). Then g’” ” has k - 1 
zeroes and gcnmk’ (x) > 0 (or (0). Therefore, also in this case g is 
nondecreasing on (Q, R). The proof is finished. 
THEOREM 9. Suppose a + CJ = 2n - 1. Then the operator A is oscillarory 
(oscillatory at zero) if 
lim sup n~~,O, &j-y 4(f) to df < -w’ ( u;2)2. (52) 
This result can be found in 121. 
Remark 4. By 1121 the Operator A is oscillatory at zero if and only if 
the operator associated with the equation 
(- l)n(rnz(“))‘n’ + r 4”+ *“q(r- ‘)z = 0 
is oscillatory (at co), where u(x) = x2” Imnz(r) and x = r ‘. Using this 
result we get the Theorems 2’, 3’, 5’, 6’, 8’. 
THEOREM 5'. Assume (6) and (48) are satisfied. If 
lim infxZn ’ “-” 1’ q(f) to dt 
x4 ‘X 
‘c -An.,*, - ( 
2n - 1 ;a - @)’ (n!)2 
2n-1-a-o (49’) 
wifh 
A n.a.0 = 0, for a< 1 
@!)* ( n-k I n+i-k-a = 
n-k 
4 n - 1 -a/2 )i n-2-i-a/2 * i n-k-i- 1 )I dx, 
for 2n - 1 - 2k < a < 2n + 1 - 2k, k = l,..., n - 1 
and 2n - 1 - 2k < a, k = 0, (9’) 
then the operator A is oscillatory at zero. 
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ProoJ We use Theorem 3. If for u’ > 2n - 1 - a 
i 
r 
liminfr2"-I-O-U' su'-4"t2aq(s-I)& 
,-a: I 
< -Bn,,,,, - ( ) 
‘y2 ’ (n!)’ 
a+u’-2n+ 1 
with (33) then according to the result by Ahlbrandt et al. [ 121 the operator 
A is oscillatory at zero. By the substitutions s- ’ = t and 4n - 2a -.- 2 - u’ = u 
we get Theorem 5’. For n = 1, 2 we calculate the equation 
2n- 
A t n.o.u 2n-l-a--u = B”.,,, + Zn-l-a-u 
* (53) 
We conjecture that this equality is valid for each n. It is very likely that 
these calculations are more complicated than those of the proof of 
Theorem 5. 
THEOREM 6'. Assume (3 1) and (48) are satisfied. Then the operator A is 
oscillatory at zero if 
r 
* *im infx2"- I -a --(I q(t) f’= df 
x4 -0 
< -A..,,, -- 
( 
2n - 1 ;a - UP)’ cn!)2 
a+u-2n+ 1 
(50’) 
where 
A n.o.0 = 0, for 2n- l<a 
(n!)’ ( 
2n-l-a-u/2-k ’ 
n-k 1 I -0 = 
n ’ 
X 
( ) 
r I -0 
i$-x)i(n-+:-a) 
k 
4 
k- 1 -u/2 
i+k-n N 
dx, 
for 2n - 1 - 2k < a < 2n + 1 - 2k, k = l,..., n - 1 
anda< I,k=n. (33’) 
The proof is similar to the proof of Theorem 5’. 
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THEOREM 2’. Let us assume (6) and (7). The operator A is oscillatory if 
lim inf x 2n-1-a 
.X-CC 
(I (cCq(()r”d( 
‘r 
( 2n - 1 - a - a/2 2 1 @I!)2 n 
< -A,.,*, - 2n-l-a-a (8’) 
with (9’). 
THEOREM 3’. If (7) and (3 1) are satisfied then the operator A is 
oscillatory procided that 
lim inf xZn-- ’ -n mu x q(f) t” dt 
x-u’ r -I 
< -A,.,,, - ( 
2n - 1 ;-d2)2 (n!)2 
a+a-2n+ 1 (320 
with (33’). 
The proofs of the latter two theorems are similar to the proof of Theorem 5’. 
We use 1121 and Theorem 6 respectively Theorem 5. 
Of course, Theorem 8 remains valid also in the cases of Theorems 2’, 3’, 
5’, 6’. 
THEOREM 8’. The assumption q(x) < 0 is not necessary in Theorems 2’, 
3’, 5’, 6’for a = 0 $ we replace in (8’), (32’), (49’), (50’) lim inf by lim sup. 
APPENDIX: CALCULATION FOR EQUALITY (53) IN CASE n = 1,2 
1. Case n = 1. a< l-aoa’=2-2a-a> l-a 
1.1. a > 1: 
A + (1 -a-a/212 = 
(a - l)( 1 - a - a) + (1 - a)’ - (1 - a)a + a’/4 
1.0.0 l-a-a 1 -a-a 
a/2 ’ 
a2/4 ( 1 
=1-a-a =B +I-fi-a* 1.P.U 
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1.2. a < I: 
A I.a.0 
+ (I -a-u/2>* 
1-C-l-U 
= (1 --n-~/2)~= (1 -a)‘-(1 -a)a+u*/4 
l-a-u 1-a-u 
u/2 2 
(1 -a)(1 -a--u)+~*/4=~ ( 1 1 = 
1-a-u I.o.0 
+ 
1-a-u’ 
2. Case n = 2. 
2.1. a < 1: 
J-a-012 * 
2 
A + 1 
4 
2.a.a 3-a-u 
= (3 - a - u/2)72 - a - u/2)2 
3-a-u 
=3-i-u I((3-a)*-(3- 1 a u + u*/4)((2 - a)’ - (2 - a)u + u2/4)1 
I 
=3-a-u [ 
(2 - a)*(3 - a)’ - a[ (2 - a)*(3 - a) + (3 - a)*(2 - a) 1 
+ G [ (2 - a)’ + (3 - a)’ + 4(2 - a)(3 - a)] 
-%j(3-0)+(2-a)]+-$-] 
1 
=3-a-u [ 
(2 - a)*(3 - a)’ - ul(2 - a)2(3 - a) + (3 - a)*(2 -a)] 
+:1+6(2-a)(3-a)+ 1) 
-:,2(2-a)+ I] +$I 
1 
=3-a-u [ [ 
(2 - a) (3 - a)(2 - a - u)(3 - a - a) 
+;(3-a-u)]+; ($-I)‘] 
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4 u/2 2 
=(2-a) [ (3-a)(l-a-u)+;]+ ( 
2 
1 
3-a-u 
4 u/2 ? 
-B ( 1 2 - 2.n.u + 3 _ a _ u * 
2.2. 1 <a<3: 
4 
A + 2.n .(I 3-a-u 
= 3 _ i _ u [(a - 1)(3 - a - 0/2)~(3 - a - u) 
+ (3 - a - u/2)72 - a - u/2)‘] 
= 3 _ L _ u [(a - 1)(3 - a)3 + (3 - a)2(2 - a)’ 
- u[ 2(a - I)(3 - a)’ + (3 - a)(2 - a)’ + (2 - a)(3 - a)‘] 
+ g IS(a - 1)(3 - a) t (2 - a)’ + 4(3 - a)(2 - a) t (3 - a)‘] 
=3Mlpu [(3-a)‘-u[(3-a)t(3-a)‘] 
+:1(3-a)‘+4(3-a)+ I]-;,(3-a)+ I]+-$ 1 
= 3-i-u [(3-a) (f- 1)‘(3-a-u)+4 (uf)2] 
=B 
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2.3. a>3: 
4 
A + 2.n.o 3-a-u 
(3-a)(2-a-6+2a+a)+ 
(6 - 2a - u)~ 
2 1 
+ 
3-a-6 
=3-A-o [(a-2)(3-a-a)[(3-a)(a+a-4) 
+ 2(3 - a - u/2)‘] + (3 - a - 0/2)~(2 - a - u/2)‘] 
= 3 _ i _ u [(a - 2)(3 - a)‘(a - 4) + 2(3 - a)‘(a - 2) 
+ (3 - a)2(2 - a)’ - a[(2 - a)(3 -a)’ + 2(a - 2)(3 - a)’ 
+ (a - 2)(3 - a)(a - 4) + 2(a - 2)(3 - a)’ 
+ (3 - a)(2 - a)’ t (2 - a)(3 - a)‘] 
t c [2(a - 2)(3 - a) + 8(a - 2)(3 - a) 
+ (2 - a)’ t (3 - a)’ + 8(2 - a)(3 - a)] 
-g [2(a - 2) t (2 - a) t (3 - a)] + $1 
=3-i-u [(3-a)‘[(3-a- 1)(3-a+ 1) 
t 2(a - 2)(3 -a) t (2 - a)‘] 
- ~(3 - a)[(3 - a t 1)(3 - a - 1) t 2(a - 2)(3 - a) t (2 - a)‘] 
t g [ (3 - a)2 + 2(a - 2)(3 - a) + (2 - a)‘] - G + $ 1 
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