Introduction
Many of the popular nonparametric two-sample test statistics for censored survival data, such as the log-rank (Mantel, 1966) , generalized Wilcoxon (Gehan, 1965) , and Peto-Peto (1972) test statistics, have been shown to be special cases of a general two-sample statistic, differing only in the choice of weight function (Tarone and Ware, 1977; Gill, 1980) . This work has been extended to a general s-sample statistic (Tarone and Ware, 1977; ) which includes the s-sample log-rank, Breslow (1970) , generalized Wilcoxon, and Prentice (1978) linear rank statistics. There are, however, many survival analysis procedures that do not obviously fit into the general class above. Examples are statistics that deal with the s-sample trend problem, such as the Jonckheere (Gehan, 1965) and Tarone (1975) trend statistics, and statistics that deal with continuous, fixed, and timedependent covariate problems, such as the Cox (1972) score test, the linear rank statistics of Prentice (1978) , the modified Kendall rank correlation of Brown, Hollander, and Korwar (1974) , and the logit rank test of O'Brien (1978) . In this paper we propose a nonparametric statistic that is applicable to the s-sample, s-sample trend, and single continuous covariate problems, and as a general class unifies all of the aforementioned test procedures and some new statistics that are robust to outliers in the covariable space. In particular, the Kendall and Jonckheere statistics, whose textbook definitions are in terms of U-statistics, will be written as rank statistics. One of the new statistics is a generalization of the log-rank test appropriate for the single continuous covariate setting and robust to extreme covariates.
In a common approach to developing test procedures for survival data in the spirit of Mantel (1966) , a contingency table is formed at each failure time containing the risk set, covariable information, and identification of the failing individual(s). Most of the ad hoc Key words. Censored data; Kendall rank correlation; Log-rank test; Time-dependent covariates. nonparametric procedures as well as Cox regression for time-dependent covariates (Cox, 1972 (Cox, , 1975 can be derived from these contingency tables. In Section 2 we present the contingency table approach to the survival problem, and from these tables we motivate a class of single-covariate nonparametric test statistics. In Section 3 we show that many of the common survival analysis tests are special cases of this general statistic. This class is also extended to the s-sample problem. In Section 4 we discuss several topics including stratification and small-sample properties, before summarizing the benefits of the proposed general class of procedures.
The Class of Statistics
Suppose there are k distinct failure times, t(l) < . . < t(k), and that t(o) = 0. Let R(t(j)) denote the risk set at time t(i). Each of the n(t(j)) individuals at risk at t(i) has a covariate Xj(t(I)), j E R(t(j). At time t(i), b(t(j)) individuals fail. Each individual will eventually fail or be censored. Conditional on the covariate, the censoring and failure mechanisms are assumed to be mutually independent. For the rest of this paper, we shall assume all n individuals under study are at risk at time 0, i.e., n = n(O).
Each of the n(t) individuals at risk at time t has a quantitative label Zj (t), j E R(t). We shall assume that the labels Zj(t ), j E R(t) have been constructed so that increasing labels correspond to either monotone increasing or monotone decreasing chances of failing, but consistently one or the other. This is our nonparametric model relating the label to the hazard of failure, typically called an ordered hazards model. The Zj(t) may represent the covariate values but can be more general and represent some function of the covariates, e.g., the ranks of the covariates. Define an at-risk indicator Yj(t) = 1 if j E R(t) and 0 otherwise, and an observed failure time indicator Jj (t ) = 1 if the j th person is observed to fail at time t and 0 otherwise. At time t the data can be summarized in a contingency table (Table 1) .
The general class of statistics we propose is given by k n
T(w, Z) = , w(t(i)) , Jj(t(i))[Zj(t(i)) -(t(i))],(1 i=1 j=1
where Z(t) = n-'(t) E Yj(t)Zj(t) is the average label at risk at time t, and w(t) is a weight function. T(w, Z) will often be abbreviated to T when the meaning is clear from the context. If the failure mechanism prefers large values of the labels, then T will be large; if it prefers small labels, T will be small. If we fix the labels and margins of 
where CM0(t) = n-'(t) , Yj(t) [Zj(t) -Z(t)]2 is the sample variance of the labels of those at risk at time t, in which n-1(t) is used rather than [n(t) 
One would hope to be able to refer the statistic T/NJVi to a standard normal table to obtain a significance level for the association between the label and the hazard. Note that in (2) and (3) the mean and variance are functions of random variables. Furthermore, in the calculation of V, the hypergeometric variances are summed across tables as if they were independent. Of course, they are highly dependent. However, it still seems intuitively reasonable that one should be able to condition across time on previous events and proceed as above. In fact, many authors have used martingale theory to derive the statistical properties of tests whose motivation is based on changes in the risk set over time. Gill (1980) and wi(t; 1, 1) to mid failure times. Several popular forms of T employ w(t) = n(t), the number at risk.
Equivalence to Popular Tests
In this section we show that various forms of the trend statistic T, specified by particular choices of the label and weight functions, are equivalent to many of the commonly used survival analysis procedures. The types of labels to be considered here are the raw covariate, the grouped covariate, the covariate rank, and the transformed rank of the covariate. (t(i), t(I+l)), and ci and C1 are as defined by Prentice (1978) . Prentice and Marek (1979) showed that in the two-sample problem v is of the form (1) with w(t(1)) = c1 -C1 and b(t) 1 whenever
The substitution k
n -I(t()) E (x(i) + S(*)) = Z(t())
.=J in their equation (6) 
i=-l j=l where X,n(t) = n-'(t) E Yj(t) Xjfl(t) is the average mth component of the covariate vector and a covariance matrix V(w, X) whose (m, l)th element is
where Cx,7IX/(t) is the sample covariance, using n-(t) rather than [n(t) -I]-, of the mth and Ith components of the covariates at risk at time t. Let O,72(t) = E Jj(t)Xj,,(t) be the number of observed failures in group m at time t, and f(t) = E Yj(t )Xjm(t) be the number at risk in group m at t. Defining E,m(t) =fn(t)b(t)/n(t) to be the hypergeometric mean for 0,,,(t), substitution into (7) yields k 
T,n(W5 X) 1= W(t(i))[1in(t(i))-Etn(t(i))1-

encompasses the Efron (1967) test with w(t) = n (t)f-'(t)f2j'(t)SKM,I(t)SKM,2(t)
wheneverfi (t)f2(t) > 0, where SKm,i(t) is the Kaplan-Meier estimator at time t for sample i (i = 1, 2); it also encompasses the difference in cumulative hazards for the two samples with w(t) = n(t)fV'(t)f-1 (t) wheneverJ (t)f2(t) > O. Table 2 contains other special cases.
Grouped Covariate
Using the grouped covariate label defined in Section 2, it is straightforward to show that T2/ V is identical to the trend statistic first proposed by Tarone (1975) in the case w 1 and later extended to more general weight functions by Tarone and Ware (1977).
Covariate Rank
For j E R(t) let rj(t) be the rank of Xj(t) among {Xl(t): I E R(t)}, where ties are handled by midranks, and let Zj(t) = rj(t)/n(t). Then Z(t) = [1 + n-'(t)]/2. Suppose there are e(t) distinct covariates at time t. Let m1(t) be the number of covariates at risk equal to the smallest distinct value, m2(t) the number equal to the next smallest value, and so on. Therefore, mi(t) of the 1rj(t): j E R(t)} are equal to the average of mi(t) + ... + mi-1(t) + 1, ..., mi(t) + ... (1) and (4). Note in particular that T[n(t), r(t)/n(t)] = T[1, r(t)]. We prefer rj(t)/n(t) over rj(t) as the label since rj ranges between 1 and n(t), Let us consider the covariate rank version of T for the s-sample, continuous covariate, and s-sample trend problems. Define X (t) = (Xj 1 (t), . . . , Xj,(t)), Om(t), fm(t), and Em(t) as in Section 3.
+ mi-I(t) + mi(t). Note also that n(t) = ml(t) + * + me(t)(t). From
Then the rank of Xjm(t) among lXim(t): i E R(t)} is n(t) -fm(2)
if j E group m at time t, rim(t) = n(t) -fm(t) + 1 if j e group m at time t.
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The average mth component of (rj I (t), . . ., rj,(t)) is P.m(t) = [n(t) + 1]/2. Noting that
2rjm(t) = [2n(t) -fm(t) + 1]Xjm(t) + [n(t) -fm(t) + 1][1 -Xjm(t)],
it is easy to show that substitution of Zj(t) = rj(t)/n(t) into (7) yields Tm(w, rln) = 2Tm(W, X).
Furthermore, C,,7,,() =n`(t) Yi Y(t)[rims(t) -.,n(t)][rj1(t) -.,(t) j=1
n(t) ' 
4 E Yj(t)[XjJn(t) -X.12(t)][Xjl(t) -X(t)] so that
Cz",z1(t) = (4)Cx,,x1(t) and Vmi(W, rln) = (7)Vml(w, X).
Thus, {T(w, r/n)}'V-(w, r/n)IT(w, r/n)} = {T(w, X)}'V-(w, X)IT(w, X)}
so that the Tarone-Ware class for the s-sample problem can be derived from the T statistic using either the covariates or the ranks of the covariates for the label. Hence, the log-rank test can be denoted by either T(1, X) or T(1, rln). 
Next let us consider the rank version of T when the covariate is continuous. Extending the work of Brown et al. (1974), we shall introduce a weighted
T[w(t)n(t), r(t)/n(t)] = E w(yj)Qj
U,i -I ) 
., as T[w*(t)n(t), r(t)/n(t)] for some function w*(t), although not to the extent of the weighted Kendall statistic (14).
Note that the Kendall statistic for the general covariate problem and the Gehan twosample statistic are both represented by T(n, r/n). This confirms the observation of BHK that the Kendall statistic applied to the two-sample problem is the Gehan statistic. Since w(t) = n(t), the Gehan-Kendall statistic weights early failure times more heavily; however, since the weight depends on the censoring mechanism, there can be severe consequences as shown by Prentice and Marek (1979) in the two-sample case. Let us propose a new statistic T( 1, rln) that applies equal weighting across time and that is equivalent to the logrank test in the two-sample case. This "generalized log-rank test" will be appropriate for the proportional hazards model and yet robust to outliers in the covariable space. If one wants a test that is sensitive to hazard differences which are not constant over time, then one should use the general form T(w, rln), where the weight w is chosen appropriately. Sometimes the weighting scheme can be predetermined exactly as a function of time. Oftentimes one may know only whether early, mid, or late failure times should be weighted, in which case the aforementioned w (t; a, ,B) is an excellent candidate. To avoid the problems experienced by the Gehan-Kendall statistic, the weight function should be independent of the censoring distribution.
Finally, let us consider T in the s-sample trend problem. In particular, let us study the special case in which the fixed covariate labels for the s categories are ordered. In contrast to Section 3.2, no particular trend alternative is assumed here. Let us now define a Jonckheere trend statistic based on a two-sample test. Suppose the group index ordering reflects the covariate ordering. If Sab is a statistic used to test the difference between group a and group b, then a reasonable test statistic of no difference among s groups against an ordered category trend alternative is the Jonckheere statistic E Sab, where summation is over all group pairings a < b.
Proposition 2 In the s-sample trend problem the Jonckheere trend statistic (Gehan, 1965) based on Gehan's two-sample test is equivalent to the BHK censored-data modification of Kendall rank correlation K(1). In fact, K(1) = -2 E Sab, where Sab is the Gehan test for groups a and b and summation is over all pairs a < b.
Proof Without loss of generality assume the s distinct covariate values are I1, ..., s}. The data can be presented as I(yj, bj, Xj ), j = 1, . . ., n}, where yj, bj, and Xj are as defined before. However, for simplicity of this proof it will be convenient to consider another indexing system (a, i) whereby Yai is the observed time on study for the ith person in group a. The terms jai, Xai, and taj are defined similarly. Hence, Xai = a. The data are now represented by I(yaij, ai, Xai), i = 1, ... ,fa(O) and a = 1, . . ., s}, where fa(O) 
Transformed Ranked Covariates
In this section we consider only continuous covariates. Section 3.3 can be generalized by employing transformations of the ranked covariate labels, i.e., the label for thej th individual at time t is Zj (t) = gt [rj (t)], where gt is a monotone function. In this fashion one might replace the actual covariates by the expected or approximate order statistics under some distribution for the covariates, e.g., the normal. Except for a few distributions, expected order statistics are difficult to find. To calculate approximate order statistics, let gt(l) = H 1 {(l -')/n(t)}, where / = 1, ..., n(t), and Ht is a distribution function. Note that (I -')/n(t) is never 0 or 1 so that g(l, t) will be finite. The choice Ht = 1, the normal distribution function, will give approximate normal scores. The logit function also provides a fair approximation to the normal.
Proposition 3 The trend statistics T(1, Z)/vfV(1, Z) where Zj(t) = V-1 {[rj(t) -']In(t)) and Z.(t) = logit [rj(t) --]/n(t )} are equivalent to the inverse normal and logit rank tests, respectively, proposed by O'Brien (1978).
Proof This proposition follows readily upon comparison of (1) and (4) with the corresponding equations in O'Brien (1978).
As a summary to this section, Table 2 lists some tests that are members of the general class of statistics spanned by T(w, Z). Table 3 specifies the posttreatment survival times and ages at time of treatment for 28 male patients with low-grade gliomas (brain tumors) who comprised a randomized study of radiotherapy with and without CCNU, an oral nitrosourea (chemotherapy). These data are Table 4 Analyses of unmodified and modified Table 3 by simply changing the age of the last patient to exit the study from 57.8 to 97.8. However unlikely this modification may be for this particular data set, it is certainly within the range of extreme covariate values found in many studies. Five different versions of the normalized T statistic were computed for the unmodified and modified data and are presented in Table 4 . For the unmodified data the Cox score test yields the most significant result, followed closely by the Kendall and survival function weighted covariate rank version of T, both of which emphasize early failure times. Data sets can be found for which each of these five statistics is most significant. Analysis of the modified data set, as seen in Table  4 , illustrates the considerable influence of a single extreme covariate on a covariate-based procedure, such as the Cox score test which has dropped from 3.15 to 1.40, whereas the covariate rank-based procedures remain reasonably robust.
Example
Discussion
The T statistic is designed to consider only a single covariate, although some extensions are possible, as seen in the s-sample problem in Section 3.1. In a multicovariate situation one often wants to test for the significance of one particular covariate while adjusting for the effects of the others. In a nonparametric setting a popular approach to this problem is to stratify the data based on values of the covariates to be adjusted for, form the test statistic Ti and its variance estimator Vi within each stratum, and finally form a normalized statistic -(E T1)( i V4)-12, where summation is over the number of strata. For example, in a data set consisting of three covariates, sex with two levels, age group with five levels, and city with two levels, one could stratify on the ten sex-age group combinations and then test for a survival difference between the two cities using a stratified log-rank or a stratified Peto-Peto test. Of course, the decision on how to stratify a continuous covariate is often guesswork.
For significance testing purposes we would hope that The general trend statistic T has several very desirable properties: (i) it handles tied failure times, (ii) it allows time-dependent covariates, (iii) its variance estimator V does not require the censoring distribution to be independent of the covariate, (iv) it allows fairly general weighting schemes, and (v) it represents a fairly general class of nonparametric test procedures for survival analysis. Its two major disadvantages derive from its nonparametric nature: its principal use is for a single covariate and there are no parameters per se to estimate and interpret. The weight function should be chosen with a particular alternative in mind. For example, if one believes that the association between the failure hazard and the label is stronger early in time rather than later, the weight function should be chosen accordingly. To avoid erroneous results due to the censoring, distribution, the weight function should be chosen independent of censoring-dependent quantities, such as the number at risk.
As a general class, T contains many of the survival analysis procedures in common use (Table 2) Table 2 were designed with neither in mind. We can also write down (4) as its variance estimator, which can handle tied failure times and is appropriate even when the censoring distribution depends on the covariate. Conditional on the covariate we still require the failure and censoring mechanisms to be independent. As an example of such an extension, as seen in Section 3.3, the Kendall statistic of BHK (1974) can be modified to handle a weight function and time-dependent covariates. Another benefit of the T class is to extend old tests into completely different covariate settings, sometimes creating new tests, while retaining the same weight function and label. For example, the two-sample log-rank procedure, as shown in Sections 3.1 and 3.3, can be written as either T( 1, X) or T( 1, rln) . Extending this to the continuous covariate setting, T( 1, X) is the Cox score statistic and T(1, rln) is a new procedure, a generalized log-rank. Likewise, the entire Tarone-Ware class of two-sample tests can be generalized to the continuous label statistics T(w, X) or T(w, rln). If there are outliers in the covariable space, then instead of using the Cox score test T(w, X), we may opt for a more robust test T(w, Z), where the label Zj(t) is rj(t)/n(t) or perhaps the truncated covariate, the latter retaining most of the original data. For small sample sizes or highly skewed covariate situations, we may decide to replace the covariate by a transformed rank of the covariate or by a transformation of the covariate (?3.4) to have better control over the Type I error. Another benefit of such a general class is in the study of the asymptotic properties. Given a general central limit theorem for T/VY ( Jones and Crowley, unpublished technical report, 1988), asymptotic normality for any member of the T class, specified by particular weight and label functions, can be established as a corollary to the general theorem. Finally, because so many tests differ only by the choice of weight function and label, such a unifying class promotes a better understanding of the relationships among test procedures, which in turn helps in the decision as to which procedure should be used in a given situation.
