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Для многих систем динамического управления, в которых множество 
значений управляющих переменных конечное и информация о поведе­
нии процесса передаваемая устройству управления дискретная, з а ­
дача синтеза оптимального алгоритма управления эвквивалентна 
исследованной в кибернетике задаче оптимального функционирова­
ния автомата с переменной структурой в случайной среде.
В работах С13, с 2 и, с 5 ] предложен, например, метод управления, 
в котором коммутируемая сеть связи с изменяющимися во времени 
параметрами /потоки передаваемой информации, тяготения, ёмкос­
ти ветвей, возможность выхода из строя ветвей и узлов коммута­
ции/ рассматривается в качестве случайной среды, а управляющая 
система -  в качестве коллектива автоматов с переменной структу­
рой взаимодействующих с этой средой /р и с . 1 / .
Задачу оптимального управления распределением информации в се­
ти связи можно тогда решать методами теории оптимального пове­
дения автомата в случайной среде.
В литературе особенно много результатов в области поведения 
автоматов в стационарной случайной среде, но стационарная сре­
да как модель сети связи обладает многими недостатками /н е т , 
например, возможности моделирования изменяющихся по времени па­
раметров сети / так , что возникает необходимость построения 
более точных моделей. Многими преимуществами обладает модель в 
виде нестационарной случайной среды с марковской цепью для опи­
сания вероятностей штрафа п
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В случае сети связи , в которой распределением потоков информа­
ции управляет децентрализованная система с альтернативным вы­
бором транзитного узла для исследования эффективности алгорит­





Рис. 1. Модель системы управления сетью связи
1. НЕСТАЦИОНАРНАЯ УСЛОВНАЯ СЛУЧАЙНАЯ СРЕДА
Определим сперва формально понятие условной случайной среды. 
Условная случайная среда /УСС/ задается как совокупность
Е = <Y, y Q, X, р ,  с>
где: y = (у], у2>*--»уп} “ множество допустимых входных дей­
ствий среды
у0 -  праздное действие 
X = {0,1} -  множество реакции среды
У
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p: Y-4o,l} -  вектор вероятностей приема входных действий 
с: y^ {o, 1} - вектор вероятностей штрафа для входных дей­
ствий
Сформируем дополнительно множество эффективных действий УСС
V = Y U { y Q}
В каждый момент времени т эффективное действие среды vT опре­
деляется в зависимости от входного действия ут и предшествую-
»r_ 1
щего эффективного действия v случайным образом по следующей
формуле : 
о
v  =  у °
если vT_ 1 Фу з то v т = Vх“1
-1 °если vx ф уо > то p{vx=yx} = рх
P{vx=yo> = 1-рх, где px=pi <=> ут = у£
Реакция УСС на эффективное действие в виде штрафа (хт = 1) или 
поощрения (хт=о) производится случайно по вектору вероятностей 
штрафа
P{xx = 1 }  = cx, если
T ,
v *y0
. i , если оII
H>
P { x x IIоII'
1 -  c x , T ,v *y0
T
0 V  = y о
Рассмотрим поведение УСС под влиянием ряда входных действий 
/входного слова/ у* е y*, где y * ={у1у2. . .yr |yL е y, yL/y^} -  мно­
жество всех входных слов состоящих из различных входных дейст­
вий.
Для входного слова у =у у . . .у  6 y эффективное действие среды
v определенное вектором р .
. i - l  !
p{v=yx} = р1 П (1 —pJ) ,  i = l , 2 , . . . , r
j-1
r
p{v=y } = П (1-PJ)
j-1
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а реакция среды х -  вектором с
Р{х = 1 I V = у .} = с .1 -Ч 1
р{х = О I V = у^ } = 1 -  С£
/для праздного действия вероятность штрафа с0 равна 1 / .
Очередным словам поступающим на вход УСС поставим в соответ­
ствие очередные натуральные числа к= 1,2,... Предположим,
#
что для очередных слов у (k)y к= 1,2,..., на входе среды век­
торы р и с  отличаются по значению в этом случае говорим, что 
среда -  нестационарная.
Нестационарная случайная среда с дискретным временем /НУСС/ 
определяется формально как
Ек = <У, yo, X, р, с>
где: Y, yQ, X -  как для УСС
Ру = í f | f : Y  + СО, 1 □ } , c : j f  Ру
p(k):Y ■> {0,1} -  вектор вероятностей приема входных дей­
ствий в момент к.
с(к) :Y-Ko, 1} -  вектор вероятностей штрафа для входных
действий в момент к .
Схема функционирования НУСС представлена на рис. 2.
Рис. 2 . Нестационарная условная случайная среда
НУСС можно использовать как модель многих реальных объектов, 
особенно сетей связи.
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2. НУСС КАК МОДЕЛЬ СЕТИ СВЯЗИ
Рассмотрим сеть связи состоящая из N узлов у ,^ у2>. . . ,  yN и по 
ток вызовов на составление соединения от узда ÿ к узлу y j . 
Соединения от у  ^ к yj могут устанавливаться по направлениям 
/транзитным узлам/ у ^ , у^ "1.......  y^J /ри с . 3 / .
Р и с .,3 . Процесс составления соединения в сети связи
Процессом составления соединения управляет децентрализованный 
алгоритм альтернативного выбора транзитного узла.
Пусть вызовы поступают в дискретные моменты времени 
к= 1 , 2 , . . . ,  К. для каждого вызова очередно проверяется возмож­
ность его подключения к транзитным узлам пока не найдется на­
правления со свободным каналом. Если транзитный узел является 
узлом назначения yj , устанавливается соединение с требуемым 
абонентом узла yj , в противном случае весь процесс выбора сле­
дующего узла повторяется. Если в узле у  ^ не нашлось ни одного 
направления со свободным каналом или число транзитов обслужи 
ваемого вызова превысило допустимое, вызов получает отказ /с о е  
динение не будет установлено/.
Порядок проверки транзитных направлений определен алгоритмом 
управления может быть модифицирован в зависимости от изменяю­
щейся ситуации в сети связи.
Представленному процессу составления соединения от у£ к yj 
поставим в соответствие формальную модель в виде НУСС.
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' e£J = <Y1J , y o , X, p 1 J , c 1J>
„Íj f ij í j  ij-,
где: Y = iyj ,у2 i -  множество допустимых транзитных
узлов
уо -  дополнительный, фиктивный у зел , к которому подключа­
ются вызовы, которые получили отказ /в  узле у^ не 
нашлось свободного канала к какому-нибудь транзитно­
му узлу
ü  г 0 , если установилось соединение от у- к у.
X J (k) = 1 j
I 1, если вызов получил отказ 
p^J (k)- вероятность составления соединения от у  ^ к тран­
зитному узлу y^J
c^J (k)- вероятность отказа для вызова от транзитного уз­
ла у^3 к узлу назначения у^  
y*(k)=y1(k)y2(k) . . . yn(k) “ определяет порядок проверки
транзитных узлов
V(к)- у зел , к которому нашелся свободный канал и произ­
водится транзитное подключение вызова.
Задача оптимального управления распределением информации в се­
ти связи /в  смысле минимизации числа отказов для рассматривае­
мого потока вызовов от у  ^ к yj /  соответствует задаче минимиза­
ции величины математического ожидания средней реакции НУСС за 
данный период времени
<3 - ЕК  I , xij(k)!
3. УСЛОВИЯ ОПТИМАЛЬНОГО ФУНКЦИОНИРОВАНИЯ НУСС
Рассмотрим функционирование НУСС
Е, = < Y, у , X, р ,  с >
К  °  *  *под влиянием последовательности входных слов Ук = íy (к)}
к=1, 2 , . . . ,К
Для данного момента времени величина математического ожидания 
реакции среды зависит от входного слова
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E {x (k )} = E{x(k) I y * (k )} ,  y*(k) 6 Y*
и следовательно величина математического ожидания средней реак 
ции НУСС зависит от ряда входных слов среды.
= 77 2  E{x(k) I у (к)} = eU: j^x(k) | у, 1 
К к=1 lK k=l к J
Можно доказать следующую теорему, которая определяет необходи­
мые и достаточные улсовия для того, чтобы величина достигала 
минимума.
Теорема 1 . 
л*
У к = к^^к=1,2 , . . . ,  К является оптимальной последователь­
ностью входных слов для НУСС
v /  V V  ï
тогда и только тогда, если для каждого момента времени 
к= 1 , 2 , . . . , К  входное слово у*(к) = у1 (к)у2(к).. .уг (к) выполня 
ет следующие условия:
а /  г = n = I у I
А • А •
б/ (у1 (к) = ут ) A (yJ (к) = у£)А (ст (к)< с£(к)) => (i < j)
i , j =l , 2 , . . . , r
Условие а /  говорит, что оптимальное входное слово должно сос­
тоять из всех входных действий среды. Условие б / определяет 
порядок действий в оптимальном входном слове /действия, кото­
рым соответствует меньшее значение вероятности штрафа должны 
предшествовать действиям, для которых значение вероятности 
штрафа большое/.
4. ПОВЕДЕНИЕ АВТОМАТОВ С ПЕРЕМЕННОЙ СТРУКТУРОЙ В НУСС
Принцип взаимодействия НУСС и автомата с переменной структу­
рой /АПС/ представлен на рис. 4.
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Рис. 4. Взаимодействие АПС с НУСС
Для каждого к (к  = 1 , 2 , . . . , К) АПС взаимодействующий с НУСС фор- 
мирует свое выходное слово у (к) в зависимости от эффективных 
действий и реакции среды на предшествующие слова.
В качестве АПС функционирующего в случайной среде рассматрива­
ется вероятностный или размытый автомат с переменной структу­
рой П  :, С.4 1 Автомат взаимодействующий с НУСС отличается до­
полнительным входом, на который посдупают эффективные действия 
среды. Такой автомат будем звать условным автоматом с перемен­
ной структурой /УАПС/. Определим два типа УАПС -  вероятностный 
УАПС и размытый УАПС.
Вообще условный автомат с переменной структурой задается как 
совокупность
м = <a, Y, X, V, тг°, ф >
где: А= {ai » а2> • • • >ап  ^ -  множество внутренних состояний,
Y = {у , У2 , . . . , У П} -  множество выходных символов,
X = {о, 1}— множество информационных входных символов,
V =YU{y0 }- множество условных входных символов,
тг° - функция, которая определяет начальное состояние 
автомата,
ф- алгоритм модификации автомата.
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Для вероятностного условного автомата с переменной структурой 
/ВУАПС/
тг° 6  9 (А) = { т г | т г : А - > С 0 , 1 1 1 ,  2  тт. = 1 ,тг > 0 }
а^бА 1
г 0 -  функция вероятности выбора состояний в начальный момент 
времени.
Алгоритм модификации
ф : 9 (А)  X у  X X -> ^ ( А )
определяет метод модификации функции вероятности выбора состоя 
ния в зависимости от условного и информационного входа /эффек­
тивного действия и реакции НУСС на последнее входное слово 
автомата/
т т ( к + 1 )  = ф(7Т ( к )  , v ( k ) ,  X ( к )  )  , тт( 1 ) = тт°
Функция вероятности выбора состояния тг(к) определяет последова 
тельность внутренних состояний и следовательно выходное слово 
ВУАПС по следующей формуле:
Р{у*(к) = У1(к) у2(к ) ...у П(к)} =
где:
( У 1 (к) = у£) = >  (тт1 (к) =  тг£(к))
Для размытого условного автомата с переменной структурой 
/РУАПС/
тт0 е f  (А) = {тг I тг : А -*• СО.П}
тт° -  функция принадлежности размытого состояния Гб 3 РУАПС в 
начальный момент времени.
Алгоритм модификации
ф : у (А) X V хХ+ f(A)
определяет метод модификации функции принадлежности размытого 
состояния в зависимости от условного и информационного входа
ПП тт ( к )i-1
11 1 - 2  ^ (к )  
j = l
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т г ( к + 1 )  =  ф ( т т ( к )  ,  v ( k )  , х ( к ) ) ,  т т ( 1 )  =  тг°
Размытое состояние определяет выходное слово ВУАПС по следую­
щей формуле:
О тп
(V- У£*  y j  6  Y )  ( у  ( к )  =  у р  Л ( у  ( к )  =  у . )  Л (ты ( к )  > т ы ( к ) ) * = >  ( I  < т )
Мерой целесообразности поведения УАПС в НУСС является величина 
математического ожидания средней реакции среды за данный пе­
риод времени
h  К 1
\  ■ е!к j , x(k) I
Теорема 1 определяет необходимые и достаточные условия для то­
го , чтобы значения о достигло минимума. Таким образом опти-k
мальная последовательность выходных слов УАПС должна выполнять 
условия представленные теоремой 1.
Можно легко доказать теорему формируемая необходимые и доста­
точные условия, которым должна отвечать функция принадлежнос­
ти размытого состояния РУАПС, для того , чтобы поведение РУАПС 
в НУСС было оптимальным.
Теорема 2
РУАПС взаимодействующий с НУСС формирует оптимальную последо­
вательность входных слов среды у£ тогда и только тогда, если 
для каждого момента времени к = 1 , 2 , . . . ,  к функция принадлеж­
ности размытого состояния РУАПС выполняет условие
( с ы ( к )  < сы ( к )  ) = >  (ты ( к )  > ты ( к ) )
Условие определенное теоремой 2 не имеет большого практическо­
го значения, потому что рассматривая проблему поведения УАПС в 
НУСС предполагаем, что вектор вероятностей штрафа НУСС неиз­
вестный автоматом. Таким образом, функция принадлежности р аз ­
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мытого состояния РУАПС и функция вероятности выбора состояния 
ВУАПС формируется алгоритмом модификации УАПС в зависимости от 
реакции среды за  эффективные действия.
Для ВУАПС взаимодействующего с НУСС невозможно сформировать 
хотя бы теоретические условия оптимальности /для РУАПС они 
определены теоремой 2 / ,  более того можно доказать следующую 
теорему:
Теорема 3
Для каждой последовательности ттк = {тт(к)} к=1 2  ^ вероятнос­
тей выбора состояния ВУАПС взаимодействующего с нетривиальной 
НУСС (3 -  • , с£(к) Ф с. (к) ) величина математического ожидания
1  9 J 9 К  J
средней реакции больше оптимальной
e{Í > Qk (J*)
Доказательство
Из теоремы 1, учитывая предположение с^(к) Ф (к) , вытекает, что 
найдется такое выходное слово ВУАПС у*(к), что
Е{х(к)I у (к)} > Е{х(к)I у (к)}
Согласно определению ВУАПС тг(к)>о и, следовательно, 
Р {у*(к) = у*(к)} > О .
е | ^ -  2  х ( к )  Iтгк  I =  ^  2 Е { х ( к )  I тт ( к )  } =
= Л" 2  -2  * Р{у (к) }*Е{х(к) Iу (к)} >
14 к=1 у*(к)е?
1  2  „ 2  „ Р{у (к)} *Е{х(к) I у (к)} = 2  Е{х(к) |у*(к)} =
К к=1 у*(k)6Y* К к=1
" Е{* к? ,  х(к)|ук } '  V / '
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Таким образом показано, что
теорема доказана.
Из теоремы 3 вытекает, что в отличие от РУАПС, ни один ВУАПС 
функционирующий в НУСС не обеспечивает оптимального взаимодей­
ствия с условной средой.
ЗАКЛЮЧЕНИЕ
В статье рассмотрен метод управления, в котором условные авто­
маты с переменной структурой применяются в качестве алгорит­
мов управления процессами, для которых построена модель в виде 
нестационарной условной случайной среды.
На основании представленных теорем можно предполагать, что р аз­
мытый УАПС использован в системе динамического управления бу­
дет проявлять большую эффективность чем вероятностный УАПС, но 
эта гипотеза требует еще подтверждения, особенно в виде резуль­
татов моделирования на ЭВМ.
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ХАРТВИГ, Рольф
О ПРЕОБРАЗОВАНИИ ПОСЛЕДОВАТЕЛЬНОЙ СТРОКИ ОПЕРАТОРОВ ПРИСВАИ­
ВАНИЯ В ПАРАЛЛЕЛЬНУЮ. С УЧЕТОМ ИНДЕКСАЦИИ
S e k t i o n  M a th em a t ik  d e r  K a r l - M a r x - U n i v e r s i t ä t  L e i p z i g  
DDR -  701 L e i p z i g  , K a r l - M a r x - P l a t z
Преобразование последовательных строк операторов в строки 
параллельно работающих операторов имеет значение во многих 
отношениях, например, при желательной -  в смысле технической 
выгодности -  реализации последовательности операторов в одно­
временно работающих процессах. Также при нахождении оптималь­
ных программ такое преобразование -  возможно только теорети­
ческое -  может являться очень действенным вспомогательным 
средством*
Здесь будем указывать предположения для возможного преобразо­
вания последовательностей операторов присваивания в парал­
лельные на уровне языка.
I .  Рассмотрим любой язык программирования или язык для описа­
ния или разработки устройств, который также допускает описа­
ние параллельной обработки. Пусть в языке имеются 
множество var переменных, 
множество BXPR выражений, где var с e x p r , 
множество a s s  операторов присваивания 
и множество sim т.н. параллельных предложений.
Пусть язык синтаксически однозначен, т .е .  для каждого элемен­
та языка единственным образом можно найти участвующие в его 
построении языковые элементы. Поэтому операторы присваивания 
можно понимать как пары их левых и правых частей, т .е .
ASS о VAR X  EXPR ,
и параллельные предложения (здесь ограничиваемся параллельно 
работающими операторами присваивания) как некоторые п-ки 
операторов присваивания, т .е . со
SIM Ç U ASSn .
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Семантику языка можно определить из-за его однозначности обы­
чным способом. Пусть w -  множество значений (семантическая 
область) и в -  множество всех обложений, т .е .  однозначных 
отображений из var в w . Выражения и параллельные предложения 
(среди них операторы присваивания) интерпретируются функциями 
v a l u e  : EXPR х  В 5—^  W и v a l  : SIM х В »—► В .
Функция value(~ ,b) продолжает функцию b e  в на EXPR. а для 
V е var и s = ( а1 , . . . ,А ) ,  А± -  Cvi ,н±) е ass имеет место 
v a i (s ,b )  = ъ* , причем
v a l u e ( Н . ,Ь)  , если j  = min { i  j 1 < i  < n  Л v = v^J 
ъ ' ^  = b(v) , если V í (1 < i  < n — ► v Ф vi )
Последовательное применение двух параллельных предложений 
определяется через y a i ( s 1;S 2 ,b) = v a i( s 2 , v a i ( s 1, ь ) ) .
Два параллельных предложения (или в общем две части программы) 
s 1 и s2 называются эквивалентными (s1 ~ s2 ) ,  если имеет место 
v a l ( s 1 ,b )  = v a l ( S 2 ,b )  для всех b е В.
При этих предположениях можно показать (см. [2 I ) :
Теорема I . Для всякой последовательно работающей последова­
тельности а1;А2; . . . ; А п операторов присваивания (или парал­
лельных предложений) существует эквивалентное параллельное 
предложение s = (AJJ, a j , . . .  ,А^) :
А-| ; А2 ; . . .  ; An ~ S •
„а:;е иольле, существует простая система правил преобразования, 
которая может переводить два последовательно работающих па­
раллельных предложения s  ^; s 2 (а также любые конечные последо­
вательности S-j;S2 ; . . . ; S  ) в одно параллельное предложение .S
и которая даже полна при соответственном предположении для 
эквивалентности выражений.
2. Если в языке существуют переменные с индексом, то, в общем 
случае, теорема не имеет места. Это вытекает из двойной роли 
переменных с индексом. С одной стороны, они играют роль пере­
менных (как левая часть операторов присваивания, при синтак­
сическом построении выражений), с другой стороны, они не ле­
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жат в области определения обложений, но представляют собой 
выражения для вычисления собственных переменных.
_ 1 тПусть subsv с var-  множество переменных с индексами. огда
называем PVAR = var ч  subsv Ф ф  множеством истинных перемен­
ных. Обложения ь являются теперь однозначными отображениями 
из PVAR в w :
b : PVAR )---- ► W
Переменная с индексом характеризуется тем, что при всяком об-♦
ложении она переходит в истинную переменную (или она неопре-ч
делена«). Пусть эта семантика переменных с индексами описана 
функцией
v a r  : SUBSV х  В >-----г- PVAR .
При этом надо для v е subsv и Ъ € в  положить 
v a lu e ( у, b) = b (v a r(v ,b ) ) .
Через v a r ( v , b )  = v  дл яv  € PVAR и b € в функция v a r  распро­
странена на множество всех переменных.
Выделяем еще множество simplv так называемых простых перемен­
ных. так как они часто играют особую роль. Они определяются
через v € simplv «*— ► v € pvar а \У w  \ /b (w  е subsv a  ь р в
2
----► v a r  (v/, b) ф  v)  .
Определение семантики параллельных предложений (определение 
от v a l )  обобщается следующим образом:
-  в начале, функция v a r  параллельно применяется для вычисле­
ния всех левых частей
-  к полученному параллельному предложению с истинными пере­
менными в левых частях применяется соответственный обра­
зом модифицированное определение функции val .
И так, установили приоритет операторов в параллельных предло­
жениях слева направо, чтобы обеспечить детерминистическую 
обработку при возможных повторениях левых частей. Это не вли­
яет на одновременность присваивания значений!
1 Переменные с постоянными индексами не включаем в это поня­
тие, так как они не зависят от обложений.
2 Согласно с этим понятием,в первой части этой статьи множе­
ства VM и simplv совпадают.
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Некоторые появляющиеся относительно теоремы I трудности пока­
зывает следующий пример;
:= с + а .у ,
&2_  ^ “ Эр U ) "I"
При обложениях Ь , где ъ(к) *  3 и Ь(1) Ф 3 , эта система выпол­
няет то же, что и параллельное предложение
(а-  ^ := а-^  -  (с + а^) + а^ , а^ := с + а^) , 
при обложениях Ь , где ь(к) ф 3 и Ъ(1) = 3 , то же, что и опе­
ратор := ак ,
и при обложенияхъ , где Ъ(к) = 3 , то же, что и оператор
Э,^ • — О 4“ 8.^ •
Очевидно, для независимой от обложений параллелизации систем 
операторов присваивания, при проявлении переменных с индексами, 
нужно языковые средства, которые позволяют корректное фор­
мальное выполнение подстановок вместо переменных с индексами. 
Под подстановкой s понимается однозначное отображение из VAR 
в EXPR . Пусть sub -  множество всех подстановок
s : VAR >---- ► EXPR .
В случае существования выражения, полученного в результате 
применения подстановки s к выражению н , оно обозначается 
su b ( H , s )  . функция
sub : EXPR X  SUB >---- ► EXPR
является, в общем случае, частичной функцией, которую считаем 
известной. Пусть имеет место условие корректности 
v a l u e ( s u b ( H , s ) , b )  = v a l u e ( H , b _ )  31 r' ' S
для всех H g EXPR. s g sub и b g в , причем Ъ есть измененное 
подстановкой s обложение
4
v a l u e ( s ( v ) , b )  , если v e D (s )
V v) = b(v) иначе.
3 В силу сделанных предположений такая функция sub ( как и 
v a l u e  ) всегда существует (как эндоморфизм b e x p r  , который 
продолжает функцию s ) ,  причем единственная. Из-за рекурсив­
ного построения выражений, как правило, необходимо функцию 
sub (как и v a lu e )  также определить рекурсивно.
4ö (s) -  область определения от s .
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При выполнении подстановок необходимо учесть то обстоятель­
ство, что переменные с индексами являются выражениями для 
определения истинных переменных и, тем самым, зависят от об­
ложений, т .е .  и от переменных. Поэтому положим
sub( Y, s) = s(v)
только для истинных переменных у е pvar . Но для перемен­
ных с индексами необходимо описать действие подстановки не­
которой функцией
subv : SUBSV х  SUB >---- ► VAR 5
С помощью этого получим
sub(у, s) = s( subv(y, s) )
для v 6 SUBSV.
Через subv( y ,s )  = у для v € pvar распространяем функ­
цию виЬуна все множество VAR :
subv : VAR x  SUB )---- ► VAR .
Корректность функции subv. которую предполагаем, означает, 
что имеет место
var(subvÇv,s), b) = varÇv, b )
Д Л Я  всех У € VAR. s € SUB и  b € в .
Следовательно, для возможности эквивалентного преобразова­
ния систем операторов присваивания в параллельные предложения 
решающее значение играет следующий вопрос: 
существует ли для каждого параллельного предложения S такая 
подстановка S, чтобы измененное через S обложение действовало 
также как параллельное предложение S, т .е .
= Z ä iC s ,b ) .
3. Подстановка S, индуцируемая параллельным предложением S, 
должна допустить, чисто синтаксически, т .е . независимо от об­
ложений, описать изменение присваивания различных праапх 
частей к одной переменной с индексом (или к истинным перемен­
ным, полученным путем ее вычисления), которое зависит от об­
ложений. Очевидно, что это невозможно для любых языков, т .е .
5 Замечания в сноске з имеют место также для subv (также 
как для var .
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без конкретных требований к множеству expr выражений. Укажем 
теперь у с л о в и я , которые имеют место для большинства 
интересующих нас языков, делают возможно корректное определе­
ние подстановки s и, таким образом, обеспечивают верность те­
оремы I .
(1) 1 Каждую переменную с индексом v g subsv можно представить
в виде V = X (н1 ,н2 , . . .  ,нп) , где ^  ,н2, . . .  ,нп g expr 
("индексные выражения") и X -  п - местная словарная функ­
ция (та{ называемая "массивная функция"^
X : EXPRn >---- ► SUBSV .
Для всякой словарной функции X , которая производит пере­
менные с индексом, существует функция
: Wn >---- ► PVAR ,
которая описывает выбор истинных переменных ("компонен­
тов массива") в зависимости от значений индексных выра­
жений. Для этих функций имеет место:
Я П '  -----► Irn (G ^) л  I m ( ^ i )  = ÿ 6
Функция маг : SUBSV х  в >— ► PVAR определяется через
v a r (  X (Н1 , . . .  ,Hn ) , b )  = е^Сv a l u e  , Ъ ) , . . . ,  v a l u e (НП,Ъ) )
и функция su b v  : SUBSV X sub )— - var , аналогично, через 
subv( X (Н-j , . . .  , h.^) > s)  = X  ( s u b ( H-j, s ) , . . .  ,_sub(Hn , s) ) •
(2) В языке существует множество сож> условных выражений, где 
со Ж) с expr . причем каждое с g coud единственным образом 
представимо в виде
с = /3Л(м, w, H, Н ' ) 7
где X есть словарная функция, производящая переменные с 
индексом, v,w g im( я ) и Гт(б^), h1h ,gEXPR и есть 
сопоставленная функции “X словарная функция:
: (Im ( X ) yj Im(Grx ) ) 2 x  EXPR2 \-----► СОЖР .
Обратно, для каждой функции X существует словарная функ-
6 1га(х) -  область значений от х
7 У некоторых, подходящим образом определенных, функций аЛ 
нужны только такие условные выражения, которые сами не имеют 
переменные как составляющие, а только индексные выражения. 
Сравни Ш .
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ция , производящая условные выражения.
Ее действие определяется через
va lue(foC v,w ,H ,H '),b) = I IË lue(H ,b) ,если var(v ,b )= var(w ,b )
I v a l u e  (H jb )  , если y a r ( v , b ) ^ y a r ( w , b )
для всех b g в .
Замечание. Например, в языке МГОЛ-68 условные выражения с 
отношением -  тождества как условие могут играть эту роль, так 
чтобы К  v , w , H , H ' )  могло иметь вид
i f  V := :  w t h e n  Н e l s e  H* f i
-  независимо от X  , причем v,w являются переменными с индек­
сом ( т . е .  так называемыми вырезками в языке АЛГОЛ-68).
При этих условиях легко можно при заданном параллельном пред­
ложении S каждой переменной v  сопоставить выражение S ( v ) , как 
правило условное, для которого имеет место
v a l u e ( S ( v ) , b) = v a l ( S ,  b ) ( v )  .
Для массивных функций X  определим множество 
a r r  ( "X ) = { v I v g SUBSV л Гт( А ) v  v  g PYAR a Im( ) }
и назовем его массивом, принадлежащим л . Массив а г г ( я  ) 
однозначно определен уже одним произвольным элементом в силу 
условия единственности, которое указывается в ( I ) .
Пусть S 6 SIM. причем S = (А1 ,а2 , . . . ,АП) , А± G ASS и 
Ai  = C v . j H . )  . Тогда для любых v g var
h . , если о = min { i  I 1 < i  < п /\ v . = v J 
v  , если V i ( 1 < i  < n — v .  y v) 
обозначает выражение, придаваемое переменной v через s.
Пусть далее для v g simply
a s Sq(v) =
S(v) asSoCv)
а для v g a r r ( a ) рекурсивно определим
/3Л( v » Vj , Н^ ., S ’ С v ) ), если j  = min ! i|l<i<nAVjGarr(X) } 
v . » если V i (  K i< n  —► v. £ arr(X) ) ,S ( v )  =
причем S' есть то параллельное предложение, которое получает­
ся устранением оп<
Тогда имеет место
ператора А. и з S .ti
Лемма I .  Для всех s е  SIM и b g в имеет место
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v a l  ( S , b)  = b g- .
В общем, вышеупомянутое определение от s ( v )  дает условные вы­
ражения ненужной сложности, потому что переменная v  сравнива­
ется со всеми переменными из того же самого массива, которые 
выступают как левые части параллельного предложения S. Часть 
этих сравнений можно познать ненужной уже синтаксическими 
средствами. Это относится к несколько раз появляющимся пере­
менным и с учетом особой роли истинных переменных. Можно по­
лучить существенно более простые выражения, определение ко­
торых будет сложнее.
Пусть
f i r s t s u b s v 0 ( А ) =" ' ' ' "О
если 3 = m i n í i  I 1<1<п ^ 
/v агг(А) Л SUBSV !
не определено, если \ / i ( i < i < n
v ± (t a r r ( A )  a  SUBSV)
t t o d  т т  "О О  I ?ся первой переменной с индексом массива а г г ( А ) в S,
b épv- , ( Л ) =
V' е с л и  3 = m i n { i j l < i < n  a  v.  е а г г О )
не определено, если Vi ( K i < n v i  ф  a r r QQ )
называется начальной переменной массива а г г ( А ) в S, и
Iv . I , если V .  = ЬедУр( X  ) G SUBSV 
jv J v g a r r ( A ) л FVAR a 3 i (1 < i< 3 ’<n  a v=v^) } , 
BEG ( X ) если be^V pÇ A )  e B VAR a v ^ f i r s t s u b  sv^ÇA)
î v  J v e a r r ( A ) n  P VAR д  ] i ( U i < n  a v=v^) J , 
если bc pv • ( A ) e г v АКдД rsfcGubsv^(x) — не onp. 
, если be/KVn ( A )-не o n p .  
называется началом массива a r r ( A ) в s.
В случае существования начальной переменной Ьеду3(Х ) 
r e d( s , А ) обозначает параллельное предложение, полученное 
из 3 устранением всех операторов, левая часть которых явля­
ется начальной переменной Ье/щуд( А ) массива а г г ( А)  в S.
С помощью этих понятий можно различать все возможные случаи 
(см. ниже) и, кроме того, исключить все сравнения, которые 
можно узнать ненужными уже синтаксическими средствами.
Займемся теперь рекурсивным определением выбирающего выраже- 
-шя _caseq ( v ) ,  сопоставленного переменной v через S.
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Различаем следующие случаи (при этом пусть w = be£vg(X )) :
( I )  V е 5IÎ.1PLY
(2) V е a r r ( X ) a (v е BBGg( X ) v  ( v e  PVAR a  w € PVAR) V
V BEGg( A ) = Ф )
(3) v € a r r (X ) a  v ^ BEGg( X 7 A  v € PVAR a w € PVAR
(4) v g a r r (X  ) a  v £ BEGg( X ) a  (v e SUBSV V w e SUBSV) 
Тогда пусть
caseg(v) = •
где S ' = re d ( S ,X ) 
Функция
a ssg (v )
caseg , (v)
v ,w ,ass„(w ),caseO " S
для (I )  и (2) 
для ( 3 )
(v) ) для (4 ) ,
c a s e  о : VAR «-----EXPR—-----О " " ■ ' -
-  также подстановка. С учетом всех случаев индуктивно можно 
доказать следующую лемму.
Лемма 2. Для всех s е síi.;, v е VAR и ь е в имеет место
v a lu e ( case,-, (v) » b) = value (S’Cv), b) .1 ————— 1
Определим теперь подстановку параллельного предложения s 1 
в параллельное предложение s2 как применение индуцированной 
через s 1 подстановки caseg к левьм частям (с помощью функ­
ции subv) и к правым частям (с помощью sub> параллельного 
предложения s2 с "прицепкой” предложения s 1 к результату. 
Зквивалектность двух параллельных предложений S1 и з 2 оказы­
вается равнозначным с эквивалентностью выбирающих выражений 
case g (v) и c a s e (v) для подходящих представителей у 
массивов всех выступающих как левые части параллельных пред­
ложений s1 или s2 переменных.
В силу леммы I и леммы 2, наконец, имеет место
Теорема 2. Для каждой конечной последовательности параллель­
ных предложений
S r ; s v1 * 2 ’ ’ * '  ’ ~n
существует эквивалентное параллельное предложение S
S1 ; Sr n
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Доказательство конструктивное. Параллельное предложение s 
получается в результате повторной подстановки одного парал­
лельного предложения в следующее ("правило подстановки").
Пример. Для приведенного вначале примера с помощью правила 
подстановки получим эквивалентное параллельное предложение 
( а-^  := ( i f  1 = 3 then  с + e l s e  а-^  f i  -  ( с  + а^ ))  +
i f  к = 3 th en  с + а3 e l s e  а^ f i  , а^ := с + а^ ) .
Если добавим эквивалентное преобразование выбирающих выраже­
ний ("правило эквивалентности выражений"), как второе правило 
преобразования, то и здесь имеем полную систему правил пре­
образования, потому что имеет место
Теорема 3. Если две конечные последовательности параллельных 
предложений эквивалентны,
S1 ;S, ;sn я* • я1 • 5 Г^Гm
то можно преобразовать одну в другую с помощью правила под­
становки и правила эквивалентности выражений.
Эта теорема подчеркивает значение нахождения синтаксических 
правил для эквивалентного преобразования условных выражений. 
Подробные определения правил преобразования, доказательства
теорем и примеры содесживаются в I I ].
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Й. МЕТЦ
К ОПИСАНИЮ И РЕАЛИЗАЦИИ УПРАВЛЯЮЩИХ АЛГОРИТМОВ
ГДР, Технический Университет Дрезден, Секция математики
Управляющие алгоритмы могут быть описаны формальным языком, 
который базирует в основном на списке обработаемых параллель 
но событий. Для реализации описание переведется в программу 
универсального процессора.
Моделью управляющей системы являются множество событий Е, 
множество переменных V, множество значений W и функции 
f :  Е -*Р( V) , g : Wf ( e ) ^  7/f ( e )  , h : f ( e ) * .  Wf ( e U  E 
для всех е<ьЕ . P(V) называется множеством частных множеств 
от V. Состояние системы в каждом моменте времени дано 
функцией s: v ^w , которая сопоставляет значение каждой 
переменной, и t :  E-^PCV) , которая сопоставляет частное 
множество переменных каждому событию. Сначала событие eQe  Е 
имеет все переменные, значит t ( e Q; = V . Если в каком -  
нибудь моменте времени f ( e ) ç t ( e )  , значит что все нужные 
переменные события даны, то событие е е  Е обработано, значит 
что переменные из f (e)  меняются по g 0 и переходят к другим 
событиям по h . Значения переменных тоже могут непосредст- 
венно меняться входными сигналами или являться выходными 
сигналами. Процесс останавливается, если нем никакого собы­
тия может быть обработаемым.
Следующим образом можно конструировать соответствующая сеть 
Петри к этому модели. Пусть е множество событии сети Петри, 
ç  множество условий, Р г е ( е )  множество предварительных и 
P o s t ( e )  множество последовательных условий для е е Е  . То
Е = { ( e , s e ) |  е с -Е  a s e <£ Wf ^ J
G = { ( e , s y ,v )  ( в 6 E  a s y <= Wa у  с  V j
P r e ( e , s 0 ) = { ( e , s 0 ( v)  , v)  J v é f ( e ) ]
Pos t ( e , s c) = { ( e » , s j ( v ) , v )  | e'  = hQ( v ,s 0) л
s è = Se (s e) a ve f ( e ) i
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На этом моделе базирует описующий язык для управляющих 
алгоритмов. Синтактическая структура записивается в форме 
Вакус -  Наур:
<программа> begin .< список событий> end
< событие> ::=  < список меток> :<  список операторов> ;
< список меток>
< оператор> :: = < переменная> := < выражение > I
i f  < условие> then < список меток> | 
i n o u t  <' список переменных > j 
outp ut  < список переменных >
Списки событий и операторов образуются разъединяющим знаком 
; , списки  меток и переменных посредством запятой. Метки 
соответствуют предоставлению переменных для определенных 
событий. Каждая метка появляется только один раз в начале 
описания события.
Корректность любой программы легко проверяется, если извест­
но соответствие между метками и переменными. В особенности, 
молено проверять, существуют ли в описании событий только 
такие переменные, которые предоставлены начальными метками, 
и передается ли каждая переменная какого-нибудь события при 
любой интерпретации одному и только одному событию. Высказы­
вания о достижимости событий можно получить изучением не-
о  удетерминированного автомата с множеством состоянии м = s 
и с переходной функцией d: М-*Р(М) , причем для всех mé'M 
d(m) = j m* j m’e  M a  3 e £  S: B s gé- e j  : V v  dV:
( v £ f ( e )  a  m(.vj = e a  m’ ^v;=h ( v , s  ) )  v  
( v £ f ( e )  a  m(v)=m, ( v ) ) }
Существенные практические выгоды получаются путем объедине- 
ния переменных в группы переменных.
При перевода описания управляющих алгоритмов на машинный 
язык процессора можно применить разные принципы. Разработана 
модель компилятора, которая на мелкий ЭВМ KRS 4200  вы­
числяет программу для микропроцессоры и моделирующую про­
грамму для KRS 4200 . При этом не каждая метка получает
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элемент памяти, а кадцое событие получает счетчик, который 
считает вступающие группы переменных. Условия, соответст­
вующие событиям, не все время проверяются, а существует 
список, который принимает те события, которым только что 
передана группа переменных. Таком образом, число тестов 
уменьшалось.
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ДВУХАДРЕСНЫЙ МИКРОПРОГРАМНЫЙ АВТОМАТ 
С ПОСТОЯННОЙ ПАМЯТЬЮ
Кафедра математики П едагогического факультета 
г .  Банска Быстрица,ЧССР
ВВЕДЕНИЕ
В настоящей модной волне микропроцессоров как-то забы вается, 
что для целово ряда простейших управляющих устройств  можно 
пользоваться простыми -  это значит с большим экономическим эф­
фектом -  структурами микропрограмных управляющих автом атов.
В настоящей ста т ь е  мы хотим ск азать  несколько слов о концепции 
такого автом ата, который удобен для управления такими устр ой ­
ствами, которым не надо работать с большой рабочей частотой  
(напр. программатор в автоматической стиральной машине, упра­
вление лифтом, семафорами, станками и т п .)  Эта ориентация п озв о­
ляет создать  простую "двухадресную” структуру микропрограмного 
автомата, у которого есть  возможность получить изменение его  
поведения только за сч ет  смены постоянной памяти,и вмешатель­
ство в остальную часть структуры автомата в сущности не нужно.
1 . ОСНОВНАЯ КОНЦЕПЦИЯ
Место и роль микропрограмного управляющего автомата в систем е  
показанна на р и с .1 .  Если предположим, что в одном такте р а з­
решается осущ ествить в управляемом устр ой стве только одну ми­
крооперацию Y  ^ , то роль управляющего микропрограмного авто -  
мата заключается в том, что он должен передать в этом такте е -  
диничное значение сигнала на п р овод , обозначенный символом Y.. .
Информация о том, какая операция должна быть в управляемом у -  
стройстве осущ ествлена, закодирована при помощи переменных 
x k+ 1 ' xk+2/ * * - ' XR > котоРые представляют собой код операции.
38
k + 1
' k + 2
Yi______, Упра-* управля- Y
ющее Y2 вляемое
устрой- устрой-




X1 =START »Y =STOP
= b
Рис . 1  Место и роль микропрограмного автомата
И звестно, что код операции нельзя в течение одного такта ме­
нять. (Мы можем отм етоть, что код операции может быть записан  
внутри управляющего устройства -  в его  постояанной памяти).
Переменные х2,  х, . ,  . .  . , х к н есут  информацию о состоянии упра­
вляемого устр ой ст в а , или иначе гов ор я , о ходе операции в этом  
устр ой ств е. Переменная х1 предназначена к началу действия ав­
томата; то же и для перемнной Ys : если Yg = 1 , операция окон­
чена. Переменные х ^ о  xR мы будем называть условными перемен­
ными.
Следовательно, микропрограмный автомат для требуемой операции 
(которая зак азан а кодом о п е р а ц и и ,т .е . состояанием переменных 
х к+1до XR) ,  должен передать такую последовательность сигналов  
(переменных) Y^  , чтобы в управляемом устройстве осущ ествилась  
именно требуемая операция.
Как и звестн о , в концепции Вон Ноймана действие системы управ­
ляется при помощи команд записанных в виде программы в памяти. 
Часть команды -  т . е .  код операции -  содержит в с е б е  информацию 
о том, что надо в тот же промежуток времени сдел ать  ( т . е .  ка­
кая именно операция должна быть осущ ествлен а);д р у г а я , а др есн а-  
я часть команды содержит в с е б е  информацию -  эксплицитно или 
имплицитно выраженную -  о том, какая команда и при каких у с ­
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ловиях будет осущ ествлена в следующий момент* Если мы введем  
другую программу ( т . е .  если мы изменим содержание пам яти), то 
систем а будет действовать иначе, по этой новой программе.
Все это похоже на действи е микропрограмного автомата и из того  
вы текает, что приведенную концепцию можно аналогично применить 
и для синтеаа микропрограмного автом ата, который должен упра­
влять ходом данного множества операций, микропрограммы которых 
(соединенные в одну) мы можем вложить в постояанную память.
Перечень роэличных подходов к си н тезу  микропрограмных автома­
тов по этой философии можно найти в С 1 / 2 ]  • Большинство из них 
мы можем характеризовать таким обрааом, как на р и с . 2.
Автомат со структурой по р и с . 2 содержит р еги стер  адреса с при­
надлежащим декодером , блок образования адр еса  и постоянную па­
мять типа 2Д. На каждой строке этой памяти записана одна ми­
крокоманда, которая состои т  из двух ч астей : на первых s мес -  
тах (сл ев а) записана микрооперация -  точнее ее  код, и на осталь­
ных п м естах информация, которая в виде сигналов  
приходит в блок образования а д р ес а , задачей которово является
-  в зависимости от состояния условных переменных XwX2/ > - - / X R
-  созд ат ь  новый адрес микрокоманды, которая будет  реализована  
в следующем т а к т е .
Задача си н теза  такого автомата заключается в основном в с о з д а ­
нии блока образования а д р ес а . Отдельные модификации таких ав ­
томатов отличаются друг от друга именно в тем , каким образом  
создан  блок образования а д р ес а , т . е .  каким способом со зд а ет ся  
адрес следующей микрокоманды.
Приведенная концепция микропрограмного автомата является с о в е р ­
шенно простой и дает  возможность изменить значение любого чи­
сла условных переменных из множества { х 1, х2 , . . . , XR^ . это  очень  
удобно т о гд а , когда мы хотим удовлетворить требование высокой 
рабочей частоты автом ата, как например в ЦВМ. Все это идет за  
сч ет  большого объема постоянной памяти и сложности блока о б р а -
<
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вования а д р еса , который, кроме т о го , является используемым 
только для одинственной микропрограммы, записанной в постоян­
ной памяти. Если бы мы хотели добиться д р угого  поведения авто­
мата только сменой блока постоянной памяти (или ее содержания) 
мы должны были бы создать  также новый блок образования а д р еса .
Во многих практических задач ах  при управлении простейшими у -
стройствам и, у которых нет требований большой рабочей частоты , 
мы можем пользоваться простейшей концепцией микропрограмного 
автом ата, которая позволяет уменьшить размер постоянной памя­
ти и у которой изменение поведения мы получим только сменой
блока постоянной памяти.
0
На рис . З  приведена блок-схем а такого автом ата, структура ко­
торого совпадает с приведенными простейшими требованиями. Эта 
концепция основана на следующих предположениях:
1 .  В каждом ориентированном пути в графе соответствующей ми­
кропрограммы между операционной вершиной Y. и множеством ей 
принадлежащих операционных вершин сущ ествует только одна или 
никакая условная вершина.
2 . В каждое ориентированное р ебр о , соединяющее две н еп оср ед ст ­
венно связанные условные вершины х ри xg в грбфу микропрогрэм- 
ыы (г  может совпадать с s  ) ,  включена одна "пустая" операции  
онная вершина yq, которая представляет собой так называемую 
"пустую микрооперацию".
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3 . В одном и том же самом такте т^может быть реализована толь­
ко одна микрооперация y^  { yq/ V1 , . . . , Ys 
рирован только один из сигналов yq/ Y1
т . е .  может быть г е н е -
* . • • / Y<
Ч. В одном и том же самом такте т. , одна и только одна у с л о б -
,  ^ * V * .
ная переменная X . 6 , х0 / . . , Х1ыожет принимать еначенце единицы.J *• I С. Г? { \ '
5 . Каждому ориентированному р ебру, соединяющему две н еп осредетв  
ственно связанные операционные вершины Y , Y ( r # s ^принадлежит 
условная переменная х0 (единечное значение в т о р о й  п р ед ст а ­
вляет собой переход бее у сл ов и я ). ' i tf/** :
■ ' ’-“А \ *
Выполнение этих предположений и требований приводит раю к том у ,
что к любой операционной вершине y . графа микропрограммы при-т
надлежат не Солее чем две операционные вершины Y. ,Y , ( j  t  k ) ,  
к которым можно перейти посредством не более чед двух ориенти­
рованных п утей , каждый из которых содержит одну или никакую 
условную вершину.
Ив этого вы текает, что структура автомата может быть совсем  
простой, потому что в каждую микрокоманду можцс? потом прямо 
записать адр еса обеих микроопераций, к которым есть  всамож -  
ность перейти в следующем такте ( т . е .  после окончания текущей  
микрокоманды).
Из этого с л е д у е т , что целый блок образования адр еса можно пр ед­
ставить в виде переключателя• одного из двух возможны* а д р ес о в , 
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Определение :
Микрокомандой является упорядоченная четверка
где
V  А1к ' 
■' Ys )
А2
i é  1 о , 1 , ■ / s)
3  ^ i X g / X ^ / . . . /Хр^ j é  $ 0 , 1 , . . . , r}
А1  ^/  А 2 pé А^ дГА /^ . . . , А ^ _ /|'^  ; к , р £ ^ 0 , 1 / 2/ . . . / t — 1^.
Если елементы этих множеств мы будем булевым способом  кодиро­
вать так , что
Y.. кодировано состоянием K( i )  переменных у s ,  . . . , у2 , у1
X j кодировано состоянием L( j )  переменных х . . . ,  х2, х 1
А1 Лоте.. А2 ) кодировано состоянием r ( k ) (отн . Q ( p ) )  переменныхlv р
1 1 1  , г  2 2 Vа , . . . /  а 2 /  а-| ; (отн . ап/  > ■ ■  ^ а2 ' а 1 ' /  
тогда  упорядоченная четверка
< K ( i ) , L ( j ) , R ( k ) , Q ( p )  >
является кодом микрокоманды в микропрограмном автом ате.
2 . СИНТЕЗ АВТОМАТА
Метод си н теза  автомата мы покажем на примере. Пусть ведан (как  
обыкновенно) граф микропрограммы на р и с .4 . Операционные верши­
ны, проведенные черточками, пока не будем обдумивать.
Граф в этом ьиде не удовлетворяет всем требованиям, указанным 
выше, потому что сущ ествует непосредственная св я зь  между д в у ­
мя условными вершинами №2 и 3 и петля у условной вершины № 1 . 
В эти ребра нада поэтому вложить пустую микрооперацию У0 , т . е .  
вложить операционные вершины ПК 5 и 7 (нарысованые черточками). 
Дальнейшее оформление зд есь  уже не нужно. Поетому мы можем 
перейти к с и н т е зу .
1 . Каждой операционной вершине в графе принадлежит одно слово  
постоянной памяти (одна микрокоманда), или иначе, одна строка
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таблицы, которой мы молсем выразить содержание памяти. Поэтому 
к каждой операционной вершине графа мы пристроим в любой оче­
реди один адрес Ак, и запишем это в первые два столбца табли­
цы 1.
2 . Третий стол бец  таблицы нам не трудно записать при помощи 
графа: если после операционной вершины следует  условная вер­
шина, то в соответствующей строке в третьем столбце мы запи­
шем условие, которое записано в условной вершине граф а. Если 
после операционной вершины сл едует  тоже операционная вершина, 
в третий стол бец  мы запишем механически символ xQ.
3 . Содержание последних двух  столбцов таблицы мы можем тоже 
легко записать при помощи графа. Если условие выполнено,то в
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Адрес Выход 




А1 Y1 x2 A9 A2
А2 Y2 X3 A6 A2
Аз Y4 X0 A6 -
А4 Y5 xo A5 -
А5 Y1 xo A6 -
А6 Y3 xo A7 -
А7 Y6 X1 ai A8
Ао Y0 X1 A1 A8
Ä9 X3 A„ A3 A4
Т а б л .1
столбец + мы запишем тот а д р е с , к которому идет в графе ребро  
со знаком + , и в последний столбец  тот а д р ес , к которому и- 
д ет  в графе ребро со  знаком При неусловных переходах не 
надо определять символ в столбце таблицы -  (иначе гов ор я ,он  
может быть любым).
Часть Табл. 1 в толстой рамке, представляет собой  в каком-то  
виде содержание постоянной памяти и мы можем перейти к коди­
рованию.
4 .  Все символи Табл. 1 можно кодировать любым (но булевым) 
способом . Найболее частым является кодирование при помощи на­
турального двоичного кода: в нашем случае например такое:
После кодирования мы можем Табл. 1 переписать в Табл. 2 . Часть 
в толстой рамки Т абл .2 представляет собой уже прямо содержание 
постоянной памяти синтезируем ого автом ата.
5 .  Т абл .2 содержит всю информацию о розмере постоянной памяти
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автомата и о длинах регистров и декодеров  автомата, и нам о -  
сталось только э т у  информацию применить к структуре этого  ав­
томата по р и с .З . Таким образом синтез окончен.
А K ( i ) LC j ) R ( k) Q ( p)
0 0 0 0 0001 0 0 1 0 1 001 001 0
0001 001 0 0011 011 0 001 0
001 0 01 00 0 0 0 0 011 0 -
0011 01 01 0 0 0 0 01 01 -
01 00 0001 0 0 0 0 01 1 0 -
01 01 0011 0 0 0 0 0111 -
011 0 011 0 0001 0001 1 000
011 1 0 0 0 0 0001 0001 1 000
1 000 0 0 0 0 001 1 0011 01 00
Т абл. 2
ЗАКЛЮЧЕНИЕ
Идеи этого си н т еза  мы переработали в алгоритмическую форму в 
виде программ KOL 1 и K0L 2 на языке b a s i c  д л я  ЦВМ p d p -11. 
Программа K0L 1 приведет в порядок исходный граф микропрог­
рамм в смысле выше показанных требований (граф вводится в ма­
шину в виде матрицы инциденций). Программа K0L 2 со зд а е т  
содержание постоянной памяти автомата в виде Т а б л .2 ,  с длина­
ми требуемых р еги стр ов .
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TEST SET GENERATION
I n  t h i s  p a p e r  c r i t i c a l  c o m p a r i^ p n  o f  t h e  m e t h o d s  f o r  g e n e r a t i n g  t e s t  s e t  
t o  d e t e c t  a l l  t h e  s t u c k - a t - f a u l t s  i n  a  s w i t c h i n g  c i r c u i t  i s  g i v e n .  O n t h i s  
b a s i s  t h e  n e c e s s a r y  f e a t u r e s  o f  t e s t  s e t  g e n e r a t i o n  s y s t e m  a r e  d e t e r m i n e d .  
I n  t h e  f o l l o w i n g  a  t e s t  s e t  g e n e r a t i o n  u s e s  i n  t h e  t e s t - g e n e r a t i o n  s y s t e m  
w o r k e d  o u t  i n  t h e  I n s t i t u t e  o f  C o m p u t e r  S c i e n c e  WTU i s  p r e s e n t e d .  F o r  
t h e  i l l u s t r a t i o n  s o m e  p r a c t i c a l  e x a m p l e s  a r e  g i v e n .
1 .  INTRODUCTION
T h e  p r o b l e m  h o w  t o  d e r i v e  a  t e s t  s e t  t h a t  w i l l  d e t e c t  a l l  t h e  s t u c k - a t  
t y p e  f a u l t s  i n  b o t h  c o m b i n a t i o n a l  a n d  s e q u e n t i a l  c i r c u i t s  h a s  b e e n  o n e  
o f  t h e  m o s t  s t u d i e d  a n d  p u b l i c a t e d  p r o b l e m  i n  t h e  r e c e n t  y e a r s .  T h e  g r e a l  
n u m b e r  o f  m e t h o d s  w a s  p r o p o s e d  a n d  e v a l u a t e d .  I n  t h e s e  m e t h o d s  n u m e r o u s  
a s s u m p t i o n s  a r e  i n t r o d u c e d  w h i c h  l i m i t ,  m o r e  o r  l e s s ,  t h e i r  g e n e r a l i t y .  
F i r s t ,  o n l y  p e r m a n e n t  s t u c k - a t  f a u l t s  a r e  a s s u m e d .  T h e n  a  c i r c u i t  i r r e d u n -  
d a n c y  i s  f r e q u e n t l y  s u p p o s e d ,  a n d  a t  l a s t  t h e  a t t e m p t s  f o r  c o m b i n a t i o n a l  
a n d  s e q u e n t i a l  c i r c u i t s  a r e  u s u a l l y  d e t a c h e d .
O n t h e  b a s i s  o f  c r i t i c a l  c o m p a r i s o n  o f  t h e  W e l l - k n o w n  t e s t  s e t  g e n e r a t i o n  
m e t h o d s  a  s t r a t e g y  w i l l  b e  p r e s e n t e d  w h i c h  i s  s i m p l e ,  e f f e c t i v e  a n d  v e r y  
u s e f u l  f r o m  p r a c t i c a l  p o i n t  o f  v i e w .
2 .  COMPARISON OF THE TEST-SET-GENERATION METHODS
I n  t h e  T a b l e  I t h e  c l a s s i f i c a t i o n  o f  t h e  w e l l - k n o w n  t e s t  s e t  g e n e r a t i o n  
m e t h o d s  i s  g i v e n .
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Table I
- - - - - - - - - - --- - - - - - - —--- - - - - - - - - - -— - ----- -— •— -- - - - - - - - - -—
C o m b i n a t i o n a l  c i r c u i t s  S e q u e n t i a l c i r c u i t s
S i n g l e  f a u l t s i r r e d u n d a n t r e d u n d a n t
F r i e d r i c h  1 9 7 4 , 4  
R e d d y  1 9 7 7 , 5  
S c h e r t z  1 9 7 2 , 6
B r e u e r 1 9 7 1 , 2
M u l t i p l e  f a u l t s • F r i e d r i c h  1 9 7 4 , 4  
Z u k o w  1 9 7 6 , 9  
T h a y s e  1 9 7 2 , 7  
C h i c o i x  1 9 7 7 , 3
B o s s e n  1 9 7 1 , 1  
Y a u  1 9 7 5 , 8 Z u k o w 1 9 7 6 , 1 0
T o  c o n s i d e r  t h e s e t  o f  a l l  p o s s i b l e s i n g l e  f a u l t s  t h a t c a n  o c c u r i n  a
network one would yield complex procedure. Therefore it is important to 
reduce the set of faults to its subset occuring at checkpoints.
Checkpoints have the property that all single faults in an irredundant 
combinational network are detected iff all single faults on the checkpoints 
are detected. Friedrich and Davis [197^,bd assumed that the checkpoints 
of a combinational network are:
1) All fan-out free inputs,
2) All fanouted branches.
In S. Reddy's paper C1977, 52 it is shown that this set should be 
extended. The primary input nodes which fan out, have to be included in 
order to make the derivation of test sets for detecting single stuck-at 
faults valid.
Let us notice that to derive test sets to detect all single and multiple 
stuck-at-faults, the earlier definition of checkpoints will still be 
sufficient.
In the paper of Schertz and Metze C1972, 6l a new representation for 
faults in combinational circuits is given. The faults which are indistin­
guishable are identified and combined into the classes of equivalence. 
Moreover, the authors show that test set which detects every single fault 
in a circuit without "nonrestricted connected set" also detects every 
multiple fault in it.
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F o r  s e q u e n t i a l  c i r c u i t s  t h e  d i s c u s s e d  p r o b l e m  i s  c o n s i d e r a b l y  d i f f i c u l t .
I n  c a s e  o f  s e q u e n t i a l  c i r c u i t  w e  u s u a l l y  b e g i n  w i t h  a  t e s t i n g  s e q u e n c e  
g i v e n  b y  d e s i g n e r  o r  w i t h  a  r a n d o m  s e q u e n c e  a n d  t h e n  w e  g e n e r a t e  d i s c a r d  
t e s t s .  I n  B r e u e r ' s  p a p e r  [1971, 21 i t  i s  s h o w n  t h a t  t h e  r a n d o m  p r o c e d u r e  
a p p e a r s  t o  b e  e f f e c t i v e  i n  r a p i d  g e n e r a t i o n  o f  a n  i n i t i a l  t e s t  s e q u e n c e  
w h i c h  d e t e c t s  a  l a r g e  p e r c e n t a g e  o f  t h e  f a u l t s .  T h e  s y s t e m  d e s c r i b e d  i n  
C21 w i l l  a u t o m a t i c a l l y  s w i t c h  f r o m  t h e  r a n d o m  p r o c e d u r e  t o  t h e  a l g o r i t h m  
p r o c e d u r e .
T h e  p r o b l e m  h o w  t o  d e r i v e  m u l t i p l e  f a u l t s  d e t e c t i o n  s e t  h a s  b e e n  t h e  
s u b j e c t  o f  a  n u m b e r  o f  i n v e s t i g a t i o n s .  U n f o r t u n a t e l y ,  n o  s a t i s f a c t o r y  
s o l u t i o n s  a r e  a v a i l a b l e .
B o s s e n  a n d  H o n g  [1971, 11 p r e s e n t e d  t h e  g e n e r a l  a l g o r i t h m  f o r  s o l v i n g  
t h e  a b o v e  p r o b l e m .  T h e  a l g o r i t h m  i s  e s t a b l i s h e d  w h i l e  a n a l y s i n g  t h e  
c a u s e - e f f e c t  r e l a t i o n s h i p s  i n  c i r c u i t s  u s i n g  t h e  m i n i m a l  n u m b e r  o f  
c h e c k p o i n t s .  H o w e v e r ,  t h i s  g e n e r a l  a l g o r i t h m  i s  n o t  s u f f i c i e n t  f o r  t h e  
r e d u n d a n t  c i r c u i t s  b e c a u s e  e a c h  f a u l t  -  d e t e c t i o n  s e t  g e n e r a t i o n  i s  
u s u a l l y  f a r  f r o m  o p t i m a l .
Yau and Yang gave an improvement of the method introduced in [11. Their 
algorithm provides a nearly minimal test set for any combinational 
circuits. The minimization of test set is reached by minimization of 
cover of a set of representative fault functions, which has much smaller 
number of elements than the number of all possible distinct fault func­
tions .
I n  t h e  w o r k  o f  F r i e d r i c h  [ 1 9 7 ^ ,  U l  i t  i s  s h o w n  h o w  t o  d e r i v e  a  m i n i m a l  
m u l t i p l e - f a u l t s  d e t e c t i o n  s e t  f o r  i r r e d u n d a n t  c o m b i n a t i o n a l  c i r c u i t .  A 
p r o c e d u r e  f o r  g e n e r a t i n g  a  m i n i m a l  t e s t  s e t  f o r  s i n g l e  f a u l t s  i s  p e r f o r m e d .  
T h e n  f a u l t  m a s k i n g  i s  s t u d i e d  a n d  t h e  m u l t i p l e  f a u l t s  u n d e t e c t e d  b y  t e s t  
s e t  s t a t e d  i s  d e r i v e d .
T h i s  m e t h o d  r e q u i r e s  t h e  c o n s t r u c t i o n  o f  m a s k i n g  g r a p h  a n d  i s  v e r y  
l a b o r i o u s .  T h e  d i f f e r e n t  a p p r o a c h  t o  t h e  a b o v e  p r o b l e m  i s  p r e s e n t e d  i n  
t h e  p a p e r  o f  Z u k o w  [1975, 93- A f t e r  o b t a i n i n g  t e s t  s e t  f o r  s i n g l e  f a u l t s  
s e v e r a l  p r o c e d u r e s  a r e  u t i l i z e d  t o  d e r i v e  m u l t i p l e  f a u l t s  w h i c h  a r e  n o t  
d e t e c t e d  b y  t e s t  s e t  s t a t e d .  I n  c o n t r a d i s t i n c t i o n  t o  t h e  m e t h o d s  p r e v i o u s l y  
d e s c r i b e d ,  t h e s e  p r o c e d u r e s  a r e  b a s e d  o n  t h e  g a t e  l e v e l  d e s c r i p t i o n  o f
50  -
o f  c i r c u i t  ( a s  a  c o n n e c t i o n  t a b l e  o f  t h e  g a t e s ) . H o w e v e r ,  t h i s  m e t h o d  
r e q u i r e s  m u ch  t i m e  n e c e s s a r y  t o  c r e a t e  a n d  a n a l y s e  g r a p h  o f  s i n g l e  
c o m p e n s a t i o n s .
I n  t h e  p a p e r  C lO i  t h e  g e n e r a l i z a t i o n  o f  t h i s  m e t h o d  f o r  s e q u e n t i a l  
c i r c u i t s  i s  g i v e n .
T h e  m e t h o d s  o f  g e n e r a t i o n  t e s t  s e t  f o r  i r r e d u n d a n t  c o m b i n a t i o n a l  c i r c u i t s
i n  s i m p l e  b u t  n o t  a l w a y s  m i n i m a l  w a y  a r e  g i v e n  i n  t h e  w o r k s  b y  T h a y s e  a n d
b y  C h i c o i x .  T h a y s e ' s  m e t h o d  r e q u i r e s  t h e  g e n e r a t i o n  o f  p a i r  o f  t e s t s  f o r
e v e r y  c h e c k p o i n t .  I n  t h e  m e t h o d  o f  C h i c o i x  a  s i n g l e  f a u l t  s e t  T^ i s
f i r s t  d e r i v e d  a n d  t h e n ,  b y  c h a n g i n g  t h e  v a l u e  o f  e a c h  s e n s i t i z e d  l i t e r a l
a l l  n e w  t e s t s  a r e  o b t a i n e d .  T h e s e  n e w  t e s t s  a r e  a d d e d  t o  T i n  o r d e rs
t o  g e t  a  m u l t i p l e - f a u l t s  d e t e c t i o n  s e t  T ^ .
3 .  A TEST SET GENERATION METHOD
T h e  t e s t  s e t  g e n e r a t i o n  m e t h o d  w h i c h  i s  a p p l i e d  i n  t h e  t e s t  g e n e r a t i o n  s y s t e m  
w o r k e d  o u t  i n  I n s t i t u t e  o f  C o m p u t e r  S c i e n c e  WTU i s  b a s e d  o n  t h e  u t i l i ­
z a t i o n  o f  b o t h  t e s t  g e n e r a t o r  a n d  t e s t  s i m u l a t o r .
T h e  s t r a t e g y  l e a d s  t o  d e r i v i n g  t e s t  s e t  d e t e c t i n g  a l l  s i n g l e  f a u l t s  i n  
a n y  c o m b i n a t i o n a l  s e q u e n t i a l  c i r c u i t s .  F o r  t h i s  p u r p o s e  f a u l t  s c h e d u l  i s  
c r e a t e d  i n  w h i c h  a l l  s i n g l e  f a u l t s  a r e  c o d e d .  T h e  c o l l a b o r a t i o n  o f  
g e n e r a t o r  a n d  s i m u l a t o r  i s  a r r a n g e d  i n  t h e  f o l l o w i n g  m a n n e r :
1 )  . T a k e  f r o m  t h e  f a u l t  s c h e d u l  a  f a u l t  s o  f a r  u n d e t e c t e d .
2 )  . G e n e r a t e  t h e  t e s t  f o r  t h i s  f a u l t .
3 )  . V e r i f y  c r e d i b i l i t y  o f  t h e  t e s t  w i t h  t h e  a i d  o f  t h e
s i m u l a t o r .
4 )  . S t r i k e  o f f  t h e  f a u l t  s c h e d u l  f a u l t s  d e t e c t e d  b y
g i v e n  t e s t .
5 )  . R e p e a t  t h e  p o i n t s  1 - 4  u n t i l  t h e  f a u l t  s c h e d u l  w i l l
b e  e m p t y . /
F o r  c o m b i n a t i o n a l  c i r c u i t  t h i s  a l g o r i t h m  c a n  b e  s i m p l i f i e d  b y  g e n e r a t i o n  
o f  t h e  t e s t  o n l y  f o r  c h e c k p o i n t s  a n d  t h e n  v e r i f i c a t i o n ,  i f  a l l  f a u l t s  
i n  t h e  c i r c u i t  a r e  c o v e r e d  b y  t h e  g e n e r a t e d  t e s t s .  F o r  t h e  r e d u n d a n t
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c i r c u i t s  t h i s  v e r i f i c a t i o n  i s  n e c e s s a r y  b e c a u s e  i n  t h i s  c a s e  i t  i s  n o t  
a l w a y s  t r u e  t h a t  t h e  t e s t  s e t  d e t e c t i n g  a l l  s i n g l e  f a u l t s  o n  c h e c k p o i n t s ,  
d e t e c t s  a l l  t h e  f a u l t s  i n  t h e  w h i l e  c i r c u i t  a s  w e l l .
Ц. CONCLUSION
T h e  p r o b l e m  h o w  t o  d e r i v e  a  t e s t  s e t  t h a t  d e t e c t s  a l l  t h e  f a u l t s  i n  a n y  
s w i t c h i n g  c i r c u i t  h a s  n o  g e n e r a l  a n d  s a t i s f a c t o r y  s o l u t i o n .
T h e  p r o p o s e d  s t r a t e g y  o f  t h e  a p p l i c a t i o n  o f  b o t h  t e s t  g e n e r a t o r  a n d  t e s t  
s i m u l a t o r  h a s  t h e  f o l l o w i n g  a d v e n t a g e s :
-  t h e  c r e d i b i l i t y  o f  t h e  t e s t s  i s  a s s u r e d ,
-  t h e  w a y  o f  t e s - s e t - g e n e r a t i o n  f o r  b o t h  c o m b i n a t i o n a l  a n d  
s e q u e n t i a l  c i r c u i t s  i s  i d e n t i c a l ,
-  t h e  r e c e i v e d  t e s t  s e t  i s  n e a r l y  m i n i m a l  b e c a u s e  t w o  c o n c e p t s  a r e  
c o m p o s e d :  c h e c k p o i n t s  a n d  t e s t  s i m u l a t i o n .
I n  t a b l e  2  t h e  c o m p a r i s o n  o f  t h e  s t r a t e g y  c o n s i d e r e d  a l o n g  w i t h  t h e  r a n d o m
t e s t  s e t  g e n e r a t i o n  i s g i v e n .
T a b l e  2
r a n d o m
t e s t - g e n e r a t i o n
t h e  s t r a t e g y  
d e s c r i b e d
t e s t - s e q u e n c e  
l e n g h t / %  o f  
f a u l t s  t e s t e d  
( a v e r a g e )
t i m e
( s )
t e s t - s e q u e n c e  
l e n g h t  
( i f  100% ) t i m e( s )
S N 7 4 4 2 4 0 / 9 3 4 , 9 16 3 , 4
8 3 3 6 / 9 6 1 3 , 5 16 9 , 5
8 5 4 4 / 6 8 1 5 , 7 3 5 5 9 , 5
1 4 1 1 6 / 9 0 3 , 7 1 3 4 , 1
1 4 8 1 0 0 / 8 7 1 4 , 7 2 7 9 , 8
1 5 1 4 8 / 8 2 6 , 0 4 0 1 7 , 0
1 5 3 4 4 / 9 8 4 , 6 3 3 7 , 7
1 5 4 6 0 / 7 3 1 2 , 7 3 3 1 1 , 6
1 5 6 2 4 / 8 7 2 , 0 11 2 , 1
1 8 0 4 0 / 9 4 5 , 6 1 0 4 , 9
1 8 2 3 6 / 8 1 3 , 4 1 8 4 , 9
a v e r a g e 4 4 / 8 6 8 , 6 2 3 / 1 0 0 1 2 , 0
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T h e  s t r a t e g y  p r o v i d e s  t h e  t e s t  s e t s  e s t i m a t e l y  t w i c e  s h o r t e r  t h a n  
r a n d o m  t e s t  s e q u e n c e s .  T h e  p e r c e n t a g e  o f  t e s t e d  f a u l t s  i s  1 0 0  c o n t r a r y  t o  
8 6  ( a v e r a g e )  i n  c a s e  o f  r a n d o m  g e n e r a t i o n .  T h e  c o s t  i s  o n l y  50% h i g h e r .
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РАСШИРЕНИЕ РЕКУРСИВНОГО МЕТОДА ДЛЯ СОВМЕСТНОГО УПРОЩЕНИЯ 
СИСТЕМЫ ЧАСТИЧНО ОПРЕДЕЛЕННЫХ БУЛЕВЫХ ФУНКЦИЙ
Pásztorné Varga Katalin
Исследовательский институт вычислительной техники 
и автоматизации ВАН, Будапешт
ВВЕДЕНИЕ
По теме в шестидесятых годах были достигнуты значительные 
теоретические результаты, затем следовалась разработка алго­
ритмов для ЭВМ 11М21Д31ЛА1Д 51 .
В семидесятых годах снова начались исследования по теме. При­
чиной их были:
-  Плохая эффективность алгоритмов в случае систем функций, 
состоящих из многих функций со многими переменными, и з -за  
большой затраты машинного времени и требуемого объема памя­
ти .
-  Возможность реализации функций, заданных в ДНФ на програм­
мируемых логических матрицах /ПЛМ/.
При разработке методов основным требованием являлось их при- 
меменимость для частично-определенных функций [71Л1] .
В статье будет представлен рекурсивный метод, считающийся ори 
гинальным среди новых методов. Этот метод будет расширен для 
систем функций так , чтобы было достаточно задаться упрощаемы­
ми функциями системы функций, в любой дизюнктивной нормальной 
форме; следовательно, нет необходимости вырабатывать их совер 
шенно дизюнктивную нормальную форму.
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1. ОСНОВНЫЕ ПОНЯТИЯ, ОБОЗНАЧЕНИЯ И ОПРЕДЕЛЕНИЯ
Пусть будет f ( х , ,  х „ , . . . ,  х  ) частично-определенная функция.1  z  п
Функции f 1 , f Q , f ф определим следующим образом:
f -^ ( оО =
W  =
f 0 ( a )  =  
где:
Í 1 если f (а) =1  
I 0 иначе
f 1 если f  (а) =0  
1 0 иначе
f 1 если f ( a ) = 0  /неопределена/ 
• 0 иначе
а  =  ( а  ,  а 2 > •  •  •  ,  ,  И
а . =  0 , 1  1 *
Мы говорим, что аевп является
"точкой 1" если f ( a ) = l  
"точкой 0" если f ( a ) = 0
"точкой 0 " если f ( a ) = 0  /неопределенности/.
А
f  = называется верхней границей функции f .
f  = f ,  называется нижней границей функции f .
А -1*
Функция f c = f ]У У f 0 /или f c = f^V y f o/  называется совместной 
с функцией f  .
2. РЕКУРСИВНЫЙ МЕТОД
Пусть
f  ( X 1 ' 2 ' 4 - Г X i + Г V <1 )
Для полностью определенной функции f  всегда справедливо:
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f =0 ( 2 )
Очевидно, что множество "точек 1" производной булевой функции 
f  всегда разделимо на три подмножества по переменной х функ­
ции f  :
-  точки, где значение координаты х  равно 1, но соседняя по х  
"точка 0" (xj^ • Bi) ) ;
-  точки, где значение координаты х  равно 0, но соседняя по х  
"точка 0" (x-l j 'C í j );
-  точки, соседние по х  ( А д ^  ) .
Пусть оператор Si  означает запись функции f  по ее переменной 
xi  в виде О )
H, ( f )= f= f  , • f  V X .  .f  -f V x-i -f - f
1 1  X j - f 1 x i 1 = 0  3 i X Í ! = 1  x i 1 = 0  1 1 X j _  = 0  х ^ = 1
( 3 )
Ai. Bin
где подфункции A ^ ,  в ^ ,  C i1 , покрывающие соседние пары то­
чек {_ot_, J5} ПО xj_ •
Применение S к О ) по х^ означает применение S к подфункциям 
А , в , , С . .  В случае, если j = i » ,  получим1 1 х 1 2 ■ь
S . 12
(S. ( f ) )  
1 1
)V ) V ( 4 )
Очевидно, что применение S к f  по различным переменным возмож­
но до тех пор, пока каждая функция в (4) будет равна 0 либо 1.
Обозначаем элементарные конъюнкции через:
входит в конъюнкцию
( х  . )
р  1  - если X  . 1




( - ) * i если x “  не входит в конъюкцию 
X если а = 1 
X если а = О
( ' х - ' )  С х - )  ( — ) X  •Если q 1 , q 1 , q 1 простые импликанты функции f ,  оче­
видно
r( - ) x i г(х ±)q -  А .  , q ' " - 1- '  -»■ X  ^  В  ч , q 4 " x  -»■ х , С( Х-: ) —Г -L -V V1 1 1  X
Из этого следует
Теорема 1 [8, 9 , ю ] : Если в (4) каждая подфункция постоянная, 
то после выполнения операций мы получим все простые импликанты.
Это значит, что если мы итеративно применим S к функции f , то 
получаем все простые импликанты.
Пусть обозначает
p(f) -  дизюнкцию всех простых импликантов функции f. 
Тогда из О ) можно получить следующию рекурсивную формулу:
P(f ) = P(Aí;l)V х ±1(Р(В±1) \ P(Ai;L)} V Xil(P(Cil) \ Р(А±1)) (5)
это значит, что P(Ai l ) является областью неопределенности как 
для P(Bi l ) так и для P ÍC j^ ).
Очевидно, что 
Р(0) = о
р(1) = 1 и p(f) = 1 если f = f = оо
P(f) = f если f = X
Для иллюстрации рекурсивного метода посмотрим следующий при­
мер.




f  = Xlx2x3 V х 1х 2х 3х 4 V xlX2x3x4 V x3x2x4 
f = x2 V **lx4
Тогда




A i - x 2 v x 4  ,  B 1 = ( B 1 ) 0  =  x 2
P(f) = [P(O) VХ2Р(0) V x2P(x3x4 v x3x ) ] v
V x 1 [ P(O)V х2Р(0)V x2P(x3x4 v x3x4 )]
так как ____
C^A) = X. и c4B) = (c4B>) = 0  и поэтому Р(С<В))=1
2  4  2 2  О 2
P(f) = [х2х4 V Х 3Р4(0)v Х3Р4(0)] v х1х2 
P(f) = Х2Х4 v Xj*2
Из такого простого примера видно, что проблема то ,что  много 
операций нужно выполнить над функциями для чего много машин­
ного времени и много машинной памяти требуется.
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Возможные облегчения в машинной реализации метода:
1 / Не всегда нужно определить все простые импликанты.
2 / Особенностями функций А, в , с можно воспользоваться для за ­
мены вычисления их значений с верификацией выполнения усло­
вий их существования.
5 / Применимы эвристические методы.
Процедура нахождения простых импликантов на базе теоремы 1. 
проиллюстрирована деревом /р и с . 1 . / .
На рис. 2. видно дерево для примера 1.
Рис. 2.
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После этого можно установить, что
1 / Пути дерева оканчивающиеся на 1 определяют простые импли- 
канты.
2 / Необходимы только пути оканчивающиеся на 1.
J
3 / При неизбыточном покрытии, одновременно достаточно отыскать 
один путь оканчивающийся на единицу. Таким образом, полу­
чаем простой импликант Р и процедура начинается заново для 
функции ф = f  п р .
4 / Для частично-определенных функций рекурсивный метод не и з­
меняется только принимаем, что f  = f
Что касается рекурсивных методов, разработанных в литературе, 
можно констатировать, что [9] и [ю] базируется на совершен­
ной нормальной форме, [9] использует точки 1 и 0, но [10] точ­
ки 1 и 0. В [8] используется произвольная дизюнктивная нормаль­
ная форма и f  .
3. РЕАЛИЗАЦИЯ МЕТОДА
При реализации метода применяется матрица, каждая строка кото­
рой соответствует элементарной конъюнкции дизюнктивной нор­
мальной формы функции. Столбцы матрицы соответствуют перемен­
ным функции. Элементами матрицы могут быть 0, 1 и - ,  В опре­
деленной строке а = (0 ,1 ) означает то, что соответствующая пе­
ременная является элементом конъюнкции в виде ха . На рисун­
ке 3 показана репрезентация функции
f Х1Х2Х4 V X 1X5 V X 2X3X5 V X 2X4
X1 Х2 хз Х4 Х5
1 О — 1 —
0 — - — 1
— 1 1 — О
- 1 - О -
- f(х1,х2,х3,х4,х5)
Рис. 3.
Частично определенная функция задается функциями f-^  и f с по­
мощью двух матриц F и Q в форме f = P/Q где
р соответствует функции 
Q соответствует функции fQ
Пример 2 : f = f 1 V yf где
= xyz V uxy V xu, fQ = yzu V xzu V xy
Тогда
1 1 0 -
1 1 - 1
0 - - 1 P
f(X , y, z, u) = ---------  = ---
- O O O Q
0 - 0 0
1 O -  -
Для определения подфункций в (3) или (Ч) и для верификации 
значений подфункций в этой репрезентации определим следующие 
операторы:
1. Оператор редукции по х О б о з н а ч а е м  через RX i. Оператор 
rx ( р /Q) стирает столбец переменного х.^  из Р/ о.
2.  Пересечение по ха . Оператор обозначается через I “ . Опера--------------- --- ! *1
тор lx?(P/Q) стирает конъюнкции из Р где х? не встречается 
и из Q где х“ встречается. Стирает столбец xi из P/Q.
Покрытия по элементарной конъюнкции р. Оператор обозначает­
ся через с . Оператор C^CP/Q) стирает из Р все конъюнкции 
ki , для которых ki  -*■ р .
В следующем примере применим эти операторы на f примера 2 и 
покажем связь между подфункциями ( 3 ) ,  ( 4 )  и результат примене­
ния операторов R, I ,  с .




- 1 О - 
-- -- 1 <fl>x=0 V(V x = l
—  0 0  ( f  ) „o x=0 o x l
-  0  -  -
I X(P/Q) =
1 0 -  
1 - 1  
О  -  -
0 0 0
I— (P/Q) =Л
—  -  1
- 0 0 0





1 1 0  0
0 ---- 1
- О О О 
0 - 0 0  
1 0 ----
f Dp
После этого введем две теоремы важных для алгоритма, реали­
зующего рекурсивного метода.
Теорема 2. [81 : Если pva П ^ха =о то существует простой
i 1 аимпликант функции f  содержащей х.^  .
Теорема 3- [8] : Если Q а = о  в Р а / 0  a = l v . , то ха являет---------------- xi X. ' Х^  Л1 1
ся простым импликантом для х“Рха1 i
В дальнейшем опишем алгоритм нахождения одной неизбыточной 
дизюнктивной формы при зафиксированном порядке переменных
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Алгоритм
1. f  : = f , / f  =  P /Q 1' о о о
2. j : = О
3 .  i  : = О ,  к : =  1
4 . i : = i+1
5. Получение l x ^ CP^ l Q^ ) и í v . ( Р ■/ Q • )  Х1 3 3
б . Если Р . X  • — Р • X  • — О ^Dxi  Dxi то переход к п. 15. %
7 . Если рj x ^ n  QjXi ^ то а :  = 1 и переход к п. 10.
8. Если P - X -  П Q - V .  = 0 ,  Dxi  dxi то переход к п. 15-
9 . а  : = 0
10 . р  : = л a Р П х .
11. Если Q j x “  ^ ° '  TO к : = 3 ,  j : = l  P-/Q-; : =  Р^х^/Оцх? и3 J 3 1 D i
возврат к п .  4.
12. р простой импликант. j : = О, Р^/Сы : = с р ^Ро ^ о ^  ‘
13. Если Pq = О, то мы получили покрытие функции. СТОП.
14 . Возврат к п .  2.
15. к : = j ,  j : = 1, Pj / Qj  : = Rx ±(pk /Qk ) переход к п. 4.
4. РАСШИРЕНИЕ РЕКУРСИВНОГО МЕТОДА ДЛЯ СИСТЕМ ФУНКЦИЙ 
Обозначаем через 5 системы функций:
5  =
Л 2 )  - ( U )
Г ,  . . .  ,  L
1 ( f i 1 » .
Л 2 )  Л и )Г-, f  . . .  f
J. 1
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a = {f ( 1 ) , f <2)О О О
f ( u ) ,
о
Легко видеть, если для операторов останутся в силу теоремы 2 
и 3 , то при соответствующем расширении алгоритм без изменения 
определяет неизбыточность покрытия 5.
Репрезентация 5 в P/Q матрице похожно остается только каждая 
конъюнкция получает индекс показывающий принадлежность к компо­
ненту функции.
Операторы мало изменяются.
1. Редукция RXi не изменяются.
2. Пересечение lx 01 не изменяются.
— ----------------------------------------------- х
3. Покрытия Cp,j_na из ^ Р конъюнкции стирает только т а ­
кие ki  , где индексы одинаковые. В другом случае только 
изменяет индекс k i .
Пример 4 . Репрезентация «у и вычисление операторов.







yzu V xzu V xyzu
xyz V yzu V xy
x y z u  V X Z U  V y z u  V x y z
p
5 ( u , z , y , x )  = ----
Q
- - 1 1 0 1
- 0 0 0 0 1
0 1 1 - 1 0
0 1 - 0 1 0
1 0 0 0 1 1
— 0 0 1 0 1
1 1 0 - 1 1
- - 1 0 0 1
0 0 0 1 1 1
1 0 - 1 1 0






- - 1 1 0 1
- 0 0 0 0 1
- 1 1 - 1 0
- 1 - 0 1 0
- 0 0 0 1 1
_ 0 0 1 0 1
- 1 0 - 1 1
- - 1 0 0 1
- 0 0 1 1 1
- 0 - 1 1 0
- 0 1 0 1 0
- 0 0 0 1 1
- 0 0 1 0 1
- 1 0 - 1 1
- - 1 0 0 1
- 0 - 1 1 0
- о 1 0 1 0
yzu, 10)
- - 1 1 0 1
- 0 0 0 0 1
0 1 0 0 1 0





В алгоритме проверяется Px“ n Qx°^  = 0 или нет. Px^ П Qx“ = 0 ,
если пересечение множеств конъюнкций пусто или если это пере­
сечение не пусто., но нет общих индексов в Рх3 и в QXT.
Так как теорема 2 и 3 верны и для этих операторов, поэтому 
алгоритмом определяется покрытие ft.
ЗАМЕЧАНИЕ
Машинная реализация алгоритма на ЭВМ CDC 3300 показала, эффек­








3 4 0 * 17
гЧГо
3 4
ООСМо 0 ’ 15
3 7 1*47 0* 24
3 8 3*5^ 0*47
3 8 1 * 40 0*51
1 4 О 1—1О 0*07
1 10 3 ’ 44 1*45
Таблица 1.
Предельное значение требуемого объема памяти равно трехкрат­
ному числу конъюнкций, присутствующих в матрице P/Q.
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ВЫЧИСЛЕНИЕ ЛОГИЧЕСКИХ ТЕСТОВ МЕТОДОМ ДВОЙНОГО СОГЛАСОВАНИЯ
Йожеф Сираи
Институт по координации вычислительной техники
1. ВВЕДЕНИЕ
В настоящей публикации рассмотрены одиночные и многократные 
ошибки отказа логических сетей: такие ошибки, которые выражают 
ся в отказе отдельных точек сети на постоянном логическом уров 
н е .
Типы учитываемых сетей: комбинационный и синхронно-последова­
тельный. Для обоих типов предполагается, что сеть задана с эк ­
вивалентной схемой, построенной на комбинационных элементах с 
одним или несколькими выходами. Для упрощения изложения вопро­
са наличие ошибки предполагается только на выходах элементов, 
а также на первичных входах.
В последние годы стали известны многочисленные методы, которые 
пригодны для разработки последовательностей входных сигналов 
для выявления ошибок и з -з а  отказов /т е с т о в / .  Алгоритм D 111 и 
метод булевских разностей [21, а также их разновидности одина­
ково пригодны для того, чтобы создать тестпрограмму для обна­
ружения всех распозноваемых ошибок комбинационных сетей. Пер­
вый метод работает с логическими значениями, а последний выпол 
няет операции над логическими функциями.
Согласно обзору, приведенному в работе [ J ] ,  методы, пригодные 
для комбинационных сетей , можно также расширить на последова­
тельные сети. Здесь основная трудность заключается в том, что 
задача -  и з-за  распространения ошибок на запоминающие устрой­
ства -  даже в случае предположения наличия одиночных ошибок 
таит в себе расчет тестов по многократным ошибкам. Несмотря 
на то, что как алгоритм D , так и метод булевских разностей мож 
но расширить на многократные ошибки [ 3 J, последнее приводит к
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такому значительному увеличению объема вычислений, что сильно 
ограничивает практическую применяемость этих методов. По этой 
причине возникает серьезная потребность в таком практическом 
методе, который всегда пригоден для нахождения теста  к распоз- 
новаемым ошибкам комбинационных сетей, причем без того , чтобы 
при наличии одиночных или многократных ошибок в сети в нем ока 
залось какое-то заметное расхождение.
В настоящей публикации представлено такое решение. Данное ре­
шение, в сущности, разработано посредством значительного улуч­
шения и обобщения так называемой общей активизации, рассмотрен 
ной в работе 14],  и оно основано на обработке логических зна­
чений, исходящих с первичных и вторичных выходов. В дальнейшем 
рассмотрим применение этого принципа к комбинационным и синх­
ронно-последовательностным сетям, а затем приводим его качест-4
венную оценку, сравнивая его  с алгоритмом D и методом булев­
ских разностей.
2. ДВОЙНОЕ СОГЛАСОВАНИЕ ДЛЯ КОМБИНАЦИОННЫХ СЕТЕЙ
В настоящем разделе рассмотрим комбинационные сети , о которых 
предполагается, что они построены на логических элементах с 
одним выходом.
Пусть будет вектор первичных входных и выходных переменных ка­
кой-то комбинационной сети:
X = (х; , х 2 , . . . ,ХИ ) Z = ( z ; > z2 , . . . , z j
При этом точки сети должны быть пронумерованы таким образом, 
чтобы выход какого-то элемента должен иметь порядковый номер 
больше, чем номер любого из его входов. Пусть будет i порядко­
вый номер первичного входа с переменной х; . Ошибка и з-за  отка­
за  а ( а  =0, 1) i -той точки сети обозначается через ( а )  . Логичес­
кое отрицание /инвертирование/ обозначается через верхнюю запя 
тую. И наконец: обозначение сетевого пути, включающего в себя 
точки i , j , . . . , p  следующее: P ( i - j - . . .-р ) .
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Предполагаем, что контрольный вектор хг может обнаружить q > i  
одновременно присутствующих ошибок и з -за  отказа  на первичном 
выходе z • сети, и к этому должны представить, что вектор xf 
присутствует на первичных входах. Если сеть является безошибоч­
ной, то zj показывает логическое значение 3 , и при этом ло­
гические значения всех точек сети согласованы между собой. На­
зовем это состояние состоянием нормальной согласованности.
Если теперь в сеть включим q ошибок, тогда 2/ принимает зн ач е­
ние 3* /т о  есть это является необходимым и достаточным услови­
ем обнаружения ошибок/, и при этом возникает так называемое 
состояние неправильной согласованности. Это означает, что логи­
ческие значения, на которых получаются отказы, не находятся в 
соответствии с xf в то время, когда все остальные значения со г­
ласуются со значениями при правильной логической работе.
В соответствии с умственным экспериментом задачу формирования 
X, можно также сформулировать следующим образом: Необходимо 
найти такую входную комбинацию, при которой состояния нормаль­
ной согласованности и неправильной согласованности отличаются 
друг от друга хотя бы в одном первичном выходном значении. Для 
достижения этой цели z присвоим значение 3 , где 3 произвольно 
О или 1 , а потом пытаемся создать такую входную комбинацию, ко­
торая соответствует:
а /  с одной стороны, правильному значению 3 выхода zy в 
безошибочной сети, и
б / с другой стороны, неправильному значению 3 * выхода zу 
в ошибочной сети.
Для решения задачи вычисления одновременно производятся в двух 
областях: в так называемых нормальной и ошибочной областях.
i
Это, в свою очередь, означает, что для каждой точки учитывают­
ся два логических значения, а именно значение, вычисленное в 
безошибочной сети и значение, вычисленное в неисправной сети . 
Такая пара значений называется спраренным /двойным/ значением,
где первым указывается правильное значение.
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В наших вычислениях в одной области будем работатв тремя логи­
ческими значениями, а именно: со значением логического "О", 
значением логической " 1" и безразличным значением, которое 
обозначается через d .
Результаты основных операций /инверсии, логического И, логичес 
кого ИЛИ/ по этим трем значениям представлены в таблице № 1. 
Семантическая интерпретация значения d : в данных фазах вычисле 
ний вместо d произвольно можно поставить значение 0 или 1 для 
точки, которой присвоено d без того,чтобы это привело бы к 
противоречию.
Множество спаренных значений можно создать и таким образом, 
что составляется декартово произведение от м н о ж е с т в а  {  о , i ,  d }  t 
взятое само по себе, а это дает следующий результат:
{о/о, 0/ 1, o/d, 1/ 0 , 1/ 1, l /d,  d/0, d/ l ,  d/d}.
Последнее означает, что вычисления производятся в логической 
системе с 9 значениями, где первые составляющие 9 спаренных 
значений попадают в о б л асть ' нормальных значений, а вторые зна­
чения, в свою очередь, в область ошибочных значений. В этой 
логической системе первая и вторая составляющие результата ка­
кой-то операции, выполненной над двумя значениями, будет ре­
зультатом той же операции, выполненной над первыми и вторыми 
составляющими операдов.
И ИЛИ
а ат 0 1 d 0 1 d
0 1 0 0 0 0 0 1 d
1 0 1 0 1 d 1 1 1
d d d 0 d d d 1 d
Таблица № 1: Таблица верности логической системы с тремя зна­
чениями .
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Исходными значениями будут следующие: z , =  ß/ß' , а в точках с 
ошибкой ..а они составляют d / a .  К полученным таким образом исход­
ным значениям применяется так называемая процедура согласования 
/c o n s is te n c y  o p e ra t io n / ,  которая входит в состав алгоритма D . 
Согласование, выполненное спаренными значениями, называется 
двойным согласованием. Это необходимо выполнить таким же обра­
зом, как в алгоритме D с одиночными значениями, но со следующи­
ми ограничениями:
а /  два спаренных значения согласованы тогда и только то г­
да, если как их нормальная составляющая, так и ошибоч­
ная составляющая также согласованы;
б / в области неправильных значений не требуется согласо­
вать значения, на которых получается о тк аз , со значе­
ниями, предшествующими им в потоке сигналов.
Конечно, в процессе выполнения согласования необходимо просле­
дить только за  определенными логическими значениями, а состав­
ляющие d не требуется проверить. Если в процессе получается 
противоречие, тогда следует изменить присвоение переменного 
значения, выполненное последним, а затем стереть все значения, 
которые были присвоены после этого , и продолжать вычисление.
Количество шагов изложенного выше процесса значительно можно 
уменьшить по следующим двум соображениям.
Само сабой разумеется, что в тех точках сети, через которые не 
проходит сигнал от какой-то ошибочной точки к первичным выхо­
дам, две составляющих спаренных значений не должны отличаться. 
Эти точки называются пассивными точками. Со значением пассив­
ных точек, с одной стороны, значительно уменьшается количество 
спаренных значений, которые в определенных случаях можно выб­
рать, а с другой стороны, для такой точки в дальнейшем вместо 
двух требуется согласовать всего лишь одно логическое значение. 
Здесь следует отметить, что для нас достаточно определить точ­
ки, через которые сигнал распространяется ót ошибочной точки
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к выходу Zj . /Такие точки называются потенциально активными 
точками. /  Это получается таким образом потому, что все осталь­
ные точки либо являются пассивными, либо же они не участвуют 
в процессе вычислений, начатых для zf . Для определения множест­
ва потенцильно активных точек достаточно проходить по сети 
один раз в направлении распространения сигналов, исходя при 
этом из ошибочных точек, и один раз в направлении, противопо­
ложном распространению сигналов, исходя из выхода z,- , причем 
для выполнения этого служит простой и быстро реализуемый алго­
ритм [4] .  Здесь следует отметить, что в дальнейшем выход z;- 
будет учитываться только в случае, если он доступен хотя бы из 
одной ошибочной точки через какой-то определенный путь рас­
пространения сигналов.
Второе соображение касается начальных значений z . Здесь труд­
ность заключается в том, что заранее не знаем, что именно выб­
рать в качестве правильного значения и что в качестве ошибоч­
ного, поэтому используется произвольный выбор. Однако в случае 
однократной ошибки не требуется повторно выполнить процедуру 
согласования с перестановленными значениями z;- , если первона­
чальный выбор не дал бы нужного результата . То есть , если пара 
начальных значений z;- в месте ошибки приводит к такой паре зна­
чений 0/1 или 1 /0  /т а к  называемому активному значению/ ,  кото­
рая, в свою очередь, противоречит уровню отказа, тогда все 
присвоенные до сих пор составляющие спаренных значений можно 
переставить, этим снимается противоречие и можно продолжить вы­
числение. В месте ошибки всегда получается активное спаренное 
значение, так как для согласования активного спаренного значе-- 
ния на выходе z;- хотя бы по одному пути распространения ошибки 
должны присутствовать исключительно только активные-значения. 
Если количество ошибок больше единицы, тогда процесс переста­
новки не всегда можно выполнить в одном и том же заходе согла­
сования .
На основании вышеиз ложе иных для со.здания теста обнаружения q >i 
одновременно присутствующих ошибок рекомендуется использовать 
следующий алгоритм:
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В качестве начального значения соответствующего выхода z выби­
раем 0/ 1, а ошибочным точкам в области неправильных значений 
присвоим соответствующие значения, на которых получается отказ. 
После этого выполняется двойное согласование, подбирая к этому 
элементы сети в порядке уменьшения идентификаторов их выходов. 
Если q = 1 , и в последовательности активных значений по пути 
между ошибочной точкой i и выходом zу получается противоречие 
при i , тогда следует выполнить перестановку спаренных значений 
для последовательно подобранных точек кроме i , а потом продол­
жить согласование. Если q> i , тогда выполнить двойное согласо­
вание для z; = 0 /1 . Если при этом последнее будет неуспешным, 
тогда необходимо полностью повторить процедуру со значением 
zj = 1 /0 . В случае состоятельного решения тест состоит из зна­
чений первичных входов, входящих в область нормальных значений. 
Если для zу не удалось получить решения, тогда брать следующий 
первичный выход и выполнить для него двойное согласование.
В качестве примера рассмотрим сеть , представленную на рис. 1, 
где необходимо найти тест для ошибки 7(0) .  Соединения, соответ­
ствующие потенциально активным точкам, на рисунке проведены 
жирными линиями. Так как активное значение, присутствующее на 
входе вентиля в точке 10, противоречит уровню ошибки, необходи­
мо выполнить перестановку. После перестановки значений алго­
ритм дает результат, представленный на рис. 2. Как видно из ри­
сунка, тест X = (о ,d ,1,0, 1,о) одновременно распространяет-ошибку 
по пути Р (7-10-11-14-16) и Р (7 1 0 -12 -16 ), а путь Р (7 -9 -1 ^ -1 6) 
он блокирует распространение ошибки.
В следующем примере требуется найти тест для тройной ошибки 
1 (1 ) , 5(0) и 8(1) в сети, представленной на рис. 3. Согласно 
полученному результату тест х= ( 1 , 1 , 1, 0 ) ошибку 5 (0) рас­
пространяет по пути Р (5—7—8—9 ), а ошибку 8 (1) по пути Р (8—9) к 






Рис. 1. Двойное согласование перед пере-
ставновкой
Рис. 2. Двойное согласование после пере­
становки
Рис. 3. Вычисление тестов  для многократ­
ной ошибки
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3. КОМБИНАЦИОННЫЕ СЕТИ НА УРОВНЕ МОДУЛЕЙ
В настоящем разделе принцип двойного согласования распространя 
ется на такие комбинационные сети , которые построены на моду­
лях БИС с несколькими выходами. Такими модулями являются, на­
пример, общеизвестные элементы ПЗУ или элементы ПЛМ. Как из­
вестно, в случае сетей на уровне вентильных схем вычисления по 
согласованию наиболее выгодно можно выполнить тогда, если ис­
пользуются простые импликанты вентилей. Процедуру
легко можно распространить на такие модули, для которых из­
вестны множества ■ простых импликантов [51• Однако, пока не­
реально рассчитывать на то, что будем иметь множества прос­
тых импликантов элементов БИС, или можем решить их определение 
Так как в настоящее время самым реальным предположением явля­
ется , что известны множества минтермов модулей, в дальнейшем 
будем работать с минтермами.
Пусть будут для модуля М,- векторами входных и выходных перемен 
ных х' = (х‘ , х'2,..., х' ) и V  = (z ' ,  z'2,...,z'w) . Множество 
минтермов какой-то выходной функции модуля zj По входным пере­
менным модуля обозначается через Е , а дополнение по множест­
ву всех входных комбинаций модуля, Е*. в свою очередь, обозна­
чается через е) . Очевидно, что Е'- не что иное, как множество 
минтермов обратной функции z\ . В дальнейшем минтерм, представ­
ленный какой-то двоичной комбинацией, будем выражать десятич­
ным значением комбинации.
Пусть какой-то модуль имеет w выходных переменных. Легко 
можно понять, что для модуля М; какая-то  входная комбинация 
Хд тогда и только тогда дает в качестве результата z1. = i, 
если ï J e E j  , или z) = о, если x‘Qe Ё^  , где j=l , 2 , . . . ,w . Да­
лее, если zlj = d , тогда любая входная комбинация будет согласо­
вана с этим значением. Следовательно, для того, чтобы найти 
входную комбинацию, согласованную с какой-то выходной комбина­
цией, необходимо формировать сечение соответствующих множеств 
минтермов выходов, имеющих значения, отличающиеся от значения
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d. Например, множество всех  входных комбинаций, дающих выход­
ную комбинацию z' = (o ,l ,d ,0 )  можно вычислить следующим обра 
зом:
Ej П Ej п Е4
Если работа в е д е т с я  со спаренными значениям и, тогд а  необходимо 
выполнить одновременное со гл асо ван и е  в области  нормальных зн а ­
чений и области неправильных значени й . Поиск соответствующ ей 
входной комбинации к выходным комбинациям обеих об л астей  произ 
водится согласн о  вышеизложенным правилам . Пусть коли чество  мин 
терм ов, приводящихся к выходной комбинации, попадающей либо в 
область  нормальных значений модуля, либо в область е го  непра­
вильных значени й , будет со о тв етствен н о  N„ или . При этом 
количество возможностей вы бора, в р е зу л ь т а т е  которых п олучает­
ся даннаяпара выходных значени й , будет N„-Ny , где возможны 
в се  пары Элементов двух согласуемы х множ еств, подбирая первую 
составляющую к а к о й -то  пары из одного множ ества, а  е е  вторую 
составляющую из д ругого  множ ества. В нашем случае необходимо 
обратить как двоичны е, так  и десятичны е данные. После т о го , 
как  выполнен выбор минтерма к а к о го -т о  модуля, его  необходимо 
преобразовать в двоичную форму для т о г о , чтобы получить зн а ч е ­
ния двоичных р азр яд о в  для отдельных точек  входа. Между прочим, 
алгоритм двойного согласования можно выполнить таким же обра­
зом , как это представлен о  в предыдущем р азд ел е  {^стоящ ей публи 
кац и и .
В дальнейшем представим  вычисления для сети  из четы рех модулей 
представленной на рис. 4 . Модули одинаковы во всех  отнош ениях, 
и они имеют следующие множества м интермов:
Е] = {3,4,7} Е 12  = {0,1,3,5}
гд е  « = 1 , 2 , 3 , 4 .  Индексы переменных модулей возрастаю т по с х е ­
ме включения св ер х у  вниз. Во входной комбинации к а к о г о -т о  мо­
дуля входному двоичному значению xj. со о тв етств у ет  вес  2 7-1 . 
Требуется определить тест  для двойной ошибки z’(o) и zj4i) . 
Дополнения д л я  множеств минтермов при i  -  1 ,2 ,3 ,4  будут сл е ­
дующие:
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E, = { 0 , 1 , 2 , 5 , 6 1  , E 2 =  { 2 , 4 , 6 , 7 1 ,
X 4
X 5
Рис. 4. Двойное согласование  на уровне 
модулей
Двойное согласование начинается с того, что z; присвоим значе­
ние 0 /1 , при котором требуются пары минтермов из Е^  и - Е‘? . Пер­
вой парой будет 0/ 3 , что для точки, имеющей отказ на 0 включа­
ет в себя значение 0/ 1 , то есть в ней содержится противоречие. 
Следующий выбор входной кобинации 0/4 ,  причем здесь не будет 
противоречия. Этим для М2 прослеживаемой выходной комбинацией 
будет z2 = (o/d, d) , а для Mt , в свою очередь, V  = (о, o/d) , 
не требуется соглавовать. Множество минтермов, присваиваемых 
М2 будет:
Е2= {о , 1 ,  2 ,  5 ,  6} ,
а множество минтермов, присваиваемых 1^ :
Е,  п Е 2 -  { 2 ,  61 .
Если для выбирается минтерм 1, а для М1 -  минтерм 2, тогда 
получается согласованный контрольный вектор, что имеет вид 
X  =  ( 0 ,  1 ,  0 ,  0 ,  0  ) .
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С точки зрения реализации на ЭВМ самыми критическими данными 
являются множества минтермов. Эти множества соответствуют 
спискам из десятичных чисел. Если для представления минтермов 
выбрали бы структуру списков, тогда для схем, которые встреча­
ются на практике, получились бы слишком большие потребности в 
памяти и продолжительность обработки. Вместо этого выбираем 
двоичное представление множеств, что как с точки зрения потреб­
ности в памяти, так и времени выполнения является наиболее 
целесообразным решением. Такое представление удобно можно опи­
сать посредством так называемой матрицы верности. Матрицей вер­
ности модуля МА., имеющего s входов и w выходов, является двоич­
ная матрица
с Jçкоторая имеет w строк и 2 столбцов, и t ÿ = i тогда и только 
тогда, если / - i является десятичным минтермом для выходной
I' кфункции Zj модуля; в противном случае t ÿ = о
Как видно, вектор-строки матрицы \ к наиболее плотно представля­
ют множества минтермов отдельных выходных функций. Например, в 
случае модуля, имеющего 10 входов и 10 выходов, для хранения 
матрицы верности модуля в памяти требуется место, составляющее 
всего лишь 10240 двоичных разрядов, то есть 1 ,25 Кбайтов. Что 
касается операций между множествами, легко можно понять, что 
сечения /р азр езы / получаются как логические произведения по 
двоичным разрядам соответствующих двоичных векторов, а допол­
нение означает инвертирование всех разрядов вектора. Как из­
вестно, эти операции можно реализовать простыми и быстро выпол­
няемыми машинными командами.
4. ДВОЙНОЕ СОГЛАСОВАНИЕ ДЛЯ СИНХРОННО-ПОСЛЕДОВАТЕЛЬНЫХ СЕТЕЙ
Синхронно-последовательную сеть можно моделировать согласно 
рис. 5 ' Здесь X и z векторы первичных входных и выходных пере­
менных соответственно, ÿ = (у v v ) векторов вторичных: 1 2’ ‘ ’ "*■> р'
входных переменных /текущее состояние/, а у = ( у у2, . . . , у  ) >
в свою очередь, вектор вторичных выходных перемнных /следующее
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Рис. 5. Модель синхронно-последователь­
ной сети
состояние/, а петли обратной связи включают в себя запоминаю­
щие схемы Dp, управляюемые от тактовых сигналов.
Распространение методов расчета тестов, пригодных для комбина­
ционных сетей, на последовательные сети основано на том, что 
распространение ошибки необходимо выполнить для комбинацион­
ного блока модели согласно рис. 5- Обобщение соответствующих 
принципов приведено в работах [31 и [41. Для выполнения расче­
тов над комбинационной частью сетевой модели очень выгодно мож 
но использовать алгоритм двойного согласования, особенно в слу 
чае, если требуется заниматься распространением многократных 
ошибок. Последняя ситуация может получиться даже в случае оди­
ночных ошибок: воздействие ошибки передается на выходы одного 
или нескольких запоминающих элементов, что на вторичных входах 
комбинационного блока выражается в форме виртуальной ошибки от
к а з а .
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Для того, чтобы процедуру согласования можно было использовать 
для последовательной' модели, необходимо ввести четвертое, оди­
ночное логическое значение, так называемое неизвестное значе­
ние, которое обозначается через и . Его интерпретация: логичес­
кое значение точки, которой присвоено и ,  априорно фиксирован­
но 0 или 1, однако в самом деле действительное значение неиз­
вестно. Таблицы верности, введенные для четырех значений, пред 
ставлены в таблице № 2 .
и или
а а т 0 1 d U 0 1 d u
0 1 0 0 0 0 0 0 1 d u
1 0 1 0 1 d U î 1 1 1
d d d 0 d d d d 1 d d
U U U 0 u d U U 1 d u
Таблица № 2: Таблицы верности логической системы с 
четырьмя значениями.
Декартово произведение от множества {о, 1, d, и} взятое само 
по себе, дает множество из 16-и элементов, то есть двойное 
согласование для последовательных сетей выполняется в логичес­
кой системе из 1б-и значений: то есть одна точка сети теорети­
чески может принимать 16 возможных спаренных значений. Однако, 
необходимо заметить, что применение и может потребоваться толь 
ко на выходах запоминающих схем, а именно перед началом выпол­
нения цикла согласования. При согласовании необходимо учиты­
вать только одно, что логическое значение составляющей ÿ , ко­
торой присвоено и , кроме самого себя не противоречит только 
значению d, то есть для него нельзя задать ни 0 , ни 1 .
Если правильные/ошибочные значения вторичных входов рассчиты­
ваются посредством моделирования ошибок последовательно гене­
рированных контрольных.векторов, согласно работам Г31 и [4],  
тогда перед началом цикла согласования спаренные значения у (.
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(i = 1, 2, . . .  ,p )следует установить следующим образом:
1. Если значение у,- неизвестно, тогда У,- = u/ u-
2. Если известно правильное значение у,- и оно равно В, и при 
этом:
а/<значение У,- безошибочно, тогда у,-=  8/8 
б / к у,- распространена ошибка, тогда у,-= 8/ 8' 
в /  к у,- ненадежно распространена ошибка, (так называемая 
ошибка " s t a r "  [3 ] ) ,  тогда у,-= 8/ u
Ко всему этому необходимо еще добавить, что за  исключением 
у =8/8 точку у,- во всех изложенных выше случаях следует счи­
тать такой точкой, откуда в ходе согласования ошибка может р ас ­
пространяться к выбранному первичному или вторичному выходу, 
то есть при этом точка У,- является потенциально активной точ­
кой .
В качестве примера создаем контрольный вектор распространения 
ошибки для синхронно-последовательной сети , представленной на 
рис. б. На рисунке не указаны петли обратной связи . Предполага­
ем, что при наличии входной последовательности ху , х2 , . . . ,  *к 
сеть переходит в правильное /нормальное/ состояние у = (у7 ,у2 ) = 
= (и, о) , а в случае наличия ошибки 7( 0 ) в результате этой же 
последовательности получается ошибочное состояние у = ( и ,1). 
Ошибочное состояние можно истолковать и таким образом, что 
присутствует виртуальная ошибка у2( П
Для решения задачи попытаемся распространить воздействие у2 ( 1) 
и 7(0)  к выходу zj . Это, в свою очередь, достигается таким 
образом, что на комбинационной части сети выполняется двойное 
согласование. Входной вектор х = (о, 1, 1), полученный в ка­
честве результата согласно рис. 6 , соответствует требованиям. 
Если этот вектор подключается к уже существующей входной по­
следовательности длиной к , тогда получается последовательность
i








Рис. 6 . Вычисление тестов для синхронно-
последовательнои сети
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5. ОЦЕНКА И СРАВНЕНИЕ
В настоящем разделе дается краткое сравнение метода двойного 
согласования с алгоритмом D и методом булевских разностей. С 
точки зрения вычислений для этого достаточно учитывать един­
ственный выход обнаружения ошибки, пусть этим выходом будет
В “начале рассмотрим одиночные ошибки. Известно, что алгоритм 
D состоит из двух фаз вычислений: в первой фазе задаются логи­
ческие значения для распространения ошибки по какой-то комби­
нации путей, а во второй фазе он пытается выполнить согласова­
ния этих значений. Если последнее не удается, тогда алгоритм 
находит новую комбинацию путей распространения ошибки и т . д .
В самом неблагоприятном случае обрабатываются все возможные 
комбинации путей распространения, и вслед за ними выполняется 
согласование. В работе [61 рассмотрен значительно улучшеный 
вариант алгоритма D, согласно которому вместо обработки всех 
возможных комбинаций путей требуется всего лишь обработка в о з­
можных индивидуальных путей распространения. Однако эта модифи 
кация также требует применения фазы распространения ошибки и 
следующего за  ней процесса согласования, причем его необходи­
мо выполнить всегда для всей сети в целом.
По сравнению с этим подходом алгоритм двойного согласования 
полностью исключает попытки по распространению ошибки и в нем 
выполняется всего лишь единственный процесс согласования, в 
результате которого в конце его выполнения автоматически выда­
ется комбинация путей, по которым ошибка распространяется. 
Поэтому наличие так называемых реконвергентных пут ей [3] зн а­
чительно меньше влияет на данное решение, чем хотя бы в слу­
чае модифицированного алгоритма D.
Метод булевских разностей или любой его вариант в случае се­
тей значителных размеров требует формирования и инвертирова­
ния огромного количества функций Буля. С другой стороны, для 
решения различных уравнений алгебры логики требуется выполнить
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огромное количество алгебраический операций. Другая трудность 
заключается в том, что при этом потребность в памяти также мо­
жет оказаться слишком большой, причем'ее довольно трудно оце­
нить заранее. Это, в свою очередь, как раз противоположно мето 
дам, основанных на обработке логических значений, для которых 
потребность в памяти является минимальной. Например, для хране 
нения 16—и логических значений алгоритма двойного согласования 
достаточно распределить для каждой точки сети по 4-м двоичным 
разрядам. Просто программируемые и легко алгоритмизируемые вы­
числения приводят к тому, что последнее решение намного лучше 
можно приспособить для реализации на ЭВМ.
В случае многократных ошибок преимущества двойного согласова­
ния еще лучше выражаются. При этом для q>i ошибок в самом не­
благоприятном случае как при алгоритме D, так и методом булев­
ских разностей требуется повторить ( 2ч - 1) -р а з , причем с неко­
торым изменением, те вычисления, которые были необходимы в 
случае одиночной ошибки 13 J . Даже при модифицированном вариан­
те алгоритм D согласно работе 16] может потребоваться повторе 
ние вычислений в q раз. По сравнению с этим в алгоритме двой­
ного согласования независимо от количества многократных ошибок 
всегда требуется один и тот же процесс вычислений, который да­
же в самом неблагоприятном случае необходимо повторить всего 
лишь два раза , при перестановке первоначальных значений z;-.
По сравнению с другими методами все это обеспечивает возмож­
ность более выгодной реализации алгоритма, обладающей на прак­
тике большей живучестью, что особенно в области последователь­
ных сетей имеет большое значение. Это подчеркивается нашими 
опытами, полученными до сих пор после составления машинной 
программы данного алгоритма. Программа, составленная на языке 
Ассемблер, входит в состав системы программ, генерирующих тес­
ты, названной tgp-15 и  разработанной на ЭВМ модели 7755 фирмы 
Сименса Института по координации вычислительной техники /ИКВТ/
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Для последовательных сетей уровня БИС применение алгоритма 
предполагаемо будет выгодным тогда, если схемы были разработа­
ны по правилам, значительно облегчающим тест-контроль. Так на­
зываемая система Level-Sensitive Scan Design /LSSD/, внедрен­
ная фирмой IBM, включает в себя такие, между прочим чрезвычай- 
но положительные правила [71.  Как известно, задача формирова­
ния тестов для последовательных схем, разработанных согласно 
требованиям LSSD, упрощается до уровня проектирования тестов 
для комбинационных сетей. В этом случае целесообразно приме­
нять вариант алгоритма двойного согласования для уровня моду­
лей .
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General notations
The following notations are used in this paper:
Boolean disjunction : v or V
к
Boolean conjuction : • or f|
к
Boolean negation :
Modulo two sum : +








where g ^ F(x j,,,,,x^,.,.,x^)+F(Xj,..,,x|,.,•,x^)
i
Vector of value of variables belonging to a set A which 
are defined by binary notation of number i : a1 




The well known fact is that detection tests derived by 
single-fault analysis might not be valid for redundant circuits. 
To make a test set valid it is necessary to verify that every 
test remains valid if preceded by any sequence of undetectable 
faults. Since it requires an extensive analysis to determine 
second-generation redundancies, this becomes a very difficult 
problem. The more desirable alternative is to eliminate all 
redundancy.
This paper presents a method of irredundant logic circuits 
design by decomposition. The method consists in testing whether 
a circuit is redundant that is based upon the following defi­
nition given by Fridrich and Davis [2].
Definition 1.
A combinational network is irredundant if it is possible 
to detect all permanent s-a-0 and s-a-1 faults within the 
network.
2 . LINKAGE REDUNDANCY
Let's consider a simple decomposition F(X)=G(H( A , B ) B , C ) .
In Figure 1 the circuit realizing this decomposition is shown. 
Let's assume the circuits G and H are irredundant.
Fig.l.
It means that all the failures within the circuits G and H are 
detectable by single-fault-test sets T~ and respectively.b n
The question arises whether this property is hold for composed 
circuit F. Generally the answer is not that is illustrated in 
Figure 2. The a/0 failure is undetectable because of redundancy 
of the line "a". Redundancy of the above type will be called a 
1inkage redundancy and defined as follows:
Definition 2.
A circuit realizing a simple decomposition 
F(X)= G(H(A,B)B,C) contains a linkage redundancy if circuit 




The above example shows the harmful influence of consi­
dered redundancy upon testability of a circuit. In the fol­
lowing we would try to eliminate such redundancy or even bet­
ter to formulate a method of irredundant realization of 
decomposed circuit F.
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Realization of the circuit F is defined by two functions 
G and H. A number of realizations of a decomposition 
F(X)=G(H(A,B)ß,C) lays in-the range:
„ c ar d
.В A„card „card
< 2 2 , ( 2 2 ) >
Definition 3.
Realization of a decomposition contains a linkage redun­
dancy if circuits G and H do not exist which realize functions 
G and H such that a circuit F(X)=G(H(A ,В)В,C) is free of linkage 
redundancy.
In the next section the question whether among all reali­
zations of decomposition there is such realization which is 
free of linkage redundancy is answered.
3. IRREDUNDANT DESIGN METHOD
Our goal is to find out a method of choosing a proper 
realization that is a linkage redundancy free realization of 
simple nonsubset decomposition given. It is possible to derive 
all realizations of the simple decomposition F(X )=G(H(A,В)В,C) 
by the array M which is a modified truth table of the function 
F. The columns of this array are depicted by values of variable 
from sets В and C and the rows of the array are depticted by 
values of variables from sets В and C. In the array M the *
*
Simple decomposition is called nonsubset if it is not 








0 0 0 1 0  0 0
0 0 1 0 1 1 1
0 1 0 1 1 0  0
O i l 1 1 0  0
1 1 0 1 1 1 1
1 1 1 0 0 0 0
1 0  0 1 0  0 1
1 0  1 1 0  0 1
Fig.3 .
blocks which are Karnough tables for functions F(A,b1,C)= 
=Fa(A,C), i = 0 ,...,2eardB- 1 are distinguisged. A block will be 
called a trivial block if it contains only trivial rows. A row 
is called a trivial row if values contained in the row are "all 
ones or zeros". For nontrivial block there are two possibili­
ties of how to choice the function H J (where H J(A)=H(A,bJ)).
It results from the fact that in a block there can exist at 
most two different nontrivial rows (one is a completion of 
another). However, in trivial block the function can be 
any function of cardA variables. It is why the number of all 
realizations of a given decomposition F (X)=G( H( A , В ) В , C) ful­
fills inequality given in the previous section.
Let us consider the array M which does not contain tri­
vial blocks. In this case all realizations of a given decom­
position are linkage-reduncancy free. It results from the fact 
that all single stuck-at faults in the circuit H are detectable, 





It means that the output of the subcircuit H can always be 
sensitized to the output of the cirucit F. Likewise all faults 
in the circuit G are detectable because for all b1 function 
HCAjb1) is not equal constant.
If the array M contains trivial blocks then 
a/ every test teT„ would not contain a value bJ thatП
suited a trivial block (test t=(a1bJ), where the value 
bJ suits trivial block will be called forbidden test), 
b/ It would be possible to input all tests tGT to theО
circuit G.
In summary one can observe that realization of decomposition 
would meet the two following requirements:
1. Every test tGT„ would not be a forbidden test.П
2. The function H in trivial block would not be a constant 
function.
It is readily seen that the second requirement can be meet 
immediately without any troubles. Now we show that the first 
requirement can always be fulfilled by a sum of product reali­
zation of the function H. It is obvious that a forbidden test 
is not necessary for testing faults on the inputs of the cir­
cuits H. It results from the fact that the value b1 suited a
ЭН înontrivial block such that -—  ï=1 and the value bJ suitedoa . b
J 9Hka nontrivial block such that — —эъ
However, the conditions which must be satified by the reali­
zation of the function H so that all internal faults in circuit 




where p are simple implicants of function H and x . . are
branches of fanouted line x..1
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All tests of s - a - 0  and s - a - 1  faults on line x . . can be ob-J
tained by the use of the two expressions:
t ° .
1 J = po Пк P k x .  = 0X (1)
t ! .
i j = po Пк P k X.  =11
Then the following conditions must hold:




m in which vectorm
1 ’ ‘ e  suits a trivial block,m
C2: both the expressions (l) are free from elementary
e 1 eproducts Ъ , . . .  Ъ m in which vector e e  suits1 m 1 m
a nontrivial block adjacent to a trivial block
p can be equal (1) only for theK. K.C3: every product П
values of variables from the set В which are not 
suited a trivial block.
Conditions Cl and C2 mean that in Karnough table there
cannot exist any implicant which contains himself only in rows
depicted by the values which are suited a trivial blocks or
a nontrivial block adjacent to a trivial block. Condition C3
means that for every simple implicant x^p ^  in cutting of
Karnough table depicted by pQ = l, value zero must exist in a
row which is suited a nontrivial block. It fits the situation
when the line x.. is s t u c k - a t - 1 .  If the line x . . is s t u c k - a t - 0
i j  1 Jthe implicant x^. has value zero. Then the values "one" of the 
implicant x . in the rows suited a nontrivial block cannoti j  0
be covered by any other implicant of the function H.
It is obvious that conditions C1,C2,C3 always can be ful­
filled by suitable choice of the function H in a trivial block.
In considered Karnough table, the rows are depicted by 
variables from the set В and columns are depicted by variab­
les f rom the set A .
Conclusion. Nonredundant realization of nonsubset simple 
decomposition F (X)=G(H(A,В)В,C) can always be obtained by the 
fulfilment of the conditions Cl, C2, C3 and by the realization 
of the function H as a sum of products.
Example. Let us consider nonsubset simple decomposition 
F(X)=G(H(a ,a2,bj ,Ъ2),bj ,Ъ2 ) , for which the array M is presen­
ted in Figure 3. Karnough table of the function which ful­
fills conditions Cl, C2, C3 is presented in Figure 4. The 
circuit realizing the function H is shown in Figure 5. The 
forbidden tests are not necessary to testing of the circuit 
H a. For example single-fault-test set TR is a follows:
TR={0000, 0100, 1000, 0101, 1101, 1010, 1110}
-  9 8  -





This set does not contain the forbidden tests and therefore 
the circuit F is linkage redundancy free (Figure 6).
Fig.6
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However, if the function H is chosen in another way, for 
example as presented in Figure 7, the circuit F would contain 
redundancy by realization of the function H as a sum of 
products.
К К \ a-j^a2blb2 00 01 11 10
00 1 0 0 0
01 1 1 0 0
11 0 0 1 0
10 1 0 0 1
= a1a2b1b V2 a^a 'b'2 2
Fig.7.
However, this paper does not decide, if another realiza­
tion of the function H exists such that the circuit F would be 
linkage redundancy free.
4. CONCLUSIONS
In the paper the method of irredundant logic circuit 
design by decomposition has been presented. For this purpose 
linkage redundancy has been defined. The sufficient conditions 
so that the realization of simple decomposition would be link­
age redundancy free have been given. However, in the paper (8) 
it is shown that the method presented in this paper can be 
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1. Introduction
In the solution of practical problems asynchronous sequential 
networks must be designed in cases when the operational speed 
expected from the network cannot be achieved otherwise. In 
usual cases the microprogrammed networks of synchronous opera­
tion are the main tools of solving sequential control problems. 
However, with given IC technology - e.g. bipolar TTL - wired 
asynchronous logics always permit a faster operation than the 
microprogrammed technologies. With these latter the tasks to 
be performed simultaneously are divided into elementary steps, 
and the required operation is accomplished by successive steps. 
This fact justifies even today the application of asynchronous 
control units in fast working equipment. Such are, e.g. the 
high-speed mass stores of computers, as well as their inter­
faces, some real-time acquisition devices, telecommunication 
and video systems, some real-time physical simulation system, 
etc.
The classical asynchronous designing procedures starting from a 
flow table are less applicable to the design of practical 
control units, since the flow table becomes puzzling by its 
vast dimensions. At the same time, the necessity of testing for 
essential hazards and critical races makes the designing work 
complicated.
In recent years new procedures have been reported in literature,
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which try to solve the above mentioned problems. A group of the 
procedures is based on the application of elementary asynchro­
nous edge-sensitive sequential networks. Such edge-sensitive 
elements are, e.g., the M and G elements [7], the I-T flip-flop 
and the D-TSFF [9].
To describe the operation, various "edge-sensitive" flow tables 
are used which can be regarded as developed forms of the 
classical flow table. The edge-sensitive elements exclude the 
possibility of essential hazards and critical races, therefore 
they employ the coding procedures applicable with synchronous 
networks. Howevers, as has been shown by E. SCHMITT and S.WENDT 
[12], a proper operation is not guaranteed even with synchro­
nous sequential networks, if arbitrary coding and, e.g., edge- 
sensitive D or J-K flip-flops are used. Therefore, handling the 
hazard phenomena in this manner does not yield the final 
solution. As has been pointed out by S. BEISTER [13], guaranteed 
proper operation can be achived, if the paths of signal trans­
mission within the logical network are taken into account sepa­
rately in the design work even in the case when a path consists 
of wires only. A detailed analysis and development of the "edge- 
sensitive design methods" is given in the work of R. KIRCHNER
[10] . Another way is the procedure recommended by R. DAVID
[11] , who uses a state graph for the description of the task.
An elementary asynchronous sequential network, the so-called 
CUSA /Cellule Universelle pour Séquences Asynchrones/ is 
assigned to each state. Choosing "1 out of N" to code the 
state, the CUSA realizes the product of the disjunction of the 
secondary variables and of the input combination. The author 
requires certain formal properties from the state graph assumed 
by the designer, and has elaborated a systematic verification 
procedure to check their presence. The essential hazard and the 
critical race condition are eliminated by the delaying con­
ditions of the CUSA built in in advance.
The two basic ideas that can be derived from the above descrip­
tions and can be used also in the present work are as followes:
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- Application of flip-flops with edge-sensitive inputs as 
universal building blocks to the design of asynchronous 
sequential networks
- Use of a graph insted of the flow table.
At the Department of Process Control at the Technical University 
of Budapest succesful investigations have been carried on in the 
field of systematically designing control units of synchronous 
nature with the use of flow diagrams [ 1 , 2 , 3 ]  . The sys­
tematic procedure suitable for designing asynchronous logical 
networks to be presented in the paper is linked with these 
investigations.
2. Symbols of the asynchronous flow diagram for the case 
of changes in adjacent input combinations
The flow chart is assumed by the designer intuitively on the 
basis of worded or other conditions. The operational sequence 
is separated into so-called phases. The phase is a concept 
similar to state. The phase transitions are triggered by the 
changes of the input combinations important from the view-point 
of the output sequence. These changes are stated by the design­
er in the so-called triggering flow diagram instructions in the 
form of functions F interpreted on the input signals. The 
transition 0 - 1  taking place in the value of function F indi­
cates the phase transition. The developing new phase is deter­
mined by the "yes" branch of the triggering instructions, while 
the existing phase is generated by the triggering instructions 
connected with each other through the "no" branches /the se­
quence is irrelevant/. The flow chart is normal with respect to 
the phases, i.e., a given change of the input combination can 
cause only one direct phase transition. The functions F taking 
part in bounding the developing new phase may have arbitrary 
value, and even a transition 1 - 0  may take place in the value 
of these functions F at the time of the development of the new 
phase, since the 1 - 0  transition never generate a phase
1 0 6
transition.
If the designer finds such a condition formed from the input 
signals that can exclusively enable the respective phase transi­
tion, then he may state this in so-called branching instruc­
tions in the form of function G interpreted on the input sig­
nals. Thus a condition or enabling function G can be assigned 
to each of functions F. The 0 - 1  transition taking place at 
the output of function F means a phase transition in the case 
only if, during this change of the input combination, function 
G has a logical value "1". If the 0 - 1  transition occurring 
at the output of function F does not mean a phase transition, 
then the logical value of function G is "0" during this change 
of input combination.
Assignment of a function F and a function G to each other takes 
place in the way that the YES branch of the triggering instruc­
tion corresponding to function F leads to a so-called branching 
instruction in which function G is defined in the form 
G = f(x) = 1. The YES branch of the branching instruction, 
which means the validity of G = 1, leads to the next phase. The 
"NOT" branch of the branching instruction leads to the same 
place as the NOT branch of the triggering instruction, i.e. to 
some other instruction pair taking part in the determination of 
the existing phase. The two NOT branches together, quasi 
"connected parallel" take part in the determination of the just 
existing phase. If two functions F leading to different next 
phases agree with each other and their functions G are the 
opposite of each other, then a simpler notation can be used in 
the flow diagram. The two functionpairs F and G can be replaced 
by one. In such a case, also the NOT branch of the branching 
instruction leads to a next phase.
If the Moore model is applied, the output combinations can be 
produced with the aid of the functions formed from the out-put 
of the phases, i.e., the value of the output signals is 
assigned to the phases. This is simply done if the phases have
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codes "1 out of n". The Moore model network structure correspon­
ding to the flow diagram discussed so far is shown in Fig. 1.
In fact, the phases mean such a partition of the states of a 
logical problem given by a normal, asynchronous primitive flow 
table according to the Moore model, where each block corresponds 
to a phase and they have the following properties:
a. / No contradictory output combinations belong to the states being in the 
same phase .
b../ In each column of a flow table portion corresponding to th..' 
individual phases there cannot be more than one stable state 
entry.
к 1c./ The columns of each adjacent input combination pair x , x ,
к 1where the change of the input combination x -> x , produces 
during the phase transition a stable state belonging into 
the phase, satisfy the following condition: There is no 
row in which there would be a stable state entry under x 
during the time when under x^ there is an entry meaning a 
state belonging to some other phase.
With symbols:
If fq(xk ,y±) = 4
У х 1 'У±> II
V x l ' V
■n>1II
where y . e Q , y  • Ji q D
row in  phase Q inq which
f (x ,y )= у q ' 1 r 1 r
then there is no such a
f
q
у )= у J r  -* p
fq(x\yp)= Ур where yr €Qg, for all indices r coming 
into question, and y e Q ,0 Ф Q
p  I? q p
1 0 8
The partition defined in this way constitutes the basis to the 
procedures of conversion of flow table into flow diagram and 
of flow diagram into flow table, as detailed in paper [4]. With 
this, it can be demonstrated that the flow diagram describes 
the operation uniquely in the case only when the base states 
of the network are known. Therefore they must be stated 
separately.
Following from the above partition, the statement of the base 
state means the statement of the base phase and of the input 
combination.
As the code "1 out of n" has been chosen as code of the phases, 
then the inpermissible danger arises that the output signals 
having identical logical value for several phases change in 
the transient at phase transition. At the same time it is 
advisable to transform the structure according to the Moore 
model used so far into a Mealy model so as to decrease the 
number of the states.
For the two above reasons, the network part producing the out­
put signals must be omitted from the block diagram shown in 
Fig. 1, and the network part shown in Fig. 2 has to be used 
instead.
In this way the following instructions setting the output 
signals have been introduced:
a. / SET instruction
The output signal to which it refers will have a logical
value "1" if function К exists or arises in the givens
phase of the network. After this, the value of the output 
signal will remain unchanged until the next RESET instruc­
tion pertaining to the output signal.
b . / RESET instruction
The output signal to which it refers will have a logical 
value "0" if function К exists or arises in the givenJTv
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phase of the network. After this the value of the output 
signal will not change until the next SET instruction 
pertaining to the output signal.
c. / D instruction
The output signal to which it refers follows the variation 
of function KQ in the given phase of the network, then 
holds the value existing at the moment of the emergence of 
the next phase until the same instruction comes on.
d. / Function instruction / type, maxterm form/
The output signal to which it refers, follows the changes 
of function K-^  in the given phase of the network, then, 
after cessation of the phase, will have the logical value 
"1" until the function instruction relative to the output 
signal /until type K^/
e. / Function instruction /K^ type, minterm form/
The output signal to which it refers, follows the variation 
of function KQ in the given phase of the network, then, 
after cessation of the phase, will have the logical value 
"0" until the next function instruction /of type К/ 
relative to the output.
The instructions setting the output signals have to be placed 
in the phases, in the part bounded by the trigger instructions. 
In this way they will be assigned to the phases.
3. Properties of the functions included in the flow diagram 
Functions F and G have the properties listed below:
a. / The output of any function G remains unchanged in the just
existing phase, if a transition 0 - 1  takes place on the 
output of function F belonging to it.
b. / Of any just existing phase it is true that out of those
functions F taking part in determination of the phase 
whose pair functions G are just enabling some phase transi-
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tion •always only on the output of one single function can 
a transition 0 - 1  take place upon the effect of the given 
change of input combination. To functions F of the trigger 
instructions without branching instruction belongs a 
function G with value G = 1.
c , / If in any phase just existing, a transition 0 - 1  indica­
ting a phase transition arises on the output of any of the 
functions F determining the phase, then no transition 0 - 1  
may arise on the output of any of those functions F taking 
part in the determination of the thus prescribed next 
phase whose pair functions G are just enabling some phase 
transition. To the functions F of the trigger instructions 
without branching instruction belongs a function G with 
value G = 1.
Provided that functions F and G of the flow diagram have the
above listed properties, functions К in the instructions
setting the output signals will have the following properties:
a. / The output of the respective function KQ does not change
in the case of any instruction D of the flow diagram, when 
the phase in which it is present is just arising or ending.
b . / No transition 1 - 0  takes place on the output of the
respective function К in the case of any function of type 
Set, Reset and KQ of the flow diagram, when the phase in 
which it exists is just arising, and no 0 - 1 transition 
may take when the phase ends.
c. / No 0 - 1  transition takes place on the output of function
K-^  in the case of any K-^-type instruction of the flow 
diagram, when the phase in which it exist is just arising, 
and no transition 1 - 0  may take place when the phase ends. 
The above properties are in fact simple formal require­
ments against the flow diagram assumed on the basis of 
worded conditions.
Drawing a parallel with the flow table, properties a. and b.
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relative to functions F and G mean that a given flow table cell 
cannot contain an entry indicating two next states. Property c. 
means that the flow diagram is normal. The properties relative 
to functions К exclude the possibility of functional hazards 
in these functions. Reference [4] states conditions to the 
check-up of the properties of functions F, G and К of the flow 
diagram. A test procedure is elaborated in detail /whose 
algorithm for a computer can be made as well/ by which the 
tests can be performed systematically.
4. Realization of an asynchronous phase register network for 
the case of changes in adjacent input combinations
4.1 Realization of functions F and G
The functions are given explicitly in the flow diagram. In their 
realization the only requirement is the freedom from statical 
hazards. Then, assuming a two-level realization, no peak may 
arise on the output of the functions, which would lead to 
malfunctioning. As the changes of the input combination can 
only be adjacent, there is no possibility of functional hazards.
4.2. Realization of the output signals
With the assumption that the phases are coded by "1 out of n", 
the mappings indicated in Fig. 2 can directly be accomplished 
by two-level logical functions realized free from static 
hazards.
4.3. Introduction of the phase register structure
If the phases are coded in "1 out of n", then the network 
structure part characterized by the mapping Íq (F,G,Q) => Q 
leads to the network shown in Fig. 3. The control Q. of theIV
phase register cell is a set of control signals. The phase 
register cell can be divided to further network parts by a 
suitable grouping of the control signals present in the set
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Q . Such a partition can be seen in Fig. 4. To each function F 
belongs a so-called phase register element, which by itself is 
an asynchronous sequential circuit with an operation similar 
to that of the flip-flops. The disjunction of the outputs of 
these phase register elements is the phase itself. The transi­
tion "0-1" taking place at the output of function F sets the 
phase register element assigned to the function, if the phase, 
in the formation of which function F takes part, exists and 
function G belonging to function F enables the phase transition. 
The occurrence of any phase following the previous phase - i.e. 
the transition "0-1" taking place in the value of signal Q 
meaning the phase - erases the phase register element. From 
the properties of the defined function pairs and from the code 
"1 out of n" of the phases follows that during the whole ope­
ration only one single phase register element is set in the
/network.
4.3.1. Realization of the phase register ele.ftent
Based on the phase register resolution according to Fig. 4 
and on the flow diagram operation stated in the foregoing, the 
operation of the phase register as asynchronous sequential 
network can be described as follows:
Worded condition; Inputs: CKJ, CKK, J
Outputs: q
1 .  / Output q of the network changes from 0 to 1 if and
only if input CKJ changes from 0 to 1 and during this 
time there is "1" on input J, the value of input CKK 
is arbitrary and even the transition 1-0 is permitted.
2. / Output q of the network changes from 1 to 0 if and
only if input CKK changes from О to 1, and during this 
time input J may change arbitrarily, the value of input 
CKJ is arbitrary, and even the transition 1-0 is 
permitted.
A possible realization of the network is given in Fig. 5. This
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choice is justified by the fact that a part of the network 
agrees with the IC D flip-flop /SN 7474/. Instead of D flip- 
flops also IC edge-sensitive J-K flip-flops, e.g., an SN 74109 
J-K flip-flop, can be used. In such a case the phase register 
element is simpler, as the J input is given in advance. The К 
input has to be connected to logical "1".
With phases coded "1 out of n", the network shown in Fig. 4 is 
guaranteed to be free from critical races and essential hazards. 
This is due to the fact that the phase register element as an 
independent sequential network is constructed free from hazards 
and critical races, and within the asynchronous phase register 
obtained by their coupling the individual elements may have a 
control which is permitted with the proper operation to each 
element. In some more detail this means that, apart of the 
changes of adjacent input combinations, only such multiple 
changes of input combinations may arise at the inputs of the 
phase register element which do not affect the operation of-the 
individual phase register elements. If integrated circuits, such 
as D flip-flops are used as phase register elements, then the 
asynchronous phase register network giving the solution of the 
logical problem can be considered to have an operation indepen­
dent of the speed. In other words: the delay of the individual 
building elements /gates, flip-flops/ compared with each other 
does not affect the proper operation to the whole network, since 
the delay conditions are built into the integrated circuit flip- 
flops by the factory. After this, the question may arise what 
happens if the logical problem to be realized does not contain 
any essential hazard, but at the same time the sequential 
networks /phase register elements/ as building blocks, obtained 
during decomposition, always contain it. In such a case the 
ability of the phase register "to free from hazards" is not 
utilized. The check-up for essential hazards becomes super­
fluous just by the fact that - with the phase register struc­
ture applied - starting from any state of the network, essen - 
tial hazards may be encountered, which, however, are always 
eliminated in the same way.
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4.4. An example
The example contains the data transfer block of the control 
unit connecting a high-speed peripheral having two control 
signals and a channel IBM 360 working in the selector mode. The 
data transfer block is part of the channel-side control unit
and is subordinated to it.
4.4.1. Operation
Input signals :
ZER: General signal setting the control unit into 
basic position
START: It is displayed by the channel-side control unit 
when data transfer starts
RDY : Displayed by the peripheral when it is ready to 
a new data transfer. An impulse with value "1"
INFRDY: The peripheral indicates by it the end of the 
byte transfer. An impulse with value "1"
WR: Write when its value is "1"; read when its value 
is "0"
PARF : When it has a value "1", the byte arrived from 
the channel and to be written has parity error
UC: When its value is "1", an error has arisen in the 
data transfer
SERO: Service Out: a standard interface signal of 
IBM 360
CMDO : Command Out: a standard interface signal of 
IBM 360
Output signals:
SERI : Service In: a standard interface signal of 
IBM 360
INFST: Its value "1" indicates to the peripheral that
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the data transfer block is ready to transfer the 
next byte
PHI: With its value "1" the data transfer block indi­
cates to the channel-side control unit that it is 
ready to perform data transfer
The output signals listed below are indications to the channel-
side control unit. If any of them has the value "1", it takes
the control back from the data transfer block.
PH5 : The channel has found a parity error in the
reading and therefore has stopped the data 
transfer by interface disconnect
PH7: DATA transfer stopped /byte counter full/. The
channel has responded with Command Out to 
Service In.
PHS: The control unit has received data with parity
error from the channel and therefore the data 
transfer block stops transmitting data
PH11: The control unit has found an error in data
transfer and therefore stops it.
Other conditions:
- The changes of input combinations are always 
adjacent
- The channel-side control unit raises the signal 
START in the case only, if PHI has the value "1"
- The data transfer speed of the channel is higher 
then that of the peripherals, i.e. the signal 
exchange SERI-SERO is sure to take place between 
two INFRDY impulses
- In basic position of the data transfer block, the 
output signal PHI has the value "1", the others 
have "0". Then all input signals have the value 
"0", except for the ZER signal, which has the
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value "1", and for the WR signal, which may have 
an arbitrary value.
4.4.2. Assumption of the flow diagram
The flow diagram described the operation of the network to be 
designed is shown in Fig. 6. The instructions are identified 
by their graphic symbols according to their types. The output 
signals beginning with PH are not given separately in the 
diagram, they agree with the corresponding phase output.
4.4.3. Formal check-up of the flow diagram
The properties mentioned of the flow diagram functions are sure 
to be valid in the case of this simple example, for the func­
tions to be examined by pairs are either not interpreted on 
identical input signals or they are the opposites of each other.
4.4.4. Network realization
The control functions of the phase register of the designed 
network are shown in Fig. 7.a. The basic states of the network 
are set by the Preset and Clear inputs of the IC flip-flops of 
the phase register elements.
The possibility of simplification not seen directly from the 
structure of the network shown in Fig. 4 is as follows:
If the same function F triggers the network from given phases 
into the same next phase under the same conditions, then the 
next phase can be produced by a single phase register element 
to the J input of which the disjunction of the given phases is 
connected. This fact could be utilized with phases PHI, PH7 and 
PH11. With this latter only because also the enabling functions 
/UC/ of the triggering functions are identical.
The control functions of the output signals are shown in
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Fig. 7.b, and the scheme of the network in Fig. 8. For simplic­
ity, the Preset and Clear inputs are not indicated in the 
Figure.
5. Consideration of multiple input changes
Also the inputs that able to change simultaneously can be 
taken into account, and, with certain restrictions /e.g. the 
use of running clock signals, application of auxiliary net­
works/, there are realization possibilities also for such 
cases. This is possible by the fact that the J input of the 
phase register element agrees with the D input of the D flip- 
flop and its CKJ input with the input of the flip-flop clock 
signal, and thus the synchronizing property of the D flip-flop 
can be utilized.
The dissertation [4] discusses also the co-operation of asyn­
chronous phase register networks. To co-operate with equipment 
built on differing principles, clock signal /synchronous/ 
flip-flops and monostables/ too, can be used in the network 
part producing the output signals.
6. C onclusions
The steps of the design work can be summarized as follows:
- Assumption of the flow diagram on the basis of worded or 
other conditions.
- Checking the properties of functions F and G of the flow 
diagram. If any of them is not present, modification of 
the flow diagram must be performed based on a new inter­
pretation of the worded conditions.
- Checking the properties of functions К of the flow diagram.
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In case of any error, modification of the flow diagram and 
repeated execution of the previous step have to be per­
formed.
- Based on the flow diagram, according to the network struc­
ture shown in Fig. 4, determination of the control func­
tions of the phase register.
- Determination of the control functions of the output part.
The design method discussed has the following features:
- The operation is described by means of a flow diagram, 
which js the basis of the design.
- The network structure is built on a phase register.
- It is possible to take multiple input changes into account
- After assumption of the flow diagram, the design work is 
completely systematic.
- The network is free from essential hazards and critical 
race conditions, which does not need any special examina­
tions since it is ensured by the Ic-s present in the phase 
register elements.
- The network realized can be considered independent of 
speed. Here, the independence of speed means that the sig­
nal-delaying effect of the circuits of the network with 
respect to each other does not affect the proper operation 
Of course, the speed of the input signal sequence must not 
exceed the maximum operational speed determined by the 
longest path of signal transmission.
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Введение.
Идея программируемой логики получила в настоящее время широ­
кое развитие в направлении производства и применения програм­
мируемых логических матриц (ПЛМ), настраиваемых на реализацию 
заданного логического преобразования как в процессе изготов­
ления, так и непосредственно пользователем [ 1 , 2 ]  .
Рассмотрим реализацию дискретного устройства на одной ПЛМ с А/ 
входными, Н промежуточными и L выходными шинами, функциональ­
ная блок-схема которой приведена на р и с .1 .
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Рис.1. Функциональная модель ПЛМ.
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Аналитической моделью ПЖ может быть следующая система 
юнктивных нормальных форм (ДНФ):
k j  = & , x í x í
дизъ-
( I )
I —  Д /  K j  J L -  1) 2 ;  • • •  J L
J  — / J
Иными словами, можно считать, что до выполнения настройки на 
всех выходах ГШМ реализуются функции Е  0, являющиеся дизъ -  
юнкциярли конъюнкций всех входных переменных Х+ и их отрицаний, 
образуемых на промежуточных шинах. В таком случае настройку 
(программирование) Ш1М можно интерпретировать, как преобразо­
вание системы уравнений ( I ) ,  в некоторую другую систему^5 дНФ 
от п входных переменных, где L , П ^ N  , такую, что для 
некоторых р  2 ^ * 2 ^ ,  K j  . i p  . L ^ e { l , Z , . . . e } ,  j p  ,
/' (: { h j  '
Введенная модель может быть использована при изучении вопро -  
сов синтеза как комбинационных схем, так и схем с памятью. В 
последнем случае множество входных переменных  ^Л/ j  включает в 
себя внешние и внутренние (промежуточные) переменные. В любом 
из этих случаев логическая структура синтезируемого устройст­
ва представляется в виде системы ДНФ, адэкватной комбинацион­
ной части Ш1М. Поэтому в дальнейшем ограничимся рассмотрением 
именно такого представления логических структур.
I .  Синтез логических структур
Зададим синтезируемый автомат V  совокупностью < 
его состояний входов, выходов, внутренних состояний, функций 
переходов и выходов. При структурной реализации всем состояни­
ям £  £  , д р , . , £ З С  соответствуют двоичные наборы
входных, выходных и промежуточных сигналов: ( , . . . , / » л ),
и ? .........Î m  ) .  ( У Г ..........У ^ ) .  Тогда{ A i ) U { Y j W} = { X } -  mho-
жество входных переменных ПЛМ.
В настоящем разделе будем рассматривать задачи, возникающие 
при синтезе структур асинхронных автоматов на ПЯМ заданных 
размеров. Поэтому естественно в качестве одного из критериев
131
оптимальности выбрать площадной критерий. Под площадью струк­
турной реализации автомата условимся понимать произведение 
числа различных членов в ДНФ системы функций, описывающих ло­
гический преобразователь автомата, на сумму указанных функций 
и их аргументов. Площадь Ш1М при реализации автомата на логи­
ческих элементах и естественных задержках можно оценить выра­
жением £> -  Л [ п + т + 2 к ] , где h  -  число различных членов в 
ДНФ системы функций переходов и выходов.
Логический преобразователь такого автомата может быть реали­
зован в виде двухуровневой схемы на h  ( Г И -К  )-входовых эле­
ментах И и ( t n + K  ) h  -входовых элементах МИ. Другим крите­
рием оптимальности структуры естественно считать её вес V  , 
выражающийся в суммарном числе вхождений переменных и конь -  
юнкций в уравнения системы. Таким образом, задача синтеза оп­
тимальной структуры на IÏÏIM сводится к минимизации функционала 
£ p = S - V .  Синтез, направленный на достижение минимума ° Р  , объ­
ективно является сложной задачей. Один из возможных подходов 
к её практическому решению заключается в определении некоторой 
иерархии частных критериев оптимальности и в разработке мето­
дов решения задач структурного синтеза, направленных на опти­
мизацию по одному из этих критериев, выбранному в качестве ос­
новного. Оптимизация по подчиненным критериям осуществляется 
лишь в пределах найденного решения. Такими частными критерия­
ми могут быть:
-  число К  промежуточных переменных;
-  число h  членов в ДНФ системы функций ;
-  число вхождений букв в конъюнкции и число конъюнкций в ДНФ 
системы.
Рассмотрим три направления синтеза логических структур с уче­
том частных критериев. Первое из них предполагает выбор в ка­
честве основного критерия числа промежуточных переменных в 
системах функций переходов и выходов при кодировании внутрен­
них состояний автомата /7 -кодом. Число членов в ДНФ системы 
при этом играет второстепенную роль. Способ кодирования внут­
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ренних состояний зависит от числа состояний и топологии свя­
зей между ними. Условия правильности /7 -кода могут быть сфор­
мулированы следующим образом: если через [ э е ]  обозначить ко­
довое слово, сопоставленное состоянию з е  , а через 3 ‘Ljj  -  ин­
тервал, покрывающий [ d e L l  и [ X j ]  , то код внутренних состояний 
допускает реализацию асинхронного автомата без гонок, если 
для каждой пары переходов между внутренними состояниями вида 
( а р в ы з в а н н ы х  одним и тем же состоянием вхо­
дов J0 (связанных пар переходов), справедливо
п  з . = 0 ( 2 )Ч /  ' ' . г
Здесь предполагается, что эе>  -ф и для всехуФ т  
Процедура кодирования внутренних состояний, основанная на ус­
ловии (2),  обычно выполняется после минимизации их числа. В 
результате может оказаться невозможным достижение абсолютного 
минимума промежуточных переменных. Известен ряд методов, сов­
мещающих процедуры минимизации и кодирования состояний, кото­
рые основаны на том, что при выборе кода выполнение условия 
( 2 ) требуется толькб для таких связанных пар переходов, в ко­
торых X J  я з е  несовместимы 3—5 /^ • ПустьЛ а - { Я “, . . . , & £ }  -  мно­
жество связанных пар переходов автомата V .  таких, что для 
любого#; £-l -^ зе -с ^состояние з е несовместимо с
,зр. ^(0 í- с( ) .  Пусть Л  -  покрытие множества
22^полными двухблочными разбиениями на множестве внутренних 
состояний. Рассмотрим пару совместимых внутренних состояний-^ 
и 3 e v  , устойчивых при одном и том же состоянии вход ов/V  ,для 
которых сущ ествует#;6 Л  такой, что и 2 e v  не входят в один 
и тот же блок разбиения ОТ/ . Множество всех пар переходов в 
такие состояния обозначил через Л г . Схема совместного решения 
задач минимизации и кодирования состояний асинхронного автома­
та тогда состоит в последовательном выполнении следующих дей­
ствий: I) построение множества# 0  ; 2) построение ^ покрытия# 
со свойством Л  Л  Л  г  ; 3) построение разбиения#^. Я # / (Л - € J7 ) 
и соответствующего ему автомата У *  { Z l r^ t l  ) . Покрытие Л  , 
содержащее наименьшее число элементов, порождает П  -код ми­
нимальной длины. При последующей минимизации системы функций 
переходов и выходов могут быть учтены требования минимизации
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числа /7 членов ДНФ системы, а также суммарного числа вхожде­
ний. букв и членов в эту систему. Однако,стремление к поиску 
кода минимальной длины не всегда оправдано с точки зрения до­
стижения оптимальной логической структуры автомата. Особен -  
ности реализации на 1ШМ часто выдвигают в качестве основного 
требования минимизацию числа членов ХНФ системы функций пере­
ходов и выходов. Число аргументов и функций может играть вто­
ростепенную роль. Рассмотрим подробнее основанный на этом 
предположении подход к структурному синтезу Г б ]  . Пусть R 0  =
= { ï , , t 2 , . . . ,  г а }  , L g  = {-/< £ z >-
входных и выходных интервалов автомата ' l l  и пусть условия его 
работы заданы при помощи списка переходов. Переходы предста­
вим в виде : ( Л / ) » гДе £ R 0  , Эр£ , 6  Ж  ,
E v € L 0 . Такая запись означает, что переход из состояния s e i  в 
состояние «ЭР/ происходит под воздействием любого входного на-
4J
бора из интервала * íu  и в  результате этого перехода на выхо­
де автомата устанавливается некоторый выходной набор из ин­
тервала L v Рассмотрим произвольную пару переходов 
ид р . Р  \  ) L у  J р 2 а ? /  , P  . 1 h  ’ и/j ■
=
Через
обозначим минимальный интервал, покрывающий Ч р  и t y ,  , а 
ч е р е з -  множество всех внутренних состояний автомата 2/  , 
в которые заданы переходы из состояний множества (<3?/ , 3 P j  ,
) под воздействием входных наборов интервала Ч -р ,с р  . 
Переходы F* и F2  назовем совместимыми, если и только е с т < Ж р г1р  
является множеством совместимости, и выходные интервалы B v  и 
E lv  содержат хотя бы один общий набор ( &  П  E w  Ф  0  ) .Пусть
É p -  некоторое множество попарно совместимых переходов авто -  
мата Z I  I -  минимальный интервал, покрывающий все входные 
интервалы, под воздействием которых происходят переходы, при­
надлежащие множеству É p  ; j ( i p  и 3 C jp  -  множества внутренних 
состояний, из которых и в которые заданы эти п е р е х о д ы - м и ­
нимальный интервал, покрывающий все выходные наборы, устанав­
ливаемые в результате переходов из множества É p  . Множество 
É p = { R p t ^ l p ~ ^ ^ <' j p , ^ ± }  будем называть -переходом. Введен­
ные обобщения позволяют сформулировать понятие противогоноч- 
ного /7(5,2)-:кода внутренних состояний автомата, свойством
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которого является наличие хотя бы одной развязывающей перемен­
ной для каждой пары переходов вида { s 4 - f ( l Q 7 3 e Q ~ * æ h ? ^ w ) }  , 
гд е  я , Г ) г п £  ф  , з е , е З С ;  • *h  j - t
Для формулировки условий минимизации числа членов в системе 
ДНФ рассмотрим некоторые дополнительные свойства £  -перехо­
дов . -переход вида { - >  J  назовем устойчи­
вым, если любой допустимый переход из внутренних состояний
множествах* U  Ж : ,  под воздействием любого из входных наборов 
Н. Л :
множества R ±  принадлежит данному S  -переходу. Совокупность 
$  = { s n S z , . . . ,  £ p s ]  устойчивых -переходов называется пол­
ной, если f f s ,  = 21 » где ZL “ множество всех переходов,
заданных условиями работы автомата Zi . Совокупность S  на­
зывается замкнутой, если для любых5^еД> и ^ c p ^ R Q сущест­
вует S u  £  £  такое, что . Здесь -множество
всех заданных переходов из любого состояния множества#/^ под 
воздействием наборов из входного интервала l e p  . Справедливо 
следующее утверждение [ 6 ]  . Если автомат Z i  имеет полную и 
замкнутую совокупность £  s i , 3 устойчивых^ -  
переходов, то кодирование его внутренних состояний П ( £ , 2 )-ко- 
дом допускает представление в виде системы ДНФ с суммарным 
числом различных членов р $ р 3 .
Таким образом, процедура синтеза логической структуры автома­
та на ШШ сводится к последовательному выполнению следующих 
действий:
-  построению минимальной по числу элементов совокупности £  
для заданного автомата V  ;
-  преобразованию автомата Zi в автомат Zi путем объединения 
состояний Z K jp  любого S p . £  £  в одно внутреннее состояние
и определению переходов между ними;
-  построению П ( S , 2)-кода внутренних состояний автомата Z i  и 
минимизации его длины;
-  нахождению кратчайшей ДНФ, реализующей логическую структу­
ру синтезируемого автомата на 1ШМ.
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Укажем, наконец, на ещё один приближенный метод минимизации 
функционала Ф  , который обеспечивает минимальное число вхож­
дений промежуточных переменных в конъюнктивные члены системы 
ДНФ. Он основан на методе инерционных подавтоматов f 7 j  и может 
быть рекомендован, как сравнительно простой способ синтеза 
дискретных устройств на ПЯМ. Определим устойчивое полное со -  
с тояние (у .п .с .) J 4  • ^  автома та , как пару ( 3 ? ‘L }.
Пусть { ß u ß z i  к }  -  множество у .п .с .  автомата. Код
внутренних состояний, вводимый в процессе формализации условий 
работы автомата в виде матрицы связей между у .п .с . ,  позволяет 
каждое устойчивое полное состояние f l j  однозначно представить 
конъюнкцией вида Ajf Aj 2...Ajnj Yj, где [Aj 1 ,Ajz)...,Ajn } - мно­
жество входных переменных, определенных в состоянии J 4 j  , Y j  -  
промежуточная переменная. Функции переходов и выходов автомата 
могут быть представлены в виде следующей системы ДНФ:
4r } í i l iúÁj r - J j n j j  ’ — Ь ’ I  ( з )
iV~jY, ^v,j Äjr-Ajnj УУ  '
где £-ij = I ,  если задан переход изß j  вß ‘L , и £  [ j  = 0 ,
если такой переход запрещен.Величина^, «определяется значением 
V-й  выходной переменной в J  -ом у .п .с .  Непосредственно по 
алгоритму функционирования мы можем построить структурную ре­
ализацию с площадью £  =z 11 x [ n + t n  + Z h )  . Минимизация величи­
ны «s' может быть достигнута эквивалентным преобразованием ав­
томата Z i в Z i  р  V . с числом обобщенных у .п .с .  h  $  h  . Пло­
щадь структуры уменьшается, если / i ' <  h  . При этом число ар­
гументов, функций и различных членов ДНФ системы (3) сокраща­
ется на одну и ту же величину.
2. Анализ логических структур
Для решения задач анализа преобразуем систему уравнений (I )  к 
виду:
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« j = &К,/лПОЧ/^
н .  — 7
Г 1’~ jY i х ~ ч  Kj  9 L - 1fZ>'
ПЛМ, как объект анализа, будем задавать парой< Z i > 5 2 >  »где 
-  реализуемый конечный автомат, а 52 -  множество техни -
ческих состояний матрицы, которому однозначно соответствует 
множество значений двоичных переменных * введен­
ных в (4) .  Эти переменные позволяют моделировать наличие ли­
бо отсутствие в конъюнкциях входных переменных {  Х [  }  в пря­
мой либо в инверсной форме самих конъюнкций в ДНФ, а также 
содержание либо отсутствие уравнений в системе. Физический 
смысл множества становится ясным, если эти пере­
менные поставить в соответствие плавким перемычкам 1ШМ (см. 
р и с .1 ) и считать, что совокупность их значений кодирует внеш­
нее воздействие на ПЛМ с целью установления её в заданное 
техническое состояние. Это воздействие осуществляет програм­
мирование матрицы на реализацию некоторой системы ДНФ. Естест­
венно считать, что нулем кодируется отсутствие программирую -  
щего воздействия, а единицей -  его наличие.
Непредвиденное изменение алгоритма функционирования синтези­
руемого устройства может быть интерпретировано как изменение 
технического состояния ПЛМ 6ó*L € 51 на U)j Ф Это измене­
ние может быть вызвано либо ошибкой настройки, либо неисправ­
ностью некоторых компонент матрицы, возникшей в процессе её 
функционирования. Ограничив рассмотрение лишь логическими не­
исправностями, можно свести их к ошибкам настройки. Это по­
зволяет с единых позиций сформулировать основные задачи ана­
лиза ПЛМ [ 8 ] . К ним относятся: во-первых, анализ возможных 
причин нарушения алгоритма функционирования ПЛМ и установле­
ние конкретной причины, вызвавшей данное нарушение, во-вторых, 
анализ возможности реализации конкретного преобразования Ц  на 
ПЛМ с заданными размерами.
Пусть автомат Zi задан системой ДНФ функций { V7/ }  от перемен­
ных Подставив ^  = в систему
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уравнений (4) ,  получим:
Ъ ф ц  {}f (oii , j v x i ' ) (ß i , jv ^  ’ i=l>z’- ' LA5)
Систему уравнений (5) мозкно решать как относительно перемен­
ных множества f a r ß t j f ' }  > так и относительно входных переменных 
{ X i , X z > ' ” / X n }  • В первом случае определяем функциональные
возможности ПЛМ, т . е .  решаем задачу, при каких технических со­
стояниях (настройках, неисправностях) ПЛМ реализует заданную 
систему функций { ^  . Во втором случае определяем множества 
входных наборов, позволяющие идентифицировать техническое со­
стояние ПЛМ с заданной точностью.
Анализ функциональных возможностей ПЛМ позволяет решить зада­
чу синтеза заданного логического преобразователя. Кроме того, 
если некоторое множество логических неисправностей не обнару­
живается полным проверяющим тестом, то оно соответствует из­
быточным компонентам реализации устройства. Эта информация мо­
жет быть использована для минимизации логической структуры. 
Наоборот, в процессе минимизации системы ДНФ может быть полу­
чена информация об избыточных буквах в конъюнкциях и самих 
конъюнктивных членах в уравнениях. Это может облегчить реше­
ние задачи идентификации технического состояния дискретного 
устройства.
3. Алгоритмическая база
Трудности, возникающие при решении задач синтеза и анализа, 
требуют разработки эффективных алгоритмов и последующей авто­
матизации основных этапов логического проектирования. Целесо­
образным представляется единый подход к решению указанных за­
дач, основанный на раскраске вершин графов [ 9 - I l ]  • Суть под­
хода сводится к следующему. Рассмотрим конечный неориентиро­
ванный граф G- ( М  , Т  ) ,  где М -  множество его вершин. Любые 
две вершины т [ , п у  е М  соединены ребром тогда и только тогда, 
когда r V ’L Z  r r i j  . Здесь Т  -  бинарное отношение, которое , 
как и множество М, особым образом определяется для каждой 
конкретной задачи. Пусть 7ТС  -  множество внутренне устойчи­
138
вых подмножеств множества М. Очевидно, что все элементы мно­
ж е с т в а ^  состоят из вевшин графа £- , попарно находящихся в 
отношении Г  . Упомянутые ранее логико-комбинаторные задачи 
анализа и синтеза в конечном счете заключаются в поиске мини­
мально-замкнутых покрытий множества М элементами множества #£ . 
Это, в свою очередь, может быть сведено к нахождению минималь­
ной по числу цветов, в заданном смысле правильной раскраски 
вершин графа G- . Дополнительное условие, налагаемое на пра­
вильность раскраски, зависит от специфики решаемой задачи . 
Основное же преимущество этого подхода заключается в том,что 
искомое решение можно получить без предварительного нахожде­
ния множества Ж  , тем самым избежав необходимости образова­
ния и хранения больших массивов промежуточной информации.Про- 
V ; юстрируем сказанное на двух примерах.
3 .1 . При минимизации систем булевых функций в качестве
множества М может быть принято множество всех её ра­
бочих состояний. Бинарное отношение Т  определим сле­
дующим образом. Для любых двух элементов 6  М
т а  Т m ß  тогда и только тогда, когда для т а  и / ^ с у ­
ществует рабочий интервал системы у [ ™ а >т б>- При 
раскраске используется дополнительное условие, назы­
ваемое J -правильностью. Раскраска вершин графа Q (M ,Z )  
называется -правильной тогда и только тогда,когда 
любым двум смежным вершинам графа сопоставлены раз­
личные цвета и любое подмножество одноцветных вершин 
покрывает рабочий интервал системы булевых функций. 
Поиск кратчайшей ДНФ заданной системы булевых функ­
ций может быть осуществлен по следующей схеме:
1) построить граф несклеиваемости ;
2 ) найти минимальную по числу цветов -^-правильную 
раскраску графа G- :
3) для каждого множества одноцветных вершин графа 
построить максимальный рабочий интервал, покры­
вающий элементы этого множества.
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3 .2 . При построении кратчайших проверяющих тестов комбина­
ционных схем множеством М является совокупность неис­
правностей компонент логической схемы. Определим на 
этом множестве отношение X  . Будем считать, что 
t V L X П 1  J  , если существует хотя бы один входной
набор, различающий неисправности схемы Е М  .
Правильную раскраску графа & ( М ГТ )  назовем К  -пра -  
вильной тогда и только тогда, когда для всех элемен­
тов каждого из подмножеств, окрашенных в один цвет, 
существует входной набор, обнаруживающий любую из не­
исправностей схемы, которые соответствуют этому под­
множеству. Тогда процедура вычисления кратчайших про­
веряющих тестов может быть построена на основе нахож­
дения минимальной К  -правильной раскраски графа G- и 
соответствующего ей множества входных наборов.
С использованием изложенных подходов разработана система ал­
горитмов решения основных задач синтеза и анализа асинхронных 
конечных автоматов. Эти алгоритмы легли в основу разрабатыва­
емой в настоящее время диалоговой системы автоматизации логи­
ческого проектирования.
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ABSTRACT
I n  t h e  p a p e r  an  a u t o m a t i c  t e s t  p a t t e r n  g e n e r a t i o n  sy s tem  
worked  o u t  i n  t h e  I n s t i t u t e  o f  Computer  S c i e n c e  o f  Warsaw 
T e c h n i c a l  U n i v e r s i t y  i s  o u t l i n e d .
1 . INTRODUCTION
The r a p i d  d e v e lo p m e n t  o f  i n t e g r a t e d  c i r c u i t  t e c h n o lo g y  
c a u s e d  a  w id e  i n t e r e s t  i n  t e s t i n g  e q u ip m e n t  and  i n  t e s t  
g e n e r a t i o n  t e c h n i q u e s .  •
An A u to m a t i c  T e s t  P a t t e r n  G e n e r a t i o n  ( A l -  ù ) h a s  b e e n  
c o n s i d e r e d  one  o f  t h e  m o s t  i m p o r t a n t  p r o b l e m  i n  com pute r  
t e s t i n g  and d i a g n o s i n g .
I n  t h e  p a p e r  an  ATPG s y s t e m  worked  o u t  i n  t h e  I n s t i ­
t u t e  o f  Computer  S c i e n c e  o f  Warsaw T e c h n i c a l  U n i v e r s i t y  i s  
o u t l i n e d •
The s y s t e m  i s  a FORTRAN p r e p r o c e s s o r  and i s  'w r i t t e n  
i n  FORTRAN. T h is  c o n c e p t  seems to  h a v e  num erous  a d v a n t a ­
g e s .  F i r s t  o f  them i s  FORTRAN p o p u l a r i t y ,  as most  o f  
e n g i n e e r s  l e a r n  and p r a c t i s e  FORTRAN p r o g r a m i n g ,  th e n  
i t  seems q u i t e  p r o b a b l e  t h e y  would  a c c e p t ,  s u c h  p r e p r o c e ­
s s o r  more r e a d i l y  t h a n  any o t h e r  s p e c i a l i z e d  l a n g u a g e .  
M o re o v e r ,  FORTRAN seems t o  b e  t h e  m os t  im p le m e n te d  p r o g r a ­
ming l a n g u a g e  o f  t h e  f a m i l y  o f  c o m p u te r s  and m i n i c o m p u t e r s .
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The t e c h n i q u e  o f  p r e p r o c e s s i n g  h a s  p r o v i d e d  f a s t  and 
e a sy  i m p l e m e n t a t i o n  o f  t h e  s y s t e m ,  m o re o v e r  i t  e n a b l e s  t h e  
u s e r s  to  u t i l i z e  t h e  FORTRAN i t s e l f  w i t h  t h e  w ho le  o f  i t s  
d e b u g g in g  s u p p o r t .  P r e p r o c e s s o r  c a n  e a s i l y  b e  d e v e lo p e d  o r  
m o d i f i e d .
2. THR PREPROCESSOR LANGUAGE
The p r e p r o c e s s o r  l a n g u a g e  c o n s i s t s  o f  FORTRAN s t a t e ­
m e n t s  and p r e p r o c e s s o r  d i r e c t i v e s  w h i c h  a r e  s p e c i a l i z e d  f o r  
t e s t - g e n e r a t i o n .
There a r e  f i v e  c l a s s e s  o f  d i r e c t i v e s .  They a r e  t h e  
f o l l o w i n g ;
1 .  e d i t i n g  d i r e c t i v e s ,
2 .  memory ménagement  d i r e c t i v e s ,
3* l i b r a r i e s  management  d i r e c t i v e s ,
4 .  d a t a  b a s e  ménagement  d i r e c t i v e s ,
5 .  t e s t  g e n e r a t i o n  d i r e c t i v e s .
Hie p r e p r o c e s s o r  t r a n s l a t e s  a s o u r c e  p r o g r a m  i n t o  an  
o b j e c  t  FORTRAN c o d e .
T r a n s l a t i o n  does  n o t  change  t h e  FORTRAN s t a t e m e n t s  
b u t  i t  r e p l a c e s  t h e  d i r e c t i v e s  by t h e i r  c o r r e s p o n d i n g  
FORTRAN c o d e s .  U s u a l l y  one CALL i n s t r u c t i o n  r e p l a c e s  one  
d i r e c t i v e  and t h e  d i r e c t i v e  p a r a m e t e r s  fo rm  a l i s t  o f  a c t u a l  
p a r a m e t e r s  o f  t h i s  i n s t r u c t i o n .  The o r i g i n a l  t e x t  o f  
d i r e c t i v e  r e m a in s  s t i l l  i n  an o b j e c t  co d e  a s  a  comment.
3. DATA STRUCTURES
The d a t a  on  w h ic h  t h e  sy s te m  p r o c e d u r e s  o p e r a t e  a r e  
s t a n d a r d i z e d  a s  much a s  p o s s i b l e .  S i n c e  t h e  d a t a  u s u a l l y
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d e s c r i b e s  a  c i r c u i t  s t r u c t u r e ,  t h e n  t h e s e  d e s c r i p t i o n s  a r e  
s e i z e d  i n  t h e  s t a n d a r d  f r a m e s .  T h e r e  a r e  two s u c h  f r a m e s ,  
e ac h  o f  them  c o r r e s p o n d i n g  t o  one o f  t h e  m ost  u t i l i z e d  way 
o f  c i r c i t  s t r u c t u r e  r e p r e s e n t a t i o n .  F i r s t  r e p r e s e n t a t i o n  
r e f l e c t s  t h e  i n t e r m o d u l e  c o n n e c t i o n s  and t h e  s e c o n d  one r e ­
f l e c t s  i n t e r g a t e  c o n n e c t i o n s  i n  a  c i r c u i t .
The s t a n d a r d  c o r r e s p o n d i n g  t o  t h e  module  l e v e l  d e s c r i p ­
t i o n  i s  g e n e r a l  and makes i t  p o s s i b l e  to  r e p r e s e n t  any c i r ­
c u i t  s t r u c t u r e .  The s t a n d a r d  c o r r e s p o n d i n g  t o  t h e  g a t e  
l e v e l  d e s c r i p t i o n  i s  t h e  p a r t i c u l a r  c a s e  o f  t h e  above  o n e .  
Each s t a n d a r d  f r a m e  c o n s i s t s  o f  s i x  FORTRAN t a b l e s  c o n ­
t a i n i n g  t h e  r e q u i r e d  i n f o r m a t i o n .  F o r  e x am p le ,  i n  t h e  f i r s t  
c a s e  th e y  c o n t a i n  t h e  i n f o r m a t i o n  a b o u t  t h e  m o d u le  t y p e s ,  
t h e  module  t o  c h i p  r e l a t i o n s ,  t h e  i n t e r m o d u l e  c o n n e c t i o n s  
and t h e  i n t e r p i n  c o n n e c t i o n s .
The s y s t e m  c o n t a i n s  numerous d i r e c t i v e s  w h i c h  o p e r a t e  
on b a s e s  e . g . :  a b a s e  dum ping ,  e r a s i n g ,  e x t e n d i n g ,  d i v i d ­
i n g ,  c o p y i n g ,  d e l e t i n g  and so  o n .
I t  s h o u l d  b e  n o t e d  t h a t  f o r  t h e  b a s e  a p p l i c a t i o n  on ly  
i t s  name i s  n e e d e d .
4. DATA I/ANAGED.1ENT
'The dynamic  a p p r o a c h  to  t h e  memory a l l o c a t i o n  h a s  b e e n  
p r o v i d e d  a s  a  f u n d a m e n t a l  p a r t  o f  t h e  whole  s y s t e m .  The 
dynamic a l l o c a t i o n  i s  m a i n t a i n e d  by t h e  MEMAR s y s t e m .
The MEMAR p e r f o r m s  f u n c t i o n s  o f  t h r e e  c l a s s e s :
-  dynamic a l l o c a t i o n  o f  t a b l e s  and o f  s e t s  o f  t a b  l e s  (b ase s ) ,
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-  u s a g e  o f  l i b r a r i e s  s t o r e d  i n  m a g n e t i c  d i s c  f i l e s ,
-  u s a g e  o f  o p e r a t i o n  l i b r a r i e s  l o c a t e d  i n  t h e  m a in  memory.
The HSMAR i s  u s e d  by means o f  p r e p r o c e s s o r  d i r e c t i v e s .  
However,  i t  i s  p o s s i b l e  to  u s e  i t  d i r e c t l y  c a l l i n g  t h e  p r o ­
p e r  s u b r o u t i n e s  f r o m  t h e  MEMAR s o u r c e  l i b r a r y .
The MEMAR m a i n t a i n s  a l l  t h e  f r e e  s p a c e  o f  p r o g r a m  
memory. The dynam ic  t a b l e s  c a n  b e  l o c a t e d  i n  t h e  memory on 
r e q u e s t .  The e x p a n d i n g  o f  t h e  t a b l e s  i s  p o s s i b l e  up  t o  t h e  
l i m i t s  o f  t h e  p r o g r a m  memory. A t a b l e  c a n  b e  a l s o  d e l a t e d  
f ro m  t h e  memory and t h e  s p a c e  i s  r e t r i e v e d  i n  t h a t  c a s e .  The 
o p e r a t i o n s  a r e  e x e c u t e d  i n  s u c h  a  way t h a t  an  o p t i m i z a t i o n  
o f  t h e  f r e e  memory s p a c e  i s  p r o v i d e d .
The f a r t h e r  e x t e n s i o n  o f  d a t a  m a n i p u l a t i o n  p o s s i b i l i ­
t i e s  a r e  t h e  s y s t e m  l i b r a r i e s .  T h e r e  a r e  two k i n d s  o f  
l i b r a r i e s :  p e r m a n e n t  l i b r a r i e s  and o p e r a t i o n  o n e s .  T h e i r  
o r g a n i z a t i o n  i s  m os t  f l e x i b l e  so t h e y  c a n  h o ld  any s o r t  o f  
d a t a  a d m i s s i b l e  i n  t h e  s y s t e m .  U s u a l l y  th ey  a r e  u s e d  to  
s t o r e  th e  b a s e s  c o n t a i n i n g  t h e  c i r c u i t  s t r u c t u r e  d e s c r i p t ­
i o n s ,  t h e  t a b l e s  c o n t a i n i n g  t h e  t e s t  s e t s  o r  i n p u t  o r / a n d  
o u t p u t  s e q u e n c e  and so  o n .
As f a r  as t h e  p e r m a n e n t  l i b r a t i e s  a r e  c o n c e rn e d  t h e  f o l l o w ­
in g  o p e r a t i o n s  a r e  p o s s i b l e  v i a  MEMAR:
-  to  c r e a t e  a l i b r a r y  and to  e x t e n d  i t  }
-  to  f u l f i l l  i t  w i t h  t h e  c o n t e n t s  o f  i n d i c a t e d  t a b l e s  
o r  b a s e s  ,
-  to  l o a d  l i b r a r y  c o n t e n t s  i n t o  dynamic t a b l e s  o r  b a s e s  
( l o a d  t h e  t a b l e  o r  b a s i s  f r o m  t h e  l i b r a r y ) ^
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-  t o  c h e c k  w h e t h e r  t h e  i n d i c a t e d  l o g i c a l  e l e m e n t  
d e s c r i p t i o n s  a r e  s t o r e d  i n  a  p e r m a n e n t  l i b r a r y .
Som etim es o n ly  a  p a r t i c u l a r  p a r t  o f  t h e  p e r m a n e n t  l i b r a ­
r y ,  f o r  exam ple  t h e  f i f t h  t a b l e s  o f  b a s e s ,  i s  u s e d  v e r y  o f t e n  
Then a l i b r a r y  i n  t h e  m a in  memory c a n  b e  c r e a t e d  and lo a d e d  
w i t h  t h i s  p a r t  o n l y .  T h is  i s  c a l l e d  a n  o p e r a t i o n  l i b r a r y .
The m ost  i m p o r t a n t  f e a t u r e  o f  t h e  l i b r a r y  m echanism  i s  
t h a t  i t  p r o v i d e s  a  h i e r a r c h y  a p p r o a c h  to  t e s t - g e n e r a t i o n .  
Every c i r c u i t  c a n  be  d e s c r i b e d  by means o f  t h e  m od u le s  
c o n t a i n e d  i n  t h e  l i b r a r y  and t h e n  p u t  i n t o  t h e  l i b r a r y  as 
t h e  new m o d u le .
5. TEST-GENERATION STRATEGIES
As f a r  a s  t e s t - s e t - g e n e r a t i o n  i s  c o n c e r n e d  numerous 
p r o c e d u r e s  a r e  s u p p l i e d  by a  s e t  o f  s p e c i a l i z e d  s y s t e m  
d i r e c t i v e s .  I t  f a c i l i t a t e s  t h e  c h o i c e  o f  t h e  b e s t  t e s t - s e t -  
g e n e r a t i o n  s t r a t e g y  f o r  a  g i v e n  c i r c u i t  and f o r  a  g i v e n  
c l a s s  o f  f a i l u r e s .  There  a r e  t h r e e  main  o p t i o n s  w h i c h  s t a t e  
t h e  s t r a t e g y .  These a r e  a s  f o l l o w s :
1 .  a  method o f  f a u l t  s c h e d u l e  f i l l i n g ,
2 .  a  method o f  i n i t i a l  t e s t - s e q u e n c e  w o r k i n g  o u t ,
3 .  a  method  o f  i n i t i a l  t e s t - s e q u e n c e  c o m p l e t i o n .
I n  t h e  s y s t e m  t h e  two f a u l t  s c h e d u l e  f i l l i n g  ways a r e  p r o v i ­
d e d .  F i r s t  o f  them i s  f u l l  a u to m a te d  and i t  u s e s  t h e  c h e c k ­
p o i n t s  s e l e c t i o n  p r o c e d u r e .  I n  t h e  s e co n d  m ethod t h e  f a u l t  
s c h e d u l e  i s  worked  by h a n d .  T h ere  a r e  t h r e e  p o s s i b i l i t i e s  
o f  t h e  i n i t i a l  t e s t - s e q u e n c e  p r e p a r a t i o n .
The i n i t i a l  t e s t - s e q u e n c e  c a n  b e  worked  o u t  by
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a  c i r c u i t  d e s i g n e r  o r  c a n  b e  o b t a i n e d  by means o f  random 
i n p u t  p a t t e r n  g e n e r a t o r  o r  c a n  be n o n e .
By t h e  s y s t e m  p r o c e d u r e s  num erous t e s t - s e t - g e n e r a t i o n  
s t r a t e g i e s  c a n  b e  f o r m u l a t e d .  The m o s t  recommended one i s  
t h e  f o l l o w i n g :
1 ,  To f i l l  a  f a u l t  s c h e d u l e  by t h e  u s e  o f  c h e c k p o i n t s  
s e l e c t i o n  p r o c e d u r e ,
2 ,  To i n p u t  a n  i n i t i a l  t e s t  s e q u e n c e ,
3 ,  To s i m u l a t e  ( a l t h o u g h  by d e d u c t i v e  s i m u l a t o r )  one by
one every  t e s t s  b e l o n g i n g  t o  t h e  i n i t i a l  t e s t  s e q u e n c e .  
To remove t h e  t e s t e d  f a i l u r e s  f r o m  t h e  f a u l t  s c h e d u l e  
a f t e r  e a c h  s i n g l e  t e s t  s i m u l a t i o n ,
4 .  To t a k e  f r o m  t h e  f a u l t  l i s t  a  f a u l t  so  f a r  u n t e s t e d ,
5 .  To g e n e r a t e  (by t e s t  g e n e r a t o r )  a  t e s t  f o r  t h e  f a u l t
t a k e n .
6 .  To v a l i d a t e  t h e  t e s t  g i v e n  and to  f i n d  o u t  t h e  f a i l u ­
r e s  t e s t e d  by t h i s  t e s t ,
7 ,  To remove t h e  f a i l u r e s  m e n t io n e d  above  f ro m  t h e  f a u l t  
s c h e d u l e .
8 .  To r e p e a t  t h e  p o n t s  4 - 7  u n t i l  t h e  f a u l t  s c h e d u l e  i s  
empty.
The i n i t i a l  t e s t  s e q u e n c e  i s  d e t e r m i n e d  on t h e  b a s i s  
o f  t h e  f u n c t i o n a l  p r o p e r t i e s  a n a l y s i s  o f  t h e  c o n s i d e r e d  
c i r c u i t .  A m o d i f i c a t i o n  o f  A k e r s ’ s  f u n c t i o n a l  t e s t  g e n e ­
r a t i o n  i s  a p p l i e d  so  t h a t  t o  g i v e  t h e  b e s t  s e q u e n c e .
By t h e  u s e  o f  t e s t  g e n e r a t o r  a  s i n g l e  t e s t  o r  a  number 
o f  t e s t s  c a n  b e  o b t a i n e d .  T h is  g e n e r a t o r  works  on  t h e
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p r i n c i p l e  o f  p a t h  p a r a l l e l  s e n s i t i z a t i o n  r e s u l t i n g  from  t h e  
e x t e n s i o n  o f  D -  a l g e b r a .  ^ 1 1 ,1 2 ^  .
F o r s e q u e n t i a l  c i r c u i t s  t h e i r  c o m b i n a t i o n a l  i t e r a t i o n  
m odels a r e  c o n s t r u c t e d .  I f  a  c i r c u i t  i s  an  a sy n c h ro n o u s  
one t h a n  v a l i d a t i o n  o f  t h e  t e s t  s e t  i s  p r o v i d e d .  I t  c a n  b e  
done by t h e  u s e  o f  d e d u c t i v e  s i m u l a t o r ,  c o n t a i n i n g  a n o rm a l 
s i m u l a t o r .
The system also provides a  strategy for test g e n e r a t ­
i o n  i f  a  c l a s s  o f  f a i l u r e s  i n  n o t  " s t u c k - a t "  t y p e .  |_ 1 o ]  •
Б. CONCLUSIONS
The s y s te m  h a s  b e e n  d e v e lo p e d  on  CYBER 70  com puter  
s i n c e  1975« The e x p l o i t a t i o n  o f  th e  s y s te m  h a s  p ro v e d  v a l i ­
d i t y  o f  c o n c e p t i o n .  The d a t a  m a n i p u l a t i o n  and  management 
m echanism s h a v e  h ig h ly j im p ro v e d  s y s te m  e f f i c a c y .  The h i e ­
r a r c h y  o f  t h e  s y s te m  h a s  made i t  p o s s i b l e  to  f o r m u l a t e  
o p t im a l  t e s t - s e t - g e n e r a t i o n  s t r a t e g i e s  f o r  s m a l l  a s  w e l l  
as l a r g e  c i r c u i t s .
D u r in g  th e  r e c e n t  y e a r s  num erous s t r a t e g i e s  f o r  S S I 
and MSI c h i p s  h av e  b e e n  e v a l u a t e d  on  th e  s y s te m  [ l  3 - 1 5  2  • 
For c o m b i n a t i o n a l  c i r c u i t s  th e  s t r a t e g y  p r o p o s e d  h e re  seem s 
to  b e  s a t i s f a c t o r y .  F o r  exam ple t h e  3 7 - e l e m e n t s  t e s t  s e t  
f o r  SN74181 c h ip  h a s  b e e n  e a s i l y  o b t a i n e d .  I n  th e  c a s e  
o f  s e q u e n t i a l  c u r c u i t s  t h e  a p p l i c a t i o n  o f  t h e  s t r a t e g y  i s  
n o t  a lw a y s  s u c c e s s f u l .  I t  r e s u l t s  f ro m  t h e  w e a k n e ss  o f  
t e s t - g e n e r a t o r  i n  c a s e  o f  t h e  a p p l i c a t i o n  of i t e r a t i v e  
m odels o f  s e q u e n t i a l  c i r c u i t s .  F o r  t h i s  r e a s o n  th e
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f u n c t i o n a l  t e s t  g e n e r a t i o n  i s  a  v e r y  i m p o r t a n t  p o i n t  o f  t h e  
s t r a t e g y  and i f  w e l l  d o n e  t h e  t e s t - s e t - g e n e r a t i o n  p r o c e s s  
c a n  h e  h i g h l y  im p ro v e d .
As i t  was m e n t io n e d  b e f o r e  t h e  s y s t e m  h i e r a r c h y  h a s  
made i t  p o s s i b l e  t o  f o r m u l a t e  t e s t - s e t - g e n e r a t i o n  s t r a t e g ­
i e s  f o r  l a r g e  c i r c u i t s  and  p a r t i c u l a r l y  f o r  p r i n t e d  b o a r d s .  
T h a t  i s  t h e  a im  o f  o u r  p r e s e n t  i n v e s t i g a t i o n s .
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INTRODUCTION
In this paper the connectedness of the periodic sura of finite 
automata is discussed. The periodic sum of finite automata has 
been studied in Li-б]. The connectedness of the periodic sum 
of finite automata has been discussed in all of these papers.
The main attention has been paid in Ls,6] to the connectedness 
of the periodic sum of the strongly connected asynchronous 
automata and strongly connected permutation automata. The con­
ditions of the strong connectedness of the periodic sum of 
automata have been found in these papers was such, that we 
must known the structure of the fixed analog of the periodic 
sum of automata to say that it is strongly connected or not.
In this paper some conditions for solution the problem of the 
connectedness of the periodic sum of finite automata are given 
only on the ground of the knowledge of the structures properties 
of the automata.
1. PRELIMINARY REMARKS *I
In this section we give the basic definitions to be used later. 
An automaton A is a triple (s,£ ,m ) where S is a nonempty fini­
te state set,£  is a nonempty finite input set, and M: S x £ — > s 
is the next state function /or the transition function/.
I is the free semigroup of strings over the alphabet £. with 
the operation of string concatenation. We assume that I contains 
the empty string e.
Let i be a natural number. Then for i we define nonempty set 
£  as :
£ i in £   ^ .
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We extend the next state function M to a function of S I into 
S defining recursively
M (s,e) = s for all s in S,
M (s,x<e) = M^m (s ,x ),c ) for all X  in I  and ? in I  .
An automaton ? = (s,£ ,m ) is strongly connected if and only if 
given any s^, S2 in S, there exists x in I such that M ^ ^ x )
=  s 2 *
The strictly periodic automaton or briefly periodic automaton
V is a triple (s+ ,£,.M+ ) , where S+ is a sequence S*, S*,...,
of finite nonempty state sets, £  is a finite nonempty
input set, M+ is a sequence Mq , M*,... , of the next etate
functions, where
MV  s l * S  —  Sl+l/mod г/ 
for i in {o,l,...,r-l} .
The number r is said to be a period of V.
Let A ° =  (s°,£,M°), A* = (s1 , JC »M1) ,..., Ar _ 1 = (sr_1 , £  ,Mr"1)
be automata, let — ♦ S1 , 'yj sS1 — -» S2 ,... , У г„ 1 :!зГ S®
be one-to-one and onto functions. Then the periodic sum of au-
tomata A(^,A1 ,...,Ar 1 associated with functions , y. ,... 
Y r_x is a periodic automaton V = ,2Г,M } with period r,
where S+ is a sequence S®,S1 ,...,Sr 1 and M+ is a sequence M*,
where for each s in S , S’ in £  , and i = 0,1,..
r-1 we have
M* ( s,s) = M1 (s,W } .
A  fixed analog V*of the periodic automaton V = (s+ , £ , M + ) is
é it •#> V M 4* *4" 4"an automaton {s, £  ,M ■ where S = sg V / v  ... vs and
* ЫM : S '<2 — S is the next state function defined for each 
s in S*, a in Y* , and i = 0,l,...,r-l as follows
M s,i> = {S , W*, •
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2. CONNECTEDNESS OF THE PERIODIC SUM OF FINITE AUTOMATA 
Theorem 1.
Let A0 = (s°,2,M°) , A x= Cs1 ,2 Ar-1= (sr-1,2 ,Mr-1)
be automata such, that for each proper subset T^ of the set S1 
where i = 0,1,...,r-1 , we have
({m 1 ( t 1 , £ ) ^ |  7  I t 1 I .
Let y 0 S°— ^ S 1 , <y i S1— ^ S 2 ( , лрг-1 Sr_1— *S° be one-to-
one and onto functions, then the fixed analog V *  of the per­
iodic sum V of the automata A ^ , A^, ..., Ar  ^ associated with 
functions to' N V  •••' T'r-i is strongly connected.
Proof.
Assume for the proof, that the fixed analog V *  is not strongly
be proper subsets of the sets 
and such that according to the
in ^M1 £  Ti+l/mod r/
in V  |T1+1/m°d r/|
From the assumption we have that for all automata
Ц 4 4  (.= ) : s in {m 1 (.t 1, £)ЭД| ?  It 1 !
and because it holds for the arbitrary proper subset T* of the 
set S1 then we can say
|Ti+l/mod r/| ? |Ti|_
It means, that
) t x | >  | t ° |  ,
| t 2 | >  Jt 1 I ,
I T° I >  |Tr-‘| .
So we get the contradiction. QED.
connected. Let T°, T1 ,..., Tr-1
S°, S1 r — 1S , respectively,
[2.31
[  4 ^  ( s )  :  s  
where i  = 0 , 1 , . . . , r - 1 .
I t  means t h a t
I t Y i  ( s ) : s
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Lemma 1.
Let A = (s,£ ,m ) be an automaton such, that for each state s 
in S there exists 6“ in S  such, that M ts,ç) = s  then for 
the arbitrary proper subset T of the set S we have
|{m (t ,2))|? |t | .
Proof.
The proof will be ommited.
Lemma 2 .
Let A = (S,£,M) be a strongly connected automaton and such, 
that for each state s in S there exists & in £  such that 
M (s,®) = S then for the arbitrary proper subset T of the set S 
we have
|{m (t ,£)}| > I t I .
Proof.
The proof is obvious.
We obtain on the ground of Theorem 1, Lemmal and Lemma 2 
Corollary 1.
Let A0 = (S° £  M°) , A1 = (S1 , £  »M1) ,. . . ,АГ"1= (sr_1 , £  ,МГ_1)
'  ' ibe automata such, that for each state s in S , where i = 0,1,
...,r-l there exists 5  in £  such that (.s^ G") = s. Let from
among the automata A^, A1 , r-1 at least one be the stron­
gly connected automaton. Let \pgîS°— » S 1 , 4 v sl“ * s2....
r-1 _ „0:Sr~-— Ф  S be one-to-one and onto functions, let V=^stZ’ ,M 
be the periodic sum of the automata A^, A1 ,..., Ar 1 associated
r-1
with functions 4*0 ' ^r-1*
of the periodic sum V is strongly connected.
,. Then the fixed analog V*
Theorem 2.
Let A°= (S°,£,M°) , A1= ( s 1 , * , ! ! 1) ,..., Ar"*1= ,Mr"1)
be automata, let v ^ s ^ s 1 , 4 i;s w s - ....  ^  s
be one-to-one and onto functions. The fixed analog V *  of the 
periodic sum V = (s+ ,£,M+) of the automata A®,A*,..., tr 1
.r-1 0
associated with functions to' %'•••'
ted if and only if for the arbitrary proper subset T 
set , i = 0,1,...,r-1 we have






( i )  | i w * l T i , £ r ) i |  > 1 т Ч
( ii)  |{м* ^  It1! £  1м*(тЧ  £ г ) \ ф  T1
Necessary condition. Let V be strongly connected. Consequently 
each state s in S must be reached from the arbitrary proper 
subset T'*' of the set and it make good both conditions. 
Sufficient condition. Denote the arbitrary proper subset of the 
set by Tj and keep on doing where
j = 2,3,... . From the conditions U )  . u n  we obtain at once 
that for each i in {o,1,...,r-l^
TM  1=2^,... Tj b  s±-
So it means that V is strongly connected. QED.
Theorem 3.
Let A° = ( S ° ,E  ,M°), Al= ( s 1 ,Z »M1} , . . .  , АГ” 1= ( s r_1 , Z ,МГ_1)
be strongly connected automata, let — r S1 , у  sS1—* S 2 ,
,r-l S be one-to-one and onto functions. The*•*' ^ r - l :S +
fixed analog V* of the periodic sum V = , Z  ,M**) of the auto­
mata A^,A1 ,...,Ar 1 associated with functions V q ' Y i ......
Y  r_xis strongly connected if for the arbitrary proper subset
T^ of the set S* of the automaton A ^ , where i in ^o,l,... ,r-l^J 
we have
(i) |jM*(Ti, Z r))|> It 1 )
or
(ii) |{m * (t 1, Z r)Jj £  |t x I V  Í.M* (т1, с г)^ ф  T1.
Proof.
Denote the arbitrary proper subset of the set S1 by T^ and keep 
on doing T^ = (Tj-i•Ï Г)^ where j = 2,3,... . It means from
the conditions (i) - (ii) that
T1 U  Ti Î = SÍC i - 2 , 3 , . . .  j *
and because the automaton A^ is strongly connected then
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^ ( s 1, ! 1))  = s1
hence V is strongly connected since the function is one-
-to-one and onto and all automata are strongly connected. QED.
Theorem 4.
Let A ° =  (S°,£ ,M°) , A1-  CS1 , Z  »M1 A1”1» (sr_1 ,£.
be automata, let y_:S 1 2S , v|>. :SA— + S  ,..., T r - l * b
be one-to-one and onto functions. If there exists in arbitrary 
automaton A* in the set the state s such that s is not in
then the fixed analog V *  = ^S*, JÍ of the
periodic sum V of tbe automata A® ,A* ,. . . , Ar_1 associated with 
functions , v^,..., Ÿr-1 is not stron9ly connected.
Proof.
Let there exists s in S'*" sind s does not belong to the set
 ^ , i in [ 0 ,1,... ,r-l^ J and denote t = y ^ s )  . It
is easy to note, that the state t does not belong to the set
(m * (s *,£)1| and consequently V* is not strongly connected.
QED.
Theorem 5.
Let A°= (s°, L,M°) , AX= (s1 ,^ ,мЧ,..., Ar_1= (sГ_1,Г ,Mr_1)
4be automata such, that there exists for each state s in S , 
i = 0,1,...,r-1 the state t in S* and S’ in I  such, that
^ ( t , * )  = s . Let y 0 ;S°-^S1 , f . î S ^ S 2 ,..., y  :sr_1- *
0 i-i i2 i0
— m S  be one-to-one and onto functions. Let A , A ,.. . ,A * 4 *i
be all automata in the set { А®,А*,...,Ar such that for 
i i i  ^ i i
each T m C, S m , m = 1,2 ,. .. ,q we have j^M т(т т ,£)^| >  It m | .
Let A ^+1, A ^+2 ,... , A r be the set of all other automata
from among the automata A®,A*,...,Ar_1. Let be fixed the num-
iiber p. for each from the automata A J , j = q+1, q+2,..., r 
such that for arbitrary proper subset T J of the set S J we
have I Tl j | - 1 {  Si  (  S i , r ) \ |  *  p .
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The fixed analog V of the periodic sum V = (s+ ,J£,M+) of the
automata A , A1 ,... , Ar 1 associated with functions q , ^  ^  , 
strongly connected if the inequality holds
r
q >  2  pi .
j = q + l  3
Proof.
Let us assume that in each automaton A * , i = l,2,...,r-l we 
have for each proper subset of the set S* that
|^Ml ( T1 , z)}| >  \ T1 1 .
So, the number q = r-1# Let for the automaton A® the fixed 
number p^ be positive and p^= k. We make a choise of the set S 
the subset Ï® such that
|t °| - I { m ° (t °,E)\| = к .
Let I T° I = a then | (^T^,£.^| = a-к and furthermore
H-Yo ^ s ) : s in { M° (t ° , n ) ] \  « T1 I = a-k
because is function one-to-one and onto.
Since for each proper subset T1 of the set S1 we have
I t»1 >  I T1 J then according to the
Lemma 2
K-M1 ( т ' . Щ  }  a-k+1
otherwice
\ { y i ( s ) : s in { m 1 = T2 I ^  a-k+1
and furthermore
|{м2 ( т 2 , Г » |  ^  a-k+2 
and so on and in the end
Ц м * “1 (тг"1 ,Е)]|| a-k+r-l 
or
K m 1’1 ( t 1"1 ,!)!! ^  a-k+q .
We have from £2,3} that the fixed analog V ^ o f  the periodic
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sшп V is not strongly connected if
in'r-i t s ) : 3 in i ^ ”1 ^ T°
l l ^ r - i  t s ) : s in  { мГ_1 1тГ’ 1 * * ) ^ |  é  l T°
and furthermore
a-k+q ^  a
and finally
q к
so we get a contradiction, QED.
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L . HARMAT
САМОПРОВЕРКА В МУЛЬТИПРОЦЕССОРНЫХ 
СТРУКТУРАХ
Институт по Координации Вычислительной Техники
Будапешт
СОДЕРЖАНИЕ
Потребность в контроле и диагностике мультипроцессорных ма­
шин. Возможность самопроверки и самодиагностики.
Краткий обзор работ, проведенных в области теории самодиаг­
ностики, системодиагностики мультипроцессорных систем, на 
основе технической литературе.
Представление новой диагностической модели, описывающей 
структуру и тесты мультипроцессорных систем.
Модель отражает различные черты структуры и тестов с подроб­
ностью, соответствующей практике современных микропроцессор­
ных систем.
Введение понятия детектируемоети (обнаруживаемоети) систем­
ных ошибок и установление необходимых и достаточных условий 
данной степени детектируемости.
Постановка задач по анализу детектируемости структур и набо­
ров тестов, а также по синтезу (спецификации) набора тестов 
для достижения данной детектируемости.
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1. ВВЭДЕНИЕ
Использователи вычислительных машин желают решать з а -  
дачи надежно и без остановок. Из множества условий надежной 
и непрерывной работы выделяем надежность аппаратной части.
Из причинного соотношения между состояниями -  ошибочными или 
нормальными -  в следующие друг за другом моменты времени вы­
текает необходимость в периодической проверке состояний маши­
ны.
В случае ошибочного состояния (вследствие ошибки аппаратной 
части) необходимо иметь эффективную диагностику, то есть ло­
кализацию, а потом обмен или ремонт ошибочного блока. Целе- 
сообрано иметь диагностику на уровне наименьшего элемента за­
мены.
При современном уровне вычислительной техники, который харак­
теризуется микропроцессорами и другими схемами БИС, появился 
и все распространяется новый тип устройств: многомикромашин- 
ные комплексы, или другими словами, мультимикропроце с сорные 
машины.
В этом типе устройств и по своей микропроцессорной структуре, 
и по своей конструктивной однородности легко осуществить са­
мопроверку и самодиагностику.
Это значит, что процессорные модули могут проверить друг дру­
га  и остальные конструктивные модули, а также на основе таких 
тестов можно провести диагностику.
Исследования самопроверяшцих и самодиагностических мультипро­
цессорных машин потребует создания соответствующей диагности­
ческой модели.
2. НОВАЯ ДИАГНОСТИЧЕСКАЯ МОДЕЛЬ
В технической литературе известно несколько моделей самодиаг­
ностических структур и их тестов, например: [ l ]  -f [ 4 ] .
Обзоры и сравнения моделей находятся в И  + М  .
На рис. 1. и на рис. 2 показаны примеры изображения структур 
в моделях по М  и [2].
вершины: узлы, способны самостоя­
тельно проверить другие узлы;
дуга от и ± к и., : связь для теста 
( Uj проверяется узлом и± ) 
пометки дуги uä
0 -  оценка "в порядке" для t^;
1 -  оценка "ошибка" для
Модель примерной структуры по литературе Ы
Рис. 1.
Необходимость в создании новой диагностической модели следует 
из того, что эти модели или слишком упростили описание тесто­
вых процессов, не отражали роли отдельных и содействующих 
структурных узлов, или были сформулированы в терминах ошибок,
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вершины: ошибки; 
дута от f i  к fj помеченная tk: 
существует тест t k , прове­
ряющий ошибку f j ,  результат 
которого неверный в присут­
ствии ошибки f i  ;
пометка вершины f ±  : сущест­
вует тест t x для f i  (резуль­
тат всегда верный)
Модель примерной структуры по литературе [2]
Рис.2.
а не в конструкционных терминах, что не разрешает использо­
вать конструкционно-структурную однородность микромашин. Ма­
ло внимания было обращено на описание связей, как конструк­
тивных элементов.
2 .1 . Описание структуры
Неформально структура может быть определена как "вид об аппа­
ратной части машины глазами разработчика логики". Структура 
s состоит из структурных узлов и и из связей L между ними. 
Структуру можно представить с разной подробностью. Для це­
лей проверки и диагностики выбирается то структурное разложе­
ние, при котором структурные элементы в наибольшей мере сов­
падают с наименьшими конструктивными элементами замены. Ти­
пичные такие элементы -  одноплатная микромашина ( s i n g l e  b o a rd  
m ic ro c o m p u te r  ) ,  интеллигентное устройство управления вводом-
выводом, память. При этом структурным связям соответствуют 
такие конструктивные элементы как кабели, панели или участки 
панелей.
Структура s= (и, ь) описывается ориентированным графом 
g=(n , a ) t где я -  множество вершин и А -  множество дуг. При 
этом каждому структурному элементу, который имеет способность 
самостоятельной обработки, соответствует вершина графа. Внеш­
ние устройства могут быть изображены также вершинами. Опера­
тивную и постоянную память считаем как "связи с переменным 
временем задержки". Этим виртуальным связям как и обычным 
связям соответствуют дуги графа. В случае связей данных дута 
ориентируется по направлению потока данных, а в случае свя­
зей управления от управляющей вершины к управленной.
-  16 3 -
Произведение структурного графа и отношение его элементов к 
элементам конструкции показаны на рис. 3.
структуры и структурного графа
Рис. 3.
164








ПрЗ - "Z ъ/ъг
■ а С М 1 Т  ) а < О Г Т  J a - i a n
3-2-1 Т Г  , 3 - 0  2-ТГ , 3 - 2 0  ТГ
п3
-
Представление примерного мультипроцессора структурным графом
Рис. 4.
2 .2  Описание тестовых процессов
Тест -  это процедура, которая расценит элемент как нормальный 
(=0) или как ошибочный (=1). Отличительными характеристиками 
тестов предложенной модели являются
-  подмножество структурных элементов, имеющих следующие 






организация и координация этих же функций;
-  содействие, взнос теста к полному покрытию тестами тести­
рованного элемента.
Таким образом тест t ± задается
-  тест-графом g (ti)  , который является помеченным подгра­
фом структурного графа g , при котором
пометки с вышеуказанными функциями могут быть а ± , r i t  
е±, ci  по таблице 1;














Необходимым условием детектируемости и диагно с тируемое ти лю­
бой системы является то, что из набора тестов можно было 
сгруппировать для каждого элемента структуры группу тестов 
полно покрывающую его.
2 .3 . Механизм инвалидации тестов
Результат теста может быть недействительным, неверным, если 
тестирующие элементы ошибочные -  это называется инвалидалией. 
Были проведены мысленные эксперименты над примитивными тест- 
графами, из которых можно построить любые тест-графы, и на 
которые любые практические тест-гра<|ы можно разложить.
В результате установлено:
-  вызывается инвалидадия теста элемента, представленного 
вершиной, если любой из элементов, представленных вер­
шиной с пометкой Е или дугой между двумя вершинами с 
пометкой Е, являются ошибочными;
-  результат теста элемента, представленного вершиной, яв­
ляется функцией ИЛИ от состояния этого же элемента и 
элементов, представленных дугами с пометкой s и г ;
-  ошибки прочих, участвующих в тесте элементов инвалидацию 
не вызывают, но неопределенным на основе модели образом 
могут изменить с 0-я на l -у  результат теста элемента, 
представленного вершиной.
3. ДЕТЕКТИРУ ЕМОСТЬ
В предложенной модели мерой детектируемости (е) является то 
количество элементов структурного графа, соответствующих
16 7
ошибочным структурным элементам, при котором в случае любой 
комбинации ошибочных элементов ошибка системы обнаруживается, 
но есть такое множество е+1 элементов структурного графа, со­
ответствующих ошибочным структурным элементам, при котором 
ошибка системы не обнаруживается.
Детектируемость зависит и от структуры S и от набора тестов 
Т  системы.
Были сформулированы и доказаны теоремы о детектируемости 
структуры S при некотором наборе тестов T  -  е (S ,T ) - ,  о 
максимальной и мимнимальной возможной детектируемости 
структуры S при полных тестовых наборах -  е ( s ) max» e(S)min.
Приведем последние две теоремы:
Теорема 1. Максимальная возможная детектируемость структуры 
S на одно меньше, чем количество вершин в наименьшей, силь­
но связанной такой компоненты графа структуры g , из кото­
рой не существует ориентированной цепи в другие компоненты:
е ( s )max =  I м* !  m in  ~  1  i
где и* множество вершин вовне изолированного, сильно 
связанного подграфа.
Теорема 2. Максимальная возможная детектируемость структуры 
s полным на нее набором тестов на одно меньше, чем обхват -  
то есть длина кратчайшего ориентированного контура -  в графе 
структуры g : е (s )min - g ( g) - 1 .
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Дщ систем с неполными наборами тестов X  или для систем с
нециклическим структурным графом ( g(G0) =0 ) детектируемость :
6 (S, Т 0 )  = е (So)max = е (So)wi«=0.
4. ПРОЧИЕ РЕЗУЛЬТАТЫ И НАПРАВЛЕНИЕ ПРОДОЛЖЕНИЯ ИССЛЕДОВАНИЙ
Используя предложенную модель и разработанные теоремы легко 
решается задача по анализу и сравнению мультимикропроцессор- 
ных систем с точки зрения возможности самопроверки:
структурные варианты s± и варианты наборов тестов T j  
четко характеризуются показателями детектируемоети
е (Si) max, e(Si)m in,
Теоремы и их доказательства показывают методы выявления”сла­
бых и перестрахованных"точек структур и наборов тестов.
На основе модели была разработана также количественная мера 
наборов тестов.
Задача синтеза поставлена в работах СО - СО как синтез 
структур и предложение оптимальных структур. Оптимальные 
структуры предлагаются и в настоящей модели, причем не толь­
ко по параметрам e(s) шах , е (s) min « но и по ожидаемому 
объему набора тестов и твердого ядра.
Задача синтеза автором поставляется скорее как синтез мини­
мального набора тестов с предписанной детектируемое ти. (Тут 
речь идет о производстве спецификации набора тестов). Дока­
зательства теорем показывают возможные методы, например, пе­
речисление примитивных подграфов (тестов), покрывающих струк­
турный граф.
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Естественным продолжением этих работ является установление ус­
ловий диагнос тируемоети и разработка процедур анализа и син­
теза по детектируемое ти и по диагнос тируемости.
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О декомпозиции коммутативных автоматов 
с помощью о&-произведений.
Б. Имрех
В теории конечных автоматов большую роль играют разные 
способы композиции автоматов, позволяющие строить более сложные 
автоматы из более простых автоматов. Для таких рассмотрений 
были введены разные понятия композиций. Такие понятия: прямое 
произведение, квази-прямое произведение, ofc-произведение [7 ], 
произведение Глушкова [9] и обобщения этих понятий [8 ]. (С 
другой стороны известны разные представления автоматов как 
изоморфная реализация, гомоморфная реализация [9] и изоморфная 
симуляция, гомоморфная симуляция [8 ]. Для данной композиции и 
данного представления рассматривается следующий вопрос; как 
можно характеризовать системы конечных автоматов, из которых 
можно построить все конечные автоматы с помощью вибранных 
композиции и представления. Таким образом дается группа проб­
лем, изображенная на следующей таблице. (Таблица заключает в 
себе ссылки на статьи, занимающиеся такими проблемами.)
Дальнейшие интересные вопросы даются при построении всех 
автоматов какого-нибудь специального класса конечных автоматов. 
Группа проблем, изобраменная в предыдущей таблице, интересна 
для класса конечных коммутативных автоматов. Исследования,
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связанные с эти;»! классом содержался в рабоах [4-] , [6 ], [7], [14]. 
ii дальнейших рассматривается вопрос, как можно характеризовать 
системы конечных автоматов, из которых можно постороить все 
конечные коммутативные автоматы с помощью о&-произведения и 
изоморфной реализации, В этой работе мы дадим обзор о резуль­
татах раооты [1 1 ] , которые дадут ответ на этот вопрос.
Во первых мы вводим нужные понятия, автоматом называется 
объект Ав(Х,А.<Л , где X -непустое конечное множество входных 
знаков,А -непустое конечное множество состояний и сГ -отобра­
жение множества А‘Х в множество А • Пусть заданы автоматы 
Д*(Х,А.<^) и ß a (X .B .J i)  . автомат В называется 
подавтоматом автомата А если ВбА и функция 4  совпадает 
с пункцией Í b на множестве В*Х . Взаимно однозначно отоб­
ражение / х  множества А на множество В называется изо-
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морфизмом если выполняется /и (с ^ (а ,к ;)  »  ^ / Л ( , а ) . у )  для
любых элементов а е А  и х еХ  . Говорят, что автомат А  
изоморфно реализует автомат В если существует подавтомат А* 
автомата А  такой, что автоматы А 1 и ß  являются изомор­
фными. *
Обозначим через i  фиксированное натуральное число и 
пусть заданы автоматы А * ® (Х *, A t , ) C i» à)«*,k ) . o i i  -
произведение автоматов A n .  представляет собой автомат
А « С Х .А .< П  »определенный заданием множества X и отображения 
множества А / '" A u ’*X в множество X<e” ' ÄXk , где 
отображение выполняет следующие условия:
Я (  ^ 4 ~/6«м..-.сц^и каждое отображение «
зависит только от таких состояний, которые имеют индекс меньше 
чем j + i  . Множество состояний А автомата А  совпадает с 
произведением А л* *Ак , а отображение S '  определяется 
с помощью соотношения <Г(а4,~.,ац,х) 
для любых элементов (04,—»аи) € A4e*-- Air , хеХ .
Автомат А»(Х,А,сГ) называется коммутативным если 
выполняется соотношение сГ(а,Х,)(к)ясГ(а1х«}(4) для произвольных 
состояния а е А  и входных знаков к,,х4еХ . Обозначим 
через J K  класс всех коммутативных автоматов.
Автомат A**(X«A#cf) называется связанным если для 
произвольных состояний О д ^ е А  существуют входные слова р 
и такие, что сГсад.р^сГса*,^) . Обозначим через к с класс 
всех коммутативных связанных автоматов.
Система автоматов Z L  называется изоморфно полной для 
относительно о£;-произведения, если для любого автомата А ( К
\
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существует ^'-произведение автоматов из 2И , которое изоморф­
но реализует автомат Л .
Во первых рассматривается c i* -произведение. Для коммута­
тивных автоматов имеет место следующий результат.
Теорема. Люоой коммутативный автомат можно изоморфно реа­
лизовать 0&-произведением автоматов из класса К с  .
для произвольного простого числа обозначим через
• í ° . - y ‘’“i  . <£■ ) автомат, где сГДб.Х^ -ô+t(m©<M 
и cCív.x^-cCí^Xi.) ■?*»" для люоых S ( O è S < r )  , t  ( O é i ^ r ) ,
V (o fv é r ) .  Пусть М  -множество всех автоматов Ml Г, где ч- 
является простим числом. Ьусть долее Е / ( 1 'Д М Д  автомат, где 
с5х о .у  ) з  О и S ( > Q ,x ) » é \* ,x ) * & ( . * , Л . дЛя класса З^с имеет 
место следующий результат.
Теорема. Люоой коммутативный связанный автомат можно 
изоморфно реализовать оС0 -произведением автоматов из класса
M U Í E J .
из определения ot© -произведения непосредственно вытекает, 
что oíp -произведение оС0 -произведений является od© -произве­
дением. Таким оиразом из предыдущих теорем следует что система 
M U CEJ изоморфно полна для К  относительно Ы.0  -произведе­
ния.
применяя эти результаты не трудно доказать следующую 
теорему, с о держа, юту ю необходимое и достаточное условие для 
того, чтобы сиатема автоматов опла изоморфно полна для X  
относительно cd* -произведения.
Теорема, система автоматов J Z  изоморфно полна для X  
относительно od* -произведения тогда и только тогда, когда
175
выполняются следующие условия:
(1) Существует автомат Д0е Ц  такой, что автомат 
изоморфно реализуется Ы0 -произведением одного 
фактора автомата А*.
(2) Для произвольного простого числа т* существует 
автомат Д е 2  такой, что автомат Mir- изоморфно 
реализуется о£в -произведением автоматов А„ « А •
В дальнейших мы предположим, что г 2: 4  и рассмотрим 
об-произведение, для произвольного простого числа ~г~~ 
обозначим через автомат, где
с5 -^( S , > = s» S + -i (vr»ôd V )  ДЛЯ любых S  ( 0 * S $ r - 4 ) ,  i  ( O Á b f r - 4 ) .
пустьМ  -  множество всех автоматов Ml г- , где является 
простым числом. Тогда мы имеем следующую теорему.
Теорема Система автоматов Л  изоморфно полна для ^  
относительно ok -произведения тогда и только тогд^, когда 
для люоого простого числа У ~  существует автомат А  €.£1 
такой, что автомат Mir* изоморфно реализуется a C i -произведе­
нием одного фактора автомата А .
Из этой теоремы вытекает, что системы, изоморфно полные 
для относительно ok  -произведений совпадают для всех
разных t è d  . с  другой стороны, применяя результат работы [Ю] 
мы получим, что эти системы совпадают с системами, изоморфно 
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ХАРТВИГ, Рольф ГДР
ЯЗЫКИ С ПЕРЕМИШЫМИ С ИНДЕКСАМИ КАК ЧАСТИЧНЫЕ МНОГООСНОВНЫЕ
ПЕАНО-АЛГЕБРЫ
R. Hartwig, Karl-Marx-Universität Leipzig, Sektion 
Mathematik, DDR-7010 Leipzig, Karl-Marx-Platz
В статье / 2 /  описана важная во многих отношениях возможность 
эквивалентного преобразования системы последовательно рабо­
тающих присваиваний в оператор параллельных присваиваний 
("параллельное предложение”) .  Существенным для вывода правил 
преобразований явилось описание действия параллельных при­
сваиваний посредством соответствующих формальных подстановок. 
В качестве существенного достаточного условия для этого пред­
положено наличие условных выражений в языке.
Излагаемый здесь алгебраический подход к синтаксису и к семан­
тике произвольных языков с переменными с индексами, который 
следует некоторым мыслям Летичевского / I / ,  позволяет нетруд­
но доказывать также необходимость этого условия. Для этого 
общего подхода к синтаксису и к семантике языков с индекси­
рованными переменным! надо расширить теорию частичных много- 
основных алгебр, которая до сих пор мало развита.
Алгебраические основы
Тройку г = ( I ,  й, а) назовем многоосновной сигнатурой, если 
I и й -  некоторые множества, а  а : й •— ► 1+ _ отображение
множества & в множество 1+ всех конечных последовательностей
элементов множества I .
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A = [ ^üPü)€Q ^
называется частичной многоосновной алгеброй с сигнатурой тг 
(короче, частичной т^-алгеброй), если А  = -  семейст­
во множеств, a f  = ” семейство частичных операций,
где
’О)
есть функция из А.^  х . , .
A j  X  А  . X  •  .  « X A j  ^11 12 А»
X  А . В  А .
I n  1 п  + 1
Aj
i  n + 1
в том случае, когда 
имеет место а(а)) = ( i ^ , . . •  » in »in+/j)» Элементы множества I  на­
зываются типами, элементы множества Q операторами, отображе­
ние а I-арностью, множества А^называются основными множест­
вами и функции t  -  операциями алгебры А . Такую алгебру А на­
зовем частичной многоосновной Пеано-алгеброй с сигнатурой т 
и с многоосновным Пеано-базисом X, если X = ( х р 1е1и
X. £ А .  для любого i € i  и если выполняются следующие обоб-
1 1  1 )щенные Пеано-аксиомы :
П1. f w(a) <* X jj. для любого соей при а(ш) = ( i ^ , , . , , i n , k )
6 dom f. 2)и для всех конечных последовательностей a ----------ш
П2. f tó (а) = £ Ш2(Ь) заключает в себе оц в о>2 и a = b
пз.
для любых ü ) ^ ,a ) 2  е Q и a € dom , b  € dom
[ X ] ft = я  ,
ß
где [X] обозначает подалгебру (наименьшее замкнутое подсе-г- 
мейство), порожденную подсемейством X .
Пусть 3 = [ I -  вторая частичная многоос­
новная алгебра с сигнатурой т , Семейство Ь. = (bi ) i e I  ото- 
бражений h± : Ai  >— ► Bi  из Ai  в В.^  называется консборм- 
:шм частичным т-гомоморфизмом из А в В , если для всех
Сравни / 3 /  в однотипном случае.
dom f  -  область определения функции f  .
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w£Q при сй( ш) = ( i 1 , . . .  » i n » i.n+-] ) ш леет ы е ст о :
( 1 ) ( , . . . ,  a n ) €  d o r n  -  ш ■ - -  ц ) '  - ' I  » - - * » - пf » A  V a 1 ” - ' - a n >  «  4 о а  ♦
a - j €  d o m  h .  л  .  , . л а п £  d o m  h . л  ( h .  a  <j, . . . ,  h . a n )  £  d o m  q
1 - ]  x n ± - j  -L  n  w
( 2 ) n
1 n + 1 w( a - | , . . .  , a n) — £>щ(-Ц ^  1 » • • • » s>n) •
С ем ейство ь = (  ^^ о т о б р а ж е н и й  b i
X
X
и з б а ­
зисны х м н ож еств  одн ой  ч асти ч н ой  м н огоосн ов н ои  П е а н о -а л г е  
бры А в основн ы е м н ож ества  ал гебр ы  3 н а зы в а ет ся  частичным  
8 -о б л о ж ен и ем  П е а н о -б а з и с а  X ал геб р ы  д . Н ак он ец , и м еет  
м е с т о  ,
Т еорем а С о продолж ении ). Для каждой ч асти ч н ой  м н огоосн ов н ои  
П еаи о-ал гебр ы  я с си гн а т у р о й  т  , каж дой ч а сти ч н о й  и - а л г е ­
бры 8 и к аж дого  ч а ст и ч н о го  8 -  облож ения ъ  П е а н о -б а з и с а  х  
алгебры  я с у щ е ст в у ет  оди н  и то л ь к о  оди н  конформный ч а ст и ч ­
ный т-  гом ом орф изм  11, и з д в 8 , который н а д  X  т о ж д е ст ­
вен н о  с о в п а д а е т  с ъ , включая " н ео п р ед ел ен н о г о  зн а ч е н и я " .
Т еорем у можно д о к азы в ать  р ек у р си в н о  п о с р е д с т в о м  принципа а л ­
г е б р а и ч е с к о й  и н дук ц и и , который п е р е н о с и т с я  на частичны е мно­
гоосн ов н ы е а л геб р ы .
Языки с переменны ми с индексам и
С интаксис язы ков терм ов  с  переменны ми с ин дек сам и ( к о р о ч е  : 
"пи-язы ков") можно описы вать у д о б н о  п о с р е д с т в о м  частичны х  
двухтипны х П е а н о -а л г е б р  со  сп ец и ал ь н ой  с и г н а т у р о й . С и гн атур а  
Л = ( 1 д ,  й д , осд) н а зы в а ет ся  я п и -с и г н а т у р о й , е с л и  1 Д -  д в у х ­
эл ем ен т н о е  м н ож ество  С п у ст ь  з д е с ь  п р о ст о  1 Д = { i ,  2 }  )  и 
дл я  каж дого ш£йд вы п ол н я ется : и з  а д (со) = )
с л е д у е т ,  ч то  n  = О или i / ] = i 2 = • • • = i n=:‘1 * В за в и си м о ст и
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о т  т о г о ,  ч то i n + j^= "1 или i n + /j= 2  , пишем или шел f
так  ч то для я п и -с и г н а т у р  А и м еет  м е с т о :
й, = ф и Л , г д е  Ф п Л = 0  .
П оэтом у за д а ем  частичную  Д -а л г е б р у  А = [(A .|_)i € j  » ( f w) w^  1 
с я п и -с и г н а т у р о й  А четверкой
А = [ А/| » -^2 * ф^србФ * ^Л.^Л.€Л  ^ *
М ножество EXPR н а зо в ем  язы ком ('тер м ов ’) с переменны ми с ин­
д е к с а м и , есл и  EXPR е с т ь  о с н о в н о е  м н ож ество п е р в о г о  ти п а  ч а с ­
тичной м н о го о сн о в н о й  П еан о-ал гебр ы
SXN = [ EXPR , VAR ; § , Ъ ]
с я п т - с  г н а т у р о й  А , для  П е а н о -б а з и с а  X = (Х^  ,Х2) к о т о р о й  
вы полняется Х^ = VAR . При эт о м  а л г е б р а  SYN н а зы в а ет ся  язы ­
ко-определяю щ ей или си н т а к си ч еск о й  а л г е б р о й , элементы  мно­
ж ест в а  EXPR назы ваю тся выражениями я зы к а , а  элем енты  мно­
ж е ст в а  VAR перем енны м и. С ем ей ств а  5 = < f  ср) фбФ и 25 =  
s s ( f ^ ) ? А назы ваю тся  сем ей ств ам и  словарны х П ункции, п ор ож да­
ющие выражения и с о о т в е т с т в е н н о  п ер ем ен н ы е. Х2 о б о з н а ч а е т с я  
множ еством SIMPLV просты х п ер ем ен н ы х, а  м н ож ество  CEXPR =
= im f , n н а зы в а ет ся  ^ м нож еством состав н ы х выражении иф€Ф ■ф
т о ж е с т в о  SUBSV = im  м нож еством  перем енны х с  и п д е к -
сам и .
Из с в о й ст в  частичн ы х м н огоосн овны х П е а н о -а л г е б р  с л е д у е т
Т еорем а (о  п и -я зы к а х ) .
(1) SIMPLV £ VAR £ EXPR
(2) SIMPLV П SUBSV = 0  VAR = SIMPLV U SUBSV
1) im  f  -  о б л а с т ь  зн ач ен и й  Пункции
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(3) VAR Л CEXPR = 0  EXPR = VAR U CEXPR
(4) Vw<1ü)2#//NfCu^ » w2€ ФиЛ л M e dom a IH* 6 dóm f
л f Wl( W )  = f M2( W )  —  «Ц = «2 л  W = « ' )
В дальнейш ем  ф иксируем  я п и -с и г н а т у р у  Д и р а ссм а т р и в а ем  к он ­
формные А -гомоморф измы  в к л а с с е  в с е х  частичн ы х А - а л г е б р .  
Е сли EXPR е с т ь  язык с переменны ми с и н дек сам и  и SYN =
= [ EXPR ,  VAR I 5 , я ]  -  е г о  определяю щ ая а л г е б р а , то по  
т ео р ем е  о продолж ении д л я  каждой ч асти ч н ой  Д -а л г еб р ы
8 = [ В1 , В2 ; ( 6ф) ф€в , ( в Г л е л  I 11 Д ™  к а ц д о г о  ч а е т и ч -  
н о г о  з-о б л о ж ен и я  (v,p) П е а н о -б а з и с а  (VAR , SIMPLV) алгебр ы  
SYN су щ ест в у ет  о д н о зн а ч н о  конформный частичны й д-го м о м о р ­
ф изм hom = (h o т е х ,  hom v) и з  SIN в 3 , которы й я в л я е т с я  е с т -  
ественн ы м  продолж ением  пары отображ ен и я  С v* rj) . В  ^этом  кон­
т е к с т е  отобр аж ен и е v н а з о в е м  зн а ч ен и ем  п ер ем ен н ы х, а  о т о б р а ­
ж ение г] наим енованием  п р осты х п ер ем ен н ы х.
А л г еб р а  SYN о с о б ен н о  х а р а к т е р и зо в а н а  т ем , ч то  м еж ду е е  о с ­
новными м нож ествам и с у щ е с т в у е т  отн ош ен и е, а  им енно VAR £
£  EXPR . П оэтом у н ас и н т ер есу ю т  о с о б е н н о  так и е образы  з ал ­
гебр ы  SYN , дл я  основны х м нож еств которы х с у щ е с т в у е т  тоже н е ­
к о т о р о е  с о о т в е т с т в и е . Н а зо в ем  пар у [ з  , £1 с в я за н н о й  А -а л г е ­
бр ой  , е с л и  з , как р ан ь ш е, е с т ь  ч а ст и ч н а я  д - а л г е б р а ,  и
Б. Б.
-  ото б р а ж ен и е  и з в 2 в . Н азовем  С с в я з у ющим о т о браж ением  
в з .  Принимать во вшо?такие за д а н н о е  связую щ ее о т о б р а ж е н и е , 
э т о  зн а ч и т , р а ссм а т р и в а т ь  тольк о т а к и е  з -о б л о ж е н п я  ( v , л)  , 




ГСбр [3, Ç] О1
т а к и х  з  -о б л о ж ен и й  для  любых свя т  
е с п е ч к в а е т с я  еле'дующей т е о р е м о й .
пшх д - а л -
Т е о р е х а  (об о б р а з а х  п и -я зы к о в  ) .  Для к адк ой  си н т а к си ч еск о й  
алгебры  SYN п и -я зы к а , каж дой св я за н н о й  Д -а л г е б р ы  [8 ,£ ] и 
каж дого наим енования пр осты х переменны х Л : SIMPLV >— ► В2 
су щ ест в у ет  о д н о зн а ч н о  о п р ед ел ен н о е  зн а ч е н и е  перем енны х  
V : VAR >— ► , так  ч т о  е с т е с т в е н н о е  п р одолж ен ие В от =
= (h o m ex , hom v) 8 -о б л о ж ен и я  ( v t ri) вы полняет р а в е н с т в о
V = £ о homv • / /
Из э т о г о  с л е д у е т ,  ч то  конформный частичны й Д -гом ом ор ф и зм  
hom = (h om ex , hom v) о д н о зн а ч н о  о п р е д е л е н  у х е  ч е р е з  л и £ .
Вообщ е г о в о р я , можно принимать каждую ■свя зан н ую  Д -а л г е б р у  
[ 3 ,  £ ] з а  сем а н т и к у  р а ссм а т р и в а ем о го  п и -я зы к а , или н а о б о р о т , 
сем ан ти к а  п и -я зы к ов  можно за д а в а т ь  просты м с п о со б о м  в виде  
св я за н н о й  д-алгебры  [ s e m , г ]  . Таким о б р а зо м  
SEM = [ w , N } 3 , б ]
называется семантической алгеброй, w -  множеством значений,
9
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N -  м н ож еством  и м ен , 3 = (Фф: Wn q> > — i► W)(p€$  -  сем ей ст в о м  
сем а н т и ч еск и х  о п ер а ц и и , и в  = (a ^ s  Wn x >— ► Ю ^ €Д “  с е м е й с т ­
вом выбирающих ф ункций. Ч асти ч н ое  отобр аж ен и е
г  ï N >------ *■ W
н а зо в ем  реферативны м отобр аж ен и ем  или отнош ением  " и м ен о в а т ь " .
В за в и с и м о ст и  о т  наим енован ия и , к о т о р о е  в дальнейш ем  с ч и т а ­
ем фиксированны м , и от р еф ер а т и в н о го  отобр аж ен и я  г  п ол уч аем  
сем а н т и ч еск и й  гом ом орф изм semr  = ( v a lu e r , nam er ) кате е с т е с т ­
в ен н о е  п р одолж ен ие horn.
П о л у ч а ет ся  следующ ая ком м утативная ди аграм м а







и вы полняю тся следующие рекурси вны е р а в е н с т в а  
v a l u e r ( v )  = r ( ï } ( v ) ) ,  nam er ( v )  = tj( v )  д л я  v  £ SIMPLV ,
v a l u e r ( f x ( IW ))  = r ( n a m e r ( f À( / W ) ) ) ,  nam er ( f Х(1Ю) »cr^Cv a l u e ТЩ
д л я  X 6 Л и  /Н € dom f
v a lu e r ( f  ф0Ю ) = Фф(у а 1 и е г ( ^  ) )  д л я  <р € Ф и МУ € dom й ф.
Если вы бираем SBM = SYN как  сем ан ти ч еск ую  а л г е б р у  и т о ж д ест ­
в ен н о е  отобр аж ен и е I , г д е  L( v )  = v  дл я  в с е х  v  е SIMPLV, 
как наи м ен ован и е просты х перем енны х л , то  п о л у ч а ем  важный 
специальны й с л у ч а й . Таким о б р а з о м , каж дое связую щ ее о т о б р а ­
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жение в SYN представляет собой подстановку
s  : VAR )------ ► EXPR
в пи-языке EXPR , и однозначно определенное через s ( и I  ) 
продолжение hóm = (h o m ex ,h o m v ) описывает выполнение этой 
подстановки. Оно называется поэтому индуцированным через s  
эндоморфизмом подстановки sut>s  = ( s ü b e x g> su b v g ) .  Получаем 
следующую коммутативную диаграмму
s u b e x
EXPR >============й====^> EXPR
и следующие рекурсивные равенства
subex(v) = s(v) , subv (v) = V ДЛЯV € SIMPLVs s
suheXgCf^ OW)) « s(subvg(f^ (#0)), subvg(f (^0/)) = f ^(subeXgO*/))
для Л. € Л и U-l € dom f ^ , 
suheX g C f^ )) = Гф(8иЪех8С#/)) для Ф € Ф и N  ^  dom Гф .'
Параллельные присваивания и подстановки!
Параллельное присваивание является синтаксическим указанием 
некоторого отношения "именовать". Согласно заданному предпи­
санию (сравни например / 2 / ,  / 4 /  ) сопоставляются значения, 
представляемые выражениями, именам, представляемые переменны­
ми.
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Возникают вопрос, существует ли при любой семантике [ sem , г  ]  
для каждого параллельного присваивания подстановка s , кото­
рая действует таким же образом. Если г ’ обозначает описанное 
параллельным присваиванием реферативное отображение, то мож­
но алгебраически формулировать вышеуказанный вопрос следу­
ющим образом: Существует ли подстановка s , для которой сле­
дующая диаграмма коммутативна:
v a lu e .






При достаточно сложной семантической алгебре 3 вытекает су­
ществование "условных выражений” в языке ex pr  в том случае, 
когда такая подстановка s существует для всех г  и г ' .
При этом назовем выражение if  условным выражением (со срав­
нением имен), если существуют переменные u , v  € var и выра­
жения н.| ,н2 € expr, для которых при любых реферативных ото­
бражениях г выполняется
v a lu e  r ( i f  )
valuer (H^) , если 
v a lu e r CH2 ) » если
namer (u )  = namer (v ) 
namer (u )  4 namer (v )
но if  , H-j и н2 -  попарно не равны для всех значений. 
Вышеуказанная диаграмма (D) -  коммутативна только тогда, 
когда для всех переменных u ,v  € var n dom s из равенства 
name^Cu.) = name^Cv) всегда следует равенство 
v a lu e r ( s ( u ) )  = v a lu e r ( s ( v ) )  . Это выполняется в общем
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сл у ч а е  тольк о т о г д а ,  к о г д а  выражения s (и ) ж s (v )  являю тся
условны м и.
Этим им еем одн о  н ап р ав л ен и е д о к а з а т е л ь с т в а  следую щ ей теорем ы .
Т ео р ем а . В нетривиальны х я зы к ах  с  переменны ми с и н дек сам и  
сущ еств ован и е условн ы х выражений я в л я е т с я  необходим ы м  и д о ­
статочны м дл я  т о г о ,  чтобы с и н т а к си ч еск и  отраж ать п р о и зв о л ь ­
ный параллельны м п р и сваи в ан и ем  описанный п е р е х о д  р еф ер а т и в ­
н о го  отобр аж ен и я  в д р у г о е  п о д с т а н о в к о й .
Н а о б о р о т , с диаграм м ой ( о )  им еем  тоже следующую ком м утатив­
ную диаграм м у
и з к отор ой  можем чи тать  р а в е н с т в а , н азован ы  в / 2 /  условиям и  
к о р р е к т н о с т и ,
v a lu e  , (Н)  = v a lu e  ( su b ex  ( H ) ) ДЛЯ H € EXPR ,7? X* S
и #
naine t (v)  = name ( subv  ( v ) )  ДЛЯ v  € VAR .
X* X S
С этим и р а в ен ст в а м и  также п о к а за н а  д о с т а т о ч н о с т ь  наличия  
условны х выражении дл я  у т в ер ж д ен и я  теор ем ы .
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ПРАМАЯ ОБРАБОТКА ЯЗЫКОВ ПРОГРАММИРОВАНИЯ ОДНОРОДНЫМИ 
СТРУКТУРАМИ
Л. Метц
Т ехн и ч еск и й  У н и в ер си тет  Д р е з д е н , ГДР
Сообщ ение посвящ ено проектированию  программируемы х с х е м ,  
прямо имплементирующих язы ки програм м ирования д л я  за д а ч
у п р а в л ен и я . Выбранная о сн о в н а я  с т р у к т у р а  д а е т  в озм ож н ость•
вы сокой п а р а л л ел ь н о ст и  и с к о р о с т и  обрабатывающ их п р о ц е с с о в .
В самом п р о ст о м  сл у ч а е  п р е д п о л а г а е т с я  р егу л я р н а я  грам м атика  
я зы к ов , причем  сем ан ти к а  о п и са н а  автоматными функциями. 
О бсуж даю тся пример и принадлежащ ий вари ан т р е а л и за ц и и .
На р и с .1  п р е д с т а в л е н а  о сн о в н а я  с т р у к т у р а . Она я в л я е т с я  д в у ­
мерно б е ск о н еч н о й  сеть ю  а в т о м а т о в , п о ст р о ен н о й  и з  а в т о м а т о в  
Aq , Aj , Ag и А п .  Входы a 1 , а 2 . . . .  принимают зн ак и  программы . 
Число необходим ы х в кон кретном  с л у ч а е  в интерпретирую щ ей  
сх ем е  а в т о м а т о в  Ат о п р е д е л е н о  дл и н ой  программы. В нутр ен ние  
переменны е z ,^ z 2 , . . .  м о гу т  п ол уч и ть  зн ач ен и я  в х о д о в  х 1 , 
х 2 , . . .  . Выходами у«, , у 2 , • • .  выдаю тся ак туал ь н и е зн ач ен и я  
переменны х z ,^ z 2 , . . .  , которы е сохр ан я ю тся  в а в т о м а т а х  A g . 
Число а в т о м а т о в  А2 в к он к р етн ой  р еа л и за ц и и  с о о т в е т с т в у е т  
число эт и х  перем енны х.
П усть G = ( а , H, s ,  R) -  грам м атика язы ка пр ограм м ир ования, 
причем А терминальны й ал ф ав и т, н спом огательн ы й ал ф ави т, 
s  <= s  начальны й символ и К ^ н * ( А Н ^ { е } )  м нож ество  
п р ави л . Символом е о б о зн а ч и м  п у с т о е  с л о в о . Комбинаторные 
автоматы  A j симулируют вывод программы в с о о т в е т с т в и и  с  
грам м атикой я зы к а . Т р е б у е т с я , что и з  ( h ,  a h ' ) ,  ( h ,  a h ' ' ) e  R 
с л е д у е т  h ' = h” для в с е х  h, h ' ,  h " e  H и а в А  . Так 
су щ ест в у ет  ч асти ч н ая  функция h^+1 : = o c ( h ^ , a ^ ) ав т о м а т о в  
A j ,  причем (h., a . h . +1) € R  д л я щ е й ,  а^ <= A, j=l,2,... .
1 9 2
Р и с . I
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Е ди н ств ен н ой  за д а ч е й  а в т о м а т а  А,- я в л я е т с я  п р ед о ст а в л е н и е  
начальны й сим вол h 1 = а . П рограмма а 1 а « . . . а ^  н а зы в а ет ся  
д о п у ст и м о й , есл и  (h m+1, е)  e  R .
Кроме т о г о ,  автоматы  ти п а Ат вызывают ин терп ретацию  програм м  
комбинаторными автом атам и  А п .  Для э т о г о ,  преж де в с е г о ,  
каждый ав т о м а т  Ag п е р е д а е т  в в е р х  информацию
( i  » Л = 1 , 2 , . . . )
г . л . := А ( г .  ., z . .)1 - 1 , Л ' 1,Л 1,Л
Чтобы о б е с п е ч и в а т ь  вы числение в с е х  
то z .  . = а е сл и  i  >  п и п  н а зы в а ет1 » J
число п ерем енны х, и сп ол ьзуем ы х в к он к р етн ой  п р огр ам м е. Потом  
т р е б о в а е т с я  / К г .  • , я  ) = а . Автоматы Ат р еал и зую т и н с т р у к -9 J
г .  . у с л о в л и в а е т с я ,  
i , л
ции Ъ1 ,л ,r (h j .a j , которы е пер ер абаты ваю тся
автом атам и Ас следующим о б р а зо м :
z ! .= è ( г .  . , z . .)
1, Л 1 ,  Л 1, Л
b . - . := А ( Ъ. . , z !  . )  
1 + 1 , Л 1,Л 1,Л
= м( Ъ.  . ,  z ! .)' i , Л i , Л
z.  . , 
i , Л +1
Д а л ее  т р еб у ю т ся  / ( h ,  a , r )  = Р ( г ,  £  ) = А ( ъ ,  £  ) =
= А ( £ , z ’ ) = и ( b ,  ь ) = Vi ( £  , z ’ ) = £  для  в с е х  h , г ,  ъ 
и г ’ , чтобы с о з д а т ь  вне ак ти вн ой  ч а с т и  поля едины е и ясны е  
у с л о в и е . С помощью следующих словарны х функций можно о п и са т ь
Д ей ств и е  принадлежащ их к правилам  грам матики и н стр ук ц и й :
Д  ( г , е )  = г  , Д  ( г , zz)  = Д  ( e ( r , z ) , z )
£  ( г ,  е ) = е , £  ( г , zz)  = £  ( / 3 ( r , z ) , z )  <Д(г, z)
jv (b, е ) = e , £  (b, zz) = ,.u (b,z) д  (A(b,z),z)/ /
Символом z об о зн а ч и м  сл ов о  с о ст о я щ ее  и з  зн ак ов  z 1v z 2 , . . . .  
П олучена и н тер п р етац и я  п р ави ла ( h ,  ah  * ) a  R :
Z1Z2 . • .  z^ ->■ д (  | ' (h,  а ,Д(  Ь » z-j z 2 « » » 2Д ) ),£_(c , z -jZ2 « . .  z^) )
Таким о б р а зо м  програм ма зн ак  з а  зн ак ом  о б р а б а т ы в а е т с я . 
Р е з у л ь т а т  z 1 m, z 2 m, . . . »  z n m п е р е д а е т с я  о б р а т н о  к а в т о ­
матами А^ при помощи сп ец и а л ь н о го  н а б о р а  п р ов од ов  и ч е р е з  







есл и ь. .1,Л
Если с е т ь  а в т о м а т о в  р а б о т а е т  си н хр он н о по так там , то про­
г р а ш а  мож ет быть о б р а б о т а н а  п о в т о р н о . Только автоматы  Ag
194
имеют память и могут получить или выдавать внешние инфор­
мации.
Примером является следующий язык программирования для одно­
временного вычисления рядов инструкции с Булевыми дизъюнктив­
ными нормальными .формами. У
<программа> : := begin < ряд и н с тру к ц и й  > end
< ряд инструкций> < инструкция> | < ряд инструкций>
; < инструкция >
<инструкция> < переменная > <, выражение >
ч выражение> ::=  < копюнкция > j < выражение > v
< конюнкуия>
<конюнкуия> : := < переменная > | < копюнкция > 's
< переменная >
< переменная > : := < цифра > I  т <  цифра > |
< переменная> < цифра >
< цифра;» : := 0 ( I | 2 J Ь | 4 j 5 f ô 1 7 ( 8 | 9
Переменными являются ряды цифр. Если переменная с отрицанием 
на левой стороне инструкции, то она получает отрицательное 
значение выражения правой стороны.
Функция автомата Ат определена на таблице I .  Есть и две 
дополнительные бинарные величины и . Они соответствуют 
дополнительной строке, которая реализована в автоматы Aj.
Для того, чтобы обработка упростится программа дана в обрат­
ном порядке. Табл.2 определены автоматы Ап. Величины z. .-*■ 9 fl
разлагаются в две бинарные компоненты z1 . . и z 0  . . , 
причем z9 . . является маркой. Эта таблица может быть исполь- 
зована для оценки затраты. Оказывается, что современной
О о
технологией около 10 до 10" автоматов Ag могут реализиро- 
ваться в одном элементе с высоко интегрируемой логикой. Для 
практических применений этот предел нам кажется еще мало 
для того, чтобы целое поле укладываться в один элемент. У 
каждого автомата A q  16 входов и выходов. Если совместно 
будут реализованы 20 автоматов типа А п ,  то получм элементы 
с 70 входами и выходами, с помощью которых может быть реали­
зовано поле любого размера.
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Более удобним вариянтом является реализация по рис.2 , кото­
рая получена по тому же самому принципу проектировании как 
прежде, но базируется на последовательной и цикличной обра­
ботки программы с помощью динамичечкой памяти. В особенности 
тогда, когда не надо вывести все переменных, могут быть 
указываны структуры, которыми обеспечиваются большая при­
способляемость и хорошое использование достижимой степени 
интегрирования.
Представленный принцип проектирования можно и применить при 
реализации других примеров языков программирования. Ограни­
чение на языкы с регулярной грамматикой не является сущест­
венным. Любой язык, акцептированный детерминированным много­
ленточном автоматом в реальное время, может быть интерпре­
тирован с помощью моделирования лентов на поле. Однако с 
ростом сложности сети более значительными становятся пробле­
мы задержки. В представтенном примере граница задержки по 
порядку равна сумме n + m /число переменных и знаков в 
программе/, и не растет так сильно как произведение n*m .
Лит.: Metz, J . ,  L ü t je n s ,  G., Homogene unendl iche  Automaten­
ne tze  aus Mealy-Automaten, IFAC-Symposium D isk re te  
Systeme, Dresden 1977, 5, 83 -  93.
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ON THE REPRESENTATION OF FINITE LATTICES 
IN THE CLASS OF FINITE AUTOMATA 
J e r z y  W. G rzym ala-B usse
I n t r o d u c t i o n
An im p o r ta n t  p a r t  o f  t h e  a u to m a ta  t h e o r y  i s  t h e  s t r u c t u r e  t h e o r y  o f  
f i n i t e  a u to m a ta ,  w hich  d e a l s  m a in ly  w i th  t h e  p ro b le m s  o f  some ty p e s  o f  
d e c o m p o s i t io n  o f  f i n i t e  a u to m a ta  / 9 / .  The b a s i c  t o o l  o f  t h e  s t r u c t u r e  
t h e o r y  o f  a u to m a ta  i s  t h e  c o n c e p t  o f  a p a r t i t i o n  on t h e  s e t  o f  s t a t e s  o f  
t h e  f i n i t e  au tom aton  w i t h  t h e  s u b s t i t u t i o n  p r o p e r t y ,  o r  s h o r t l y  a S .P .  
p a r t i t i o n .
In  t h e  p a p e r  we c o n c e rn  su c h  f i n i t e  a u to m a ta  t h a t  t h e i r  n o n t r i v i a l  
S .P .  p a r t i t i o n s  a r e  in c o m p a ra b le .  I n  o t h e r  w o rd s ,  we c o n s i d e r  such  a u t o ­
m ata  t h a t  t h e i r  p r o d u c t  and sum o f  any two n o n t r i v i a l  S .P .  p a r t i t i o n s  a r e  
e q u a l  to  0 and 1, r e s p e c t i v e l y ,  w here 0 i s  t h e  t r i v i a l  p a r t i t i o n  such  t h a t  
e a c h  s t a t e  c o n s t i t u t e  o n e -e le m e n t  b lo c k  o f  i t  and 1 i s  t h e  t r i v i a l  p a r t i ­
t i o n  su ch  t h a t  i t  c o n t a i n s  j u s t  one b lo c k .  I t  i s  an i m p o r ta n t  c a se  f o r  
a p p l i c a t i o n s ,  s i n c e  f o r  a f i n i t e  au tom aton  A t h e r e  e x i s t s  a r e a l i z a t i o n  i n  
t h e  form  o f  p a r a l l e l  c o n n e c t io n  o f  two s im p l e r  a u to m a ta  i f  and o n ly  i f  
t h e r e  e x i s t  two S .P .  p a r t i t i o n s  such  t h a t  t h e i r  p r o d u c t  i s  e q u a l  to  0 / 9 / .  
We s tu d y  a  m o d if ie d  p rob lem  from  / 5 / :  I s  i t  p o s s i b l e  to  r e p r e s e n t  a r b i ­
t r a r y  f i n i t e  l a t t i c e  w i th  in c o m p a ra b le  n o n t r i v i a l  members i n  th e  form o f  
t h e  l a t t i c e  o f  a l l  S .P .  p a r t i t i o n s  o f  some f i n i t e  au to m a to n ?  T h is  p ro b le m  
i s  s t i l l  open . T here  e x i s t s  m ore g e n e r a l  open  p ro le m  / 1 1 / ,  known a s  
e x t r e m e ly  d i f f i c u l t :  I s  i t  p o s s i b l e  to  r e p r e s e n t  a f i n i t e  l a t t i c e  i n  t h e
form  o f  t h e  co n g ru e n c e  l a t t i c e  o f  a f i n i t e  a b s t r a c t  a l g e b r a ?  These 
p ro b le m s  a r e  s i m i l a r  t o  a n o t h e r  one s o lv e d  i n  / 7 / :  F o r  g iv e n  monoid E o f
f u n c t i o n s  to  f i n d  a s e t  o f  a l l  au to m a ta  w i t h  t h e  endomorphism  monoid e q u a l  
t o  E.
I n  t h e  p a p e r  we s tu d y  i n  d e t a i l  th e  c l a s s  o f  t o t a l  a u to m a ta  and a s  a 
r e s u l t  we have  t h a t  i n  t h i s  c l a s s  t h e r e  e x i s t  a u to m a ta  w i t h  p+1 in co m p ar­
a b l e  n o n t r i v i a l  S .P .  p a r t i t i o n s  o n ly ,  w here p i s  a p r im e  number. M o re o v e r ,  
i t  i s  shown t h a t  i n  t h e  c l a s s  o f  i n c o m p le te ly  s p e c i f i e d  a u to m a ta  can be  
r e p r e s e n t e d  a r b i t r a r y  f i n i t e  l a t t i c e  w i th  in c o m p a ra b le  n o n t r i v i a l  m em bers.
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1. P r e l i m i n a r y  D e f i n i t i o n s  and R e s u l t s
We q u o te  a few d e f i n i t i o n s ,  w h ich  can be fou n d  e . g .  i n  / 3 , 4 , 9 / .
A f i n i t e  au to m a to n  A (o r  b r i e f l y  au to m a to n ) i s  a p a i r  ( S , J ) ,  where S 
i s  a f i n i t e  nonem pty s e t  ( c a l l e d  a l s o  a s t a t e  s e t ) and J  i s  a  nonempty 
s e t  o f  f u n c t i o n s  o f  S i n t o  S. The s e t  J ,  t o g e t h e r  w i th  t h e  o p e r a t i o n  o f  
s u p e r p o s i t i o n ,  g e n e r a t e s  a se m ig ro u p  <J> o f  f u n c t i o n s  o f  S i n t o  S. Any 
e le m e n t  o f  J  w i l l  be w r i t t e n  a s  a  r i g h t  o p e r a t o r .  Fo r  f ,  f  e <J> we 
have
s ( f  f ) = ( s f ) f '
An au to m a to n  A = ( S , J )  i s  s a i d  to  be c o n n e c te d  i f  and o n ly  i f  f o r  any
s ,  s '  e S, t h e r e  e x i s t  a s e q u e n c e  s = Sq ,S j , . . . , s = s '  o f  e le m e n ts  o f  S,
and a se q u en c e  f _ , f , , . . . f  , o f  e le m e n ts  o f  <J> su ch  t h a t  e i t h e r  s . f . = s . , ,M 0 1 n -1  i t  l + l
o r  s . , f . = s .  f o r  i  = 0 , 1 , . . . , n - 1 .  An au tom aton  A = ( S , J )  i s  s a i d  to  be l + l  l  l
s t r o n g l y  c o n n e c te d  i f  and o n ly  i f  f o r  any s , s '  e S t h e r e  e x i s t s  f  e <J> 
such  t h a t  s f  = s ' .
A p a r t i t i o n  it on S i s  a  c o l l e c t i o n  o f  m u tu a l l y  d i s j o i n t  s u b s e t s  o f  S 
whose u n io n  i s  S. These d i s j o i n t  s u b s e t s  o f  S w i l l  be c a l l e d  b lo c k s  o f  tt . 
F or  s , s *  e S we s h a l l  w r i t e  s = s ' (tt) i f  and o n ly  i f  b o th  s  and s '  a r e  
members o f  t h e  same b lo c k  o f  tt.
L e t  tt and tt' be  p a r t i t i o n s  on S. Then th e  p r o d u c t  o f  p a r t i t i o n s  tt and
7Г’ i s  t h e  p a r t i t i o n  7Г*7Г' such  t h a t  s = s '(тт-тт') i f  and o n ly  i f  s = s' (it)
and s = s' (it' ) .  The sum o f  p a r t i t i o n s  tt and tt' i s  th e  p a r t i t i o n  tt+tt' such
t h a t  s = s ' (7Г+7Г ' ) i f  and o n ly  i f  t h e r e  e x i s t s  a  se q u en c e  s = S Q , s ^ , . . . , s n =
s '  o f  e le m e n ts  o f  S such  t h a t  s  = s . , , (7 T )  o r  s .  = s . , . ^ ' )  f o r^ l + l  l  l + l
i  = 0 , 1 , . . . , n - 1 .  For p a r t i t i o n s  it and it' on S we say  t h a t  tt jLs l a r g e r  
th a n  o r  e q u a l  t o  tt' , and w r i t e  tt' < tt , i f  and o n ly  i f  e a c h  b lo c k  o f  tt' 
i s  c o n ta in e d  i n  a  b lo c k  o f  it. We sa y  a l s o  t h a t  tt and tt' a r e  c o m p a ra b le .
I f  f o r  tt and tt' we have t h a t  n e i t h e r  tt < tt' n o r  tt' < tt t h e n  we say  t h a t  
tt and tt 1 a r e  in c o m p a ra b le .
F o r  th e  a u to m a to n  A = ( S , J ) ,  a  p a r t i t i o n  tt on S h a s  t h e  s u b s t i t u t i o n  
p r o p e r t y  i f  and o n ly  i f  s = s '(tt) f o r  s , s '  e S i m p l i e s  t h a t  s f  = s ' f ( 7 r )  f o r  
any f  e J .  We r e f e r  b r i e f l y  t o  p a r t i t i o n s  w i th  t h e  s u b s t i t u t i o n  p r o p e r t y  
on A a s  S .P .  p a r t i t i o n s  on A. The s e t  o f  a l l  S .P .  p a r t i t i o n s  on A,
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t o g e t h e r  w i t h  t h e  o p e r a t i o n s  + and  • , fo rm s a  l a t t i c e  L (A ).
PROPOSITION 1 . 1 . For any au to m a to n  A = ( S , J )  t h e r e  e x i s t s  c o n n e c te d  
a u to m a to n  В = (S,K) such  t h a t  J  с К and L(A) = L (B ).
PROOF. L e t  s  be  a f i x e d  member o f  S and l e t  f  be  a  f u n c t i o n  o f  S
i n t o  S d e f i n e d  f o r  any t  e S a s  f o l l o w s  f ( t )  = s .  L e t  К = J  и {f} and
l e t  В = (S ,K ) .  L e t  я be a r b i t r a r y  member o f  L (A ). F i r s t ,  f rom  th e  
d e f i n i t i o n  o f  t h e  s u b s t i t u t i o n  p r o p e r t y  on A i t  f o l l o w s  t h a t  я e L(B) i f  
r  = r 1 (я ) i m p l i e s  r f  = f 'f(7T) f o r  any r , r '  e S. M oreover ,  we have  t h a t  
r f  = s = r f ' ,  and hence  th e  l a s t  i m p l i c a t i o n  i s  a lw ays  s a t i s f i e d .  F i n a l l y ,  
t h e  f a c t  t h a t  t h e  au tom aton  В i s  c o n n e c te d  f o l l o w s  d i r e c t l y  from  th e  
d e f i n i t i o n  o f  c o n n e c te d n e s s .
PROPOSITION 1 . 2 . For any au to m a to n  A = ( S , J )  t h e r e  e x i s t s  s t r o n g l y  
c o n n e c te d  a u to m a to n  В = (S,K) s u c h  t h a t  J  ç  к and L(A) = L ( B ) .
PROOF. F o r  some s e S l e t  f  be  a f u n c t i o n  such  t h a t  f o r  any t  e S----- s
we have f  ( t )  = s .  L e t  R be a  s e t  o f  f u n c t i o n s  f  f o r  a l l  s  e S. L e t  В s s
be an  a u to m a to n  (S ,K ) ,  where K = J  U R. The r e s t  o f  th e  p r o o f  i s  j u s t  a  
v e r i f i c a t i o n  o f  t h e  f a c t  t h a t  В i s  s t r o n g l y  c o n n e c te d  and L(A) = L (B).
From P r o p o s i t i o n  1 .2  i t  f o l l o w s  t h a t  i n  f i n d i n g  a r e p r e s e n t a t i o n  o f  
t h e  f i n i t e  l a t t i c e  a s  th e  l a t t i c e  o f  a l l  S .P .  p a r t i t i o n s  on some au tom aton  
we can  r e s t r i c t  o u r s e l f  -  w i t h o u t  l o s s  o f  g e n e r a l i t y  -  to  t h e  c l a s s  o f  a l l  
s t r o n g l y  c o n n e c te d  a u to m a ta .
For  t h e  r e s t  o f  th e  p a p e r  we s h a l l  c o n s i d e r  t h e  p ro b le m  o f  f i n d i n g  a
class G of all automata A such that L(A) has exactly n incomparable n
n o n t r i v i a l  S .P .  p a r t i t i o n s  on A, w here  n i s  a r b i t r a r y  n o n - n e g a t i v e  i n t e g e r .  
Gq d e n o te s  t h e  c l a s s  o f  a l l  a u to m a ta  w i th  t r i v i a l  S .P .  p a r t i t i o n s  o n ly ,  and 
G^ -  t h e  c l a s s  o f  a l l  a u to m a ta  w i t h  one n o n t r i v i a l  S .P .  p a r t i t i o n  o n ly .
From P r o p o s i t i o n  1 .2  and r e s u l t s  o f  / 9 /  i f  f o l lo w s  t h a t  i f  f o r  some 
n th e  c l a s s  G^ i s  nonempty th e n  G^ c o n t a i n s  a l s o  a  s t r o n g l y  c o n n e c te d  
a u to m a to n ,  w h ich  i s  th e  d i r e c t  p r o d u c t  o f  s t r o n g l y  c o n n e c te d  a u to m a ta ,  i . e .  
s t r o n g l y  r e l a t e d  a u to m a ta .  The n o t i o n  o f  s t r o n g l y  r e l a t e d  a u to m a ta  was 
f i r s t  i n t r o d u c e d  i n  / 1 2 / .  S t i l l  open  i s  t h e  p rob lem  o f  f i n d i n g  p a i r s  
(G,L) o f  c l a s s e s  o f  a u to m a ta  su c h  t h a t  any two au to m a ta  A ,В a r e  s t r o n g l y  
r e l a t e d ,  w here  A e G, B e L. A p a r t l y  s o l u t i o n  o f  t h i s  p ro b le m  can  be 
found  i n  / 7 , 1 0 / .
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2. T o t a l  A u tom ata .
The concep t  o f  a t o t a l  a u to m a to n  was i n t r o d u c e d  i n  / 1 /  and s t u d i e d  i n  
d e t a i l  i n  / 2 , 3 / .  F i r s t  we a d o p t  some new d e f i n i t i o n s .
An au tom aton  A = ( S , J )  su ch  t h a t  i f  f o r  s  e S and f , f '  e <J> we have  
s f  = s f ' th en  f  E f  ' i s  c a l l e d  s t a t e  i n d e p e n d e n t . An au to m a to n  A = ( S , J )  
i s  c a l l e d  t o t a l  i f  and o n ly  i f  A i s  s t r o n g l y  c o n n e c te d ,  s t a t e  in d e p e n d e n t ,  
and  <J> i s  a g ro u p .  I t  i s  w e l l  known t h a t  f o r  a t o t a l  a u to m a to n  A = ( S , J )  
t h e r e  e x i s t s  an o p e r a t i o n  o v e r  S such  t h a t  S i s  a  g ro u p ,  i so m o rp h ic  to  < J> , 
and J  i s  a s e t  o f  r i g h t  t r a n s l a t i o n s  o f  S, c o r r e s p o n d in g  t o  some s e t  o f  
g e n e r a t o r s  o f  S. We say  a l s o  t h a t  A i s  a t o t a l  au tom aton  o v e r  a group S.
A l l  n o t a t i o n s  and d e f i n i t i o n s  o f  group t h e o r y  u sed  b u t  n o t  e x p la i n e d  
h e r e ,  can  be found  e . g .  i n  / 8 / .
PROPOSITION 2 . 1 . L e t  A = ( S , J )  be a t o t a l  au tom aton  and t h e  o r d e r  o f  
g roup  S be e q u a l  t o  some p r im e  number p . Then A e G^.
PROOF. S t r a i g h t f o r w a r d .
PROPOSITION 2 . 2 . L e t  A = ( S , J )  ]эе a t o t a l  au tom aton  and th e  o r d e r  o f  
g roup  S be e q u a l  t o  p q , w here p , q a r e  p rim e n u m b e rs , 1 < q < p . Then 
e i t h e r  A e G„ o r  A e G , , .-----—— 2 —  p+1
PROOF. Any g roup  S o f  o r d e r  pq i s  e i t h e r  a  c y c l i c  group  o f  o r d e r  pq
q p
o r  a  n o n a b e l i a n  g ro u p  w i th  two g e n e r a t o r s  a  and  b such  t h a t  a = 1 = b 
and ab =ЪаГ, w here q d i v i d e s  p - 1 ,  r  f  1 (mod p) and r^  E 1 (mod p ) .  In  
t h e  f i r s t  ca se  S i s  g e n e r a t e d  by an e le m en t  a ,  a ^  = 1, and t h e r e  e x i s t  
j u s t  two n o n t r i v i a l  S .P .  p a r t i t i o n s  7Tq and 7r  ^ on A d e f in e d  a s  fo l lo w s  
1 E а^(7Гф) and 1 E а^(тг^). F o r  t h e  second  c a s e ,  t h e r e  e x i s t  p+1 n o n t r i v i a l  
S .P .  p a r t i t i o n s  7Tq , 7 Г ^ , . . . , тг on A d e f in e d  by 1 E a ( î r ^ ) ,  1 = ab(7T^), . . . ,
1 E a? ^b(7Tp ^ ) ,  I = b(7Tp). I n  b o th  c a s e s  a l l  n o n t r i v i a l  S .P .  p a r t i t i o n s  
a r e  in co m p a ra b le .
PROPOSITION 2 . 3 .  L e t  A = ( S , J )  be a t o t a l  au tom aton  and th e  o r d e r  o f  
2
group  S ]эе e q u a l  t o  p , w here  p jls a p r im e n u m b er , 1 < p .  Then e i t h e r  
A e G, o r  A e G , ,  .1 —  p+1 2
PROOF. A g ro u p  S o r  o r d e r  p i s  e i t h e r  a c y c l i c  group g e n e ra te d  by an 2 * 
e le m e n t  a ,  a P = 1 , o r  an e le m e n ta r y  a b e l i a n  g roup  w i th  two g e n e r a t o r s  a
and b ,  a^ = b'3 = 1, ab = b a .  In  th e  f i r s t  c a s e  f o r  A t h e r e  e x i s t s  j u s t  one
2 0 3
n o n t r i v i a l  p a r t i t i o n  тг d e f i n e d  by 1 = а^(тг).  F o r  t h e  second  c a se  t h e r e
e x i s t  p+1 in co m p a ra b le  n o n t r i v i a l  S .P .  p a r i t i o n s  7Г ,^7Г  ^, .  . .  ,7r^ on A
d e f i n e d  by 1 E а(7Г^), 1 E a b ( 7 r p ,  . . . . ,  1 E a^  (7Г^ )_  ^ » 1 -  Ъ(7Г ) .
PROPOSITION 2 . 4 . L e t  A = ( S , J )  be a. t o t a l  a u tom a ton  and th e  o r d e r  o f
2group  S be d i f f e r e n t  from  p ,  pq o r  p , w here  p and q a r e  p r im e  num bers .
Then L(A) c o n ta i n  c o m p a rab le  p a r t i t i o n s .
PROOF. The p r o o f  i s  l e n g t h y  b u t  s t r a i g h t f o r w a r d  and h e n c e  i t  w i l l  be  
o m i t t e d .
COROLLARY. L e t  A = ( S , J )  be: a. t o t a l  a u to m a to n  w i th  in c o m p a ra b le  n p n -  
t r i v i a l  S .P .  p a r i t i o n s . Then th e  number o f  b l o c k s  and t h e  c a r d i n a l i t y  o f  
any b lo c k  o f  a n o n t r i v i a l  S .P .  p a r t i t i o n  on A a r e  p r im e  n u m b ers . M o re o v e r , 
a l l  b lo c k s  o f  a n o n t r i v i a l  S .P .  p a r t i t i o n  on A have  t h e  same c a r d i n a l i t y .
3. I n c o m p le te ly  S p e c i f i e d  A utom ata .
An in c o m p le te ly  s p e c i f i e d  au tom aton  A i s  a  p a i r  ( S , J )  w here S i s  a
f i n i t e  nonempty s e t  and J  i s  a  nonempty s e t  o f  i n c o m p le t e ly  s p e c i f i e d
f u n c t i o n s  S S, i . e .  we a d m it  h e r e  t h a t  members o f  J  a r e  n o t  " i n t o "
f u n c t i o n s .  For th e  i n c o m p le t e ly  s p e c i f i e d  a u to m a to n  A, a p a r t i t i o n  7Г on
S h a s  t h e  S .P .  i f  and o n ly  i f  s  = s ’ (ir) f o r  s , s '  e S and f o r  any f  e J
w i t h  b o th  s f  and s ' f  s p e c i f i e d  i m p l i e s  t h a t  s f  E s 'f (7 T ) .
L e t  us  c o n s id e r  t h e  t o a l  au to m a to n  A = ( S , J )  o v e r  group  S w i th  two
g e n e r a t o r s  a  and b ,  a P = bP = 1, ab = b a ,  | s |  = p ^ ,  w here p i s  a p rim e
num ber, 1 < p .  L e t  В be an  i n c o m p le t e ly  s p e c i f i e d  au to m a to n
В = ( S , J  и {f } ) ,  w here  f  i s  a  f u n c t i o n  o f  M = { 1 , a , . . . j a ^ a ^ h j}  i n t o  M, 
m m 2 _i
m <  P> f  (1) = ( a ) >f  (a )  = a  , . . . ,  f  (a  ) = a™, and f  (am) = f  (amb) = m m m m m
a ^ .  By a s t r a i g h t f o r w a r d  v e r i f i c a t i o n  we s e e  t h a t  t h e  S .P .  p a r t i t i o n s  on
A, d e f i n e d  by 1 E a ^ ^b C w  . ) ,  . . . ,  1 = a^ ^b(7T 1 = b (vr ) rem ain  S . P .m+i p -1  p
p a r t i t i o n s  on B. Hence L(B) c o n t a i n s  p-m in c o m p a ra b le  n o n t r i v i a l  S. P.  
p a r t i t i o n s .  Thus we show t h e  f o l l o w in g  r e s u l t .
PROPOSITION 3 . 1 . F o r  any  n a t u r a l  number n t h e r e  e x i s t s  an  incom­
p l e t e l y  s p e c i f i e d  au to m a to n  w i t h  e x a c t l y  n in c o m p a ra b le  S .P .  p a r t i t i o n s .
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Алгоритмические вопросы программ синтеза, 
основанных на жесткой структуре
Б.Балог, А.Хорват, П.Леваи 
НИИ Дальней Связи Будапешт
Программы, выработанные для автоматизирования задач синте­
за в системе автоматического проектирования АУТЕР и изла­
гаемые в докладе / l s in t - i , l s in t - 2/  предполагают единую 
систему описания задач (схема процесса) и жесткую структу­
ру осуществления ( pla, память типа d , постоянная память). 
Таким образом способы синтеза оказывают решение специаль­
ных случаев традиционных аггоритмических задач (кодирова­
ние состояний, минимализация).
После краткого общего изложения, решение нескольких при­
меняемых алгоритмов излагается примерами-образцами. 
Автоматический синтез цифровых схем осуществляется всегда 
с применением каких-то жестких структур. Стремление на все­
общность оказывается при методах описания, определяющих 
функцию схемы. Описания, самые подходящие к анализу и син­
тезу расходятся, хотя имеются методы которые одинаково хо­
рошо применяются в обоих случаях.
Мы стремились разработать программы автоматического синте­
за , которые осуществляют синхронные схемы управления с 
жесткой структурой и исходят из общего алгоритмического 
описания задачи.
Основными точками зрения, при выборе структур осуществле­
ния являлись применение компонентов большой сложности бла­
гоустроенное осуществление схемы, хорошая производимость и 
проверяемость.
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Задание спецификации со структурной схемой
Система структурной схемы, выбранная для описания задачи 
содержит три элемента: элемент состояния, элемент решения и 
элемент условных выходов (Рис. I ) .  Связью таких элементов 
описывается любая схема управления, имеющая модель типа 
Мили или Мур.
элемент состояния элемент решения элемент условных
выходов
Рис. I .
Главным преимуществом этой системы структурной схемы являет­
ся возможность обозримого описания задачи, хорошо обрабаты­
ваемого ЭВМ.
Структуры осуществления
С целью простого осуществления управляющих схем, сложные 
логические функции осуществляются в ЗУ. Применяемыми типами 
ЗУ, мы выбрали программируемую логическую матрицу (ПЛМ) и 
ПЗУ.
При применении ПЛМ, переменные состояния осуществляются па­
мятями типа г . Таким образом, для каждой переменной состоя­
ния требуется только один выход ПЛМ. Принципиальная схема 
этого типа осуществления показана на рис. 2.
При применении памятей ПЗУ, мы выбрали микропрограммирован- 
ную структуру, микрослово которой разделяется только гори-
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зонтально и содержит так называемое "предлагаемое следующее 
поле адреса". Принципиальная схема этого видна на Рис. 3.
Рис. 2. Реализация с ПЛМ
X




Программа синтеза, применяющая ПЛМ /  2 /  требует описание 
задачи с диаграммой процесса, предписания на кодирование 
состояний и управляющие данные, влияющие на процесс и ре­
зультат синтеза. На основе этого, она исполняет кодирование 
состояний и упрощение или минимизацию функций. Как резуль­
тат, получаются данные, программируемые с ПЛМ.
Программа основана на осуществлении ПЗУ и состоит из двух 
частей /  3 / .
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В первой фазе, при кодировании состояний необходимо прини­
мать дальнейшие состояния к состояниям структурной схемы 
(на основе исследования функций многих переменных, описываю­
щих переходы состояний и наконец, вследствие перехода к мо­
дели Мура. Дальнейшей задачей является поиск максимальных 
совместимых групп кодированных выходных функций.
В докладе выбираются две из вышеуказанных алгоритмических 
задач, с целью изложения решения возникнутых интересных 
проблем.
Кодирование состояний
При кодировании, задачей является назначение к состояниям 
величины переменных состояния, чтобы получить оптимальную 
по стоимости функцию управления. Определение стоимости зави­
сит от 'технологии. На уровне вентилей, стоимость обыкновен­
но считывается как число вентилей, или число входов венти­
лей (число диодов). При осуществлении функции как сумма 
конъюнкций, стоимость = число конънкций + число переменных 
в конъюнкциях.
В случае ПЛМ число переменных в конъюнкции не имеет влия­
ние на число требуемых компонентов, так стоимость лучше 
выражается числом конъюнкций, т .е .  числом строк в ПЛМ. 
Настоящая стоимость (в первоначальном значении слова) зави­
сит только от числа применяемых компонентов, и так незави­
сима от числа применяемых строк в ПЛМ. Вследствие этого ал­
горитмы кодирования и упращения функции не должны быть оп­
тимальными в каждом случае, т .е .  два алгоритма, имеющие в 
результатах разное число строк ПЛМ, но одинаковое число ком­
понентов, считаются равными.
Выходы ПЛМ осуществляют выходы схемы и управляющие функции 
памятей. Число выходов зафиксировано при данном типе ПЛМ. 
Поэтому мы применяем памяти типа D, имеющие только один 
вход.
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Выбранный алгоритм кодирования базируется на осуществлении 
компонентами ПЛМ и памяти типа d . Результатом обработки 
структурной схемы функции перехода состояний создаются как 
суммы конъюнкций. Эти функции упрощаются по одиночке алго­
ритмом, излагаемым в докладе.
После этого шага создается матрица, содержащая число конъюнк­
ций в функциях перехода состояний. Каждый элемент е^  матри­
цы соответствует числу конюнкций функции перехода s í — > sD- . 
Цель алгоритма -  уменьшить число элементов матрицы.
Алгоритм применяет два свойства:
т
а) Выбор состояния кодом 0. При применении памятей типа D, 
функции перехода, ведущие в состояние с кодом 0 , не надо 
осуществить. Из-за этого код 0 целесообразно связывать с 
состоянием, куда многие переходы ведут с многими кон юнкция-
ми.
б) Сокращенная зависимость. Пусть { s j j  j= i , . . . ,k  множество 
состояний, куда имеется переход из состояния sx.
Принимаем логическое произведение кодов этих состояний по 
битам.
Вели код одного из состояний fs ^  равен этому произведению,
например код состояния , тогда функцию 
ход 5 х -*-  s î можно заместить одной конъюнкцией (т .е  
состояния s1 ) .
описывающую пере­
ходом
Алгоритм кодирования поищет систему кодов, отвечающую требо­
ваниям потребителя и применяя вышеуказанные свойства, эффек­
тивно уменьшает число строк ПЛМ.
Минимизация программируемой логической схемы (ПЛС)
Под минимизацией ПЛС понимается решение следующей задачи: 
установить одну из дизъюнктивных нормальных форм данной 
Булевой функции, в которой число разных конъюнкций минималь­
но. Мы решили эту задачу при многовыходной, неполно опреде-
210
ленной, данной своими импликантами Булевой функции, проек­
тируя программу на малую ЭВМ.
Нужно познакомиться с несколькими понятиями. Основные поня­
тия предлагаются известными.
Рассмотрим одну Булевую функцию к-выходов. Под вектором 
неопределенных выходов (ВНВ) одной конъюнкции, мы понимаем 
тот двоичный вектор к-компонентов, i -ый компонент которого 
равен I -му, тогда и только тогда, если i -ый выход функции 
неопределен при данной конъюнкции. Относительно этих выхо­
дов, конъюнкция называется неопределенным импликантом (НИ).
Под вектором определенных выходов (ВОВ) одной конъюнкции, 
мы понимаем тот двоичный вектор к-компонентов, i -ый компо­
нент которого равен I -му, тогда и только тогда, если i -ый 
выход функции равен I -му при данной конъюнкции. Относитель­
но этих выходов, конъюнкция называется определенным импли­
кантом ( ОИ ) .
На рис. Ц- виден пример, как дать функцию импликантами 


















ОИ называется прииыпликантом (ПИ), если нет другой конъюнк­
ции К, которая геометрически ( т .е .  в Булевом пространстве) 
заключает в себе Ой, и BOBi (0И)= i  —э - BOBi (K)=i, i=i, 2 , . . .k ,  
где BOBi ( ) 1_ый компонент соответственного вектора.
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Любая Булева функция имеет такую минимальную дизъюнктивную 
нормальную форму, конъюнкции которой являются примимпликан- 
тами, значит довольно искать такую форму.
Две конъюнкции ki и К2 сцепляются, если они удовлетворяют 
следующим условиям:
а) конъюнкция кз=кхлк2 не равно тождественному нулю;
б) есть такой компонент í ,  i  é  i  á  к ,  на которой
BOBi/Kl/ = BOBi/K2/ =BOBj_/K3/ = 1
Последовательность ПИ1, ПИ2....ПИ& называется соединяющей 
ПИ! и ПИ1 цепью, если при любом индексе i ,  i  é  i  é l -  i  
ГОЕ и ПИ( i+i ) сцепляются. Какое-нибудь множество ПИ-ов на­
зывается связным, если для любых двух его ПИ-ов существует 
цепь, соединяющая их.
Если два ПИ-а нельзя соединить цепью, они независимы, с точ­
ки зрения покрытия функции. Этот факт дает нам возможность 
для разделения Булевой функции на максимальные связанные 
функции и для минимизации этих функций по одному.
ПИ 1 доминирует ПИ2, если считая ПЙ1 неопределенным импликан- 
том, все компоненты В0В(ПИ2) становятся нулем.
roil и ПИ2 эквивалентные, если ПИ l  доминирует ПИ2иобратно,
ПИ скажем существенным (СПИ), если считая все сцепляющиеся 
и неэквивалентные с ним ПИ неопределенным импликантом,в его 
ВОВ остается компонент, равный 1-му.
Ясно, что в минимальной форме все классы эквивалентных СПИ 
надо репрезентировать и не выступает такой ПИ, который до­
минировав другим ПИ.
Мы называем упращающим процессом тот процесс, в течение 
которого уничтожаем доминированные ПИ-ы и ищем СПИ, которые 
все попадают в минимальную форму.
Схема минимизированной программы видна на рис. 5.
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Рис. 5. Схема минимизации
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Здесь ОНИ и СОИ -  список неопределенных и определенных имп- 
ликантов (это входные списки), СПИ -  список примимпликантов, 
СПИМФ -  список примимпликантов минимальной формы.
При определении ВОВ и ВНВ одной конъюнкции, ПИ-ы СПИМФ надо 
считать неопределенными.
Изменение структуры данных в течение действия программы 
видно на рисунке 6.











Мы считаем преимуществами программы следующие:
1° Связанные части функции минимизированы автоматически по 
одной.
2° Образование ПИ-ов является направленным, т .е .  в то же 
время (точнее в одном цикле) образовываются только те 
Пи-ы, которые цепляются к тому же импликанту.
3° В каждом цикле делается попытка уменьшить число ПИ-ов 
упращающим процессом.
4° При образовании ПИ-ов, излишние элементы СОИ уничтожают­
ся.
5° Если один ПИ попадает в СПИМф, излишние элементы СНИ 
уничтожаются.
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6° Если одна Булева функция при управляющем процессе
дальше не упращается, тогда ПИ-ы минимального числа вы­
бираются, принимая метод типа ветвей и границ. Мы уско­
ряем этот метод, принимая и здесь упращающий процесс.
7° В течение минимизации определение векторов выходов раз­
ных конъюнкций стало основной задачей. Мы решили эту 
задачу непосредственно с помощью данных импликантов, без 
разбития конъюнкции на элементарные конъюнкции.
Эти преимущества дали возможность для эффективности прог­
раммы минимизации ПЛС-ы и на маленькой ЭВМ.
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НА ОСНОВАНИИ БИНАРНЫХ отношений у п о ря до ч ен и е  
В МАСС ЭКВИВАЛЕНТНОСТИ ЭЛЕМЕНТОВ МНОЖЕСТВА 
С ПРИМЕНЕНИЕМ ТЕХНИКИ СТЕКОВ
И сс л е д о в а т ел ь ск и й  И н сти тут  В ы числительной  




В различны х п р о ц е с с а х  п о и с к а , в т р а н с л я т о р а х , в с и н т а к т и ч е с ­
ких п р о в ер к а х  проблемы ч а с т о  с в о д я т с я  к за д а ч е  п р охож дения  
д е р е в а . При р еа л и за ц и и  различны х типов  п р охож ден и я  д е р е в а  
с т е к о в а я  т ех н и к а  я в л я е т с я  привычным и эффективным м ет о д о м . В 
с т а т ь е  реш ение о д н о го  ти п а  проблемы с в о д и т с я  к з а д а ч е  п р о ­
хож дени я д е р е в а  и дл я  р еа л и за ц и и  е г о  п р и м ен я ет ся  т ех н и к а  с т е -  
коЕ . П роиллю стрируем п р им енение м е т о д а  реш ением з а д а ч , вы те­
кающей и з  н ек отор ы х п р обл ем  о б л а ст и  п р о ек ти р ов ан и я  вы числи­
тел ь н о й  машиной.
1 .  Графы и бинарные отнош ения
П усть за д а н о  бин арное отнош ение R н а  м н ож естве Н . И з в е с т ­
н о , ч т о  в с е г д а  возм ож но п р е д с т а в и т ь  R с помощью т а к о г о  
о р и ен ти р о в а н н о го  граф а GR вершины к о т о р о г о  с о о т в е т с т в у ю т  
элем ен там  н и о т  вершины 'р к верш ине о в е д е т  д у г а ,  т о г д а  
и тол ьк о  т о г д а ,  е сл и  PRO
Как. и з в е с т н о ,  е сл и  R
-  отнош ение э к в и в а л е н т н о с т и , то gr так ой  н еори енти рованны й  
гр а ф , которы й с о с т о и т  и з  и золи р ован н ы х полных г р а ф о в , с о о т -
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ветствующих классу эквивалентности н (р и с .1 .) ;
рис. 1
-  отношение упорядочения, то GR ориентированный граф без 
цикла. Одновременно GR является диаграммой сети порождающей 
R (ри с .2 .);
«
рис. 2
-  любое бинарное отношение, тогда GR обыкновенный ориенти­
рованный граф с циклом (рис.З..).
2. Формулировка задачи
Пусть задан язык l_(G), G=(T,N,M,SZ) где
Т-  множество терминальных символов,
N -  множество нетерминальных символов,
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М - сим вол п р ед л ож ен и я ,
S Z -  м н ож еств о  правил п о с т а н о в о к .
П усть  б у д е т  H={m}^ L(G) и заданы  бинарны е отнош ения
RT / , R|_| / R
Rти Re оп р едел ен ы  н а  T
-  Ry отнош ение у п о р я д о ч ен и я , по  к о то р о м у  элем енты  Т
уп ор я доч ен ен ы  в п о с л е д о в а т е л ь н о с т ь ,
-  RE (Ry) отнош ение э к в и в а л е н т н о с т и ,
-  RH H R  оп р едел ен ы  н а  Н ,
-  Rf-|(Ry,RE) би н ар н ое отн ош ен и е,
-  R отнош ение эк в и в а л е н т н о с т и , д л я  которы х
MiR|_jMj—MjRMj (Mj^MjeH) , то  е с т ь  RH им плицириет R .
З а д а ч а  -  уп о р я д о ч и ть  в к л а сс  эк в и в а л ен т н о ст и  эл ем ен т о в  Н по  
R н а  б а з е  RH .
3 .  Реш ение за д а ч и
Так как. RH и з в е с т н о ,  то и з в е с т н о  и Gp^ . В виду т о г о ,  ч т о  
RH- R , г д е  R отнош ение эк в и в а л ен т н о ст и  Gr h не си л ь н о  
связанны й и вершины связан ны х п од гр аф ов  зад аю т классы  э к в и ­
в а л ен т н о ст и  по R . П ер еч и сл ен и е вершин э т и х  п од гр аф ов  д а е т  
реш ение за д а ч и .
Если мы зн а т и  бы покрывающее д е р е в о  п о д г р а ф о в , то алгоритм ы  
дл я  п ол уч ен и я  к л а с с о в  эк в и в а л ен т н о ст и  было бы следующим:
1 . Элементам н приписы ваем индексы  н ={h1.h2. ••• ,h n}
2 .  Ес,ли уже п осм отр ел и  в ; е  элем енты  Н , т о  ал гор и тм  
к о н ч а е т с я .
3 .  i“j , г д е  hj е Н н ер азр аботан н ы й  к ор ен ь  с миним аль­
ным и н д ек се м .
4 . П рохож дение д е р е в а ,  имеющего корни hj . Н аим енова­
ние верш ин, составляю щ их д е р е в о ,  с о б е р е м  в о д н у  г р у п ­
п у . Е сли во врем я сбор к и  н а й д е т с я  верш ина, п р и н а д л е ­
жащая к д р у г о й  г р у п п е , то  эти  группы  о бъ ед и н я ю тся .
5 .  П ер ех о д  к п ун к ту  2 .
218
G точки зрения решаемой задачи сказалось целесообраз­
ным прямой порядок прохождения дерева. Из-за особен­
ностей задачи был' модифицирован алгоритм прямого по­
рядка прохождения. Б модифицированном алгоритме в 
стек записываются терминальные вершины дугов, исхо­
дящих из вершин разветвления вместо вершин разветв­
ления.
В дальнейшем опишем модифицированный алгоритм прямого поряд­
ка прохождения.
Обозначения:
К -  корень дерева 
ас -  исследуемая вершина 
stack -  идентификатор стековой памяти
TREE -  массив переменных для перечисления вер­
шин графа
is -  актуальный индекс STACK 
IT -  актуальный индекс TREE
LNEXT(A) -  терминальная вершина дуги, исходящей 
влево из вершины АС (ри с.4)
RNEXT(AJ) -  терминальная вершина i -той дуги, исхо­
дящей вправо из вершины АС (ри с.4)
ACOUT -  число дуг, исходящих из исследуемой вер­
шины АС
L N E X T  ( А С )  RNEXT ( А С , 2 )
р а с . U
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Алгоритм
1 .  IS-0
2. IT“ IT+1 / TREE(IÏ)= АС
3. Если АС не является листом, то переход к .п .6 .
4. Если I S -0  , то TREEO) - TREE(IT) содержат все верши­
ны дерева. Стоп.
5. a c = s t a c k ( i s ) ,  i s - i s + 1  , Переход к .п .2.
6. Если ACOUT = 1 < то переход к .п .8 .
7 .  ( S T A C K ( I S A ) = RNEXТ(АС,I) I =PA C 0U T-1)  IS = IS+ACOUT-1
8. AC=LNEXT(AC) . Переход к .п .2.
Сильно связанный ориентированный граф не всегда покрываемый 
одним остовым деревом. В этом случае вершины, относящиеся к 
двум остовным деревам нужно объединить в одну группу, если, 
они имеют хотя бы одну общую вершину.
Высший алгоритм может быть приспособен на то, чтобы знав 
только ориентированный граф, он выбирает и проходит основное 
дерево подграфа, достижимого из одной вершины графа, и он 
объединяет принадлежащие одной группе вершины. Для этого 
достаточно заменить 7-й и 8-й пункты.
7 ’ а .  Если RNEXT(ACB) уже принадлежит одной группе, то 
объединяем эту группу с группой, полученной в данной 
фазе прохождения. Переход к 7 ’с .
7 ’ь Если RNEXT(AC,I) находится уже в s t a c k  -е , то не зани­
маемся с ней, иначе IS -IS +1 ,  STACK(IS)=RNEXT(AC,I) .
7 ’с .  Если I<A C 0 U T - 1 , то 1 -1 + 1 .  Переходи 7 ’а .
ő ’a . Если LNEXT(AC) уже принадлежит одной группе, то объе­
диняем эту группу с группой, полученной в данной фазе 
прохождения. Переход к 4.
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8’b Если LNEXT(AC) находится уже в STACK -е , то не зани­
маемся с ней. Переход к 4. Иначе AC=LNEXT(AC) , Пе­
реход к 2.
Алгоритм выбора связанных подграфов произвольного ориентиро­
ванного графа.
Пусть будет множество вершин графа н ={hy^ • •• ,hn"^
1. Выбор еще не обработанного элемента hj с минималь­
ным индексом.
2. Прохождение подграфов, достижимых из h, (модифици­
рованный алгоритм прохождения). Отметим достижимые
hi
3. Если все элементы hj ен отмечены, то алгоритм закон­
чен, иначе переход к п .1 .
Пример для иллюстрации функционирования алгоритма:
Н= { 1 . 2 , З Л , 5 , 6 , 7 , 8 , 9 }
RH; ( ÿ —
(Щ— -------®
С помощью алгоритма
-  выбирается элемент 1еН
-  осуществляется прохождение дерева 1(8,6,7) и упоря­
дочение элементов 1,6,7,8 в одну группу.
-  результат отметки: н={£7),2,3,A5,(^(T),(&),9}
-  выбирается элемент 2еН
-  осуществляется прохождение дерева 2(3) и упорядочение 
элементов 2,3 в одну группу.
-  результат отметки: н={ © '© '© '4 ,5 ,@ ,@ ,@ ,9 }
-  выбирается элемент <ин
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-  осуществляется прохождение дерева 4(3,5) упорядочение 
(и з-за  элемента 3 ) элементов 2,3,Д, 5 в одну группу.
-  результат отметки: Н= { © ,© ,© ,© ,© ,( 6) ® ,( ? > ( 9)}
-  выбирается элемент 9еН w
-  осуществляется прохождение дерева 9(7) и упорядочение 
элемента 9 в одну группу, которая содержит элемент 7 .
-  результат отметки -  отмечены все элементы Н .
Классы эквиваленции : (1,6/7,8,9), (2,3,л, 5)
Алгоритм завершен.
4. Задачи применения
Известно описание участков проводников ТЭЗ. Задача собирать 
в одну группу участки проводников, которые соединяются на 
ТЭЗ.
В нашем случае L(G) -  множество всех возможных участков про­
водников h, ТЭЗ и H^ L(G)
В грамматике G= T,N,M,SZ :
T -  множество точек t;(xj ,у,-), где OáX|^ Nx 
O^ yj^ Ny целые числа
м -  символ предложений 
N - {Мп>, п—1,2, ■ • •
SZ -  совокупность правил
мп © © Л  м ~~мп
М -M ntj tj . п 'п 'п+1
м — tjtji мп
RT -  отношение упорядочения в Т , по которому элементы Т 
упорядочимы по координате х.
Rr^ t)- отношение эквивалентности в т . 
tjR^tj, если y, = yj
RH(RE,RT) -  двоичное отношение вН. hjRHhj , если
(3 tjtj^tj) (tj,ti+1 6 hj & tj 6hj & tjR-ftj+1 & tjREtj & tjR-ptj & tjRTtj+1)
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R -  отношение эквивалентности в H hjRhj , если hj и 
hj гальванически связаны.
Очевидно, что RH-R
Ввиду того, что знание RH эквивалентно знанию Grh в прин 
ципе предыдущий алгоритм алгоритм применим. Как мы уже виде­
ли, алгоритм переработает каждый элемент Н толвко один раз. 
Поэтому достигатв дальнейшее улучшение эффективности алго­
ритма таким образом не возможно. Эффективноств алгоритма мо­
жет бытв улучшена в ходе вычисления функций LNEXT и 
RNEXT т .е . решение о существований RH . В данном случае 
нам удалосв достичь дольнейшее улучшение с формулировкой 
r h (r p r e ) в виде R|_j(Ry) и все hj встречающиеся в н бы­
ли физически упорядочены по Ry .
Обозначения в алгоритме, решающий задачу: 
is -  индекс массива stack 
IT -  индекс массива TREE 
IR -  второй индекс массива RNEXT 
О -  рабочая переменная
CONN -  порядковый номер класса эквивалентности, находящийся 
под обработкой
1C -  номер классов эквивалентности
С LASS (I ) -  место элементов l-го класса эквивалентности
H -{hi'h2' ...'h
h; - tj tj ... t:
1 '1 '2 4
Алгоритм
1. > 0 , IC-0
2. Если все h,eH уже обработаны, то -  стоп. Иначе выби­
рать минимальный индекс i , для которого hj еще не об 
работанный. j=i,AC=hj, is = it=conn=o.
3. IT-IT+1, TREE(IT)=AC.
4. Если АС лист, то переход к п.16.
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5. Если AC0UT=1 , то переход к п.12.
6. IR-1.
7. 0= RNEXT (AC/IR)
8 . ЕСЛИ QeCLASS(í), И 1 С ,т о  TREE(1)-TREE(IT)- * CLASS(I),
CONN = ь IT=0. Переход к  п .  11.
9. Если 0 е STACK , то переход К П.11.
10. IS= IS+1/ STACK(IS) = 0
11. Если AC0UT-1> IR , то IR = lR-t-1 . Переход к п. 7.
12. L=LNEXT (АС)
13 . ЕСЛИ L е CLASS(I), | * |С  ТО TREE(1)-TREE(I T) —  CLASS(I),
CONN = L IТ=0. Переход к п. 16.
14. Если Le STACK, то переход к п.16.
15. АС = 1. Переход к п .З .
16. Если IS^0 ТО АС =STACK(IS), IS = IS-1.
Переход к п .З .
17. Если CONN=0, то IC = IC+1, CONN = IC.
18. TREE( 1 ) - TREE(IT) — CLASS(CONN).
Переход к п .2 .
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