Abstract. The clustering coefficient of an unweighted network has been extensively used to quantify how tightly connected is the neighbor around a node and it has been widely adopted for assessing the quality of nodes in a social network. The computation of the clustering coefficient is challenging since it requires to count the number of triangles in the graph. Several recent works proposed efficient sampling, streaming and MapReduce algorithms that allow to overcome this computational bottleneck. As a matter of fact, the intensity of the interaction between nodes, that is usually represented with weights on the edges of the graph, is also an important measure of the statistical cohesiveness of a network. Recently various notions of weighted clustering coefficient have been proposed but all those techniques are hard to implement on large-scale graphs.
Introduction
In recent years we observed a growing attention on the study of the structural properties of social networks [15, 17] as result of the fast increase of the amount of social network data available for research. A widely adopted measure of the graph structure of a social network is the clustering coefficient [30] . The local clustering coefficient of a node is defined as the probability that any two neighbors of a node are themselves neighbors. The clustering coefficient of a graph is the average local clustering coefficient of the nodes of the graph.
The clustering coefficient is used to measure how tightly interconnected the community is around a node. The degree of closeness of any two neighbors of a node is also interpreted as an index of trust of the node itself. The local clustering coefficient of a node has been proved for example to be a relevant feature for detecting spam nodes in the web [3] and high quality users in social networks [3] . Computing the clustering coefficient of a network is a challenging computational task since it reduces to counting the number of triangles in a graph. This task can be naively executed in O(n 3 ) time or it can be reduced to matrix multiplication. The problem of computing the local clustering coefficient for every node of the network is even more challenging. Several recent works have proposed a variety of efficient methods for fast computation of clustering coefficient in large scale networks based on random sampling [10] , streaming algorithms [6, 13] , and MapReduce parallel computation [27] .
However, most of the studies on the structural properties of social networks have focused on unweighted networks. In practice, many real world networks exhibit a varying degree of intensity and heterogeneity in the connections which is usually modeled with positive real weights on edges. Weights on edges are used for instance to measure the number of messages exchanged between friends or the number of links between hosts. Since the statistical level of cohesiveness in a network should in principle depend also on the weight of the edges, some recent interesting papers started to investigate weighted networks [19] . Several new notions of weighted clustering coefficient have also been introduced ([2, 21] among others) but, unfortunately, no efficient method for estimating the weighted clustering coefficient has been presented so far.
Computing the exact values of the weighted clustering coefficient is at least as hard as for the unweighted clustering coefficient. Sampling is the key for an efficient and accurate approximation [6, 10] .
Our Contributions. We summarize in the following the main contributions of our work:
1. We show how to obtain efficient estimators for several standard definitions of weighted clustering coefficient. Our sampling algorithm are easily parallelizable too. 2. We introduce a novel notion of weighted clustering coefficient. We base our proposal on the observation that edges with large weights are more likely to play a role in the social network. Our model defines a family of unweighted random graphs with edges existing with different probabilities. The probability of an edge depends on its weight. The largest the weight, the highest the probability. Each graph of the family of random graphs is an unweighted graph. The local weighted clustering coefficient of a node is defined as the expected local clustering coefficient in the family of random graphs. Our definition naturally extends to the weighted clustering coefficient of the entire graph 1 . We also design a polynomial time algorithm to compute the value of the weighted clustering coefficient and a sampling technique to estimate it efficiently. 3. We perform experiments that show interesting properties of the weighted clustering coefficient.
