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LAURENT PHENOMENON AND SIMPLE MODULES OF QUIVER
HECKE ALGEBRAS
MASAKI KASHIWARA1 AND MYUNGHO KIM2
Abstract. In this paper, we study consequences of the results of Kang et al. ([13])
on a monoidal categorification of the unipotent quantum coordinate ring Aq(n(w))
together with the Laurent phenomenon of cluster algebras. We show that if a simple
module S in the category Cw strongly commutes with all the cluster variables in a
cluster [C ], then [S] is a cluster monomial in [C ]. If S strongly commutes with cluster
variables except exactly one cluster variable [Mk], then [S] is either a cluster monomial
in [C ] or a cluster monomial in µk([C ]). We give a new proof of the fact that the
upper global basis is a common triangular basis (in the sense of Fan Qin ([19])) of the
localization A˜q(n(w)) of Aq(n(w)) at the frozen variables. A characterization on the
commutativity of a simple module S with cluster variables in a cluster [C ] is given
in terms of the denominator vector of [S] with respect to the cluster [C ].
Contents
Introduction 2
1. Preliminaries 5
1.1. Quantum groups and unipotent quantum coordinate rings 5
1.2. Quantum cluster algebras 6
1.3. Quiver Hecke algebras 8
1.4. R-matrices and real simple modules 10
2. Monoidal categorification and Laurent phenomenon 11
2.1. Monoidal categorification of Aq(n(w)) 11
2.2. Laurent phenomenon 13
2.3. Initial seeds and dual PBW basis 14
3. Triangular basis 17
3.1. Localization and duals of simple objects 17
Date: November 3, 2018.
2010 Mathematics Subject Classification. 13F60, 81R50, 16G, 17B37.
Key words and phrases. cluster algebra, Laurent phenomenon, monoidal categorification, quiver
Hecke algebra, unipotent quantum coordinate ring.
1 This work was supported by Grant-in-Aid for Scientific Research (B) 22340005, Japan Society
for the Promotion of Science.
2 This work was supported by the National Research Foundation of Korea(NF) grant funded by
the Korea government(MSIP) (No. NRF-2017R1C1B2007824).
1
2 M. KASHIWARA AND M. KIM
3.2. Cluster variables and exchange matrices 19
3.3. Dominance order 20
3.4. Heads and Socles 21
3.5. Tropical transformations 26
3.6. Injective reachable seeds and common triangular basis 28
4. Commutativity with cluster variables and denominator vectors 32
References 37
Introduction
The notion of cluster algebras was introduced by Fomin-Zelevinsky ([5]). A cluster
algebra is a Z-subalgebra of a rational function field generated by a special set of
generators called the cluster variables, which are grouped into overlapping subsets,
called the clusters ([5]). A seed is a pair of a cluster and an exchange matrix which
encodes how one can produce a new seed from an old one. This procedure is called
mutation. The celebrated Laurent phenomenon ([5]) asserts that every cluster variable
can be written as a Laurent polynomial of cluster variables in any other cluster.
A monoidal categorification of a cluster algebra A is an abelian monoidal category
C such that its Grothendieck ring K(C) is isomorphic to A as a ring and C is required
to satisfy several additional properties reflecting the cluster algebra structure of A
([10]). One of such requirements is that the cluster monomials (products of cluster
variables in a cluster) belong to the set of the classes of simple objects of the category C.
As observed in [10], this condition and the Laurent phenomenon immediately implies
that the Laurent polynomial expansion in a cluster of the class of an object of C
has non-negative coefficients. In particular, every cluster variable has a non-negative
Laurent expansion in cluster variables of another cluster, which was one of the central
conjectures in the beginning of the cluster algebra theory. (Even this non-negativity
turned out to be true in general ([18]), but the method in [18] is totally different from
the above.) It is an example of the synergy between monoidal categorification and
Laurent phenomenon.
In [1], Berenstein-Zelevinsky introduced the notion of quantum cluster algebras
which is a q-analogue of cluster algebras. The unipotent quantum coordinate ring
Aq(n(w)) associated with a Weyl group element w has a structure of quantum cluster
algebra ([9]). It turns out that the quantum cluster monomials of Aq(n(w)) belong to
the upper global basis ([13]). This result is accomplished by showing that the cluster
monomials in Aq(n(w)) is the class of simple modules in the category Cw, where Cw
is a certain monoidal category of finite-dimensional graded modules over a symmetric
quiver Hecke algebra ([13]). Recall that the quiver Hecke algebras (or Khovanov-Lauda-
Rouquier algebras) categorify the half of a quantum group ([16, 20]), and when they
LAURENT PHENOMENON AND SIMPLE MODULES OF QUIVER HECKE ALGEBRAS 3
are symmetric and the base field is of characteristic zero, the upper global basis cor-
responds to the set of the isomorphism classes of self-dual simple modules ([23, 21]).
Thus the main result in [13] is that the category Cw is a monoidal categorification of
the quantum cluster algebras Aq(n(w)). In the course of proof, the R-matrices between
modules over symmetric quiver Hecke algebras played a crucial role.
The purpose of this paper is a study of consequences coming from the monoidal
categorification of Aq(n(w)) and the Laurent phenomenon of cluster algebras.
We start the application of Laurent phenomenon by proving that if a simple module
S in Cw strongly commutes with all the cluster variables in a given monoidal cluster
{Mj}j (i.e., S ◦Mj are simple), then the class [S] is a cluster monomial in the cluster
up to a power of q (Theorem 2.4). It follows that if an upper global basis element b of
Aq(n(w)) q-commutes with the cluster variables {[Mj]} in a cluster, then b is a cluster
monomial in the cluster up to a power of q. We can say that this seemingly non trivial
result is an immediate consequence of the monoidal categorification in [13] and the
Laurent phenomenon. On a similar line of thought, we show in the last section that
if a simple object X strongly commutes with all the cluster variables in a cluster [C ]
except exactly one cluster variable Mk, then [X ] is either a cluster monomial in the
cluster [C ] or a cluster monomial in the mutation µk([C ]) of [C ] (Theorem 4.10).
We investigate further properties on the quantum cluster algebra A˜q(n(w)) in Sec-
tion 3, where A˜q(n(w)) is the localization of Aq(n(w)) by the set of frozen variables. By
the localization of a monoidal category via a real commuting family of central objects,
which is a procedure developed in [15], one can identify the Grothendieck ring K(C˜w)
of the localization C˜w of Cw with the quantum cluster algebra A˜q(n(w)) (Section 3.1).
We show that the homogeneous degrees of the R-matrices between a cluster monomial
and cluster variables gives a natural order ≺S on the set Z
J , the set of exponents of
Laurent cluster monomials in each monoidal seed S . It turns out that for a simple
module S of Cw, the Laurent cluster monomial expansion of [S] in a quantum seed [S ]
has a unique maximal term and a unique minimal term with respect to ≺S . Indeed,
these maximal and minimal terms correspond to the head and the socle, respectively,
when we multiply a cluster monomial to S from the right such that all its composition
factors are again cluster monomials in S (Lemma 3.6). By taking the degrees, we
obtain natural maps gR
S
and gL
S
, both from the set of the classes of self-dual simple
objects in C˜w into Z
J . We show that the maps gR
S
and gL
S
are bijective (Corollary
3.17, Corollary 3.18). This result is established in several steps: first, we show that gR
S
are bijective for a family of special initial seeds. Then we calculate the transition map
φRµk(S ),S
between gRµk(S ) and g
R
S
which turns out to be bijective, so that gR
S
is bijective for
any seed S . Note that the map φRµk(S ),S is called the tropical transformations (see
[6, 4, 19]) and we recover its formula using the results in [13]. Now the bijectivity of
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gL
S
follows from the fact that every simple object has a right dual and a left dual in
the category C˜w, which is proved in [15], and the equality g
R
S
(L) + gL
S
(R) = 0, which
holds for any dual pair (L,R) of simples in C˜w (Lemma 3.13). We emphasize that the
maps gL
S
and φLµk(S ),S , which seem new, are as important as g
R
S
and φRµk(S ),S .
These properties are strongly related with the notion of common triangular bases
introduced by Fan Qin [19]. For example, the order ≺S is the same as the dominance
order given in [19] and the bijectivity of gR
S
is one of the four conditions presented in
[19] for the upper global basis to be a common triangular basis. Recently, Casbi ([3])
studied a relationship between the dominance order and the order given by cuspidal
decompositions of simples in R-gmod, when R is of type An.
In section 3.6, we give a new proof of the statement: the upper global basis of
A˜q(n(w)) is a common triangular basis of the cluster algebra A˜q(n(w)) (Proposition 3.20).
Although this is not a new result (because it can be obtained from [13] together with
[19, Theorem 6.1.6] as explained at the end of [19, Section 1.2]), our approach here is
more direct and enlightening.
In the last section, we show that if the class of a simple module X is divisible by the
class of a real simple module M in the Grothendieck ring, then X is indeed isomorphic
to a convolution product Y ◦M for some simple module Y (Theorem 4.1). Together
with the Laurent phenomenon, this result helps us to rewrite the condition that a
simple module X in Cw strongly commutes with a cluster variable in [C ], in terms
of the denominator vector d(X) of [X ] with respect to the cluster [C ]. Note that
the denominator vector d(X), which is introduced in [5], can be read easily from the
Laurent polynomial expansion of [X ] in the cluster [C ]. The characterization enables
us to provide new proofs of some conjectures in [6] on the denominator vectors in the
case of the cluster algebra A˜q(n(w))|q=1.
This paper is organized as follows. In Section 1, we review quantum unipotent
coordinate rings, quantum cluster algebras, quiver Hecke algebras and their properties.
In Section 2, we recall the main result in [13] and prove a consequence of it together
with the Laurent phenomenon. We also prove that the convolution products of the
cuspidal modules and the cluster variables in the initial cluster in a suitable order have
simple heads. In Section 2, we collect the results on the parameterizations of simple
objects in C˜w emphasizing a relevance with the notion of common triangular basis.
In Section 4, we study the relation between the commutativity of a simple module
with cluster variables in a monoidal cluster and the denominator vectors of the simple
module.
Acknowledgements. We thank Se-jin Oh and Euiyong Park for many fruitful dis-
cussions. The second author thanks Fan Qin for explaining his results, and gratefully
acknowledges the hospitality of Research Institute for Mathematical Sciences, Kyoto
University during his visits in 2018.
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1. Preliminaries
In this paper, we restrict ourselves to the case of symmetric generalized Cartan
matrices and symmetric quiver Hecke algebras.
1.1. Quantum groups and unipotent quantum coordinate rings. Let I be an
index set (for simple roots) and let (A,P,Π,P∨,Π∨) be a symmetric Cartan datum.
It consists of a symmetric generalized Cartan matrix A = (ai,j)i,j∈I , a free abelian
group P called the weight lattice, a set Π = {αi ∈ P | i ∈ I} of linearly independent
elements called simple roots, the group P∨ := HomZ(P,Z) called the coweight lattice,
and a set Π∨ = {hi | i ∈ I} ⊂ P
∨ of simple coroots. We assume that 〈hi, αj〉 = aij
for all i, j ∈ I, and for each i ∈ I, there exists ̟i ∈ P such that 〈hj, ̟i〉 = δij for
all j ∈ I. The elements ̟i are called the fundamental weights. The free abelian
group Q :=
⊕
i∈I
Zαi is called the root lattice. Set Q
+ =
∑
i∈I Z≥0αi ⊂ Q and Q
− =∑
i∈I Z≤0αi ⊂ Q. For β =
∑
i∈I miαi ∈ Q, we set |β| =
∑
i∈I |mi|. For β ∈ Q
+
with n = |β|, we set Iβ := {ν = (ν1, . . . , νn) ∈ I
n | αν1 + · · ·+ ανn = β} . Note that
the symmetric group Sn = 〈s1, . . . , sn−1〉 acts on I
β by the place permutations. Set
h = Q⊗Z P
∨. Then there exists a non-degenerate symmetric bilinear form ( , ) on
h∗ satisfying 〈hi, λ〉 = (αi, λ) for any λ ∈ h
∗ and i ∈ I. The Weyl group W of g is the
subgroup 〈ri; i ∈ I〉 ≤ GL(h
∗), where ri(λ) := λ − 〈hi, λ〉αi for λ ∈ h
∗, i ∈ I. An
element µ ∈ P is called a dominant integral weight if 〈hi, µ〉 ≥ 0 for all i ∈ I. Let us
denote the set of dominant integral weights by P+.
Let q be an indeterminate. The quantum group associated with (A,P,Π,P∨,Π∨) is
the associative algebra Uq(g) over Q(q) generated by ei, fi (i ∈ I) and q
h (h ∈ P∨) with
the defining relations
q0 = 1, qhqh
′
= qh+h
′
for h, h′ ∈ P∨,
qheiq
−h = q〈h,αi〉ei, q
hfiq
−h = q−〈h,αi〉fi for h ∈ P
∨, i ∈ I,
eifj − fjei = δij
qhi − q−hi
q − q−1
for i, j ∈ I,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
e
1−aij−r
i eje
r
i = 0 if i 6= j,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
f
1−aij−r
i fjf
r
i = 0 if i 6= j,
where [k] =
qk − q−k
q − q−1
for k ∈ Z≥0, [k]! = [1] · · · [k] and and
[
n
m
]
=
[n]!
[m]![n−m]!
.
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Note that Uq(g) =
⊕
β∈Q Uq(g)β, where
Uq(g)β :=
{
x ∈ Uq(g) | q
hxq−h = q〈h,β〉x for any h ∈ P
}
.
Let U+q (g) be the Q(q)-subalgebra of Uq(g) generated by {ei | i ∈ I}. Let U
+
q (g)Z[q±1]
be the Z[q±1]-subalgebra of U+q (g) generated by e
(n)
i := e
n
i /[n]! (i ∈ I, n ∈ Z>0).
Let ∆n be the algebra homomorphism U
+
q (g) → U
+
q (g)⊗U
+
q (g) given by ∆n(ei) =
ei⊗ 1 + 1⊗ ei, where the algebra structure on U
+
q (g)⊗U
+
q (g) is defined by (x1⊗x2) ·
(y1⊗ y2) = q
−(wt(x2),wt(y1))(x1y1⊗x2y2). Set
Aq(n) =
⊕
β∈Q−
Aq(n)β where Aq(n)β := HomQ(q)(U
+
q (g)−β,Q(q)).
Then Aq(n) is an algebra with the multiplication given by (ψ · θ)(x) = θ(x(1))ψ(x(2)),
when ∆n(x) = x(1)⊗x(2) in Sweedler’s notation.
Let us denote by Aq(n)Z[q±1] the Z[q
±1]-submodule of Aq(n) consisting of ψ ∈ Aq(n)
such that ψ
(
U+q (g)Z[q±1]
)
⊂ Z[q±1]. Then it is a Z[q±1]-subalgebra of Aq(n). Moreover,
the upper global basis Bup is a Z[q±1]-module basis of Aq(n)Z[q±1]. For the detail of
the upper global basis, see [13, Section 1.3]. For w ∈ W , let Aq(n(w))Z[q±1] be the
Z[q±1]-submodule of Aq(n)Z[q±1] consisting of the elements ψ ∈ Aq(n)Z[q±1] such that
ei1 · · · einψ = 0 for any β ∈
(
Q+ ∩ wQ+
)
\ {0} and any sequence (i1, . . . , in) ∈ I
β.
Then Aq(n(w))Z[q±1] is a Z[q
±1]-subalgebra of Aq(n)Z[q±1] ([14, Theorem 2.20]). We
call this algebra the quantum unipotent coordinate ring associated with w. The set
Bup(w) :=Bup ∩ Aq(n(w)) forms a Z[q
±1]-basis of Aq(n(w))Z[q±1] ([17]).
For a dominant weight λ ∈ P+, let V (λ) be the irreducible highest weight Uq(g)-
module with highest weight vector uλ of weight λ. Let ( , )λ be the non-degenerate
symmetric bilinear form on V (λ) such that (uλ, uλ)λ = 1 and (xu, v)λ = (u, ϕ(x)v)λ for
u, v ∈ V (λ) and x ∈ Uq(g), where ϕ is the algebra antiautomorphism on Uq(g) defined
by ϕ(ei) = fi, ϕ(fi) = ei and ϕ(q
h) = qh. For each µ, ζ ∈ Wλ, the unipotent quantum
minor D(µ, ζ) is an element in Aq(n) given by D(µ, ζ)(x) = (xuµ, uζ)λ for x ∈ U
+
q (g),
where uµ and uζ are the extremal weight vectors in V (λ) of weight µ and ζ , respectively.
For each reduced expression w = si1si2 · · · sil of w ∈ W , define w≤k := si1 · · · sik and
w<k := si1 · · · sik−1 for 1 ≤ k ≤ l. Then the set {D(w≤k̟ik , w<k̟ik) | 1 ≤ k ≤ l} of
unipotent quantum minors generates Aq(n(w))Z[q±1] as a Z[q
±1]-algebra.
1.2. Quantum cluster algebras. Fix a finite index set Jex and Jfr and we call the
elements in Jex and Jfr exchangeable indices and frozen indices, respectively. Set J :=
Jex ⊔ Jfr. For a given skew-symmetric integer-valued J × J-matrix L = (λij)i,j∈J , we
define P(L) as the Z[q±1/2]-algebra generated by a family of elements {Xi}i∈J with
the defining relations XiXj = q
λijXjXi (i, j ∈ J). For a = (ai)i∈J ∈ Z
J , set
Xa := q1/2
∑
i>j aiajλij
−→∏
i∈J
Xaii ∈ F (L),
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where F (L) is the skew field of fractions of P(L), and
−→∏
i∈JX
ai
i = X
ai1
i1
· · ·X
air
ir with
i1 < · · · < ir in a fixed total order on J . Note that X
a does not depend on the choice
of a total order. Then we have
XaXb = q1/2
∑
i,j∈J aibjλijXa+b
and {Xa}a∈ZJ
≥0
is a basis of P(L) as a Z[q±1/2]-module.
Let B˜ = (bij)(i,j)∈J×Jex be an integer-valued J × Jex-matrix whose principal part
B := (bij)i,j∈Jex is skew-symmetric. The matrix B˜ is called an exchange matrix. A pair
(L, B˜) is called compatible if there exists a positive integer d such that
∑
k∈J λikbkj =
δijd (i ∈ J, j ∈ Jex). In this paper, we treat only the case d = 2. Let (L, B˜) be a
compatible pair and A a Z[q±1/2]-algebra.
We say that S = ({xi}i∈J , L, B˜) is a quantum seed in A if {xi}i∈J satisfies that
xixj = q
λijxjxi for any i, j ∈ J and the the algebra map P(L)→ A given by Xi 7→ xi
is injective.
In that case, we call the set {xi}i∈J the cluster of S and its elements the cluster
variables. The elements xa (a ∈ ZJ≥0) are called the quantum cluster monomials.
Let S = ({xi}i∈J , L, B˜) be a quantum seed in a Z[q
±1/2]-algebra A which is contained
in a skew field K . For each k ∈ Jex, we define
µk(B˜)ij :=
{
−bij if i = k or j = k,
bij + (−1)
δ(bik<0)max(bikbkj, 0) otherwise,
µk(L)ij :=

0 if i = j
−λkj +
∑
t∈J
max(0,−btk)λtj if i = k, j 6= k,
−λik +
∑
t∈J
max(0,−btk)λit if i 6= k, j = k,
λij otherwise,
and
µk(x)i :=
{
xa
′
+ xa
′′
, if i = k,
xi if i 6= k,
where a′ = (a′i)i∈J and a
′′ = (a′′i )i∈J are given by
a′i =
{
−1 if i = k,
max(0, bik) if i 6= k,
a′′i =
{
−1 if i = k,
max(0,−bik) if i 6= k.
Then the triple
µk(S) :=
(
{µk(x)i}i∈J , µk(L), µk(B˜)
)
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becomes a new quantum seed in K and we call it the mutation of S at k.
The quantum cluster algebra Aq1/2(S) associated to the quantum seed S is the Z[q
±1/2]-
subalgebra of the skew field K generated by all the cluster variables in the quantum
seeds obtained from S by any sequence of mutations.
A quantum cluster algebra structure on a Z[q±1/2]-algebra A is a family F of quantum
seeds in A such that
(a) for any quantum seed S in F , Aq1/2(S) is isomorphic to A,
(b) for any pair S,S ′ of quantum seeds in F , S ′ is obtained from S by a sequence of
mutations,
(c) any mutation of a quantum seed in F is in F .
We call a quantum seed in F a quantum seed of the quantum cluster algebra A.
The quantum Laurent phenomenon ([1, Corollary 5.2]) asserts that for any quantum
seed S, every element x ∈ Aq1/2(S) can be expressed as
x =
∑
a∈ZJex ×Z
Jfr
≥0
cax
a
in K, where X = (xi)i∈J is the cluster in S, and ca ∈ Z[q
±1/2].
Remark that in [1], the quantum cluster algebra associated with S is defined as the
subalgebra of K generated by all the cluster variables together with the inverses of the
frozen variables. Then it is the (right) ring of quotient of Aq1/2(S) with respect to the
multiplicative subset consisting of monomials in the frozen variables.
Geiß, Leclerc and Schro¨er showed that the algebra Z[q±1/2]⊗Z[q±1]Aq(n(w))Z[q±1] has
a quantum cluster algebra structure ([9]). In particular, for each choice of reduced
expression w = si1si2 · · · sil , they gave a distinguished quantum seed whose cluster is
consisting of D(w≤k̟ik , ̟ik) for 1 ≤ k ≤ l up to a power of q
1/2. For a detailed
description, see subsection 2.3 below.
1.3. Quiver Hecke algebras. Let k be a base field. Take a family of polynomials
(Qij)i,j∈I in k[u, v] which are of the form
Qij(u, v) =
 0 if i = j,±(u− v)−(αi,αj) if i 6= j(1.1)
such that Qi,j(u, v) = Qj,i(v, u).
The (symmetric) quiver Hecke algebra (also called, Khovanov-Lauda-Rouquier alge-
bra) R(β) at β ∈ Q+ associated with (A,P,Π,P∨,Π∨) and (Qij)i,j∈I , is the algebra
over k generated by the elements {e(ν)}ν∈Iβ , {xk}1≤k≤n, {τm}1≤m≤n−1 satisfying the
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following defining relations:
e(ν)e(ν ′) = δν,ν′e(ν),
∑
ν∈Iβ
e(ν) = 1,
xkxm = xmxk, xke(ν) = e(ν)xk,
τme(ν) = e(sm(ν))τm, τkτm = τmτk if |k −m| > 1,
τ 2k e(ν) = Qνk,νk+1(xk, xk+1)e(ν),
(τkxm − xsk(m)τk)e(ν) =

−e(ν) if m = k, νk = νk+1,
e(ν) if m = k + 1, νk = νk+1,
0 otherwise,
(τk+1τkτk+1 − τkτk+1τk)e(ν)
=

Qνk,νk+1(xk, xk+1)−Qνk,νk+1(xk+2, xk+1)
xk − xk+2
e(ν) if νk = νk+2,
0 otherwise.
The algebra R(β) is Z-graded with deg e(ν) = 0, deg xke(ν) = 2, and deg τme(ν) =
−(ανm , ανm+1).
Note that the choice of ± in (1.1) is irrelevant. Namely, the isomorphism class of
the quiver Hecke algebra R(β) does not depend on the choice of ±.
Let us denote by R(β)-gmod the category of finite-dimensional graded R(β)-modules
with homomorphisms of degree 0. For an R(β)-module M , we set wt(M) :=−β ∈ Q−.
For the sake of simplicity, we say that M is an R-module instead of saying that M is
a graded R(β)-module for β ∈ Q+. Let us denote by q the grading shift functor: for
M ∈ R-gmod, we have (qM)n = Mn−1 by definition.
We also sometimes ignore grading shifts if there is no danger of confusion. Hence,
for R-modules M and N , we sometimes say that f : M → N is a homomorphism if
f : qaM → N is a morphism in R-gmod for some a ∈ Z. If we want to emphasize that
f : qaM → N is a morphism in R-gmod, we say so. We set
HomR(β)(M,N) :=
⊕
a∈Z
HomR(β)-gmod(q
aM,N).
ForM ∈ R(β)-gmod, the spaceM∗ :=Homk(M,k) admits an R(β)-module structure
induced by the k-algebra antiautomorphism ψ on R(β) which fixes the generators e(ν),
xk, and τm. Hence we have a contravariant auto-equivalence
∗ on R-gmod. We call a
simple R(β)-module M is self-dual if M ≃M∗ in R-gmod.
For β, γ ∈ Q+, set e(β, γ) :=
∑
ν∈Iβ ,ν′∈Iγ
e(ν ∗ ν ′) ∈ R(β + γ), where ν ∗ ν ′ denotes the
concatenation of ν and ν ′. Then there is a k-algebra homomorphism R(β)⊗R(γ) →
e(β, γ)R(β + γ)e(β, γ). The convolution product − ◦ − : R(β)-gmod× R(γ)-gmod →
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R(β + γ)-gmod is a bifunctor given by
M ◦N := R(β + γ)e(β, γ) ⊗
R(β)⊗R(γ)
(M ⊗N).
Set R-gmod :=
⊕
β∈Q+
R(β)-gmod. Then the category R-gmod is a monoidal category
with the tensor product ◦ and the unit object 1 := k ∈ R(0)-gmod.
For M ∈ R(β)-gmod and N ∈ R(γ)-gmod, we have (M ◦N)∗ ≃ q(β,γ)(N∗ ◦M∗).
1.4. R-matrices and real simple modules. For 1 ≤ a < |β|, we define the inter-
twiner ϕa ∈ R(β) by
ϕae(ν) =

(
τaxa − xaτa
)
e(ν) if νa = νa+1,
τae(ν) otherwise.
For m,n ∈ Z≥0, let us denote by w[m,n] the element of Sm+n defined by
w[m,n](k) =
{
k + n if 1 ≤ k ≤ m,
k −m if m < k ≤ m+ n,
and set ϕ[m,n] := ϕi1 · · ·ϕiℓ , where si1 · · · sit is a reduced expression of w[m,n]. It does
not depend on the choice of a reduced expression.
Let M be an R(β)-module and N an R(γ)-module. Then the map M ⊗N → N ◦M
given by u⊗ v 7−→ ϕ[|γ|,|β|](v⊗u) induces an R(β + γ)-module homomorphism
RM,N : M ◦N −−→ N ◦M.
Let z be an indeterminate which is homogeneous of degree 2, and let ψz be the
graded algebra homomorphism
ψz : R(β)→ k[z]⊗R(β)
given by
ψz(xk) = xk + z, ψz(τk) = τk, ψz(e(ν)) = e(ν).
For an R(β)-module M , we denote by Mz the
(
k[z]⊗R(β)
)
-module k[z]⊗M with
the action of R(β) twisted by ψz.
For a non-zero R(β)-module M and a non-zero R(γ)-module N , let s be the largest
non-negative integer such that the image of RMz ,N is contained in z
s(N ◦Mz). We
denote by RrenMz ,N the R(β)-module homomorphism z
−sRMz ,N and call it the renormal-
ized R-matrix. We denote by r
M,N
:= RrenMz ,N |z=0 : M ◦ N → N ◦M and call rM,N
the R-matrix. By the definition, r
M,N
never vanishes. We denote by Λ(M,N) the
homogeneous degree of r
M,N
and set
Λ˜(M,N) :=
1
2
(Λ(M,N) + (wt(M),wt(N))) , d(M,N) :=
1
2
(
Λ(M,N) + Λ(N,M)
)
.
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Then we have
Λ˜(M,N), d(M,N) ∈ Z≥0(1.2)
by [11, Proposition 1.10 (iii)] and [13, Lemma 3.2.1] for any simple modules M and N .
For more properties on Λ˜(M,N) and d(M,N), see [13, Section 3.2].
We say that two simple R-modules M and N strongly commute if M ◦N is simple.
In such a case, r
M,N
: qΛ(M,N)M ◦N → N ◦M is an isomorphism. If a simple module
M strongly commutes with itself, then M is called real. Assume that M and N are
simple modules and one of them is real. Then M and N strongly commute if and only
if M ◦ N is isomorphic to N ◦M up to a grading shift, which is equivalent to the
condition d(M,N) = 0 (see, [13, Lemma 3.2.3]).
For simple R-modules M and N , we denote by M ∇ N the head of M ◦ N and by
M ∆N the socle of M ◦N .
Assume that M and N are self-dual simple modules and one of them is real. Then
qΛ˜(M,N)M ∇N is a self-dual simple module.
Let {Mi}i∈J be a mutually strongly commuting family of self-dual real simple mod-
ules. For an element a = (ai)i∈J ∈ Z
J
≥0, there exists a unique self-dual simple module
which is a convolution product of modules Mi with multiplicities ai. We will denote it
by M(a) in short. For any sequence (k1, . . . , km) in which each i ∈ J appears ai times,
we have
M(a) ≃ q
∑
1≤p<q≤m Λ˜(Mkp ,Mkq )Mk1 ◦ · · · ◦Mkm(1.3)
in R-gmod, since the latter is a self-dual simple module.
Note that we have
M(a) ◦M(b) ≃ q
−
∑
i,j∈J
aibj Λ˜(Mi,Mj)
M(a+ b) for any a, b ∈ ZJ≥0.
2. Monoidal categorification and Laurent phenomenon
2.1. Monoidal categorification of Aq(n(w)). The Grothendieck group K(R-gmod)
has a Z[q±1]-algebra structure. The multiplication structure on K(R-gmod) is induced
by the convolution product and the action of q is induced by the grading shift functor
q. Moreover the isomorphism classes of self-dual simple modules form a Z[q±1]-module
basis of K(R-gmod).
There is a Z[q±1]-algebra isomorphism between the Grothendieck ring K(R-gmod)
and Aq(n)Z[q±1] ([16]).
If we assume further that k is of characteristic 0, then the basis consisting of the
classes of self-dual simple modules in R-gmod corresponds to the upper global basis
Bup under the isomorphism ([23, 21]). We have [M∗] = [M ] for M ∈ R-gmod, where
− denotes the bar involution which is the Z-linear involution on K(R-gmod) sending
q 7→ q−1 and fixing the classes of self-dual simple modules.
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In particular, the quantum unipotent minors D(λ, µ) belong to Bup and we denote
the corresponding self-dual simple modulesM(λ, µ) and call it a determinantial module.
Even if char(k) 6= 0, there exists a unique simple moduleM(λ, µ) such that [M(λ, µ)] =
D(λ, µ) ([14, Proposition 4.1]).
For an R(β)-module M , define
W(M) :=
{
γ ∈ Q+ ∩ (β − Q+) | e(γ, β − γ)M 6= 0
}
,
W∗(M) :=
{
γ ∈ Q+ ∩ (β − Q+) | e(β − γ, γ)M 6= 0
}
.
For w ∈ W , we denote by Cw the full subcategory of R-gmod whose objects M satisfy
W(M) ⊂ Q+∩wQ−. Then the category Cw is the smallest monoidal abelian full subcat-
egory of R-gmod which is stable under taking subquotients, extensions, grading shifts,
and contains the self-dual simple modules {M(w≤k̟ik , w<k̟ik) | 1 ≤ k ≤ l}, where
w = si1si2 · · · sil is a reduced expression of w ([14, Theorem 2.20]). The Grothendieck
ring K(Cw) is isomorphic to Aq(n(w))Z[q±1]. Moreover, the set of the classes of self-dual
simple modules coincides with the upper global basis, whenever k is of characteristic
0.
We set
K(R-gmod)|q=1 :=K(R-gmod)/(q − 1)K(R-gmod),
K(Cw)|q=1 :=K(Cw)/(q − 1)K(Cw).
They are commutative rings.
In [13], it is shown that the category Cw gives a monoidal categorification of the
cluster algebra Aq(n(w)). The following is one of the main results in [13].
Theorem 2.1. Let S = ({Xi}i∈J , L, B˜) be a quantum seed of the quantum cluster
algebra Z[q±1/2]⊗Z[q±1]Aq(n(w)). Here J = Jex⊔Jfr is the index set of cluster variables,
Jex is the index set of exchangeable cluster variables, and Jfr is the index set of frozen
cluster variables, and B˜ = (bi,j)i∈J,j∈Jex is an exchange matrix (see subsection 1.2).
(i) The quantum seed S has the form
[S ] := ({q−
1
4
(wt(Mi),wt(Mi))[Mi]}i∈J ,−Λ, B˜),(2.1)
where C :={Mi}i∈J is a mutually strongly commuting family of real simple modules
in Cw and Λ =
(
Λ(Mi,Mj)
)
i,j∈J
.
(ii) For each k ∈ Jex, there exists a self-dual simple module M
′
k in Cw such that there
exists an exact sequence in Cw
0→ ◦
bi,k>0
M
◦bi,k
i →Mk ◦M
′
k → ◦
bi,k<0
M
◦(−bi,k)
i → 0 up to grading shifts.
We call the module M ′k the mutation of Mk at k.
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Remark 2.2. Recall that the above theorem is proved in [13] under the assumption
char(k) = 0. But this assumption can be dropped in the above theorem, since [14,
Proposition 4.6] replaces [13, Theorem 4.2.1], which is the only place using the as-
sumption in the course of the proof.
If [S ] in (2.1) is a quantum seed and satisfies (ii) in the theorem above, then we call
the triple S = ({Mi}i∈J ,−Λ, B˜) a monoidal seed in Cw, and C = {Mi}i∈J a monoidal
cluster in Cw. By Lemma 3.2 below, the monoidal seed S is completely determined
by the monoidal cluster C .
We call µk(C ) := {M
′
i}i∈J the mutation of C at k, where M
′
i = Mi (i 6= k) and M
′
k
is as in Theorem 2.1 (ii) above.
2.2. Laurent phenomenon. Let C = {Mi}i∈J be a monoidal cluster in Cw. For a ∈
ZJ≥0, we denote byMC (a) the moduleM(a) defined in (1.3) starting from C = {Mi}i∈J .
If there is no afraid of confusion, we simply write M(a) instead of MC (a).
The subalgebra Z[q±1][[Mi]; i ∈ J ] of Aq(n(w)) is isomorphic to the polynomial ring
with the [Mi]’s as variables. The quantum Laurent phenomenon claims that K(Cw) is
contained in the quantum Laurent polynomial ring Z[q±1][[Mi]; i ∈ Jfr][[Mi]
±1; i ∈ Jex]
in the skew field of fractions of Aq(n(w)).
Hence, for a module X in Cw, there exists a ∈ Z
J
≥0 with aj = 0 for j ∈ Jfr such that
[X ◦M(a)] = [X ] · [M(a)] =
∑
1≤s≤r
c(b(s))[M(b(s))](2.2)
for some r ≥ 0, b(s) ∈ ZJ≥0 and c(b(s)) ∈ Z[q
±1/2]. Since [X ◦M(a)] is the class of a
module in Cw and each [M(b(s))] is the class of a real simple module, the coefficient
c(b(s)) lies in Z≥0[q
±1] for all 1 ≤ s ≤ r.
Summing up, the following lemma is an immediate consequence of the quantum
Laurent phenomenon.
Lemma 2.3. For a module X in Cw, there exist a ∈ Z
J
≥0 with aj = 0 for j ∈ Jfr,
r ∈ Z≥0, b(s) ∈ Z
J
≥0 and cs ∈ Z (1 ≤ s ≤ r) such that
[X ◦M(a)] = [X ] · [M(a)] =
∑
1≤s≤r
qcs[M(b(s))].(2.3)
In the sequel, we write
K(Cw)[C
−1] := Z[q±1][[Mi]
±1; i ∈ J ],(2.4)
for a monoidal cluster C = {Mi}i∈J .
The following theorem is an immediate consequence of the lemma above.
Theorem 2.4 (cf. Theorem 4.10). Let X be a simple module in Cw and let C =
{Mi | i ∈ J} be a monoidal cluster in Cw. If X strongly commutes with Mi for all
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i ∈ J , then [X ] is a cluster monomial in the cluster [C ] up to a power of q. In
particular, X is a real simple module.
Proof. We have (2.3) for some a ∈ ZJ≥0. Since X strongly commutes with Mi for all
i ∈ J , the convolution X ◦M(a) is simple ([13, Lemma 3.2.3]). Since the self-dual
simple modules form a Z[q±1]-basis of K(Cw), we conclude that X ◦M(a) ≃ qcM(b)
for some c ∈ Z and b ∈ ZJ≥0. Recall that for every k ∈ Jex and i ∈ J , we have
d(M ′k,Mi) = δki, where M
′
k is the mutation of Mk ([13, Proposition 7.1.2 (d)]). It
follows that bk = d(M
′
k,M(b)) = d(M
′
k, X) + ak so that bk − ak ≥ 0 for all k ∈ Jex.
Thus we conclude that
X ≃M(b− a)
up to a grading shift by [12, Corollary 3.7], as desired. 
2.3. Initial seeds and dual PBW basis. Let w = si1 · · · sil be a reduced expression
of w ∈ W , and set i = (i1, . . . , il). Recalling that w≤k := si1 · · · sik , w<k := si1 · · · sik−1,
we set βk := w<k(αik) for 1 ≤ k ≤ l. Then ∆+ ∩ w∆− = {βk | 1 ≤ k ≤ l}, where ∆+
and ∆− denote the set of positive roots and the set of negative roots, respectively. Let
 be a convex order on the set ∆+ satisfying
β1 ≺ β2 ≺ · · · ≺ βl ≺ γ for any γ ∈ ∆+ ∩ w∆+.
See [22, 14] for details of convex orders on ∆+.
Define
Sk := M(w≤k̟ik , w<k̟ik) and Mk := M(w≤k̟ik , ̟ik) for 1 ≤ k ≤ l.
Then Sk is a self-dual R(βk)-module such that W(Sk) ⊂ spanR≥0 {γ ∈ ∆+ | γ  βk}
(i.e., Sk is a-cuspidal module). For any sequence a = (ai)1≤i≤l ∈ Z
l
≥0, the convolution
product
Pi(a) := q
1
2
∑l
k=1 ak(ak−1)S◦all ◦ · · · ◦ S
◦a1
1
has a self-dual simple head. Moreover, every self-dual simple module in Cw is isomorphic
to hd(Pi(a)) for some a ∈ Z
l
≥0. Moreover, such an a is unique.
Hence, {[Pi(a)]}a∈Zl
≥0
is a Z[q±1]-basis of K(Cw). It is called the dual PBW basis.
It is shown in [9] that the triple ({q−(dk,dk)/4[Mk]},−Λ, B˜) is an initial quantum seed
for the quantum cluster algebra Z[q±1/2]⊗Z[q±1 Aq(n(w))Z[q±1], where dk := wt(Mk) =
w≤k̟ik−̟ik , Λ = (Λ(Mi,Mj))1≤i,j≤l, and B˜ is l×(l−n)-matrix given in [13, Definition
11.1.1]. In this case, the index set of cluster variables are J = {1, 2, . . . , l}, Jfr =
{k ∈ J | k+ = l + 1}, where k+ := min
(
{s | k < s ≤ l, ik = is} ⊔ {l + 1}
)
, and Jex =
J \ Jfr, n = ♯{i1, . . . , iℓ} = ♯Jfr.
We shall introduce the following notion in order to describe a property of Sk’s and
Mk’s.
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Definition 2.5. A sequence (L1, . . . , Lr) of real simple modules in R-gmod is called a
normal sequence if the composition of the r-matrices
r
L1,...,Lr
:=
∏
1≤i<k≤r
r
Li,Lk
= (r
Lr−1,Lr
) ◦ · · · ◦ (r
L2,Lr
◦ · · · ◦ r
L2,L3
) ◦ (r
L1,Lr
◦ · · · ◦ r
L1,L2
)
: q
∑
1≤i<k≤r Λ(Li,Lk)L1 ◦ · · · ◦ Lr −→ Lr ◦ · · · ◦ L1
does not vanish.
By applying [13, Proposition 3.2.8] inductively, we obtain the following lemma.
Lemma 2.6. If (L1, . . . , Lr) is a normal sequence of real simple modules, then the
image of r
L1,...,Lr
is simple and coincides with the head of L1 ◦ · · · ◦ Lr and also with
the socle of Lr ◦ · · · ◦ L1, up to grading shifts.
Lemma 2.7. A sequence (L1, . . . , Lr) of real simple modules in R-gmod is a normal
sequence if and only if (L2, . . . , Lr) is a normal sequence and
Λ(L1, hd(L2 ◦ · · · ◦ Lr)) =
∑
2≤j≤r
Λ(L1, Lj).
Proof. Set r′ = r
L2,...,Lr
: L2 ◦ · · · ◦ Lr −→ Lr ◦ · · · ◦ L2. In the diagram below, the
outer square is commutative, because the both compositions of horizontal and vertical
homomorphisms are equal to r
L1,...,Lr
. Note that the vertical homomorphisms are non-
zero and are equal to r
L1,L2◦···◦Lr
and r
L1,Lr◦···◦L2
, respectively, by [13, Lemma 3.1.5
(ii)]. Let us denote by φ the induced homomorphism between the images of horizontal
homomorphisms.
L1 ◦ (L2 ◦ · · · ◦ Lr)
L1◦r′
//
r
L1,Lr
◦···◦r
L1,L2

++ ++❲❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲
L1 ◦ (Lr ◦ · · · ◦ L2)
r
L1,L2
◦···◦r
L1,Lr

L1 ◦ Im r′
%

33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
φ

Im r′ ◦ L1  y
++❲❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲
(L2 ◦ · · · ◦ Lr) ◦ L1
33 33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
r′◦L1
// (Lr ◦ · · · ◦ L2) ◦ L1
Since Im(r
L1,...,Lr
) = φ(L1 ◦ Im r′), we have that rL1,...,Lr 6= 0 if and only if r
′ 6= 0 and
φ 6= 0. Under the condition that r′ 6= 0 (and hence Im r′ = hd(L2 ◦ · · ·◦Lr) is simple),
we have that φ 6= 0 if and only if φ = r
L1,Im r′
, which is equivalent to the condition that
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Λ(L1, L2 ◦ · · · ◦ Lr) = Λ(L1, hd(L2 ◦ · · · ◦ Lr)) by [13, Proposition 3.2.8]. It completes
the proof. 
In a similar way, we have the following lemma.
Lemma 2.8. A sequence (L1, . . . , Lr) of real simple modules in R-gmod is a normal
sequence if and only if (L1, . . . , Lr−1) is a normal sequence and
Λ(hd(L1 ◦ · · · ◦ Lr−1), Lr) =
∑
1≤j≤r−1
Λ(Lj, Lr).
Corollary 2.9. Let (L1, . . . , Lr) be a sequence of real simple modules in R-gmod. If
(L1, . . . , Lr−1) is a normal sequence, then the following statements hold:
(i) If Λ˜(Lk, Lr) = 0 for 1 ≤ k ≤ r − 1, then (L1, . . . , Lr) is a normal sequence.
(ii) If W ∗(Lk) ∩ W (Lr) ⊂ {0} for 1 ≤ k ≤ r − 1, then (L1, . . . , Lr) is a normal
sequence.
(iii) If Lk and Lr strongly commute for 1 ≤ k ≤ r − 1, then (L1, . . . , Lr) is a normal
sequence.
Similarly, if (L2, . . . , Lr) is a normal sequence, then the following statements hold:
(i) If Λ˜(L1, Lk) = 0 for 2 ≤ k ≤ r, then (L1, . . . , Lr) is a normal sequence.
(ii) If W ∗(L1) ∩W (Lk) ⊂ {0} for 2 ≤ k ≤ r, then (L1, . . . , Lr) is a normal sequence.
(iii) If L1 and Lk strongly commute for 2 ≤ k ≤ r, then (L1, . . . , Lr) is a normal
sequence.
Proof. We shall prove only the first set of statements.
(i) We have
Λ(hd(L1 ◦ · · · ◦ Lr−1), Lr) ≤
r−1∑
k=1
Λ(Lk, Lr)
by [13, Proposition 3.2.8]. It implies
0 ≤ Λ˜(hd(L1 ◦ · · · ◦ Lr−1), Lr) ≤
r−1∑
k=1
Λ˜(Lk, Lr) = 0,
where the first inequality follows from (1.2). Hence we obtain Λ˜(hd(L1◦· · ·◦Lr−1), Lr) =∑r−1
k=1 Λ˜(Lk, Lr), which implies Λ(hd(L1 ◦ · · · ◦ Lr−1), Lr) =
∑r−1
k=1Λ(Lk, Lr).
(ii) We have Λ˜(Lk, Lr) = 0 for 1 ≤ k < r by [14, Proposition 2.12]. Hence (ii) follows
from (i).
(iii) follows from [13, Proposition 3.2.13]. 
Corollary 2.10. A sequence (L1, . . . , Lr) of real simple modules in R-gmod is a normal
sequence if Λ˜(Li, Lj) = 0 for any i, j such that 1 ≤ i < j ≤ r.
The following proposition is a consequence of Corollary 2.9.
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Proposition 2.11. For any a = (ai)1≤i≤l,b = (bi)1≤i≤l ∈ Z
l
≥0, the sequence
(S◦all , S
◦al−1
l−1 , . . . , S
◦a1
1 ,M
◦b1
1 ,M
◦b2
2 , . . . ,M
◦bl
l )
is a normal sequence.
Proof. Note that the case l = 1 is obvious. Hence we assume l > 1 and proceeds by
induction on l. Then, we may assume that (S
◦al−1
l−1 , . . . , S
◦a1
1 ,M
◦b1
1 , . . . ,M
◦bl−1
l−1 ) is a
normal sequence.
Since Sk is a -cuspidal R(βk)-module for 1 ≤ k ≤ l, we have, in particular
W∗(S◦all ) ⊂ spanR≥0 {γ ∈ ∆+ | γ  βl} (see [14]).
On the other hand, since Mk is a quotient of a convolution product of Sj’s with
j ≤ k, we have
W(Sk), W(Mk) ⊂ spanR≥0 {γ ∈ ∆+ | γ  βk ≺ βl} for 1 ≤ k ≤ l − 1.
Hence,
W ∗(S◦all ) ∩W (S
◦ak
k ) = {0} and W
∗(S◦all ) ∩W (M
◦bk
k ) = {0}.
for 1 ≤ k ≤ l − 1, Thus by Corollary 2.9 implies that
(S◦all , S
◦al−1
l−1 , . . . , S
◦a1
1 ,M
◦b1
1 ,M
◦b2
2 , . . . ,M
◦bl−1
l−1 )
is a normal sequence.
Finally, since Ml strongly commutes with S
◦ak
k and M
◦bk
k for 1 ≤ k ≤ l by [17,
Theorem 6.25], the assertion follows again from Corollary 2.9. 
The following proposition is a direct consequence of Proposition 2.11 and Lemma
2.8.
Proposition 2.12. For 1 ≤ k ≤ l and a ∈ ZJ≥0, we have
Λ(hd(S◦all ◦ · · · ◦ S
◦a1
1 ),Mk) =
∑
1≤j≤l
ajΛ(Sj,Mk).
3. Triangular basis
3.1. Localization and duals of simple objects. Let w be an element of the Weyl
group W . In this subsection, we recall the localization of the monoidal category Cw
via a real commuting family of central objects following [15]. Set Ci := M(w̟i, ̟i).
Then, {[Ci] | i ∈ I, Ci 6≃ 1} is the set of frozen variables of Aq(n(w)) up to a power of
q. For each µ =
∑
µi̟i ∈ P
+, we denote by Cµ the self-dual convolution product
qc ◦i∈I C
◦µi
i for some c ∈ Z. Then we have Cµ ≃M(wµ, µ). Note that
Cµ ◦ Cµ′ ≃ qλ(µ,µ
′)Cµ+µ′
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holds for any µ, µ′ ∈ P+. Here λ is the bilinear form on P defined by λ(µ, µ′) =
(µ, wµ′ − µ′).
In [15], it is proved that there exist a monoidal category C˜w = Cw[C
◦−1
i ; i ∈ I] and a
monoidal functor Φ : Cw → C˜w satisfying the following conditions.
(1) The objects Φ(Ci) are invertible in C˜w; i.e., there exists an object Φ(Ci)
−1 in
C˜w such that Φ(Ci) ◦ Φ(Ci)−1 ≃ 1 and Φ(Ci)−1 ◦ Φ(Ci) ≃ 1.
(2) For any monoidal functor Ψ : Cw → T to another monoidal category T in which
Ψ(Ci) is invertible for every i, there exists a monoidal functor Ψ
′ : C˜w → T such
that Ψ ≃ Ψ′ ◦ Φ. Moreover Ψ′ is unique up to an isomorphism.
Then there exists a real commuting family {C˜µ}µ∈P in C˜w such that C˜µ = Φ(Cµ) for
every µ ∈ P+ and C˜µ ◦ C˜µ′ ≃ qλ(µ,µ
′)C˜µ+µ′ for every µ, µ
′ ∈ P.
The localization C˜w satisfies also the following properties.
(3) Every simple object of C˜w is isomorphic to Φ(S) ◦ C˜µ for some simple object S
of Cw and µ ∈ P.
(4) For two simple objects S and S ′ in Cw, Φ(S) ◦ C˜µ ≃ Φ(S ′) ◦ C˜µ′ in C˜w if and
only if S ◦Cµ+λ ≃ S ′◦Cµ′+λ in Cw for some λ ∈ P such that µ+λ, µ′+λ ∈ P+.
Here we ignore grading shifts.
Note that the category C˜w is abelian and every object has finite length. Moreover
Φ: Cw → C˜w is exact. The grading shift functor q and the contravariant functor
M 7→ M∗ on Cw are extended to C˜w. Moreover they satisfy
(M ◦N)∗ ≃ q(wt(M),wt(N))N∗ ◦M∗
for M,N ∈ C˜w. Here, for M ≃ Φ(L) ◦ C˜λ ∈ C˜w with L ∈ Cw and λ ∈ P, we set
wt(M) = wt(L) + (wλ− λ) .
For any simple objectM ∈ C˜w, there exists a unique n ∈ Z such that (q
nM)∗ ≃ qnM .
We say that qnM is self-dual in this case.
We denote by Irrsd(C˜w) the set of the isomorphism classes of self-dual simple objects
of C˜w.
The Grothendieck ring K(C˜w) of C˜w is a Z[q
±1]-algebra with a basis consisting of the
class of self-dual simple objects. Moreover it is isomorphic to the right ring of quotients
of the ring K(Cw) with respect to the multiplicative subset
S :=
{
qk
∏
i∈I
[Ci]
ai | k ∈ Z, (ai)i∈I ∈ Z
I
≥0
}
.
Hence the ring Z[q±1/2]⊗Z[q±1]K(C˜w), which is a localization of Z[q
±1/2]⊗Z[q±1]K(Cw),
is the Z[q±1/2]-subalgebra of the skew field of fractions K of an initial quantum torus
Z[q±1/2][X±1i | i ∈ J ] generated by all the exchangeable cluster variables, the frozen
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variables, and the inverses of the frozen variables. Thus it is the quantum cluster
algebra in the sense of [1].
Recall that a pair (ε : X ⊗ Y → 1, η : 1 → Y ⊗ X) of morphisms in a monoidal
category with a unit object 1 is called an adjunction if
(a) X ≃ X ⊗ 1
X⊗η
−−−−→ X ⊗ Y ⊗X
ε⊗X
−−−−→ 1⊗X ≃ X is the identity of X , and
(b) Y ≃ 1⊗ Y
η⊗Y
−−−−→ Y ⊗X ⊗ Y
Y⊗ε
−−−→ Y ⊗ 1 ≃ Y is the identity of Y .
In this case, the pair (X, Y ) is called a dual pair. When (ε, η) is an adjunction, we say
that X is a left dual of Y and Y is a right dual of X . Note that a left dual (resp. right
dual) of an object is unique up to a unique isomorphism if it exists.
The following theorem plays an important role in this paper.
Theorem 3.1 ([15]). Every simple object M in C˜w has a right dual and a left dual.
We denote by D(M) the right dual of a simple object M in C˜w and by D
−1(M) the
left dual of M .
3.2. Cluster variables and exchange matrices. Set
I ′ := {ik | k+ = l + 1} = {ik | k ∈ Jfr} ⊂ I,
where k+ := min({j | k < j ≤ l, ij = ik} ∪ {l + 1}). Let {Mj | j ∈ J} be a monoidal
cluster in Cw. Recall that l = ♯J and n = ♯Jfr = ♯I
′. Taking a total order on J such
that j < j′ for all j ∈ Jex and j
′ ∈ Jfr, we shall identify J , Jex and Jfr with {1, . . . , l},
{1, . . . , l − n} and {l − n + 1, . . . , l}, respectively.
Then the matrices Λ = (Λ(Mi,Mj))1≤i,j≤l and the exchange matrix B˜ satisfy the
following relation (see [1]):
ΛB˜ =
[
−2 id(l−n)×(l−n)
0
]
.
Let D = (dt,j)t∈I′,j∈J be an n× l matrix defined by∑
t∈I′
dt,jαt = wt(Mj) for all j ∈ J,(3.1)
so that
∑
t∈I′(Db)t αt = wt(M(b)) for b ∈ Z
J
≥0. Then we have
DB˜ = 0.
Now let Λ′ be the (l − n)× l-matrix obtained by taking the first (l − n) rows of Λ.
Then we have [
Λ′
D
]
B˜ =
[
−2 id(l−n)×(l−n)
0
]
.
Lemma 3.2. The matrix
[
Λ′
D
]
is an invertible, and hence B˜ =
[
Λ′
D
]−1 [
−2 id(l−n)×(l−n)
0
]
.
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Proof. Set Ker B˜ :=
{
v ∈ Ql | vB˜ = 0
}
. Then the row vectors of Λ′ form a Q-linearly
independent set of cardinality l−n, and the Q-vector subspace of Ql spanned by them
meets Ker B˜ trivially. Since the row vectors of D belong to Ker B˜, it is enough to show
that the column rank of D is equal to n. By the definition of D, it is equivalent to
saying that the set {wt(Mj) | j ∈ J} generates the space
⊕
i∈I′
Qαi. It can be checked
easily in the case of the initial seed attached to a reduced expression of w. Since the
subspace
SpanQ {wt(Mj) | j ∈ J} ⊂
⊕
i∈I′
Qαi
is invariant under any mutation, we conclude that {wt(Mj) | j ∈ J} generates
⊕
i∈I′
Qαi
for any seed. 
3.3. Dominance order. Let C = {Mj | j ∈ J} be a monoidal cluster in Cwand S
the monoidal seed determined by C . We define the order S on Z
J
≥0 as follows:
b S b
′
if and only if
(1) wt(M(b)) = wt(M(b′)),
(2) Λ(M(b),Mk) ≥ Λ(M(b
′),Mk) for all k ∈ Jex.
Note that condition (1) implies that Λ(M(b),Mk) = Λ(M(b
′),Mk) for all k ∈ Jfr,
because Λ(M(b),Mk) = (w̟ik +̟ik ,wt(M(b))) depends only on wt(M(b)) (see, [14,
Theorem 4.12]).
Note that b+a S b
′+a for any b,b′, a ∈ ZJ≥0 with b S b
′. Hence we can extend
the relation to the one on ZJ by
b S b
′ if b+ a S b
′ + a for some a ∈ ZJ≥0 such that b+ a, b
′ + a ∈ ZJ≥0.
Recall that Λ˜(X, Y ) =
1
2
(Λ(X, Y )+(wt(X),wt(Y ))) ∈ Z for X, Y ∈ R-gmod. Hence
b S b
′ implies that Λ(M(b),Mk)− Λ(M(b
′),Mk) ∈ 2Z≥0 for all k ∈ Jex.
Thus we have
b S b
′ if and only if D(b− b′) = 0 and − Λ′(b− b′) ∈ 2ZJex≥0 ,
where D and Λ′ are the matrices given in subsection 3.2.
Proposition 3.3. We have
b S b
′ if and only if b− b′ = B˜v for some v ∈ ZJex≥0 .
In particular, the relation S is an order on Z
J .
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Proof. We have
b S b
′ if and only if
[
Λ′
D
]
(b− b′) =
[
−2v
0
]
for some v ∈ ZJex≥0 .
By Lemma 3.2, it is equivalent to saying that
b− b′ = B˜v for some v ∈ ZJex≥0 ,
as desired. 
Remark 3.4. The order S is the same as the one in [19, Definition 3.1.1].
3.4. Heads and Socles. Let C = {Mj | j ∈ J} be a monoidal cluster in Cw, S the
monoidal seed determined by C . Then any simple moduleX ∈ Cw satisfies the following
relation in the Grothendieck ring K(Cw) by Lemma 2.3:
[X ◦M(a)] =
∑
k∈K
qck [M(b(k))](3.2)
for a family {b(k)}k∈K in Z
J
≥0, a family {ck}k∈K of integers and a ∈ Z
J
≥0 such that
aj = 0 for j ∈ Jfr.
Lemma 3.5. Let X be a simple module in Cw, and assume the relation (3.2). Then
we have
[M(a) ◦X ] =
∑
k∈K
qc
′
k [M(b(k))](3.3)
where c′k = ck + Λ(M(b(k)),M(a)).
Proof. We have
[M(a)] · [X ] · [M(a)] =
∑
k∈K
qck [M(a)] · [M(b(k))]
=
∑
k∈K
qckqΛ(M(b(k)),M(a))[M(b(k))] · [M(a)].
Hence we obtain the desired result. 
Recall that X ◦M(a) has a simple head X ∇M(a) and a simple socle X ∆M(a),
since M(a) is a real simple module.
Lemma 3.6. Let X be a simple module in Cw, and assume relation (3.2). Then we
have the following properties.
(i) There exists a unique k0 ∈ K such that X ∇M(a) ≃ q
ck0M(b(k0)). Moreover we
have b(k0) ≻S b(k) for any k ∈ K \ {k0}.
(ii) There exists a unique k1 ∈ K such that X ∆M(a) ≃ q
ck1M(b(k1)). Moreover we
have b(k) ≻S b(k1) for any k ∈ K \ {k1}.
(iii) If k0 = k1, then K = {k0}.
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(iv) If char(k) = 0, then ck0 < ck for any k ∈ K \ {k0} and ck < ck1 for any
k ∈ K \ {k1}.
Proof. The existence of k0 and k1 is obvious.
For an arbitrary c ∈ ZJ≥0, by multiplying M(c) to (3.2), we obtain that
q−Λ˜(M(a),M(c))[X ◦M(a+ c)] =
∑
k∈K
qck−Λ˜(M(bj),M(c))[M(b(k) + c)].
Since M(a+ c) is a real simple module, X ◦M(a+ c) has a simple head and a simple
socle. Because the functor −◦M(c) is exact, the module qck0−Λ˜(M(b(k0)),M(c))M(b(k0)+
c) is a quotient of q−Λ˜(M(a),M(c))X ◦ M(a + c) and hence is equal to the head of
q−Λ˜(M(a),M(c))X ◦M(a + c).
Then it follows by [13, Theorem 4.1.1] that
Λ(M(b(k0) + c),M(a+ c)) ≥ Λ(M(b(k) + c),M(a+ c)) for any k ∈ K,
and hence
Λ(M(b(k0)),M(c))− Λ(M(b(k)),M(c)) ≥ Λ(M(b(k),M(a))− Λ(M(b(k0)),M(a))).
Because c is arbitrary, we may replace c by t c to obtain
t
(
Λ(M(b(k0)),M(c))−Λ(M(b(k)),M(c))
)
≥ Λ(M(b(k),M(a))−Λ(M(b(k0)),M(a)))
for any c ∈ ZJ≥0, t ∈ Z≥1. It follows that
Λ(M(b(k0)),M(c)) ≥ Λ(M(b(k)),M(c)) for any c ∈ Z
J
≥0.
On the other hand, we know that Λ(M(b(k0)),M(a)) > Λ(M(b(k)),M(a)) for any
k ∈ K \{k0} by [13, Corollary 4.1.2]. Hence we obtain b(k0) ≻S b(k) for k ∈ K \{k0}.
(ii) can be proved similarly.
(iii) follows from (i) and (ii).
(iv) is Theorem 4.2.1 and Corollary 4.2.2 in [13]. 
Lemma 3.7. Let X be a simple module in Cw. Then, we have
(i) There exists a, b ∈ ZJ≥0 such that ak = 0 for k ∈ Jfr and X ∇M(a) ≃ M(b) up
to a grading shift.
(ii) If a, a′, b, b′ ∈ ZJ≥0 satisfy X ∇M(a) ≃ M(b) and X ∇M(a
′) ≃ M(b′) up to
grading shifts, then one has b− a = b′ − a′.
The similar statements hold for ∆.
Proof. Since the statements for ∆ can be proved similarly to the one for ∇, we only
give the proof of the statement on ∇.
(i) follows from Lemma 3.6.
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(ii) we have
M(a′ + b) ≃M(b)∇M(a′) ≃ (X ∇M(a))∇M(a′)
≃ hd(X ◦M(a′) ◦M(a)) ≃M(b′ + a),
so that we have a′ + b = b′ + a, as desired. 
Definition 3.8. For any simple X in Cw and any monoidal cluster C = {Mj | j ∈ J},
take a, a′, b, b′ ∈ ZJ≥0 such that X ∇M(a) ≃M(b) and X ∆M(a
′) ≃M(b′) up to a
grading shift. Then, we set
gRS (X) := b− a, and g
L
S (X) := b
′ − a′.
These can be extended to gR
S
and gL
S
from the set Irrsd(C˜w) of the isomorphism classes
of self-dual simples in C˜w to the set Z
J by
gRS (X ◦M(c)) := g
R
S (X) + c, and g
L
S (X ◦M(c)) := g
L
S (X) + c
for any c ∈ ZJ with cj = 0 for j ∈ Jex.
Note that gR
S
and gL
S
are well-defined by Lemma 3.7.
Remark 3.9. (i) The map deg in [19, Definition 3.1.4] corresponds to the map gR
S
.
(ii) Since X ∆M(a′) ≃M(a′)∇X up to a grading shift, gL
S
is as important as gR
S
.
Lemma 3.10. Let X be a simple module in Cw. If a,b ∈ Z
J
≥0 satisfy b− a = g
R
S
(X)
(respectively, b− a = gL
S
(X)), then we have
X ∇M(a) ≃M(b) (respectively, M(a)∇X ≃M(b))
up to a grading shift.
Proof. Let us take a′ and b′, such that X ∇M(a′) ≃ M(b′). (We omit the grading
shifts.) Then one has b−a = gR
S
(X) = b′−a′. Hence we have a sequence of morphisms
whose composition is an epimorphism:
X ◦M(a) ◦M(b′) ≃ X ◦M(a + b′) = X ◦M(a′ + b) ≃ X ◦M(a′) ◦M(b)
։ (X ∇M(a′)) ◦M(b) ≃M(b′) ◦M(b).
On the other hand, X ◦M(a) ◦M(b′) has a simple head. Hence we obtain(
X ∇M(a)
)
∇M(b′) ≃M(b′) ◦M(b) ≃M(b)∇M(b′).
Then [12, Corollary 3.7] implies X ∇M(a) ≃M(b). The proof for gL is similar. 
The following lemma is obvious.
Lemma 3.11. For any simple module X in Cw and any a ∈ Z
J
≥0, we have
gRS (X ∇M(a)) = g
R
S (X) + a, g
L
S (M(a)∇X) = a+ g
L
S (X).
Lemma 3.12. The maps gR
S
and gL
S
are injective.
24 M. KASHIWARA AND M. KIM
Proof. Let X, Y be self-dual simples in Cw such that g
R
S
(X) = gR
S
(Y ). Take a,b ∈ ZJ≥0
such that gR
S
(X) = b− a. Then we have X ∇M(a) ≃M(b) and Y ∇M(a) ≃M(b)
up to a grading shift. We conclude that X ≃ Y by [12, Corollary 3.7] and hence gR
S
is
injective. Similarly one can show that gL
S
is injective. 
These maps are closely related with the duality.
Lemma 3.13. Let (L,R) be a dual pair of simples in C˜w. Then we have
gRS (L) + g
L
S (R) = 0.
Proof. Write L∇M(a) ≃M(b) for a, b ∈ ZJ≥0 so that g
R
S
(L) = b− a. Since R and L
are simple in C˜w, there exist c, c
′ ∈ ZJfr≥0 such that M(c) ◦R and L ◦M(c
′) are simple
objects in Cw.
Then 1→ R ◦ L induces a monomorphism
M(c) ◦M(c′)֌
(
M(c) ◦R
)
◦
(
L ◦M(c′)
)
in C˜w,(3.4)
and L ◦M(a)։M(b) induces an epimorphism(
L ◦M(c′)
)
◦M(a) ≃ L ◦M(a) ◦M(c′)։M(b) ◦M(c′) in C˜w.(3.5)
From the definition of morphisms in C˜w (see [15]), for sufficiently large c and c
′, we
may assume that the morphism (3.4) and the composition of morphisms in (3.5) are
morphisms in Cw. Then we have a chain of morphisms(
M(c) ◦M(c′)
)
◦M(a) ֌
(
M(c) ◦R
)
◦
(
L ◦M(c′)
)
◦M(a)
։
(
M(c) ◦R
)
◦
(
M(b) ◦M(c′)
)
in Cw. By [13, Lemma 3.1.5], the composition is non-zero. Since
(
M(c)◦M(c′)
)
◦M(a)
is a simple module, it is a monomorphism. Therefore,
(
M(c)◦R
)
∆
(
M(b)◦M(c′)
)
≃(
M(c) ◦M(c′)
)
◦M(a). Hence we obtain
c+ gLS (R) = g
L
S
(
M(c) ◦R
)
= (c+ c′ + a)− (b+ c′) = c+ a− b.
Thus gL
S
(R) = a− b, as desired. 
Proposition 3.14. Let Ci = {Mk | 1 ≤ k ≤ l} and Si be the monoidal cluster and the
monoidal seed associated with a reduced expression w = si1 · · · sil , where i = (i1, . . . , il)
(see, subsection 2.3).
For c ∈ Zl≥0, set
Pi(c) := hd(S
cl
l ◦ · · · ◦ S
c1
1 ).
Then we have
gRSi(Pi(c)) = (c1 − c1+ , . . . , cl − cl+),
where k+ := min({j | k < j ≤ l, ij = ik} ∪ {l + 1}), and cl+1 := 0.
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Proof. By Proposition 2.11, we know that
(S◦cll , S
◦cl−1
l−1 , . . . , S
◦c1
1 ,M
◦c1+
1 ,M
◦c2+
2 , . . . ,M
◦cl+
l )
is a normal sequence.
Set c+ :=
∑l
k=1 ck+ek, where {ej | j ∈ J} is the basis of Z
J such that c =
∑
j∈J cjej.
Then we have c+ =
∑l
j=1 cjej−, where j− = max({1 ≤ k < j | ik = ij}) ∪ {0}) and
e0 := 0. Hence M(c+) ≃M
◦c1
1−
◦ · · · ◦M◦cll− . Because we have
Sk ∇Mk− ≃Mk for 1 ≤ k ≤ l,
it follows that
Pi(c)∇M(c+) ≃ hd(S
◦cl
l ◦ S
◦cl−1
l−1 ◦ · · · ◦ S
◦c2
2 ◦ S
◦c1
1 ◦M(c+))
≃ hd(S◦cll ◦ S
◦cl−1
l−1 ◦ · · · ◦ S
◦c2
2 ◦ S
◦c1
1 ◦M
◦c1
1−
◦M◦c22− ◦ · · · ◦M
◦cl
l−
)
≃ hd((S◦cll ◦ S
◦cl−1
l−1 ◦ · · · ◦ S
◦c2
2 ) ◦ (S
◦c1
1 ∇M
◦c1
1− ) ◦ (M
◦c2
2− ◦ · · · ◦M
◦cl
l−
))
≃ hd((S◦cll ◦ S
◦cl−1
l−1 ◦ · · · ◦ S
◦c2
2 ) ◦M
◦c1
1 ◦ (M
◦c2
2− ◦ · · · ◦M
◦cl
l−
))
≃ hd((S◦cll ◦ S
◦cl−1
l−1 ◦ · · · ◦ S
◦c2
2 ) ◦ (M
◦c2
2−
◦ · · · ◦M◦cll− ) ◦M
◦c1
1 )
≃ · · ·
≃ hd(M◦cll ◦ · · · ◦M
◦c1
1 ) ≃M(c),
as desired. 
Corollary 3.15. The map gR
Si
: Irrsd(C˜w)→ Z
J is bijective.
Proof. Since gR
Si
is injective, we will show that it is surjective.
For each 1 ≤ k ≤ l + 1 and m ≥ 0, define inductively k(0) := k, k(m) := (k(m−1))+.
Let mk be the non-negative integer such that k(mk) ≤ l and (k(mk+1))+ = l + 1. For a
given a ∈ Zl, take an a′ ∈ Zl such that
ak = a
′
k for k ∈ Jex, and
ck := a
′
k + a
′
k+
+ a′k(2) + · · ·+ a
′
k(mk−1)
+ a′k(mk)
≥ 0 for 1 ≤ k ≤ l.
Since k(mk) ∈ Jfr, one can find such an a
′ by taking sufficiently large a′k(mk)
. Then we
have ck − ck+ = a
′
k. Hence, the above proposition implies that g
R
Si
(P (c)) = a′. Thus,
a− a′ ∈ ZJfr and
gRSi(P (c) ◦M(a − a
′)) = a′ + (a− a′) = a,
as desired. 
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3.5. Tropical transformations. Let us fix a monoidal cluster C = {Mj | j ∈ J} in
Cw and let S be the associated monoidal seed. For i ∈ Jex and j ∈ Jfr, we set
bij := −bji. Let us denote by {ej}j∈J the natural basis of Z
J .
Fix k ∈ Jex and we denote by µk(S ) =
{
M ′j | j ∈ J
}
the mutation of S in the
direction k. Recall that M ′j = Mj for j 6= k and there exists an exact sequence
(ignoring the gradings)
0→ U →Mk ◦M ′k → V → 0,
where
V = M
(∑
bki>0
bkiei
)
, and U =M
(∑
bik>0
bikei
)
.
Set [a]+ := max{a, 0} for a ∈ Z.
For g ∈ ZJ , we define
φRµk(S ),S (g) := g
′, where
g′i =

−gk if i = k,
gi + [bki]+gk if i 6= k, gk ≥ 0,
gi + [bik]+gk if i 6= k, gk ≤ 0,
and
φLµk(S ),S (g) := g
′′ where
g′′i =

−gk if i = k,
gi + [bik]+gk if i 6= k, gk ≥ 0,
gi + [bki]+gk if i 6= k, gk ≤ 0.
Setting µk(S ) :=S
′, the maps φR
S ′,S and φ
R
S ,S ′ (respectively, φ
L
S ′,S and φ
L
S ,S ′) are
inverse to each other.
Theorem 3.16. For any simple X ∈ C˜w, we have
φRµk(S ),S (g
R
S
(X)) = gRµk(S )(X) and φ
L
µk(S ),S
(gLS (X)) = g
L
µk(S )
(X).
Proof. Since the proofs are similar, we will show only the second equality. In the course
of the proof, we ignore the grading shifts.
Take a, b ∈ ZJ≥0 such that g := g
L
S
(X) = b− a. Then we have X ∆M(a) =M(b).
We may assume that either ak = 0 or bk = 0.
(Case ak = 0) We have gk = bk ≥ 0.
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Set b¯ = b− bkek. Then we have
X ∆M ′(a+ bkek) ≃ soc(X ◦M(a) ◦M ′(bkek))
≃ soc(M(b) ◦M ′(bkek)) ≃M(b¯) ∆ (M(bkek) ∆M ′(bkek))
≃ M(b¯) ∆ U◦bk ≃M(b¯) ◦M(
∑
bik>0
bikbkei) ≃M
′(b¯+
∑
bik>0
bikbkei).
Hence we have
(gLµk(S )(X))i = (b¯+
∑
bik>0
bikbkei − (a+ bkek))i
=
{
−bk = −gk if i = k,
bi − ai + [bik]+bk = gi + [bik]+gk if i 6= k.
(Case bk = 0) We have gk = −ak ≤ 0. Set a¯ = a− akek. Since we have
soc
(
X ◦M ′(a¯) ◦ V ◦ak
)
∆M(akek) = soc(X ◦M(a) ◦ V ◦ak) = M(b) ∆ V ◦ak
= M(b) ∆ (M ′(akek) ∆M(akek)) =
(
M ′(b) ∆M ′(akek)
)
∆M(akek),
we obtain that
soc
(
X ◦M ′(a¯) ◦ V ◦ak
)
= M ′(b) ∆M ′(akek) = M
′(b+ akek).
It follows that
(gLµk(S )(X))i = (b+ akek − a¯−
∑
bki>0
bkiakei)i
=
{
ak = −gk if i = k,
bi − ai − [bki]+ak = gi + [bki]+gk if i 6= k,
as desired. 
Since the maps φRµk(S ),S and φ
L
µk(S ),S
are bijections on ZJ , Corollary 3.15 implies
the following result.
Corollary 3.17. The map gR
S
is a bijection from the set of classes of self-dual simples
in C˜w to the set Z
J for any monoidal seed S .
Corollary 3.18. The map gL
S
is a bijection from the set of isomorphism classes of
self-dual simples in C˜w to the set Z
J for any monoidal seed S .
Proof. It is enough to show that gL
S
is surjective. By Theorem 3.1, there is a map D
sending a simple M to its right dual D(M). By Lemma 3.13, for a self-dual simple M
in C˜w, we have
gLS (D(M)) = −g
R
S (M).
Since gR
S
is surjective, so is gL
S
. 
28 M. KASHIWARA AND M. KIM
Now the following is another consequence of Lemma 3.13.
Corollary 3.19. Let M be a self-dual simple in C˜w. Then
(gLS )
−1(−gRS (M)) ≃ D(M) and
(
gRS
)−1
(−gLS (M)) ≃ D
−1(M).
3.6. Injective reachable seeds and common triangular basis. It is known (see,
for example, [19]) that, for every monoidal cluster C = {Mj | j ∈ J} of Cw, there exists
a sequence of mutations Σ and a permutation σ on Jex such that
gRS (MΣ(S )(eσ(i))) ∈ −ei + Z
Jfr for i ∈ Jex,
(Σb)σ(i),σ(j) = bi,j for i, j ∈ Jex,
where S is the monoidal seed associated with C ,
{
ej ∈ Z
J | j ∈ J
}
denotes the nat-
ural basis of ZJ , B˜ = (bi,j)i∈J,j∈Jex and Σ(B˜) = ((Σb)i,j)i∈J,j∈Jex are the exchange
matrices of the monoidal seeds S and Σ(S ), respectively, and MΣ(C )(a) denotes the
self-dual monomials in the monoidal cluster Σ(C ). See [7, Proposition 13.4] for a pre-
cise description of Σ. A quantum seed [S ] satisfying the above condition is called
injective-reachable in [19]. By Corollary 3.19, for any k ∈ Jex, there exists ck ∈ Z
Jfr
such that
MΣ(C )(eσ(k)) ◦M(ck) ≃ D−1(Mk) up to a grading shift.
Note that M(ck) is a central invertible object of C˜w.
In [19], Qin provided the notion of common triangular bases for a quantum cluster
algebra whose seeds are all injective-reachable. He studied the existence of common
triangular basis for some cases including Aq(n(w)).
Let C = {Mj | j ∈ J} be a monoidal cluster in Cw. Recall that K(Cw)[C
−1] is the
Laurent polynomial ring in {[Mj ]}j∈J (see (2.4)). For b ∈ Z
J , we denote by [M(b)]
the element in K(Cw)[C
−1] given by
[M(b)] = qΛ˜(M(b+a),M(a))−Λ˜(M(a),M(a))[M(b+ a)] · [M(a)]−1
for any a ∈ ZJ≥0 such that b + a ∈ Z
J
≥0. It does not depend on the choice of a. Note
that we do not defineM(b) itself. It coincides with the ordinary [M(b)] when b ∈ ZJ≥0.
We set
Xb := q−(wt(M(b)),wt(M(b)))/4[M(b)] ∈ Z[q±1/2]⊗Z[q±1] K(Cw)[C
−1].
We call Xb a quantum Laurent monomial in [S ]. We have
Xb ·Xb
′
= q
1
2
λ(b,b′)Xb+b
′
,
where λ is a skew-symmetric bilinear form on ZJ such that λ(ei, ej) = −Λ(Mi,Mj).
A Z[q±1/2]-basis B of Z[q±1/2]⊗Z[q±1]K(C˜w) is a common triangular basis if it satisfies
the following four conditions for every monoidal seed S (see, [19, Section 6.1]):
(1) B contains the quantum cluster monomials in the quantum seed [S ].
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(2) (Bar invariance) The expansion of b ∈ B as a Z[q±
1
2 ]-linear combination of
quantum Laurent monomials in [S ] has bar-invariant coefficients.
(3) (Parameterization) The expansion of b ∈ B as a Z[q±
1
2 ]-linear combination of
the quantum Laurent monomials in [S ] contains a unique non-zero term caX
a
such that all the other non-zero terms cbX
b satisfy that a ≻S b. Moreover,
the map B → ZJ , given by b 7→ a, is a bijection.
(4) (Triangularity) For any quantum cluster variable Xi in the seed [S ] and for
any element S in B, we can write
Xi S =
t∑
k=1
εkq
ℓkbk(3.6)
for some εk = ±1, bk ∈ B and ℓk ∈ Z/2 (1 ≤ k ≤ t) such that ε1 = 1,
gR
S
(b1) = g
R
S
(Xi) + g
R
S
(S), gR
S
(bk) ≺S g
R
S
(b1) and ℓ1 > ℓk if 2 ≤ k ≤ t.
The purpose of this subsection is to prove the following proposition. Recall that
Irrsd(C˜w) is the set of the isomorphism classes of self-dual simple objects of C˜w.
Proposition 3.20. Assume that the base field k of the quiver Hecke algebra is of
characteristic 0. Then the basis B :=
{
q−(wt(S),wt(S))/4[S] | S ∈ Irrsd(C˜w)
}
is a common
triangular basis of the quantum cluster algebra Z[q±1/2]⊗Z[q±1] K(C˜w).
Remark 3.21. Proposition 3.20 is not new. Combining [19, Theorem 6.1.6] and The-
orem 2.1, one can conclude that the basis B is a common triangular basis, as pointed
out at the end of [19, Section 1.2].
But we will give here a more direct verification of the conditions (2)–(4) rather than
using [19, Theorem 6.1.6].
Proof of Proposition 3.20. Condition (1) follows from Theorem 2.1. We show the
following lemma for the proof of condition (2).
Lemma 3.22. Let C = {Mj | j ∈ J} be a monoidal cluster in Cw and S a self-dual
simple module in Cw. Assume that
[S ◦M(a)] =
r∑
k=1
pk(q)[M(b(k))](3.7)
for some a,b(1), . . . ,b(r) ∈ ZJ≥0 such that b(k) 6= b(k
′) for k 6= k′, and pk(q) ∈ Z[q
±1].
Then
pk(q)q
1
2
(wt(M(a)),wt(S))+ 1
2
Λ(M(b(k)),M(a)) is bar-invariant for all 1 ≤ k ≤ r.
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Proof. Multiplying [M(a)] to (3.7) from the left, we have
[M(a) ◦ S ◦M(a)] =
r∑
k=1
pk(q)q
−Λ˜(M(a),M(b(k)))[M(b(k) + a)].
On the other hand, taking − to (3.7) and multiplying [M(a)] from the right, we have
q(wt(M(a),wt(S))[M(a) ◦ S ◦M(a)] =
r∑
k=1
pk(q
−1)q−Λ˜(M(b(k)),M(a))[M(b(k) + a)].
Comparing the coefficients of [M(b(k) + a)], we get the desired result. 
Let us prove condition (2). For a self-dual simple module S in Cw, write
[S ◦M(a)] =
r∑
k=1
pk(q)[M(b(k))],
where a,b(1), . . . ,b(r) ∈ ZJ≥0 such that b(k) 6= b(k
′) for k 6= k′, and pk(q) ∈ Z[q
±1].
Then we have
q
1
4
(µa,µa)[S]Xa =
r∑
k=1
pk(q)q
1
4
((µb(k) ,µb(k))Xb(k),
where µc = wt(M(c)) for c ∈ Z
J
≥0. It follows that
q
1
4
(µa,µa)[S] =
r∑
k=1
pk(q)q
1
4
(µb(k),µb(k))Xb(k)X−a
=
r∑
k=1
pk(q)q
1
4
(µb(k),µb(k))+
1
2
Λ(M(b(k)),M(a))Xb(k)−a
and hence
q−
1
4
(wt(S),wt(S))[S] = q
1
4
(µa,µa)+
1
2
(µa,wt(S))−
1
4
(µb(k),µb(k))[S]
=
r∑
k=1
pk(q)q
1
2
Λ(M(b(k)),M(a))+ 1
2
(µa,wt(S))Xb(k)−a.
Thus condition (2) follows by Lemma 3.22.
The map in condition (3) is gR
S
by Lemma 3.6, and hence the last assertion in
condition (3) is nothing but Corollary 3.17.
It remains to prove condition (4). By taking − to (3.6), it is equivalent to showing
that for any self-dual simple module S in Cw and a cluster variable Mi in the seed S ,
we have
[S ◦Mi] =
t∑
j=1
εjq
ℓj [Sj ]
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where Sj is a self-dual simple module in Cw and εj = ±1, ℓj ∈ Z/2 (1 ≤ j ≤ t) such
that gR
S
(S1) = g
R
S
(Mi) + g
R
S
(S), and ℓ1 < ℓj and g
R
S
(Sk) ≺S g
R
S
(S1) for 2 ≤ k ≤ t.
Since Mi is a real simple module, there exist self-dual simple modules Sj and ℓj ∈ Z
such that
[S ◦Mi] =
t∑
j=1
qℓj [Sj],
S ∇Mi ≃ q
ℓ1S1 and ℓ1 < ℓj, Λ(Sj,Mi) < Λ(S,Mi) for 2 ≤ j ≤ t ([13, Theorem 4.2.1,
Theorem 4.1.1] ).
Hence it remains to prove gR
S
(Sj) ≺S g
R
S
(S1) for 2 ≤ j ≤ t.
Assume that
[S ◦M(a)] =
r∑
k=1
qck [M(b(k))]
for some a,b(k) ∈ ZJ≥0 with g
R
S
(S) = b(1) − a (or S ∇M(a) ≃ M(b(1))). Hence we
have b(k) ≺S b(1) for 2 ≤ k ≤ r.
Now we have
t∑
j=1
qℓj [Sj ◦M(a)] = [S ◦Mi ◦M(a)]
= q−Λ(Mi,M(a))[S ◦M(a) ◦Mi]
= q−Λ(Mi,M(a))
r∑
k=1
qck−Λ˜(M(b(k)),Mi)[M(b(k) + ei)].(3.8)
Thus for each 1 ≤ j ≤ t, Sj∇M(a) is isomorphic to M(b(kj)+ei) for some 1 ≤ kj ≤ r
up to a grading shift.
Note that S ◦Mi ◦M(a) has a simple head qℓ1S1 ∇M(a) and hence we have
S1 ∇M(a) ≃ M(b(1) + ei) up to a grading shift.
Hence k1 = 1. Since M(b(1)+ei) appears once in (3.8) by Lemma 3.6, we have kj 6= 1
for j 6= 1.
It follows that
gRS (S1) = (b(1) + ei − a) ≻S (b(kj) + ei − a) = g
R
S (Sj) for 2 ≤ j ≤ t.
Thus we obtain condition (4), and the proof of Proposition 3.20 is complete. 
Remark 3.23. Qin showed that the upper global basis B is a common triangular basis
of Z[q±1/2] ⊗Z[q±1] K(C˜w) if w has an adaptable reduced expression (for the definition,
see [19, Section 8.2]).
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4. Commutativity with cluster variables and denominator vectors
In this section, we study the denominator vectors introduced in [5] in the context
of monoidal categorification. As a byproduct we give a proof to some conjectures of
Fomin-Zelevinsky ([6]) in the case of Aq(n(w))|q=1.
Theorem 4.1. Let X be a simple module and M a real simple module in R-gmod. If
[X ] = [M ]φ for some φ in K(R-gmod)|q=1, then X ≃M ◦Y for some simple R-module
Y which strongly commutes with M .
Proof. We may assume that
φ =
∑
i∈K
[Yi]−
∑
j∈K ′
[Zj],
where Yi and Zj are simple R-modules and there is no pair (i, j) ∈ K ×K
′ such that
Yi ≃ Zj. It follows that
[X ] +
∑
j∈K ′
[M ◦ Zj ] =
∑
i∈K
[M ◦ Yi].
Take i0 such that Λ(M,Yi0) = max {Λ(M,Yi) | i ∈ K}. For j ∈ K
′, the head M ∇ Zj
appears as a subquotient of some M ◦ Yi. Since M ∇ Zj 6≃M ∇ Yi, we have
Λ(M,Zj) = Λ(M,M ∇ Zj) < Λ(M,M ∇ Yi) = Λ(M,Yi) ≤ Λ(M,Yi0).
Since any simple subquotient S of M ◦ Zj satisfies
Λ(M,S) ≤ Λ(M,Zj) < Λ(M,Yi0) = Λ(M,M ∇ Yi0),
we conclude that M ∇ Yi0 does not appear in M ◦ Zj for any j ∈ K ′. Hence
X ≃M ∇ Yi0 .
In particular, we have
Λ(M,Yi) ≤ Λ(M,Yi0) = Λ(M,M ∇ Yi0) = Λ(M,X) for any i ∈ K.
By a similar reasoning, we have
Λ(Yi,M) ≤ Λ(X,M) for any i.
In particular, we have
Λ(Yi0,M) ≤ Λ(X,M) = Λ(M ∇ Yi0,M).
Then by [13, Corollary 4.1.2 (i)], we conclude that M and Yi0 strongly commute and
X ≃ M ◦ Yi0 , as desired. 
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Lemma 4.2. Let {Mj | j ∈ J} be a monoidal cluster in Cw. Let X be a simple module
in Cw and k ∈ Jex. Assume that
[X ◦M(a)] =
∑
s
[M(b(s))] in K(Cw)|q=1 for some a,b(s) ∈ Z
J
≥0.
If ak = 0, then X strongly commutes with Mk.
Proof. Write [X ◦Mk] =
∑
i
[Si], where Si’s are some simple modules. Then
∑
s
[M(b(s)) ◦Mk] = [X ◦M(a) ◦Mk] =
∑
i
[Si ◦M(a)].
Hence for every i, the element [Si] · [M(a)] is a sum of elements of the form [M(b(s))] ·
[Mk]. It follows that [Mk] divides [Si], becauseK(R-gmod)|q=1 ≃ Aq(n)|q=1 is a factorial
ring and the cluster variables [Mj ] are prime elements in it ([8]). In other word, we
have [Si] = φi[Mk] for some φi and hence by Theorem 4.1, there exists a simple module
Ki such that it strongly commutes with Mk and Si ≃ Ki ◦Mk for all i.
It follows that
[X ][Mk] =
∑
i
[Si] =
∑
i
[Ki][Mk]
and hence [X ] =
∑
i
[Ki]. Since X is simple, we conclude that X ≃ Ki for some i. 
Lemma 4.3. Let C = {Mj | j ∈ J} be a monoidal cluster in Cw. For every simple X
in Cw and k ∈ Jex, there exist a,b(s), c(t) ∈ Z
J
≥0 such that ak = 0, c(t)k > 0, and
[X ◦M(a)] =
∑
s
[M(b(s))] +
∑
t
[M ′(c(t))] in K(Cw)|q=1,
where M ′(c) for c ∈ ZJ denotes a cluster monomial of the monoidal cluster µk(C ), the
mutation of C at k.
Proof. We can write
[X ◦M(a)] =
∑
s
[M(b(s))] with a ∈ ZJ≥0,b(s) ∈ Z
J .
Write a = a+ akek, where {ej | j ∈ J} is the natural basis of Z
J .
Set V :=M
(∑
bki>0
bkiei
)
, and U := M
(∑
bik>0
bikei
)
so that
[Mk ◦M ′k] = [U ] + [V ].
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Set b(s) = b(s) + (b(s))kek. By multiplying [M
′
k
◦ak ], we obtain
[X ◦M(a)]([U ] + [V ])]ak =
∑
b(s)k≥ak
[M(b(s)− akek)]([U ] + [V ])]
ak
+
∑
b(s)k<ak
[M(b(s))]([U ] + [V ])]b(s)k [M ′k]
ak−b(s)k .
The right hand side is a sum of [M(b)]’s and [M ′(c)]’s such that ck > 0 (b, c ∈ Z
J
≥0),
while [X ◦M(a) ◦ U◦ak ] is a component of the left hand side. Hence, by the following
sublemma, [X ◦M(a) ◦ U◦ak ] is a sum of [M(b)]’s and [M ′(c)]’s, as desired. 
Sublemma 4.4. Let {Xa}a∈A and {Yb}b∈B be finite families of simple modules in
R-gmod. If ∑
a∈A
[Xa] =
∑
b∈B
[Yb] in K(R-gmod)|q=1,
then there exists a bijection f : A ≃ B such that Xa ≃ Yf(a) up to a grading shift.
Proof. It is immediate from the fact that the isomorphism classes of self-dual simple
modules in R-gmod forms a Z[q±1]-basis of K(R-gmod). 
Lemma 4.5. Let {Mj | j ∈ J} be a monoidal cluster in Cw. Let X be a simple module
which strongly commutes with Mk for some k ∈ J . Then we have
[X ◦M(a)] =
∑
s
[M(b(s))] in K(Cw)|q=1
for some a,b(s) ∈ ZJ≥0 with ak = 0.
Proof. Write
[X ◦M(a)] =
∑
s
[M(b(s))] +
∑
t∈K
[M ′(c(t))],
with a,b(s), c(t) ∈ ZJ≥0 such that ak = 0 and c(t)k > 0 for t ∈ K. Since X and
M(a) strongly commute with Mk, every subquotient of X ◦M(a) strongly commutes
with Mk by [13, Proposition 3.2.10]. In particular, if t ∈ K, then M
′(c(t)) strongly
commutes with Mk so that
0 = d(Mk,M
′(c(t))) = d(Mk,M
′
k
◦c(t)k) = c(t)k > 0,
which is a contradiction. Hence K = ∅ and the assertion follows. 
Let X be a simple module in Cw and C = {Mj | j ∈ J} a monoidal cluster in
Cw. Write [X ] =
∑
s[M(b(s))] with b(s) ∈ Z
J in K(Cw)[C
−1]|q=1. Then the vector
d(X) ∈ ZJ defined by
d(X)k :=−min
s
{(b(s))k} for k ∈ Jex, and d(X)j = 0 for j ∈ Jfr
LAURENT PHENOMENON AND SIMPLE MODULES OF QUIVER HECKE ALGEBRAS 35
is called the denominator vector of [X ] in the cluster algebra K(Cw)|q=1, which is
introduced in [5].
By Lemma 4.2 and Lemma 4.5, we obtain the following proposition.
Proposition 4.6. Let C = {Mj | j ∈ J} be a monoidal cluster in Cw. If X is a simple
in Cw, k ∈ Jex, and [X ] =
∑N
s=1[M(b(s))] in K(Cw)[C
−1]|q=1 for some b(s) ∈ Z
J , then
the followings are equivalent:
(a) X strongly commutes with Mk,
(b) (b(s))k ≥ 0 for all s,
(c) d(X)k ≤ 0.
Proposition 4.7. Let C = {Mj | j ∈ J} be a monoidal cluster in Cw. If X is a simple
in Cw, k ∈ Jex, and assume that X strongly commutes with Mk. Then, −d(X)k is the
largest non-negative integer n such that there exists a simple Y such that X ≃ Y ◦M◦nk .
Proof. By the assumption, d(X)k ≤ 0. Assume that there exists a simple Y such that
X ≃ Y ◦M◦nk . We shall show −d(X)k ≥ n. We may assume that n > 0. Then Y
strongly commutes with Mk. By the above proposition, [Y ] =
∑N
s=1[M(b
′
s)] for some
b′s ∈ Z
J with (b′s)k ≥ 0 for all s. Hence we have [X ] = [Y ◦M◦nk ] =
∑N
s=1[M(b
′
s+nek)]
in K(Cw)[C
−1]|q=1, as desired.
Conversely, assume that −d(X)k ≥ n ≥ 0. Write [X ◦M(a)] =
∑
s∈Σ[M(b(s))] in
K(Cw)[C
−1]|q=1. Since −d(X)k = min {(b(s)− a)k | s ∈ Σ} ≥ n, we may assume that
ak = 0 and b(s)k ≥ n for every s ∈ Σ. Hence [X ] · [M(a)] = [X ◦M(a)] is divisible
by [Mk]
n in K(Cw). Note that any cluster variable is a prime element of K(Cw)|q=1 by
[8]. Since [M(a)] is not divisible by [Mk] and [Mk] is prime, [X ] is divisible by [Mk]
n.
Then, by Theorem 4.1, we have X ≃ M◦nk ◦ Y for some simple module Y . 
Corollary 4.8. Let {Mj | j ∈ J} be a monoidal cluster and let [X ] be a cluster variable
which does not belong to {Mj | j ∈ J}. Then
(i) d(X)k ≥ 0 for all k ∈ Jex.
(ii) If there is a seed containing X and Mk for some k ∈ Jex, then d(X)k = 0.
Proof. (i) If X doesn’t commute with Mk, then d(X)k > 0. Assume that X commutes
with Mk. Then we have d(X)k ≤ 0. Since [X ] is a cluster variable and hence is a
prime element, it cannot be factored into X ≃ Y ◦Mk. Thus we have d(X)k = 0 by
Proposition 4.7.
(ii) Since X and Mk strongly commute with each other, we have d(X)k ≤ 0. 
Remark 4.9. Corollary 4.8 (i) is the Conjecture 7.4 (1) in [6]. Corollary 4.8 (ii) is a
half of the Conjecture 7.4 (2) in [6].
Theorem 4.10 (see also Theorem 2.4). Let X be a simple module in Cw and let
C = {Mj | j ∈ J} be a monoidal cluster in Cw. Let k ∈ Jex and S
′ = µk(S ). Assume
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that X strongly commutes withMj for all j ∈ J\{k}. Then either X strongly commutes
with Mk or it strongly commutes with M
′
k, the mutation of Mk at k. Equivalently, [X ]
is a cluster monomial in the seed [S ] or a cluster monomial in the seed [S ′] (up to a
power of q).
Proof. For a ∈ ZJ≥0, we will denote by M
′(a) the cluster monomial in µk(S ). By the
assumption we have d(X)j ≤ 0 for all j ∈ J \ {k}. Assume that X does not strongly
commute with Mk. Then we have d(X)k > 0. It follows that
[X ◦M◦d(X)kk ] =
∑
s
[M(b(s))] in K(Cw)|q=1
for some b(s) ∈ ZJ≥0. Multiplying M
′
k
d(X)k , we obtain
[X ] ·
(
[U ] + [V ]
)d(X)k =∑
s
[M(b(s))] · [M ′(d(X)kek)],
where [Mk] · [M
′
k] = [U ] + [V ]. Note that U and V are cluster monomials in the
monoidal cluster µk(C ) and they strongly commute with X . Hence the left-hand side
of the above equation is a sum of elements of the form [X ◦M ′(a)] for some a ∈ ZJ≥0
with ak = 0, which is a class of simple module.
On the other hand, by the definition of d(X)k, there exists s0 such that b(s0)k = 0
and hence M(b(s0)) =M
′(b(s0)). Thus there exists a ∈ Z
J
≥0 such that ak = 0 and
[X ◦M ′(a)] = [M ′(b(s0) + d(X)kek)].
Thus we obtain
[X ] = [M ′(b(s0) + d(X)kek − a)]
in K(Cw)[µk(C )
−1]|q=1. Since X ∈ Cw, we conclude that b(s0) + d(X)kek − a ∈ Z
J
≥0.
Hence [X ] is a cluster monomial in the cluster [µk(C )]. 
Proposition 4.11. Let {Mj | j ∈ J} be a monoidal cluster in Cw, k ∈ Jex, and X a
simple module in Cw. Assume that X does not strongly commute with Mk. Then d(X)k
is the smallest positive integer n such that every simple subquotient of X ◦M◦nk strongly
commutes with Mk.
Proof. Note that d(X)k > 0, since X does not strongly commute with Mk.
Write [X ◦M(a)] =
∑
s∈Σ[M(b(s))] in K(Cw)|q=1 with a,b(s) ∈ Z
J
≥0.
Assume that n ∈ Z>0 and every subquotient of X ◦M◦nk strongly commutes with
Mk. Write [X ◦M◦nk ] =
∑
t[St] in K(Cw)|q=1 where St are simple modules in Cw. Then∑
s∈Σ
[M(b(s) + nek)] = [X ◦M(a) ◦M◦nk ] =
∑
t
[St ◦M(a)] in K(Cw))|q=1.
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Hence for each t, there exists a subset Σt ⊂ Σ such that
[St ◦M(a)] =
∑
s∈Σt
[M(b(s) + nek)].
We may assume that Σ =
⊔
tΣt.
Thus St strongly commutes with Mk if and only if b(s)k + n− ak ≥ 0 for all s ∈ Σt
by Proposition 4.6.
Hence St strongly commutes with Mk for any t if and only if b(s)k + n− ak ≥ 0 for
all s ∈ Σ, i.e., d(X)k = max {ak − b(s)k | s ∈ Σ} ≥ n. 
This characterization of d(X)k (Propositions 4.6, 4.7 and 4.11) immediately implies
Corollary 4.12. Let [Mk] be a cluster variable and let X be a simple module which is
not divisible by Mk. Then d(X)k does not depend on the choice of a cluster containing
Mk.
Remark 4.13. It is Conjecture 7.4 (3) in [6]. Note that [6, Conjecture 7.4] is proved
for arbitrary skew-symmetrizable cluster algebras in [2] in a different way.
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