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Abstract
Understanding of the behavior of algorithms for resolving the optimiza-
tion problem (hereafter shortened to OP) of optimizing a differentiable loss
function (OP1), is enhanced by knowledge of the critical points of that
loss function, i.e. the points where the gradient is 0. Here, we describe a
solution to the problem of finding critical points by proposing and solv-
ing three optimization problems: 1) minimizing the norm of the gradient
(OP2), 2) minimizing the difference between the pre-conditioned update
direction and the gradient (OP3), and 3) minimizing the norm of the gradi-
ent along the update direction (OP4). The result is a recently-introduced
algorithm for optimizing invex functions, Newton-MR [1], which turns out
to be highly effective at the problem of finding the critical points of the
loss surfaces of neural networks [2]. We precede this derivation with an
analogous, but simpler, derivation of the nested-optimization algorithm
for computing square roots by combining Heron’s Method with Newton-
Raphson division.
1 Why Critical Points?
The problem of approximate optimization of differentiable scalar functions is
θ∗ := argmin
θ
L(θ) (OP1)
for some “loss function” L. This optimization is typically carried out by lo-
cal methods, which make use of only evaluations of the function and some fi-
nite number of its derivatives. Prominent examples include gradient descent,
Newton-Raphson, and (L-)BFGS [3].
What guarantees can be made about such algorithms? Focusing on the
simplest and most widely-used, stochastic gradient descent, and narrowing to
differentiable functions, it can be shown [4] that the point of convergence, θ∞,
satisfies the first-order local optimality criterion
∇L (θ∞) = 0 (1)
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We call such a point a critical point of the loss. More concretely, it can be
proven [4] that for any choice of ε > 0, there exists a finite number of iterations
T such that
‖∇L (θT )‖2 < ε (2)
At the most concrete, additional assumptions on (Lipschitz-flavored) numer-
ical properties of the function L give asymptotic upper-bounding big-O rates,
sometimes with matching lower bounds (for details and proofs, see [3, 4]).
This is insufficient to prove that local methods “work” in the sense of solving
the original optimization problem, OP1. Indeed, there are many examples where
a gradient near or at 0 is not a certificate of optimality. For example, any point
where the gradient vanishes but the Hessian is indefinite (it has positive and
negative eigenvalues) satisfies the first-order criterion but can be at arbitrary
height on the loss.
So we introduce a second-order optimality criterion:
λmin
(
∇2L
(
θ˜
))
≥ 0 (3)
where λmin (M) of a matrix M is its smallest eigenvalue. Criterion 3 has ac-
companying relaxation
λmin
(
∇2L
(
θ˜
))
> −ε (4)
which eliminates from consideration points with (strongly) indefinite Hessians.
It can be shown [5] that stochastic gradient descent converges to points that
satisfy (4). This leaves as possible non-locally-optimal points of convergence
only those where the Hessian (approximately) vanishes in some directions and
third- or higher-order information is required to determine local optimality.
Information of order N > 3 is hard or impossible to come by, seeing as it
involves generic Nth-order tensors, so we presume that we’re living in a world
where criterion 3 is sufficient for local optimality.
Then, the points which might cause stochastic gradient descent to fail to
optimize a function are those which
1. satisfy the first-order local optimality criterion (have zero gradient)
2. satisfy the second-order local optimality criterion (have a positive semi-
definite Hessian)
3. nevertheless have unacceptably high values of the loss.
Such points are known as bad local minima. More generally, optimization al-
gorithms may be attracted to all kinds of critical points, and different kinds
of critical points may interact heterogeneously with optimization algorithms,
e.g. slowing down some but speeding up others. A clear understanding of the
nature of the critical points of the losses of a class of problems can clarify empir-
ical results on which algorithms perform best, suggest the existence of superior
algorithms, and guide theory to produce better guarantees and tighter bounds.
In order to better understand the critical point-finding problem, the problem
of finding the roots, or zeroes, of the gradient of the loss, it is instructive to
examine how the square root of a number is calculated to high precision.
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2 The Square Root as an Optimization Problem
Addition (+) and multiplication (×) are simple operations, in the following
sense: given exact representations for two numbers, an exact representation for
the results of + and × applied to those two numbers can be obtained in finite
time1. The symbols a + b and a × b represent the exact, finite output of a
concrete, finite-time algorithm. That is, both operations define closed monoids
over finite-length bit strings.
This is not true of division (÷), inverse (−1), or square root (√). In these
cases, the operation is defined in terms of a promise regarding what happens
when the output of this operation is subjected to ×:
b = a÷ c =⇒ b× c = a (5)
b = a−1 =⇒ b× a = 1 (6)
b =
√
a =⇒ b× b = a (7)
and for an exact representation of a number a, the number that fulfills this
promise might not have an exact representation, as is famously the case for
√
2.
This makes algorithm design for these operations more complex than for + and
×.
There are individual strategies for each, but one general idea that turns
out to be very powerful is relaxation to an optimization problem. That is,
we take the exact promises made above, recognize them as statements of the
optimality of the output for some criterion, and then use that criterion to define
an approximate promise, true up to some tolerance ε.
For
√
, we rearrange the promise (7), denoting its exact solution with a ∗,
into:
√
a =: b∗ (8)
a = b∗ × b∗ (9)
0 = b∗ × b∗ − a (10)
0 = ‖b∗ × b∗ − a‖2 (11)
and then recognize that, due to the non-negativity of the norm, the last line
(11) is a statement of optimality. That is, the value b∗ that we are looking for
is the argument that minimizes the expression on the RHS:
b∗ = argmin
b
‖b× b− a‖2 (12)
Exactly minimizing this expression to arbitrary precision might be impossi-
ble, so we consider instead the set, B˜ of all b˜s that make the expression smaller
than some criterion value ε:
1 Specifically, addition is O(n) and multiplication is O(n logn) [6], courtesy of the Fast
Fourier Transform and the convolution theorem.
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B˜ :=
{
b˜ :
∥∥∥b˜× b˜− a∥∥∥2 ≤ ε} (13)
This notation is unwieldy, so let’s introduce a symbol, optmin, that means
“like an argmin, but only up to some ε > 0”, abstracting away which exact
member of the solution set (in (13) above, B˜) is returned and which value of ε
is chosen. Because this is a solution, we include a ∗; because it is inexact, we
include a ˜:
b˜∗ := optmin
b
‖b× b− a‖2 (14)
The workhorse algorithm for solving these problems is Newton-Raphson:
update the current estimate of a function’s root by subtracting off the value of
that function divided by its derivative. Using the fact that the derivative of
b× b− a is 2b, we obtain
bt+1 = bt − bt × bt − a
2bt
(15)
=
bt
2
+
a÷ bt
2
(16)
This method of calculating square roots is known as Heron’s Method, after
Hero of Alexandria, who wrote it down in 60 AD, some 16 centuries before
Newton and Raphson would generalize it to generic (C2-smooth) root-finding
problems [7].
The presence of a ÷ may raise alarms2, since ÷ was also among our trou-
blesome operators. It is in fact the case that ÷ may also be calculated with
Newton-Raphson, typically by computing −1:
a÷ b = a× b−1 (17)
b−1 =: c∗ (18)
1 = b× c∗ (19)
0 = c∗−1 − b (20)
0 =
∥∥c∗−1 − b∥∥2 (21)
Conveniently, this gives a Newton-Raphson update that is entirely in terms
of multiplications and additions:
ct+1 = ct − c
−1
t − b
−c−2t
(22)
= ct × (2− ct × b) (23)
2 But note that division by 2, shouldn’t, since for binary numbers, it can be implemented
by an O(1) bitshift.
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In the next section, we define an analogous algorithm for finding critical
points. That is, we again try to solve a root-finding problem with Newton-
Raphson, but this introduces a division, which we reformulate as an optimization
problem.
3 Finding Critical Points Effectively
Critical points are, in fact, roots of the system of equations given by the gradient
of the loss:
∇L (θ∗) = 0 (24)
Inspired by our method for finding the root of the square, we relax this
root-finding problem to
θ˜∗ := optmin
θ
‖∇L (θ)‖2 (OP2)
We could proceed by directly minimizing OP2, introducing a surrogate loss
g(θ) := ‖∇L (θ)‖2. This method has been independently invented several times
over the preceding half-century [8, 9, 10]. But this surrogate loss is generically
quadratically worse, approximately, in condition number than is the original
loss, and is, ironically, subject to a “bad local minimum” property of its own [8,
11, 2].
So we instead treat OP2 as a root-finding problem and apply Newton-
Raphson. Just as in the square root case, this introduces a division operation
(in disguise as a matrix inversion):
θt+1 = θt −∇2L (θt)−1∇L (θt) (25)
The first issue that arises is non-invertibility: any Hessian with zero eigen-
values has no exact inverse. This could be resolved by replacing the inverse, −1,
with the Moore-Penrose pseudo-inverse [12]. But again, the more serious issue
is that any inverse is defined in terms of an exact promise, which we can only
ever satisfy approximately. The relevant promise here, introducing the symbol
∆θ∗t for the ideal θt+1 − θt, is
∇2L (θt)∆θ∗t = −∇L (θt) (26)
with optimization-ready form∥∥∇2L (θt)∆θ∗t +∇L (θt)∥∥2 = 0 (27)
and therefore our third optimization problem, OP3, is:
∆˜θ∗t := optmin
∆θ
∥∥∇2L (θt)∆θ +∇L (θt)∥∥2 (OP3)
We can therefore solve OP2 by iteratively solving OP3. It would be very
cute if OP3 were also solved using Newton-Raphson; alas in fact it turns out
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to be preferable to use a conjugate gradient-type method [13]. Note also that
this problem only requires computation of the product of the Hessian with a
vector, rather than the explicit computation of the Hessian, which can be made
substantially faster [14].
But we are not done quite yet. The optimality of the promise (27) can be
derived for a quadratic function (it essentially changes to basis in which the
quadratic form is the identity matrix). For non-quadratic functions, it is only
approximately optimal, in so far as the quadratic approximation to the function
is close.
And so the ∆θt given by solving OP3 may not be the best choice. It is,
however, often a reasonable direction along which to search for good updates.
Therefore we redefine our update to be a scaled version of the output of a solver
for OP3:
θt+1 = θt + η˜∗∆˜θ∗t (28)
and, as the notation suggests, define η˜∗ as a solution to a fourth optimization
problem:
η˜∗ := opt min
η∈R+
∥∥∥∇L(θt + η∆˜θ∗t )∥∥∥2 (OP4)
Because it involves optimizing an n-dimensional system over a 1-dimensional
parameter, this is known as a line search problem3, and we solve it using back-
tracking line search [15]. That is, we start with a large initial guess η0, check
whether the improvement for that step size is sufficient according to some cri-
teria (e.g. the Wolfe conditions [15]), and, if not, reduce the step size by a
multiplicative factor.
This particular combination, applying [13] on OP3 for selecting an update
direction, then back-tracking line search to select a step size, was recently pro-
posed in [1], under the name Newton-MR, as a method for optimizing certain
functions whose critical points are all optima, the invex functions. Newton-MR
was recently shown [2] to outperform other proposed algorithms [16, 10] on the
problem of finding the critical points of a linear neural network loss surface [17].
4 Conclusion
In summary: to better understand the optimization problem OP1, we wish to
find the critical points of the loss function. We define the critical point finding
problem as optimization problem OP2, just as is done when computing square
roots. Also just as in the square root algorithm, solving OP2 requires, in its inner
loop, another optimization problem, a form of division, be solved: OP3. The
only additional complexity added by moving up to higher-dimensional problems,
like the loss surfaces of neural networks [2], is that the inner loop of OP2 gains
another (non-nested) optimization problem, OP4, to select the step size.
3Though the non-negativity restriction on η makes it more accurately a ray search problem.
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