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In this paper, two efficient iterative methods are presented to solve the symmetric and
skew symmetric solutions of a linear matrix equation AXB + CYD = E, respectively, with
real pair matrices X and Y . By these two iterativemethods, the solvability of the symmetric
and skew symmetric solutions for the matrix equation can be determined automatically.
When the matrix equation has symmetric and skew symmetric solutions, then, for any
initial pair matrices X0 and Y0, symmetric and skew symmetric solutions can be obtained
within finite iteration steps in the absence of roundoff errors, and the minimum norm of
the symmetric and skew symmetric solutions can be obtained by choosing a special kind of
initial pair matrices. In addition, the unique optimal approximation pair solution X̂ and Ŷ
to the given matrices X and Y in Frobenius norm can be obtained by finding the minimum
norm solution of a newmatrix equation AX˜B+ CY˜D = E˜, where E˜ = E − AXB− CYD. The
given numerical examples demonstrate that the iterative methods are quite efficient.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let Rm×n denote the set ofm× n real matrices, SRn×n and SSRn×n denote the set of all symmetric and all skew symmetric
matrices in Rn×n, respectively. AT be the transpose of matrix A. In the space Rm×n, we define an inner product as 〈A, B〉 =
trace(BTA) = tr(BTA) for allA, B ∈ Rm×n. Then the normof amatrixA generated by this inner product is, obviously, Frobenius
norm and denoted by ‖A‖.
In this paper, we consider the following four problems of the linear matrix equation:
Problem I. Given matrices A ∈ Rp×n, B ∈ Rn×q, C ∈ Rp×m,D ∈ Rm×q and E ∈ Rp×q, find a pair matrices X ∈ SRn×n and
Y ∈ SRm×m, such that
AXB+ CYD = E. (1.1)
Problem II. When Problem I is consistent, let SE denote the set of solutions of Problem I
SE = {(X, Y ) ∈ SRn×n × SRm×m : AXB+ CYD = E}.
For given pair matrices X ∈ Rn×n and Y ∈ Rm×m find the symmetric pair matrices X̂ ∈ SE and Ŷ ∈ SE , such that
‖X̂ − X‖ + ‖Ŷ − Y‖ = min
(X,Y )∈SE
{‖X − X‖ + ‖Y − Y‖}. (1.2)
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Problem III. Given matrices A ∈ Rp×n, B ∈ Rn×q, C ∈ Rp×m,D ∈ Rm×q and E ∈ Rp×q, find a pair matrices X ∈ SSRn×n and
Y ∈ SSRm×m, such that
AXB+ CYD = E. (1.3)
Problem IV. When Problem III is consistent, Let SSE denote the set of solution of Problem III
SSE = {(X, Y ) ∈ SSRn×n × SSRm×m : AXB+ CYD = E}.
For given pair matrices X ∈ Rn×n and Y ∈ Rm×m find the skew symmetric pair matrices X̂ ∈ SSE and Ŷ ∈ SSE , such that
‖X̂ − X‖ + ‖Ŷ − Y‖ = min
(X,Y )∈SSE
{‖X − X‖ + ‖Y − Y‖}. (1.4)
The matrix equation (1.1) may arise in many areas of scientific computing and in engineering applications. Liao, Bai, and
Lei [1] present a special example to show a motivation for studying (1.1).
Many results have been obtained about Eq. (1.1). For example, Chu [2] gave the consistency conditions and theminimum
norm solution by making use of the generalized singular value decomposition (GSVD). Huang and Zeng [3] and Özgüler [4],
respectively, gave the solvability conditions over a simple Artinian ring and principal ideal domain by using the generalized
inverse. Shim and Chen [5], Chu [2] and Xu, Wei, and Zheng [6] presented the least square solution with the minimum
norm by using the canonical correlation decomposition (CCD) and GSVD. According to [2,6], the solution of Eq. (1.1) cannot
be obtained by only applying GSVD and CCD. Liao and Bai [1] solve the best approximate solution of Eq. (1.1) based on
the projection theorem in inner product space, and also based on GSVD and CCD of matrices. In this paper we will study
symmetric and skew symmetric solutions and the best approximate symmetric and skew symmetric solutions of Eq. (1.1)
by using iterative method. We refer to [7–10] for further discussions of Eq. (1.1).
The matrix nearness problems (1.2) and (1.4) occur frequently in experimental design; see for instance [11]. In recent
years, there has been much discussion on the matrix nearness problem associated with other matrix equations, too. For
details, we refer to [12–16] and references therein. Here X and Y may be obtained from experiments, but not satisfy the
matrix equation (1.1) or (1.3). The best approximate solutions X̂ and Ŷ satisfy the matrix equations (1.1) or (1.3) and are
near the given matrix pair X and Y in Frobenius norm (may be spectral norm or others).
Yuan, Liao, and Lei [17] obtain a unique least squares symmetric solution of Eq. (1.1) by using Moore–Penrose inverse
and the Kronecker product of matrices. In this paper we will use iterative method to solve symmetric and skew symmetric
solutions of Eq. (1.1). Using iterativemethods to solve thematrix equation can be found in papers [18–21]. In this paper, two
efficient iterative methods are presented to solve the linear matrix equation (1.1) and (1.3) for any real pair matrices X and
Y . The suggested iterative method, automatically determines the solvability of Eqs. (1.1) and (1.3). When Eqs. (1.1) and (1.3)
are consistent, then, for any initial symmetric or skew symmetric matrix pair X0 and Y0, a solution can be obtained within
finite iteration steps in the absence of round errors, and the minimum norm solution can be obtained by choosing a special
kind of initial matrix pair. In addition, using this iterative method, the solution of minimization problem (1.2) and (1.4) can
be obtained by first finding the minimum norm solution pair X˜∗ and Y˜ ∗ of the new linear matrix equations AX˜B+ CY˜D = E˜
over unknown real matrix pair X˜ and Y˜ , where E˜ = E − AXB − CYD. The given numerical examples demonstrate that the
iterative methods are quite efficient.
2. Iterative method for solving (1.1) and (1.2)
In this section, we first introduce an algorithm to obtain a pair solution of the linear matrix equation (1.1). We show that
if the Eq. (1.1) is consistent, then, for any initial symmetric matrix pair X0 and Y0, the sequences of matrices {Xk} and {Yk},
generated by the iterative method, converge to some symmetric solution with at most pq iteration steps in the absence of
roundoff errors and also show that if we let the above initial symmetric matrices be chosen as X0 = ATHBT + BHTA and
Y0 = CTHDT + DHTC , where H is arbitrary, then the symmetric solution X∗ and Y ∗ obtained by the iterative method is the
minimum norm solution. Finally, we consider the iterative method to solve the matrix nearness problem (1.2).
We present the iterative method for the consistency of matrix equation (1.1) as follows.
Algorithm 2.1. 1. Input matrices A, B, C,D, E and X0 ∈ SRn×n, Y0 ∈ SRn×n;
2. Calculate
R0 = E − AX0B− CY0D;
P0 = ATR0BT ;
P s0 =
P0 + PT0
2
;
Q0 = CTR0DT ;
Q s0 =
Q0 + Q T0
2
;
k = 0;
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3. If Rk = 0, then stop; else, k = k+ 1;
4. Calculate
Xk = Xk−1 + ‖Rk−1‖
2
‖P sk−1‖2 + ‖Q sk−1‖2
P sk−1;
Yk = Yk−1 + ‖Rk−1‖
2
‖P sk−1‖2 + ‖Q sk−1‖2
Q sk−1;
Rk = E − AXkB− CYkD
= Rk−1 − ‖Rk−1‖
2
‖P sk−1‖2 + ‖Q sk−1‖2
(AP sk−1B+ CQ sk−1D);
Pk = ATRkBT ;
Qk = CTRkDT ;
P sk =
Pk + PTk
2
− tr(PkP
s
k−1)+ tr(QkQ sk−1)
‖P sk−1‖2 + ‖Q sk−1‖2
P sk−1;
Q sk =
Qk + Q Tk
2
− tr(PkP
s
k−1)+ tr(QkQ sk−1)
‖P sk−1‖2 + ‖Q sk−1‖2
Q sk−1;
5. Go to step 3.
About Algorithm 2.1, we can easy to check that when the initial matrix pair (X0, Y0) is symmetric then the sequences {Xi},
{Yi} generated by Algorithm 2.1 are all symmetric. In the same way, since P s0 and Q s0 are symmetric, we can easily deduce by
induction that P sk and Q
s
k are symmetric for every k ∈ N .
In order to give some basic properties of Algorithm 2.1, we need the following Lemmas.
Lemma 2.1. Let A, B ∈ Rn×n, then we have
〈A, B〉 = 〈B, A〉 = 〈AT , BT 〉 = 〈BT , AT 〉. (2.1)
In real field, we note that tr(AB) = tr(BA) and tr(A) = tr(AT ), this implies that (2.1) holds.
Lemma 2.2. Let P,Q ∈ Rn×n, denote P̂ = P+PT2 and Q̂ = Q+Q
T
2 , then we have
〈P, Q̂ 〉 = 〈̂P, Q̂ 〉.
Proof. Since P̂ = P+PT2 , so P = 2̂P − PT . By this we have
〈P, Q̂ 〉 = 〈2̂P − PT , Q̂ 〉
= 2〈̂P, Q̂ 〉 − 〈PT , Q̂ 〉
= 2〈̂P, Q̂ 〉 − 〈P, Q̂ 〉 by Q̂ = Q̂ T and Lemma 2.1.
Hence, the result of Lemma 2.2 holds. 
Remark 2.1. From Lemma 2.2, we have 〈A, B〉 = 0 for any A ∈ SRn×n and B ∈ SSRn×n.
Lemma 2.3. Assume that the linear matrix equation (1.1) is consistent and (X∗, Y ∗) is one of its solutions, then, for any initial
symmetric matrix pair (X0, Y0), the sequences {Xi}, {Yi}, {Ri}, {P si } and {Q si } generated by Algorithm 2.1 satisfy
〈P si , X∗ − Xi〉 + 〈Q si , Y ∗ − Yi〉 = ‖Ri‖2, (i = 0, 1, 2, . . .).
Proof. We prove the conclusion by induction and notice that X∗, X0, Y ∗, Y0 are all symmetric matrices. When i = 0, we have
〈P s0, X∗ − X0〉 + 〈Q s0, Y ∗ − Y0〉 = 〈P0, X∗ − X0〉 + 〈Q0, Y ∗ − Y0〉 by Lemma 2.2
= 〈ATR0BT , X∗ − X0〉 + 〈CTR0DT , Y ∗ − Y0〉
= 〈R0, A(X∗ − X0)B〉 + 〈R0, C(Y ∗ − Y0)D〉
= 〈R0, A(X∗ − X0)B+ C(Y ∗ − Y0)D〉
= 〈R0, R0〉
= ‖R0‖2.
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Assume that the conclusion holds for i = t (for t ≥ 0), that is 〈P st , X∗ − Xt〉 + 〈Q st , Y ∗ − Yt〉 = ‖Rt‖2, then for i = t + 1,
we have
〈P st+1, X∗ − Xt+1〉 + 〈Q st+1, Y ∗ − Yt+1〉 =
〈
Pt+1 + PTt+1
2
− tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
P st , X
∗ − Xt+1
〉
+
〈
Qt+1 + Q Tt+1
2
− tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
Q st , Y
∗ − Yt+1
〉
=
〈
Pt+1 + PTt+1
2
, X∗ − Xt+1
〉
+
〈
Qt+1 + Q Tt+1
2
, Y ∗ − Yt+1
〉
− tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
[〈P st , X∗ − Xt+1〉 + 〈Q st , Y ∗ − Yt+1〉]
= 〈Pt+1, X∗ − Xt+1〉 + 〈Qt+1, Y ∗ − Yt+1〉 − tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
〈P st , X∗ − Xt+1〉
− tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
〈Q st , Y ∗ − Yt+1〉 by Lemma 2.2
= 〈ATRt+1BT , X∗ − Xt+1〉 + 〈CTRt+1DT , Y ∗ − Yt+1〉 − tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
〈
P st , X
∗ − Xt − ‖Rt‖
2
‖P st ‖2 + ‖Q st ‖2
P st
〉
− tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
〈
Q st , Y
∗ − Yt − ‖Rt‖
2
‖P st ‖2 + ‖Q st ‖2
Q st
〉
= ‖Rt+1‖2 − tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
[
〈P st , X∗ − Xt〉 −
〈
P st ,
‖Rt‖2
‖P st ‖2 + ‖Q st ‖2
P st
〉]
− tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
[
〈Q st , Y ∗ − Yt〉 −
〈
Q st ,
‖Rt‖2
‖P st ‖2 + ‖Q st ‖2
Q st
〉]
= ‖Rt+1‖2 − tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
‖Rt‖2
+ tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
‖Rt‖2
‖P st ‖2 + ‖Q st ‖2
[〈P st , P st 〉 + 〈Q st ,Q st 〉] by induction
= ‖Rt+1‖2. 
By the principle of induction, the conclusion 〈P si , X∗ − Xi〉 + 〈Q si , Y ∗ − Yi〉 = ‖Ri‖2 holds for all i = 0, 1, 2, . . ..
Remark 2.2. From the formulae of P si and Q
s
i in Algorithm 2.1 and Lemma 2.3, we know that if the linear matrix equation
(1.1) is consistent, then, Ri = 0 if and only if Pi = 0 and Qi = 0. This result implies that if there exists a positive number k
such that P sk = Q sk = 0 but Rk 6= 0, then the linear matrix equation (1.1) has no symmetric solution. Hence, the solvability
of the linear matrix equation (1.1) can be determined automatically by Algorithm 2.1 in the absence of roundoff errors.
Lemma 2.4. Assume that the linear matrix equation (1.1) is consistent and the sequences {Ri}, {P si } and {Q si }, where ‖Ri‖2 6=
0 (i = 0, 1, 2, . . . k) generated by Algorithm 2.1. Then we have
〈Ri, Rj〉 = 0, 〈P si , P sj 〉 + 〈Q si ,Q sj 〉 = 0, (i 6= j, i, j = 0, 1, . . . , k).
Proof. FromLemma2.1we know that 〈A, B〉 = 〈B, A〉holds for allmatricesA and B inRp×q, we only prove that the conclusion
holds for all 0 ≤ i < j ≤ k. Using induction and two steps are required.
Step 1. Show that 〈Ri, Ri+1〉 = 0 and 〈P si , P si+1〉 + 〈Q si ,Q si+1〉 = 0 for all i = 0, 1, 2, . . . , k. To prove this conclusion, we
also use induction.
For i = 0, we have
〈R0, R1〉 =
〈
R0, R0 − ‖R0‖
2
‖P s0‖2 + ‖Q s0‖2
(AP s0B+ CQ s0D)
〉
= ‖R0‖2 − ‖R0‖
2
‖P s0‖2 + ‖Q s0‖2
[〈R0, AP s0B〉 + 〈R0, CQ s0D〉]
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= ‖R0‖2 − ‖R0‖
2
‖P s0‖2 + ‖Q s0‖2
[〈P0, P s0〉 + 〈Q0,Q s0〉]
= ‖R0‖2 − ‖R0‖
2
‖P s0‖2 + ‖Q s0‖2
(‖P s0‖2 + ‖Q s0‖2)
= 0
and
〈P s0, P s1〉 + 〈Q s0,Q s1〉 =
〈
P s0,
P1 + PT1
2
− tr(P1P
s
0)+ tr(Q1Q s0)
‖P s0‖2 + ‖Q s0‖2
P s0
〉
+
〈
Q s0,
Q1 + Q T1
2
− tr(P1P
s
0)+ tr(Q1Q s0)
‖P s0‖2 + ‖Q s0‖2
Q s0
〉
=
〈
P s0,
P1 + PT1
2
〉
+
〈
Q s0,
Q1 + Q T1
2
〉
− tr(P1P
s
0)+ tr(Q1Q s0)
‖P s0‖2 + ‖Q s0‖2
[〈P s0, P s0〉 + 〈Q s0,Q s0〉]
= tr(P1P s0)+ tr(Q1Q s0)−
[
tr(P1P s0)+ tr(Q1Q s0)
]
by Lemmas 2.1 and 2.2
= 0.
Assume that the conclusion holds for all i ≤ t (for 0 < t < k), then
〈Rt , Rt+1〉 =
〈
Rt , Rt − ‖Rt‖
2
‖P st ‖2 + ‖Q st ‖2
(AP st B+ CQ st D)
〉
= ‖Rt‖2 − ‖Rt‖
2
‖P st ‖2 + ‖Q st ‖2
[〈ATRtBT , P st 〉 + 〈CTRtDT ,Q st 〉]
= ‖Rt‖2 − ‖Rt‖
2
‖P st ‖2 + ‖Q st ‖2
[〈Pt , P st 〉 + 〈Qt ,Q st 〉]
= ‖Rt‖2 − ‖Rt‖
2
‖P st ‖2 + ‖Q st ‖2
[〈
Pt + PTt
2
, P st
〉
+
〈
Qt + Q Tt
2
,Q st
〉]
by Lemma 2.2
= ‖Rt‖2 − ‖Rt‖
2
‖P st ‖2 + ‖Q st ‖2
〈
Pt + PTt
2
− tr(PtP
s
t−1)+ tr(QtQ st−1)
‖P st−1‖2 + ‖Q st−1‖2
P st−1, P
s
t
〉
+ ‖Rt‖
2
‖P st ‖2 + ‖Q st ‖2
〈
Qt + Q Tt
2
− tr(PtP
s
t−1)+ tr(QtQ st−1)
‖P st−1‖2 + ‖Q st−1‖2
Q st−1,Q
s
t
〉
= ‖Rt‖2 − ‖Rt‖
2
‖P st ‖2 + ‖Q st ‖2
[〈P st , P st 〉 + 〈Q st ,Q st 〉]
= ‖Rt‖2 − ‖Rt‖2
= 0
and
〈P st , P st+1〉 + 〈Q st ,Q st+1〉 =
〈
P st ,
Pt+1 + PTt+1
2
− tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
P st
〉
+
〈
Q st ,
Qt+1 + Q Tt+1
2
− tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
Q st
〉
=
〈
P st ,
Pt+1 + PTt+1
2
〉
+
〈
Q st ,
Qt+1 + Q Tt+1
2
〉
− tr(Pt+1P
s
t )+ tr(Qt+1Q st )
‖P st ‖2 + ‖Q st ‖2
[〈P st , P st 〉 + 〈Q st ,Q st 〉]
= tr(Pt+1P st )+ tr(Qt+1Q st )− (tr(Pt+1P st )+ tr(Qt+1Q st )) by Lemmas 2.1 and 2.2
= 0.
By the principle of induction, 〈Ri, Ri+1〉 = 0 and 〈P si , P si+1〉 + 〈Q si ,Q si+1〉 = 0 hold for all i = 0, 1, . . . , k.
Step 2. Assume that 〈Ri, Ri+l〉 = 0 and 〈P si , P si+l〉 + v〈Q si ,Q si+l〉 = 0 hold for all 0 ≤ i ≤ k and 1 < l < k, show that〈Ri, Ri+l+1〉 = 0 and 〈P si , P si+l+1〉 + 〈Q si ,Q si+l+1〉 = 0.
〈Ri, Ri+l+1〉 =
〈
Ri, Ri+l − ‖Ri+l‖
2
‖P si+l‖2 + ‖Q si+l‖2
(AP si+lB+ CQ si+lD)
〉
= 〈Ri, Ri+l〉 − ‖Ri+l‖
2
‖P si+l‖2 + ‖Q si+l‖2
[〈Ri, AP si+lB〉 + 〈Ri, CQ si+lD〉]
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= − ‖Ri+l‖
2
‖P si+l‖2 + ‖Q si+l‖2
[〈Pi, P si+l〉 + 〈Qi,Q si+l〉]
= − ‖Ri+l‖
2
‖P si+l‖2 + ‖Q si+l‖2
[〈
Pi + PTi
2
, P si+l
〉
+
〈
Qi + Q Ti
2
,Q si+l
〉]
by Lemma 2.2
= − ‖Ri+l‖
2
‖P si+l‖2 + ‖Q si+l‖2
〈
Pi + PTi
2
− tr(PiP
s
i−1)+ tr(QiQ si−1)
‖P si−1‖2 + ‖Q si−1‖2
P si−1, P
s
i+l
〉
− ‖Ri+l‖
2
‖P si+l‖2 + ‖Q si+l‖2
〈
Qi + Q Ti
2
− tr(PiP
s
i−1)+ tr(QiQ si−1)
‖P si−1‖2 + ‖Q si−1‖2
Q si−1,Q
s
i+l
〉
= − ‖Ri+l‖
2
‖P si+l‖2 + ‖Q si+l‖2
[〈P si , P si+l〉 + 〈Q si ,Q si+l〉]
= 0
and
〈P si , P si+l+1〉 + 〈Q si ,Q si+l+1〉 =
〈
P si ,
Pi+l+1 + PTi+l+1
2
− tr(Pi+l+1P
s
i+l)+ tr(Qi+l+1Q si+l)
‖P si+l‖2 + ‖Q si+l‖2
P si+l
〉
+
〈
Q si ,
Qi+l+1 + Q Ti+l+1
2
− tr(Pi+l+1P
s
i+l)+ tr(Qi+l+1Q si+l)
‖P si+l‖2 + ‖Q si+l‖2
Q si+l
〉
=
〈
P si ,
Pi+l+1 + PTi+l+1
2
〉
+
〈
Q si ,
Qi+l+1 + Q Ti+l+1
2
〉
= 〈P si , Pi+l+1〉 + 〈Q si ,Qi+l+1〉 by Lemma 2.2
= 〈P si , ATRi+l+1BT 〉 + 〈Q si , CTRi+l+1DT 〉
= 〈AP si B, Ri+l+1〉 + 〈CQ si D, Ri+l+1〉
= ‖P
s
i ‖2 + ‖Q si ‖2
‖Ri‖2 [〈A(Xi+1 − Xi)B, Ri+l+1〉 + 〈C(Xi+1 − Xi)D, Ri+l+1〉]
= ‖P
s
i ‖2 + ‖Q si ‖2
‖Ri‖2 〈Ri − Ri+1, Ri+l+1〉
= 0. 
From step 1 and step 2, we have by principle induction that 〈Ri, Rj〉 = 0 and 〈Pi, Pj〉 + 〈Qi,Qj〉 = 0 hold for all
i, j = 0, 1, . . . , k, . . . , i 6= j.
Remark 2.3. Lemma 2.4 implies that if the linear matrix equation (1.1) is consistent, then, for any initial symmetric
matrix pair X0 and Y0, a solution can be obtained within at most pq iteration steps. Since the R0, R1, . . . are orthogonal
each other in the finite dimension matrix space Rp×q, it is certain that there exists a positive number k ≤ pq such that
Rk = 0.
In Section 3, we study the least norm solution pair of linear matrix equation (1.2). First we introduce the following
Lemma.
Lemma 2.5 ([22]). Let the linear system Ax = b be consistent, if x∗ is a solution, satisfied x∗ ∈ R(A∗), then x∗ is the unique
minimum normal solution of it.
Lemma 2.6. In Algorithm 2.1, if we choose the X0 = ATHBT + BHTA and Y0 = CTHDT + DHTC, where H is an arbitrary matrix
in Rp×q, then the sequences of {Xk} and {Yk} generated by Algorithm 2.1 have the following properties Xk = AT H˜kBT +BH˜kTA and
Yk = CT ĤkDT + DĤkTC, where H˜k and Ĥk is some matrix in Rp×q.
The next Theorem answers how to choose the initial matrix X0 and Y0, then the sequences of {Xk} and {Yk} generated by
Algorithm 2.1 converge to the unique minimum norm symmetric solution pair X∗ and Y ∗ of Problem I.
Theorem 2.1. Assume that the linear matrix equation (1.1) is consistent, then for any initial symmetric matrix X0 and Y0, the
sequences {Xk} and {Yk}, generated by Algorithm 2.1, converges to its solution with at most pq iteration steps. Furthermore, if
we take the initial matrices X0 = ATHBT + BHTA, Y0 = CTHDT + DHTC, then the symmetric solution X∗ and Y ∗ obtained by
Algorithm 2.1 are the minimum norm symmetric solution of the matrix equation (1.1).
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Proof. Let us consider the following pair of the matrix equations:{
AXB+ CYD = E
BTXAT + DTYCT = ET . (2.2)
If Problem I has a symmetric solution pair X0 ∈ SRn×n and Y0 ∈ SRm×m, then XT0 = X0, Y T0 = Y0 and AX0B + CY0D = E,
then we have
BTX0AT + DTY0CT = (AX0B+ CY0D)T = ET .
This shows that the pair matrix equations (2.2) also has a pair solution X0 and Y0.
Conversely, if the systemofmatrix equation (2.2) has a pair solution X˜ ∈ Rn×n and Y˜ ∈ Rm×m. If we denote that X0 = X˜+X˜T2
and Y0 = Y˜+Y˜ T2 , then we can check that
AX0B+ CY0D = A X˜ + X˜
T
2
B+ C Y˜ + Y˜
T
2
D
= AX˜B+ AX˜
TB
2
+ CY˜D+ CY˜
TD
2
= AX˜B+ CY˜D
2
+ (B
T X˜AT + DT Y˜ CT )T
2
= E + (E
T )T
2
= E.
This implies that X0 and Y0 satisfy Problem I.
So the solvability of Problem I is equivalent to that of the system of matrix equations (2.2). If we denote the set of the
solution if the system of matrix equations (2.2) with S ′E , we can easily check that SE ⊂ S ′E . So in order to solve the minimum
norm solution of Problem I, it is enough to solve the minimum norm symmetric solution of the system of matrix equations
(2.2).
For any matrix A ∈ Rp×q, the following pq-vector, denoted by vec(A), containing all the entries of matrix A
vec(A) = (a1, a2 , . . . , ap)T ∈ Rpq
where ai denotes the ith row of the matrix A. It is easy check that ‖A‖F = ‖vec(A)‖. Let us denote by A ⊗ B the Kronecker
product of the matrices A and B.
Then the pair of matrix equations (2.2) are equivalent to the system of linear equations(
BT ⊗ A DT ⊗ C
A⊗ BT C ⊗ DT
)(
vec X
vec Y
)
=
(
vec E
vec ET
)
. (2.3)
Noting that if we take as an initial guess the matrices X0 = ATHBT + BHTA, Y0 = CTHDT + DHTC , where H is arbitrary, then
Xk and Yk, generated by Algorithm 2.1, satisfy(
vec Xk
vec Yk
)
=
(
B⊗ AT AT ⊗ B
D⊗ CT CT ⊗ D
)(
vecH
vecHT
)
= R
((
B⊗ AT AT ⊗ B
D⊗ CT CT ⊗ D
))
= R
((
BT ⊗ A DT ⊗ C
A⊗ BT C ⊗ DT
)T)
. (2.4)
If we take an initial guess the matrices X0 = ATHBT + BHTA, Y0 = CTHDT + DHTC , then X∗ and Y ∗, generated by
Algorithm 2.1, are the solution of matrix equation (1.1), they are also the symmetric solution of the pair matrix equations
(2.2). In the other hand, the pair matrix equations (2.2) are equivalent to the system of linear equations (2.3). From (2.4) and
Lemma 2.5, we can deduce the vector
(
vec Xk
vec Yk
)
is the minimum norm solution of system (2.3) by Lemma 2.5. So X∗ and Y ∗
are the minimum norm symmetric solution of Eqs. (2.2). 
Problem II will be studied as follows.
We assume that X ∈ Rn×n and Y ∈ Rm×m in Problem II, it is well known that a symmetric matrix and a skew symmetric
matrix are orthogonal each other according to Remark 2.1, for any X ∈ SRn×n and Y ∈ SRm×m, we have that
‖X − X‖2 + ‖Y − Y‖2 =
∥∥∥∥∥X −
(
X + XT
2
+ X − X
T
2
)∥∥∥∥∥
2
+
∥∥∥∥∥Y −
(
Y + Y T
2
+ Y − Y
T
2
)∥∥∥∥∥
2
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=
∥∥∥∥∥X − X + X
T
2
∥∥∥∥∥
2
+
∥∥∥∥∥X − X
T
2
∥∥∥∥∥
2
+
∥∥∥∥∥Y − Y + Y
T
2
∥∥∥∥∥
2
+
∥∥∥∥∥Y − Y
T
2
∥∥∥∥∥
2
.
Denote X = X+XT2 and Y = Y+Y
T
2 , when the linear matrix equation (1.1) is consistent, the solution set SE of the matrix
equation (1.1) is non-empty, then
AXB+ CYD = E ⇐⇒ A(X − X)B+ C(Y − Y )D = E − AXB− CYD.
Let X˜ = X − X , Y˜ = Y − Y and E˜ = E − AXB − CYD, then the matrix nearness problem (1.2) is equivalent to find the
minimum norm solution of the pair of matrix equations
AX˜B+ CY˜D = E˜. (2.5)
By using Algorithm2.1, and let the initialmatrix X˜0 = ATHBT+BHTA, Y˜0 = CTHDT+DHTC , whereH is an arbitrarymatrix
in Rp×q, more specially, let X˜0 = 0 and Y˜0 = 0, we can obtain the unique minimum norm solution X˜∗ and Y˜ ∗ of linear matrix
equation (2.5). Once the above matrix X˜∗ and Y˜ ∗ are obtained, the unique symmetric solution pair of the matrix nearness
problem (1.2) can be obtained. In this case, X̂ and Ŷ can be expressed as X̂ = X˜∗+ X = X˜∗+ X+XT2 and Ŷ = Y˜ ∗+ Y + Y+Y
T
2 ,
respectively.
3. Iterative method for solving (1.3) and (1.4)
In this section, we will introduce an algorithm to obtain a pair solution of the linear matrix equation (1.3). We then
show that if the Eq. (1.3) is consistent, then, for any initial skew symmetric matrix pair X0 and Y0, the sequence of matrices
{Xk} and {Yk}, generated by the iterative method, converges to its a skew symmetric solution with at most pq iteration
steps in the absence of roundoff errors and also show that if we let the above initial skew symmetric matrices be chosen as
X0 = 12 (ATHBT − BHTA) and Y0 = 12 (CTHDT − DHTC), where H is arbitrary, then the skew symmetric solution X∗ and Y ∗
obtained by the iterative method is the least Frobenius norm solution. Finally, we consider the iterative method for solving
the matrix nearness problem (1.4).
We present the iterative method for the consistency of matrix equation (1.3) as follows.
Algorithm 3.1. 1. Input matrices A, B, C,D, E and X0 ∈ SSRn×n, Y0 ∈ SSRn×n;
2. Calculate
R0 = E − AX0B− CY0D;
P0 = ATR0BT ;
P ss0 =
P0 − PT0
2
;
Q0 = CTR0DT ;
Q ss0 =
Q0 − Q T0
2
;
k = 0;
3. If Rk = 0, then stop; else, k = k+ 1;
4. Calculate
Xk = Xk−1 + ‖Rk−1‖
2
‖P ssk−1‖2 + ‖Q ssk−1‖2
P ssk−1;
Yk = Yk−1 + ‖Rk−1‖
2
‖P ssk−1‖2 + ‖Q ssk−1‖2
Q ssk−1;
Rk = E − AXkB− CYkD
= Rk−1 − ‖Rk−1‖
2
‖P ssk−1‖2 + ‖Q ssk−1‖2
(AP ssk−1B+ CQ ssk−1D);
Pk = ATRkBT ;
Qk = CTRkDT ;
P ssk =
Pk − PTk
2
− tr(PkP
ss
k−1)+ tr(QkQ ssk−1)
‖P ssk−1‖2 + ‖Q ssk−1‖2
P ssk−1;
Q ssk =
Qk − Q Tk
2
− tr(PkP
ss
k−1)+ tr(QkQ ssk−1)
‖P ssk−1‖2 + ‖Q ssk−1‖2
Q ssk−1;
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5. Go to step 3.
The proof of Algorithm 3.1 is similar to Algorithm 2.1, so we omit it, and obtain a Theorem 3.1.
Theorem 3.1. Assume that the linear matrix equation (1.1) is consist, then for any initial skew symmetric matrix X0 and Y0, the
sequences {Xk} and {Yk}, generated by Algorithm 3.1, converges to its solution with at most pq iteration steps. Furthermore, if
we take the initial matrices X0 = ATHBT − BHTA, Y0 = CTHDT − DHTC, then the symmetric solution X∗ and Y ∗ obtained by
Algorithm 2.1 is the least Frobenius norm symmetric solution of the matrix equation (1.3).
Let X ∈ Rn×n and Y ∈ Rm×m, if we denote X = X−XT2 and Y = Y−Y
T
2 , then we have
‖X − X‖2 + ‖Y − Y‖2 =
∥∥∥∥∥X −
(
X − XT
2
+ X + X
T
2
)∥∥∥∥∥
2
+
∥∥∥∥∥Y −
(
Y − Y T
2
+ Y + Y
T
2
)∥∥∥∥∥
2
=
∥∥∥∥∥X − X − X
T
2
∥∥∥∥∥
2
+
∥∥∥∥∥X + X
T
2
∥∥∥∥∥
2
+
∥∥∥∥∥Y − Y − Y
T
2
∥∥∥∥∥
2
+
∥∥∥∥∥Y + Y
T
2
∥∥∥∥∥
2
where X ∈ SSRn×n and Y ∈ SSRm×m.
When the linear matrix equation (1.3) is consistent, the solution set SSE of the matrix equation (1.3) is non-empty, then
AXB+ CYD = E ⇐⇒ A(X − X)B+ C(Y − Y )D = E − AXB− CYD.
Let X˜ = X − X , Y˜ = Y − Y and E˜ = E − AXB − CYD, then the matrix nearness problem (1.4) is equivalent to find the
least Frobenius norm solution of the pair of matrix equations
AX˜B+ CY˜D = E˜. (3.1)
By using Algorithm 3.1, and let the initial matrix X˜0 = ATHBT − BHTA, Y˜0 = CTHDT − DHTC , where H is an arbitrary
matrix in Rp×q, more specially, let X˜0 = 0 and Y˜0 = 0, we can obtain the unique least Frobenius norm solution X˜∗ and Y˜ ∗
of linear matrix equation (3.1). Once the above matrix X˜∗ and Y˜ ∗ are obtained, the unique symmetric solution pair of the
matrix nearness problem (1.4) can be obtained. In this case, X̂ and Ŷ can be expressed as X̂ = X˜∗ + X = X˜∗ + X−XT2 and
Ŷ = Y˜ ∗ + Y + Y−Y T2 , respectively.
4. Numerical examples
In this section, we will give some numerical examples to illustrate our results. All the tests are performed byMATLAB 6.5
and the initial iterative matrices are chosen as X0 = 0 and Y0 = 0. Because of the influence of the error of roundoff, we
regard the matrix A as zero matrix if ‖A‖ < 10−10.
Example 4.1. Given matrices A, B, C,D and E as follows.
A =

1 3 1 3 1
2 −6 2 −6 2
3 −3 3 −3 3
1 −9 1 −9 1
4 0 4 0 4
 , B =

−1 4 −1 4 −1
−2 2 −2 2 −2
−1 −2 −1 −2 −1
−3 6 −3 6 −3
−3 0 −3 0 −3

and
C =

3 −4 3 −4 1 6
−1 3 −1 3 −3 −1
2 −1 2 −1 −2 5
1 2 1 2 −5 4
0 5 0 5 −8 3
 , D =

−2 3 4 −2 3
3 −4 −1 3 −4
1 −1 3 1 1
4 −5 2 4 −3
−1 2 7 −1 4
0 1 10 0 5
 ,
E =

−52 76 64 −6 54
45 −80 −15 −19 −22
−7 −4 49 −25 32
58 −92 54 −52 30
23 −50 −41 51 −72
 .
It is easy shown that the above matrix equation (1.1) is consistent. Using Algorithm 2.1 and iterate 24 steps, we obtain
the unique minimum norm solution pair of Eq. (1.1) as follows:
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X24 =

−0.0741 0.2253 0.0772 0.1883 0.1543
0.2253 0.2160 0.0370 0.3642 0.1451
0.0772 0.0370 0.2284 0.0000 0.3056
0.1883 0.3642 0.0000 0.5123 0.1080
0.1543 0.1451 0.3056 0.1080 0.3827
 ,
Y24 =

0.0237 −0.1428 0.0615 −0.0931 0.1613 0.0990
−0.1428 0.3284 −0.0734 0.3222 −0.2238 −0.1776
0.0615 −0.0734 0.0993 −0.0237 −0.0179 0.2466
−0.0931 0.3222 −0.0237 0.3160 −0.3032 −0.0422
0.1613 −0.2238 −0.0179 −0.3032 0.0405 0.0640
0.0990 −0.1776 0.2466 −0.0422 0.0640 0.5170
 ,
with
‖R24‖2 = ‖E − AX24B− CY24D‖2 = 4.8618× 10−11.
We let
X =

3 −2 1 −5 0
−8 5 3 −1 5
−2 4 2 3 −1
3 −1 0 2 1
−1 −3 2 −3 1
 ,
Y =

−1 2 1 −3 −2 0
−2 1 3 −1 0 −1
2 −2 2 3 −4 −1
−1 1 0 −2 1 4
1 −3 −2 −3 0 1
2 0 2 1 0 −1

then using Algorithm 2.1 and iterating 25 steps, we have the unique least Frobenius norm solution pencil of new linear
matrix equation (2.5) as follows
X˜25 =

0.9406 1.5586 0.3221 2.0289 0.6442
1.5586 −0.9856 −1.4073 0.2510 −1.9000
0.3221 −1.4073 −0.2964 −0.9370 0.0257
2.0289 0.2510 −0.9370 1.4875 −1.4298
0.6442 −1.9000 0.0257 −1.4298 0.3478

and
Y˜25 =

−0.0542 0.0454 −0.0264 0.0461 −0.7315 0.1810
0.0454 0.6045 −0.6809 0.3495 0.4989 −1.0498
−0.0264 −0.6809 0.0014 −0.6802 0.3804 −0.1768
0.0461 0.3495 −0.6802 0.0944 0.9058 −1.2009
−0.7315 0.4989 0.3804 0.9058 −0.5965 0.1643
0.1810 −1.0498 −0.1768 −1.2009 0.16437 −0.19070

with a corresponding residual
‖˜R25‖2 = ‖˜E − AX˜25B− CY˜25D‖2 = 9.3346× 10−11
where E˜ = E − A X+XT2 B− C X+X
T
2 D.
Hence, the solution pencil of the matrix nearness problem (1.2) is
X̂25 = X˜25 + X + X
T
2
=

3.9406 −3.4414 −0.1779 1.0289 0.1442
−3.4414 4.0144 2.0927 −0.7490 −0.9000
−0.1779 2.0927 1.7036 0.5630 0.5257
1.0289 −0.7490 0.5630 3.4875 −2.4298
0.1442 −0.9000 0.5257 −2.4298 1.3478

and
Ŷ25 = Y˜25 + Y + Y
T
2
=

−1.0542 0.0454 1.4736 −1.9539 −1.2315 1.1810
0.0454 1.6045 −0.1809 0.3495 −1.0011 −1.5498
1.4736 −0.1809 2.0014 0.8198 −2.6196 0.3232
−1.9539 0.3495 0.8198 −1.9056 −0.0942 1.2991
−1.2315 −1.0011 −2.6196 −0.0942 −0.5965 0.6643
1.1810 −1.5498 0.3232 1.2991 0.6643 −1.1907

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and the optimal approximation norm is
min
X∈SE
‖X − X‖ +min
Y∈SE
‖Y − Y‖ ≈ ‖X̂25 − X‖ + ‖Ŷ25 − Y‖
= ‖X˜25‖ +
∥∥∥∥∥X − X
T
2
∥∥∥∥∥+ ‖Y˜25‖ +
∥∥∥∥∥Y − Y
T
2
∥∥∥∥∥
= 14.5672.
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