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Abstract
This thesis is concerned with developing algorithms for the precise localization
of ultrasound point scatterers with an eye to super-resolution ultrasound contrast
imaging. In medical ultrasound, the conventional resolution is limited by diffraction
and, in contrast to other sensing fields, point source imaging has not been extensively
investigated. Here, two independent methods were proposed aiming to increase the
lateral and the axial resolution respectively, by improving the localization accuracy
of a single scatterer. The methods were examined with simulated and experimental
data by using standard transmission protocols. Where a technique is applicable to
imaging of more complicated structures than point sources, this was also examined.
Further, a preliminary study was included with algorithm application to microbub-
bles that are currently used in contrast enhanced ultrasound. It was demonstrated
that it is feasible to translate to ultrasonics, adaptive processes or techniques from
optical imaging/astronomy. This way, it was possible to overcome the diffraction
limit and achieve sub-wavelength localization. The accuracy gains are subject to
many parameters but may reach up to two orders of magnitude, and are based
exclusively on array signal processing. The latter is an important advantage since
current attempts for super-resolution ultrasound are image-based which is generally
undesired.
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Glossary
CEUS Contrast Enhanced Ultrasound.
CFU Center for Fast Ultrasound imaging.
COM Centre of Mass.
CT Computed Tomography.
DAS Delay-and-Sum.
DFT Discrete Fourier Transform.
DRF Dynamic Receive Focusing.
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Chapter 1
Introduction
Ultrasound imaging is one of the most important diagnostic imaging modalities rep-
resenting around 20% of all imaging examinations. Contrast Enhanced Ultrasound
(CEUS) is the utilization of contrast media such as gas-filled Microbubbles (MBs),
in the conventional ultrasound imaging. Medical ultrasound traditionally has dealt
with imaging the structure of human anatomy. The exploitation of the MB scatter
is a topic that focuses in mapping the vascular bed. Over the last 25 years it has at-
tracted significant research interest. However in CEUS, the limited understanding of
acoustic echo signals from contrast MBs hinders the improvement of the sensitivity
and specificity of diagnostic imaging. This thesis proposes methods to achieve ul-
trasound point source super-resolution by combining the use of Ultrasound Contrast
Agents (UCAs) together with techniques that have already been successfully applied
to other fields of sensing. The long term goal is to generate an imaging mode that
uses enhanced microbubble detection to provide superior diagnostic information to
state of the art ultrasound imaging.
1.1 Ultrasound imaging
Sonography is a fast, inexpensive and harmless medical imaging technique that is
nowadays widely used for diagnostic purposes. The basic principles, the artefacts
and the ability of an ultrasound system to distinguish between two points are briefly
described in the present section.
1.1.1 Basic principles
Ultrasound imaging is mainly based on reflections that take place when ultrasound
hits the boundary between two media (organs) with a different acoustic impedance.
The latter is a property of each medium indicating how promptly the medium par-
ticles move, when exposed to an acoustic wave. The impedance (Z) is given by
Z = ρ0c, where ρ0 is the mean density of the medium and c is the speed of the
acoustic wave as it travels through the medium. Therefore any change in density or
1
Chapter 1: Introduction
compressibility results in reflection between surfaces with greater dimensions than
the ultrasound wavelength, or scattering when smaller structures are concerned [1,2].
A beam of high frequency (1− 20 MHz) ultrasound pulses, above the upper limit of
human hearing (20 kHz) is transmitted by a transducer into the body, and the re-
flected echoes are collected again by the same transducer that also acts as a receiver.
Those returning echoes are subsequently combined to form images from which it is
possible to extract characteristics like the size and the nature of the tissue structures.
1.1.2 Artefacts
Compared to other imaging modalities such as Positron Emission Tomography
(PET), Computed Tomography (CT) or Magnetic Resonance Imaging (MRI), ul-
trasound presents lower image quality due to certain assumptions that are made
during the ultrasound propagation in the tissue [1, 3]. First the speed of sound is
assumed constant and the variations through the body internal organs are ignored
during the echoes processing. Second, the attenuation of the reflected echoes [4],
which is responsible for the weaker appearance of targets located at greater depths,
is also considered constant. Finally, the beam axis is assumed to be straight and the
pulse is thought to propagate until it reaches the targets that are only on the beam
axis before returning back to the transducer. However this is not the case, since an
angle of the incident beam at the boundary or the lack of surface smoothness will
significantly affect the backscattered echoes. It is easily understood that any diver-
gence from the above ideal conditions, combined with the patient motion during a
scan, is very likely to produce visible image artefacts.
1.1.3 Spatial resolution
Medical ultrasound has only achieved spatial (lateral and axial) resolution within the
limitations of the beam diffraction (Figure 1.1), and the duration of the transmitted
pulses [5, 6].
Figure 1.1: The diffraction pattern for a small linear transducer resulting from the
interference of emitted wavefronts.
The lateral resolution is commonly defined as the smallest possible distance be-
tween two identical point sources, located at the same depth, that permits the
display of both points as two distinct images. This distance is, at best, equal to half
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the beam width but in practice it may take higher values [7]. To improve the lat-
eral resolution, transmit focusing has been introduced, which reduces significantly
the beam width at a selected depth (or multiple depths using multiple transmis-
sions). Overall, the parameters that determine the width of a focused beam W , are
summarized in:
W ≈ Fl × λ
A
, (1.1)
where Fl is the focal depth, λ is the wavelength and A is the aperture size. The
wavelength is given by: λ = c/f0, where f0 is the transducer centre frequency. As
a result with the use of transmit focusing, the beam of Figure 1.1 can be shaped
differently as shown in Figure 1.2. Figure 1.2 indicates the higher lateral resolution
around the focal depth, that deteriorates when moving away from it.
Figure 1.2: The effect of transmit focusing to the ultrasound beam for a small linear
transducer.
Similar to the lateral, the axial resolution is defined as the smallest possible
distance between two point sources, located on the beam axis, that enables the
display of both point as two separate images. This distance is approximately equal
to half the Spatial Pulse Length (SPL) [1]. The latter is defined as: SPL = nosc× λ
where nosc is the number of oscillations in a pulse of ultrasound. Usually most pulses
consist of nosc = 2 cycles, resulting in an axial resolution similar to the wavelength.
Thus, ultrasound point sources can be detected, as in other wavefront sensing
fields, but they will be displayed with the size of the Point Spread Function (PSF).
This is the response of the ultrasound system to a point source and is comparable
to the wavelength used as shown above. Higher spatial resolution can be obtained
with the generation of narrow beams by using shorter pulses, transducers with higher
central frequency and shorter focal depths. However, the attenuation also increases
with frequency (≈ 0.5 dB/MHz×cm for soft tissue), decreasing the penetration
depth and therefore not allowing unbounded high frequency values to be used [1,
8]. As a consequence, in order to achieve a depth of field of several centimetres,
transmission frequencies are limited to a few MHz which limits the resolution to
the millimetre range [8]. On the other hand, ultrasound transmission of a couple of
hundreds of MHz would provide micrometric resolution but limit penetration depth
to less than 1 mm [9,10].
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Should the ultrasound spatial resolution be increased beyond the conventional
values, the above compromise of penetration depth versus resolution may be over-
come. This has the potential to expand the application range of ultrasound imaging
to a number of pathological conditions that involve alteration of the microvascular
bed [11–15].
1.2 Contrast enhanced ultrasound
Over the past 25 years UCAs have been employed with the objective to increase
the sensitivity of the imaging by imposing alterations in the image contrast between
different structures [16, 17]. The use of MBs as UCAs was accidentally discovered
in the 1960′s by a cardiologist, but it was not until the early nineties, with the
introduction of stabilized biocompatible MBs, that CEUS began to be used more
extensively in a number of research applications [18–20].
1.2.1 Contrast microbubbles
The MBs are microspheres with a typical diameter between 1 µm and 10 µm. They
consist of a thick outer shell enclosing an interior gas. They are designed with the
ability to pass through capillaries, enabling intravenous injection [21,22]. The outer
part provides durability and prevents from gas diffusion and thus disintegration of
the bubbles into the blood. Transmission of ultrasound will initiate MB oscilla-
tion under the acoustic field, which leads to an observed high scattering strength
(Figure 1.3).
At very low acoustic power which is usually expressed as low Mechanical Index
(MI) (< 0.05 − 0.1), the bubbles oscillate almost symmetrically and the incident
ultrasound pulse induces a linear vibration response. As the acoustic power increases
the MBs begin to compress and expand in a highly non-linear manner as shown in
Figure 1.3. Mechanical index values between 0.1−0.3 result in non-symmetrical and
non-spherical oscillations that produce a number of harmonic frequencies [19,23,24].
At high acoustic pressures (MI > 0.3− 0.6) the MBs are destroyed.
In Figure 1.4 a measured non-linear microbubble response is shown together with
its Fast Fourier Transform (FFT) from which it is possible to notice the fundamental
and the harmonic spectral content [25–29]. A 6-cycle pulse was used and the MB
(BiSphere, Point Biomedical, CA, USA) was insonated at 1.6 MHz for acoustic
pressures in a range between 300 kPa and 1000 kPa using a Sonos5500 (Philips
Medical Systems, Andover, MA, USA) research ultrasound scanner [30,31].
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Figure 1.3: The MB behavior is depicted in respect to MI changes. The figure has
been adapted from [23]. The linear MB response stage is followed by a non-linear
one, as the MI increases. High MI values are causing the MB destruction with high
intensity backscatter response.
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Figure 1.4: Single microbubble response and its frequency spectrum. The echo
signal was acquired by a modified ultrasound transducer. The spectrum shows a
fundamental frequency at 1.62 MHz which coincides with the trasmit frequency but
also includes lower frequency components (sub-harmonics), randomly distributed
higher components (ultra-harmonics) and an integer multiple of the fundamental
frequency (2nd harmonic).
1.2.2 Contrast enhancement example
The image enhancement stems from the intermediate stage of microbubble oscilla-
tion, explained in the previous subsection. For instance, the summation of non-linear
responses from successive, equal in amplitude but opposite in phase, ultrasound
pulses will cancel all linear content and only the area including the microbubbles
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will remain, minimizing all other ultrasound echoes [32–36]. An example of the
contrast improvement obtained due to the MB use is given in Figure 1.5 where the
the additional information provided by the CEUS image assists in the detection of
a hepatocellular carcinoma of a patient with hepatitis B virus.
Figure 1.5: An example of improved visualization of a hepatocellular carcinoma,
when using contrast imaging (b) compared to fundamental ultrasound imaging (a).
From (a), a small hypoechoic mass (arrow) in the right lobe of a small cirrhotic liver
is seen. Contrast imaging at the peak of arterial phase enhancement (b) reveals
classic hypervascularity of the tumour. The figure has been adapted from [37].
Still, the exact microbubble behavior remains unknown and both simulation software
[38,39] and theoretical models [40] have been developed in a research effort that aims
to achieve the MB thorough characterization.
1.2.3 Single microbubble scatter
Some of the major limitations regarding the MB understanding namely concern
the PSF variability, the 3D field variability in each pixel, and the interference pat-
tern from microbubbles emerging from a disperse population (shell, size, etc.). The
MBs are injected in high concentrations and are traditionally studied in multitudi-
nous populations. In high concentrations, the interactions between neighboring mi-
crobubbles increase and this makes their study more difficult. Nevertheless, CEUS
nowadays allows the visualization of MB signals in high sensitivity as they flow
through the micro-circulations in the human body.
The signals are enhanced by signal processing techniques which mainly remove
other tissue reflection and scatter and it is possible to distinguish the scattering
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from single MBs and focus on their analysis [41–43]. Examination of isolated mi-
crobubbles indicates that they can be considered as efficient point scatterers [41].
This last observation makes appealing the exploration of imaging techniques ideally
suited to single point sources that have not so far been applied to the field of CEUS
or ultrasound in general. Such investigations may help create high precision MB
localization algorithms and increase the ultrasound imaging resolution.
1.3 Motivation
Historically, ultrasound imaging has focused in imaging structures, rather than point
sources. However, the combination of advanced imaging techniques with the use of
contrast MBs provides a framework to explore ultrasound super-resolution. This
study is motivated by the possibility that imaging methodologies able to provide
resolution beyond the conventional limits in radar, astronomy or even those applied
to microscopy can be applied to ultrasound. These methods are briefly discussed
in this section and are followed by a short review of existing, but limited literature,
available on super-resolution ultrasound imaging.
1.3.1 Advances in point-source imaging
Unlike ultrasound, point source super-resolution imaging is well-established in other
fields of sensing [44,45] such as radar [46,47] or astronomy [48–51]. In radar imaging,
the use of algorithms like Multiple Signal Classification (MUSIC) [52,53] or Estima-
tion of Signal Parameters by Rotational Invariance Techniques (ESPRIT) [54,55] can
provide super-resolution in the estimation of point scatterers centre position [56].
Those subspace eigenanalysis based methods or their modified versions assume a
signal model based on prior data information. They then search for the signal
components by solving polynomial equations or matrix eigenanalysis problems. In
astronomy, the diffraction-limited resolution of a telescope used for an observation
can be increased if point sources like stars are represented by Dirac δ-functions [57].
The diffraction limit has also been surpassed in numerous cases in optical mi-
croscopy [58–62] although the same fundamental physics apply both for optics
[63–66] and ultrasonics [4, 67]. With the use of Single Molecule Localization Mi-
croscopy (SMLM) methods like Photoactivated Localization Microscopy (PALM)
and Stochastic Optical Reconstruction Microscopy (STORM), localization of the
PSF from temporally isolated particles that are spatially overlapping, can provide
sub-50 nm lateral resolution [58–60]. Further, past work has extended the resolu-
tion gains to the depth dimension [68–71] where super-resolution is less established.
The basis of the above methods is that the knowledge of the PSF, combined with
the ability to spatially segregate adjacent emitters in time, can be used to localize
particles with accuracy that overcomes the inherent diffraction limit.
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1.3.2 Signal-based methods for aberration correction
So far several studies have been noted in the literature with the intention to apply to
ultrasonics, imaging techniques previously used in any of the aforementioned fields
[72–74]. In 1988 Flax and O’Donnell introduced the use of correlation approaches
similar to those used in adaptive optics [49, 75, 76] and radar [77, 78] to measure
phase aberrations. The method relied on simple geometric models and on cross-
correlation of signals reflected from a point source to estimate precisely the arrival
time differences across the transducer surface [74,79].
In 1997 Li proposed an algorithm taking advantage of sensor signal redundancies
to achieve phase aberration correction, as done earlier in astronomy [80,81]. Those
redundancies occur when two or more identical signals are acquired by different
sensors [48,82]. Such signals may exist in ultrasound imaging, although the different
distance relations between the far-field (astronomy) and the near-field (ultrasonics)
do not allow a direct translation of the method.
In 1992, Fink et al. introduced Time Reversal Mirrors (TRMs) in ultrason-
ics, which is an adaptive signal processing technique for focusing waves through
inhomogeneous media. The received transducer element responses are re-emitted
compensating for the aberration caused by the medium between the transducer face
and the under study target, in order to obtain higher image quality [83–86].
1.3.3 Ultrasound super-resolution
Currently, the super-resolution research in ultrasound imaging is strongly related
to the use of contrast agents and is based on the prior knowledge of such point
scatterers. In 2009 Fink et al. proposed a method similar to reference beacons
for adaptive focusing in astronomy with the use of a microbubble as a reference
target (star in astronomy) and combined with the TRM method [87–89]. The MBs
have their own particular acoustic response [27] which enables echo discrimination
between them and blood or tissue. The received MB echoes from different positions
have been time-reversed, amplified and re-transmitted to improve focusing in the
area where the microbubbles are located. The treatment of metastasis or infiltrating
tumors may benefit from such a technique which still lacks clinical application,
since it is likely that the MBs, once inserted into the body, will gather in multiple
metastasis.
O’Reilly and Hynynen managed to estimate MB position with super-resolution
by applying three dimensional Gaussian fits to isolated microbubbles, to approxi-
mate their PSFs. This image-based method relied on the processing of the already
reconstructed ultrasound data and resulted in high quality both ex− and in−vivo
images of the cerebral vasculature. The images were even comparable to ones ob-
tained by micro-CT, demonstrating improved resolution by a factor of 3 [90–92].
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The study was performed with the use of a highly diluted MB solution (≈ 1/1000 of
the concentration normally used for diagnostic purposes) that was passing through
a ≈ 250 µm tube and was scanned by a 128-element spherical transducer specifically
designed for the brain. The basic concept was to maintain a low MB concentration
that would enable the localization of the single MBs path as they flowed through
the vessels thereby allowing the reconstruction of the cerebral vascular structure.
In a similar manner, Viessmann et al. suggested the deconvolution of single MB
PSFs that were imaged by a clinical scanner providing a frame rate of 43 frames per
second. From an approximately 30 minute acquisition, only a small percentage of the
MBs were distinguished as single scattering events but this was adequate to resolve
two closely spaced tubes [93]. Later as a continuation of this work, Christensen-
Jeffries et al. achieved super-resolution imaging of the mouse ear microvasculature
with 5-fold resolution gains and with the additional feature of a velocity map. This
was achieved by estimating the PSF Centre of Mass (COM) from images including
a number of well-separated bubbles [94]. These accomplishments show the potential
of connecting well-developed advanced imaging techniques with the single MB study
for ultrasound resolution beyond the diffraction limit.
However the above methods require long acquisitions that may reach up to sev-
eral hours just to provide a single plane. This is because only a few MBs are
distinguished in each frame. Further, they are image based and depend on thresh-
olds or frame rejection [93, 94] while it is accepted that the Radio Frequency (RF)
data have the potential for higher resolution. This is because part of the raw initial
signal information is lost due to the logarithmic compression [1] that comes before
the image display. A few attempts were reported to overcome the acquisition time
limitations and so may be more likely to reach the clinical stage.
Couture et al. suggested the ultrasound equivalent of optical localization mi-
croscopy [95], Microbubble Ultrasound Super-Localization Imaging (MUSLI) which
by high frame-rate ultrafast ultrasound imaging [96] can achieve individual MB lat-
eral localization with up to λ/38, compensating at the same time for the previous
long acquisition times. Similarly from the same group, Desailly et al. presented in
2013 the analog of fluorescence PALM (f-PALM) in ultrasound imaging [97], named
Ultrafast Ultrasound Localization Microscopy (uULM) which achieved a smaller but
also significant localization improvement with accuracy up to λ/11. Finally, they
have conducted a theoretical study, that was also later confirmed experimentally,
in order to estimate the maximum uULM resolution based on the acquisition setup
and the standard error of their system in MB localization [98]. Their end result
was that a localization precision of ≈ 10 µm can be obtained for 3 MHz ultrasound,
which potentially could reveal details in the capillary level in the future.
Despite the achievements in MB localization, and the perspectives of super-
resolution ultrasound in general, there is still distance between the experimental and
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the clinical stage. Moreover, as explained in the Subsection 1.2.3, the understanding
of MB behavior remains limited and the use of complex algorithms or imaging
schemes, as the ones described above, that rely directly on contrast agents may
not be the most efficient way to move the research forward and lead to actual
technological advances. At the moment, there is a major gap in the literature
surrounding the lack of fundamental studies of the point scatter. This lack is not
allowing to specify with confidence:
• What can be achieved in terms of single scatterer localization?
• Whether or not image based methods rather than signal based are optimal for
ultrasound imaging.
• What are the fundamental ultrasound related limitations?
To answer the above questions, any novel imaging technique whether it stems from
another field or it has been proposed specifically for ultrasound, should be applied
first to both simulated and experimental ultrasound data from linear scatterers and
not straight into MBs that have additional layers of complexity (non-linear scatter,
large dispersion of responses).
1.4 Objectives
This thesis aims to develop array or signal based imaging techniques that deploy raw
ultrasound data processing to provide increased localization precision, that will sub-
sequently lead to increased ultrasound spatial resolution. The work focuses mainly
on point scatter investigations that will help create new imaging modes, outside the
CEUS framework at an initial stage, with the microbubble imaging being the prin-
ciple objective. Moreover, the outcomes of the present research will also be used,
whenever applicable, to examine whether there are additional benefits in the imag-
ing of more complicated structures than point targets. The algorithm development
is accomplished either by modifying and improving already existing techniques, or
by exploiting methods originating from other imaging fields with translational value
in ultrasonics.
Utilizing, at a later stage, the resulting algorithms for the localization of con-
trast MBs may improve the image quality of ultrasound contrast imaging and may
help extracting hidden MB characteristics. Since it has been proven that single
microbubbles can be distinguished and since they are treated as small ultrasound
point scatterers, it is expected that the proposed methods throughout the thesis will
apply for the contrast agents as well.
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1.5 Contributions
The key contributions are summarized in the current section. They can be divided
into three main categories. Those categories namely are the signal processing part,
the ultrasound point scatter localization and the microbubble imaging. A graphical
representation of the objectives and all thesis contributions, as mentioned in this
section, can be found in Figure 1.6.
Extraction of sin-
gle MBs features
Ultrasound
super-resolution
Development of
advanced imag-
ing methods
Minimum Variance
beamformer (for
lateral localization)
Image sharpness
algorithm (for
axial localization)
Experimental
validation
Simulation study Experimental
validation
Simulation study
Application to MBs
Experimental setup
for single bubble
measurements
Final assessment
Figure 1.6: Schematic diagram of thesis objectives and contributions. The objectives
are indicated by the rectangles with the rounded corners on the top of this flow-
chart. The remaining rectangles demonstrate the contributions and the structure in
general, of the thesis.
The research related to ultrasound super-resolution is currently dominated by
image processing techniques applied to images which typically contain only a small
number of MBs. In this work, the signal processing methods used have either not
been extensively evaluated elsewhere or are completely unknown to the field of ul-
trasound. Those methods were verified with simulated and experimental point scat-
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terers instead of non-linear contrast MBs that cannot lead to immediate conclusions
towards their efficiency.
1.5.1 Signal processing
Minimum Variance (MV) beamforming in ultrasound imaging was initially investi-
gated. This adaptive approach has been used in ultrasound imaging over the past
10 years [99, 100] as it may provide lateral resolution improvements. However the
method was intended for applications and signals of different nature [101] than the
ultrasound ones, and its performance is greatly dependent on the data that are be-
ing acquired. Two implementations of the adaptive beamformer were suggested and
studied with both simulated [102] in Chapter 2, and experimental [103] in Chapter 3,
data in order to establish general rules towards the proper use of the MV method
and define the resolution gains that can be achieved (for both point sources and
structures).
The first study was followed by the development of a novel array-processing
algorithm with the intention to improve the axial localization of ultrasound point
sources. The proposed imaging method has been used in biological microscopy [104,
105] and was translated step-by-step to ultrasound imaging. The optical method
is based on a metric extracted from the PSF of a fluorescent particle and similar
kind of metric can be extracted from ultrasound point sources, making thus the
method suitable for translation [106, 107]. As with the previous algorithm, the
method was studied with simulated point targets in Chapter 4, and was later verified
experimentally in Chapter 5.
1.5.2 Localization improvement
From the use of the adaptive beamformers, lateral localization with precision of one
tenth of the wavelength was achieved, a value that demonstrates up to 20 fold im-
provements compared to the conventional beamformers used in ultrasound imaging.
However, it should be noted that for the first time the improved localization was
demonstrated using experimental ultrasound data rather than simulated data. Fur-
ther, specific contrast resolution improvements were also noticed, indicating that in
certain cases the adaptive approaches can be used for anatomical images as well.
Regarding the array processing method translated from optics, both the sim-
ulated and the experimental results demonstrated that it may achieve axial point
source localization with an accuracy reaching values more than two orders of mag-
nitude lower than the wavelength used. The figure is even better than the value
recorded using the equivalent optical technique and is equivalent to 30 fold improve-
ments compared to the conventional beamformers.
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1.5.3 Microbubble imaging
An experimental setup that can regulate bubble movement was described. The
MBs flow quasi-vertically with upward direction into a tube with a controlled flow-
rate and single scattering events can be distinguished. MB data acquired from the
experimental setup can be beamformed by the adaptive method or tested with the
translated from the optics localization technique. The first preliminary findings
indicate that the methods show potential above current conventional resolution.
1.6 Thesis overview
The introductory chapter is followed by five chapters of the main work including
all methods and algorithm developments together with their simulation and exper-
imental validation. The common layout to include a chapter with an exhaustive
literature review is avoided here. The reason is that a number of disciplines and
topics are presented. Techniques are being translated from other fields of sensing
into ultrasound imaging. Their specific literature is reviewed in the corresponding
chapters to facilitate the reading and chapter comprehension.
Chapter 2 introduces the use of an adaptive beamforming method in ultrasound
imaging. The MV adaptive beamformer is presented and applied to simulated ul-
trasound data. Two different implementations of the method in time and frequency
domain are examined, and both the resolution gains and the limitations of each
approach are outlined and compared for a chosen simulation setup.
Chapter 3 presents an experimental investigation whereby the MV method is
utilized in the beamforming of real ultrasound data. The acquisition setup and the
scan parameters are similar to those clinically used and are described in detail. The
experimental results are displayed and compared with the previously obtained simu-
lated ones. Specific algorithm modifications regarding the MV parameters that will
render the adaptive method applicable to real-time imaging are discussed.
Chapter 4 presents a signal-based algorithm based on image sharpness, that
improves axial resolution in biological microscopy. The optical technique and its ul-
trasound equivalent are explained and key similarities and differences between them
are highlighted. The main concepts of normalized image sharpness and multi-plane
imaging are translated to the field of ultrasonics to obtain super-resolution axial
localization for simulated ultrasound point sources.
Chapter 5 uses the sharpness algorithm to estimate the axial position of an
ultrasound point scatterer in an experimental setting. The experimental results are
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compared with the simulated ones of the previous chapter, and the limitations and
prospects of the proposed technique in tracking the position of MBs are considered.
Chapter 6 introduces the above methods into the localization of MBs by means
of an initial experimental test. First, the MV beamformer is applied to the MB data
with image and metrics display followed by comparisons with the results of Chap-
ters 2 and 3. Then, the depth position estimation algorithm is employed to extract
sharpness data that are also compared with those of the Chapters 4 and 5. The
assessment of the techniques and the up-to-date practical limitations are discussed.
Chapter 7 concludes the thesis with the summary of the main outcomes. The
extension and improvement of the current work towards the complete position esti-
mation of point sources are also included.
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Minimum Variance Beamforming -
A Simulation Study
This chapter briefly reviews the evolution of adaptive beamforming in ultrasound
imaging and focuses on the Minimum Variance (MV) beamformer. Time and fre-
quency domain implementations of the MV method are introduced and applied to
simulated ultrasound data. The simulation setup together with all scan and MV
parameters are explained in detail and the beamformers performance is assessed
through established quantitative image quality metrics. Results are compared with
conventional beamforming techniques to demonstrate the benefits of the adaptive
approaches. The computational load required for the generation of a single image
is also assessed. The discussion aims to elucidate the trade-off between resolution
gains and computational burden in light of real-time applications.
2.1 Background
Adaptive processes have been used for decades in numerous applications of array
signal processing in fields such as sonar, radar, and even seismology [44, 108–110].
Improvements in transducer design as well as reduced cost and availability of hard-
ware based processing using Field-Programmable Gate Arrays (FPGAs) enabled
similar adaptive beamforming techniques to be introduced in the field of ultrasound
imaging.
2.1.1 Adaptive beamforming in ultrasound imaging
The conventional Delay-and-Sum (DAS) beamformer is a widely used technique
in medical ultrasound imaging. It involves the application of delays calculated by
simple geometrical formulas and the use of data-independent weighting functions
that optimize the beamformer output. The method is briefly described in Subsec-
tion 2.2.1. Adaptive beamforming methods aim to take advantage of image infor-
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mation in order to generate higher image quality both in terms of resolution and
contrast when compared to the DAS beamformer. A number of such studies in-
clude the adaptive beamformers proposed by Viola and Walker [111] or the one
suggested by Mann and Walker [112] in 2002 that was the adjustment in ultra-
sound of the linearly constrained adaptive beamformer [113]. The latter was based
on minimizing the power of ultrasound data under a number of linear constraints. A
specific case of this work, with a single constraint, led to the development of the MV
beamformer [114–117] that has attracted wider interest ever since. It was originally
developed by Capon [101] with the objective to precisely localize earthquakes with
the usage of seismic arrays, which is a narrowband application.
2.1.2 Minimum Variance beamforming
The MV beamformer has been expanded to broadband ultrasound data unmodified,
in the time-domain, or in the frequency domain where division of transducer element
signals into frequency sub-bands precedes the processing. This is to ensure that the
original narrow-band condition of the adaptive beamformer is met as laid out by
Capon [101]. The method’s aim is to calculate a set of data-dependent apodization
weights, which will preserve the signal from the focus point, while at the same time,
minimizing all contributions from other points. This is expressed in the ultrasound
case by minimizing the output power of the data and not the noise power as in [101].
The Minimum Variance Temporal (MVT) beamformer was introduced by Synnevag
et al. [99], and was applied to both simulated and experimental ultrasound data
[118, 119]. The main bulk of results throughout the literature and the comparisons
with the conventional beamformers were mostly qualitative, thus making it difficult
to assess the performance of the MV method within the wider ultrasound imaging
context.
The Minimum Variance Subband (MVS) beamformer was first introduced by
Holfort et al. [100] and a quantitative evaluation was performed using simulated
data. Their finding was that compared to the conventional DAS beamformers, the
MVS provides significant side-lobe reduction and an order of magnitude more narrow
PSF main lobe in the localization of individual point scatterers. The results from
a cyst phantom showed smaller contrast improvement. In general, it is accepted
that the MV methods perform differently with different data types (i.e. structures
or point sources) and with different ultrasound transmission apertures due to the
methods adaptation to the actual data [120]. The purpose of this chapter is to
investigate and develop the MV beamformers for use in medical ultrasound imaging.
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2.1.3 Limitations
The principle of the MV beamformer is to isolate the main target and through an
optimization process to attenuate targets that are out of phase. It has been shown
that the MV performance depends on variations in the speed of sound [121] or steer-
ing vector errors [122]. This often makes the comparison between simulation and
experiment difficult, since the velocity of sound is generally difficult to control exper-
imentally. The same conclusion applies for both the MVT and the MVS, although
higher performance is expected in the MVS case due to the division into frequency
bands. The complexity increases with signal coherence and interference between
adjacent targets, which is cumbersome to simulate. This uncertainty of the MV
performance becomes even higher when real-time imaging is considered [123], and
several groups have presented small modifications and parameter studies to make
the method less sensitive to these changes. Such studies include the use of adaptive
approaches in transmission, in addition to the most usual receive processing [124],
or the use of MVT together with principal component analysis [125]. Increasing
robustness is only one of the MV challenges.
Both time and frequency domain approaches are computationally demanding
when compared to conventional beamforming. This is especially true in the case
of MVS as unlike the single beamformer of MVT, every sub-band in the MVS
method requires its own dedicated beamformer. To overcome this obstacle, the
greatest research effort in this area is currently concentrated on implementing the
MV beamformer using Graphics Processing Units (GPUs) [126, 127]. In this way
the MV method can be possibly used for real-time cardiac ultrasound imaging [128,
129]. Alternatively, low complexity implementations have also been proposed, where
only a limited number of transducer elements is used by the MV methods [130], or
where the adaptive approaches are combined with conventional ones towards the
development of semi -adaptive beamformers [131,132].
2.1.4 Approach
It is difficult to compare the MV findings among the different MV implementa-
tions due to the use of varying scan parameters, scanned object dimensions, or
performance metrics definitions throughout the investigations on ultrasound adap-
tive beamforming. However a basic assessment of the main implementations in
time [99] and frequency [100] domain with the use of the same image quality met-
rics and including the calculation load is missing from the literature. In order to
achieve this assessment both simulated and experimental data need to be used in
separate studies due to the limitations mentioned in the Subsection 2.1.3 above.
Such a comparison would help identify the exact advantages and disadvantages of
each adaptive approach, and explain the inconsistency between simulated and ex-
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perimental results. To this end, the first step is to perform a simulation study in
such way that the simulation can be replicated in experimental form.
2.2 Methods
This section focuses on beamforming algorithm development using the established
ultrasound imaging simulation software Field II [133,134]. Beamforming is a signal
processing technique used in ultrasonics for the guided sound wave transmission or
reception by a transducer array. There are various options for ultrasound trans-
mission summarized in Appendix A depending on the application, and chosen for
instance for the desired depth of focus or frame rate. While the transmission takes
place only once during a separate scan, the receive processing presents more interest
as there are several ways to combine the received responses to achieve increased
spatial resolution. This is managed by aiming to create constructive interference
between the sensor signals and both conventional and adaptive methods for this are
explained in the present section. The stages leading to image formation that will en-
able the comparisons between conventional and adaptive beamforming are included
in this section. All steps of the adaptive approaches are described with emphasis on
their differences and the calculation load required during the processing.
2.2.1 Delay-and-sum beamforming
In ultrasound imaging, the standard way to process the signals received by a trans-
ducer array is the DAS beamforming [135]. The transducer element signals (xt) are
time-delayed (τ), weighted (w), and finally summed to form the beamformer output
as shown in Figure 2.1. The apodization weights are simply fixed window functions
such as a rectangular one or a modified cosine function (Appendix B) that do not
depend on the data.
Σ
x0(t) τ0 w0
x1(t) τ1 w1
xM−1(t) τM−1 wM−1
 
Figure 2.1: Schematic representation of the sensor signal processing by the conven-
tional DAS beamformer.
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2.2.2 Temporal Minimum Variance beamforming
As in the DAS beamformer, the MVT processes the data in a similar fashion with the
only difference being the calculation of the apodization weights. This is also shown
by Figure 2.2. In conventional beamforming apodization weights have predefined
values, whereas in MV beamforming they are data-dependent. The output B(t) of
the MV temporal implementation [99] for a probe with M active elements in receive
can be extracted by:
B(t) =
M−1∑
m=0
wm(t)xm(t− τm) = w(t)HX(t) , (2.1)
that would match with the output of a DAS beamformer for the apodization values.
In Equation (2.1), t is the time vector, w(t) = [w0(t), w1(t), ..., wM−1(t)]H is the
vector of the adaptive apodization weights, X(t) = [x0(t−τ0), x1(t−τ1), ..., xM−1(t−
τM−1)]H is the array of the transducer element signals, and τm is the time delay
applied to the mth receiving element, based on its distance from the focus point.
Σ
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Figure 2.2: Schematic representation of the MVT beamformer.
The delayed signals xm(t − τm) will at the focus be perfectly aligned, and the
DAS beamformer summation and weighting aims to find the DC value of the signal
along all the received elements. A rectangular weighting has fairly high sidelobes and
often a von Hann or Hamming weighting is employed to lower sidelobes and to reduce
signals from targets that are not perfectly aligned and in phase. The most common
apodization weights are described in Appendix B. The MV beamformer is seen as
a more efficient method for isolating the main target. In MV beamforming, the
weights will eventually take such values, so that the variance of B(t) is minimized,
while the response of the focus point remains unaffected. The power P (t) of the
beamformer output is given by:
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(2.2)
P (t) = E{|B(t)|2}
= E{|w(t)HX(t)|2}
= E{w(t)HX(t)X(t)Hw(t)}
= w(t)HR(t)w(t) ,
where E{.} denotes the expectation value and R(t) is the covariance matrix given
by:
R(t) = E{X(t)X(t)H} . (2.3)
The MV objective can be expressed as:
min w(t)HR(t)w(t), subject to w(t)He = 1 , (2.4)
where, e is the time-delay vector that is only a vector of ones, since the time delays
already have been applied to the signals. Lagrangian multiplier theory [136] can
then be adopted for an analytical solution to this constrained optimization problem
of Equation (2.4). Given that R(t)−1 exists, the MV weights are calculated by:
w(t) =
R(t)−1e
eHR(t)−1e
. (2.5)
A single apodization weight is calculated for a single image point and this is
done on a pixel-by-pixel basis for an RF dataset. The pixel size can be controlled
in receive and smaller sizes, particularly in the lateral direction (where the MV
improvement is noticed) can provide increased resolution benefits.
2.2.3 Subband Minimum Variance beamforming
In MVS, the Short Time Fourier Transform (STFT) is employed to divide the time
delayed transducer element signals into frequency bands, and then each band is
processed individually as depicted in Figure 2.3. This increases the number of cal-
culations compared to MVT. For each focus point, ~rp, the Discrete Fourier Trans-
form (DFT) is applied on a segment, thus STFT, of the adjusted transducer el-
ement signals. The mth segmented, transducer element signal ym(t) is given for
t ∈ [−td/2, td/2] where td is the total time duration of the segment size, and the
response from the focus point will be centred around t = 0. The individual sub-
band responses are then summed to derive the final MV response. The beamformer
output for a single focus point, and for each frequency sub-band, ω, is given by:
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B(ω) =
M−1∑
m=0
wm(ω)Ym(ω) = w(ω)
HY (ω) , (2.6)
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Figure 2.3: Schematic representation of the MVS beamformer for a single frequency
bin.
where w(ω) = [w0(ω), w1(ω), ..., wM−1(ω)]T is the vector of the complex weights,
and Y (ω) = [Y0(ω), Y1(ω), ..., YM−1(ω)]T is the vector of the Fourier Transform of
the segmented transducer element signals. For a number of K sub-bands in total,
the final beamformer output B∗(ω) can be given by:
B∗(ω) =
K−1∑
k=0
M−1∑
m=0
wm(ωk)Ym(ωk) =
K−1∑
k=0
B(ωk) , (2.7)
For the MVS implementation, the power of each beamformer output B(ω) corre-
sponding to a single frequency bin is considered and similar to Equation (2.2), is
given by:
(2.8)
P = E{|B(ω)|2}
= E{|w(ω)HY (ω)|2}
= E{w(ω)HY (ω)Y (ω)Hw(ω)}
= w(ω)HR(ω)w(ω) ,
where R(ω) is the covariance matrix given by:
R(ω) = E{Y (ω)Y (ω)H} . (2.9)
The MV objective in the MVS case can be expressed as:
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min w(ω)HR(ω)w(ω), subject to w(ω)He = 1 , (2.10)
By assuming that R−1 exists, the optimized apodization weights are given by:
w(ω) =
R(ω)−1e
eHR(ω)−1e
. (2.11)
The minimization goal is expressed for each frequency band and the constraint refers
to the distortionless response (unity gain) from the focus point. They are therefore
both independent of the implementation type [137, 138]. An important advantage
of MVS, due to the MVT violation of the short-band hypothesis of MV, is the
possibility of calculating different weights for each sub-band and each point as seen
from Equation (2.7), which results in the filtering of the element data [139,140].
2.2.4 Covariance matrix estimation
By omitting the dependency on time t, or frequency ω, in Equations (2.5) or (2.11)
respectively, the optimized apodization weights are extracted similarly as the goal
for both MV beamformers remains the same. A simple substitution of w to Equa-
tion (2.1) or (2.6) should in theory enable the calculation of the output of the MV
beamformer for both cases. In practice, the covariance matrix has to be replaced by
the sample covariance matrix Rˆ, which is estimated from the data. This is because
the covariance matrix changes rapidly over depth and should only be calculated
from several samples instead of the whole array. Therefore, the transducer array is
divided into a number of overlapping sub-arrays, from the front of the array to the
end as shown in Figure 2.4, and then the covariance matrix is averaged across the
array.
subarray 0
subarray 1
subarray M − L
Figure 2.4: Illustration of sub-array averaging.
The sample covariance matrix can be expressed as:
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Rˆ =
1
M − L+ 1
M−L∑
l=0
GlG
H
l , (2.12)
where L is the sub-array length, and Gl is the set of signals from the lth sub-
array, which may take the form of Gl(t) = [xl(t), xl+1(t), ..., xl+L−1(t)]H for MVT, or
Gl(ω) = [Yl(ω), Yl+1(ω), ..., Yl+L−1(ω)]H for MVS. The sub-array length is a parame-
ter of major importance, whose value may affect the accuracy of the covariance ma-
trix estimate, the resolution, and the number of calculation required for the weight
extraction. Often values between M/4 and M/2 are selected, to make a compro-
mise between the above aspects [141]. Once the optimized apodization weights, w˜,
have been calculated, with the use of the sample covariance matrix, the beamformer
output can be given for both approaches by:
B(~rp) = w˜
H 1
M − L+ 1
M−L∑
l=0
Gl . (2.13)
2.2.5 Computational complexity
A large number of matrix multiplications are needed for estimating the adaptive
apodization weights. The calculations for the estimation of a single MV weight
and for a single emission will be considered here, and then the steps are exactly
the same for all MV weights. To calculate the computational number required for
the formation of an image resulting from a single emission, the number of image
points, and weights should be multiplied by the number of calculations needed for
the extraction of a single weight. Accordingly, for an image obtained from a number
of emissions, another multiplication of the previously calculated number with the
number of emissions used is required to extract the final number of calculations.
This number is different for MVS and MVT that have both been implemented in
Matlab (The MathWorks Inc., Natick, MA). The first step towards the calculation
is the estimation of the sample covariance matrix, Rˆ, given in Equation (2.12), that
substitutes the covariance matrix, R. For this estimation, value of the sub-array
L is of major importance as the matrix Gl consists of L rows and M − L + 1
columns with the matrix GHl having the inverse dimensions. Therefore, for the
multiplications between those two matrices (M − L+ 1) · L · L multiplications and
(M−L) ·L ·L additions are required. The next stages include three more operations
between matrices until the extraction of weights. The first one is the product of
the inverse matrix, Rˆ as calculated above, with the steering vector e, resulting in
L · L multiplications and (L− 1) · L additions. The second one corresponds to the
multiplication of the above quantity with the inverse steering vector. This output is
23
Chapter 2: Minimum Variance Beamforming - A Simulation Study
just a scalar, adding L more multiplications and L− 1 more additions to the total.
The third one is the ratio of the two last quantities resulting in L multiplications.
The total number of multiplications and additions, Nfmult and Nfadd , are:
Nfmult = L
2(M − L+ 2 + 2/L) , (2.14)
Nfadd = L
2(M − L+ 1− 2/L2) , (2.15)
resulting in:
NMV T = Nfbmult +Nfbadd , (2.16)
operations for the MVT method. For the MVS method, the M transducer element
signals are divided into segments with the segment size, N , depending on the ex-
citation pulse length. If N is not equal to a power of 2 then sensor signals are
zero-padded. They are then passed to the frequency domain with the use of the
FFT and with a computational complexity proportional to M · Nlog2N added to
the total. After this point, each multiplication and addition between matrices en-
compasses complex numbers, and multiplication is equivalent to 6 operations and
each addition to 2. The whole process is then repeated for the estimation of a sin-
gle weight as many times as the number of sub-bands, Nsub. The total number of
calculations for the MVS method is then:
NMV S = 2K(3Nfmult +Nfadd) +MNlog2N . (2.17)
2.2.6 Performance metrics
The comparison of the performance of the two adaptive approaches, was achieved
by implementing quantitative measurements on the acquired images that enable the
assessment of the lateral resolution and the image contrast. A good indicator of
the lateral resolution is the lateral Full-Width-at-Half-Maximum (FWHM), which
is defined as the width (in mm) of the main lobe from the PSF of an isolated point
scatterer. The Peak-Sidelobe-Level (PSL) is the peak value of the first side-lobe
(in dB). The image contrast (CTR) quantifies the difference between an anechoic
region and a uniform scattering medium that includes such regions (cysts) and is
calculated from a cyst phantom using the following equation:
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CTR = 10 log 10
Ein
Eout
, (2.18)
where Ein is the mean energy of a circular area inside a cyst and Eout is the equivalent
quantity outside the same cyst. Finally, a Normalized Auto-Covariance Function
(NACF) was used to estimate and compare the speckle of the obtained images [142].
The average speckle size can be quantified by the FWHM of the NACF with lower
values, i.e. more narrow main lobe, implying better noise suppression and, thus,
higher image quality. Apart from the MVT and MVS, the conventional Boxcar
and Hanning [143] apodization weights (Appendix B) were also used on the same
acquired data as a standard for comparison.
2.3 Simulation setup
The process of simulated data formation and acquisition is analyzed with the objec-
tive to investigate the PSF under different conditions but in the absence of extrinsic
aberrations. Simulated Synthetic Aperture Ultrasound (SAU) data [144] obtained
by the simulation program Field II [133, 134] were used for the comparison of the
temporal and sub-band MV beamformers.
2.3.1 Field II program
Field II is a free software that runs under Matlab and can simulate ultrasound
imaging using linear acoustics [145]. The software has the ability to calculate both
the transmitted and the pulse-echo fields for a large variety of real transducer arrays.
Further it can provide realistic images of human organs. Field II has been adopted
by the wider ultrasound community to perform initial investigations on novel ways
of ultrasound transmission as well as on receive processing, as it paves the way to
the experimental validation very smoothly.
2.3.2 Synthetic aperture ultrasound imaging
In ultrasonics, SAU [144] is the imaging sequence in which the transmitting aperture
consists of only one transducer element, while all elements are used as the receiving
aperture. The single active element is emitting a spherical wave in every direction
covering the whole image region, and is moved across the array. The following
transducer element then becomes active, with a full synthetic aperture sequence
consisting of as many emissions as the total number of transducer elements. From
each emission a low resolution image can be formed. Those single emission images
can be then combined so as to provide a final image of higher resolution and contrast.
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The synthetic aperture ultrasound technique is similar to Multiple Input Multiple
Output (MIMO) techniques used in wireless communications [146, 147], and more
information about SAU and all other ultrasound transmission protocols can be found
in Appendix A.
2.3.3 Simulation phantoms
Two simulated phantoms were created and used in order to evaluate the effectiveness
of the MV beamformers. The phantoms are specially designed objects used in
medical imaging to assess the performance of various imaging methods/devices.
They were chosen here in a way, so that the specific metrics of Subsection 2.2.6 can
be extracted by the resulting images. Further the simulated phantom design must
ensure that at least similar acquisitions can be later performed with experimental
data based on the available equipment. The purpose of the first phantom was the
calculation of the PSF of the imaging system. This was done by a point phantom
consisting of 12 point targets in pairs of two, separated by 4 mm laterally and located
at axial depths of 30 to 80 mm. The phantom layout can be found in Figure 2.5(a).
The PSFs were evaluated at different depths and the beamformers were compared
in respect to lateral FWHM and side lobes.
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Figure 2.5: Field II simulated phantoms layout.
The aim of the second phantom was to simulate homogeneous tissue. The
phantom thus contained a circular cyst with a radius of 5 mm and centered at
(x, z) = (0, 40) mm, in a speckle pattern (Figure 2.5(b)). This phantom was used
for the contrast evaluation of the different beamformers. The cyst phantom had 10
randomly placed scatterers within a resolution cell of λ×λ×λ to ensure fully devel-
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oped speckle. The contrast resolution is not the primary objective of this study that
mainly focuses on point scatterers. However it is important to specify the usefulness
of the adaptive beamformers and examine their performance in cases more complex
than isolated individual targets.
2.3.4 Simulated imaging setup
For the simulations a 7 MHz, 128 element linear array transducer with λ/2-spacing
was used. The speed of sound was set to 1540 m/s and the data were sampled at
100 MHz. All the Field II simulation parameters including the transducer defini-
tion, the way of ultrasound transmission and the receive processing, are shown in
Table 2.1.
Transducer
Transducer type Linear array
Transducer element pitch 110 µm
Transducer element kerf 35 µm
Transducer element height 6 mm
Center frequency, f0 7 MHz
Sampling frequency, fs 100 MHz
Bandwidth 60% fractional
Speed of sound, c 1540 m/s
Wavelength, λ = c/f0 220 µm
Excitation pulse Two-cycle sinusoid at f0
Synthetic Aperture Emission
Receive apodization Boxcar/Hanning/MVT/MVS
Number of transmitting elements per emission 1
Number of receiving elements, M 128
Number of emissions 128
Table 2.1: Parameters of Field II simulations.
2.3.5 Data analysis
The images that will be displayed in the Results section correspond to combined
responses from a full SAU sequence, consisting of 128 emissions, for a point and a cyst
phantom. For the images, the performance metrics as described in Subsection 2.2.6
were used. Further, beamformed responses and metrics from a single emission with
the central element, number #64, as the transmitting aperture will be considered.
This is because they are of comparable quality to those obtained from 128 averaged
emissions.
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2.4 Results
The point-target and the cyst phantom simulation results are presented separately.
In the first case the lateral resolution was measured in various depths whereas in
the second the contrast resolution was assessed.
2.4.1 Point-target phantom
The beamformed responses of the point targets are shown in Figure 2.6 with a
dynamic range of 60 dB, and a sub-array length of L = M/4 = 32 for the MV
beamformers. The number of sub-bands in the MVS case was K = 7.
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Figure 2.6: Beamformed responses of 12 point targets from 128 emissions with (a)
DAS Boxcar, (b) DAS Hanning, (c) MV Temporal, and (d) MV Subband apodiza-
tion. A 60 dB dynamic range display was used.
The point targets at the depth of 40 mm of Figure 2.6 are displayed separately
in Figure 2.7 for more PSF and sidelobe detail since the dimensions of the whole
phantom (9 mm× 52 mm) are very big compared to those of a PSF (Table 2.2).
Figure 2.8, in which the x-axis represents the lateral distance and the y-axis the
power in dB, shows the lateral variations at 40 mm and 80 mm depth for the different
methods and for the case of 128 averaged emissions. The lateral FWHM and the
PSL were the two criteria adopted for the performance evaluation as explained in
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Figure 2.7: Beamformed responses of the 2 point targets at 40 mm with (a) DAS
Boxcar, (b) DAS Hanning, (c) MV Temporal, and (d) MV Subband. A 60 dB
dynamic range display was used.
Subsection 2.2.6, and their values are shown in Table 2.2 for the targets at a depth of
40 mm. In the same table the total number of Floating-Point OPerations (FLOPs)
is also found for the images of Figure 2.7. The Ncalc numbers required for the
image formation are based on the calculations needed for the extraction of a single
MV weight. According to Subsection 2.2.5 those calculations were 2 × 105 for the
temporal approach and the same number for the sub-band approach was 28 times
higher at 5.6 × 106. Finally, the Table 2.2 also includes the metrics obtained by
single emission beamformed responses at the same depth (Figures 2.9 and 2.10).
PSL FWHM Ncalc
Full sequence (averaged over 128 emissions)
DAS Boxcar −31 dB 0.65 mm 2.95λ 1.16 GFLOPs
DAS Hanning −50 dB 0.82 mm 3.73λ 1.16 GFLOPs
MV Temporal −58 dB 0.03 mm 0.14λ 679.7 GFLOPs
MV Subband −63 dB 0.03 mm 0.14λ 18.9 TFLOPs
Single emission (element #64)
DAS Boxcar −16 dB 0.78 mm 3.55λ 9.1 MFLOPs
DAS Hanning −40 dB 1.26 mm 5.73λ 9.1 MFLOPs
MV Temporal −42 dB 0.04 mm 0.18λ 5.31 GFLOPs
MV Subband −46 dB 0.03 mm 0.14λ 148.9 GFLOPs
Table 2.2: Peak-side-lobe level (PSL), lateral Full Width at Half Maximum (FWHM)
and Number of calculations (Ncalc)for the beamformed responses at z = 40 mm,
where λ = c/f0 = 220 µm.
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Figure 2.8: Lateral variations of the beamformed responses from 128 emissions at a
depth of (a) 40 mm and (b) 80 mm.
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−4 −2 0 2 4
30
40
50
60
70
80
(a) Boxcar
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−4 −2 0 2 4
30
40
50
60
70
80
(b) Hanning
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−4 −2 0 2 4
30
40
50
60
70
80
(c) MVT
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−4 −2 0 2 4
30
40
50
60
70
80
(d) MVS
Figure 2.9: Single emission beamformed responses of 12 point targets (a) DAS
Boxcar, (b) DAS Hanning, (c) MV Temporal, and (d) MV Subband. A 60 dB
dynamic range display was used.
A comparison between a single and 128 emissions shows that no significant image
degradation is caused by only using one emission data to form one image. This is a
very important observation as it saves considerable computational time as described
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Figure 2.10: Single emission beamformed responses of the 2 point targets at 40 mm
with (a) DAS Boxcar, (b) DAS Hanning, (c) MV Temporal, and (d) MV Subband.
A 60 dB dynamic range display was used.
in the Subsection 2.2.5. The lateral variations are also displayed here and can be
found in Figure 2.11.
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Figure 2.11: Lateral variations of the beamformed responses from 1 emission (#64)
at a depth of (a) 40 mm and (b) 80 mm.
A full sequence of 128 emissions with one transducer element transmitting and
all 128 elements receiving each time, provided a FWHM of 0.03 mm (0.14λ) for
both implementations at a depth of 40 mm. This value is more than 20 times
lower than that achieved by conventional beamforming. The corresponding values
of PSL were −58 dB and −63 dB for time and frequency domain MV beamformers,
while a value no lower than −50 dB could be obtained from either Boxcar or Hanning
weights. Interestingly, a single emission with central element #64 as the transmitting
aperture provided results comparable to the full sequence. The values of FWHM
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were 0.04 mm and 0.03 mm and those of PSL were −42 dB and −46 dB for temporal
and sub-band approaches.
From images and lateral variations, it can be noticed that the performance of
all beamformers is affected by the location of the point targets. This variation of
FWHM in respect to depth can be found in Figure 2.12 for both the MV and the
conventional beamformers in the case of the full-sequence images. In the Figure 2.13,
the equivalent PSL variation is shown for all 4 different apodization weights.
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Figure 2.12: Lateral FWHM variation of the beamformed responses from 128 emis-
sions in respect to depth for (a) conventional and (b) adaptive beamforming.
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Figure 2.13: PSL variation of the beamformed responses from 128 emissions in
respect to depth for (a) conventional and (b) adaptive beamforming.
The FWHM values between the two different MV approaches differ only in the
fourth decimal digit at a depth of 40 mm and this difference becomes slightly more
significant as the depth increases in favor of the MVS. The differences between
MVT and MVS regarding the PSL values lead to similar conclusions, with the MVS
slightly more effective at greater depths.
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Images and metrics displayed in the current section were acquired by a lateral
division of 665 image points which is equal to a lateral distance of pitch/16 between
two adjacent points. Traditionally, the number of image points depends on the
sampling frequency and the bandwidth during the data acquisition. However, in
MV beamforming, it is possible as explained in Subsection 2.2.2, to apply further
division to the image and divide it into a larger number of pixels that will reduce the
lateral FWHM. In Figure 2.14 the number of image points (in the lateral direction)
is plotted over the FWHM, in the case of the point targets located at a depth of
40 mm and for a single emission (element #64). The higher this number was, the
lower was the FWHM but the number of calculations must be multiplied by the
number of image points and thus weights.
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Figure 2.14: FWHM variation in respect to the total number of MV weights.
2.4.2 Cyst phantom
Images of the cyst phantom and the lateral variations, for the different methods
can be found in Figure 2.15 and Figure 2.17(a) respectively. A sub-array length
of L = M/4 = 32 was employed for the MV beamformers as in the point-target
phantom case. The number of sub-bands employed by the MVS was K = 40.
The standard number of RF samples, as they were acquired, were beamformed.
Further lateral division does not affect the contrast resolution. The contrast levels
for the cyst responses can be found in the Table 2.3, together with the number of
calculations needed for the formation of the images of Figure 2.15, and the FWHM of
the NACF that indicates the noise suppression. In the same table, the corresponding
values for the case of a single emission are shown. The single emission beamformed
responses and the lateral variations are displayed in Figures 2.16 and 2.17(b).
From the Table 2.3 it is seen that the contrast level between the 4 beamformers
did not differ greatly in value. However, it is obvious from the images that the
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Figure 2.15: Circular cyst with radius of 5 mm and center at (x, z) = (0, 40) mm.
(a) DAS Boxcar, (b) DAS Hanning, (c) MV Temporal, and (d) MV Subband. A
60 dB dynamic range display was used.
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Figure 2.16: Single emission beamformed responses from the circular cyst with
radius of 5 mm and center at (x, z) = (0, 40) mm. (a) DAS Boxcar, (b) DAS
Hanning, (c) MV Temporal, and (d) MV Subband. A 60 dB dynamic range display
was used.
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Figure 2.17: Lateral variations at 40 mm of the beamformed responses for the cyst
phantom, for (a) 128 emissions, and (b) single emission (element #64).
shape of the cyst was distorted in the case of conventional beamforming, although
the same raw ultrasound data were processed by all 4 beamformers. The single
emission metrics were much lower than the full-sequence ones, demonstrating lower
contrast resolution. This was particularly true for the Boxcar apodization where
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the contrast did not exceed −22 dB. A single MVT weight as in the point phantom
case required 2 ∗ 105 floating point operations but the number rose dramatically in
the MVS to 30.5 ∗ 106. This result was acquired after taking into consideration the
FFT computations, the number of sub-bands, and the fact that operations were
between complex numbers as outlined in Subsection 2.2.5. The difference between
the two phantoms relies on the different number of sub-bands. As a consequence,
the extraction of a single MV weight may require up to 152 times more calculations
in the case of the sub-band approach.
Contrast Ncalc NACF FWHM
Full sequence (averaged over 128 emissions)
DAS Boxcar −53 dB 1.8 GFLOPs 3.49 mm
DAS Hanning −60 dB 1.8 GFLOPs 3.22 mm
MV Temporal −54 dB 1.05 TFLOPs 3.36 mm
MV Subband −63 dB 159.37 TFLOPs 3.40 mm
Single emission (element #64)
DAS Boxcar −22 dB 14.1 MFLOPs 3.30 mm
DAS Hanning −44 dB 14.1 MFLOPs 3.29 mm
MV Temporal −42 dB 8.25 GFLOPs 3.17 mm
MV Subband −43 dB 1.25 TFLOPs 3.19 mm
Table 2.3: Contrast, number of calculations (Ncalc), and speckle suppression (Full-
Width Half Maximum of the Normalized Auto-Covariance Function) from the cyst
phantom at z = 40 mm, λ = c/f0 = 220 µm.
2.5 Adaptive beamforming benefits
The initial development and quantitative assessment of the Minimum Variance (MV)
methodology using simulated ultrasound data was presented in this chapter. The
comparison of the obtained results and the general conclusions rising from this com-
parison will be discussed in the current section.
2.5.1 Point source data
It was shown that the suggested implementations of the MV methods may provide
up to 20-times narrower PSF main-lobe compared to conventional beamformers in
the lateral localization of point scatterers. The FWHM was equal to 0.03 mm for
the MV beamformer while it took the value of 0.65 mm for the Boxcar apodization
for the point target located at a depth of 40 mm (Table 2.2). The achieved FWHM
values correspond to 0.14 of the wavelength (λ/6) used which demonstrates the
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high performance of adaptive beamforming in comparison to the conventional DAS
beamforming and beyond the diffraction limit. The additional feature of increased
sidelobe suppression in the order of 13 dB (−63 dB for the MVS compared to −50 dB
of Hanning apodization) was also calculated for the same target (Table 2.2). It is
worth noticing that the Boxcar FWHM was lower than the Hanning but at the same
time the sidelobes in Hanning were much reduced compared to the Boxcar. The MV
methods were compared with the best conventional beamformer for each metric and
provided a significant improvement in both aspects of PSF evaluation.
There was a decrease on the PSL when one emission was used to form an image
instead of a full sequence with both adaptive and conventional apodization weights.
This was expected in SAU imaging [144] since single emission images are considered
of low-resolution (Appendix A) and it is the averaging over a number of emissions
that usually increases the image quality. On the other hand, the lateral FWHM
remained at the same levels even when only one emission was used in the MV cases.
This is because the precision of the calculated adaptive weights is always high when
the imaging objects are isolated points.
Computation-wise, it becomes feasible to obtain several (single-emission) frames
per second of superior image quality, especially with the MVT method due to the
reduced amount of data that are processed. This is possible to accomplish with the
use of modern GPUs since approximately 2× 105 operations are needed simply for
the extraction of a single MVT weight. The corresponding number for the extraction
of an MVS weight was 28 times higher imposing limitations to its direct use. The
calculation load in the MVS case can only be managed by parallel receive processing
which is lately linked with medical ultrasound adaptive beamforming [126,127].
Both the conventional and the MV beamformers ability to resolve individual
targets was reduced for scatterers at greater depths. This deterioration was expected
and depends primarily on transmission since it is performed through unfocused
beams with only one active element each time. However, the FWHM improvements
at 80 mm (Figures 2.8(b) and 2.12) were at least 10-fold for the MV methods
compared to the best conventional beamformer. Apart from the metrics values, it
is obvious in Figure 2.9(b) that with Hanning apodization it was no longer possible
to distinguish two individual point scatterers at the depth of 80 mm whereas at the
same depth the Boxcar window resulted in an image that could be falsely intrepreted
as 3 scatterers.
2.5.2 Cyst data
The cyst phantom images were employed to further evaluate the contrast resolution
and shape preservation of a more complicated structure. From the analysis of the
full-sequence SA images (Table 2.3 and Figure 2.15) the MVS provided 3 dB ad-
ditional contrast compared to the second best beamformer (with Hanning apodiza-
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tion). The difference was greater (10 dB) compared to the other two weighting
functions. This indicates that the MVT was not superior in contrast resolution
compared to DAS. A small cystic resolution improvement with MVS was previously
shown with simulated data in [100] which is in accordance with the result of this
study. Similar investigations with MV temporal implementations [120,123] demon-
strate that the MV benefits mainly concern the improved edge definition of a cyst
rather than the contrast enhancements, and therefore also agree with the current
MVT findings.
The cyst shape was not circular in the images of the Figure 2.15(a) and 2.15(b)
meaning that only the adaptive methods managed to maintain the initial shape. This
is also shown in Figure 2.5(b). Finally, the FWHM of the NACF (Subsection 2.2.6),
that was introduced for the first time in the MV image analysis, showed similar val-
ues for Boxcar, MVT and MVS (less than 4% difference among the 3), whereas only
the Hanning apodization resulted in 8% improvement compared to Boxcar. This
indicates that the speckle suppression did not improve with the adaptive methods.
The overall assessment of all the metrics and images showed that cyst phantom im-
ages benefited from the adaptive beamforming and particularly the MVS. However,
the number of operations needed for a single weight extraction became even more
high for the MVS (152 times higher than MVT) due to the additional processing
outlined in the Methods section.
The analysis of single emission images (Table 2.3 and Figure 2.16) revealed dif-
ferent relations among the 4 apodization weights. Generally it was expected that the
contrast resolution will decrease drastically since the images are formed only by one
emission. From Figure 2.16 it is seen that the maximum performance was −44 dB
and was noticed for Hanning apodization (instead of the −63 dB of the MVS in
the full-sequence images). Yet, the shape distortion in the Hanning case also re-
mained here. The Boxcar weights preserved the cyst shape as the MV methods but
the contrast was significantly worse (−22 dB) compared to the other three weights.
The FWHM of the NACF, with very small variations between the 4 beamformers,
showed marginally lower values for the MV methods (3%) compared to DAS. The
single emission imaging is advantageous in computational cost, and the MV images
appeared superior than the DAS images but the overall image quality does not jus-
tify the use of the adaptive methods for such purposes neither the image formation
from only one emission.
2.5.3 Time and frequency MV beamforming
A comparison between the two adaptive methods from figures and metrics through-
out the chapter showed minor advantages of the MVS over the MVT with the
used resolution metrics, that both outperformed the conventional beamforming ap-
proaches. This is due to the fact that only the sub-band implementation complies
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with the initial narrow-band condition of the MV method [101], as analyzed also
in Subsection 2.1.3. However, when the computational burden was counted in the
overall performance of the each beamformer, the obtained results here pointed to
the conclusion that the improvement in the MVS case was not sufficient to justify
division into sub-bands. This is because the MVT can provide almost similar results
compared to the MVS while its implementation can be more than 30 times faster.
Besides, it is accepted that the MV method does not provide a constant perfor-
mance as was already discussed in Subsection 2.1.2. This is the major disadvantage
of the adaptive approach, that also does not translate from simulations to mea-
surements. For this reason there are various implementations and various results
(the vast majority of which are qualitative) throughout the literature that cannot
be compared or provide guidance for its effective use. To this front, the current
implementations of both MVT and MVS need to be evaluated using real ultrasound
data as similar as possible to that simulated.
The findings of this chapter were obtained by means of software simulations
which did not take account of possible speed of sound variations or signal attenuation
with depth. Further, the transmitting aperture consisted of a single only element and
single emission beamformed images were displayed. The comparisons between the
simulated and the more realistic experimental results may reveal differences between
the MVT and the MVS and parameters that influence the MV performance, or even
indicate the MV suitability for real-time applications in general. For instance, the
usefulness of dividing the time domain sensor signals into frequency bins may be
highlighted in a less-controlled, than the simulation, experimental setup.
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Minimum Variance Beamforming -
Experimental Validation
In this chapter the previously introduced MV methods are experimentally investi-
gated. The appropriate algorithm parameter selection is discussed so that both the
MVT and the MVS are optimized for use with experimental data. The results are
then analyzed and are followed by comparisons between the MV implementations
and also between experimental and simulated findings. Based on the analysis, the
chapter concludes with suggestions regarding the suitability of the two MV methods
in a real-time application.
3.1 Background
It was stated in the Background section of Chapter 2 that several research groups
have applied different MV implementations not only to simulated but also to exper-
imental data. In general, the adaptive methods are data-dependent and therefore
the performance acquired during simulations is not expected to be maintained. As
in simulation, the experimental studies on MV beamforming were mainly combined
with scanning point sources (wires that are positioned perpendicular to the trans-
ducer face so that they are seen as points) and cyst phantoms (tissue mimicking
material that includes cylinders empty on their inside). The point target MV stud-
ies [99, 148] provide images with increased lateral resolution since the main-lobe of
an MV beamformed response appears more narrow than that of the DAS beamform-
ing. The improvement is usually not quantified since it also depends on other scan
parameters [149]. The cyst phantom investigations [118,120,123,150] regarding the
contrast improvements show that it is only towards the edge of a cyst that the MV
beamforming results in higher contrast compared to DAS.
There are also a few recent cases where the MV method has been applied to more
complicated phantoms or even to RF data from in vivo measurements [151]. In 2012
Taki et al. attempted to combine MV beamforming with ultrasound vascular imag-
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ing and their result was that the adaptive approach can be ideally suited for the
detection of vessel stenosis [152]. In 2014 Asen et al. presented an MV implemen-
tation for real-time cardiac ultrasound imaging [128, 129]. Their investigation was
performed using an in vivo cardiac data set and their result showed that MV would
be feasible for such application providing improved lateral resolution. The same
year, Tracey et al. performed a preliminary MV study with an additional beam-
former constraint, for artifact suppresion on gastrointestinal ultrasonography [153].
In the present work, the same Matlab MVT and MVS scripts used in simulation
were applied to wire and cyst phantom data to enable a fair comparison between
simulated and experimental results.
3.2 Methods
In this section the experimental setup and the data acquisition process are outlined.
The experimental data were chosen this way so that they match with the simulated
point sources and the cyst of Chapter 2. The implementation of the two MV meth-
ods was given in Section 2.2 of the previous chapter and remains unchanged here.
Small algorithm modifications related to the covariance matrix estimation were only
suggested.
3.2.1 Covariance matrix estimation
In the previous chapter, the MV approaches were applied to the simulated data
with a fixed sub-array length, L = 32, equivalent to 1/4 of the total transducer
elements number. This value was combined by forward averaging (Subsection 2.2.4)
to estimate the sample covariance matrix and proceed to the MV weight extraction.
In this chapter a wider L range was studied, since the standard L = M/4 choice [100]
did not directly show the equivalent metrics improvements as in simulation. For
the same reason, apart from the forward only averaging the Forward-Backward
(FB) approach was employed. The FB averaging suggests the combined use of sub-
arrays from the front of the array to the end as well as from the end to the front.
This results to the acquisition of a better sample covariance matrix estimate [150].
Equation (2.12) of the Chapter 2 is substituted here by:
Rˆ =
1
2
(Rˆ + JRˆTJ) , (3.1)
which is a more complicated one. In the Equation 3.1 J is the reversal matrix
(anti-diagonal elements are 1 and all the others 0).
Both MVT and MVS apodization weights with sub-array values L ranging be-
tween M/6 and 2M/3 and FB averaging were extracted from the scanned phantoms.
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Generally, the sub-array division reduces the transducer element signal correlations
that would affect the power calculation and consequently the MV output [119].
Smaller L values provide a more robust estimate of Rˆ but at the same time reduced
resolution due to the fact that not the whole aperture is used. The opposite happens
for larger L values where the sensor signal interferences is not avoided.
3.2.2 Computational complexity
The type of averaging causes a small variation to the computational complexity
as this was presented in the Subsection 2.2.5. This is because the FB averaging
is increasing the number of calculations required for the estimation of the sample
covariance matrix. The final number of additions and multiplications becomes higher
due to (3.1) and is given by:
Nfbmult = L
2(M + L+ 3 + 2/L) , (3.2)
Nfbadd = L
2(M + L− 2/L2) , (3.3)
resulting in MVT number of operations NMV T = Nfbmult + Nfbadd . The number of
operations for the sub-band implementation is given by:
NMV S = 2K(3Nfbmult +Nfbadd) +MNlog2N . (3.4)
3.3 Ultrasound setup
Real ultrasound data obtained by the Synthetic Aperture Real-time Ultrasound
Scanner (SARUS) [154] were used for the experimental validation of the MVT and
the MVS beamformers.
3.3.1 The SARUS scanner
The measurements were performed at the Center for Fast Ultrasound imaging (CFU)
of the Technical University of Denmark (Lyngby, Denmark) by the in-house, experi-
mental research ultrasound scanner SARUS shown in Figure 3.1. The SARUS scan-
ner consists of 1024 independent channels both in transmit and receive mode and
enables the implementation and evaluation of custom ultrasound imaging methods.
The data are sampled at 70 MHz with 12 bit resolution, so that the system can
collect data at a rate of 140 GB/s. The acquired data can then be processed in
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Figure 3.1: The 1024 channel research ultrasound scanner SARUS.
real time on the scanner’s 320 FPGAs to obtain high quality images with synthetic
aperture ultrasound imaging (Appendix A). Alternatively, data can also be stored
for off-line processing.
3.3.2 Synthetic aperture ultrasound imaging
For the measurements, similar tactic as in Subsection 2.3.2 was followed. However, a
transmitting aperture consisting of a single only element as in the simulation study
of the previous chapter would not be practical for an actual experiment as it would
limit the resolution and the penetration depth. Therefore the aperture was replaced
by a number of transducer elements [139,140]. The active aperture here consisted of
128 elements, each one emitting spherical waves, and was subsequently moved across
the array from one emission to the next. The RF data from 129 unfocused emissions
in total were acquired from all transducer channels individually in receive and the
concept of combining single emission beamformed responses was maintained. The
MV methods were used to beamform a full image after each emission and the 129
single emission images were then summed to provide a final high-resolution image.
3.3.3 Phantom description
Two phantoms were used in order to verify experimentally the effectiveness of the
MVT and MVS implementations. The first phantom included a number of wires
held in a frame and positioned in a water tank. The wires had a diameter of 0.07 mm
and were separated by 10 mm axially starting at depth of 42 mm and reaching up
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to 122 mm. The phantom layout is depicted in Figure 3.2. The speed of sound, c
was calculated to 1484 m/s, resulting in a wavelength λ equal to 212 µm.
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Figure 3.2: The wire phantom layout used for MV experimental validation. The
MV methods were applied individually in 4 mm×4 mm areas like the one displayed
here around the point scatterer positioned at (x, z) = (0 mm, 52 mm).
The second scanned phantom was a commercial (Dansk Fantom Service, Den-
mark) cyst phantom. The cyst phantom contained a collection of different sized
cylinders with diameters of 8, 4, 2 mm, 1 mm and 0.5 mm at various depths starting
from 1 mm to 245 mm, and can be seen in the Figure 3.3. The speed of sound, ccyst
was 1540 m/s in the tissue mimicking material, resulting in a slightly different than
above wavelength λcyst equal to 220 µm. The cylinders were positioned within a uni-
form scattering medium. The dimensions of the scanned area were 30 mm×60 mm.
In particular, the lateral distance was between −15 mm and +15 mm and the axial
from 5 mm to 65 mm depth, where only the 3 larger cysts can be found.
Figure 3.3: The cyst phantom used for MV experimental validation.
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3.3.4 Experimental imaging setup
A 7 MHz, 192 element, linear array transducer with λ spacing was used to scan
the two phantoms as in simulation. Data were initially sampled at 70 MHz as the
SARUS scanner requires, and then the sampling frequency, fs was decimated by a
factor of 2 to 35 MHz. All the parameters of the scans are summarized in Table 3.1.
Transducer
Transducer type Linear array
Transducer element pitch 208 µm
Transducer element kerf 35 µm
Transducer element height 4.5 mm
Center frequency, f0 7 MHz
Sampling frequency, fs 70 MHz
Bandwidth 60% fractional
Speed of sound (wire phantom), c 1484 m/s
Wavelength (wire phantom), λ = c/f0 212 µm
Speed of sound (cyst phantom), ccyst 1540 m/s
Wavelength (cyst phantom), λcyst 220 µm
Excitation pulse Two-cycle sinusoid at f0
Peak negative pressure, PNP 2.59 MPa
Synthetic Aperture Emission
Transmit apodization Hanning
Receive apodization Boxcar/Hanning/MVT/MVS
Number of transmitting elements per emission 128
Number of receiving elements, M 192
Number of emissions, Nem 129
Table 3.1: SARUS scan parameters.
3.3.5 Data analysis
Images and metrics that will be displayed in the Results section correspond to com-
bined responses from a full SAU sequence, consisting of 129 emissions, for the wire
and the cyst phantoms. The phantoms were chosen this way so that the specific
metrics presented in the Subsection 2.2.6 can also be here extracted from the re-
sultant images. Further, beamformed responses from the central emission (#65)
where the aperture centre is above the wire targets centre, will be considered in the
wire phantom case. This is because they provide similar resolution as if multiple
emissions were combined [100,102].
Small areas including only one wire as shown in Figure 3.2, were beamformed
separately to avoid interference between neighboring scatterers and thus achieve the
highest performance. Beamforming directly the whole RF dataset containing all
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the wires, as in Subsection 2.4.1, immediately resulted in MV-derived PSFs com-
parable to the DAS-derived PSFs. For the MV beamforming, different values of
sub-array length L, and types of averaging have been examined as outlined in sub-
section 3.2.1. Similar to Chapter 2, apart from the MVT and MVS, the conventional
DAS beamformer using Boxcar and Hanning [143] apodization weights was also used
as a standard for comparison.
3.4 Results
The section follows the structure of that in the simulation study in the previous
chapter (Section 2.4), with wire and cyst phantom subsections. The additional
parameter study on the covariance matrix estimation (Subsection 3.2.1), is also
included for the experimental data.
3.4.1 Wire targets
Beamformed responses of single wire targets at four different depths are shown in
Figure 3.4 with a 40 dB dynamic range to highlight the width of the main lobe,
hence performance of the beamformers.
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Figure 3.4: Beamformed responses of 4 wire targets at different depths, from the 4
different beamformers and from 129 emissions. A 40 dB dynamic range display was
used.
Signal coherence is not an issue particularly when isolated targets are studied and so
a rather high sub-array length of L = 2M/3 = 128 combined with an FB averaging
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technique was selected for display and metrics calculation. The number of sub-
bands in the MVS case was, as in the simulation, K = 7. The lateral variations at
52 mm and at 122 mm depth are shown for all methods in Figure 3.5(a) and 3.5(b)
respectively. The x-axis is the lateral distance and the y-axis the power in dB.
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Figure 3.5: Lateral variations of the beamformed responses of Figure 3.4 at different
depths.
In Table 3.2 the lateral FWHM, the PSL and the total number of calculations
(Ncalc) required to form an image from all 129 emissions for the first wire target
displayed in Figure 3.4 can be found for both conventional and adaptive apodiza-
tion weights. The table also includes the corresponding metrics obtained by single
emission beamformed responses at the same depth (Figure 3.6).
PSL FWHM Ncalc
Full sequence (averaged over 129 emissions)
DAS Boxcar −13 dB 0.41 mm 1.94λ 1.1 GFLOPs
DAS Hanning −24 dB 0.65 mm 3.04λ 1.1 GFLOPs
MV Temporal −35 dB 0.02 mm 0.08λ 39.9 TFLOPs
MV Subband −48 dB 0.02 mm 0.08λ 1.12 PFLOPs
Single emission (emission #65)
DAS Boxcar −12 dB 0.43 mm 2.03λ 8.52 MFLOPs
DAS Hanning −22 dB 0.67 mm 3.16λ 8.52 MFLOPs
MV Temporal −36 dB 0.02 mm 0.08λ 310 GFLOPs
MV Subband −48 dB 0.02 mm 0.08λ 8.7 TFLOPs
Table 3.2: Peak-side-lobe level (PSL), lateral Full Width at Half Maximum (FWHM)
and Number of calculations (Ncalc)for the beamformed responses at z = 52 mm,
where λ = c/f0 = 212 µm.
The single emission images and the lateral variations at 52 mm and at 122 mm
are also displayed here and can be found in Figures 3.6, 3.7. The single emission
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responses were relatively the same with the ones of Figure 3.4 at the same depth,
as well as the resolution metrics values and the lateral variations. On the contrary,
the Ncalc is in this case divided by Nem = 129.
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(d) MV Subband
Figure 3.6: Single emission beamformed responses of 4 wire targets at different
depths, from the 4 different beamformers. A 40 dB dynamic range display was
used.
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Figure 3.7: Lateral variations of the beamformed responses of Figure 3.6 at different
depths.
The lowest value for FWHM and the lowest sidelobes, thus the most precise local-
ization, were found for the wire target at the depth of 52 mm for both conventional
and adaptive weighting functions. For this target, both the MVT and MVS pro-
vided a 20 µm (or ≈ λ/11) FWHM value, at least 20 times lower than the DAS can
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achieve. The performance was then decreasing as the wire depth was increasing,
but always remained significantly better (7-fold) for the MV approaches compared
to the Boxcar or Hanning apodizations. This variation of FWHM with depth is
shown in Figure 3.8(a) for the conventional beamformers and in Figure 3.8(b) for
the MV approaches. In Figure 3.9 the PSL variation over increasing depths can be
found for the four cases. Similarly to the FWHM, the sidelobes also became higher,
when the wire was located at greater depths. Both MV beamformers showed similar
performance in FWHM and PSL.
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Figure 3.8: Lateral FWHM variation in respect to depth for (a) DAS beamforming,
(b) MV beamforming. FB averaging was selected for the MV methods and L = 128.
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Figure 3.9: PSL variation in respect to depth for (a) DAS beamforming, (b) MV
beamforming. FB averaging was selected for the MV methods and L = 128.
As explained in the Subsection 3.2.1, the lack of FWHM and PSL improvement
in the adaptive cases with the standard MV setup in Subsection 2.4.1 of the previous
chapter, led to a separate parameter study. For this sub-array length and averag-
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ing investigation, single emission images were used since the MV resolution is not
affected by the number of emissions. In Figure 3.10 MV single emission images of
the wire at a depth of 52 mm can be found where only forward averaging was used
and the sub-array length, L was equal to 48 (M/4). The improvement achieved by
the adaptive apodization weights was limited in this case compared to the images
in the first line of Figure 3.6(c) and 3.6(d). However, there is always an advantage
compared to the conventional weighting. The FWHM was calculated to be 0.26 mm
for both MVT and MVS which demonstrates an 1.53 fold gain compared to the
best of the conventional, Boxcar weights as shown in Table 3.2. Further, the PSL
remained at the same levels (−22 dB) with the one of DAS Hanning (from the same
table) which is the conventional beamformer that showed the best performance for
this metric.
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Figure 3.10: Single emission MV beamformed responses of target located at 52 mm,
with L = M/4 = 48, and forward only averaging. A 40 dB dynamic range display
was used and for both the MVT and the MVS measured FWHM was equal to
0.26 mm. PSL values were also identical for the two approaches and equal to−22 dB.
Figure 3.11 as in Figure 3.10 shows the equivalent MV beamformed responses in the
case where L = M/2 = 96 and again forward only averaging.
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Figure 3.11: Single emission beamformed responses of target located at 52 mm, with
L = 96 and forward only averaging. A 40 dB dynamic range display was used and
due to high sidelobes the wire target cannot be distinguished for the MVT case.
Measured FWHM was measured to 0.09 mm and PSL was equal to −30 dB for the
MVS approach.
In Figure 3.11 the MVS displayed image can combine the low FWHM (similar to the
one shown in Table 3.2) and lower than Hanning apodization sidelobes although the
−30 dB PSL was still worse than the one achieved by L = 128 and FB averaging.
Conversely, the MVT image (Figure 3.11(a)) appears significantly distorted to an
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extent where there is no PSF to extract FWHM or PSL values. Figures 3.10 and 3.11
are two examples indicating that the MV performance is highly subject to the MV
parameter selection. The FWHM and the PSL variation of the MVT and the MVS,
for different values of L, are shown for both forward only averaging in Figure 3.12,
and for FB averaging in Figure 3.13 for the wire target that is located at 52 mm.
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Figure 3.12: Lateral FWHM (a) and PSL (b) variation in respect to sub-array length
for MV implementations with forward averaging.
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Figure 3.13: Lateral FWHM (a) and PSL (b) variation in respect to sub-array length
for MV implementations with FB averaging.
Generally, the forward averaging provided higher FWHM and PSL values compared
to the forward-backward averaging with the exception only of L = M/2 = 96
(Figure 3.12) where the values between the two types of averaging was similar.
Further L increase, was reducing the accuracy of the estimated sample covariance
matrix to a point that there was no visible PSF in the final image, to extract the
FWHM or PSL values. FB averaging is a more robust method than forward only
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averaging, and allowed the use of higher L values during the processing. Figure 3.13
shows that the MV beamformers outperformed greatly the conventional ones for
L = 128, which was the value selected for initial display (Figure 3.6).
The effect of the lateral image point size on the FWHM, as in simulations, is
shown in Figure 3.14 for the wire at 52 mm. All images displayed in Figures 3.4
and 3.6 correspond to an even distribution of the 4 mm lateral distance across 308
points, where each point had a length equal to pitch/16. As shown from the figure,
smaller sizes provide improved metrics (FWHM and PSL) values with the selected
length here being the optimal choice. The improvement did not continue beyond
the pitch/16 point size, and further lateral division produced noise only images from
which no wire target could be distinguished.
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Figure 3.14: Lateral FWHM variation in respect to the lateral size of each image
point for which one MV weight is calculated. Smallest size (pitch/16) is equivalent
to highest lateral division, thus higher number of MV weights. FB averaging was
selected for the MV methods and L = 128. For lateral sizes smaller than pitch/16,
the beamformed responses were highly distorted and no FWHM or PSL can be
calculated.
From the Figure 3.14 it can be seen that a decrease in the lateral step size from
pitch/2 to pitch/16 can result in a 5 fold improvement of the FWHM, but at the
same time increasing by a factor of 8 the total calculation number (Ncalc). It is
also worth noticing that between an image point size of pitch/8 up to pitch/16 the
FWHM improvement cannot be considered significant. In all cases and even with the
smallest lateral division (fastest implementation), the MV methods outperform any
conventional apodization. The conventional beamforming performance is constant
for any point size changes and was therefore not included in Figure 3.14.
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3.4.2 Cysts
As in the Subsection 3.4.1, the MVT and MVS methods for the same sub-array
length, L, range were used to extract the adaptive apodization weights from the
cyst phantom data. However, in this study the MV methods were used to beamform
whole images instead of isolated targets. In Figure 3.15 the beamformed responses
of the cyst phantom are shown with a dynamic range of 60 dB. An MV parameter
set providing a more robust covariance matrix estimate and lower Ncalc was chosen
for display. Both MVT and MVS were implemented with a sub-array length L =
M/4 = 48 and forward averaging, as in simulation. The number of sub-bands in the
MVS case was, as in the simulated cyst phantom, K = 40.
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Figure 3.15: Beamformed responses of the cyst phantom, from the 4 different beam-
formers and from 129 emissions. A 60 dB dynamic range display was used. Forward
averaging was selected for the MV methods and L = 48
Images from the cyst at depth of 30 mm are also displayed separately in Figure 3.16
for more detail. In Figure 3.17(a) and 3.17(b), the lateral variations at the depths
of 30 mm and 50 mm are shown respectively, and the calculated contrast values
together with the calculation load and the FWHM of the NACF can be found in
Table 3.3.
Contrast Ncalc NACF FWHM
(30 mm) (50 mm) (whole image)
DAS Boxcar −30 dB −11 dB 8.8 GFLOPs 3.51 mm
DAS Hanning −29 dB −11 dB 8.8 GFLOPs 3.67 mm
MV Temporal −30 dB −10 dB 258 TFLOPs 3.30 mm
MV Subband −30 dB −11 dB 22.4 PFLOPs 3.26 mm
Table 3.3: Contrast, number of calculations (Ncalc), and speckle suppression (Full-
Width Half Maximum of the Normalized Auto-Covariance Function) from the cyst
phantom at z = 30 mm and z = 50 mm.
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Figure 3.16: Beamformed responses of the cyst centred at (−1 mm, 30 mm), from
the 4 different beamformers. Images are shown with a dynamic range of 60 dB.
Forward averaging was selected for the MV methods and L = 48.
−4 −2 0 2
−60
−50
−40
−30
−20
−10
0
Lateral distance [mm]
Po
w
er
 [d
B]
 
 
DAS Boxcar
DAS Hanning
MV Temporal
MV Subband
(a) 30 mm depth
1 3 5 7
−60
−50
−40
−30
−20
−10
0
Lateral distance [mm]
Po
w
er
 [d
B]
 
 
DAS Boxcar
DAS Hanning
MV Temporal
MV Subband
(b) 50 mm depth
Figure 3.17: Lateral variations of the beamformed responses of Figure 3.15 for cysts
at different depths.
Visually the 4 beamformed responses of the cyst phantom in Figure 3.15 ap-
pear very similar which was verified by the quantitative perfomance evaluation (Ta-
ble 3.3). The contrast was calculated between −29 and −30 dB from the cyst
centred at (−1 mm, 30 mm) and between −10 and −11 dB from the one centred
at (3.5 mm, 50 mm) demonstrating no practical advantage in favor of the adaptive
apodization weights. The FWHM of the NACF was found 10% and 11.6% lower
for MVT and MVS respectively compared to Hanning response indicating that MV
methods were able to suppress the speckle slightly better compared to the DAS
beamformers. Images in Figure 3.16 show more clearly that the round shape of the
cyst centred at (−1 mm, 30 mm) was distorted to a certain degree. Also visible
in all 4 images were two strong scattering features above and below the cyst which
are the specular reflections from the interfaces between the cysts (cylinders) and
the background. Similar conclusions were reached for any L size between M/6 and
M/2, regardless of the averaging type and the lateral division as the contrast or
shape do not change with the adaptive approaches. The parameter setup used for
the maximum resolution images of Figure 3.4 (L = 2M/3, FB averaging) was also
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replicated and applied to the cyst phantom to illustrate the varying MV behavior
for the two phantoms and the two MV responses (Figure 3.18).
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Figure 3.18: Beamformed responses of the cyst phantom, with L = 128 and FB
averaging. A 60 dB dynamic range display was used.
The intensity values representing the uniform scattering medium vary and the top of
the phantom for both MVT and MVS presents alternating bright and dark vertical
zones. This became altogether darker at greater depths. Due to this intensity
variation, the contrast resolution did not exceed −15dB at 30 mm, whereas the cyst
at 50 mm was hardly visible. The equivalent FWHM values of the NACF, for MVT
were 37.24% lower whereas for MVS there was further reduction equal to 41.81%
compared to DAS Hanning. Results demonstrate that the specific MV settings were
able to suppress the speckle in a much higher degree than DAS beamformers, but
with minor differentiation between them. Finally, compared to Figure 3.15, the
bright spots above and below the cysts were either weak or completely absent.
3.5 Adaptive beamforming benefits
In the present chapter, a quantitative assessment of the Minimum Variance (MV)
methodology, and particularly the MVT and MVS implementations, was investi-
gated for the first time using experimental ultrasound data. In this section, com-
parisons between simulated and experimental findings will take place and finally the
perspectives of using the MV methods in real-time imaging will be discussed.
3.5.1 Point source data
From the above analysis, it was shown that adaptive apodization weights may
achieve extremely low lateral FWHM values as λ/11 (or 20 times better than con-
ventional weights) while at the same time keeping the sidelobes below −40 dB in the
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lateral localization of isolated point sources. As it was highlighted in the Subsec-
tion 2.1.4 of the previous chapter, a comparison of findings between the various MV
implementations would be inappropriate due to the sensitivity of the method on a
large number of parameters. However, such low values have never been presented
in the adaptive beamforming literature for medical ultrasound [100,118,155], which
provide λ/6 at best. Further, single emission over full-sequence images were mainly
examined as they showed the similar PSF appearance with additional computa-
tional time gains. Excluding the calculation load that will be examined separately
in Subsection 3.7, the general conclusion from the wire target analysis is that there
is little difference between MVT and MVS. This agrees with previous comparison
based on simulation results (Subsection 2.4.1). However with the experimental data,
this superior performance was obtained only when the MV approaches are applied
to individual targets as described in Subsection 3.3.3 and not for the entire image.
A detailed comparison between simulation and experimental results will follow in
Subsection 3.6.
3.5.2 Cyst data
In the absence of individual targets, and when beamforming larger areas or the entire
RF dataset, the gain of the adaptive method was minimized and the performance
became equivalent to that achieved by conventional weighting. This applied for the
wire phantom and became more evident in the cyst data processing. The cyst shape
in Figure 3.16 seemed slightly more circular in the case of MVS but in general it was
not possible to identify a significant advantage of the MV methods over conventional
ones in terms of contrast improvement or speckle suppression. Interestingly, the use
of high sub-array length L, where the effect of signal coherence was not avoided,
the MV images (Figure 3.18) appeared considerably different from the ones in Fig-
ure 3.15. The scattering medium did not appear homogeneous and the intensity
variation throughout the image was of compromised quality. As a consequence the
contrast significantly deteriorated and the penetration depth was further limited.
However, cyst edges were better defined and the specular reflections, that ideally
shouldn’t be there, were avoided to a great extent.
These results are not in full accordance with previous simulations where in addi-
tion to the shape maintenance there was some contrast improvement with the MV
methods and especially with the MVS [100, 102]. However, the Subsection 3.4.2 is
in general agreement with the recent studies on cystic resolution as outlined in Sec-
tion 3.1. Considering the additional computational load it appears that there is no
clear benefit in using the MV methods in structural/anatomical imaging. Both wire
and cyst phantom experiments strongly suggest that the MV efficiency depends
on the relation between the number of available transducer element signals and
the number of scatterers to be resolved. The above conclusion renders the adaptive
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beamforming suitable for combination with sparse implemented elsewhere [156,157].
3.5.3 Time and frequency MV beamforming
There are a few examples showing different behavior between the MVT and the
MVS. First, there was a noticeable 12 dB (−36 for the MVT and −48 dB for the
MVS) PSL difference in favor of the MVS for the wire target that is closest to the
transducer surface (Table 3.2). This was reflected by the PSF appearance where
the target was clearly defined for the MVS derived image (Figure 3.6(d), first row),
while sidelobes were visible in the MVT case (Figure 3.6(c), first row). Second, in
the MVT, unwanted signal contributions around a wire at greater depths, were not
always well suppressed. This could result in images where wire targets were poorly
defined for the temporal implementation, as it can be seen from Figures 3.6(c) at
the depth of 82 mm (third row) or 122 mm (fourth row).
Finally, from the MVT responses of Figure 3.6(c) it can be noted that the peaks
on the images did not line up vertically with depth in the third (82 mm) and par-
ticularly in the fourth row (122 mm). This is more easily observed by the lateral
variations at the greatest depth in Figure 3.7(b), where only in the MVS case the
curve peak was aligned around x = 0 mm (Figure 3.7(b), vertical dashed-dotted
line). A comparison between the black continuous (MVS) and the black dashed
(MVT) lines in Figure 3.7(b) shows that whereas the right sides of the two lines
were adjoining (up to −15 dB), there was some deviation on the left sides revealing
a wire centre shift with the MVT processing. All these appear as small differences
between the MVT and the MVS, but together they show a marginal superiority of
the MVS and lower precision of the MVT calculated weights. This suggests that the
sub-band division of the broadband ultrasound signals may be the optimal choice
as the theory indicates [101].
3.6 Comparison with simulation
An overview between the Results sections of the Chapters 2 and 3, demonstrates that
in general terms, simulation and experimental measurements agree with each other.
The acquisition setups, the MV parameters used in each study and the obtained
metrics in the two cases will be compared in the present subsection.
3.6.1 Imaging setup
The specifications of the simulated transducer of the previous chapter were not
identical with the transducer characteristics used during the experiment. The most
important difference is that the simulated transducer consisted of 128 elements and
had a pitch equal to λ/2 while the actual transducer had 192 element and a λ
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pitch. In addition, the speed of sound was constant during the Field II simulations
(1540 m/s) and was calculated based on the water temperature [158] during the
experiment (1484 m/s). The transmitting aperture was also adjusted in the present
chapter from 1 to 128 elements. The single element unfocused transmissions can be
suitable for scanning a small collection of simulated point scatterers but would result
in poor images in an experimental setting when phantoms are scanned. Therefore
a larger aperture was used emitting, as in simulation, spherical waves.
Further, the chosen phantoms here were not identical to the simulated ones.
There were two columns of point scatterers at increasing depths in the simulation
study reaching 80 mm (Figure 2.5) while there was only one column in the wire
phantom (Figure 3.2) where the furthest wire was located at a depth of 122 mm.
Moreover, for the simulation a single cyst was examined while the experimental
phantom included a number of varying-sized cysts at different depths. The avail-
ability of these phantoms for the simulation and mainly experimental setups dictated
their use in the respective investigations, as it was deemed unnecessary to have new
phantoms made for either study. This is because all phantom layouts allow the use
of exactly the same metrics (Subsection 2.2.6) in order to evaluate the beamformers
performance in each case.
The MV methods were applied in the simulation with a sub-array length, L = 32,
which equals to a sub-aperture that is 1/4 of the total aperture. Further, forward
only averaging was employed and this combination resulted in the numbers and
images displayed in Chapter 2. On the other hand, in the experiment, the equivalent
parameter values, L = 48 (since the transducer had 192 elements) and forward
averaging resulted in the images and metrics shown in Figure 3.10 which did not
meet the expected from the adaptive beamformers standards based on the simulation
results. For this reason, the MV parameter study was only introduced in the present
chapter until the MV benefits appear. This happened for the images acquired with
much larger sub-aperture L = 128, which corresponded to 2/3 of the 192-element
array and with the use of FB averaging to ensure a more robust estimation of
the sample covariance matrix. The above choices had an effect on the number
of calculations needed for the extraction of a single MV weight as the total Ncalc
depends on L3, indicating that in the case of the large aperture (128/32)3 = 43 =
64 times more floating point operations were needed.
3.6.2 Resolution metrics
The resolution metrics comparison between simulated and experimental MV results
can again be divided into two parts, one referring to the point scatterers and one
referring to the cysts. A close look in the Tables 2.2 and 3.2 shows that in simula-
tion both the MVT and the MVS were able to provide lateral FWHM with values
approximately around 0.14λ, while the experimental results were slightly improved
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reaching values up to 0.08λ. This does not imply any differences between simu-
lated and experimental MV results and is simply due to the larger aperture used in
the measurements. This is also reflected in the FWHM values of the conventional
apodization that were higher for the simulated data compared to the experimental
ones. For example, the DAS boxcar provided 0.65 mm FWHM in simulation while
the experimental result was 0.41 mm. Importantly, the comparison between DAS
and MV results showed a 20 fold improvement achieved by the MV beamforming
both in Chapters 2 and 3. The FWHM variation with depth was also very simi-
lar for both experimental and simulated point targets (Figures 2.12 and 3.8). The
highest value of the lateral FWHM was λ/2, which demonstrates decreased perfor-
mance compared to the best case (≈ λ/11) but was still improved compared to any
conventional weighting function. Finally, another similarity of experiment and mea-
surement regarding the FWHM is that whether it was calculated from full sequence
or single emission images takes similar values.
The PSL showed higher discrepancy between experimental and simulated results
(Tables 2.2 and 3.2). In simulation the sidelobes appeared 15 dB lower for MVS
than in the measurement (−48 dB for the experiment compared to −63 dB for the
simulation) and the difference became greater for the MVT (22 dB). For the point
scatter at different depths there was a difference ranging between −10 and −15 dB.
This is because the current simulation setup is limited in incorporating ultrasound
noise, speed of sound variation or contributions from neighbouring targets due to
sidelobes (Figures 2.13 and 3.9).
The relation between MVT and MVS is not always the same in experiment
and simulation. In simulation MVS appeared always slightly superior than the
MVT with small differences that did not exceed 5% for either FWHM or PSL. In
the experiment, the FWHM may be marginally lower for the MVT in some cases.
Further as explained in Subsection 3.5.3, there are point targets that were not clearly
visible with the MVT (Figure 3.6(c), third line). It is thus safe to conclude that
the experiment was generally consistent with the simulation in the point scatter
investigation as the advantage of the MV was clear and any other discrepancies were
small enough to be justified by the differences between simulation and experimental
envirnoments.
Conversely, the experimental data of the cyst showed no significant improvement
with the MV methods compared to DAS beamforming. This is in slight disagree-
ment with the simulated results of the previous chapter. In Figure 2.15 the contrast
resolution was more than 10 dB improved in the MVS case compared to the DAS
Boxcar and 3 dB compared to Hanning. This difference combined with the distorted
shape of the cyst in the Hanning case, demonstrated that mainly the MVS and sec-
ondarily the MVT outperform the conventional methods. Such difference was absent
in the experimental data as shown in Figures 3.15 and 3.16 and in Table 3.3. The
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table calculations demonstrate an overall decreased contrast resolution compared
to simulation. The calculated contrast did not exceed −30 dB, while it reached
−63 dB in simulation. Further, it was not possible to form experimental images of
the cyst phantom only by using RF data from a single emission. The insignificant
difference between the 4 apodization methods in the experiment disagrees with the
simulation results. In the experiment where the MV utilized L = 128 (Figure 3.18),
images of reduced contrast, only half as good when compared to the conventional
beamformers, were obtained. At the same time the reflections between interfaces
disappeared indicating a peculiar MV advantage. This is something that could not
be studied during simulation since the Field II program calculates the ultrasound
field at a specific point in space as function of time without taking into account
interactions from other points. Hence, such phenomenon would be absent and the
specific MV parameter setup was never applied to the simulated data.
3.7 Implication for real-time imaging
The above findings invite further work to assess the MV implementations in both
the localization of point sources as well as structural imaging. For instance, the
combination of the MVT or primarily the MVS, with chirp-coded excitation [159,
160] instead of the standard pulses (Table 3.1) can lead to improved performance
and overall image quality. Further, the use of a transducer with higher bandwidth
and the generation of broader pulses could amplify the need for dividing the signals
into frequency bins, which may lead to further optimization. The target is to define
cases in ultrasound imaging where the benefits of adaptive beamforming can be
emphasized.
The MVT and the MVS performance with the current experimental setup overall
appear similar but the MVT provided a reduced computational penalty. There was
a 28-fold lower calculation number for the MVT compared to MVS for each wire
target image, which increased to 87-fold for the cyst phantom images. The difference
between the Ncalc (Tables 2.2 and 3.3) stems from the image size since much larger
area was scanned in the cyst phantom case. The relative difference between MVT
and MVS was not stable due to the different number of frequency bands in the
two measurements (K = 7 for the wire-phantom and = 40 for the cyst phantom
respectively). Despite the MVT computation gains, considering current state of the
art computing both MVT and MVS would be useful, if an off-line processing choice
is applicable.
In practical terms, with the use of modern GPUs, whose peak performance
reaches several tera-Floating-Point Operations Per Second (FLOPS), the current
best case scenario would be one frame per 3 seconds for the MVT whereas more
than a minute would be required per frame for the MVS. Yet, when the point tar-
59
Chapter 3: Minimum Variance Beamforming - Experimental Validation
gets are considered, the exploitation of single (or reduced) emission frames could
render the MV methods more applicable to real time imaging. In that case it would
be feasible to reach frame rates of approximately 2 and 50 frames per second for the
MVS and the MVT respectively. The above numbers that are based on Table 2.2
could be improved, if priority is not given to optimizing resolution as shown from
Figure 3.14. Since the RF data from each emission were beamformed individually
with the current MV implementations, the parallel computing can be an option to
reduce the computational time and thus increase the frame rate that can be achieved.
Further in the MVS, each frequency band is also processed individually and could
potentially allow for parallelization.
Although the applicability of the MV method remains open for B-mode imaging,
the results show that it appears particularly attractive for use in point source imag-
ing. The emerging field of research in super-resolution ultrasound contrast imaging
which is based on the assumption of single point scatter, is an obvious future re-
search target. Whereas super-resolution imaging is currently image-based, the MV
beamformer offers a complementary method on the processing of signals. The ad-
vantage of using such a method does not only rely on the improved localization
(FWHM), but also on the contrast (PSL). This signifies the potential for a reduced
variability of PSF and reduced background clutter or noise. Both these improve the
statistics of detecting microbubbles in an image, further improving accuracy and re-
producibility of image processing and the final outcome. The lack of improved axial
localization using the MV method is not a major obstacle as the PSF has a very
well defined shape, which may facilitate the image analysis implemented elsewhere.
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for Axial Scatter Localization
The previous work has dealt with the lateral localization which motivates the re-
search in the axial dimension. In this chapter the possibility to improve the axial
localization is examined through a novel array processing method for precise depth
detection of ultrasound point scatter. The method is translated to ultrasonics from
optical microscopy. Both the optical technique and the ultrasound equivalent are
described with examples to demonstrate all the common characteristics that render
this translation applicable. Moreover, the differences between the two fields regard-
ing the ways of transmission and the nature of the point sources are also discussed.
For the ultrasound implementation, simulation software is used to permit the de-
velopment of the algorithm and to help in the design of the experimental procedure
for testing.
4.1 Axial localization in optical microscopy
The optical method proposed by Dalgarno et al. [104] and Dalgarno et al. [105] in
2010 for depth estimation of fluorescent particles in biological microscopy, serves as
a basis for the ultrasonic algorithm and as a consequence it is outlined here first.
The method makes use of a simple metric called image sharpness [161,162], a small
microscope attachment called a diffraction grating [163–165] and a maximum likeli-
hood algorithm. This method provided approximately 8 nm (λ/40) depth resolution
when applied to images of unresolved targets that are not background-limited.
4.1.1 Image sharpness
Image sharpness is a pixel-based measure of image quality often used as a criterion
in auto-focusing algorithms [166–168]. It has also been widely used in astronomy
for correction of distorted images [162,169]. The sharpness metric can be seen as a
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descriptor of field aberration, which is dominated by defocus. Its main characteristic
is that it takes higher values at minimal aberration and presents increasingly lower
values as defocus increases. Consequently, maximum sharpness occurs at the region
corresponding to the best focus. In optics, it is usually defined as the integrated
square (2nd order) intensity over the emitter [104, 105, 170]. The intensity is given
by the product of the energy of a single photon multiplied by the number of photons
per second per unit area (photon flux). However, there is no unique way to assess
the sharpness function and the definition varies depending on the application each
time [161, 167, 171, 172]. For the specific optical method [104, 105] a normalized
version of the sharpness was adopted and it was given by:
Sopt =
K∑
k=1
(n2k − nk)/(
K∑
k=1
nk)
2 , (4.1)
where Sopt is the normalized image sharpness, K is the number of pixels, and nk
is the recorded intensity value of the kth pixel. The subtraction in the numerator
is to avoid photon bias at low photon budget level. It has a very small effect on
the sharpness value for high-flux data, but becomes more important when analyzing
low-flux data [105].
To demonstrate the optical sharpness, a 3D confocal microscopy [173] scan was
performed with fixed fluorescent particles (FluoSpheres, Molecular probes, Ther-
moFisher scientific, UK). For the scan, a Leica SP5 (Leica Microsystems Ltd, UK)
confocal microscope housed at the Edinburgh Super-resolution Imaging Consortium
(ESRIC), was used. The fluorospheres were captured by a Photo-Multiplier Tube
(PMT), as they were moving along the z-axis (depth) with a z-step size equal to
130 nm. The total displacement was 8 µm, the emission wavelength varied between
580− 650 nm and the diameter of the particles which are shown in Figure 4.1 was
100 nm.
Figure 4.1: A PMT captures a collection of fluorospheres. The pixel size 48.1 nm
×48.1 nm for the confocal microscopy scans. The area inside the red circle contains
only one bead to be examined.
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Confocal microscopy aims to improve optical resolution by placing a spatial pin-
hole at the confocal plane of the optical path, before collection by a point detector.
Due to the pinhole effect, out-of-focus and off-axis light is excluded from collection
as illustrated in Figure 4.2. Confocal microscopy thus provides improved optical
sectioning over widefield imaging, at a cost of imaging acquisition speed.
Figure 4.2: The left subfigure shows a small pinhole opening that allows data only
from a thin optical plane (blue) to be acquired, while data having a different focal
plane (red) are deflected. The larger pinhole on the right enables the acquisition of
both in-focus and out-of-focus data. The figure has been adapted from [173].
Confocal imaging approximates the classical focused ultrasound transmission, de-
scribed in Appendix A, and thus is the most accurate optical analogy for trans-
lating the optical sharpness method. The possible acquisition of results similar to
those shown in [104, 105] would mean that the sharpness metric could potentially
be adopted in ultrasound imaging. Two individual datasets were collected with dif-
ferent pinholes as in Figure 4.2. The diameter of the pinhole is measured in respect
to the Airy diameter [173], dAiry, a quantity calculated by:
dAiry =
1.21λ
NA
M , (4.2)
where λ is the wavelength, NA is the numerical aperture and M is the magnifying
factor of the objective. For the first dataset, a smaller pinhole size, equal to a
single Airy unit was selected, which is considered to provide the optimal signal/noise
ratio [174] as shown in Figure 4.3. In the second scan, a larger value equal to 4.5 Airy
units was used for a more widefield-like measurement. Several fluorospheres are
found in Figure 4.1 but a region or interest (red-circled area of the figure) that
includes a single particle was used for a single sharpness calculation.
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Figure 4.3: One airy unit offers maximum sectioning and thus axial resolution,
without compromising light. Larger pinhole size than one airy unit increases the
amount of collected light. This additional out-of-focus light blurs the image and
adds to background. The figure has been adapted from [174].
In Figures 4.4(a) and 4.4(b) the normalized image sharpness obtained by Equa-
tion (4.1) is plotted over particle displacement for the confocal microscopy images
with pinhole sizes of 1 and 4.5 Airy units respectively. The image sharpness takes
higher values as the particle moves closer to the focus and then starts decreasing
rapidly and symmetrically when moving away from it. The Lorentzian function fits
well the sharpness data providing high correlation coefficients, r, equal to 0.992 (Fig-
ure 4.4(a)) and 0.989 (Figure 4.4(b)) for those two cases. The sharpness data form
the so-called sharpness curves (S-curves). The r values demonstrate the similarity
with the corresponding S-curves extracted in [104,105] for widefield datasets.
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Figure 4.4: Image sharpness data and their Lorentzian fits, acquired from confocal
data in optical microscopy with different pinhole sizes a) 1 Airy Unit (true confocal)
and b) 4.5 Airy Units.
Between the Figures 4.4(a) and 4.4(b), the smaller pinhole size resulted in a
narrower curve where the distance between peak and lowest sharpness values was
6 × 10−3. For the larger pinhole size the curve main-lobe was much wider and the
64
Chapter 4: A Normalized Sharpness Method for Axial Scatter Localization
equivalent distance between maximum and minimum sharpness was only limited to
2.2× 10−3. Their differences are best shown in Figure 4.5 where the S-curves from
the sharpness data of Figure 4.4 are scaled to 1 and overlaid. Overall the results
show that the sharpness variation follows a reproducible pattern, from which depth
information may be extracted, for different light transmissions.
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Figure 4.5: Direct comparison of the resulting S-curves from the sharpness data of
Figure 4.4. The normalized sharpness values were scaled to 1 due to the different
amplitudes from the two scans.
4.1.2 Multi-plane imaging
The confocal microscopy example of the previous subsection can only provide a
single object plane/S-curve. However, a single S-curve would give an ambiguous
dissemination of position, as one sharpness value corresponds to two possible ax-
ial positions. Further, there is near-zero sharpness dependence to position around
focus, where sharpness is flat. As a result, a single plane would not allow for ac-
curate determination of axial position beyond a wavelength depth either side of
focus [104,105,175]. Multi-plane imaging, where multiple planes of the same object
are captured simultaneously, removes the ambiguity by providing multiple references
to translate sharpness to absolute axial position.
There are two requirements in order to achieve multi-plane imaging. The first
is to split light into multiple images, and the second is to include a slight defocus
term for each of those images. This can be accomplished in several ways such as
beamsplitting or by means of Spatial Light Modulators (SLMs). One approach for
multi-plane imaging in optics is through the use of a diffraction grating [176]. The
grating consists of a series of slits and one such example is shown in Figure 4.6.
Through diffraction it is possible to split incident light into interfering waves as
explained in [177] and described in Figure 4.6. In its simplest version the slits are
straight lines as depicted in Figure 4.7(a). With such a grating, incident light is
separated into equal images in each order. For a simple binary phase grating over
84% of incident light can be balanced between the 0th and +1,−1 diffraction orders,
providing a simple way to beamsplit incident signal. Two orthogonal gratings can
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Figure 4.6: The grating splits the transmitted light and creates interference patterns
that will eventually lead to the formation of new wavefronts. The figure has been
adapted from [177].
provide 9 image planes with minimal optics. To introduce the defocus term needed
for each order, a Quadratically Distorted Grating (QDG) is used. In Figure 4.7(b)
the QDG version can be found where the straight lines are substituted by arcs of a
number of circles, centred in the same point but with different radii.
(a) Straight line grating (b) Quadratic grating
Figure 4.7: Two differently-shaped diffraction gratings with the ability to split inci-
dent light into interfering waves. In (a) a straight line grating is shown in the circled
area. In (b) the corresponding red-circled area consists of arcs of a circle resulting
in a quadratically distorted diffraction grating as used in the current method.
66
Chapter 4: A Normalized Sharpness Method for Axial Scatter Localization
The QDG imposes a phase change to the wavefronts scattered into the non-zero
diffraction orders, so that the wavefront curvature is altered [177]. As a consequence,
it has focusing power in the non-zero orders and its behaviour can be compared to
the one of a lens with a different focal length in each diffraction order. By combining
the QDG with a relay lens, with the QDG positioned directly in the plane of the
relay lens, the system lens-grating introduces order-dependent focusing power and
the focal length, fm, of the combination is given by:
fm =
fR2
R+2fmW20
, (4.3)
where f is the focal length of the relay lens, R is the radius of the grating aperture
and mW20 is the path-length difference introduced by the curvature at the edge
of the aperture in the mth diffraction order. A single QDG acts as a set of lenses
of positive, neutral and negative power. It is therefore possible to acquire a single
image which includes at least 3 object planes at the same time [164, 165]. It is
thus also possible to extract 3 sharpness values simultaneously for each position of
a particle mounted on a precision translation stage as it moves in the z-axis.
4.1.3 Optical data example
An example image of multiple object planes can be found in Figure 4.8. The image
consists of 100 nm fluorescent beads adhered to a glass slide in an aqueous solution
with a standard cover slip on top. The figure is divided into three images each one
corresponding to a different diffraction order.
Figure 4.8: Three different planes of fluorescent beads. From the image that corre-
sponds to a specific axial position, 3 sharpness values can be extracted for each one
of the particles.
The smaller PSFs size noticed in the top plane imply the best-focused image for
this specific depth thus higher sharpness value. On the other hand, the bottom
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plane is equivalent to an out-of-focus image. This resulted in lower sharpness values
for each of these particles. For this particular measurement, data from 41 different
positions of the z-axis stage (each position corresponding to an image number) were
acquired. The three resulting S-curves, formed by connecting the sharpness value of
each depth and of each plane, can be seen in Figure 4.9. The individual normalized
sharpness curves in this figure were estimated over the red box containing the top
left PSF of the Figure 4.8 excluding all other point targets or background.
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Figure 4.9: Three different S-curves extracted from a series of images similar to that
shown in Figure 4.8 for the top left particle of Figure 4.8. The vertical dashed/dotted
line highlights the contributions of the aforementioned image. The curve amplitude
differentiation is due to the diffraction of light in three orders (−1, 0,+1).
Figure 4.8 provides sharpness values over 520 nm from the central position in
the direction of the −1 diffraction order (from position #17). For this image the
measured sharpness values were 11.21 × 10−3, 6.84 × 10−3 and 3.81 × 10−3 for the
respective diffraction orders −1, 0,+1. The highest, and closest to the curve peak,
sharpness was noted for the −1 light order, as expected. For the orders 0 and +1
the calculated sharpness was lower and hardly overcame the half-maximum values
(11.18× 10−3 and 7.39× 10−3) of the two curves respectively. From the Figure 4.9
it can also be observed that the amplitude of the median curve was higher than the
other two since it refers to the 0th-order, which has the largest proportion of the
diffracted light.
4.1.4 Maximum Likelihood Estimation
Multi-plane image sharpness provides a simple way to return an axial position of
a point emitter. In practice, this requires relating a single multi-plane data set
to a known calibration standard, done through a Maximum-Likelihood Estimation
(MLE). The MLE is an established statistical method to estimate the parameters
of a dataset to a known model. The objective of the algorithm is to provide an
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estimate of the particle depth position by deploying the sharpness knowledge. The
3 S-curves do not coincide and have their peaks in different positions as in-focus
images, and thus maximum sharpness values, occur for different depths.
A single measurement is subject to background noise or instrument movement
errors. In order to determine the variation on the calibration data, the measurements
are repeated several times. In Figure 4.10 the mean S-curve and the Standard
Deviation (SD) are shown after re-producing the previous result of the Figure 4.9
for 10 times. This consecutive data collection was realized during a single set of
measurements where the translation stage was continuously moving back and forth.
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Figure 4.10: Three mean S-curves, one for each of the 3 diffraction orders
(−1, 0,+1), are displayed. The sharpness standard deviation in each depth posi-
tion is also represented as vertical lines of varying length. The sharpness data are
extracted by repeating the procedure that led to the Figure 4.9 for 10 times.
All measurements made in each diffraction order are used for the estimation of
the Probability Density Function (PDF), P (Sopt,d|z). This is the probability that a
specific normalized sharpness value, Sopt,d, will be measured experimentally from the
image of a target located at depth z, where d denotes the diffraction order. Since
the sharpness calculations in different diffraction orders do not depend on each other
and with z being known, the probability for the set of D sharpness measurements
in all diffraction orders when a particle is located at z can be written as:
L(Sopt,1, Sopt,2, ..., Sopt,D|z) =
M∏
d=1
P (Sopt,d|z) , (4.4)
where L is the likelihood for the set of sharpness measurements Sopt,1, Sopt,2, ..., Sopt,D
and D is the number of diffraction orders in which images are simultaneously
recorded. The maximum likelihood estimator of the particle depth, z, is the value
of z for which L is maximized given an actual dataset Sopt,1, Sopt,2, ..., Sopt,D and the
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calibration PDFs, P (Sopt,d|z). For the PDF a Gamma distribution was selected as
it fits best with the Lorentzian-like shape of the S-curves [178, 179] and with the
theoretical estimation of the variance on the measured sharpness, and is given by:
P (Sopt,d|z) =
eS¯
2
opt,dS¯α−1opt,d(z)β
−α
Γ(α)
, (4.5)
where α = S¯2opt,d(z)/σ¯
2
d, β = σ¯
2
d/S¯
2
opt,d(z), S¯opt,d(z) represents the mean S-curve, σ¯
2
d
the variance, both extracted by the repetitive measurements and after interpolation
of those two quantities takes place, and Γ is the Gamma function. The estimated
depth position is finally compared with the true position, which is provided by the
position control of the translation stage. For optical work, as previously published,
results showed that on exemplary data an average accuracy of 8.1 nm was possible
around the peaks of the S-curves and that this number slightly deteriorates to
12.5 nm when a larger area is taken into consideration [105]. The estimated values
however remain more than 40 times lower than the wavelength used (532 nm).
4.2 The ultrasound sharpness equivalent
The optical technique outlined above may be translated to an ultrasound imaging
method. It is perfectly suited to ultrasound due to the ability to beamform multiple
planes without the need for any additional equipment. This involves transducer
array signal processing and additional statistical post-processing. The algorithm
development is achieved through the use of Field II [133, 134] simulation software
that can create near-realistic experimental measurement conditions. Figure 4.11
demonstrates the ultrasound PSF variation in respect to depth and to focal length.
In the figure, a moving scatterer was simulated in an initial attempt to produce
equivalent setup conditions with the ones used in [104] and the optical experiment
above.
For use with ultrasound, the sharpness method requires that single point targets
must be considered. The area of interest is denoted with the white box in the top left
subfigure of the Figure 4.11. Similar to the structure of Section 4.1, the concepts
of image sharpness, multi-plane imaging and MLE are introduced in the field of
ultrasound imaging, with the same objective, that is the axial localization of point
scatterers.
4.3 Normalized sharpness assessment
The calculation of ultrasound sharpness remains unchanged in principle (Subsec-
tion 4.3.1), for an ultrasound image containing only a single point target (Fig-
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1st Receive Focus
−−−−−−−−>
2nd Receive Focus
−−−−−−−−>
3rd Receive Focus
−−−−−−−−>
(a) -4mm (b) -3mm
In Focus Image (1)
(c) -2mm (d) -1mm
In Focus Image (2)
(e) 0mm (f) 1mm
In Focus Image (3)
(g) 2mm (h) 3mm (i) 4mm
Figure 4.11: A point target imaged at different axial displacements from an initial
position (e). Each image corresponds to an area of 10× 10 mm2. The same dataset
was beamformed with three different foci in receive, in every 2 mm. A 60 dB dynamic
range display was used.
ure 4.11(a)). However, in ultrasound imaging it is also possible to access the raw
RF data from which the final image is formed and avoid distortions from image
format conversions. Hence, there is the signal alternative for the sharpness assess-
ment (Subsection 4.3.2). In cases where the rule of a single scatterer analysis is not
preserved, sharpness variation becomes irregular over axial displacement and this is
discussed in Subsection 4.3.3.
4.3.1 Image derived sharpness
Compared to Equation (4.1), the subtraction in the numerator is neglected, since
ultrasound point scatter data are not flux-dependent. Therefore, sharpness is now
given by:
Sus =
K∑
k=1
n2k/(
K∑
k=1
nk)
2 , (4.6)
where Sus is the normalized image sharpness, K is the number of pixels, and nk
is the recorded intensity value of the kth pixel, exactly as they were defined in the
optical method. In Figure 4.12 the normalized image sharpness variation is plotted
over axial displacement for the point target of Figure 4.11 when the intermediate
focal length is employed (2nd row). In Figure 4.12 the best Matlab Lorentzian
and Gaussian fits of the resulting sharpness curve are also displayed in (a) and (b)
respectively.
This is done in order to model the ultrasound sharpness behavior and find the
analogy between optical and ultrasound S-curves. The correlation coefficient of the
ultrasound data to the Lorentzian in Figure 4.12(a) was r = 0.986 while the fit to the
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Gaussian in Figure 4.12(b) was below 0.90. It can also be observed in Figure 4.12
that the Gaussian function cannot describe accurately this image quality metric,
while the Lorentzian presented very close resemblance to the data curve.
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Figure 4.12: An example of ultrasound image sharpness data together with the
best (a) Lorentzian and (b) Gaussian fit. The sharpness data correspond to the
intermediate row of the Figure 4.11.
4.3.2 Signal derived sharpness
Following the raw RF data acquisition, the transducer element signals are rectified
and then the Hilbert Transform [180] is employed to provide a pre-image signal free
from image processing bias [4]. At this stage, before reaching the image formation, an
alternative ultrasound sharpness may be derived based on those Hilbert amplitudes.
As a result the optical pixel intensity used in [104, 105] is replaced with the square
of the signal amplitude and the ultrasound sharpness function is given by:
S =
Q∑
q=1
E4q/(
Q∑
q=1
E2q )
2 , (4.7)
where S is the normalized image sharpness calculated from the Hilbert data and
E2q is the squared envelope value of the q
th sample. The metric is calculated over
Q samples in total, that include a single point source. In theory, the new sharpness
definition is expected to be more precise and suitable for this algorithm, since the
raw information is exploited prior to further processing.
In Figure 4.13 the normalized sharpness from the Hilbert amplitudes is plotted
over axial displacement for the same Field II simulated point target as in Figure 4.12.
The best Lorentzian and Gaussian fits can also be found in Figure 4.13(a) and 4.13(b)
respectively with higher correlation coefficients (0.997 and 0.995) apparent this time,
compared to the ones found in Subsection 4.3.1. Both functions seem to model
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accurately the sharpness variation over depth. The Gaussian fit describes the edges
more accurately, whereas the Lorentzian results in a marginally better fit of the
peak.
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(b) Gaussian fit
Figure 4.13: An example of ultrasound sharpness data together with the best (a)
Lorentzian and (b) Gaussian fit. Unlike the Figure 4.12, the sharpness data were
extracted by the transducer element signals rather than from scan-converted images,
and correspond again to the intermediate row of the Figure 4.11.
Overall, the sharpness variation of the Figure 4.13 is closer than that of the
Figure 4.12, to the optical sharpness variation (Figure 4.4). The difference between
Figure 4.13 and Figure 4.12 relies on the sharpness values away from focus where the
drop in the latter is not as rapid as noted for the sharpness extracted by ultrasound
signals or the optics curve. The curve shape is an important feature for the algorithm
as it determines its depth detection capability. For this reason the term normalized
image sharpness will be replaced by the term normalized signal sharpness or simply
normalized sharpness when it refers to ultrasound data.
4.3.3 The single scatterer assumption
An ultrasound image may contain more than one closely spaced scatterers. This
would mean that the Region of Interest (ROI) selection may be prone to errors as a
result of the number of scatterers that are actually included within it. It can be ob-
served from Figure 4.11 that particularly in the out-of-focus images (Figure 4.11(a)
third row, (i) first row), the PSF sidelobes may spread laterally up to ±5 mm from
the scatterer centre. This is because with the use of a fixed receive focus the DAS
spatial resolution is only good around the focal point and deteriorates greatly away
from it (Subsection 1.1.3).
As a consequence there is a high chance of close or overlapping PSFs in case the
ROI includes a whole PSF. In order to solve this problem and avoid extra signal on
the outer part, the ROI can be centred on the PSF but a box of size much smaller
than the PSF can be then used for the sharpness calculation. Evidence form optics
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shows that this actually is possible, as long as the box size same is kept the same
from calibration to measurement [104,105].
Therefore the ROI may be defined as a box centred at the centre of the PSF and of
a size adequate to encompass the PSF main lobe at all defocus conditions, as shown
in Figure 4.11(a) where the white box has dimensions 1.3×1.3 mm2. In this example
the box size is not important as there is only one scatterer in the image. In general in
order to create the calibration curves the PSF centre must be approximately known
and then the ROI is selected around it as mentioned above. In situations where
the measuring area is not ideal, i.e more than one scatterers (at different depths) or
only part of a scatterer are included in the ROI, the sharpness data will be affected.
Thus the sharpness curves will not accurately reflect the calibrated standard and
quantitative measurments will become difficult. Two examples of such distorted
S-curves are given in Figure 4.14.
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(b) Multiple scatterers
Figure 4.14: S-curves where (a) only a part of a single point target is included in
the ROI for the sharpness calculation, and (b) multiple point targets are inside this
area.
In 4.14(a), the sharpness was calculated for an area that included a scatterer
cut in two while moving across the z direction. When the PSF became smaller as
in Figure 4.11(e) (2nd row), the point almost disappeared from the selected area
and a curve minimum instead of a maximum appeared. Note that outwith this area
the general sharpness features was reproduced but at a lower magnitude, due to the
inherent symmetry in the PSF. In Figure 4.14(b) the sharpness was calculated for
an area including two scatterers at different depths. As a result the curve maximum
was substituted from two local lower maxima, each one corresponding to the depth
when each scatterer was in-focus. In both instances, the Lorentzian curve shape was
not preserved indicating the presence of multiple targets or the possible absence of
a whole PSF.
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4.4 Multi-foci beamforming
The multi-plane imaging of the optical method (Subsection 4.1.2) is substituted in
ultrasonics by multi-foci beamforming. The same principles can be directly trans-
lated to ultrasound imaging, however the multiple focusing is achieved by conven-
tional beamforming, requiring no additional hardware and is thus considerably sim-
pler to implement than the optical equivalent.
In the ultrasonics case the receive focus provides higher flexibility, compared
to the transmit, as the element signals can be stored after the transmission and
beamformed offline, or even in real time, in multiple ways. The conventional method
to process the received transducer element signals is the DAS beamformer that was
already defined in Subsection 2.2.1 by Equation (2.1) and Figure 2.1 of the 2nd
Chapter. The beamformer output, B(t) depends on the τm that is the time delay
applied to the mth element used both in transmit and receive given by:
τm(rp) =
2
c
√
(xm − xp)2 + (zm − zp)2 , (4.8)
where (xm, zm) is the location of the m
th receiving element, rp = (xp, zp) is the focus
point, and c is the speed of sound. From Equation (2.1) and Equation (4.8) it can
be seen that B(t) can be calculated for any rp. In this way the requirement for three
simultaneous images in [105] can be easily met. Three different receive foci can
be implemented and each of the three beamformer outputs will produce a different
image of the same object as in Figure 4.11. Similarly to the optical method, the
example of Figure 4.13 can be now expanded to different τm and multiple images
can be captured for each position from the raw scatter data. The different receive
foci (or else τm) must be selected close enough so that they ensure the generation of
overlapping S-curves, and at the same time, far enough to ensure that the S-curves
will peak at different depths. The three S-curves of a single point scatterer are
shown in Figure 4.15 as a function of point displacement in correspondence to the
three different selected receive foci. The receive foci were positioned at the centre of
the scatterer displacement and at ±2 mm away from it, to fit the above requirement.
A comparison between the sharpness data of Figure 4.13 and the middle S-
curve of the Figure 4.15 shows that the second one presents a more steep decrease
around the peak although the same data were used for the sharpness calculations.
The difference is attributed to different distances between two successive sharpness
measurements which slightly affects the curve shape. This will be extensively studied
in Subsection 4.9.2.
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Figure 4.15: Three different S-curves extracted from a series of ultrasound images
that include a single scatterer as in Figure 4.11. The curve peak differentiation is
due to the increasing distance of the receive focus to the transducer surface.
4.5 Maximum Likelihood Estimation
The MLE is employed in the ultrasound analogue, as in Subsection 4.1.4, to extract
precisely the axial location of a single point source using known calibration data (i.e.
the sharpness values). The estimate is unique, since each position is characterized
by three distinct sharpness values. The calibration data are derived from repetitive
measurements of point sources moving in depth. The ultrasonic analogue involves
multiple frame acquisition, as a point scatterer is positioned at each axial distance.
The varying measurements are enabled by repeating the data acquisition procedure
in the presence of realistic noise, which then leads to the calculation of the mean
S-curves and the respective standard deviation. The addition of noise is discussed
separately in the Subsection 4.7.4.
The ultrasound sharpness data may then be fitted by either a Lorentzian or
Gaussian function that are both good approximations of a mean S-curve peak and
slopes as shown in Figure 4.13 [106, 107]. Alternatively, the data may simply be
interpolated using the Matlab spline interpolation function. At all cases, the fit-
ted data are oversampled by a factor K, to provide sub-resolution sampling for
maximizing the techniques accuracy. To be more specific, the distance between 2
successive sharpness measurements (z-step) after the fitting/interpolation stage be-
comes z-step/K. The fitted or interpolated data are then used for the estimation
of the PDF, P (Sj|z). This is the probability that a specific normalized sharpness
value, Sj, will be assigned to a point source located at depth z, where j denotes
the focus in receive. Equations 4.4 and 4.5 (Section 4.1.4) are adjusted to the ul-
trasound data. The sharpness calculations are independent from the receive focus
and z is also known as in the optics analogue. Hence, the probability for the set of
N sharpness measurements for all receive foci, when a point source is located at z,
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can be expressed as:
L(S1, S2, ..., SN |z) =
N∏
j=1
P (Sj|z) , (4.9)
where L is the likelihood for the set of sharpness measurements S1, S2, ..., SN and
N is the number of the receive foci. The maximum likelihood estimator of the
point depth, z, is the value of z for which L is maximized given an actual dataset
S1, S2, ..., SN and the calibration PDFs, P (Sj|z). For the PDF a Gamma distribution
was selected as it fits best with the Lorentzian shaped S-curves and their variance,
and is given by:
P (Sj|z) =
eS¯
2
j S¯α−1j (z)β
−α
Γ(α)
, (4.10)
where α = S¯2j (z)/σ¯
2
j , β = σ¯
2
j/S¯
2
j (z), S¯j(z) represents the interpolated mean S-curve,
σ¯2j the interpolated variance and Γ is the Gamma function. A set of three measured
sharpness values are the PDF’s input and the output is the depth estimate for which
the PDF becomes maximum with an estimation error equal to the modulated step.
This estimate is compared with that already known, from the simulation setup.
Two PDF examples are plotted over depth in Subsection 4.7.2, once the simulation
is described and the initial results shown.
4.6 Ultrasound simulations using Field II
In this section the simulation setup is explained including the transducer definition,
the phantoms, and the transmission of ultrasound, used for the initial development
of the normalized sharpness algorithm. The aim is to develop the technique in
simulation so that the future experiment can be informed. All simulations were
carried out with Field II [133,134,181] software and Matlab scripts were utilized for
the data post-processing.
4.6.1 Simulation setup
A phantom consisting of a single point scatterer at a depth of 40 mm, was created
and used as a target to replicate the optical situation. The phantom was scanned by
single Plane Wave (PW) emissions (Appendix A), made by a 7 MHz, 192 element,
linear array simulated transducer with λ spacing. The central transducer element
was located above the point target. The speed of sound, c was set to 1540 m/s and
all the parameters of the scan are given in Table 4.1.
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Transducer
Transducer type Linear array
Transducer element pitch 208 µm
Transducer element kerf 35 µm
Transducer element height 4.5 mm
Center frequency, f0 7 MHz
Bandwidth 60% fractional
Speed of sound, c 1540 m/s
Wavelength, λ = c/f0 220 µm
Excitation pulse Two-cycle sinusoid at f0
Plane Wave Emission
Transmit apodization Hanning
Receive apodization Hanning
Receive focus depth 38/40/42 mm
Number of transmitting elements 192
Number of receiving elements, M 192
Number of emissions 1
Particle Movement
Highest point (x, z) = (0, 32.5) mm
Lowest point (x, z) = (0, 47.5) mm
Total distance covered 15 mm (axially only)
z-step between succesive emissions 0.1 mm
Table 4.1: Simulation setup parameters
Raw data from a single unfocused emission were acquired from all 192 channels
individually in receive. The data were stored and then a new phantom was created,
with the point scatterer moved 100 µm in direction away from the transducers surface
until it reached the depth of 47.5 mm. The process was followed for the opposite
direction, until the point scatterer reached a depth of 32.5 mm. Therefore, there
were 151 acquisitions overall with the point target covering a distance of exactly
15 mm. For the initial investigation, ten sharpness datasets were created where
White Gaussian Noise (WGN) with a Signal to Noise Ratio (SNR) equal to 10 dB
was added to the raw signals.
For each acquisition the data were beamformed with three different foci in re-
ceive. The central receive focus was selected at a depth of 40 mm, that is the target’s
initial position and then the two other values were at −2 mm and +2 mm of the
starting depth. For curve fitting stage a factor K = 1000 was used and the depth
vector following the sharpness data oversampling, was also updated and the new
z-step was 0.1/1000 mm.
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4.6.2 Data analysis
The conventional axial resolution was defined in Subsection 1.1.3. Here, the ex-
citation pulse was a two-cycle sinusoid at f0 (Table 4.1) resulting in a theoretical
resolution limit equal to the wavelength used (2λ/2). The proposed method aims to
increase the axial resolution by improving the the localization accuracy of a single
scatterer.
The accuracy of the normalized sharpness method was indicated by the depth
deviation of the method’s z-estimate to the actual scatterer position, or ddev in
short. Since there are 10 simulation repetitions, ddev resulted from the Root Mean
Square Error (RMSE) from all 10 cases. The average ddev was calculated for sev-
eral depth ranges of the total scatterer displacement, as in the optics equivalent
(Subsection 4.1.4). For each depth range, the standard deviation of the average
ddev, or in short dSD, was also calculated as an extra indicator of the measurements’
uncertainty. Both ddev and dSD were compared, as in the optics example, with the
wavelength used.
4.6.3 Algorithm summary
All the steps from the ultrasound transmission up to the received data processing and
the extraction of the depth estimates are shown here under the following algorithm
representation (Algorithm 1) as a summary of the current section.
Algorithm 1 Ultrasound sharpness algorithm for precise depth detection
for z = zstart to zend do
Create a Field II phantom including a point target at depth z
for i = 1 to NumFrames do
Emit ultrasound pulses from an active aperture
(in PW all elements are used for transmission)
Collect and store raw RF data from all emissions
for j = 1 to N do
Beamform acquired data according to eq. (2.1)
with fixed focus j in receive
end for
end for
end for
Calculate all sharpness values Sz,i,j based on eq. (4.7)
Calculate statistical measures from sharpness data
-Extract mean sharpness values for each position
-Extract the standard deviation from mean values
Plot mean S-curves and associated deviation over depth
Interpolate/fit data by a K factor
Select the PDF model and insert interpolated data
Receive depth estimates and compare with actual depth
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4.7 S-curves from plane wave emission
Plane wave transmission was initially adopted as the best approximation to the
optical equivalent [105] where particles are self-illuminated and thus no focused
transmission applies. The unfocused beams offer the advantage of covering the
whole image region with only one emission, which allows for high frame rate and
multiple acquisitions [106].
By following the steps of Algorithm 1 and by using the scan parameters of
Table 4.1, for each of the three receive foci, 151 normalized sharpness values are
calculated leading to the generation of three S-curves. In Figure 4.16 three sharpness
datasets (mean and SD) can be found together with their Lorentzian and Gaussian
fits. A random example of 3 PSFs linked each one to a sharpness value is also
included. In comparison to Figure 4.11 the images of Figure 4.16 show the effect
of noise addition in the displayed point scatter image. While the surrounding area
becomes slightly more blurry which deteriorates with depth in the presence of noise,
the PSF appearance is kept the same in both cases.
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Figure 4.16: Mean sharpness is plotted over axial displacement for three receive foci
(38 mm, 40 mm, 42 mm), with the corresponding Lorentzian and Gaussian fits.
The error bar represents the sharpness SD in each depth. The displayed data result
from ten Field II acquisitions in each z-position for a simulated point target moved
15 mm axially around an initial depth (40 mm). Each curve’s peak is located at the
position of each receive focus. A set of 3 randomly selected PSFs from each focal
plane for the same axial position are also shown as an example. Each image is 6× 6
mm2 and a 60 dB dynamic range display was used. Mean sharpness values were
calculated to 6.548× 10−3 (±6× 10−6), 4.197× 10−3 (±6× 10−6) and 2.972× 10−3
(±2 × 10−6) for the 1st, 2nd and 3rd receive focus respectively for the point target
located at 38.4 mm.
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4.7.1 Accuracy from signal derived sharpness
Figure 4.17 shows the three mean S-curves in (a), together with the ddev in (b).
Figure 4.17 includes the resulting depth deviations when a Lorentzian function, a
Gaussian function or spline interpolation were used to model the mean S-curves.
The same functions were used to model the sharpness SD that, although it doesn’t
follow any specific trend, presents higher values around the peak of an S-curve and
lower at the edges. In the figure, the ultrasound wavelength used, is also displayed
as a standard of comparison.
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Figure 4.17: (a) A set of three normalized S-curves from a simulated ultrasound
point target moving in depth. Data were generated by unfocused PW ultrasound
transmission and by beamforming with three different foci in receive. The ddev is
shown in (b) for each depth position and for the different fitting functions used
to approximate the calculated sharpness data. The red line in (b) indicates the
wavelength used.
The algorithm does not perform uniformly for the total 15 mm distance. The
ddev increases greatly near the displacement edges. When the Lorentzian fit was used
to model the mean sharpness, the average ddev was equal to 29.6 µm (≈ 0.13λ) for a
depth range of 3.3 mm, between 38.4 mm and 41.7 mm. This range roughly covers
the area around the peak of the central S-curve and one adjacent slope of each of the
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other S-curves. The dSD for the same range was calculated to 27.3 µm (≈ 0.12λ).
The calculations show resulting values in the range of ≈ λ/10. Outside this specific
distance, the ddev increases reducing the method’s performance. Similar numbers
in terms of axial localization precision (≈ λ/10) and depth range were acquired
when the Gaussian fit was used. The Gaussian and the Lorentzian ddev curves are
insignificantly different as shown in Figure 4.17(b). In this case the average ddev was
equal to 28.14 µm (≈ 0.13λ) between 38.3 mm and 41.7 mm (3.4 mm in total), with
a dSD equal to 26.2 µm (≈ 0.12λ).
The spline interpolation provides significantly increased accuracy in the scatterer
localization (Figure 4.17). The interpolated sharpness data (mean S-curves and
standard deviation) are the best fit to the actual measured sharpness values than
any other fitting functions. Therefore, the ddev was greatly reduced and reached
values in the range of λ/100, with exact values depending on the distances that the
accuracy is measured. The reported average ddev was 2.03 µm (≈ 0.0092λ), between
38.1 mm and 41.8 mm (3.7 mm in total), with dSD equal to 1.83 µm (≈ 0.0083λ).
However, unlike the previous cases, the ddev here was kept relatively low for a longer
z distance.
In order to make this more clear, the ddev in the spline interpolation case was
plotted separately over axial distance in Figure 4.18. A slightly smoothed version
of the depth deviation was included to describe how the accuracy changes with
depth. The smoothed deviation may help identify high and low precision areas and
potentially make the normalized method assessment more systematic. Zooming into
this curve shows that there is a 2.26 µm (≈ 0.01λ) average ddev with a dSD of 2.01 µm
(≈ 0.0091λ) for an 8 mm depth range (between 36 mm and 44 mm).
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Figure 4.18: Actual and smoothed versions of the depth deviation recorded when
spline interpolation was used to model the measured sharpness data. The average
ddev for an 8 mm depth range covering the slopes of all 3 S-curves was equal to
2.26µm. Outside the limits of [−4,+4] mm from the central position (40 mm),
the sharpness method’s performance decreases but the accuracy of the localization
always remains significantly below the wavelength.
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4.7.2 The probability density function
Despite the generally low average ddev calculated in the spline interpolation data
processing, it can be noted from Figure 4.18, that some depth estimates are more
accurate than others. Each depth estimate, and thus its accuracy, depends on the
PDF maximum noticed during the MLE analysis. Usually, a high and more narrow
PDF will result into a more precise estimate while the ddev is likely to be higher for
lower-peaked wider PDFs. In Figure 4.19, two examples of the Gamma PDF are
shown around the area of their maximum.
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Figure 4.19: Probability density function plotted over depth when the scatterer was
located at (a) 38 mm and (b) 39 mm. The PDF maximum indicates the normalized
sharpness method’s estimate for this position. In (a) the maximum was found at
38.007 mm resulting in a ddev equal to 7.1 µm. In (b) the maximum was at 38.999 mm
resulting in a ddev equal to 1.4 µm.
The true point scatterer position was 38 and 39 mm respectively for the two subfig-
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ures. From Figure 4.18 it may be seen that at depth equal to 38 mm, the ddev was
relatively high (7.1µm) whereas a smaller one (1.4 µm) was noticed for the sharpness
method’s estimate at 39 mm. Indeed the 7.1 µm was the ddev of the curve maximum
(equal to 8.2×10−3) from 38 mm and the FWHM was 11.3 µm (Figure 4.19(a)). The
corresponding numbers of Figure 4.19(b) were 0.024 for the peak value and 3.81 µm
for the FWHM while the ddev was equal to 1.4 µm. The calculation of the PDF
FWHM enables further comparisons with the axial FWHM of the DAS beamformer
used here. The axial FWHM is also a good indicator of the axial resolution and can
be used for comparisons in the same way the lateral FWHM was used in Chapters 2
and 3 for the lateral resolution assessment.
In Figure 4.20(a), the PSF of the scatterer located at 40 mm is shown, where the
receive focus was set at 40 mm. The −6 dB decrease shows the axial FWHM which
was equal to 174.19 µm. Here a 40 dB dynamic range display was selected as only
the width of the main lobe is of major interest. In Figure 4.20(b), an alternative
FWHM calculation is shown corresponding to the Hilbert envelope of the RF signal
that passes through the centre of the scatterer, resulting in this Gaussian-shaped
curve [182]. Following the Hilbert transform [180], the axial FWHM was calculated
again at 174.19 µm. Whereas the lateral FWHM is subject to the focus and changes
greatly with axial displacement, the axial one remains unaffected as a target moves
deeper.
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Figure 4.20: Axial FWHM assessment (a) from the PSF contour following the log-
arithmic compression and (b) from the Hilbert derived envelope of the RF signal
through the centre of the scatterer. The simulated scatterer was located at 40 mm
depth and a 40 dB dynamic range display was used.
In Figure 4.21(a) all the PDF FWHM from the spline interpolation processing
and the DAS axial FWHM as calculated above, are plotted over axial distance. The
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PDF FWHM curve presents similar curvature with the ddev of the spline interpola-
tion in Figure 4.17(b), with lower values at the middle of the scatterer displacement
and higher at the edges. For an 8 mm range (from 36 mm to 44 mm) the average
PDF FWHM was not higher than 7.54 µm (≈ 0.03λ) or 23 times lower than the
DAS axial FWHM. The improvement is best demonstrated in Figure 4.21(b) where
the Hilbert envelope of Figure 4.20(b) is plotted with the PDF at the same depth
(40 mm). The PDF main lobe was significantly narrower and the ratio of the two
FWHMs shows a ≈ 21 fold more accurate localization in favor of the normalized
sharpness method.
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Figure 4.21: (a) The constant DAS axial FWHM is shown in comparison to the
resulting FWHM from all 151 PDFs for each depth position, when spline interpo-
lation was used for the sharpness analysis. The PDF at 40 mm depth was scaled
to the maximum Hilbert amplitude and plotted together with the envelope at the
same depth in (b).
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4.7.3 Accuracy from image derived sharpness
In Figure 4.22(a) the three mean S-curves extracted by image data instead of signals
are displayed, and in Figure 4.22(b) the ddev can be found. The figure compares to
Figure 4.17 and the same data were used for the image and accuracy analysis that
follows. The Lorentzian or Gaussian functions are unable to provide a precise fit
for the image sharpness values (Figure 4.12), and as a consequence the method was
only examined with spline interpolation fitted data. Therefore, only one ddev curve
from those data in Figure 4.22(b) was displayed and compared with the wavelength.
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Figure 4.22: (a) A set of three normalized image sharpness curves from a simulated
ultrasound point target moving in depth. The same data as in Figure 4.17 were
used. Three sharpness values for each scatterer position result in a ddev equal to
16.6 µm for a 3.8 mm distance as shown in (b). The gray line in (b) indicates the
wavelength used.
An average ddev of 16.6 µm (≈ 0.075λ) was reported for a depth range of 3.8 mm,
between 37.8 mm and 41.6 mm. This range involved the same area around the
peak of the middle S-curve that was mentioned in the previous subsection. The
dSD of the average ddev was calculated to 15.49 µm (≈ 0.074λ). However, this result
corresponds to much lower localization precision, compared to the sharpness that
was calculated directly from the raw data (≈ 2 orders of magnitude lower than the
wavelength). For a longer 8 mm range (from 36 mm to 44 mm), the average ddev
was 30.93 µm and the associated dSD had a higher value (53.81 µm), which led to
several inaccurate depth estimates for the same range. The results here confirm
that signal derived sharpness is superior to the image derived one as suggested in
Subsection 4.3.
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4.7.4 Noise study
The first simulations and the initial PW results of the normalized sharpness algo-
rithm were examined with an SNR equal 10 dB added to the transducer element
signals. This way it was possible to introduce realistic sharpness variability and en-
able a difference between measurements that is then deployable through the use of
the MLE. In the present subsection, the simulation process of the Subsection 4.6.1
was repeated with different SNR values. A range between 0 dB and 30 dB SNR
was selected and the ddev was calculated as in Subsection 4.7.1. The sharpness was
derived from raw signals and spline interpolation was employed. In order to make
an objective comparison, the average depth deviation is calculated for an 8 mm
range in all cases, from 36 mm to 44 mm. The outcome of this study is found in the
Figure 4.23.
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Figure 4.23: Average ddev over different SNR values added to the ultrasound RF
signals. Lower SNR thus higher noise, increases the ddev reducing this way the
method’s performance.
From the Figure 4.23 it is seen that in the extreme cases that the noise was
equal to the signal (SNR= 0 dB) the average ddev rose to 10.42 µm. This value was
significantly increased compared to the 2.25 µm of the 10 dB but still is equivalent
to ≈ 0.05λ. As the SNR increased the ddev continued to decrease reaching the value
of 0.23 µm when the noise was equal to 30 dB, very close to a noise-less condition.
There was no further variation of the y axis values beyond 30 dB. Moreover, the
ddev and dSD were quite similar and therefore dSD was not plotted separately in the
graph.
Overall the SNR value of 10 dB that was used for the simulations so far, is an
average choice away from both extremes, that can sufficiently describe an equivalent
experimental setup with a real point target in this thesis. To demonstrate the
sharpness variation when different amount of noise was used, two mean sharpness
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data together with their associated SDs are shown in Figure 4.24. Figure 4.24(a)
corresponds to 0 dB noise, from which it is seen that the edge data were no longer
flat, the peak decreased by 15% in amplitude and the sharpness SD was up to 10
times higher compared to Figure 4.24(b) where the 20 dB sharpness data are shown.
This SD difference explains the ddev variation of Figure 4.23.
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Figure 4.24: Mean sharpness and sharpness SD over axial distance, when a) 0 dB
and b) 20 dB of white Gaussian noise was added to the RF signals. The receive
focus was set to 40 mm.
The differences between 0 dB and 20 dB, are best shown in Figure 4.25 where
the S-curves from the sharpness data of Figure 4.24 are scaled to 1 and overlaid.
The result shows that the shape of the peak and the slopes remained unchanged but
the edges were elevated when the SNR was lower.
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Figure 4.25: Direct comparison of the resulting S-curves from the sharpness data of
Figure 4.24. The normalized sharpness values were scaled to 1 due to the different
amplitudes.
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4.8 Other transmission protocols
The purpose of the current section is to examine the impact of different transmission
protocols. The procedure of Algorithm 1 was repeated with all the ultrasound trans-
mission described in Appendix A. In Subsection 4.8.1 synthetic aperture ultrasound
transmission was used instead of plane wave. In Subsections 4.8.2, 4.8.3, 4.8.4 the
focused transmission was employed and three individual cases were explored. In the
first one, the transmit focus was set to 30 mm which is higher than the scatterer
highest position (32.5 mm), in the second the transmit focus was set to 40 mm which
coincides with the centre of the total displacement and finally in the third case the
focal depth was set to 50 mm, lower than the scatterer lowest position (47.5 mm).
The same noise was added to the signals (SNR = 10 dB).
4.8.1 Synthetic aperture ultrasound imaging
Synthetic aperture ultrasound (SAU) [144] can offer similar benefits to the ones of
the PW imaging, and is used in various ultrasound applications [183, 184]. Due
to the smaller aperture used, lower resolution images are acquired from single SA
emissions but this way a very high frame rate is maintained. Figure 4.26 is the
equivalent SA sharpness derivation of Figure 4.17. The spline interpolation was used
since it outperformed the other fitting functions (Subsection 4.7.1). The transducer
specifications and the particle movement part of the Table 4.1 were maintained
whereas the updated transmission section is in Table 4.2.
Synthetic Aperture Emission
Transmit apodization -
Receive apodization Hanning
Receive focus depth 38/40/42 mm
Number of transmitting elements 1 (#96)
Number of receiving elements, M 192
Number of emissions 1
Table 4.2: Transmission parameters (Synthetic aperture)
The reported average ddev was 2.3 µm (≈ 0.01λ) for an 8 mm depth range
covering the slopes from the extreme S-curves. The dSD was calculated to 1.88 µm
(≈ 0.0085λ). The average ddev can also be measured for a smaller 3.5 mm region
(from 38.3 mm to 41.8 mm) as in Subsection4.7.1 where the equivalent numbers for
ddev and dSD were 1.71 µm (≈ 0.0078λ) and 1.32 µm (≈ 0.006λ) respectively. These
results are similar to the plane wave transmission performance (Subsection 4.7.1).
Particularly the calculated ddev for the longer (8 mm) distance is the same.
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Figure 4.26: (a) A set of three normalized S-curves from a simulated ultrasound
point target against depth. Data were generated by a single synthetic aperture
ultrasound transmission and by beamforming with three different foci in receive.
Three sharpness values for each scatterer position result in an average ddev equal to
2.3 µm for an 8 mm depth range as shown in (b).
4.8.2 Shorter transmit focus
Focused transmission is commonly employed in today’s state-of-the-art ultrasonic
imaging machines. In this study, the transmit aperture consisted of 64 elements,
and the scanning was performed by translating the 64 active elements over the
aperture and focusing at the selected depth. More than one emission was required
to cover the whole image region which reduced the maximum available frame rate
by a factor equal to the number of emissions, here 128, compared to the PW or
SA situation. The speed of sound, c was set to 1540 m/s and the wavelength was
λ = c/f0 = 220 µm as previously. The transmission parameters can be found in
Table 4.3. The S-curves and the depth deviation to scatterer actual position are
shown in Figure 4.27 again as derived by the spline interpolated sharpness data.
The average ddev for the shorter transmit focus was 2.56 µm (≈ 0.012λ) for
the common 8 mm depth range between 36 mm and 44 mm that was examined in
all previous cases for the interpolated data. The dSD was calculated to 3.01 µm
(≈ 0.014λ) slightly higher than in Subections 4.7.1 or 4.8.1. When the average ddev
was calculated for a smaller optimal 3 mm distance (between 38 mm and 41 mm),
it reached the value 1.81 µm (≈ 0.0082λ), where the dSD was 1.62 µm (≈ 0.0074λ).
Figure 4.27(a) shows that the transmit focus affected the S-curve shape. More
specifically the left halves of all curves were slightly shifted to higher sharpness
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Linear Sweep
Transmit apodization Hanning
Receive apodization Hanning
Transmit focus depth 30 mm
Receive focus depth 38/40/42 mm
Number of transmitting elements 64
Number of receiving elements, M 192
Number of emissions 128
Table 4.3: Transmission parameters (focused beams)
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Figure 4.27: (a) A set of three normalized S-curves from a simulated ultrasound
point target moving in depth. Data were generated by focused at 30 mm ultrasound
emissions and by beamforming with three different foci in receive. Three sharpness
values for each particle position result in average ddev equal to 2.56 µm for an 8 mm
depth range as shown in (b).
values and increased variability was observed in the right halves at depths away
from the transmit focus. This is due to the introduction of focusing in transmit
which slightly distorts the curve symmetry in contrast to the previous unfocused
beams. In order to highlight the transmit focus effect, the measure of skewness [185]
was employed through the Matlab function with the same name. It is a metric of
data asymmetry around the sample mean, with positive values implying that the
data are spread out more to the right and the opposite stands for negative values.
Two skewness values of the S-curves corresponding to the shortest receive focus
(38 mm) from Figures 4.17(a) and 4.27(a) were measured and compared selectively.
Both curves should have positive skewness based on the metric’s definition but in
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Figure 4.27(a) the value is expected to be lower due to the shift towards the left.
Indeed the values were 1.52 for the focused transmission case and 1.70 for the PW
example where normally between curves corresponding to the same receive focus and
unfocused transmission, there is no difference up to the 2nd decimal digit. Despite
the changed curve shape, the precision of the localization was generally not affected
by this focused transmission apart from a small decrease (from 3.7 mm to 3 mm)
in the depth area where the optimal results appeared. This is because the general
Lorentzian-like shape is always preserved and at all cases, the interpolated data fit
very well the calculated sharpness.
4.8.3 Intermediate transmit focus
In the case where the transmit focus was positioned in the middle of the total depth
(40 mm), the obtained average ddev was 3.04 µm (≈ 0.014λ) for the 8 mm depth
range between 36 mm and 44 mm and the dSD was equal to 3.41 µm (≈ 0.016λ), as
shown in Figure 4.28.
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Figure 4.28: (a) A set of three normalized S-curves from a simulated ultrasound
point target moving in depth. Data were generated with transmit focus at 40 mm
and by beamforming with three different foci in receive. Three sharpness values for
each particle position result in average ddev equal to 3.04 µm for an 8 mm range as
shown in (b).
The optimal accuracy was achieved at a 3.6 mm distance (from 38 mm to 41.6 mm)
with an average ddev equal to 1.87 µm (≈ 0.0085λ) and a dSD equal to 1.39 µm
(≈ 0.0063λ). The achieved accuracy was again comparable to that shown in Sub-
section 4.7.1. Moreover, the current simulation presents some similarity to the PW
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or SA cases, in the sense that the focus was selected this way so that it does not
affect the curve shape.
4.8.4 Longer transmit focus
The last focused emission results are shown in Figure 4.29, where the focus was set
to 50 mm. This simulation was rather similar to the case with the shorter transmit
focus. Here, the right half of each curve appeared slightly shifted to higher values and
in the left halves that were furthest away from the focus flickering was introduced.
The small skewness difference between two S-curves in Figures 4.29 and 4.17 was
maintained as in Subsection 4.8.3 but moved to opposite direction. The average ddev
was 2.97 µm (≈ 0.014λ) for a 9 mm depth range between 36 mm and 45 mm this
time. The range was extended 1 mm further than usual as the calculated ddev did
not change between 44 mm and 45 mm. This number came with a dSD equal to
2.55 µm (≈ 0.012λ). There was also a small 2.5 mm area (between 38.5 mm and
41 mm) where the average ddev was reduced to 1.76 µm (≈ 0.008λ) with also a small
dSD equal to 1.61 µm (≈ 0.0073λ).
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Figure 4.29: (a) A set of three normalized S-curves from a simulated ultrasound
point target moving in depth. Data were generated by focused at 50 mm ultrasound
emissions and by beamforming with three different foci in receive. Three sharpness
values for each particle position result in average ddev equal to 2.97 µm for an 9 mm
distance as shown in (b).
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4.9 Other algorithm optimization
In this section, simulations were produced in an attempt to perform additional
parametric studies that will refine the sharpness method for ultrasound scatter lo-
calization. The PW ultrasound transmission was employed throughout the section.
In Subsection 4.9.1, the Algorithm 1 was applied to a scatterer who’s central posi-
tion different from the one shown in Table 4.1 (0 mm, 40 mm). Then, studies on the
effect of z-step size and with multiple S-curves follow in Subsections 4.9.2 and 4.9.3
respectively. Finally, the optimal separation between two successive receive foci was
investigated in Subsection 4.9.4.
4.9.1 Sharpness at different initial positions
Simulations similar to those of Section 4.7.1 were performed first with scatterer’s
central position other than (x, z)=(0 mm, 40 mm). The movement was always lim-
ited to the axial direction and the length between initial and final position remained
15 mm. Different axial and lateral coordinates were tested in order to study any pos-
sible sharpness variations. Initially, the x coordinate only changed and this means
that the scatterer under study was no longer centred below the transducer. The
x range extended from −7.5 mm to +7.5 mm. In Figure 4.30 the mean sharpness
values and the sharpness SD are shown for two different cases for illustration.
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Figure 4.30: Mean sharpness and sharpness SD over axial distance, for 2 different
initial scatterer lateral positions. In a) the simulated point begins its movement
from (x, z)=(−7.5 mm, 40 mm) and in b) from (x, z)=(0 mm, 40 mm).
In Figure 4.30(a), the scatterer initial position was (−7.5 mm, 40 mm) and
in 4.30(b) the original case (0 mm, 40 mm) was repeated for comparison. The
sharpness data did not reveal significant differences between the two cases apart
from a small amplitude decrease (lower sharpness values by 9.5%) noticed in the first
case. Essentially the difference is simply a scaling factor as shown in Figure 4.31.
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Figure 4.31: Direct comparison of the resulting S-curves from the sharpness data of
Figure 4.30. The normalized sharpness values were scaled to 1 due to the different
amplitudes.
This can be attributed to imperfect alignment with the transducer longitudinal
since away from the beam axis the signal amplitude becomes lower. The latter
resulted in a lower sharpness, given that the sharpness calculation was done by
Equation (4.7). The curve similarity was reflected by the accuracy obtained, as this
was not altered by more than ±3%, from the numbers shown in Subsection 4.7.1 in
all lateral positions tested. The findings show that the performance of the algorithm
is not significantly affected by a different lateral position.
The performance of the sharpness method for a scatterer moving at different
depths was also studied here. As previously, the movement was limited to depth
only where the total distance covered is 15 mm in 151 steps. In Figure 4.32 the
average ddev for an objective 8 mm area, [−4 mm, 4 mm] around the scatterer
central position was displayed over the scatterer’s central depth position. The central
depth position was moved in steps of 10 mm starting from (x, z)=(0 mm, 30 mm)
and reaching (x, z)=(0 mm, 90 mm). In the last case the scatterer range extended
from 82.5 mm to 97.5 mm. The receive foci were adjusted appropriately for each
case. For example these were set to 88 mm, 90 mm and 92 mm to match with the
requirements of the last simulation. Due to absorption, scattering and reflection
effects, normal in ultrasonic imaging, as the transmit/receive path increases (longer
depth), the situation can arise where a point target is only just visible. As a result
it may be difficul or even impossible to apply the sharpness algorithm. The effect
on the accuracy of the scatterer axial localization is expected to be similar to that
of increased noise added to the RF signals (Subsection 4.7.4).
Indeed there was a quasi-linear relation between depth and average ddev as shown
by the Figure 4.32. When the centre of displacement was located at 90 mm the
average ddev was equal to 19.06 µm (≈ 0.087λ) which was increased compared to
95
Chapter 4: A Normalized Sharpness Method for Axial Scatter Localization
30 40 50 60 70 80 90
0
5
10
15
20
Scatterer Central Depth Position
Av
er
ag
e 
De
pt
h 
De
via
tio
n 
[µm
]
Figure 4.32: Normalized sharpness method average ddev for different central depth
positions of the point scatterer.
the 2.26 µm of the standard example (at 40 mm) but still remains better than λ/10.
As an example in Figure 4.33 mean sharpness and sharpness SD are shown, when
the scatterer was located at a depth of 60 mm and 80 mm.
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Figure 4.33: Mean sharpness and sharpness SD over axial distance, when the central
depth position of displacement was a) 60 mm and b) 80 mm.
Figure 4.33 shows that at increasing depths, the curve edges became less flat,
the fluctuations increased, the maximum sharpness dropped by 33% in 4.33(a) and
44% in 4.33(b) compared to Figure 4.30(b) which is the initial example, and that
the SD reached values more than one order of magnitude higher. The average ddev
in the two cases was 7.76 µm (≈ 0.035λ) and 13.94 µm (≈ 0.064λ) respectively. The
increased SD (Figure 4.33) and the reduced S-curve slopes (Figure 4.34) justify why
the efficiency of the sharpness algorithm was reduced.
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Figure 4.34: Direct comparison of the resulting S-curves from the sharpness data of
Figure 4.33. The normalized sharpness values were scaled to 1 due to the different
amplitudes.
4.9.2 Study on z-step size
In this study several different z-steps were examined between two successive recorded
signal responses. The normalized sharpness algorithm was tested using the same
transmit and receive protocols as in the example of Section 4.7. The z-steps ranged
from 50 µm (≈ λ/4) up to 660 µm (≈ 3λ). The simulation results are shown
in Figure 4.35 where the z-step size is plotted versus the acquired average ddev in
each instance. The average ddev was calculated as in Figures 4.23 or 4.32 for an
approximately 8 mm depth range but in this case particularly for the larger z-steps
it was not always possible to examine the exact depth range due to the absence of
samples at 36 mm or 44 mm.
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Figure 4.35: Normalized sharpness method average ddev for different z-steps between
successive scatterer positions.
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Figure 4.35 shows that the average ddev was maintained at the same levels (be-
tween 2.26 µm and 2.28 µm) for the three smallest z-steps but then dropped below
2 µm when the step increased, to reach the optimal value for the largest z-step which
was equal to 1.88 µm (≈ 0.0085λ). Figure 4.36 shows the resulting mean S-curves
when the z-step was 200 µm and when the z-step was larger and equal to 500 µm.
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Figure 4.36: Direct comparison of two mean S-curves. In the first the z-step was
approximately equal to the λ and in the second the z-step was approximately equal
to 2.5λ.
Figure 4.36 shows that an S-curve extracted from a limited number of samples may
result in a curve peak slightly more steep compared to the one in Figure 4.30(b).
The average ddev was equal to 2.27 µm (≈ 0.01λ) and was extracted by 42 samples
in total in when the z-step was equal to λ while for 2.5λ z-step size, the equivalent
number was 1.93 µm (≈ 0.0088λ) but from 17 only samples. The latter is a small
number and not as reliable as the first one. The current tests indicate that the
algorithm was not affected by z-step changes. Larger z-steps may potentially provide
marginally increased accuracy (reduced ddev) although the difference is insignificant
from the smallest to the largest step size. On the other hand, reduced sampling on
the calibration data, increases the possibility that the change over the peak is not
recovered (Figure 4.36).
4.9.3 Multiple S-curves
An increased number of S-curves was considered in this subsection to further increase
the depth range of high accuracy localization, which will be applicable of any given
depth for ultrasound imaging. The initial implementation included only 3 foci to
imitate the original optical analogue but ultrasound imaging that uses electronic
focusing upon receive does not impose any limitations to the number of receive foci.
Therefore the previous PW data, were beamformed with 11 different foci in receive
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where the focus was set successively from 35 mm to 45 mm with 1 mm distance
between two of them. Spline interpolation was used again to fit the sharpness data
and the outcome can be found in Figure 4.37 where the 11 S-curves are shown in
(a) and in (b) there is the ddev to the scatterer true position.
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Figure 4.37: (a) A set of eleven normalized S-curves from a simulated ultrasound
point target moving in depth. Data were generated by unfocused PW ultrasound
transmission and by beamforming with eleven different foci in receive. Eleven sharp-
ness values for each scatterer position result in average ddev equal to 1.8 µm for a
14 mm distance as shown in (b).
The smallest ddev, thus maximum accuracy, was calculated for a 3.6 mm area
between 38.2 mm and 41.8 mm, and had a value equal to 1.15 µm (≈ 0.0052λ) with
a dSD equal to 0.86 µm (≈ 0.0039λ). Such values (λ/191) indicate the maximum
improvement reported in this chapter. When almost the whole distance (14 mm)
covered by the scatterer was considered the calculated ddev was still matching with
the best results acquired in other sections but for smaller areas. To be more specific,
by excluding 0.5 mm at the end of each ddev curve edges, the resulting value was
1.8 µm (≈ 0.0039λ) and the dSD was equal to 1.27 µm (≈ 0.0058λ).
In Figure 4.38 the average ddev is plotted separately for more detail and a
smoothed version of the ddev is included to describe how the accuracy changes with
depth exactly as in Figure 4.18. Zooming into this curve shows that there are fur-
ther areas that can be distinguished combining super-resolution axial localization
for longer depth ranges. The average ddev for a 12 mm depth range, [−6 mm,
6 mm] from the central position, was 1.45µm (≈ 0.0066λ) with a dSD of 1.16µm
(≈ 0.0053λ). From the Figure 4.38 it is obvious though that the uncertainty in-
creased for the last 2 mm of the previously measured distance and hence, a final
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calculation was made for the 10 mm range between 34 mm and 44 mm. For those
depths, the average ddev was calculated to 1.29 µm (≈ 0.0058λ) and the dSD was
equal to 0.95µm (≈ 0.0043λ).
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Figure 4.38: Actual and smoothed versions of the ddev recorded when spline interpo-
lation was used to model the 11 S-curves. The average ddev for a 12 mm depth range
covering 80% of the total scatterer displacement was equal to 1.45µm. When the
range was reduced to 10 mm, (between 34 mm and 44 mm) the sharpness method’s
performance further increased reaching an average ddev of 1.29µm.
4.9.4 Axial separation between S-curves
From the introduction of the ultrasound normalized sharpness algorithm, the axial
separation between two successive receive foci was fixed to 2 mm. The peaks of the
3 S-curves also maintained this 2 mm difference (38 mm, 40 mm, and 42 mm) as
shown in Figure 4.17. The choice was based on the assumption that if the slopes of
2 sharpness curves overlap to a great extent (the right slope of one curve and the
left of the next one) the localization will be done at maximum resolution as it is the
steep part of the curve (slopes) that provides minimum ddev.
In the previous subsection for the first time the distance between two foci in
receive beamforming was reduced to half (1 mm). Reducing this distance though
was the only way to fit more than 7 S-curves in the 15 mm axial scatterer movement.
Keeping an 1 mm distance between curve peaks presents the advantage of having
all 3 curve slopes close as shown in Figure 4.38 but may slightly limit the depth
range where the ddev becomes low. In the present simulation study, the 3 S-curve
example was examined by testing different distances between the 3 curves following
the optics example [186]. The smallest distance was 1 mm where the 3 S-curves
peak at 39 mm, 40 mm, and 41 mm respectively and the largest axial separation
was 5 mm where the equivalent curve peaks were located at 35 mm, 40 mm and
finally 45 mm. In Figure 4.39 the average ddev is plotted over the distance between
successive receive foci positions.
The average ddev was calculated again between 36 mm and 44 mm for comparison.
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Figure 4.39: Average ddev of the normalized sharpness method for a range of dis-
tances between successive receive foci positions.
Figure 4.39 shows that there is an increasing trend for ddev as the distance between
receive foci increases, apart from the first 2 cases that provided the lowest values.
This result was expected, based on the discussion at the beginning of the subsection,
since the more the curve slopes are spread, the less accurate the depth estimates are
likely to be.
However, the result displayed in Figure 4.39 is not the only guide to the receive
protocol and to the subsequent implementation of the sharpness method. Different
combinations of parameters may provide different levels of accuracy and super-
resolution depth range. For instance a possible selection of 3 receive foci at 37 mm,
40 mm and 43 mm may be producing higher uncertainty for an 8 mm range but may
be more suited if a longer range is of interest. A trade between the two parameters
was not identified and it may be possible to optimize both. The current study can be
expanded to exclude S-curve peaks, and further reduce the axial separation between
peaks, since it is the curve’s slopes area where the method performs best.
4.10 Real imaging development
An axial super-resolution localization ultrasound imaging method was developed
through the use of the image sharpness metric. This metric was applied to simulated
data for a point source located over a range of depths. The investigation here
utilized a simulation environment as a first test of the technique. It was shown
that PSF-based localization methods can successfully be applied to ultrasound data
and achieve improved depth resolution. The underlying aberrations are similar for
optics [63] and ultrasonics [4] but the difference in wavelengths (∼ 220 µm compared
to ∼ 500 nm), resulted in micrometric and nanometric depth resolution, respectively.
The axial localization may be achieved with a maximum accuracy of 1.15 µm
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(subsection 4.9.3) which corresponds to λ/191 where the conventional axial reso-
lution is equal to λ. However, even a reduced perfomance as the one noticed for
low SNR cases (Susection 4.7.4) or when applying the method at greater depths
(Subsection 4.9.1), can be a significant improvement. The technique also proved
to work with all used transmissions without significant performance differences be-
tween them. These conclusions are relevant to in vivo imaging and combining several
emissions, as explained in Appendix A, may be a way of increasing image quality
thus achieving a higher SNR for the entire image depth. Increasing the number of
emissions though, causes an increased total acquisition time, which may also affect
the tracking sensitivity of the moving scatterers in different frames.
The sharpness technique, similar to the Minimum Variance beamformers of the
past 2 chapters, may add to the existing super-resolution methods. However, both
tissue and the complex structure of the human body increase ultrasound aberrations
at the position of focus. To determine whether the sharpness method is viable
under real conditions, it is necessary to conduct experimental work with an actual
ultrasound scanner imaging real point scatterers.
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Experimental Validation of the
Sharpness Method on Linear
Scatter
In this chapter the normalized sharpness method is applied to experimental ultra-
sound data. The newly developed algorithm is verified using a linear point target i.e.
a custom wire phantom. The scanning is performed by a commercial linear array
and the different sharpness algorithm implementations are assessed. The data acqui-
sition process and the measurement setup are similar to the simulation in Chapter 4.
This enables comparisons between experimental and simulated findings as between
the Chapters 2 and 3.
5.1 Ultrasound Setup
The measurement setup and the custom phantom created for the sharpness method
verification are described in detail here. The transmit and receive processing to-
gether with all the scan parameters are also outlined. The general case of unfocused
ultrasound transmission was preferred to obtain symmetric S-curves. As explained
in Chapter 3, single element emissions will result in low SNR images and thus they
have been avoided. An initial schematic diagram of the whole setup used for the
experimental validation is depicted in Figure 5.1.
5.1.1 Experimental phantom
As in Chapter 3, a wire phantom was used to replace the point target of the simula-
tion study (Chapter 4). In this case, a single wire that can be moved in depth was
required. Therefore a large multiple-wire phantom (such as the one in Figure 3.2,
Subsection 3.3.3) was not suitable and a custom one was used. An image of the
phantom before inserting in the water, can be found in Figure 5.2.
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Figure 5.1: Illustration of the measurement setup: A wire target was mounted on the
scanning tank. The wire was moved from an initial position across the z-dimension
and RF data were acquired for every displacement.
Figure 5.2: The custom phantom used for the experimental validation, consisted of a
single 0.07 mm diameter copper wire. The wire was mounted on metal rods attached
to a linear stage by means of plastic rings. This arrangement allowed movement of
the wire in the axial direction.
A 0.07 mm diameter copper wire was mounted on the AIMS III [187] positioning
setup (Onda Corporation, Sunnyvale, CA). The wire was attached to the positioning
setup between metal rods allowing it to be lowered into a water tank. Plastic clips
on the rods ensured that the wire was held in tension. A picture of the entire setup
and the probe used for the scans can be found in Figure 5.3. The transducer was
104
Chapter 5: Experimental Validation of the Sharpness Method on Linear Scatter
positioned above the phantom with the field of view normal to the wire so that the
wire is depicted as a point scatter in the ultrasound image. The transducer was fixed
in this position with a holder and aligned such that the central element is exactly
above the wire. The custom phantom can be moved by means of the AIMS III in all
directions. For the purposes of the current experiment all coordninates apart from
the z-axis were kept constant.
Figure 5.3: Picture of the setup from above. The BK8804 linear array probe was
attached to a fixed holder and positioned vertically above the wire target.
5.1.2 Data acquisition
A 7 MHz, 192 element, linear array probe was employed to scan the custom phan-
tom. All the scan parameters can be found in Table 5.1. The measurements were
performed in the CFU, as those of Chapter 3, using the 1024 channel experimental
ultrasound scanner SARUS [154]
Plane wave transmission was employed, using all the transducer elements as the
transmitting aperture. RF data from the unfocused emissions were acquired from
each of the 192 channels individually in receive. Data were produced across 15 mm,
between 32.5 mm and 47.5 mm from the transducer face. Ten frames were acquired
at each axial position of the wire target before moving to the next. After each
emission the data were stored and when all 10 emissions (frames) were completed,
the wire target was moved to the next location in the axial direction.
This was accomplished by using the AIMS III scanning tank, which was con-
trolled using a Matlab interface. This high accuracy system has a minimum move-
ment step equal to 1/92 mm = 10.87 µm. The ratio 1/92 is attributed to the stepper
motor system that was used to position the wire phantom into the tank. Hence, the
resulting positioning resolution was at worst 10.87 µm. However, to avoid poten-
tial mechanical inaccuracies with the minimal stepper mode increment step sizes of
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Transducer
Transducer type Linear array
Transducer element pitch 208 µm
Transducer element kerf 35 µm
Transducer element height 4.5 mm
Centre frequency, f0 7 MHz
Bandwidth 60% fractional
Speed of sound, c 1484 m/s
Wavelength, λ = c/f0 212 µm
Excitation pulse Two-cycle sinusoid at f0
Peak negative pressure, PNP 2.48 MPa
Plane Wave Emission
Transmit apodization Hanning
Receive apodization Hanning
Receive focal depths 38 mm/40 mm/42 mm
Number of transmitting elements 192
Number of receiving elements, M 192
Number of emissions 1
Wire Movement
Highest point (x, z) = (0, 32.5) mm
Lowest point (x, z) = (0, 47.5) mm
Total distance covered 15 mm (axially only)
z-step between succesive emissions 108.7 µm
Table 5.1: Experimental setup parameters
108.7 µm were used. Consequently the total distance of 15 mm was covered in 139
steps.
5.1.3 Data analysis
For every acquisition the data were beamformed in three different foci in receive with
the use of an in-house built beamformation toolbox BFT III [188]. The toolbox is
written in C++ with a Matlab interface and is meant for off-line beamforming of
ultrasound transducer element signals. It is the equivalent to Field II beamforming
but for real instead of simulated data. It is being used extensively at the CFU where
Field II was also created.
The same Matlab scripts written for the simulation study of the sharpness
methodology were used for the experimental data post-processing with minor ad-
justments to accommodate for software compatibility issues. The receive foci were
selected again to be at 38 mm, 40 mm and 42 mm, and in Figure 5.4, five random
PSFs corresponding to five different axial positions, where the receive focus was set
to 40 mm, are shown as an example.
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(a) 32.5 mm (b) 36.25 mm (c) 40 mm (d) 43.75 mm (e) 47.5 mm
Figure 5.4: Ultrasound images of the wire target as captured by the SARUS scanner.
These simulate well point scatter and the PSFs of five different displacements accross
the entire range are displayed here. The receive focus was set at 40 mm, therefore
(c) is an in-focus image. Each image includes an area of 6 × 6 mm2 and a 60 dB
dynamic range display was used.
The sharpness data were subsequently fitted or interpolated by a factor of 1000
and inserted to the Gamma PDF (Subsection 4.5). Due to the interpolation, the z
vector was also divided by 1000, taking the value of 108.7 nm. Similar to the simu-
lation study a set of three sharpness values, as calculated from a single acquisition,
were the input to the algorithm and the output was a depth position estimate. This
was the depth for which the PDF presents its maximum value.
The true position of the wire is known from the control of the positioning system.
Depth estimates for all 139 datasets were calculated and compared with the actual
positions. The accuracy of the normalized sharpness method was also quantified here
by the ddev and the dSD, the same measures that were defined in Subsection 4.6.2
of the previous chapter. The excitation pulse was, as in Chapter 4, a two-cycle
sinusoid at f0 (Table 5.1) resulting again in a conventional axial resolution equal to
the wavelength used (2λ/2).
5.2 Normalized sharpness assessment
For the PSFs of the Figure 5.4, the normalized sharpness may again be calculated
either from the resulting images or by the signals as described in the Section 4.3.
A ROI box around the wire centre enclosing an area of 2.3× 2.3 mm2 was assumed
and the calculation was limited to this area which as previously includes the PSF
main lobe in all cases.
5.2.1 Image derived sharpness
In the first instance a single sharpness dataset was extracted from images based on
Equation (4.6). In Figure 5.5 the normalized image sharpness variation is plotted
over axial distance for the point target of the Figure 5.4. In the same figure the
best Lorentzian and Gaussian fits of the sharpness values are also displayed in (a)
and (b) respectively. The correlation coefficient in Figure 5.5(a) was calculated
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to 0.952. With the exemption of the right slope, the best Lorentzian fit failed to
describe adequately the peak, the left slope and both edges sharpness data, which
was reflected by a relatively lower r value compared to the equivalent of the previous
chapter. Further, the Gaussian function was able to fit the experimental image
sharpness data with a correlation coefficient 0.873 as shown in Figure 5.5(b). Such
correlation coefficient is of limited predictive value and shows that the Gaussian fails
to fit any of the image sharpness features.
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Figure 5.5: An example of ultrasound image sharpness data together with the best
(a) Lorentzian and (b) Gaussian fit. The sharpness data correspond to the interme-
diate receive focus of Figure 5.4 (40 mm).
5.2.2 Signal derived sharpness
The normalized sharpness showed improved correlation with the two models when it
was calculated using the Hilbert amplitudes based on Equation (4.7). In Figure 4.13
the normalized sharpness from the Hilbert amplitudes is plotted over axial distance
for the same experimental wire target data as in Figure 5.5. The best Lorentzian
and Gaussian fits can be found in Figure 5.6(a) with an r value equal to 0.997,
and in Figure 5.6(b) where r was calculated to 0.993. These values are significantly
higher compared to those of the previous subsection (5.2.1).
Particularly the Lorentzian function, that resulted in the highest correlation
displayed in both Chapters 4 and 5, was a very good fit for the peak and the slopes
with a very small deviation around the sharpness edges. The Gaussian function was
not an ideal fit around the curve peak but described well the curve edges. These
results show that the sharpness should be derived from RF data in order to provide
high precision localization. Thus, for the rest of the analysis in the present chapter
sharpness was derived from the RF data.
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Figure 5.6: An example of ultrasound sharpness data together with the best (a)
Lorentzian and (b) Gaussian fit. The sharpness data were extracted by the trans-
ducer element signals, and correspond to the intermediate receive focus of Figure 5.4
(40 mm).
5.3 S-curves from plane wave emission
The steps of the Algorithm 1 were followed as in simulation. In Figure 5.7 three
sharpness datasets (mean and SD) can be found together with their Lorentzian fits.
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Figure 5.7: Mean sharpness is plotted over axial displacement for three receive foci
(38 mm, 40 mm, 42 mm), with the corresponding Lorentzian fits. The error bar
represents the sharpness SD in each depth. The displayed sharpness data result
from 10 experimentally acquired frames in each z-position for a wire target moved
15 mm axially around an initial depth (40 mm). Each curve’s peak is located at the
position of each receive focus. A set of 3 randomly selected PSFs are also shown as
an example. Each image is 6×6 mm2 and a 60 dB dynamic range display was used.
Mean sharpness values were calculated to 8.491× 10−3 (±1.4× 10−5), 5.938× 10−3
(±9 × 10−6) and 4.053 × 10−3 (±6 × 10−6) for the 1st, 2nd and 3rd receive focus
respectively for the point target located at 38.37 mm.
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Instead of repetitive Field II scans the 10 frames were acquired sequentially be-
fore moving the scatterer to the next position. A random example of 3 PSFs (3
images) linked each one to a sharpness value is also included in Figure 5.7. The
PSFs correspond to a similar axial position as in Figure 4.16 but the position can-
not be identical due to the modified z-step. A comparison between the images of
Figures 4.16 and 5.7 shows that both simulated and experimental PSF appearance
remains very similar. The area around the PSF in the experimental study indi-
cates that the 10 dB SNR of WGN added to the RF signals in the simulation study
(Subsection 4.7.4) were noisier compared to the current experiment.
5.3.1 Accuracy from signal derived sharpness
Figure 5.8 shows the three mean S-curves in (a), together with the ddev in (b).
The figure, in correspondence to Figure 4.17, includes the depth deviations when a
Lorentzian function, a Gaussian function or spline interpolation were used to model
the mean S-curves and their SD, and the ultrasound wavelength used.
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Figure 5.8: (a) A set of three normalized S-curves from the wire target moving
in depth. Data were generated by unfocused PW ultrasound transmission and by
beamforming with three different foci in receive. The ddev is shown in (b) for each
depth position and for the different fitting functions used to approximate the calcu-
lated sharpness data. The red line in (b) indicates the wavelength used.
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Figure 5.8(b) shows, as previously, that the ddev is not constant for the total dis-
placement. When the Lorentzian fit was used to model the mean sharpness, an
average ddev of 26.8 µm (≈ 0.13λ) was found for a depth range of 6 mm distance
either side of the central focus, corresponding roughly to the depth range between
the half-value of the lower and upper S-curves of the extreme foci. The dSD was
calculated to 22.4 µm (≈ 0.11λ).
Further, an extended 8 mm region provided an average ddev of 32.5 µm (≈ 0.15λ),
and a dSD of 29.1 µm (≈ 0.14λ). Outside the above range, the uncertainty of an
estimate increased reducing the method’s accuracy. The Gaussian fitting resulted in
similar axial localization precision (≈ λ/8) and depth range. The difference between
Gaussian and Lorentzian ddev curves was apparent around the displacement edges
that do not belong to the high accuracy range. The average ddev in this case was
27.3 µm (≈ 0.13λ) between 37 mm and 43 mm (6 mm in total), with a dSD equal
to 23.5 µm (≈ 0.11λ). The localization accuracy was greatly improved when the
sharpness data were simply interpolated. As in simulation, this is due to the fact that
the sharpness SD (Figure 5.7) cannot be approximated by neither a Lorentzian nor
a Gaussian function. The ddev was found equal to 1.83 µm (≈ 0.0086λ) for a 4 mm
region that covered the area around the peak of the central S-curve and one slope of
each of the extreme foci S-curves (between 38 mm and 42 mm). The corresponding
dSD was equal to 1.60 µm (≈ 0.0075λ). The ddev in the spline interpolation case can
again be plotted separately over axial distance for more detail (Figure 5.9).
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Figure 5.9: Actual and smoothed versions of the depth deviation recorded when
spline interpolation was used to fit the measured sharpness data. The average ddev
for a 4 mm depth range covering the area around the central S-curve was equal to
1.83 µm. The ddev was also maintained relatively low, at 2.91 µm for a larger 8 mm
area between 35.6 mm and 43.6 mm.
In Figure 5.9 the logarithmic y-axis was omitted and a smoothed version of the
ddev was added to describe how the accuracy changes with depth. Zooming into this
curve shows a ddev of 2.91 µm (≈ 0.014λ) with a dSD of 3.22 µm (≈ 0.015λ) for an
8 mm distance (between 35.6 mm and 43.6 mm).
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5.3.2 The probability density function
Following the example of Subsection 4.7.1, in Figure 5.10, two instances of the
Gamma PDF are shown around the area of their maximum.
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Figure 5.10: Probability density function plotted over depth when the wire was
located at (a) 38.043 mm and (b) 39.022 mm. The PDF maximum will indicate the
normalized sharpness method’s estimate for this position. In (a) the maximum was
found at 38.047 mm resulting in a ddev equal to 3.48 µm. In (b) the maximum was
at 39.025 Mm resulting in a ddev equal to 3.15 µm.
The true point scatterer position was 38.043 and 39.022 mm respectively for the two
subfigures. From Figure 5.9 it may be seen that around the 38 mm area the ddev was
relatively high but presented a local minimum at the selected point (3.48 µm). The
ddev was lower around 39 mm but with a local maximum at the second selected point
(3.15 µm). The two PDFs are comparable in amplitude and lobe width compared
to those in Figure 4.19. The two maxima were equal to 0.0135 and 0.011, and the
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FWHM was calculated at 7.51 µm and 9.28 µm for the Figures 5.10(a) and 5.10(b)
respectively.
As in Subsection 4.7.2 of the previous chapter, the calculation of the PDF FWHM
allows the comparison of this quantity with the axial FWHM of the DAS beam-
former. The DAS axial FWHM is assessed first by means of the Figure 5.11, which
is similar to Figure 4.20 but referring to the wire target this time.
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Figure 5.11: Axial FWHM assessment (a) from the PSF contour following the log-
arithmic compression and (b) from the Hilbert derived envelope of the RF signal
through the wire centre. The wire target was located at 40 mm depth and a 40 dB
dynamic range display was used.
In Figure 5.11(a), the PSF which appears in the middle panel of the Figure 5.4,
is displayed. The −6 dB decrease shows the axial FWHM which was equal to
283.73 µm. A 40 dB dynamic range display was selected as only the width of the
main lobe is of major interest. In Figure 5.11(b), the alternative way to calculate
the axial FWHM is shown, through the RF signal that passes from the centre of the
wire. Following the Hilbert transform [180], the axial FWHM was calculated again
at 283.73 µm. The same calculation was repeated for all 139 experimental datasets
with minimal differentiation among the results.
In Figure 5.12(a) all the PDF FWHM from the spline interpolation processing
and the DAS axial FWHM as calculated above, are plotted over axial distance. The
PDF FWHM curve followed as in the simulation study (Subsection 4.7.2), the shape
of the ddev corresponding to the spline interpolation in Figure 5.8. For an 8 mm
range (from 36 mm to 44 mm) the average PDF FWHM was 9.46 µm (≈ 0.045λ) or
30 times lower than the DAS axial FWHM. The improvement is best demonstrated
in Figure 5.12(b) where, as in Figure 4.21(b) of the previous chapter, the Hilbert
envelope of Figure 5.11(b) is plotted with the PDF at the same depth (40 mm).
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Figure 5.12: (a) The constant DAS axial FWHM is shown in comparison to the
resulting FWHM from all 139 PDFs for each depth position, when spline interpo-
lation was used for the sharpness analysis. The PDF at 40 mm depth was scaled
to the maximum Hilbert amplitude and plotted together with the envelope at the
same depth in (b).
The PDF main lobe was significantly narrower and the ratio of the two FWHMs
shows a ≈ 35 fold more accurate localization in favor of the normalized sharpness
method.
5.3.3 Accuracy from image derived sharpness
In Figure 5.13(a) the three mean S-curves extracted by image data are displayed,
and in Figure 5.13(b) the ddev can be found. The same acquisitions that were used
for the Figure 5.8, were also used for the analysis here. The Lorentzian or Gaussian
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functions did not provide a good fit for the image sharpness values (Figure 5.5),
and therefore the method was only examined with spline interpolation fitted data.
Hence, there is only one ddev curve in 5.13(b) which is compared to the wavelength
used (212 µm).
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Figure 5.13: (a) A set of three normalized image sharpness curves from the wire
target moving in depth. The same data as in Figure 5.8 were used. Three sharpness
values for each scatterer position result in average ddev equal to 24.7 µm for a 6 mm
distance as shown in (b). The gray line in (b) indicates the wavelength used.
An average ddev of 24.7 µm (≈ 0.12λ) was found for a depth range of 6 mm, between
37 mm and 43 mm. This range included the central receive focus [−2 mm,+2 mm],
extended for ±1 mm. The dSD was calculated to 24.2 µm (≈ 0.12λ). However, this
result is lower than that acquired when the sharpness was measured from signals.
The average ddev also remained similar (27.4 µm) for a longer 8 mm depth range,
from 36 mm to 44 mm, with the associated dSD at 26.3 µm.
5.3.4 Study on z-step size
A study that examined the data sampling effect (z-step) similar to that of Subsec-
tion 4.9.2 was performed with the experimental ultrasound data. The wire target
data were acquired with a specific z-step equal to 108.7 µm. Undersampling of this
was only possible. A z-step range from 108.7 µm (≈ λ/2−139 steps) up to 652.2 µm
(≈ 3λ − 24 steps) was investigated. The average ddev for an 8 mm range (between
36 mm and 44 mm) is plotted over z-step in Figure 5.14. For the larger z-steps it is
not always possible to examine the exact depth range due to the absence of samples
at 36 mm or 44 mm.
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Figure 5.14: Normalized sharpness method average ddev for different z-steps between
successive wire target positions.
Figure 5.14 shows that the average ddev presented small variations between
2.81 µm and 2.93 µm, for the first four z-steps (up to 2.1λ). At larger z-step the
ddev increased above 3 µm to reach the maximum value for the largest z-step which
was equal to 3.35 µm (≈ 0.016λ). This value was still equal to λ/63. Although the
average ddev variation in Figures 4.35 and 5.14 is insignificant, a comparison between
the experimental and the simulation studies indicates a slightly different algorithm
performance for the larger steps. The average ddev was decreased in the simulation
and increased during in the experiment. However, all results from the larger z-steps
were subject to errors due to the limited number of observations from which the
average ddev was calculated. For instance, the presence of one extremely low or one
extremely high ddev value can greatly affect the average. In the Figure 5.15, two
mean S-curves resulting from different z-steps are plotted over axial distance.
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Figure 5.15: Direct comparison of two mean experimental S-curves. The two differ-
ent z-step used were ≈ λ and ≈ 2.5λ.
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In the first case the z-step was equal to 217.4 µm and in the second, a larger step
was used equal to 543.5 µm. From the Figure 5.15 it is seen that, similarly to
the simulated data, the undersampling is causing a small loss of detail around the
peak of an S-curve. For this reason adequate (or over-) sampling for the S-curve
generation is strongly recommended.
5.3.5 Multiple S-curves
As in simulation (Subsection 4.9.3), more than three foci in receive were used to
create more S-curves and cover a realistic penetration depth. Although this is not
limited to a specific number, here again, 11 foci were selected. The receive foci
were set successively from 35 mm to 45 mm with 1 mm distance between them.
The previous trend of decreasing amplitude S-curves as the receive focus position
increases (Figure 4.37) is now hardly present. The spline interpolation was used
to fit the sharpness data and the results can be found in Figure 5.16 where the 11
S-curves are shown in (a) and the ddev in (b).
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Figure 5.16: (a) A set of eleven normalized S-curves from a wire target moving
in depth. Data were generated by unfocused PW ultrasound transmission and by
beamforming with eleven different foci in receive. Eleven sharpness values for each
scatterer position result in average ddev equal to 2.87 µm for a 13 mm distance as
shown in (b).
From the Figure 5.16(b), it is shown that increasing the number of S-curves
further improved the results acquired in Subsection 5.3.1. The smallest average
ddev, thus maximum accuracy, was calculated for a 4.1 mm area between 37.9 mm
and 42 mm, and had a value equal to 1.08 µm (≈ 0.0051λ) with the dSD being
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1 µm (≈ 0.0047λ). When a longer 13 mm distance was considered, from 33 mm
up to 46 mm, the calculated average ddev also remained relatively low compared to
other values presented in this chapter. In particular it was estimated at 2.87 µm
(≈ 0.014λ) with a dSD equal to 2.85 µm (≈ 0.014λ).
In Figure 5.17 the ddev curve is plotted alone for more detail and its smoothed
version was also added. A closer look into this curve shows that there are further
areas that can be distinguished combining super-resolution axial localization for
longer depth ranges. The average ddev for a 11.6 mm depth range, from 33.9 mm to
45.5, was 2.23 µm (≈ 0.0105λ) with a dSD of 2.20 µm (≈ 0.0104λ). The accuracy
was also calculated for another 8 mm region between 35.3 mm and 43.3 mm. For
those depths, the average ddev was 1.19 µm (≈ 0.0056λ) and the dSD was 1.05µm
(≈ 0.005λ).
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Figure 5.17: Actual and smoothed versions of the ddev recorded when spline inter-
polation was used to model the 11 S-curves. The average ddev for a 11.6 mm depth
range covering 77.3% of the total scatterer displacement was equal to 2.23 µm. When
the range was reduced to 8 mm, (between 35.2 mm and 43.2 mm) the sharpness
method’s performance further increased reaching an average ddev of 1.19 µm.
5.3.6 Axial separation between S-curves
The last subsection (5.3.5), where the distance between two successive foci was re-
duced to 1 mm instead of 2 mm, motivated a study regarding the optimal foci
separation for the experimental data. Therefore, the 3 S-curve example was exam-
ined by testing different distances between the 3 curves. The shortest distance was,
as in simulation, 1 mm where the 3 S-curves peak at 39 mm, 40 mm, and 41 mm
respectively and the longest distance is 5 mm where the equivalent curve peaks are
located at 35 mm, 40 mm and finally 45 mm. In Figure 5.18 the average ddev is
plotted over the distance between successive receive foci positions. The average ddev
was calculated between 36 mm and 44 mm in all cases.
Figure 5.18 shows that for distances between 1 mm and 4 mm the average ddev
was maintained at similar levels around 2.9 µm. The average ddev increased to 3.9 µm
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Figure 5.18: Average ddev of the normalized sharpness method for a range of dis-
tances between successive receive foci positions.
(≈ 0.018λ) only in the maximum distance between two receive foci (5 mm). The
result shows similar performance to Figure 4.39 (Subsection 4.9.4) for the shortest
distances (1 mm and 2 mm) and also for the longest one (5 mm) but presents
differences for the two intermediate distances (3 mm and 4 mm). For those cases
in simulation the average ddev was increased whereas it remained low during the
experimental study. The difference is attributed to slight variations in the S-curve
shape between simulation and experiment.
A comparison between the Figures 4.16 and 5.7 shows that in the second case the
S-curve was wider (with FWHM equal to 5.37 mm compared to 4.64 mm) and had
a higher peak (0.0088 compared to 0.0067). This resulted in slopes that cover longer
distances and thus maintain the high accuracy (lower uncertainty) for most S-curve
combinations. However, it must be noted again that different distances between the
foci affect not only the average ddev but also the depth range for which this precision
is noticed. The purpose of the current subsection, and of the corresponding one in
the simulation study, was to highlight that the slopes are the most useful part of
an S-curve. This is because it is more straightforward to match a depth position
with a specific sharpness value in this area as shown from the figures of the last two
chapters.
5.4 Comparison with simulation
The principle of axial super-resolution ultrasound localization through the use of the
calibrated sharpness metric was validated with experimental ultrasound data. The
Sections 4.7 and 5.3 of Chapters 4 and 5 that refer to the PW, demonstrate that
in general terms the achieved uncertainty reaches similar values both for simulated
and experimental ultrasound data. The section here focuses in understanding the
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differences between these resuls and discuss the potential usefulness of the method
in microbubble tracking.
5.4.1 Imaging setup
The specifications of the simulated transducer used in Chapter 4 were selected to
this way to match exactly with the characteristics of the transducer used during the
measurements (BK8804, BK Medical, Herlev, Denmark). One difference between
the scan parameter values is the small speed of sound variation that was 1540 m/s
during the Field II simulations but was calculated to 1484 m/s based on the water
temperature [158] during the experiment. This difference caused a small change
in the wavelength (220 µm compared to 212 µm). Further, whereas the starting
depth of the point scatterer, and the total displacement is maintained the same for
both cases, the z-step between two succesive scatterer positions was slightly larger
in the experimental setup (108.7 µm from 100 µm) due to instruments limitations
as explained in Subsection 5.1.1.
Finally, the DAS axial FWHM was in this experimental study (Subsection 5.3.2)
considerably higher (283.73 µm) than that calculated in Subsection 4.7.2 for the
simulated point target (174.19 µm). The difference was due to the larger width
of the wire compared to the simulated point target. For the same reason the se-
lected ROI for the sharpness calculation was also larger in the experimental case
(2.3 mm×2.3 mm) compared to simulation (1.3 mm×1.3 mm).
During the simulation study several transmitting apertures and strategies were
used. The conclusion of the previous chapter was that the unfocused transmission
should generally be employed due to the high number of emissions needed for a
single image formation in focused ultrasound. However, the focused ultrasound
trasmission showed similarly high levels of accuracy in the single scatterer axial
localization, and thus should be considered when high noise or depth penetration
problems limit other emission protocols. The initial experimental procedure here is
simple and avoids such challenges, aiming to investigate the principle of sharpness
method as close as possible to the simulation. Single element SAU was not chosen
because of the very low resolution resulting images as explained in Chapter 3. A
solution involving a larger number of elements in transmission could have been used
as in Subsection 3.3.2, but in the end plane wave was preferred as it is a better
match with the original optical method.
5.4.2 Axial localization precision
The figures and the results of the present experimental study can be directly com-
pared with those of the simulation and this is facilitated by the similar structure of
the two chapters. Figures 4.22 and 5.13 are examined first where the normalized
120
Chapter 5: Experimental Validation of the Sharpness Method on Linear Scatter
sharpness is calculated based on the ultrasound images as in [104,105]. In the simu-
lation study an average ddev, equal to 16.6 µm was found over a 3.8 mm depth range
while in the experimental study, the equivalent ddev was 24.7 µm but was main-
tained over a longer range (6 mm). Although it was concluded that calculating the
sharpness using images is not recommended (Section 4.3), the comparison showed a
noticeable 33% improvement in the simulation case.
In Figures 4.17 and 5.8 the normalized sharpness was calculated using the Hilbert
amplitudes. The average ddev when either a Lorentzian or a Gaussian function were
used to fit the sharpness data was not lower than 28.1 µm, a value maintained for
a 3.5 mm depth range. The equivalent result from the experimental data analysis
showed very little difference in the average ddev, which was 26.8 µm and the high-
accuracy localization area was extended to 6 mm. When the spline interpolation was
considered for the simulation study, the average ddev was varying between 1.83 µm
and 2.26 µm depending on the selected depth range. The corresponding accuracy
in this chapter was between 1.83 µm and 2.91 µm again based on several depth
ranges. This demonstrates that in point scatter simulations a lower uncertainty can
be maintained for longer areas.
The best results in both cases were acquired when the number of S-curves was
increased to cover almost the whole simulated or wire target displacement, in Fig-
ures 4.37 and 5.16. In simulation, the average ddev varied between 1.16 µm and
1.8 µm. In the measurement, the corresponding average ddev varied between 1.08 µm
and 2.87 µm. The number is similar for simulation and experiment when measur-
ing the accuracy for shorter distances, but for longer ranges the simulation results
were superior. The comparisons between the simulation study and the experimen-
tal validation show only small differentiations, given the fact that the wavelength
used in the two cases was similar (220 µm for the simulation and 212 µm for the
experiment). Note, the experimental result is always subject to the stepper motor
system error which introduces some uncertainty to the actual wire position, that is
necessary for the calculation of the ddev.
Further, the normalized sharpness method’s PDFs were also compared with the
DAS axial FWHM in an alternative way to evaluate the axial resolution. The aver-
age PDF FWHM was 7.54 µm during the simulations and equal to 9.46 µm in the
experimental study for an 8 mm depth range. The simulation result was better in
absolute values but the experimental result was more significant since the DAS axial
FWHM was 63% higher in the second case, due to the wire size. In general, Fig-
ures 4.21 and 5.12 show the potential for a future algorithm implementation without
the actual scatterer position being a prerequisite. All other comparisons regarding
the PSF appearance, S-curve width or amplitude were discussed in Section 5.2,
Subsection 5.3.5 or during the studies on the z-step size and the axial separation
between the S-curves of the present chapter. All those issues originate from the
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addition of noise during the simulations. Overall, the closeness of the experimen-
tal results to the simulated ones, confirms the high performance of this sharpness
method in achieving true super-resolution axial localization.
5.5 Combination with adaptive beamforming
The combination of the normalized sharpness algorithm with other beamforming
techniques that improve the lateral resolution, may result in a complete descrip-
tion of the position of a single scatterer. The Minimum Variance (MV) or Capon
beamformer [101] was extensively discussed in the Chapters 2 and 3 of the present
thesis. Two implementations that are able to maintain similar high accuracy lateral
localization (down to λ/10) in both simulation and experimental setup, were pro-
vided [102, 103]. The method is, like the sharpness one, based on the RF data. As
a consequence the centre of a PSF of a scatterer could be fully assessed by the two
methods with additional signal processing.
The sharpness method is a proof of principle study requiring further validation,
whereas the MV beamformer is an already used algorithm among the ultrasound
beamforming methods. The connection between the two relies on the fact that the
same raw ultrasound data can be beamformed off-line in different ways as already
explained in Subsection 4.4. Upon acquisition, the RF point-scatterer data may be
initially beamformed with the adaptive method based on the processing described
on Chapter 2. This will result in an initial estimate of a scatterer position, that
may be later used to define the ROI around the PSF, where the sharpness value is
calculated.
This procedure does not apply for the study of this or the previous chapter,
since the simulated or wire target position was already known because of the Field
II program and the translation stage respectively. Therefore there was no reason
to determine the scatterer centre before the sharpness calculation, as explained in
Subsection 4.3.3. However when the target position will be unknown, adaptive
beamforming has the ability to provide an improved lateral localization or even
distinguish two closely spaced scatterers that may appear as one with conventional
beamforming. Finally, both methods are compatible with an unfocused transmit
protocol and do not require a large number of emissions to function effectively. This
makes the received transducer element signals suitable for processing in both ways.
5.6 Possibilities in microbubble tracking
An obvious application in ultrasound is the detection of contrast microbubbles,
which can be visualized using pulsing strategies [34–36] that enable the subtraction
of background tissue echoes such that a situation similar to a wire target is achieved.
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It is established that despite the size of the bubbles it is possible to distinguish single
scattering events due to their high scattering cross-section [41]. However, the use of
high concentrations of microbubbles produces images that, for clinical applications,
deploys intensity measures to provide a qualitative assessment of vascular kinetics.
The sharpness method is limited to the axial only direction and may be consid-
ered as a signal-based adjunct to the already existing methods aiming to precisely
determine the position of a point source. Currently ultrasound super-resolution is
based only on image processing. It has been accomplished either by identifying the
PSF COM [93, 94] or by fitting three dimensional Gaussians [90–92] to ultrasound
reconstructed data to approximate the PSF as outlined in Subsection 1.3.3. The
COM is though dependent on high SNR and easily skewed by small tilt changes in
the system, and the fitting functions are of limited value for axially displaced PSFs.
The possibility to surpass the diffraction-limited resolution is therefore reliant on
exploiting the otherwise lost detail from the ultrasound RF data, when converting
them to images. A signal-based technique, such as the normalized sharpness method
could further optimize any method that is nowadays available in real-time imaging.
However a potential microbubble application would require the control of the
contrast agent density in an image, since each sharpness value must be evaluated
only from a small area around a single PSF (Subsection 4.3.3). This is because
with this restriction, the aberrations including (and dominated by) the focus errors
are well-defined, symmetric and can be contained within a single analysis frame, as
explained in the last two chapters. The ultimate objective will be the expansion of
the sharpness method to the estimation of all three coordinates of a point source
and potentially of microbubbles. Ultrasound scanning with modern 2D array probes
could be explored to extract sharpness values that will correspond to a total position
instead of a z-position [46].
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Application to Microbubbles
This chapter uses the methods as developed in Chapters 2-5 to perform a prelimi-
nary experimental study with microbubbles. The Minimum Variance beamformers
and the normalized sharpness method are used here in an attempt to achieve high
accuracy lateral and axial localization respectively. Both methods are implemented
with small alterations from their initial presentations in Chapters 2 and 4. Their
initial results are displayed and then compared with those of the previous chapters.
Finally, possible future steps for further improvement are discussed.
6.1 Ultrasound setup
The setup was designed to allow individual bubbles to be distinguished in the image
as described in earlier work [30, 189]. This is an important condition for both the
MV beamformers and the normalized sharpness method, as they were developed for
point scatter applications. A schematic representation of the complete experimental
setup is shown in Figure 6.1.
6.1.1 Experimental phantom
The phantom consisted of a water tank in which a 200 µm diameter cellulose tube
was mounted as shown in Figure 6.2. The tube was held in position with the aid of
two (blue) fixed strings located at different depths across the tank.
The cellulose tube was connected through a syringe and additional tubing to an in-
fusion pump containing the microbubble suspension. The pump pushed the bubbles
through the phantom tube in and out of the tank. The setup intended the cre-
ation of a vertical microbubble path in relation to the face of the transducer. The
transducer central beam could then be aligned with the tube and make sure that the
microbubble movement is only axial and not lateral. However, the formation of right
angle bends in the cellulose tube as imposed by the fixed wires would compromise
the flow. To avoid this, the tube was not stretched thus taking a curved shape as
shown in Figures 6.1 and 6.2.
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Figure 6.1: Illustration of the experimental setup for a preliminary attempt to
achieve microbubble localization. The transducer acquired the data from MBs that
were located in the parabolic part of the tube in the centre of the tank, that enforced
upward flow.
Figure 6.2: Picture of the tank before it was filled with water. The tube through
which the micobubbles flow was held in a near-straight position in the middle of
the tank by means of fixed wires. This ensured that the tube can be located fully
within the 2D plane of the ultrasound image. The acoustic absorber ensured that
multiple reflections were avoided.
The microbubbles used for this experiment were kindly provided by Prof. Klibanov.
They are non-commercial and their preparation is detailed in [190]. They were lipid-
shelled and their diameter varied between 1− 10 µm. The infusion pump contained
0.1 mL of bubble solution mixed with 150 mL of water. This was found to provide
an adequate dilution of the MB for the experiments undertaken. Higher microbub-
ble concentrations provide strong echoes, and thus a bright image along the tube,
and were initially used to align the transducer with the tube. The pump was then
set to 5.6 mL/hour flow rate V , which given the tube diameter R, resulted into a
5 cm/s average MB velocity cmb based on the following equation:
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cmb =
4V
pi ×R2 , (6.1)
This calculated velocity is within the range found in human blood vessels [191].
The infusion pump was positioned above a magnetic stirrer with a small magnetic
bead inside the syringe that contained the MB solution, to secure an even distribu-
tion of the MBs in the water. In this experiment, there were no fixed targets and
despite the control of microbubble movement, by means of the infusion pump, the
scatterer location was not precisely known as previously (Subsection 5.1.1).
6.1.2 Scanner
The data were acquired in the CFU (Lyngby, Denmark) using the SARUS scanner
as in the experimental studies of Chapters 3 and 5. The on-line processing of the
received signals did not allow a live preview of the data. This preview was provided
by the use of a second commercial scanner, Pro Focus 2202 Green Ultrasound (BK
Medical, Herlev, Denmark). The transducer was firstly connected to that scanner
until the initial alignment and the concentration were adjusted to make sure that
single microbubbles were visualized in the image. Then, the transducer was relocated
to the SARUS scanner in order to proceed with the data acquisition. This procedure
proved to be problematic as the scanners had different settings and the concentration
in the SARUS scanner appeared a lot higher. This limitation was not possible to
address at the time of the experiments, and would only be possible after the analysis
of the data. An image of the whole setup is shown in Figure 6.3.
As in the previous experiments that used the SARUS scanner, the data were initially
sampled at 70 MHz, and then the sampling frequency, fs was decimated by a factor
of 2 to 35 MHz.
6.1.3 Data acquisition
An 8 MHz 128-element linear array transducer (BK8670, BK Medical, Herlev, Den-
mark) with 1.5λ element spacing was used to scan the custom-made tube phantom.
The speed of sound, c was calculated to 1488 m/s, resulting in a wavelength λ equal
to 186 µm. All the parameters of the scans are summarized in Table 6.1.
Synthetic transmit aperture was used as in Subsection 3.3.2. This transmission
is also compatible with the normalized sharpness method (Subsection 4.8.1). The
images were formed only by single emissions since the microbubble movement did
not allow the averaging over a number of emissions. The SA offers fast acquisitions
and the data from each emission were collected and were subsequently beamformed
to provide the microbubble images.
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Figure 6.3: Experimental setup for imaging microbubbles inside the tube. Two
ultrasound scanners were used for setting up the experiment and the data acquisition
respectively. The same transducer was used in both and was clamped into the
phantom.
Transducer
Transducer type Linear array
Transducer element pitch 300 µm
Transducer element kerf 35 µm
Transducer element height 4 mm
Center frequency, f0 8 MHz
Sampling frequency, fs 70 MHz
Bandwidth 60%
Speed of sound, c 1488 m/s
Wavelength, λ = c/f0 186 µm
Scanning depth 30 mm - 90 mm
Excitation pulse Six-cycle sinusoid at f0
weighted by a 50% Tukey window
Peak negative pressure, PNP 2.57 MPa
Synthetic Aperture Emission
Transmit apodization Hanning
Receive apodization Boxcar/Hanning/MVT/MVS
Receive focal depths (for sharpness) 45 mm/48 mm/51 mm/54 mm
Number of transmitting elements 64
Number of receiving elements, M 128
Number of emissions, Nem 1
Table 6.1: Scan parameters of the microbubbles measurement.
The maintenance of a low MI is another prerequisite in this study as explained
in Subsection 1.2.1 of the Introduction. This is because high Mechanical Index
(MI) values may result in MB destruction or inertial cavitation [192–195]. For this
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reason, the data acquisition followed a similar strategy to that in [196, 197], where
the MI was calculated for the same transducer and the SARUS scanner. The active
aperture was used to emit an unfocused spherical wave where the MI dropped off
quickly below the transducer surface. The peak MI is the ratio of the Peak Negative
Pressure (PNP) (in MPa) and the square root of the transducer’s center frequency
(in MHz). In Figure 6.4 the MI map from [196] is shown for depths between 10 mm
and 17 mm and for a 10 mm lateral distance. The MI was calculated at 0.91 and the
peak value was for (x, z) = (1.5 mm, 10 mm). The value then was then approaching
0.5 at a depth of 17 mm and continued to further decline for the scanning depths of
the measurement (30 mm to 90 mm). Although no data are available for the depth
of interest in this study it can be estimated that the MI was below 0.3, which is a
non-destructive MI for the microbubbles.
Figure 6.4: The MI map adapted from [196] is shown across an image for depth
between 10 mm and 17 mm and 10 mm laterally for the SA transmission protocol
used. The white circle indicates the position of the peak value.
6.2 Receive beamforming and data analysis
The acquired MB data were beamformed using the MV and DAS methods. Differ-
ent receive foci were used in the DAS case for the normalized sharpness algorithm
implementation. The processing is outlined in the following two subsections.
6.2.1 Minimum Variance beamforming
The adaptive apodization weights for both the MVT and the MVS were calculated
based on the Equation (2.5), found in Subsection 2.2.2, and (2.11) in Subsection 2.2.3
respectively. The experimental validation (Subsection 3.4.1) of the adaptive methods
in Chapter 3 showed higher performance when:
• A larger aperture was used.
• The forward-backward averaging was used for the calculation of a more robust
sample covariance matrix (Subsection 3.2.1).
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• The adaptive processes were applied to small areas instead of entire images
(Subsection 3.4.1).
• A lateral subdivision beyond the pitch size was employed.
Using the above as a guide an extensive MV parameter study was avoided here
for the microbubble implementation. Forward-backward averaging and a sub-array
length L = 2M/3 = 85 were used. In absolute numbers the L was lower than the
value selected in Chapter 3, but since the transducer used here consisted of 128
elements, the sub-array length was adjusted accordingly. Likewise, the lateral sub-
division as discussed in Subsection 3.4.1 and Figure 3.14 reached the value pitch/24
instead of pitch/16 since the pitch size was %50 higher in this case compared to the
number shown in Table 3.1. The number of sub-bands in the MVS case was K = 55.
Small areas with dimensions 10mm ×4mm, were beamformed separately to avoid
calculating the sample covariance matrix over a large number of samples and then
the image parts were merged to produce the final images. In this case, it was not
feasible to beamform images with single scatterers since they were injected to the
tube in difficult to control concentrations. However, it was possible to determine
individual MBs from the beamformed images. For those MBs the lateral resolution
can be again assessed, using the same metrics (lateral FWHM and PSL) defined in
Subsection 2.2.6 of Chapter 2. The number of calculations (Ncalc) was also measured
based on the Equations (3.2), (3.3) and (3.4). Similar to Chapter 3, apart from the
MVT and MVS, the conventional Boxcar and Hanning [143] apodization weights
were also used as a standard for comparison.
6.2.2 Normalized sharpness algorithm
The normalized sharpness calculation used Hilbert data and was given by Equa-
tion (4.7) in Subsection 4.3. The same equation was mainly used for the experimen-
tal validation with the wire phantom in chapter 5 and is also adopted for the MB
study. Further, the studies in Chapters 4 and 5 concerned only a single scatterer
that was moving axially in relation to the beam and the normalized sharpness was
calculated in each position. Thus, the only differentiation between frames was the
relative distance between the scatterer and the position of the receive focus. This
resulted in the sharpness variation over depth and subsequently into the formation
of a symmetric S-curve.
In this MB study here the above concept was preserved, but instead of tracking
individual bubbles over a large number of frames, multiple bubbles located at dif-
ferent depths were used simultaneously to extract a single curve. The normalization
factor in Equation (4.7) compensates for bubble echoes of different intensity [198],
that may be due to their size or the local PSF characteristics. Note that the PSF
is not unique and is a function of displacement in all directions. Overall, compared
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to previous chapters, this approach may lead to the acquisition of fewer frames to
form an S-curve. Indeed, for the normalized sharpness method 150 frames were
beamformed with around 10 manually distinguished microbubbles in each frame.
Hence, the total number of the individual microbubbles used in this study, was ap-
proximately 1500. The sample is similar to the corresponding ones of the previous
chapters but with smaller acquisition number. More specifically, in the simula-
tion study (Section 4.6) there were 151 acquisitions including a single scatterer and
were repeated for 10 times (1510 acquisitions/scatterers). During the wire-target
measurement, the scatterer sample was slightly reduced to 1390 due to the 139
acqusitions per repetition (Section 5.1).
The raw received data were beamformed in multiple ways with the standard DAS
process by the use of an individual receive focus each time. The beamformation
toolbox BFT III [188], was used as in the Chapter 5. Closely spaced bubbles were
rejected upon manual inspection due to the single PSF hypothesis of the algorithm.
For the inspection, images beamformed with a Dynamic Receive Focusing (DRF)
were preferred. This is because, the fixed-focus receive beamforming yields overall
low resolution images apart from the focus position. The DRF that is also available
by the BFT III, assumes multiple focal zones instead of only one (fixed focus).
With this feature it was more likely to quickly locate MBs that may be merged
throughout the whole image. Hence, a rough initial estimate of MB positions could
be provided. Combined with the use of the Matlab imagesc function and image
magnification tools, the DRF may result in the identification of single scatterers
centres and thus, of the ROIs around them that may be used later for the sharpness
processing. In contrast to the experimental study of the Chapter 5 where the true
depth of the scatterer was precisely known, the experimental procedure here did not
include this information. The development in Chapters 4 (Subsection 4.7.2) and 5
(Subsection 5.3.2) showed that the PDF may also provide the true deviation of the
method. Thus, the results here will be focused on the obtained PDFs.
6.3 Minimum Variance beamforming results
The section follows the structure of the wire phantom Results section in the simula-
tion study of Chapter 2. The beamformed images and the lateral resolution metrics
are shown in Subsection 6.3.1 and a comparison with previous MV results comes
next (Subsection 6.3.2).
6.3.1 Images & metrics
Single emission beamformed responses of a randomly chosen frame for the MB phan-
tom are shown in Figure 6.5 with a 40 dB dynamic range. Overall the scanned area
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Figure 6.5: Beamformed responses of microbubbles inside the tube phantom from a single SA emission with (a) DAS Boxcar, (b) DAS Hanning,
(c) MV Temporal, and (d) MV Subband apodization. The dynamic range of the display was 40 dB.
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extended from −10 mm to 10 mm laterally and from a depth of 30 mm up to 90 mm
axially (an area of 20× 60 mm in total). Each of the images shown had dimensions
(10.5 mm by 41 mm), so concentrating only on the path containing the MBs. The
shape of the tube is curved and appears thinner in the MVT and the MVS cases
(Figures 6.5(c) and 6.5(d)) compared to DAS Boxcar or Hanning (Figures 6.5(a) and
6.5(b)). This implies an improvement of lateral resolution that was expected with
the adaptive beamforming compared to the conventional DAS. Further, additional
unwanted reflections that appear in the first two subfigures of the Figure 6.5 (at a
depth of 70 mm and for a lateral distance between 0 mm and 5 mm) were avoided
with the adaptive beamforming.
At the top of the images (between 40 mm and 50 mm) the concentration of the
contrast agents was higher. On the other hand the concentration was very low at
a depth range between 70 mm and 75 mm and isolated microbubbles were possible
to visualize. This was noticed in most frames and is an effect of the increased
MI compared to the bottom of the image. As shown previously the microbubble
number with echo above the noise of the system correlates with MI [41]. Thus,
the bottom of the image offers improved opportunity to isolate single MB echoes
in the image. A quantitative comparison of the different beamformers was achieved
by plotting the lateral variations of intensity at various depths for all methods in
Figure 6.6. Data from the top of the Figure 6.5 were avoided due to the high density
of the microbubbles at that part. In Table 6.2 the lateral FWHM and the PSL
measured by the graphs displayed in Figure 6.6 can be found for both conventional
and adaptive apodization weights. The Ncalc is not included in the Table since it
was not calculated for each bubble (scatterer) as in the previous chapters but for
the whole images. The numbers were 23 MFLOPs for the conventional apodization
weights and 1.44 TFLOPs for the MVT and 319 TFLOPs for the MVS, based on
the Subsections 2.2.5 and 3.2.2.
Figure 6.6 and Table 6.2 demonstrate that there are significant resolution gains
for applying the adaptive beamforming. The improvement of the lateral resolution
as this was defined in Subsection 1.1.3 of the Introduction, becomes more promi-
nent for closely spaced microbubbles. There are instances in Figure 6.5 where the
conventional apodization weights failed to distinguish the presence of two MBs and
resulted into a single large PSF. Figure 6.7 displays a closer look at the result of the
four beamformed responses at the depths z = 71.47 mm, and z = 80.2 mm for more
clarity. The lateral variations at the depth of 80.2 mm are also shown in Figure 6.8.
At this depth, the Boxcar apodization resulted in FWHM equal to 0.68 mm (3.65λ)
and in PSL equal to −17 dB. The equivalent numbers for Hanning apodization are
0.89 mm (4.78λ) and −28 dB for the two metrics respectively. On the other hand,
for the MV approaches two distinct bubbles were identified. The first bubble is
centred at (x, z) = (−1.4 mm, 80.2 mm) and the FWHM is 0.29 mm (1.56λ) and
132
Chapter 6: Application to Microbubbles
−2 −1 0 1 2
−50
−40
−30
−20
−10
0
Lateral distance [mm]
Po
w
er
 [d
B]
 
 
DAS Boxcar
DAS Hanning
MV Temporal
MV Subband
(a)
−4 −3 −2 −1 0
−50
−40
−30
−20
−10
0
Lateral distance [mm]
Po
w
er
 [d
B]
 
 
DAS Boxcar
DAS Hanning
MV Temporal
MV Subband
(b)
−4 −3 −2 −1
−50
−40
−30
−20
−10
0
Lateral distance [mm]
Po
w
er
 [d
B]
 
 
DAS Boxcar
DAS Hanning
MV Temporal
MV Subband
(c)
−4 −3 −2 −1
−50
−40
−30
−20
−10
0
Lateral distance [mm]
Po
w
er
 [d
B]
 
 
DAS Boxcar
DAS Hanning
MV Temporal
MV Subband
(d)
−4 −3 −2 −1
−50
−40
−30
−20
−10
0
Lateral distance [mm]
Po
w
er
 [d
B]
 
 
DAS Boxcar
DAS Hanning
MV Temporal
MV Subband
(e)
−4 −3 −2 −1 0
−50
−40
−30
−20
−10
0
Lateral distance [mm]
Po
w
er
 [d
B]
 
 
DAS Boxcar
DAS Hanning
MV Temporal
MV Subband
(f)
Figure 6.6: Lateral variations of the beamformed responses of Figure 6.5 at various
depths: (a) 54.34 mm, (b) 60.55 mm, (c) 67.27 mm, (d) 70.87 mm, (e) 71.47 mm
and (f)76.89 mm.
the second at (x, z) = (−1.1 mm, 80.2 mm) with FWHM equal to 0.21 mm (1.13λ)
for the MVT. The corresponding numbers for the MVS were 0.34 mm (1.82λ) and
0.24 mm (1.29λ). The PSL was calculated at −22 dB and −20 dB for the left and
right bubble respectively of Figure 6.8 (second row), both for the MVT and the
MVS.
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PSL FWHM
Microbubble centred at (x, z) = (0.03 mm, 54.34 mm)
DAS Boxcar −7 dB 0.39 mm 2.10λ
DAS Hanning −15 dB 0.64 mm 3.44λ
MV Temporal −11 dB 0.27 mm 1.45λ
MV Subband −10 dB 0.25 mm 1.34λ
Microbubble centred at (x, z) = (−1.31 mm, 60.55 mm)
DAS Boxcar −10 dB 0.62 mm 3.35λ
DAS Hanning −13 dB 0.69 mm 3.73λ
MV Temporal −12 dB 0.33 mm 1.76λ
MV Subband −10 dB 0.35 mm 1.89λ
Microbubble centred at (x, z) = (−2.39 mm, 67.27 mm)
DAS Boxcar −11 dB 0.69 mm 3.71λ
DAS Hanning −14 dB 0.78 mm 4.20λ
MV Temporal −18 dB 0.24 mm 1.30λ
MV Subband −19 dB 0.24 mm 1.30λ
Microbubble centred at (x, z) = (−2.39 mm, 70.87 mm)
DAS Boxcar −8 dB 0.39 mm 2.10λ
DAS Hanning −10 dB 0.75 mm 4.03λ
MV Temporal −14 dB 0.09 mm 0.48λ
MV Subband −9 dB 0.21 mm 1.13λ
Microbubble centred at (x, z) = (−2.46 mm, 71.47 mm)
DAS Boxcar −6 dB 0.62 mm 3.35λ
DAS Hanning −13 dB 0.77 mm 4.14λ
MV Temporal −10 dB 0.11 mm 0.59λ
MV Subband −13 dB 0.13 mm 0.70λ
Microbubble centred at (x, z) = (−2.05 mm, 76.89 mm)
DAS Boxcar −8 dB 0.51 mm 2.74λ
DAS Hanning −8 dB 0.75 mm 4.03λ
MV Temporal −9 dB 0.11 mm 0.59λ
MV Subband −14 dB 0.19 mm 1.02λ
Table 6.2: Peak-side-lobe level (PSL) and lateral Full Width at Half Maximum
(FWHM) for the beamformed responses of single bubbles at different depths, where
λ = c/f0 = 186 µm.
To increase the confidence that the MVT and the MVS images at the second
row of the Figure 6.7 indeed include two distinct targets, a Field II simulation was
performed. The simulation setup was similar to the one described in Subsection 6.1.3
and two point scatterers were simulated at the positions where the two MBs were
located based on the MV processing. The result is displayed in the third row of
Figure 6.7, with DAS apodization again providing images containing a single PSF,
while the MVT and MVS beamformed responses include two separate PSFs. For this
simulation, the Boxcar apodization resulted in FWHM equal to 0.81 mm (4.35λ)
134
Chapter 6: Application to Microbubbles
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−3 −2.5 −2
71.3
71.5
71.7
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−2.5 −2 −1.5 −1 −0.5 0
79.5
80
80.5
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−2.5 −2 −1.5 −1 −0.5 0
79.5
80
80.5
(a) DAS Boxcar
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−3 −2.5 −2
71.3
71.5
71.7
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−2.5 −2 −1.5 −1 −0.5 0
79.5
80
80.5
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−2.5 −2 −1.5 −1 −0.5 0
79.5
80
80.5
(b) DAS Hanning
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−3 −2.5 −2
71.3
71.5
71.7
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−2.5 −2 −1.5 −1 −0.5 0
79.5
80
80.5
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−2.5 −2 −1.5 −1 −0.5 0
79.5
80
80.5
(c) MV Temporal
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−3 −2.5 −2
71.3
71.5
71.7
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−2.5 −2 −1.5 −1 −0.5 0
79.5
80
80.5
Lateral distance [mm]
Ax
ia
l d
ist
an
ce
 [m
m]
−2.5 −2 −1.5 −1 −0.5 0
79.5
80
80.5
(d) MV Subband
Figure 6.7: Beamformed responses of the microbubbles at 71.4 mm and at 80.2 mm
depths, and of two simulated Field II targets at a depth of 80 mm with (a) DAS
Boxcar, (b) DAS Hanning, (c) MV Temporal, and (d) MV Subband apodization.
Images are shown with a dynamic range of 40 dB.
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Figure 6.8: The lateral variations of power in dB at 80.2 mm in Figure 6.6.
and in PSL equal to −17 dB. The equivalent numbers for Hanning apodization
are 1.02 mm (5.48λ) and −33 dB for the two metrics respectively. On the other
hand, from the two MVT PSFs, the FWHM was measured to 0.08 mm (0.43λ) and
0.05 mm (0.27λ) respectively with a common PSL of −22 dB. The corresponding
numbers for the MVS were 0.09 mm (0.48λ) and 0.06 mm (0.32λ), with a PSL
equal to −18 dB. The last two rows of Figure 6.8 present close resemblance, and
the simulation confirms that both the MV methods were able to distinguish two
individual scatterers where the DAS beamformers could only identify one.
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6.3.2 Comparison with results of Chapters 2 and 3
The MV beamforming was applied to images containing non-linear ultrasound scat-
terers. The MB results shown in Table 6.2 (for microbubbles at different positions),
enable the comparisons with previously acquired simulated and experimental results
with linear scatter. The metrics in this table demonstrate that adaptive apodization
weights can improve the lateral FWHM and the PSL values compared to conven-
tional ones. However the level of improvement is not the same with the one recorded
in the previous chapters, where between 5 and 20-fold more narrow PSF main lobes
were acquired with the same technique using the linear scatter (Subsection 3.6.2).
Particularly, FWHM values of up to 20 µm (or λ/10) and PSL even below −40 dB
were reached (Subsection 3.4.1).
Here the lowest FWHM value was 0.09 mm (or 0.48λ) and was noticed for the
MB located at (x, z) = (−2.39 mm, 70.87 mm). This number implies a 4 fold
improvement compared to the best conventional beamformer (Boxcar) at the same
depth (Figure 6.6(d)). In addition, the greatest improvement was reported for the
MB located (x, z) = (−2.46 mm, 71.47 mm). The MVT FWHM was 0.11 mm
marginally higher than the best case mentioned above, but the Boxcar FWHM was
equal to 0.62 mm, demonstrating 6-fold gains using the MVT for that microbubble
(Figure 6.6(e)). The results from all other bubbles show that the FWHM was
improved in the adaptive approaches by a factor that varied between 1.5 and 6.
Importantly, the improvement at depths greater than 70 mm was very similar to
the one provided using the wire target (Subsection 3.4.1).
The sidelobes were much higher and closer to 0 dB (maximum power) for all
four beamformers, compared to the results of previous studies (Subsections 2.4.1
and 3.4.1). They therefore could not be compared directly and in absolute values.
In this study, the lowest PSL value was −19 dB and was noticed for the MB located
at (x, z) = (−2.39 mm, 67.27 mm) for the MVS (Figure 6.6(c)). At the same
time, the best conventional beamformer result did not overcome −14 dB for this
individual microbubble. With this exception, the Table 6.2 shows that the Boxcar
apodization resulted in very high PSL values (between −6 dB and −11 dB) and thus
sidelobes. The other three apodization weights (Hanning, MVT and MVS) showed
similar performance and PSL values that range between −9 dB and −15 dB with
no obvious variation pattern.
The optimal results mentioned in this subsection were acquired in random order
regardless of the MB position, since the metrics values primarily depend on the
variable MB signal. The metrics thus, do not provide a correlation with depth as
found with the linear scatter work before. This was confirmed from the standard
DAS beamforming results in Table 6.2. In general, the high bubble concentration
appears to reduce the utility of the calculated adaptive weights. In this study there
was less control on the MB concentration and thus beamforming ROIs with only
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one scatterer as in Chapter 3 was rather rare. The interference between neighboring
microbubbles was hence not avoided and this affected negatively the precision of
the covariance matrix estimate. Nevertheless, resolution gains were still present and
so the results obtained here confirm that adaptive beamforming is well-suited for
lateral MB localization.
A comparison between the MVT and the MVS ignoring the computational bur-
den, shows as in the Chapters 2 and 3, similar performance. Furthermore, where
single microbubble events were beamformed the results looked similar to those of the
linear scatter. The metrics here show a slight improvement in the MVT case, but
the MVS may result in better microbubble definition as it can be seen by comparing
Figures 6.7(c) and (d). In those figures, the presence of two individual scatterers was
more obvious in (d) whereas in (c) the scatterer on the left was more likely to be per-
ceived as noise. Computation-wise the MVT benefit over the MVS is very important
(220 times reduced) based on the numbers given in the previous subsection.
6.4 Normalized sharpness method results
The section follows the sharpness methodology as this was developed in Chapters 4
or 5 using the same microbubble data as above. The derivation of the MB sharpness
data is first analyzed and then several examples of the probability density function,
that provides the depth estimates, are displayed .
6.4.1 Region of interest definition
Four different beamformed responses of the same image frame used in the MV
analysis (Figure 6.5), are shown in the Figure 6.9. From the figure it is possible to
see the effect of shifting the receive focus position on the lateral resolution (wider
PSF main-lobe and significantly higher side-lobes). The receive foci were chosen to
45 mm, 48 mm, 51 mm and 54 mm to cover the effective range between 38 mm
and 61 mm depths (23 mm in total). The depth range here was selected based on
the MB presence, and was extended compared to the 15 mm depth displacement of
the previous chapters (Subsections 4.6.1 and 5.1.1). Therefore a 4th receive focus
was implemented and as a consequence a 4th S-curve was formed to cover the total
23 mm displacement and compensate for the difference.
From each image in Figure 6.9 it was possible to estimate a small number (≤ 10)
of separated MBs and then the next frame was examined. Single scatterers were
visible only for a small area around the selected focus each time, whereas away from
the focus the MBs presented high sidelobes. Each image in Figure 6.9 is similar
to those in Figure 4.11 of Subsection 4.6.1. However, away from the receive focus
position and when the bubble density was too high, the confidence in locating the
centre of a single microbubble was significantly reduced.
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(a) Receive focus at 45 mm (b) Receive focus at 48 mm (c) Receive focus at 51 mm (d) Receive focus at 54 mm
Figure 6.9: Single emission beamformed responses of the microbubble phantom with 4 individual fixed foci in receive. The dynamic range of
the display was 40 dB.
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For this reason the advanced focusing and the image scaling tools described in
Subsection 6.2.2 were employed. Their use led to the generation of Figure 6.10 for
the same data presented in Figure 6.9, which makes easier the distinction of single
scattering events. In essence, this intermediate stage described in this subsection
assists in the single MB centre approximation that is necessary for the algorithm
as explained in Subsection 4.3.3. This process enables the ROI definition, with the
black box shown in Figure 6.10(b) being an example. However, the sharpness values
that form an S-curve were extracted from the original Hilbert data as described in
Subsection 4.3.2.
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Figure 6.10: Two, color-scaled close-ups from the beamformed responses of the
bubble phantom with dynamic focusing in receive, to provide a rough estimate of
individual microbubble centres.
6.4.2 Normalized sharpness assessment
Figure 6.11 shows the mean sharpness and its Standard Deviation (SD) in four cases,
one for each receive focus of Figure 6.9 (45 mm, 48 mm, 51 mm and 54 mm). The
mean and the SD values originated from random microbubbles that were passing
from similar depths and not from identical successive measurements as shown in
Figure 5.7. As a consequence, unlike the previous studies, the number of observations
varied at different depths. Further the distance between two successive sharpness
values was not controlled and therefore different observations had different distances
from their neighbors. Figure 6.11 also includes the best Lorentzian and Gaussian
fits of the four sharpness datasets. In Figure 6.11(a), the correlation coefficients, r,
between mean sharpness and the two fits were 0.979 and 0.975 for Lorentzian and
Gaussian respectively. Those coefficients take values slightly over 0.98 when only
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the slopes and the peak of an S-curve are considered. The corresponding values in
Figure 6.11(b) are 0.973 and 0.976 for the Lorentzian and the Gaussian functions.
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(a) Receive focus at 45 mm
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(b) Receive focus at 48 mm
Figure 6.11: Mean sharpness and standard deviation together with the best
Lorentzian and Gaussian fits for the same 4 receive foci used in Figure 6.9: (a)
45 mm, (b) 48 mm.
A receive focus at greater depths decreases the sharpness peak value and slightly
lowers the correlations. In Figure 6.11(c) the correlation coefficient r values, were
equal to 0.957 and 0.963 for the Lorentzian and the Gaussian fitting functions and
did not improve when the curves edges are excluded. In Figure 6.11(d) the re-
spective values were 0.968 and 0.969. The Figure 6.11 is in correspondence to the
Figure 5.7. However, the sharpness values were fluctuating around the displacement
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edges and the standard deviation was also higher, so each sharpness dataset was
plotted separately.
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(c) Receive focus at 51 mm
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(d) Receive focus at 54 mm
Figure 6.11: (continued) Mean sharpness and standard deviation together with the
best Lorentzian and Gaussian fits for the same receive foci used in Figure 6.9: (c)
51 mm and (d) 54 mm.
In the Figure 6.12 the 4 sharpness curves corresponding to the sharpness data of
the Figure 6.11 are displayed. The figure is similar to Figures 4.17(a) or 5.8(a) of the
past two chapters and results into depth estimates for individual microbubbles based
on the spline interpolation processing (Subsection 4.7.1). However, the comparison
(Figure 4.17(b) and 5.8(b)) of the normalized sharpness method depth estimates
with the scatterer actual position is here missing since the latter was not precisely
known.
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Figure 6.12: A set of four normalized S-curves from 150 experimentally acquired mi-
crobubble frames. Data were generated by unfocused synthetic aperture ultrasound
transmission and by beamforming with four different foci in receive.
6.4.3 The probability density function
Following the example of Subsections 4.7.2 and 5.3.2, in Figure 6.13, two instances
of the Gamma PDF are shown around the area of their maximum. In Figure 6.13(a)
the microbubble centre depth position was 50.25 as estimated from Figure 6.10(b),
based on the DRF beamforming. The PDF maximum was located at 50.314 mm
and this would result in a ddev equal to 64 µm (≈ 0.34λ) supposing that the mi-
crobubble centre was precisely known. This was not the case here, since with the
given sampling frequency (Table 6.1), the axial distance between 2 RF samples was
≈ 40 µm in the conventional DAS beamforming. The PDF FWHM was calculated to
165.42 µm (≈ 0.89λ) although some smaller peaks were also present in curve, unlike
the PDFs shown previously in Figures 5.10 or 4.19. Likewise in Figure 6.13(b), the
microbubble centre depth position was 51.30 and the PDF maximum was located at
51.378 mm. This would provide a ddev equal to 78µm (≈ 0.42λ). The PDF FWHM
was calculated to 310.68 µm (≈ 1.67λ) and a smaller peak in the PDF was again
observed. Note that due to the longer excitation (6-cycles - Table 6.1) the conven-
tional axial resolution in the present scan was reduced to 6 ∗ 186 µm/2 = 558 µm.
This value corresponds to the minimum axial separation between two targets.
A final PDF example can be found in Figure 6.14, regarding the microbubble
in the black box of Figure 6.10(b). For this target, the Hilbert envelope is plotted
with the PDF around the same depth (53.25 mm) as in Figures 4.21(b) or 5.12(b).
The PDF maximum, i.e. the depth prediction of the method for this scatterer was
53.226 mm. The PDF had a FWHM equal to 115.91 µm (≈ 0.62λ) and resulted in
a more clear peak compared to the examples of the Figure 6.13. For this reason it is
more appropriate for a direct comparison with the DAS axial FWHM. The Hilbert
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Figure 6.13: Probability density function plotted over depth for two microbubbles
approximately centred at depths (a) 50.25 mm and (b) 51.30 mm. The PDF maxi-
mum will indicate the normalized sharpness method’s estimate for this position. In
(a) the maximum is found at 50.314 mm and in (b) at 51.378 mm.
envelope resulted in an axial FWHM equal to 604.06 µm (≈ 3.25λ). The two
calculated FWHM indicate a that a 5-fold improvement in the axial localization for
the normalized sharpness method is feasible with the normalized sharpness method.
6.4.4 Comparison with Chapters 4 and 5
The normalized sharpness method was adjusted here to the non-controlled movement
of the non-linear scatterers and to the absence of repetitive measurements. The
behavior of the sharpness metric was preserved with higher sharpness appearing
for those microbubbles closer to the receive focus, and rapid reduction away from
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Figure 6.14: The PDF of the microbubble approximately centred at 53.25 mm depth,
is scaled to the maximum Hilbert amplitude and plotted together with the envelope
of the same MB. The DAS axial FWHM was calculated to 604.06 µm whereas the
PDF FWHM was calculated to 115.91 µm.
it. The Lorentzian or Gaussian fitting functions remain a good fit for the sharpness
values and describe adequately the sharpness variation in respect to depth. However,
in this MB study the S-curves (Figures 6.11 appear to have increased fluctuations
when compared to the sharpness data displayed in Figures 4.16 and 5.7.
Consequently, the sharpness standard deviation was increased and reached values
more than one order of magnitude higher than those noticed for the wire target.
Overall the MB sharpness data were similar to the results of Subsection 4.7.4 where
increased noise was added to the RF signals (Figure 4.24(a)) and Subsection 4.9.1
where sharpness was calculated at greater depths (Figure 4.33). The above fidning
highlights the signal to noise limitation of the measurement. Further, from the
Figure 6.12 it must be noted that the S-curve peak did not always coincide with
the depth equal to the chosen receive focus (for instance the curve corresponding
to a receive focus at 45 mm). This is because the peak depends on the existence
of strong MB signal exactly at the receive focus depth. In the case where this was
not present or where there was no microbubble at this depth then the S-curve peak
was located at the depth closest to where a MB exists, which shows that the data
sampling here was not optimal.
In order to compensate for possible S-curve distortions or peak shifts as explained
in the previous paragraph, a longer foci separation (3 mm instead of 2 mm) between
successive receive foci was selected compared to Chapters 4 and 5. This is because,
the standard 2 mm distance would increase the probability to obtain S-curves with
overlapping peaks due to the compromised quality of the currently acquired ultra-
sound data. Increasing this distance by 1 mm though is not expected to affect the
algorithm performance as already studied in Subsections 4.9.4 and 5.3.6.
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The above constraints, limited the comparisons with the Chapters 4 and 5 only
to the study of the resulting PDFs. From Figures 6.13(a) and 6.14 it was shown
that it was possible to acquire a sub-wavelength PDF FWHM or even obtain 5 fold
improvements in situations where there was increased confidence for the presence of
a single event (clear PDF). Importantly, the conventional axial resolution was lower
due to the longer spatial pulse length (558 µm compared to 220 µm of the simulation
study), and the DAS axial FWHM, unlike the linear scatter case, was subject to
variations due to the increased PSF variability of the microbubbles. The result
here, although it shows some potential, it cannot be generalized, and remains far
from the 23 and 35-fold gains that were achieved in the Subsections 4.7.2 and 5.3.2
respectively.
6.5 Comments on the experimental setup
Overall, both MV and sharpness methods resulted in promising findings, in their
initial application to microbubble data. Improving the experimental setup is ex-
pected to improve both methods’ performance. The current setup limitations and
possible solutions are discussed in this section for each method individually.
6.5.1 Minimum Variance beamforming
The MV beamformer is established as a method to process the responses captured by
an ultrasound imaging system that utilizes transducer arrays. In the present study,
this adaptive method was combined for the first time, with SAU transmission and
experimental microbubble data. Although the method’s performance did not reach
the level achieved by simulated or fixed-linear target experimental results, there was
a significant lateral resolution improvement both in terms of lateral localization, and
separation of two closely spaced scatterers, compared to conventional beamforming.
Further improvements may depend on the quality of the collected data which is not
directly linked to the beamforming performance.
For instance, a lower MB concentration would potentially allow the use of the MV
methods in small ROIs that only include one scatterer. This way the signal coherence
caused by nearby MBs could also be limited and the maximum MV benefits may
converge to the results found in the linear scatter case. Indeed, at a depth around
70 mm where the MBs concentration was small (Figure 6.5), the used metrics were
similar to those using the wire phantom. This did not happen for the top of the
images in Figure 6.5 where the MB concentration was high.
Further, the single emission acquisition protocol used for this measurement per-
forms best for the area below the transducer centre, while the cellulose tube con-
taining the MBs was not perfectly aligned with the beam axis (Figure 6.5). This
may be compromising the MV performance in this study. In addition, the image
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background is noisier than before (Chapters 2 and 3) and it is likely that the av-
eraging over a number of emissions will also improve the overall image quality and
reduce the PSF side-lobes. This number cannot increase significantly as the MBs are
moving and may decorrelate, but the use of a few emissions (≤ 5 due to acquisition
time limitations) at different angles would be feasible to implement. This way a
high frame rate could be maintained and the transmission protocol could cover an
extended field of view.
6.5.2 Normalized sharpness method
The normalized sharpness algorithm requires further development and investigation
in order to assess all sources of error and determine the method’s true potential in
terms of localization precision. This was not possible with the current measurements
but a future experimental setup must exploit the knowledge from the data here.
The present study demonstrates that the sharpness metric can be an indicator of
depth position for ultrasound contrast imaging, since it follows a specific pattern in
respect to receive focus position. The ultrasound transmission and the experimental
setup misalignment discussed at Subsection 6.5.1 are also relevant for the sharpness
method.
The accurate axial movement is critical for this technique to perform optimally
and this was not achieved here. In Subsection 4.9.1 of Chapter 4 it was pointed out
that the calculated sharpness for two scatterers at the same axial but at different
lateral positions will take different values (Figure 4.30). The mixing of various
lateral positions (from −3 mm up to +1.5 mm as shown in Figure 6.9) contributed
to the S-curves distortions and increasing the sharpness standard deviation. Another
important point that was emphasized throughout the Chapters 4 and 5 and in the
beginning of the present chapter is that the sharpness value must be calculated
from a small area where only a single target is present. To ensure this, scatter has
to appear sparse, thus increasing the possibility of single scatter events. The low
resolution of the original image did not allow the distinction of several microbubbles
that are located within the resolution cell of the image. In addition, even when
a single microbubble can be identified, the sidelobes from neighbouring MBs may
interfere with the sharpness measurement and contribute an additional systematic
error to the sharpness value.
Moreover, the initial MB centre determination, accomplished by the use of the
DRF is still subject to improvement. The PSF centre needs to be approximated
more accurately as the centre co-ordinates will be used to finally define the small
area of interest, where the sharpness is calculated. This could be achieved by using
MV beamforming instead of DRF in the intermediate algorithm stage discussed
in Subsection 6.4.1. This was not implemented here simply due to processing
time limitations since the improved performance of the adaptive method comes
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at the expense of very high computation number (Subsection 6.3.1). This is not
prohibitive for the future, as parallel MV processing may be used (Subsection 3.7).
The measurement of an accurate microbubble position for the necessary algorithm
calibration can also benefit from the MV processing. Otherwise this must be done
in a different way, before applying the method in vivo where the true scatterer
position will not be available. For instance, if the flow rate is kept constant and the
MB concentration is absolutely controlled, then the velocity of each microbubble
could be estimated and with time as a given, the MB position will be known as well.
The experimental design was compromised by the use of two different scanners
with different sensitivity and settings. The acquisitions were made using a scanner
with no display. The scanner used for the initial visualization did not have the same
MI as the one shown in Figure 6.4. As a consequence there was no similarity in the
data between the two scanners and MB concentration was different during the data
acquisition. This can be resolved if adequate time is allowed between data processing
and the next experiment, which means that the microbubble administration can
be informed by the data. Since the offline processing takes time to optimize and
the data were captured in CFU (Lyngby, Denmark) it was not possible to capture
subsequent datasets with optimized concentrations and transmit protocols.
In addition, and as informed from the current study, since it is difficult to create
a straight path for the microbubbles (Subsection 6.1.1), a transducer alignment with
a smaller range of 15 − 20 mm with minimal lateral displacement from the whole
cellulose tube could be achieved. Alternatively, a tubeless phantom where MBs are
free flowing in the liquid may enable the acquisition of enough single scatter data
for the entire image with adequate sampling. This may provide an S-curve cover for
all depths. All these changes may significantly improve the normalized sharpness
method performance.
147
Chapter 7
Conclusion and Future Work
The research work in this thesis focused on ultrasound point source localization
with a view to provide a new method for ultrasound contrast imaging. This chapter
presents a summary of the conclusions drawn from Chapters 2 to 6, and makes
suggestions for future directions of this work.
7.1 Conclusion
The conclusions of the two different methods are outlined separately and are followed
by a review of the current microbubble lateral and axial localization.
7.1.1 Lateral localization accuracy
In Chapter 2, the time and the frequency domain approaches of the Minimum Vari-
ance beamformer were compared with simulated ultrasound data. The temporal
implementation is a direct translation of a method initially designed for earthquake
localization while the frequency domain implementation introduces processing (sig-
nal division in frequency sub-bands) that exploits the broadband nature of ultra-
sound signals. The adaptive methods provide, at the expense of computational time,
a set of optimized apodization weights which, in theory, attains lateral localization
and contrast resolution beyond the conventional limits.
In simulation, the point scatterer data processing showed that the two different
MV implementations may achieve up to 20-fold resolution metrics improvement com-
pared to what conventional beamforming techniques provide. The above conclusion
concerns the identification of a single target and the level of improvement depends on
the target’s distance from the transducer face. The adaptive beamforming showed
also some rather insignificant benefits in the cyst structure (shape preservation and
10 dB contrast resolution improvement). Overall, the sub-band approach appeared
slightly superior but the number of calculations required for the weight extraction
is up to 30 times lower for the temporal implementation. Finally, it was possible
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to form high quality MV images produced by single emissions which may partially
compensate for the computational burden the adaptive methods introduce.
In Chapter 3, the same two adaptive methods were applied to experimental ul-
trasound data that were acquired using a research scanner. The calculation of the
MV apodization weights is however, data-dependent and therefore identical perfor-
mance between simulation and measurement was not expected. There were several
uncontrolled parameters, such as the speed of sound variations or signal interference
that affected the adaptive beamforming performance during experiments. Indeed,
the application of the same beamforming scripts to the experimental point scatter
data provided limited resolution benefits compared to the simulation results (Fig-
ures 3.10 and 3.12). This leads to the conclusion that adaptive weighting is useful
only in an aberration-free environment. A parametric study was performed focus-
ing on the effect of the aperture size and investigated the accuracy of the sample
covariance matrix. Both are involved in the MV weight calculation. By changing
these it was possible to identify optimal parameters and achieve resolution metrics
values for point scatter lateral localization from single emissions similar to those in
the simulations.
The changes included larger apertures, two-way sub-array averaging and beam-
forming small parts of an image instead of large areas. To the author’s knowledge
lateral FWHM values lower than λ/10, that were obtained here, have never been
obtained in the ultrasound imaging literature before. On the other hand, the simu-
lation contrast resolution gains were not confirmed experimentally. It is important
to note that experimental conditions are difficult to simulate. These include the
point scatterer centre displacement, the presence of redundant signal contributions
or the reflections created at the interfaces of different media. Between the two
adaptive approaches, the temporal and sub-band implementations showed similar
performance, while the already shown calculation benefits in favor of the temporal
approach remain.
7.1.2 Axial localization accuracy
The aim of Chapter 4 was to provide increased accuracy in the axial localization
of point sources. A Field II simulation helped to develop and test a newly intro-
duced array processing method for the accurate axial localization of ultrasound point
sources. The axial resolution of an ultrasound scanner mainly depends on the pulse
duration and the specifications of the ultrasound scanner. Therefore increasing the
axial resolution is not directly connected to beamforming. The technique utilizes
simple conventional beamforming and the measure of sharpness, as calculated from
the raw ultrasound signals. The investigated method originated from biological mi-
croscopy where it was used for providing depth resolution of moving particles. In
microscopy, the method made use of multi-plane imaging and of the image sharpness
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metric to achieve depth resolution down to a few nanometers, equivalent to λ/50 of
the wavelength used in this field.
The algorithm showed to be appropriate for ultrasound imaging and relatively
easy to implement since it doesn’t rely on time consuming beamforming strategies
as the MV methods or on external hardware components as in the optics. The
multi-plane imaging was substituted by conventionally beamforming the ultrasound
RF data with several fixed foci in receive mode. The sharpness metric was cal-
culated using the RF signal amplitudes around a simulated point scatterer. The
metric followed a Lorentzian-shaped curve with higher values as approaching to the
receive focus position, and lower moving away from it. Further, multiple shaprness
curves could be formed, one for each used receive focus. As a consequence a single
depth position can be fully characterized by multiple sharpness values that stem
from the respective foci. This resulted into a depth prediction of a few microns ac-
curacy or equivalent to (λ/2)/100. The method showed also to be robust, presenting
small performance variations for scatterers at greater depths, at low SNR simulated
envinoments, at different data sampling rates and when using different ultrasound
transmission protocols.
The simulation study of the Chapter 4 was followed by the experimental vali-
dation of the sharpness algorithm in Chapter 5. Similar to Chapters 2 and 3, an
experimental setup was created in such way as to match the initial presentation of
this method. A wire target was mounted on a translation stage and was moved
depth-wise in preset increments. The acquisition of multiple frames per scatterer
depth position allowed the calculation and the study of the sharpness variance under
real-time conditions. The study showed that the experimentally calculated sharp-
ness is analogous to that simulated when white Gaussian noise in a range between
10 and 20 dB is added to the RF signals. The use of a high precision positioner
ensured that the depth prediction (i.e. the algorithm’s output) could be compared
with the actual position of the wire target.
Indeed the difference between true and estimated depth position reached similar
values with the ones found in the simulation discussed above. Specifically it was
possible to obtain depth estimates with approximately one micron’s uncertainty for
more than 10 mm of a scatterer’s total displacement from an initial central position.
Due to its nature the sharpness algorithm is only suitable for isolated point sources
and cannot be implemented for any other kind of images or structures as the MV
methods can.
7.1.3 Microbubble localization
In Chapter 6 both the two MV methods and the normalized sharpness algorithm
were used to beamform experimental microbubble data for the first time. Sin-
gle MBs can nowadays be distinguished in the ultrasound image and the contrast
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agents are considered as efficient point scatterers. As a consequence the techniques
discussed in this work are suited for microbubble localization that may eventually
result in super-resolution contrast enhanced ultrasound. The MB data acquisition
incorporated uncontrolled scatterer movement, at least compared to the simulation
or experimental studies of the Chapters 2 to 5. Therefore equivalent performance
to that noticed previously was not expected. The MBs are also likely to appear in
high concentrations at certain locations rendering their separation difficult. Despite
a number of experimental limitations the first preliminary results showed that each
of the two methods has the potential to improve the accuracy of the lateral and the
axial localization respectively beyond the conventional limits.
The adaptive apodization weights resulted into MB tube images that are later-
ally better resolved than the ones provided by conventional apodization. The used
metrics improvement varied between 1.5 and 6-fold based on the known metrics used
previously. At depths where single MBs were clearly distinguishable the measured
FWHM was similar to that in the wire phantom and it was also possible to resolve
pairs of MBs that were shown as a large one in the DAS images.
The normalized sharpness algorithm was applied to the same data and approx-
imately 150 frames were used in order to provide sharpness curves including well-
separated MBs. The sharpness curves were not as smooth as in the linear scatter
work and it was not possible to evaluate the method’s accuracy as before. This was
due to:
• The acquisition setup that involved the use of two different scanners.
• The microbubble movement that was not only in the axial dimension.
• The absence of the scatterers actual position.
• The high microbubble concentration.
However, this preliminary investigation confirmed that Lorentzian-like shaped S-
curves can be formed from MB data and that improved localization by a factor
of 5 may be possible to achieve. The sharpness method is promising and requires
additional work to develop into a microbubble method. The MV methods and the
sharpness algorithm were tested on single emission RF data and depend on the
ultrasound signals which are both very important advantages for the formation of a
fast and accurate imaging scheme.
7.2 Future work
This section proposes suggestions for future research on the Minimum Variance
beamforming and the normalized sharpness algorithm both separately, and in a
framework for combined use.
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7.2.1 Minimum Variance beamforming
The two separate Minimum Variance beamformer implementations that were an-
alyzed and evaluated in this thesis provided, despite the computational cost, sig-
nificant lateral resolution benefits. Similar improvement was occasionally recorded
during the first microbubble measurements. However, this performance was not
uniform throughout entire images in the latter case. Keeping in mind a future im-
plementation of the method in vivo, further research is required in order to examine
whether it is possible to reduce the dependance of the MV performance on the data
type and hence maintain a constant MV high quality for all datasets.
This may be accomplished by investigating and applying additional algorithm
modifications based in the current MV literature outwith the ultrasound field. Gen-
erally, the most common reason for the MV varying performance is a possible signal
cancellation, where the signal of interest is mistakenly considered as interference
and is therefore rejected. This is usually due to steering vector errors, wavefront
distortions or intervening media between source and target [199,200]. Even a small
direction error may result into significant degradation. In fields such as passive
sonar arrays, the use of specific array steering vectors or the calculation of their
errors resulted in MV implementations of increased robustness [201–203]. This has
also been achieved by adding multiple constraints [204] or by incorporating penalty
weights due to the covariance matrix limited knowledge [205–207], that reformulate
the optimization problem as this was originally introduced in Equation (2.4). Such
studies could be replicated taking into account the nature of ultrasound imaging.
The work here showed that MV future implementations must be designed along-
side the transducer that will be used for the measurements/scans incorporating its
specific characteristics such as its bandwidth, its aperture and pitch size. All the
above parameters were found to affect the efficiency of adaptive beamforming. In-
terestingly the computational time can be significantly reduced when beamforming
small areas separately. Thus, parallel processing should be feasible, since multi-
ple beamformers can be deployed simultaneously in different areas. The responses
could then be summed providing whole images many times faster than the presented
approaches allow.
There are in the ultrasound literature many different MV approaches tested for
various applications, each one using different metrics and presenting different re-
sults. A general research platform generating ultrasound data that can be widely
used by all researchers would be very useful allowing comparisons between the adap-
tive methods. The growing research in the adaptive beamforming field is currently
motivated by the high processing times of the standard implementation. As a con-
sequence the research is dominated by proposals for reduced-complexity implemen-
tations.
However, MV investigations may best focus in obtaining a robust high perfor-
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mance beamformer regardless of the computational burden. The suggestion of faster
implementations is of secondary importance and should follow the confirmation of
the usufulness of the method. Accordingly, the findings here lead to the conclusion
that the MV beamforming should be liaised (or combined) with contrast microbub-
bles and rapid (single or few emissions to provide an image), super-resolution imag-
ing. Structural imaging or averaging over a large number of emissions did not seem
to benefit from the adaptive apodization weighting and should only be considered
as side MV objectives.
7.2.2 Normalized sharpness method
The normalized sharpness method, as developed above, has the potential to provide
precise axial localization. Several improvements may help to create MB calibrated
sharpness data of similar quality to those of the linear scatterer work. Those im-
provements summarized in Subsection 6.5.2 in the first instance, are mainly related
to the microbubble concentration and the limitation of the microbubble movement
only in the axial direction. Therefore the improvements do not refer to further de-
velopment of the method but rather tailoring the experimental protocol to it. In
addition, the possibility of parallel frame processing with the MV beamformers was
discussed. The combined use of the two algorithms, would significantly assist the
normalized sharpness method in the initial determination of the microbubbles centre
coordinates. Further, in such a situation, precise localization in both (lateral and
axial) directions based solely on the transducer element signals could be achieved.
Once the calibration of the MB S-curves has been finalized, a measured sharpness
could be directly assigned to a depth with a specific uncertainty, based on those
reference S-curves. The procedure would be valid for any microbubble included in
an image. As an example, an improvement over the above measurement/method
would be the use of an experimental setup in which microbubbles are inserted into a
water tank completely free, without tubing. A straight vertical image line below the
transducer centre could then be assumed. From this setup, all microbubbles that
cross that line may be used in order to extract the sharpness data and translate them
into axial position. It is important to note that those sharpness data will result from
movement in the axial direction only. The process could be extended for more lines
in various lateral distances given that the reference S-curve data remain unchanged
or have been scaled accordingly (Subsection 4.9.1). The above setup would require
the acquisition of a large number of frames but this method would allow a map of
depths to be created for a whole image.
With a different implementation the normalized sharpness method could be ap-
plied in the lateral dimension. This is worth investigating in order to create a
method for point source localization over the entire image and entirely based on
sharpness. From the original definition of the algorithm in optics and the first ul-
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trasound data received by standard one dimension probes, the metric of sharpness
follows a particular shape only in respect to depth changes. The first step towards
future development would be an initial Field II simulation as in Chapter 4 with
the scatterer moving in the lateral direction. The changes in the x-axis are likely
to have smaller effects on the measured sharpness but plotting the sharpness over
lateral distance might reveal a trend between the two. At a later stage, the Field
II simulation could be repeated with irregular scatterer movement from one scan to
the next, involving simultaneous change in both axial and lateral directions. In that
situation, the sharpness could be plotted over axial and lateral distance at the same
time in 3D plots. With all the necessary alterations in the PDF model it will be
possible to provide a scatterer position estimate. The uncertainty of the estimate
could also be extracted in a similar manner as was shown in this work.
Furher, the acquisition of raw 3D ultrasound data is possible through the use
of 2D ultrasound transducers. The use of such probes could potentially allow the
expansion of the technique to capturing 3D volumes since the 3rd (additional) di-
mension is also a lateral one. This could also be possible to simulate. All studies
should follow the same protocol used here, and every simulation should be verified ex-
perimentally before application to non-linear scatterers. The long-term objective is
to create an imaging technique for fast (preferably single emission), super-resolution
vascular imaging [208–210] with the use of microbubbles, that is based on funda-
mental beamforming and RF signals. Possible future limitations are related again to
MB concentration, the unknown sharpness behavior in the lateral dimensions that
needs to be studied first, and the limited at present use of 2D arrays. Despite the
limitations, the normalized sharpness method appears to be less vulnerable than the
MV beamformers in real-imaging conditions.
Should the use of 2D arrays become more common for ultrasound data acquisi-
tion, more optical super-resolution techniques may be considered for translation into
ultrasound thus presenting alternatives for overcoming the diffraction limit or accu-
rately correct aberration. Such techniques could include aperture synthesis where
pairs of active transducer elements from different heights, emit spherical waves and
are operated as interferometers [27, 48, 82, 211, 212]. The 2D arrays consisting of
multiple rows of elements could render possible the formation of such transmitting
apertures. Another alternative could be Multi-Conjugate Adaptive Optics (MCAO)
that compensates for distortions in astronomy, by creating 3D profiles of atmo-
spheric turbulence with the use of multiple guide stars [213, 214]. The technique
already exists in ultrasound imaging for wavefront correction [83,84,89] as stated in
the Introduction, but is limited to one dimension at the moment.
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Ultrasound Transmission
Protocols
Ultrasound imaging can be carried out using different transmit protocols. There are
3 main ways of transmission that were mentioned and studied in this work. These
are illustrated in Figure A.1 and a short description of each one follows below.
(a) Linear sweep (b) SAU imaging (c) PW imaging
Figure A.1: Illustration of the basic ways of ultrasound transmission: (a) Linear
sweep, (b) Synthetic Aperture Ultrasound (SAU) imaging and (c) Plane Wave (PW)
imaging.
A.1 Linear sweep
Transmission of ultrasound is performed through focused beams. A small part of
the transducer (active aperture) transmits a narrow beam with a transmitting focus
point. The active aperture is then moved across the array for the next transmis-
sion. From each transmission one line is formed by beamforming the received sensor
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signals, and combining lines from multiple transmissions will then lead to image
formation.
A.2 Synthetic aperture ultrasound
Synthetic aperture was originally developed for radar imaging, where imaging of
the same target from different antenna positions results in high-quality images of
the target [215–217]. In most radar systems only a single antenna is available, and
Synthetic Aperture Radar (SAR) takes advantage of the radar antenna motion over
a well-defined region to generate a larger synthetic aperture. The latter inherently
results in higher spatial resolution. In practice, an aircraft is usually employed
as a moving platform where the SAR is mounted on, data are recorded in each
antenna position, and then signal processing of all the received radar echoes allows
the formation of the high resolution images.
In ultrasound imaging, there is simultaneous access to all transducer elements,
which may usually be used without any limitations. Therefore, a single or a small
number of elements are used to emit an unfocused spherical wave that will cover
the whole image region. Multiple emissions from adjacent elements (or group of
elements) will produce multiple low-quality images that combined all together can
result to a high-quality one with significantly improved sidelibe suppression. The
principle of SAU was introduced in ultrasound by Nikolov and Jensen. An illustra-
tion of the SAU imaging is given in the Figure A.2.
Figure A.2: The principle of synthetic aperture ultrasound imaging, adapted
from [144]. A number of images are created from a single emission. These sin-
gle emission images are combined to produce an image with a higher resolution and
contrast.
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The process is equivalent to using multiple antennas both in transmit and receive
as in MIMO technology for wireless communications [146, 147]. Similar to SAR, in
standard wireless communications, one antenna is traditionally used at the source
(transmitter), and another one is used at the destination (receiver). In MIMO
systems, multiple antennas at both communication circuit ends are combined to
reduce ambiguities and allow the use of multiple signal paths to carry the acquired
data.
A.3 Plane wave
Plane wave emission is being performed by utilizing all elements as both transmitting
and receiving aperture. The transducer elements are transmitting unfocused waves
and as a consequence, the entire image region can be covered in a single emission.
Recent trends in ultrasound imaging involve the transmission of plane waves in
multiple angles as shown in Figure A.3 that can be later summed to provide one
image of higher resolution (spatial compounding).
Figure A.3: An EDAN Instruments, INC. example of spatial compounding that
combines several component images to provide an image of increased quality. The
figure has been adapted from [218]. Three plane waves at 3 different angles are used
and the received responses are summed to display a final image with reduced speckle
noise and enhanced image contrast.
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Conventional Apodization Weights
In ultrasound imaging, the presence of sidelobes (lobes at the edges of the main
beam) is one of the main reasons causing image artefacts. The use of apodization
weights aims to reduce the amplitude of these sidelobes and minimize their effect on
the obtained images. Apodization is used mainly in receive processing but can also
be employed during transmission. Four of the most common weighting functions
that are used in ultrasonics are being described below.
B.1 Boxcar apodization
The Boxcar apodization is simply the rectangular function as shown in Figure B.1.
For a transducer with n = 192 elements, the Boxcar weights, wboxcar are given by:
wboxcar(n) = 1 , (B.1)
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Figure B.1: Illustration of Boxcar apodization for a transducer with 192 active
elements.
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B.2 Hanning apodization
The Hanning apodization is one of the most commonly used window functions. It
is shown in Figure B.2. It is a modified cosine function, and the Hanning weights,
whanning, for a transducer with n = 192 elements are given by:
whanning(n) = 0.5× cos(npi) + 0.5 , (B.2)
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Figure B.2: Illustration of Hanning apodization for a transducer with 192 active
elements.
B.3 Hamming apodization
As the Hanning apodization, the Hamming is another frequently used, cosine func-
tion. It is similar to Hanning as shown in Figure B.3 but with a slightly narrower
main lobe. The Hamming weights, whanning, for a transducer with n = 192 elements
are given by:
whamming(n) = 0.46× cos(npi) + 0.54 , (B.3)
B.4 Tukey apodization
The Tukey window is again a tapered cosine which depends on the selection of a
variable, r that can take values between 0 and 1. When r = 0, the Tukey window is
equal to the rectangular, and when r = 1 it becomes equal to the Hanning window.
The Tukey weights, wtukey, for a transducer with n = 192 elements are given by:
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Figure B.3: Illustration of Hamming apodization for a transducer with 192 active
elements.
wtukey(n) =

0.5× {1 + cos(2pi
r
[n− r
2
])}, for 0 ≤ n < r
2
1, for r
2
≤ n < 1− r
2
0.5× {1 + cos(2pi
r
[n− 1 + r
2
])}, for 1− r
2
≤ n < 1
(B.4)
Usually a value r = 0.5 is chosen which results into the curve of the Figure B.4.
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Figure B.4: Illustration of Tukey apodization with r = 0.5 for a transducer with
192 active elements.
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