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Abstract
Urban outdoor air pollution is one of the most significant environmental
risk factors in middle and high income countries, and traffic is one of
the major sources. Broadly speaking, air pollution from traffic can be
assessed in two ways: Measurements and models. Air pollution models are
frequently used to cover large spatial domains, for source apportionment,
to assess the impact of regulation, and for scenario studies. In urban areas,
some of the highest air pollution concentrations are found in street canyons
(streets with buildings on both sides). This is the case due to the short
distance to the source and the reduced ventilation due to the buildings.
One model frequently used for modelling street canyon concentrations is
the Operational Street Pollution Model (OSPM).
In recent years, a number of model elements that could be improved
have been identified in this model. It is therefore the aim of the present
study to explore the potential of improving one or more of these model
elements.
The study consists of three parts: First a parameter estimation and
identifiability analysis methodology is applied to OSPM with input data
from long time series from Denmark. The purpose of this is to explore
the model uncertainties as a method of model validation. This study
also forms the basis for subsequent work in that the parameter sensitivity
is examined. Second an inhomogeneous emission geometry scheme was
implemented in the model and validated against two streets. Lastly a
model for the roof level wind speed was designed and validated against
long term and campaign wind speed measurements from Denmark.
The study shows that the applied parameter estimation and identifia-
bility analysis methodology is a feasible way to improve an atmospheric
model like OSPM. Moreover, an improvement in model accuracy is shown
when moving from homogeneous to inhomogeneous emissions. Lastly, it
is shown that the roof-level wind speed can be modelled based on input
at another location with a reasonable accuracy considering the model
uncertainties.
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Dansk sammenfatning
Udendørs luftforurening i byer er en af de vigtigste miljømæssige risi-
kofaktorer i mellem- og højindkomstlande, og trafik er en af de væsentlige
kilder. Groft sagt kan luftforurening fra trafik undersøges med to meto-
der: Målinger og modeller. Luftforureningsmodeller bliver ofte benyttet til
studier over store områder, til kildefordeling, til at analysere betydningen
af regulering og til scenariestudier. I byområder findes nogle af de højeste
luftforureningskoncentrationer i gaderum (gader med bygninger på begge
sider). Dette skyldes den korte afstand til kilden og den reducerede ven-
tilation på grund af bygningerne. En ofte anvendt model til modellering
af gaderumskoncentrationer er the Operational Street Pollution Model
(OSPM).
I de senere år er et antal modelelementer med forbedringspotentiale
blevet identificeret. Det er derfor formålet med dette studie at undersøge
potentialet i at forbedre et eller flere af disse modelelementer.
Studiet består af tre elementer: Først anvendes en parameterestimering-
og identificerbarheds-metodologi på OSPM med input fra lange tidsserier
fra Danmark. Formålet med dette er at undersøge modelusikkerhederne
som en metode til modelvalidering. Dette studie udgør også fundamentet
for senere arbejde i og med at modellens parametersensitivitet undersøges.
Dernæst implementeres et system for inhomogene emissioner i modellen og
dette valideres mod to gader. Til sidst designes en model for vindhastighe-
den i tagniveau, som valideres mod lange og korte vindhastighedstidsserier
fra Danmark.
Studiet viser at den anvendte metodologi til parameterestimering og
identificerbarhedsanalyse er en potentiel måde at forbedre en atmosfæ-
remodel som OSPM. Derudover, vises en forbedring i modelpræcisionen
ved at overgå fra homogene emissioner til inhomogene emissioner. Til slut
vises det at vindhastigheden i tagniveau kan modelleres baseret på input
fra en anden location. Den opnåede præcision af denne model er rimelig
usikkerhederne taget i betragtning.
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Chapter 1
Introduction
1.1 Context
Air pollution from traffic is often a major contributor to the high air pollution
levels observed in urban areas around the globe. A central element in the
understanding of the cause of the high concentrations is the concept of a “street
canyon”. A “street canyon” is a road flanked by buildings on both sides in the
full length of the road. When the wind blows perpendicular to such a geometry
a vortex arises between the buildings inhibiting the exchange of air between the
street and the overlying atmosphere. In the case where pollution is released from
traffic on the road the reduced ventilation can lead to high concentrations and
spatially inhomogeneous pollution levels within the canyon.
The street canyon type urban geometry is often found in European cities, but
also in other parts of the world. A special case occurs if the buildings are not
covering the entire length on both sides of the canyon or if the buildings have
markedly different heights on the two sides of the canyon. This case is known as
“irregular” street canyons. The high population density in cities combined with
the high concentrations occurring in street canyons create a high potential for
exposure to elevated pollution levels.
Health effects of air pollution. High exposure to air pollutants is, in some
cities, a major societal problem. This is due to the adverse health effects
associated with air pollution for both short term and long term exposure. In
the literature on air pollution and health “short term” denotes effects arising
shortly after episodes of high concentrations of air pollution, whereas “long term”
denotes effects of the general air pollution levels that people are exposed to over
long time periods.
For short term, exposure to PM2.5 is linked to cardiovascular diseases (Brook
et al., 2010; Franklin et al., 2015). This is also the case for PM10, CO, SO2,
and NO2 (Mustafic et al., 2012), where O3, NO2, and PM are as well linked to
respiratory diseases such as the development of asthma (Kelly and Fussell, 2011)
in both adults for particles and NO2 (McCreanor et al., 2007) and children for a
range of pollutants (Clark et al., 2010).
For long term exposure air pollution is associated with increased mortality
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risk from e.g. cardiovascular diseases (Pope et al., 2009) and lung cancer (Pope
et al., 2011) predominantly associated with exposure to PM2.5, increase in non-
fatal cardiovascular diseases for particles (Sun et al., 2010), and respiratory
diseases (Laumbach and Kipen, 2012) in children when exposed to traffic pollu-
tants (Gauderman et al., 2007) and adults for PM10 (Künzli et al., 2009). Long
term exposure have likewise been linked with reproductive effects such as low
birth weight and preterm birth for a range of pollutants (Stieb et al., 2012) and
cardiometabolic diseases (diabetes) related to NO2 and PM (Rajagopalan and
Brook, 2012). Common to all the cited studies is that they are evaluating the
health impact of air pollution concentrations.
Methods for assessment of air quality. Broadly speaking, air pollution
concentrations can be evaluated in two ways: Measurements and modelling.
When studying variations in concentrations across a large spatial domain, mea-
surements quickly become infeasible due to financial and technical constraints.
This means that models of various kinds are often employed to assess the con-
centrations where measurements are not available. Thus accurate models are of
society’s interest to accurately assess the health impacts of air pollution.
Use of street canyon models for assessment of health effects. Air
quality models are categorized according to the scale of the pollution problem
it describes (Hertel and Brandt, 2009): Micro (m), local (km), meso (102 km),
regional (103 km) and global scale phenomena. For the assessment of air quality
in cities, models on the micro or local scale are often used. One air quality model,
which has been used to assess air quality, for among others health studies, is the
Operational Street Pollution Model (OSPMr). OSPM models the air quality in
a street canyon and can be applied for neighbourhoods and cities by running
the model successively for several streets. Street canyon models, like OSPM, are
among the models with the highest spatial resolution among the micro and local
scale models. The high spatial resolution is beneficial for a number of reasons:
• “(. . . ) it is common to apply urban background concentrations as proxies
for personal exposure. Our health assessment studies have shown that
assessment of street address level air pollution may also be useful, and in
some cases provide stronger relationships to health effect endpoints than
urban background measurements” (Hertel et al., 2013). The fact that
personal exposure is closer to street level concentrations than to urban
background concentrations was also found in Cocheo et al., 2000 and Skov
et al., 2001 for Benzene.
• For studies on the exposure of people working in the streets as e.g. bus
drivers, post men, street sweepers and stall holders (examined in Skov
et al., 2001 using measurements, but can also be performed using models).
• For route planning to minimize exposure of e.g. pedestrians, runners,
bicyclists etc. (Hertel et al., 2008; Bigazzi and Figliozzi, 2014).
• For hybrid modelling where air quality models are combined with space-
time-activity data to obtain a very detailed assessment of the exposure at
population level (e.g. Beevers et al., 2013)
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Use of street canyon models for regulation. A commonly presented mo-
tivation for the development of street canyon models is that these can be used
to develop and evaluate regulation of air pollution. In the literature, two main
theories are used to analyse the interplay between science and policy (Krauss,
2005):
Positivism In the positivistic approach, science produces knowledge about the
world. Action based on knowledge is then characterized as rational, and
rational action will lead to good outcomes for society. In this way society
have an interest in accurate models to produce better regulation.
Constructivism The constructivist approach sees science as a way to facilitate
decision making in the policy process. From this point of view society also
has an interest in accurate models, however, the accuracy of a model is
seen as a social construction.
There is some empirical analyses of the science-policy interface with respect
to long-range transport of air pollution (e.g. Lidskog and Sundqvist, 2011 for
the LRTAP convention), however, to the best of the author’s knowledge no
analyses have been performed for urban air quality and therefore for street
canyon modelling. There are many examples where street canyon models like
OSPM have been applied before and/or after the implementation of different
kinds of regulation (Hertel, 2009), however, how and to what extend this feeds
into the political process of regulation of air pollution has to the best of the
author’s knowledge not been under scientific scrutiny.
1.2 Research question
The focus of the present study is OSPM, since this is one of the commonly
applied models for the assessment of health effects and regulation of air pollution.
OSPM was developed in the late 1980’s with only minor modifications to the
model taking place since then. As described above, the society has an interest
in accurate models. The following research was therefore initiated for the
model accuracy to keep up with the changes in model input, measurements,
computer calculation power as well as user requirements and application areas.
Kakosimos et al. (2010) and Ketzel et al. (2012) summarized a number of areas for
improvement in the model which were not evident when the model was developed.
These are summarized in table 1.1. The number of identified improvements is
however larger than can be treated in a single PhD-thesis, and a prioritization is
therefore necessary. The research question with appurtenant sub-questions is
therefore:
What is the potential of improving one or more of the identified model
elements in OSPM?
1. How to assess to which degree a specific model element have been improved?
2. Which model elements are the most important to improve?
3. How should the model element(s), selected in item 2, be improved?
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Table 1.1: Identified improvements in OSPM:
• Low wind speed conditions and
narrow street canyons
• Irregular street canyons
• Inhomogeneous emission geome-
try streets
• Accurate modelling for roof-
level wind speed from mast and
airport input.
• Influence of neighbouring
streets on background concen-
trations
• NO-NO2-O3 chemistry
parametrizations
• More validation of scheme for
traffic-produced turbulence and
comparison with alternative
schemes
• Influence of street crossings
• Implementation of smooth tran-
sition between street canyons
and open roads
4. How large is the effect of improving the selected model element using the
methods devised in item 3?
In this context, “model element” is a term covering all elements constituting the
model e.g. parameters, parametrizations, assumptions, approximations, model
input etc. The definition of “important” in item 2 will be discussed along with
the answer in chapter 3.
1.3 Overview
In chapter 2 a complete description of the OSPM model before the proposed
improvements will be given. The aim of this section is to function as a first
introduction to OSPM. Chapter 3 summarizes the results of the present study
and discusses the used methodologies and the obtained results. This chapter
will follow the structure of the sub-questions presented above. The general
conclusions are presented in chapter 4.
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Chapter 2
Description of the
Operational Street
Pollution Model
2.1 The Physics
The fundamental properties of the flow in a street canyon have been known for
a long time. Two illustrations of the flow are shown in fig. 2.1. As the flow
passes over the rooftop of the leeward building, it separates at the edge of the
building. As seen in fig. 2.1a, the above canyon flow sucks air out of the canyon
at the lee side due to the Bernoulli effect. Combined with air being pushed
into the canyon at the windward side this generates a large circulation vortex
in the canyon. For non-perpendicular wind directions the along street wind is
superimposed on the circulatory movement of the primary vortex thus creating
a spiraling flow pattern as illustrated in fig. 2.1b. It should be underlined that
the flow pattern, illustrated in figs. 2.1a and 2.1b, are average flows over long
time periods. Moreover, a certain roof level wind speed is needed to drive this
vortex, this wind speed is reported to be 1.5 ms –2.0
m
s by DePaul and Sheih, 1985.
Real world flows will show more fluctuating patterns on shorter time scales.
However, these are not the focus of the present study. Moreover, the illustrated
flow pattern is only valid far from the ends of the canyon where end effects can
be ignored. Likewise, real world flows will be influenced by the roof shape, the
canyon geometry in the form of the height of the two buildings, and the aspect
ratio (height/width) of the street. The influence of the aspect ratio is illustrated
in fig. 2.2.
As seen from fig. 2.1a the street level concentrations are added to the urban
background concentrations. By taking the dilution of the street level emissions
into account this is parametrized in OSPM as follows:
C = QC∗ + Cbg (2.1)
Where C is the concentration at the wall side receptor, Q is the emission from
the traffic in the street canyon, C∗ is the dilution factor, and Cbg is the above
roof urban background concentration.
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speed is the “roof-level” wind, which is also well correlated with the airport wind. 
Roof-level wind affects the dilution and small-scale transport of pollutants released 
within the street canyons and serves as one of the prime inputs to the street canyon 
effects submodel. 
The street canyon effects ubmodel was originally developed as a result of the studies 
in San Jose. These studies indicated that CO concentrations could change by a factor 
of 2 or 3, or several parts per million, from one side of the street o the other. A simple 
empirical model was deveIoped to describe the observed variations of CO 
concentration. 
Observations have shown that when the roof-level wind blows within about f60” 
of the cross-street direction, a helical circulation develops in the street (FIG. 3). At 
MEAN 
WlNO 
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.“- 
FIG. 3. Schematic of cross-street circulation between buildings. 
street level, the cross-street component is opposite the roof-level wind direction, 
causing a downflow of relatively clean air in front of the downwind buildings that 
face the roof-level wind and an upflow across the street. Resulting low-level CO 
concentrations in front of the downwind buildings are appreciably less than those 
observed across the street. When winds are approximately parallel to the street, 
cross-street gradients of CO are quite small. 
One of the major objectives of the evaluation program described in the next section 
was to determine if the street submodel based on the San Jose study was valid for 
application to deeper street canyons. 
3. MODEL EVALUATION 
The San Jose program resulted in severaf improvements to the model in addition 
to the description of street canyon effects. These additio~l improvement included 
more realistic specification of urban stability categories and diffusion rates (as described 
(a) Source Dabberdt et al., 1973 (b) Source Johnson et al., 1971
Figure 2.1: Illustrations of the vortex flow in a street canyon.
The flow illustr ed on fig. 2.1a led Yamartino and Wiegand (1986) to assume
the calculation of the wall side concentrations as a sum of a direct contribution
(Cdir) and a recirculating contribution (Crec), an approach also adopted in
OSPM (Hertel and Berkowicz, 1989b):
C∗ = Cdir + Crec (2.2)
The direct contribution is thus the emissions from the cars at a specific time
transported directly to the receptor whereas the recirculating contribution is
the emission emitted a short time step before and recirculated one or more
times in the canyon. The calculation of the direct contribution will be explained
in section 2.1.1 and the calculation of the recirculating contribution will be
explained in section 2.1.2. The validity of the assumption of a direct and a
recirculating contribution is based on the empirically established good correlation
with measurements and thus not on this being a solution to the governing
equations. OSPM is moreover based on two central assumptions:
• The street level wind direction is assumed to be mirrored compared to the
roof level wind direction within the recirculation zone (explained below)
and parallel to the roof level wind direction outside the recirculation zone
as illustrated in fig. 2.3.
• As seen from fig. 2.2, the recirculation zone has a finite length (called
Lrec) different from the street width for wide street canyons. In OSPM
this length is assumed to be two upwind building heights, for wind speeds
larger than 2 ms , a value chosen to be close to the results of Drivas and
Shair, 1974. For lower wind speeds the recirculation zone is shortened by
multiplication with fred < 1 based on the results of (DePaul and Sheih,
1985). The factor fred is defined in eq. (2.38).
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(a) Isolated roughness flow 
; 
I~ W =I 
(/3) Wake interference flow (C) Skimming flow 
l 
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Fig. 1. The flow regimes aseochited with air flow over building arrays of Lncreasing H/W. 
tory vortex is established in the canyon and 
transition to a skimming flow regime occurs 
where the bu~ of the flow doesnot  enter the 
canyon (Fig. 1(c)). The transitions between 
these three regimes occur at critical combina- 
tions of  H/W and L/W (where L is the length 
of the building norm~d to the flow) as given 
in Fig. 2. 
If we assume that these wind tunnel results 
apply to arrays of buildings in cities, we have 
the basis for a f~st~)rder view of the effect of 
canyon geometry and building density on 
shelter. We do not, however, have a full re~- 
tionship between wind speed reduction and 
these measures of geometry. To give some 
~tea we can note that Nakamura nd Oke [5] 
suggest the simple linear form: 
Ucanyon ---- Pfiroof 
where ~ is the mean horizontal wind speed 
and p is a diminution factor which depends 
on H/W and the measurement levels. They 
show for wind speeds up to 5 m s -1, with 
H/W ~ 1, and canyon centre and above-roof 
measurement at heights of about 0 .06/ /and 
1.2H respectively, that p ~ 2/3. Presumably 
at smaller H/W, p approaches unity and 
shelter is lost However, we should reiterate 
that our concern is with the comfort and 
safety of pedestrians and heat loss from build- 
ing walk. Both tend to be concentrated at the 
sides of the canyon, where we can anticipate 
greater shelter than at the canyon centre. 
There appears to be little useful emp~ical 
information available on this point. Sh~il~rly, 
0.20 
0.25 
0.33 
0.50 
1 
2 
4 
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Fig. 2. Threshold lines dividing flow into three re- 
gimes as functions of the building (L/H) and canyon 
(H/W), geometry. Modified from a diagram in ref. 3 
based on the wind tunnel restflts of ref. 4. 
there is little knowledge on which to base 
judgements regarding turbulence conditions 
across a street. Gustiness is as important as 
mean wind speed for many applications [6]. 
It i~ very difficult to choose an objective 
criterion for the minimum acceptable amount 
of shelter. The criterion, or more probably 
criterm, should be based on the objectwe(s) 
involved. If concern i~ for pedestrmn comfort 
and safety, rehitionships are avflable to calcu- 
~te the effect of winds on the thermal corn, 
fort and mechanical buffeting of persons, 
e.g.  [7  - 9]. These, together with a knowledge 
of the general wind and temperature clima- 
tology and the effects of geometry, could be 
• used to  set the threshold of acceptable condi- 
tions at a given location. The most pressing 
need is to more accurately and fully establish 
Figure 2.2: Illustration of the flow regimes in street canyons as a function of aspect
ratio (Oke, 1988). The isolated roughness flow occur for canyons with aspect ratio less
than approximately 0.3, the wake interference flow occur for canyons with aspect ratio
higher than approximately 0.3 and less than approximately 0.75, and the skimming
flow occur for canyons with an aspect ratio higher than 0.75.
Figure 2.3: Illustration of the wind directions in OSPM. The blue arrows represent the
roof level wind direction and the red arrows represent the street level wind direction.
The receptors are marked by red diamonds, L
rec
marks the length of the recirculation
zone and W is the street width.
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Figure 2.4: Illustration of the line sources in the street perpendicular to the street level
wind direction. The blue arrows represent the roof level wind direction, the red arrows
represent the street level wind direction, the orange lines are the line sources and the
green lines represent the integration paths. The angle C
r
is a critical angle influencing
the calculation of the integration path length. L
1
is a length used to calculate the
maximum integration length.
2.1.1 The direct contribution
The emissions in OSPM are homogeneously distributed in the full length and
from wall to wall in the street canyon as illustrated in fig. 2.4. Mathematically
this is represented as an infinite number of infinitely long line sources located
perpendicular to the wind direction. The concentrations at the two receptors are
then calculated by summing up the concentrations resulting from the individual
line source. The emission density for such a line source is given by:
dQ =
Q
W
dx (2.3)
Where Q is the total emission in the street and W is the width of the street. In
this derivation the x-direction is taken as being against the street level wind
direction.
Concentration from emissions close to the receptor
It can be shown (e.g. Stockie, 2011) that the resulting concentration from an
infinite continuous line source with a top-hat distribution in the vertical direction
8
Figure 2.5: Illustration of a cross section of a street canyon. The figure shows the
integration path when the receptor is higher than the initial dispersion height (h
0
).
The green arrows represent the integration length.
is:
dC =
√
2
pi
dQ
u
street
σ
z
(x)
(2.4)
Where dQ is the emission from the individual line source, u
street
is the ground
level transport velocity, and σ
z
(x) is the dispersion parameter in the vertical
direction. Inserting eq. (2.3) into eq. (2.4) yields:
dC =
√
2
pi
Q
Wu
street
σ
z
(x)
dx (2.5)
The vertical dispersion parameter is then given by:
σ
z
(x) = σ
w
x
u
street
+ h
0
σ
w
=
√
(αu
street
)
2
+ σ
2
wo
(2.6)
Where h
0
is the initial dispersion height in the wake of a car, α is a parameter
relating the turbulence in the street to the wind speed, and σ
wo
is the traffic
induced turbulence (defined in section 2.1.4). h
0
is given a value of 2m close
to the value assigned by Yamartino and Wiegand, 1986. α is given the value
0.1 since this is the value for the standard deviation of the vertical velocity
fluctuations for neutral atmospheric stability. Inserting eq. (2.6) into eq. (2.5)
yields:
dC =
√
2
pi
Q
Wu
street
(
σ
w
x
u
street
+ h
0
)
dx (2.7)
Rearranging:
dC =
√
2
pi
Q
Wσ
w
1
x+
u
street
h
0
σ
w
dx (2.8)
If the receptor is higher than the initial dispersion height the receptor is not
exposed to all the line sources, but only to the line sources with vertical dispersion
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high enough to reach the receptor. By solving eq. (2.6) for the receptor height
(hr) a distance called xstart is obtained as xstart = ustreet(hr−h0)σw . To sum up the
impact of all the line sources upwind of the receptor eq. (2.8) is integrated from
xstart to xend if hr > h0. If hr < h0 the lower limit of the integral have to be
zero:
∫ xend
xstart
dC =
√
2
pi
Q
Wσw
∫ xend
xstart
1
x+ ustreeth0σw
dx m
(2.9)
C =
√
2
pi
Q
Wσw
[
ln
(
xend +
ustreeth0
σw
)
− ln
(
xstart +
ustreeth0
σw
)]
m
(2.10)
If xstart = 0 the result becomes:
C =
√
2
pi
Q
Wσw
ln
(
xend + ustreeth0σw
ustreeth0
σw
)
m
(2.11)
C =
√
2
pi
Q
Wσw
ln
(
xend
σw
ustreet
+ h0
h0
)
m
(2.12)
If xstart 6= 0 the result becomes:
C =
√
2
pi
Q
Wσw
ln
(
xend + ustreeth0σw
ustreet(hr−h0)
σw
+ ustreeth0σw
)
m
(2.13)
C =
√
2
pi
Q
Wσw
ln
(
xend
σw
ustreet
+ h0
hr
)
m
(2.14)
Concentration from emissions further away from the receptor
Sources a certain distance from the receptor contribute comparatively less
to the concentration, since a part of the plume is dispersed vertically out of
the canyon. The point where this begins, known as xesc, is found by setting
the vertical dispersion of the plume (eq. (2.6)) equal to the general building
height (Hg) (Ketzel et al., 2014) of the canyon:
σz(xesc) = Hg ⇔ xesc = ustreet(Hg − h0)
σw
(2.15)
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For long or wide street canyons, xesc will then be the upper limit of the integral
in eq. (2.8). For hr < h0 this yields:
∫ ustreet(Hg−h0)
σw
0
dC =
√
2
pi
Q
Wσw
∫ ustreet(Hg−h0)
σw
0
1
x+ ustreeth0σw
dx m
(2.16)
C =
√
2
pi
Q
Wσw
(
ln
(
ustreet(Hg − h0)
σw
+ ustreeth0
σw
)
− ln
(
ustreeth0
σw
))
m
(2.17)
C =
√
2
pi
Q
Wσw
ln
(
Hg
h0
)
m
(2.18)
For hr > h0 this yields:
C =
√
2
pi
Q
Wσw
ln
(
Hg
hr
)
(2.19)
For the contribution from x > xesc the concentration contribution is assumed to
decay according to:
dδc
dx
= − vd
Hgustreet
δc (2.20)
Where vd is the decay velocity assumed to be vd = σwt (Hertel and Berkowicz,
1989b). The roof level turbulence (σwt) is then defined as:
σwt =
√
(αut)2 + 0.4σwo2 (2.21)
The constant of 0.4 represents the impact of traffic produced turbulence at the
roof level. Originally this constant was an expression representing the impact
of a surface temperature inversion (Hertel and Berkowicz, 1989c), but this has
later been changed to a constant of 0.4. Solving eq. (2.20):∫ 1
δc
dδc = −
∫
vd
Hgustreet
dx m (2.22)
ln(δc) = − vd
Hgustreet
x+ C m (2.23)
δc = e−
vd
Hgustreet
x+C m (2.24)
Where C is a constant of integration. The constant is determined using the
initial condition that the concentration contribution has to be continuous at
xesc:
δcx=xesc =
√
2
pi
δQ
ustreetWHg
(2.25)
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Inserting this expression into eq. (2.24) and solving for C:√
2
pi
δQ
ustreetWHg
= e−
vd
Hustreet
x1+C m (2.26)
ln
(√
2
pi
δQ
ustreetWHg
)
= − vd
Hgustreet
xesc + C m (2.27)
C = ln
(√
2
pi
δQ
ustreetWHg
)
− vd
Hgustreet
xesc m (2.28)
This means:
δc = e−
vd
Hgustreet
x+ln
(√
2
pi
δQ
ustreetWHg
)
− vdHgustreet xesc m
(2.29)
δc = e−
vd
Hgustreet
(x−xesc)+ln
(√
2
pi
δQ
ustreetWHg
)
m
(2.30)
δc = e−
vd
Hgustreet
(x−xesc)eln
(√
2
pi
δQ
ustreetWHg
)
m
(2.31)
δc =
√
2
pi
δQ
ustreetWHg
e
− vdHgustreet (x−xesc) m
(2.32)
Equation (2.32) now have to be integrated from xesc to x′end 6= xend to calculate
the concentration from this segment. The upper limit of this integral is termed
x′end (defined in table 2.2) to distinguish it from the upper limit (xend) of eq. (2.9).∫ x′end
xesc
δc =
√
2
pi
∫ x′end
xesc
δQ
ustreetWHg
e
− vdHgustreet (x
′
end−xesc)dx m
(2.33)
C =
√
2
pi
Q
ustreetWHg
(
−Hgustreet
vd
e
− vdHgustreet (x
′
end−xesc) −
(
−Hgustreet
vd
)
e0
)
m
(2.34)
C =
√
2
pi
Q
ustreetWHg
Hgustreet
vd
(
1− e−
vd
Hgustreet
(x′end−xesc)
)
m
(2.35)
C =
√
2
pi
Q
W
1
vd
(
1− e−
vd
Hgustreet
(x′end−xesc)
)
m
(2.36)
Adding eq. (2.36) to eq. (2.18) yields the expression for concentration:
C =
√
2
pi
Q
Wσw
(
ln
(
Hg
h0
)
+ σw
σwt
(
1− e−
σwt
Hgustreet
(x′end−xesc)
))
(2.37)
Where the definition vd = σwt is used.
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Table 2.1: Table over the critical lengths along the integration path. These lengths
determine the upper and lower limit of the integrals in eqs. (2.9) and (2.33). fred is the
shortening function as defined in eq. (2.38), Hu is the upwind building height, θstreet is
the wind direction, and θl is the critical wind direction as illustrated in fig. 2.4.
Name: Expression Description:
Lrec 2 · fred ·Hu Length of the recirculationzone.
xesc
ustreet(Hg−h0)
σw
Length where the plume starts
to disperse vertically out of the
canyon.
xstart
ustreet(hr−h0)
σw
Length where the vertical
dispersion of the plume equals
the height of the receptor.
Lmax
W
sin(θ) ; θstreet < θl
Ls
cos(θstreet) ; θstreet > θl
Maximum integration path
length.
Upper limits of integrals
The limits of the integrals in eqs. (2.9) and (2.33) can be variable depending on
the four critical lengths Lrec, xesc, xstart, and Lmax. The definitions of the four
critical lengths are summed up in table 2.1. xstart is usually the smallest, but
the three other lengths can have any mutual relationship with size. Depending
on the mutual size of the lengths, the upper limit of the integrals in eqs. (2.9)
and (2.33) will take any of these values as summed up in table 2.2.
For close to parallel wind directions the integration length for the lee side
receptor is extended from Lrec to Lmax to take the contribution to the con-
centration from emissions outside the recirculation zone into account. This
is done when the factor fext is greater than zero, and the contribution to the
concentrations from the path outside the recirculation zone is then multiplied
by fext:
fext = cos(2fredθstreet) fred =
{
1 ; ustreet > 2ms√
0.5ustreet ; ub < 2ms
(2.38)
Where θstreet is the angle between the street and the street level wind direction
as illustrated in fig. 2.4.
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Table 2.2: Table of upper integration limits for respectively eq. (2.9) (xend) and eq. (2.33)
(x′end). The definition and calculation of the lengths can be found in table 2.1.
Magnitude: xend x′end
Lrec > xesc >Lmax Lmax -
Lrec >Lmax> xesc xesc Lmax
xesc > Lrec >Lmax Lmax -
xesc >Lmax> Lrec Lrec -
Lmax> xesc > Lrec Lrec -
Lmax> Lrec > xesc xesc Lrec
2.1.2 The recirculating contribution
The recirculation zone in the street canyon is modelled as a box model with
the form of a trapezium, as illustrated on fig. 2.5, with the height being the
upstream building height and the baseline length being Lbase = Lrec · sin(θstreet).
The sin(θstreet) dependency ensures a smooth transition between perpendicular
and parallel wind directions. The length of the upper line in the trapezoid
is Ltop = 0.5 · Lrec and the length of the triangular side of the trapezoid is
Lhyp =
√
(0.5Lrec)2 +Hu2. The inflow to the box model is then given by:
Qin =
Q
W
Lbase (2.39)
The outflow is then assumed to be given by:
Qout = Crec(σwtLtop + σhypLhyp) (2.40)
Where Crec is the recirculating concentration contribution, Ltop is the upper
length of the trapezium, and Lhyp is the length of the hypotenuse of the trapezium.
The ventilation velocity along the hypotenuse (σhyp) is then given by:
σhyp =
√
u2rec + σ2wo (2.41)
The recirculating contribution can now be calculated assuming the inflow to be
equal to the outflow:
Crec =
Q
W Lbase
σwtLtop + σhypLhyp
(2.42)
2.1.3 Wind speed:
OSPM is designed to receive input on wind speed from a meteorological mast
located above roof level. If meteorological data from another source e.g. a nearby
airport is used the wind speed calculation procedure has to be modified. A
central assumption in OSPM is that the roof level wind speed equals 0.4 times
the mast level wind speed. In the original model this parameter (fRoof) was
set to 0.82, but as a calibration when the emission model was changed from
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the previous emission model to COPERT IV the value of this parameter was
modified. To convert from roof level wind to street level wind, a logarithmic
wind profile is assumed:
ustreet = βuroof
(
1−min(0.9, γ · 0.2) · (sin(θstreet))2
)
β =
ln
(
h0
z0
)
ln
(
Hg
z0
) γ = Hu
Hg
(2.43)
Where z0 is the roughness height set to 0.6m, Hu is the upwind building
height and Hg is the general building height. In this formulation the wind
speed is calculated at the height h0 above ground, since below this height the
wind is assumed to be dominated by homogeneous turbulence leading to the
initial dispersion h0. The dependency on sin(θstreet) reduces the wind speed
for perpendicular wind directions compared to parallel wind directions, an
element Yamartino and Wiegand, 1986 based on the results of Hotchkiss and
Harlow, 1973.
2.1.4 Traffic-Produced Turbulence
In Hertel and Berkowicz (1989c) a group of earlier papers on traffic-produced
turbulence (TPT) are quoted. Common to these papers is that they study the
TPT from fast moving vehicles on e.g. highways. In Hertel and Berkowicz (1989c)
it is argued that these approaches are not valid for street canyons. Instead a
different approach where the cars are modelled as moving roughness elements
are suggested. The vertical velocity fluctuation created by the traffic can thus
be modelled by:
σwo
2 = b2v2D (2.44)
Where b is a scale factor, v is the vehicle speed, and D is the density of the
roughness elements. The density of the roughness elements is then given by
the area occupied by the vehicles in the street compared to the street canyon
cross-section area:
D = NS
2
vW
(2.45)
Where N is the number of cars, S is the aerodynamic frontal area of the cars, v
is the vehicle speed, and W is the width of the street. Inserting the expression
of eq. (2.45) into eq. (2.44) yields:
σwo =
√
b2vNS2
W
(2.46)
In Hertel and Berkowicz (1989c) the TPT is split according to light and heavy
vehicles arriving at the expression:
σwo = b
√
vpNpS2p + vtNtS2t
W
(2.47)
Where the subscript p means personal cars (light duty vehicles) and the subscript
t means trucks (heavy duty vehicles). In Hertel and Berkowicz (1989c) the
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parameters are given the following values: b = 0.12, Sp = 2, St = 4. Later the
parameters have changed to: b = 0.3, Sp =
√
2, St = 4. The expression for TPT
have also changed to:
σwo =
b
√
vpNpS2p+vtNtS2t
W
113.842 (2.48)
2.1.5 Wind direction averaging
OSPM uses the hourly averaged wind direction as input for the calculation of
the dispersion of pollutants in the street canyon as described in sections 2.1.1
and 2.1.2. It is known that especially for low wind speeds, the wind direction
is not stable over a full hour, but instead meandering over a significant wind
direction interval. In OSPM this is modelled by averaging the concentrations
over an interval(δφ) in radians:
δφ = ±
[ 0.5
u for u ≤ 5ms
0.5 for u > 5ms
(2.49)
The parameters are set based on observations from Joffre and Laurila, 1988
and Hanna, 1983. This is implemented through a numerical integration procedure
using the trapezoidal rule on C∗(θ) calculated for each wind direction segment
of the street using the equations of sections 2.1.1 and 2.1.2. The integral for each
wind direction segment is then subsequently summed to yield the total integral
over the interval and subsequently divided by the averaging interval to yield the
average value.
2.2 The Chemistry
The chemistry of OSPM only considers the chemical conversion of NO to NO2
in the presence of O3:
NO+O3
k−→ NO2 (2.50)
Where k is the reaction coefficient. According to Hertel and Berkowicz (1989a)
this is because it is the only atmospheric chemical reaction with reaction time
short enough to be relevant in street canyons. NO2 will then photodissociate
into NO and O:
NO2 + hν
J−→ NO+O (2.51)
Where J is the photodissociation coefficient and O is the oxygen radical. O reacts
almost instantaneously with O2 to form O3, meaning that eq. (2.51) becomes:
NO2 + hν +O2
J−→ NO+O3 (2.52)
In order to model the resulting NO2 concentrations in a street canyon, the
chemical kinetics of the two reactions (eqs. (2.50) and (2.52)) have to be solved.
Apart from the two chemical reactions the pollutants NO, NO2, and O3 can
be ventilated at the top of the canyon. In OSPM the combined effect of the
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two chemical reactions and the canyon ventilation is parametrized through the
following differential equations:
d [NO]
dt
= −k [NO] [O3] + J [NO2] +
[NO]v
τ
+ [NO]b − [NO]
τ
(2.53)
d [NO2]
dt
= k [NO] [O3]− J [NO2] +
[NO2]v
τ
+ [NO2]b − [NO2]
τ
(2.54)
d [O3]
dt
= −k [NO] [O3] + J [NO2] +
[O3]b − [O3]
τ
(2.55)
Where [X] indicates the concentration of compound X, the subscript v indicates
concentrations resulting from emission of the compounds from the vehicles,
the subscript b indicates background concentrations, and and τ is the canyon
residence time. The first two terms in the equations thus account for the chemical
reactions described above, the next term accounts for the direct emissions of
NO and NO2, and the last term accounts for the exchange between the canyon
and the background. Assuming that a steady state is achieved in the canyon
leads to the derivative terms in eqs. (2.53) to (2.55) being set to zero. It can
subsequently be shown (Hertel and Berkowicz, 1989c) that the resulting NO2
concentration in the street canyon is:
[NO2] = 0.5
(
b− (b2 − 4 ([NOx] [NO2]a + [NO2]nD)) 12) (2.56)
Where:
b = [NOx] +R+ [NO2]a +D (2.57)
R = J
k
(2.58)
D = 1
τk
(2.59)
[NO2]n = [NO2]b + [NO2]v (2.60)
[NO2]a = [NO2]n + [O3]b (2.61)
Furthermore the resulting concentration from direct emissions of NO2 is modelled
as a fixed proportion (fNO2) of the NOx emission. [NO2]n is then the NO2
concentration that would be measured without the chemical reactions. [NO2]a
is the NO2 concentration that would occur if all O3 was used to generate NO2.
The reaction coefficient k is taken from Seinfeld, 1986 to be:
k = 5.38 · 10−2e− 1430T s−1ppb−1 (2.62)
Where T is the air temperature in °K. The reaction coefficient J is fitted to
experimental data for the Netherlands (Hertel and Berkowicz, 1989a) with the
following empirical expression:
J = 0.8 · 10−3e− 10Q + 7.4 · 10−6Q s−1 (2.63)
Where Q is global radiation in W/m2. The time constant (τ) is given by:
τ = Hg√
αuroof + 0.4σwo
(2.64)
The constants are defined as in section 2.1.1.
17
18
Chapter 3
Results and discussion
3.1 Introduction to the used analysis model
To answer the research question presented in chapter 1 the results from the three
appended manuscripts will be interpreted using the analysis model of Oberkampf
et al. (2004) illustrated in fig. 3.1. Similar approaches can be found in Jakeman et
al. (2006) and Saltelli (2006). In this section the analysis model and how it applies
to OSPM will be explained, and the answer to each of the four sub-questions
will be presented in the next section. The details of each individual study will
not be summarized here, but can be found in the appended manuscripts.
According to Oberkampf et al., 2004 the phases of modelling and simulation
can be analysed through the relationship between the reality, the conceptual
model and the computerized model. The conceptual model is the input data
and the mathematical equations describing the model, and is created through a
process of model building termed “analysis” in fig. 3.1. For OSPM this corre-
sponds to the concepts and equations presented in chapter 2. The computerized
model is the computer code containing the conceptual model. For OSPM this is
the actual source code of the model. Model qualification is about determination
of the adequacy of the conceptual model. For the present case this can be
said to be the model improvement identification phase, which to a large extent
has taken place before the start of the present study. As such, this shall not
be treated further here. Model verification is then the process of determining
that the implemented code accurately reproduces the conceptual model, and
model validation is the determination to which degree the model is an accurate
representation of the real world.
According to Oberkampf et al. (2004), model verification can be divided
between code verification and solution verification. Code verification, for models
like OSPM, is mainly an issue of software quality assurance (such as detect-
ing coding errors or weaknesses in design). Solution verification, for models
like OSPM, is assessment of the accuracy of the model results either through
comparison with other (more complicated) models or with known solutions.
Validation activities can take many forms and a number of guidelines for
this is presented in Oberkampf et al., 2004. A central element in the validation
activities should be uncertainty analysis of both models and measurements.
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or ‘‘model calibration.’’ That is, the primary interaction be-
tween computation and experiment is to update or ‘‘tune’’ the
unknown parameters in the computational model using the
experimental results from modal testing. This approach in
structural dynamics has proven to be very effective because
it permits the estimation of specific constituents of poorly
known physics in the computational models. In structural
dynamics, the problem primarily arises in poor understand-
ing of the localized deformation of connectors and joints
between structural elements in the computational models. A
similar approach is used in fluid dynamics when dealing with
turbulent reacting flows and two-phase flows.
From a historical perspective, the operations research
~OR! and systems engineering communities have provided
the philosophical foundations for verification and validation.
With the recent interest in V&V from the CFD and compu-
tational physics communities, one recognizes significant dif-
ferences in perspectives between the historical view and the
view held by the computational physics community. ~For
simplicity, we will refer to all fields of computational engi-
neering and physics, eg, CFD, computational solid mechan-
ics, structural dynamics, shock wave physics, computational
chemistry, etc, as computational physics.!
1.2 Basic terminology and methodology
There is a wide variety of different meanings used for V&V
in the various technical disciplines. For example, the mean-
ings used by the Institute of Electrical and Electronics Engi-
neers ~IEEE! and the software quality assurance community
are different from the meanings used in the DoD modeling
and simulation community. And given that members of the
different technical communities often work together on V&V
activities, we expect there will be long-term ambiguity and
confusion resulting from terminology differences. Although
we have not reviewed all of the different meanings in this
paper, we refer the reader to references that describe the
varying usage @2,4–9#. For reviews of the historical devel-
opment of the terminology for verification, validation, and
prediction see, for example, @10–12#.
The DMSO under the DoD has played a major role in
attempting to standardize the definitions of V&V. In 1994 the
DoD published definitions of V&V that are clear, concise,
and directly useful by themselves @1,2,8#. From the perspec-
tive of the computational engineering and physics communi-
ties, however, the definition of verification by the DoD does
not make it clear that the accuracy of the numerical solution
to the partial differential equations ~PDEs! should be in-
cluded in the definition. To clarify this issue, the CFD Com-
mittee on Standards of the American Institute of Aeronautics
and Astronautics ~AIAA! proposed a slight modification to
the DoD definition. This paper will use the DoD definitions,
with the AIAA modification for verification @9#.
Verification: The process of determining that a model
implementation accurately represents the developer’s con-
ceptual description of the model and the solution to the
model.
Validation: The process of determining the degree to
which a model is an accurate representation of the real world
from the perspective of the intended uses of the model.
We think an excellent graphical representation of the fun-
damental meaning of V&V was constructed by the Society
for Computer Simulation ~SCS! in 1979, as shown in Fig. 1.
The figure identifies two types of models: a conceptual
model and a computerized model. The conceptual model is
composed of all mathematical modeling data and mathemati-
cal equations that describe the physical system or process of
interest. The conceptual model is produced by analyzing and
observing the physical system of interest. In key applications
of computational physics, the conceptual model is dominated
by the PDEs for conservation of mass, momentum, and en-
ergy. The conceptual model also includes all of the auxiliary
equations, such as turbulence models, constitutive models for
materials, and electromagnetic cross-section models, and all
of the initial conditions and boundary conditions of the
PDEs. The computerized model is an operational computer
program that implements a conceptual model. Modern termi-
nology usually refers to the conceptual model as the math-
ematical model, and the computerized model as the computer
model or code. Figure 1 clearly shows that verification deals
with the fidelity between the conceptual model and the com-
puterized model and that validation clearly deals with the
fidelity between the computerized model and experimental
measurements. The SCS defined qualification as the ‘‘Deter-
mination of adequacy of the conceptual model to provide an
acceptable level of agreement for the domain of intended
application.’’ According to this definition, qualification
would deal with issues such as definition of the system of
interest, effects of the environment on the system, and the
choice of PDEs in computational physics. The topic of con-
ceptual model qualification will not be addressed in this pa-
per.
Fundamentally, V&V are tools for assessing the accuracy
of the conceptual and computerized models. For much of the
OR work, the assessment was so difficult, if not impossible,
that V&V became more associated with the issue of credibil-
ity, ie, the quality, capability, or power to elicit belief. In
science and engineering, however, quantitative assessment of
accuracy, at least for some important physical cases, is man-
datory; it is a necessary condition for credibility. And in cer-
Fig. 1 Phases of modeling and simulation and the role of V&V
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Figure 3.1: Theory of science odel illustrating the relationships between the reality,
the conceptual model, and the computerized model. Figure originally from Schlesinger,
1979, taken from Oberkampf et al., 2004.
3.2 Questions re isited
Question 1: How to assess to which degree a specific model element
have been improved?
Based on the model illustrated in fig. 3.1, the degree to which a specific
model element has been i proved can be assessed through model verification
and model validation, where both phases have their strengths and weaknesses.
Obviously, verification without validation is not very useful, since the aim of a
model like OSPM is to model street canyons in the reality. Contrary to this,
mod l validation face a number of challenges which makes it difficult to compare
the model and measurements. For OSPM, thi could for inst ce be challenges
related to the measurem n s (street type, receptor location etc.). It could also
be challeng s related to the uncertainties in the model and th input unrelated
to the model element that should be impr ved. These challenges are absent in
the model verification phase.
In paper 1, OSPM is thoroughly validated for five streets in four Danish
cities, for the species NOx (sum of NO and NO2) and NO2, and for the period
1994–2010. An example of the validation is given in fig. 3.2. This is done as
part of a larger analysis of the uncertainty and sensitivity of the model. In the
paper the methodology of Brun et al. (2001) and Brun et al. (2002) is applied
to OSPM along with a number of data preparation techniques. The applied
methodology consists of running parameter estimation (uncertainty analysis) and
identifiability analysis (based on local sensitivity analysis1) in an iterative fashion
until an identifiable subset of parameters are found. Identifiability analysis is a
method for evaluating how many parameters that can be estimated based on
a given dataset. Since uncertainty analysis is a part of model validation, this
methodology is part of an assessment of the improvement of a specific model
1Sensitivity analysis is the assessment of how much the output of a model changes when the
input e.g. a model parameter is changed. Local sensitivity analysis means that the parameter
is only varied in the vicinity of the original value and that only one parameter is varied at a
time.
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element. Through comparing two data preparation approaches it is discovered
that the parameter uncertainty in the model is probably larger than predicted by
the parameter estimation methodology. Other methods of uncertainty analysis
such as bootstrapping or Bayesian approaches might yield more accurate results
for this type of model with this type of input data. In this way, the tested
methodology in paper 1 is a contribution to assess to which degree a specific
model element have been improved.
Question 2: Which model elements are the most important to
improve?
A natural starting point for this discussion would be that the most important
model elements are the ones with the largest impact on the model performance.
The most accurate way to assess this would be to pick a model element, improve
it (e.g. design a more accurate parametrization, measure a parameter value,
perform a traffic count, etc.), and compare with the performance of the original
model. This could however lead to a situation where a lot of resources were
spent on improving model elements which turned out to have very little impact
on model performance. There is therefore a need for a method to assess the
importance of individual model elements without implementing improvements
in the model.
Traditionally the importance of model elements has been assessed based on
validation studies and the developer’s experience with the model. In paper 1, a
formal approach based on local sensitivity analysis is applied for this task. In
paper 1 the root mean square sensitivity of a specific parameter was calculated
in the measure δmsqr as illustrated in fig. 3.3. δmsqr is a relative measure of
how much the output of the model is changing when a specific parameter is
changing. Following this logic the most important model elements are related
to the most sensitive parameters. As seen from fig. 3.3, froof, the factor to
reduce the mast level wind speed to the roof level wind speed, is one of the most
sensitive parameters in the model. The accurate modelling of this process was
thus decided to be the topic of paper 3. Other sensitive parameters are b the
scale factor for traffic-produced turbulence, h0 the initial dispersion height, and
c the baseline length of the recirculation zone.
One weakness with this approach is that δmsqr is a measure of the local
sensitivity. This means that the sensitivity of the model to a specific parameter
is only assessed in the vicinity of the original parameter value and only for one
parameter at a time. This means that if the parameter is grossly wrong or
the parameter is not constant the sensitivity of the model with respect to this
parameter will also be wrong. One response to this problem is to average the
model sensitivity over a predefined parameter space and change the other model
parameters simultaneously as is done in global sensitivity analysis (e.g. Saltelli,
2006). For parameters that cannot be directly measured in a street, like c, the
baseline length of the recirculation zone, this might be a better solution. For
parameters that can be measured the best approach would be to measure their
approximate value, and subsequently calculate δmsqr for this value.
The sensitivity analysis presented in paper 1 deals solely with parameter
sensitivity. Another potential approach would have been to perform a sensitivity
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Figure 3.3: Box plots of the absolute values of the local (relative) non-dimensional
sensitivities of the NOx concentrations to a change in model parameters. The results
of the DUPLEX data split are plotted in blue and of the seasonal data split in red.
The boxes are the 25th and 75th percentile, the whiskers correspond to 99.3% of a
normal distribution, the black lines are the median, the mean value of the distribution
is represented by yellow triangles, and δmsqr is plotted as black dots. Figure reproduced
from paper 1.
analysis of the model inputs (e.g. the emission, the geometry, the input wind
speed, etc.). This would have drawn attention to another set of model elements,
e.g. the emission geometry, the calculation of building heights, the determination
of the street width etc., which might also be important for the model performance.
One challenge with this approach is that δmsqr is calculated based on a constant
value (e.g. a parameter) and the approach would therefore need to be modified
to be able to handle model input of variable magnitude.
Question 3: How should the individual model element, selected
in item 2, be improved?
In the present study a parametrization for inhomogeneous emission geometry is
implemented in OSPM (paper 2) and a model based on logarithmic wind profiles
is implemented for the roof-level wind speed (paper 3). Common to these two
approaches is that Occam’s razor2 has been a guiding principle.
For paper 2, this meant that the possibility of dividing the street into a
number of segments (road lanes, biking lanes, footways etc.) along the length of
the canyon was implemented in the model. Each of these segments had in turn
homogeneous emissions. One could argue that real streets are not homogeneous
in the lengthwise direction due to the cars accelerating and decelerating; a
fact supported by data from the Danish Road Directorate (www.speedmap.dk/
portal). The only study of this of which the author is aware of is Yamartino
and Wiegand, 1986. In this study they found poorer model performance when
modelling lengthwise inhomogeneous emissions and various reasons for this is
given.
Two aspects of this improvement are of immediate interest: The ability to
move the receptor point in the cross-canyon direction, and the implementation of
horizontal dispersion to allow segments with zero concentrations. Since both of
these elements would require substantial model development and reprogramming
of the model, it was decided to leave them for future work.
2The principle that among competing hypotheses the one with the fewest assumptions
should be selected.
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Figure 3.4: Illustration of the urban boundary layer with the different sublayers. zbl is
the blending height and δ is the height of the internal boundary layers (IBL). Figure
modified from Barlow, 2014.
In paper 3, a model for the extrapolation of the urban wind speed from
one location to another, based on logarithmic expressions for the wind speed
dependency with height, was developed. To extrapolate from one location to
another, the wind speed above the boundary layer is calculated, this wind is then
assumed spatially constant, and the wind speed at the new location can then be
calculated from this; a principle proposed by Wieringa, 1986. The roughness
length and displacement height, used in the calculation of the wind speed
profile, was calculated for each atmospheric layer. The sublayers of the urban
boundary layer are illustrated in fig. 3.4. The spatially varying roughness length
and displacement height was calculated from land-use and building geometry
processed in a geographical information system.
In paper 3, the principle of Occam’s razor meant that the model started out
as a very simple model. As this model was compared against measurements from
Kastrup airport and HCOE urban mast station, it gradually became clear that
a more complicated model was needed to model the wind direction dependency
of the relationship between the two stations. Returning to fig. 3.1 it can be
said that the model was developed through gradual model qualification until a
satisfactory performance was obtained. All the parametrizations in the model
was taken from literature. In a future study, the methodology from paper 1
could be used to improve some of the uncertain parameters.
Question 4: How large is the effect of improving the individual
model element using the methods devised in item 3?
In line with the answer to question 1, the improvements presented in paper 2
and paper 3 were evaluated through model verification and model validation.
For paper 2, the new parametrization was verified by calculating the con-
centration for all 360 wind directions for a hypothetical street canyon covered
with one homogeneous segment. By repeating this calculation for the original
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Figure 3.5: Wind direction plot of respectively the North side receptor (3.5a) and
the South side receptor (3.5b) for Hornsgatan, Stockholm for NOx. “Exact” and
“Proportional” refers to the way the inhomogeneous emissions are calculated. Figure
reproduced from paper 2.
parametrization and comparing the two, code verification could be performed.
The same comparison was performed for the long time series used in paper 1
and discrepancies were debugged. Moreover, the solution was verified through
running a number of informal tests, calculating the concentration for all 360 wind
directions, and looking at plots of the outcome. In this way the model outcome
could be compared to the physical reasoning of the process and therefore be veri-
fied. The verification process showed agreement with the original parametrization
within the model numerical accuracy and that the new parametrization gave
results in accordance with physical reasoning.
The validation of this parametrization was done against three years of data
for Hornsgatan, Stockholm; which has a measurement station at both sides of
the street, and two years of data for Jagtvej, Denmark; both of them having
inhomogeneous emissions.
Hornsgatan is a sloping street canyon with an average slope of 2.3%. This
means that the emissions will be approximately three times as high when the
cars are going uphill compared to when the cars are going downhill. To model
this inhomogeneous emission, the street was split in the middle, and the emission
model HbEFA(www.hbefa.net) was used to model the emission on both sides of
the street. A wind direction plot for both stations is shown in fig. 3.5. As can be
seen, the implementation of an inhomogeneous emission geometry scheme in the
model improves the model performance when compared to the measurements.
Jagtvej is diurnally inhomogeneous in that the number of cars is not constant
for the two directions. This was modelled based on hourly traffic counts for 2003
and 2013 and the results are shown in fig. 3.6. As can be seen the impact on this
street is largest for the morning rush hour, where the inhomogeneity is largest.
It is moreover evident that the total emissions are not correct which hampers
model validation.
For paper 3, the verification consisted of extensive debugging of the source
code, due to a lack of suitable benchmarks. The validation was done against
two airport masts, two urban masts, and two urban roof-level sonics. The model
results for the median values are shown in fig. 3.7. As can be seen, the general
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Figure 3.6: Diurnal variation in the concentration at Jagtvej for 2003 (3.6a) and
2013 (3.6b). Figure reproduced from paper 2.
reduction from airport to mast and from mast to roof is reproduced by the model,
although the model has a tendency to underestimate the wind speed. Moreover,
the wind direction dependency is reproduced to some extent. Considering that
the model contains a good many uncertain parameters this is an acceptable
result. Again using a more complicated numerical model would have constituted
a third check.
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Figure 3.7: Plot of the median wind speed for the measurements (blue, dashed), the
model (red), and the input wind speed (black) (either the closest mast or airport
station) as a function of wind direction for the three stations in Copenhagen using
the two available input stations plus Aarhus using Tirstrup Airport as input. The
uncertainty bars are calculated as the range divided by two times the square root of
the number of measurements in each wind direction. This was chosen since the sample
size is large and the distribution is close to normal. Figure reproduced from paper 3.
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Chapter 4
General Conclusions and
Future Work
The present thesis has shown the potential of three different approaches for
the improvement of OSPM. In paper 1, the potential in using the methodol-
ogy of Brun et al. (2001) for improving the parameter estimates of OSPM is
explored. In paper 2, a potential was identified through the implementation of
an inhomogeneous emission geometry scheme, and in paper 3 a potential for an
accurate model of the roof level wind speed was shown.
The significance of each of these improvements remain yet to be shown.
Modelling the five streets used in paper 1 using the inhomogeneous emission
geometry scheme of paper 2 is hampered by the fact that only two out of the
five streets (Jagtvej and H. C. Andersens Boulevard both in Copenhagen) have
directional traffic counts. As shown in paper 2, only Jagtvej has inhomogeneous
emissions, and the emissions are only a little inhomogeneous. New traffic
counts are therefore needed to assess the inhomogeneity of the remaining streets.
Another approach would be to look at the slope of the streets. It is known that
both Jagtvej, Copenhagen; Banegaardsgade, Aarhus; and Albanigade, Odense;
are sloping to a smaller or larger extend. To accurately model this, the slope of
these streets need to be assessed either by direct measurements or from a digital
elevation model. These analyses are planned for future work.
The wind speed model developed in paper 3 contains many uncertain pa-
rameters. An obvious next step is therefore to apply the methodology of paper
1 to estimate the most uncertain parameters in the model. The identifiability
analysis described in paper 1 can then be used to analyse how many and which
parameters that can be estimated simultaneously for the model and the input
data. A subsequent analysis would then be to apply this model in OSPM. Since
this will most likely change the roof-level wind speed compared to the present
parametrization, a number of parameters need to be calibrated for the model
to match the measurements. This could likewise be done using the approach of
paper 1. These analyses are likewise planned for future work.
Apart from the suggestions for future work outlined in the above section, a
number of model elements that could be improved have been discovered during
this study:
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• As an extension of the inhomogeneous emission geometry, the receptor
should be freely movable in the cross-wise direction in the street. In
many situations the measurement station is not located at the wall of
the street but somewhere between the wall and the road. Measurements
with two simultaneous but cross-wise shifted measurement stations in
H. C. Andersens Boulevard (Ellermann et al., 2014) have shown large
concentration gradients within a few meters. To accurately model this, the
receptor needs to be moveable.
• To be able to model streets with footways, cycle tracks etc. horizontal
dispersion is needed to capture the concentrations resulting from parallel
wind speeds.
• Unpublished measurements of the wind speed from Hornsgatan, Stockholm
and H. C. Andersens Boulevard have shown that OSPM underestimates
the street level wind speed with approximately a factor of four. As the
roof-level wind speed was modelled in paper 3, a natural next step would
be to likewise model the street level wind speed. Alternative expressions
to the one given in chapter 2 for the street level wind has been presented
in Hotchkiss and Harlow (1973) and Soulhac et al. (2008).
• Since the development of OSPM, new and updated parametrizations for the
reaction rates of the NO-NO2-O3 reaction has been published. Especially
the photolysis rate of NO2 exist in a number of parametrizations ranging
from the very simple to the very complicated. An update of these reaction
rates could lead to an improvement in model performance.
30
Chapter 5
Acknowledgements
The first two years of this research was carried out in the Air Quality Engineering
Research Team at Texas A&M University at Qatar. I therefore wish to express
my gratitude to past and present colleagues in Qatar. A special thanks goes to
my supervisor at Texas A&M University, Konstantinos Kakosimos. Without his
support this research had never been realized.
The last ten months of the research was spent jointly at Department of Chem-
ical Engineering, Biotechnology, and Environmental Technology at University
of Southern Denmark and at Department of Environmental Science at Aarhus
University. I therefore wish to thank my colleagues at these two institutes. I
especially wish to thank my supervisors in Denmark Henrik Skov, Matthias
Ketzel, Ole Hertel, and Jørgen Brandt for valuable supervision through the hole
period. A special thanks also goes to Claus Nordstrøm for valuable input on
data quality assurance and to Steen Solvang Jensen for many good discussions
about the correctness of the various traffic profiles. Ruwim Berkowicz deserves a
thank as well for input to especially papers 2 and 3.
I also wish to thank Sven-Erik Gryning and Ebba Dellwik from DTU Wind
Energy for their valuable help in model development and analysis of sonic data
used in paper 3. Also thanks to our anonymous reviewers for papers 1 and 2 for
valuable input.
Lastly this study would not have been as successful without the love and
support from my wife Kin.
31
32
Bibliography
Barlow, Janet F. (2014). “Progress in observing and modelling the urban bound-
ary layer”. In: Urban Climate 10, Part 2. ICUC8: The 8th International
Conference on Urban Climate and the 10th Symposium on the Urban Envi-
ronment, pp. 216 –240. issn: 2212-0955. doi: http://dx.doi.org/10.1016/
j.uclim.2014.03.011. url: http://www.sciencedirect.com/science/
article/pii/S2212095514000558.
Beevers, Sean D, Nutthida Kitwiroon, Martin L Williams, Frank J Kelly, H Ross
Anderson, and David C Carslaw (2013). “Air pollution dispersion models
for human exposure predictions in London”. In: Journal of Exposure Science
and Environmental Epidemiology 23, pp. 647–653.
Bigazzi, Alexander Y. and Miguel A. Figliozzi (2014). “Review of Urban Bicyclists’
Intake and Uptake of Traffic-Related Air Pollution”. In: Transport Reviews
34.2, pp. 221–245. doi: 10.1080/01441647.2014.897772. eprint: http:
//dx.doi.org/10.1080/01441647.2014.897772. url: http://dx.doi.
org/10.1080/01441647.2014.897772.
Brook, Robert D., Sanjay Rajagopalan, C. Arden Pope, Jeffrey R. Brook, Aruni
Bhatnagar, Ana V. Diez-Roux, Fernando Holguin, Yuling Hong, Russell
V. Luepker, Murray A. Mittleman, Annette Peters, David Siscovick, Sid-
ney C. Smith, Laurie Whitsel, and Joel D. Kaufman (2010). “Particulate
Matter Air Pollution and Cardiovascular Disease: An Update to the Sci-
entific Statement From the American Heart Association”. In: Circulation
121.21, pp. 2331–2378. doi: 10.1161/CIR.0b013e3181dbece1. eprint: http:
//circ.ahajournals.org/content/121/21/2331.full.pdf+html. url:
http://circ.ahajournals.org/content/121/21/2331.abstract.
Brun, Roland, Peter Reichert, and Hans R. Künsch (2001). “Practical identifiabil-
ity analysis of large environmental simulation models”. In: Water Resources
Research 37.4, pp. 1015–1030.
Brun, Roland, Martin Kühni, Hansruedi Siegrist, Willi Gujer, and Peter Reichert
(2002). “Practical identifiability of AMS2d parameters—systematic selection
and tuning of parameter subsets”. In: Water Research 36, pp. 4113–4127.
Clark, Nina Annika, Paul A. Demers, Catherine J. Karr, Mieke Koehoorn,
Cornel Lencar, Lillian Tamburic, and Michael Brauer (2010). “Effect of
Early Life Exposure to Air Pollution on Development of Childhood Asthma”.
In: ENVIRONMENTAL HEALTH PERSPECTIVES 118.2, 284–290. issn:
0091-6765. doi: {10.1289/ehp.0900916}.
Cocheo, Vincenzo, Paolo Sacco, Caterina Boaretto, Emile De Saeger, Pascual
Perez Ballesta, Henrik Skov, Eddy Goelen, Norbert Gonzalez5, and Antonia
33
Baeza Caracena (2000). “Urban benzene and population exposure”. In: Nature
404, pp. 141–142.
Dabberdt, Walter F., F. L. Ludwig, and Jr. Warren B. Johnson (1973). “Valida-
tion and applications of an urban diffusion model for vehicular pollutants”.
In: Atmospheric Environment 7, pp. 603–618.
DePaul, F. T. and C. M. Sheih (1985). “A tracer study of dispersion in a urban
street canyon”. In: Atmospheric Environment 19.4, pp. 555–559.
Drivas, Peter J. and Frederick H. Shair (1974). “Probing the air flow within the
wake downwind of a building by means of a tracer technique”. In: Atmospheric
Environment 8, pp. 1165–1175.
Ellermann, Thomas, Jørgen Brandt, Steen Solvang Jensen, Ole Hertel, Per
Løfstrøm, Matthias Ketzel, Helge Rørdam Olesen, and Morten Winther (2014).
Undersøgelse af de forøgede koncentrationer af NO2 på H. C. Andersens
Boulevard. Videnskabelig rapport. Aarhus Universitet, DCE - Nationalt
Center for Miljø og Energi. url: http://dce2.au.dk/pub/SR111.pdf.
Franklin, Barry A., Robert Brook, and C. Arden Pope III (2015). “Air Pollution
and Cardiovascular Disease”. In: CURRENT PROBLEMS IN CARDIOL-
OGY 40.5, 207–238. issn: 0146-2806. doi: {10.1016/j.cpcardiol.2015.
01.003}.
Gauderman, W. James, Hita Vora, Rob McConnell, Kiros Berhane, Frank
Gilliland, Duncan Thomas, Fred Lurmann, Edward Avol, Nino Kunzli,
Michael Jerrett, and John Peters (2007). “Effect of exposure to traffic on
lung development from 10 to 18 years of age: a cohort study”. In: LANCET
369.9561, 571–577. issn: 0140-6736. doi: {10.1016/S0140-6736(07)60037-
3}.
Hanna, Steven R. (1983). “Lateral Turbulence Intensity and Plume Meandering
During Stable Conditions”. In: Journal of Climate and Applied Meteorology
22, pp. 1424–1430.
Hertel, Ole (2009). “Integrated Monitoring and Assessment of Air Pollution”.
Doctors dissertation (DSc). Department of Atmospheric Environment, Na-
tional Environmental Research Institute, Aarhus University.
Hertel, Ole and Ruvim Berkowicz (1989a). Modelling NO2 Concentrations in
a Street Canyon. Tech. rep. 131. DMU LUFT-A. National Environmental
Research Institute.
— (1989b). Modelling Pollution from Traffic in a Street Canyon. Evaluation
of Data and Model Development. Tech. rep. 129. DMU LUFT-A. National
Environmental Research Institute.
Hertel, Ole and Ruwim Berkowicz (1989c). Operational Street Pollution Model
(OSPM). Evaluation of the Model on Data from St. Olavs Street in Oslo.
Tech. rep. 135. DMU LUFT-A. National Environmental Research Institute.
Hertel, Ole and Jørgen Brandt (2009). “Air pollution modelling”. In: Air pollution
– from a local to a global perspective. Polyteknisk Forlag. Chap. 14, pp. 293–
326.
Hertel, Ole, Martin Hvidberg, Matthias Ketzel, Lars Storm, and Lizzi Stausgaard
(2008). “A proper choice of route significantly reduces air pollution exposure
– A study on bicycle and bus trips in urban streets”. In: Science of The Total
Environment 389.1, pp. 58–70.
Hertel, Ole, Steen Solvang Jensen, Matthias Ketzel, Thomas Becker, Robert
George Peel, Pia Viuf Ørby, Carsten Ambelas Skjøth, Thomas Ellermann,
Ole Raaschou-Nielsen, Mette Sørensen, Elvira Vaclavic Bräuner, Zorana
34
Jovanovic Andersen, Steffen Loft, Vivi Schlünssen, Jakob Hjort Bønløkke,
and Torben Sigsgaard (2013). “Utilizing Monitoring Data and Spatial Analysis
Tools for Exposure Assessment of Atmospheric Pollutants in Denmark”. In:
Occurrence, Fate and Impact of Atmospheric Pollutants on Environmental
and Human Health. Ed. by Laura L. McConnell, Jordi Dachs, and Cathleen J.
Hapeman. Vol. 1149. ACS Symposium Series. American Chemical Society:
Washington, DC. Chap. 6, pp. 95–122.
Hotchkiss, R. S. and F. H. Harlow (1973). Air pollution transport in street
canyons. Tech. rep. EPA-R4-73-029. http://nepis.epa.gov/Exe/ZyPURL.
cgi?Dockey=9100FSQI.txt. University of California, Los Alamos Scientific
Laboratory.
Jakeman, A. J., R. A. Letcher, and J. P. Norton (2006). “Ten iterative steps in
development and evaluation of environmental models”. In: Environmental
Modelling & Software 21, pp. 602–614.
Joffre, Sylvain M. and Tuomas Laurila (1988). “Standard Deviations of Wind
Speed and Direction from Observations over a Smooth Surface”. In: Journal
of Applied Meteorology 27, pp. 550–561.
Johnson, W. B., W. F. Dabberdt, F. L. Ludwig, and R. J. Allen (1971). Field
study for initial evaluation of an urban diffusion model for carbon monoxide.
Comprehensive Report SRI Project 8563. Coordinating Research Council
and Environmental Protection Agency. url: http://nepis.epa.gov/Exe/
ZyPURL.cgi?Dockey=9101GBK4.txt.
Kakosimos, Konstantinos E., Ole Hertel, Matthias Ketzel, and Ruwim Berkowicz
(2010). “Operational Street Pollution Model (OSPM) – a review of performed
application and validation studies, and future prospects”. In: Environmental
Chemistry 7.6, pp. 485–503.
Kelly, F. J. and J. C. Fussell (2011). “Air pollution and airway disease”. In:
CLINICAL AND EXPERIMENTAL ALLERGY 41.8, 1059–1071. issn: 0954-
7894. doi: {10.1111/j.1365-2222.2011.03776.x}.
Ketzel, M., S. S. Jensen, J. Brandt, T. Ellermann, H. R. Olesen, R. Berkowicz,
and O. Hertel (2012). “Evaluation of the Street Pollution Model OSPM for
Measurements at 12 Streets Stations Using a Newly Developed and Freely
Available Evaluation Tool”. In: Journal of Civil & Environmental Engineering
S:1.
Ketzel, M., O. Hertel, T.-B. Ottosen, K. Kakosimos, and R. Berkowicz (2014).
“Validation of New Parameterisations for the Operational Street Pollution
Model (OSPM)”. In: Proceedings of Abstracts 9th International Conference
on Air Quality – Science and Application. Ed. by Tonio Mitto, Joachim
Falmann, Urszula Mikolajczyk, Peter Suppan, Vikas Singh, and Ranjeet
S. Sokhi. Karlsruhe Institute of Technology, Germany and University of
Hertfordshire, UK. University of Hertfordshire, Hatfield, United Kingdom,
p. 122.
Künzli, N, P-O Bridevaux, L-J S Liu, R Garcia-Esteban, C Schindler, M W
Gerbase, J Sunyer, D Keidel, and T Rochat (2009). “Traffic-related air
pollution correlates with adult-onset asthma among never-smokers”. In:
Thorax 64.8, pp. 664–670. doi: 10.1136/thx.2008.110031. eprint: http:
//thorax.bmj.com/content/64/8/664.full.pdf+html. url: http:
//thorax.bmj.com/content/64/8/664.abstract.
35
Krauss, Martin Krayer von (2005). “Uncertainty in policy relevant sciences”.
PhD thesis. Institute of Environment & Resources, Technical University of
Denmark.
Laumbach, Robert J. and Howard M. Kipen (2012). “Respiratory health effects of
air pollution: Update on biomass smoke and traffic pollution”. In: JOURNAL
OF ALLERGY AND CLINICAL IMMUNOLOGY 129.1, 3–13. issn: 0091-
6749. doi: {10.1016/j.jaci.2011.11.021}.
Lidskog, Rolf and Göran Sundqvist, eds. (2011). Governing the Air – The
Dynamics of Science, Policy, and Citizen Interaction. The MIT Press.
McCreanor, James, Paul Cullinan, Mark J. Nieuwenhuijsen, James Stewart-Evans,
Eleni Malliarou, Lars Jarup, Robert Harrington, Magnus Svartengren, In-Kyu
Han, Pamela Ohman-Strickland, Kian Fan Chung, and Junfeng Zhang (2007).
“Respiratory Effects of Exposure to Diesel Traffic in Persons with Asthma”.
In: New England Journal of Medicine 357.23. PMID: 18057337, pp. 2348–
2358. doi: 10.1056/NEJMoa071535. eprint: http://dx.doi.org/10.1056/
NEJMoa071535. url: http://dx.doi.org/10.1056/NEJMoa071535.
Mustafic, Hazrije, Patricia Jabre, Christophe Caussin, Mohammad H. Murad,
Sylvie Escolano, Muriel Taﬄet, Marie-Cecile Perier, Eloi Marijon, Dewi
Vernerey, Jean-Philippe Empana, and Xavier Jouven (2012). “Main Air Pol-
lutants and Myocardial Infarction A Systematic Review and Meta-analysis”.
In: JAMA-JOURNAL OF THE AMERICAN MEDICAL ASSOCIATION
307.7, 713–721. issn: 0098-7484. doi: {10.1001/jama.2012.126}.
Oberkampf, William L., Timothy G. Truano, and Charles Hirsch (2004). “Veri-
fication, validation, and predictive capability in computational engineering
and physics”. In: Applied Mechanics Reviews 57.5, pp. 345–384.
Oke, T. R. (1988). “Street Design and Urban Canopy Layer Climate”. In: Energy
and Buildings 11, pp. 103–113.
Pope, C. Arden, Richard T. Burnett, Daniel Krewski, Michael Jerrett, Yuanli Shi,
Eugenia E. Calle, and Michael J. Thun (2009). “Cardiovascular Mortality and
Exposure to Airborne Fine Particulate Matter and Cigarette Smoke: Shape
of the Exposure-Response Relationship”. In: Circulation 120.11, pp. 941–
948. doi: 10.1161/CIRCULATIONAHA.109.857888. eprint: http://circ.
ahajournals.org/content/120/11/941.full.pdf+html. url: http:
//circ.ahajournals.org/content/120/11/941.abstract.
Pope III, C. Arden, Richard T. Burnett, Michelle C. Turner, Aaron Cohen,
Daniel Krewski, Michael Jerrett, Susan M. Gapstur, and Michael J. Thun
(2011). “Lung Cancer and Cardiovascular Disease Mortality Associated with
Ambient Air Pollution and Cigarette Smoke: Shape of the Exposure-Response
Relationships”. In: ENVIRONMENTAL HEALTH PERSPECTIVES 119.11,
1616–1621. issn: 0091-6765. doi: {10.1289/ehp.1103639}.
Rajagopalan, Sanjay and Robert D. Brook (2012). “Air Pollution and Type 2 Dia-
betes: Mechanistic Insights”. In: Diabetes 61.12, pp. 3037–3045. doi: 10.2337/
db12-0190. eprint: http://diabetes.diabetesjournals.org/content/
61/12/3037.full.pdf+html. url: http://diabetes.diabetesjournals.
org/content/61/12/3037.short.
Saltelli, Andrea (2006). The critique of modelling and sensitivity analysis in
the scientific discourse. An overview of good practices. Tech. rep. http://
bookshop.europa.eu/en/the-critique-of-modelling-and-sensitivity-
analysis-in-the-scientific-discourse-pbLBNA22487/. European Com-
36
mission Directorate General – Joint Research Centre, Institute for the Pro-
tection and Security of the Citizen.
Schlesinger, S. (1979). “Terminology for model credibility”. In: Simulation 32.3,
pp. 103–104.
Seinfeld, John H. (1986). Atmospheric Chemistry and Physics of Air Pollution.
California Institute of Technology.
Skov, Henrik, Asger B. Hansen, Gitte Lorenzen, Helle Vibeke Andersen, Per
Løfstrøm, and Carsten S. Christensen (2001). “Benzene exposure and the
effect of traffic pollution in Copenhagen, Denmark”. In: Atmospheric En-
vironment 35.14, pp. 2463 –2471. issn: 1352-2310. doi: http://dx.doi.
org/10.1016/S1352-2310(00)00460-X. url: http://www.sciencedirect.
com/science/article/pii/S135223100000460X.
Soulhac, Lionel, Richard J. Perkins, and Pietro Salizzoni (2008). “Flow in a Street
canyon for any External Wind Direction”. In: Boundary-Layer Meteorology
126, pp. 365–388.
Stieb, David M., Li Chen, Maysoon Eshoul, and Stan Judek (2012). “Ambient
air pollution, birth weight and preterm birth: A systematic review and
meta-analysis”. In: ENVIRONMENTAL RESEARCH 117, 100–111. issn:
0013-9351. doi: {10.1016/j.envres.2012.05.007}.
Stockie, John M. (2011). “The Mathematics of Atmospheric Dispersion Mod-
elling”. In: SIAM Review 53.2, pp. 349–372.
Sun, Qinghua, Xinru Hong, and Loren E. Wold (2010). “Cardiovascular Effects
of Ambient Particulate Air Pollution Exposure”. In: CIRCULATION 121.25,
2755–2765. issn: 0009-7322. doi: {10.1161/CIRCULATIONAHA.109.893461}.
Wieringa, J. (1986). “Roughness-dependent geographical interpolation of surface
wind speed averages”. In: Quarterly Journal of the Royal Meteorological So-
ciety 112.473, pp. 867–889. issn: 1477-870X. doi: 10.1002/qj.49711247316.
url: http://dx.doi.org/10.1002/qj.49711247316.
Yamartino, Robert J. and Götz Wiegand (1986). “Development and evaluation
of simple models for the flow, turbulence and pollutant concentration fields
within an urban street canyon”. In: Atmospheric Environment 20.11, pp. 2137–
2156.
37
38
A Parameter Estimation and Identifiability Analysis
Methodology Applied to a Street Canyon Air Pollution
Model
Thor-Bjørn Ottosena,c, Matthias Ketzelb, Henrik Skovb,c, Ole Hertelb, Jørgen
Brandtb, Konstantinos E. Kakosimosa,∗
aDepartment of Chemical Engineering, Texas A&M University at Qatar, Doha, Qatar
bDepartment of Environmental Science, Aarhus University, Roskilde, Denmark
cDepartment of Chemical Engineering, Biotechnology and Environmental Technology,
University of Southern Denmark, Odense, Denmark
Abstract
Mathematical models are increasingly used in environmental science for decision
making. This development has increased the importance of uncertainty and
sensitivity analyses of the models. In the present study, an iterative parameter
estimation and identifiability analysis methodology is applied to an atmospheric
model – the Operational Street Pollution Model (OSPMr). To assess the
predictive validity of the model, the data is split into an estimation and a
prediction data set using two data splitting approaches. Data preparation
techniques (clustering and outlier detection) for parameter estimation are as well
discussed and applied as appropriate. The identifiability analysis showed that
some model parameters were significantly more sensitive than others, and that
the sensitivity were heterogeneously distributed with respect to the input data
(geometry, species, and meteorology). Moreover the identifiability analysis showed
significant correlation and collinearity among some model parameters. The
application of the determined optimal parameter values was shown to succesfully
equilibrate the model biases among the individual streets and species. It was as
well shown that the frequentist approach applied for the uncertainty calculations
underestimated the parameter uncertainties. This was shown through comparison
of the two data splitting approaches. The model parameter uncertainty was
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assessed to be significant, and reduction strategies were identified.
Keywords: Uncertainty, Sensitivity, OSPM, Data splitting, Exploratory data
analysis, Matlab
1. Introduction
A few decades ago, the use of mathematical models was mainly limited to the
use internally in the scientific community, meaning that the model users to a larger
extend had an explicit or implicit understanding of the model uncertainty and
sensitivity. Today, mathematical models are often routinely used by engineers,
consultants, and planners as well as scientists for environmental regulation and to
assess consequences of abatement strategies. This development supports the need
for explicit uncertainty and sensitivity analyses to facilitate the communication
among model stakeholders.
Within air pollution research there has been a growing number of publications
on uncertainty and sensitivity analyses in recent years (for a review see Hanna
(2007)). Walker et al. (2003) defined six uncertainty categories, based on the
location of the uncertainty, of which some have been studied in the past. Model
technical uncertainty (e.g. Franke et al. (2007)) and model input uncertainty (Bei
et al., 2012; Hanna et al., 2007; Manomaiphiboon and Russell, 2004) have
been studied previously, however, model parameter uncertainty has received
comparatively little attention (e.g. Marsik and Johnson (2010)).
Vardoulakis et al. (2002) studied the local sensitivity of the Operational Street
Pollution Model (OSPMr) to marginal changes in ten model parameters for an
artificial dataset (parallel and perpendicular wind directions and a constant wind
speed). Silver et al. (2013) analysed the applicability of a dynamic parameter
estimation (Parameter estimates change along with changes in data) scheme to
OSPM for planning and forecasting. Secondarily, Silver et al. (2013) showed in
a preliminary application of static parameter estimation (One set of parameters
are estimated for all data points). that such an approach can be informative.
Silver et al. (2013) used between one and four years of data for five streets.
The parameter estimation scheme in Silver et al. (2013) was applied to one
model parameter and five multiplicative adjustment factors. This study can thus
be classified as being somewhere between analysis of model input and model
2
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parameter uncertainty.
Brun et al. (2002, 2001) developed a parameter estimation and identifiabil-
ity analysis methodology, which has been applied among others in lake mod-
elling (Omlin et al., 2001), river modelling (Anh et al., 2006; Meier and Reichert,
2005), modelling of waste-water treatment plants (Sin and Vanrolleghem, 2007b),
forest modelling (De Pauw et al., 2008), surface hydrology modelling (Freni et al.,
2009; Muñoz et al., 2014), and material science (Martinez-Lopez et al., 2015),
but has not been applied within atmospheric science before.
To analyse the applicability of, and to explore the potential advantages of, ap-
plying this methodology to a model within atmospheric science, the methodology
of Brun et al. (2002, 2001) was applied to the Operational Street Pollution Model
(OSPMr). The application utilizes more years of data and more parameters
compared to the analysis performed in Silver et al. (2013).
This paper explains the appropriate data preparation techniques, reports the
results of the application of, and explores the advantages of this methodology
through exploratory data analysis of the results.
The working principles behind OSPM are described in Section 2. The model
input, the measurements, and the methodologies for data preparation, parameter
estimation, and identifiability analysis are likewise explained in Section 2. The
results and discussion of the various sub-analyses performed in the present
study are presented in Section 3. The conclusions are subsequently presented in
Section 4.
2. Model description and Methods
The applied methodology, as illustrated on Fig. 1, consists of running param-
eter estimation and identifiability analysis in an iterative series. This is done
until convergence between the obtained parameters and the identifiability of the
parameters is achieved. Following the steps outlined in Fig. 1, the model defini-
tion has been done in Berkowicz et al. (1997); Hertel and Berkowicz (1989a,b,c)
as briefly described in Section 2.1. The experimental layout is defined by the
data available through the Danish national air quality monitoring programme
and as part of the prior analysis, data preparation has been performed.
3
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Figure 1: Schematic representation of the parameter estimation and identifiability analysis
methodology applied in the present study (figure based on Brun et al. (2002)). θk is the model
parameter vector.
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2.1. Model description
OSPM is a model for vehicle induced urban street pollution. The model is
designed to take differences in atmospheric conditions and types of street into
account. The main characteristics of OSPM are:
• The applied version of OSPM consists of emissions calculated with COP-
ERT IV (EMEP/EEA, 2009) and a dispersion model running in series. To
limit the scope of the present study the focus is on the parameters related
to the dispersion model.
• OSPM models the resulting hourly averaged pollution concentrations, of a
specific species, at the side of the street. This is calculated as a sum of
a direct contribution (Cdir) and a recirculating contribution (Crec) plus
a background concentration. The direct contribution is modelled using
a simplified Gaussian plume model with a top hat distribution applied
to the emission plume. The recirculating contribution is modelled using
a trapezium shaped box model (Berkowicz, 2000; Berkowicz et al., 1997;
Hertel and Berkowicz, 1989b).
• The wind direction, especially for low wind speeds, cannot be assumed
constant over a full hour. To account for this, a numerical wind direction
averaging procedure is implemented in the model (Hertel and Berkowicz,
1989c).
• The model also contains an algebraic expression for traffic produced tur-
bulence. The expression depends on the number of cars in the street,
their respective driving speeds, and the traffic composition (Hertel and
Berkowicz, 1989c).
• Most traffic pollutants are assumed to be inert on the time scale of the
residence time in a street canyon. However, the conversion of NO to NO2
in the presence of ozone happens faster. It is therefore included in the
model in the form of an algebraic chemical conversion scheme (Hertel and
Berkowicz, 1989a; Palmgren et al., 1996). The majority of the parameters
of the chemical conversion module are left out of the subsequent parameter
estimation to limit the scope of the study.
5
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A total of 16 model parameters have been identified in the model. These are
briefly summarized in Table 1. A more detailed description of the model can be
found at www.au.dk/ospm or in Berkowicz et al. (1997); Ottosen et al. (2015).
2.2. Model Inputs
The concentration and meteorology input data come from the Danish national
air quality monitoring programme (Ellermann et al., 2013). In this programme
hourly air quality measurements have been performed since 1994. Measurements
are performed in two streets in Copenhagen (Jagtvej and H. C. Andersens
Boulevard (hereafter referred to as HCAB)) and in one street in respectively
Aarhus, Aalborg, and Odense. A map of the streets can be found in Silver et al.
(2013) and the characteristics of the five streets are summed up in Table 2. An
analysis of the representativity of the streets for other streets in the cities can
be found in the supplementary material. Details of the number of input data as
a function of wind speed and atmospheric stability can likewise be found in the
supplementary material.
It was important to include several pollutants in the analysis in order to
prevent that optimal model performance for one species leads to less optimal
performance for other species. Since NO2 is both directly emitted and converted
from NO, in the presence of ozone, it will have a different set of biases compared
to NOx. NOx is treated as a separate species, since the group of NO and
NO2 can thus be assumed to be inert. For these two compounds (NOx and
NO2) it has been shown that the ratio is not the same in the model and the
measurements (Ketzel et al., 2012). Both species were thus included in the
analysis to counterbalance the biases of the other species.
NOx and NO2 are measured continuously in the streets and at urban back-
ground stations in the four cities. NO2 and NOx are measured by chemilumi-
nescence on Aerodyne API instruments. The detection limits are 200 pptv and
300 pptv respectively for NOx and NO2. The uncertainty for NOx is estimated to
2% and NO2 to 5% on a 95% confidence interval1 (Based on results in Skov et al.
1The Uncertainty is referring to the general EN 17025 standard and more specifically to
EN 14211:2012 Ambient air. Standard method for the measurement of the concentration of
nitrogen dioxide and nitrogen monoxide by chemiluminescence
6
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Table 1: Table of model parameters in OSPM version 5.2.15 (June 2014).
Parameter: Initial value: Description:
α 0.1
Slope of emission dispersion plume. Pro-
portion between roof level wind speed
and roof level vertical turbulence. Ele-
ment of denominator in the calculation
of chemical residence time.
c 2.0
Length of recirculation zone divided by
the upwind building height for wind
speeds higher than g.
Lt 0.5
Upper length of the recirculation trapez-
ium divided by the length of the baseline.
d 0.5 Angle of integration in radians for windspeeds higher than i.
froof 0.4
Scale factor to reduce the wind speed
from a meteorological mast to roof level.
h0 2.0 m
Initial dispersion height in the wake of
a car.
z0 0.6 m
Aerodynamic roughness height used to
relate roof level wind to street level wind
in a logarithmic profile.
g 2.0 ms
Wind speed where the recirculation zone
reaches its full extent.
i 1.0 ms
Upper limit for increased wind direction
averaging.
j 180.0 °
Upper limit of interval for which the
general building height is taken as the
average.
Hmin 5.0 m Minimum general building height.
Sp 2.0 m2
Aerodynamic frontal area of light duty
vehicles.
St 16.0 m2
Aerodynamic frontal area of heavy duty
vehicles.
b 0.3 Scale factor for traffic produced turbu-lence.
k 0.4
Scale factor to reduce the impact of traf-
fic produced turbulence at the top of
the street canyon. Element in the de-
nominator in the calculation of chemical
residence time.
γ 0.2
Scale factor for ground level wind speed
reduction from parallel to perpendicular
wind directions.
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(1997); the laboratory holds an EN 17025 accreditation). The term uncertainty
is used as defined in ISO 20988:2007 Air quality – Guidelines for estimating
measurement uncertainty where the uncertainty is calculated from uncertainty
budgets and represents the total uncertainty on the measurand. Thus in the
present study the measurement uncertainty (as mentioned to be 2% for NOx
and 5% for NO2) is considered to be negligible.
Details of the traffic input to the analysis can be found in the supplementary
material.
2.3. Data preparation
In order for the applied methodology to give meaningful results, proper
data preparation has to be performed. For the present study outlier detection,
data splitting2 and pseudo-replicate3 removal were analysed as potential data
preparation strategies. The description of these data preparation techniques is
collected and summarized in the supplementary material. The exact application
of the data preparation techniques to the present study is likewise described in
the supplementary material.
2.4. Identifiability analysis
In order to be able to asses the identifiability of the model parameters, a
reasonable estimate of the parameters has to be defined in the prior analysis.
In the present case, the original model parameters were chosen since they have
shown good performance in earlier validation studies (Ketzel et al., 2011, 2012).
The identifiability measures are summed up in Table 3 (Brun et al., 2001). Based
on literature (Brun et al., 2002, 2001; Ruano et al., 2007; Sin et al., 2010; Sin
and Vanrolleghem, 2007a) a collinearity index threshold of 10 was chosen.
The sensitivities of the model to changes in the parameters were calculated
using the finite difference approximation. The size of the perturbation factor for
the individual parameters was determined using the method of De Pauw (2005).
2using two data splitting methodologies known as the DUPLEX and seasonal data split.
3Identical or almost identical data points.
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Table 3: Overview of the applied identifiability analysis. yl stands for the lth model variable,
θk stands for the kth model parameter, and SCl is a scaling factor for the variable yl. SCl is
used to normalize the sensitivities of the different model outputs, and in the present study
the mean value of the model output is used. K stands for the index of the parameter subset,
which is a combinatorial function of the parameter vector, θ. Table modified from Sin et al.
(2010) based on Brun et al. (2002, 2001).
Steps: Description:
Absolute sensitivity Sa= {sa,lk} where sa,lk=
(
∂yl
∂θk
)
θiÓ=k
Non dimensional sensitivity Snd= {snd,lk} where snd,lk= ∂yl∂θk · θkSCl
Sensitivity measure, δmsqr δmsqr=
√
1
N
N∑
l=1
(snd,lk)2
Normalized sensitivity Snorm= {snorm,lk} where snorm,lk= snd,lk‖snd,lk‖
Collinearity index, γK γK= 1√minλK where
λK= eigen
(
snorm,K
T snorm,K
)
2.5. Parameter Estimation
For the parameter estimation, the non-linear regression approach as described
by Seber and Wild (1989) was used. The fundamental assumption is that the
measurements can be described as independent random variables with a normally
distributed associated probability. These random variables are assumed to have
mean values equal to the exact model results and known standard deviations.
If this is the case, maximizing the probability of modelling the measurements
corresponds to minimizing the difference between model and measurements (χ2):
χ2 =
n∑
i=1
Wi
(ymeas,i−yM,i(PM ))2
σ2meas,i
(1)
Where n is the number of measurements, ymeas,i is the measurements, yM,i(PM )
is the model results as a function of the parameter vector PM , M is the number
of parameters in the model, σ2meas,i is the variance of the corresponding measure-
ment, and Wi is the weight assigned to the individual observation.
The above theoretical framework was originally designed for laboratory ex-
periments, where the experiments can be repeated. As described in Section 2.2,
the same measurement was not repeated in the present study. The variance
of the individual measurement was therefore substituted by the mean value of
the measurement of the individual species. This is a common approach applied
10
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in e.g. Silver et al. (2013). In this way, it was avoided that the pollutants
appearing in high concentrations dominated over the pollutants appearing in
low concentrations.
As shown in the supplementary material, the amount of available measure-
ments vary between streets and for different pollutants. The weight (Wi) was
thus used to assign equal weight to the two species in the analysis. The dis-
cussion of different weights applied to the different streets was assessed to be
outside the scope of this work and thus no street dependent weighing was applied.
To minimize Eq. (1) an iterative minimization procedure in the form of a
generalized pattern search algorithm (MathWorks Inc., 2013) was used. This was
applied through the ”patternsearch” function of the Matlab Global Optimization
Toolbox. Bounds were imposed on the individual parameters based on physical
principles in order to ensure physically realistic solutions.
2.6. Exploration of potential bias problems
Snee (1977), quoting Draper and Smith (1966), recommended analysing the
stability of the fitted parameters by splitting the data into each year and fitting
the data to each split. In this way, an indication of whether the parameters are
constants or functions of other parameters can be obtained. Moreover, this also
gives an indication of the parameter spread and the temporal variation in the
parameters. For the present case, the years 2004–2010 were chosen since all five
streets have measurements in these years. Furthermore, there are approximately
the same number of NOx and NO2 measurements in the data set for these
years. The data have furthermore been split according to street, wind speed,
and atmospheric stability.
Both data splitting algorithms, the parameter estimation and the identifia-
bility analysis have been implemented in Matlab by the authors. To implement
the DUPLEX algorithm (Snee, 1977) for a large dataset as used in the present
study, various computational techniques had to be applied. These are described
in the supplementary material. The identifiability analysis was based on the
source code from the study by Sin et al. (2010).
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3. Results and discussion
Following the methodology illustrated in Fig. 1, the results of the local
sensitivity analysis (step 5 and 6) are presented in Sections 3.1 and 3.2. The
results of the identifiability analysis (step 7 and 8) are found in Sections 3.3
and 3.4, and the results of the parameter estimation (step 9) are described
in Section 3.5. Lastly, the bias and sources of error (step 10) are explored in
Section 3.6.
3.1. Determination of perturbation factor to use in the local sensitivity analysis
The local sensitivity analysis, and thereby the calculation of δmsqr and the
collinearity index γK , is based on the finite difference approximation. In order
for the subsequent analyses to be as valid as possible, the calculated derivatives
have to be as close to linear as possible. As shown by De Pauw (2005); De Pauw
and Vanrolleghem (2003), the optimal perturbation interval can be parameter
and output dependent. Using the same methodology the perturbation factor
used in the finite difference approximation was analysed by calculating the sum
of squared errors (SSE) between the positive and negative perturbation as a
function of perturbation interval from 10−1 to 10−7.
A set of perturbation factors for the individual parameters were chosen. This
was done based on a visual inspection of the plot of error functions, as a function
of perturbation interval, for respectively NOx and NO2. The perturbation factors
were chosen to be smaller than 10−1 in order for the sensitivity analysis to remain
local. The same perturbation factor was used for both NOx and NO2 since the
error functions turned out to be relatively similar. If the minimum of the error
function was at two different values for the two output parameters, the mean
value was chosen following the approach of De Pauw (2005). An overview of the
perturbation factors for the DUPLEX data split for the model parameters is
shown in Table 4.
The results presented in Table 4 are in general larger than the results reported
by De Pauw (2005). The reason is that OSPM, compared to the differential
equation models analysed by De Pauw (2005), is not a very non linear model.
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Table 4: Optimal perturbation factors for the individual model parameters calculated on the
DUPLEX data split. Similar results were obtained for the seasonal data split.
Parameter: Perturbation factor:
α 0.1
c 0.01
Lt 0.1
d 0.1
froof 0.05
h0 0.1
z0 0.1
g 0.01
i 0.1
Sp 0.05
St 0.1
b 0.01
k 0.1
γ 0.1
The above analysis was as well performed for the data splits of streets, wind
speeds, and atmospheric stabilities with similar results as shown in Table 4.
3.2. Local sensitivity analysis
For a model to be identifiable, the model has to be sensitive to minute changes
in parameter values.
A box plot of the relative local sensitivities of the model with respect to
concentrations of NOx is shown in Fig. 2 in descending order of sensitivity (δmsqr)
for the DUPLEX data split.
It is surprising that the model is most sensitive to changes in the parameter
b, the scale factor for traffic produced turbulence. b is an important model
parameter since it figures in the calculation of street level turbulence, and as
such, it influences the calculation of every data point.
It is less surprising that froof, the factor reducing the wind speed from the
mast to the roof level, has a large influence on the model output. froof has been
the subject of a previous examination (Silver et al., 2013) and influences the
13
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Figure 2: Box plots of the absolute values of the local (relative) non-dimensional sensitivities
of the model parameters to NOx concentrations. The results of the DUPLEX data split are
plotted in blue and of the seasonal data split in red. The boxes are the 25th and 75th percentile,
the whiskers correspond to 99.3% of a normal distribution, the black lines are the median, the
mean value of the distribution is represented by yellow triangles, and δmsqr is plotted as black
dots
street level wind speed and thus all the data points. For NO2 froof is the most sen-
sitive model parameter (results for NO2 are found in the supplementary material).
As can be seen from Fig. 2, the parameter h0, the initial dispersion height of
the plume in the wake of a car, is also a very sensitive model parameter. This
means that the concentrations are assumed to be homogeneously mixed below the
level of h0. The receptor height on all five streets is set to 2m corresponding to
the value of h0. This feature is increasing the model sensitivity to h0. Moreover,
h0 influences the street level wind speed such that the larger h0 the larger the
street level wind speed compared to the roof level wind speed. It is not surprising
that the most sensitive parameters in a semi-parametric air pollution model are
the ones affecting the street level wind speed and turbulence.
It is moreover obvious that the model is very sensitive to changes in c. c
determines the length of the recirculation zone and thus the integration length
of the direct contribution. This is especially important for wide streets and
near parallel wind directions. In these situations the length of the recirculation
zone is not reduced due to the presence of a downwind building. However, as
can be seen from Fig. 2 the parameter c has a very large spread, with a low
number of points increasing the value of δmsqr substantially. The importance of
14
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this parameter might therefore be overestimated using the δmsqr criterion. This
feature is repeating for many of the model parameters, and indicates that there
is a large variability in the model parameter sensitivity.
In general, the sensitivity of the parameters is declining approximately lin-
early. This is in opposition to the results found by Sin et al. (2010) where the
model output was very sensitive to a few model parameters and almost insensitive
to the rest of the parameters. This difference could be explained by the difference
in model, but is more likely the result of a difference in the data points used for
calculating the sensitivity. The present analysis is built on a large data set with
good coverage of the different situations the model is designed to handle. This
means that all model parameters influence at least some data points (with the
exception of j and Hmin, the two parameters controlling the general building
height, where the model has zero sensitivity for all perturbation factors). This is
a general feature of large data sets, where the coverage of different situations
is better. Therefore, most model parameters have a sensitivity proportional to
their influence in the data set.
Figure 2 could indicate that the local sensitivity is marginally larger in the
seasonal data split compared to the DUPLEX data split. This is caused by
the larger spread in the seasonal data split indicating the more heterogeneous
composition of the dataset. The general trend between sensitive and less sensitive
model parameters is however reproduced in both data splitting approaches.
The local sensitivity of the parameters with respect to street and wind speed
was as well explored, and the results are reported in the supplementary material.
3.3. Correlation analysis
A heat map of the correlation matrix for the DUPLEX and seasonal data
split is presented in Fig. 3. The parameters controlling the general building
height (j and Hmin) are excluded from the figure due to zero sensitivity. The
model parameters with correlation higher than 0.5 have been highlighted in red
colours to illuminate potential identifiability issues.
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A general look at Fig. 3 shows that only a few parameters have potential iden-
tifiability problems. This is again in opposition to the results found by Sin et al.
(2010). The difference is most likely once again due to the large data set used for
the present analysis. This means that parameters that are related in the model
do not compensate each other numerically due to differences in input parameters.
h0 and z0 appear in the same formula in the model and that the two param-
eters show correlation is therefore not surprising. The same is true for b, Sp,
and St. The correlations among these sets of parameters is so high that it could
indicate identifiability issues.
The correlation between froof and g is because both parameters have similar
wind direction dependencies. The two parameters follow approximately the
same pattern for Vesterbro, Banegaardsgade, and Albanigade whereas they are
diverging more for HCAB and Jagtvej (results shown in the supplementary
material). This is thus not assessed to constitute an identifiability problem.
The correlation between froof and i comes from the dependence of the aver-
aging interval for wind speeds lower than i. Indirectly, these two parameters are
thus linked in the same equation for calculating the averaging interval.
There is also a noticeable correlation between γ and α; however, the sensitivity
of γ is so low that the correlation between the two parameters is not considered
the largest identifiability issue for these parameters.
3.4. Collinearity analysis
The results of the calculation of the collinearity index γK for all parameter
subsets are shown in Table 5. As can be seen, the more parameters included
the more collinear the combination becomes. This is obvious since including
more parameters means a better chance of a change in one parameter being
compensated by a change in the other parameters. Especially the lower boundary
of the γK range is increasing whereas the upper boundary is almost stable from
three parameters and upwards. As can be seen, the largest number of parameters
with γK < 10 is 12; however, several different combinations of 12 parameters are
16
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Figure 3: Heatmap of the correlation matrix for the DUPLEX data split (lower triangular
matrix) and the seasonal data split (upper triangular matrix). Correlations smaller than ±0.5
are plotted on the blue part of the colour scale and correlations larger than ±0.5 are plotted
on the red part of the colour scale. Only parameters with non-zero sensitivity are included in
this analysis.
identifiable.
From Table 5 it can be seen that the least collinear parameters are the ones
representing very different aspects of the model. E.g. the parameter c describes
the recirculation zone, and thereby the direct contribution, and the parameter i
represent the limit for increased wind direction averaging. This is also seen by
that the related parameters for traffic produced turbulence Sp, St, and b have
high collinearities.
Among the combinations of 12 parameters with a collinearity index lower
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Table 5: Collinearity results for different subsets of the DUPLEX data split
Sizea Combi-
nationsb
γK rangec γK < 10 (%)d Parameters subset for γmin
2 91 0.71 – 9.29 100.0 c, Lt
3 364 0.78 – 42.28 97.8 c, Lt, i
4 1001 0.84 – 42.30 93.3 c, Lt, i, k
5 2002 1.00 – 42.30 86.8 d, g, i, k, γ
6 3003 1.07 – 42.33 78.4 α, Lt, g, i, k, γ
7 3432 1.13 – 42.43 68.4 α, Lt, d, g, i, k, γ
8 3003 1.53 – 42.48 56.6 α, Lt, d, g, i, St, k, γ
9 2002 2.08 – 42.50 43.7 α, Lt, d, g, i, Sp, St, k, γ
10 1001 2.66 – 42.52 30.2 α, c, Lt, d, g, i, Sp, St, k, γ
11 364 4.92 – 42.52 17.3 α, c, Lt, d, z0, g, i, Sp, St, k, γ
12 91 8.41 – 42.53 6.6 α, c, Lt, d, froof, z0, g, i, Sp, St, k, γ
13 14 20.47 – 42.54 0.0 α, c, Lt, d, froof, h0, z0, g, i, St, b, k, γ
14 1 42.54 – 42.54 0.0 α, c, Lt, d, froof, h0, z0, g, i, Sp, St, b, k, γ
aSize of the parameter combination set
bTotal number of combinations of a given size
cHighest and lowest value for γK
dPercentage of combinations with a γK value less than 10
than 10, the parameters with collinearity problems were h0 and z0; and St, Sp,
and b, as also seen from Fig. 3. The combinations of froof and respectively g
and i and the combination of α and γ, that indicated identifiability problems
in Fig. 3, are therefore correlated without being collinear, a phenomenon also
observed by Brun et al. (2001) in a different branch of science. z0 is a standard
value used in many different atmospheric models. It was therefore assessed that
fixing this parameter would not mean a great loss of information in the analysis.
Moreover, this parameter also has a lower sensitivity compared to h0.
For the traffic produced turbulence the parameter St was set fixed. This was
chosen because the model has the lowest sensitivity to this parameter across the
dataset among the three parameters related to traffic produced turbulence. In
order to generate comparative results, the same parameters were estimated for
the seasonal data split. The same combination of parameters also satisfy the
collinearity criterion for the seasonal data split.
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Table 6: Parameter estimates for both the DUPLEX and the seasonal data split plus confidence
intervals for the parameters estimated on the basis of the DUPLEX data splitting procedure.
θ Original
value
Limits Estimate
Seasonal
Estimate
DUPLEX
% Difference 95% CL
% of mean θ
b 0.3 [10−5 : 0.999] 0.212 0.288 30.5 ±0.6
froof 0.4 [10−5 : 0.999] 0.427 0.422 1.2 ±1.2
h0 2.0 m [0.6 : 10] 2.177 1.422 42.0 ±0.9
c 2.0 [0.25 : 10.00] 6.607 5.685 15.0 ±1.5
SP 2.0 m2 [10−5 : 10] 1.198 0.360 107.5 ±2.5
g 2.0 ms [10−5 : 10] 0.116 0.085 31.5 ±18.5
d 0.5 [10−5 : 2pi] 1.873 1.105 51.6 ±0.3
i 1.0 ms [10−5 : 10] 0.455 0.713 44.3 ±1.4
α 0.1 [0.05 : 2.00] 0.277 0.292 5.5 ±1.0
Lt 0.5 [10−5 : 0.999] 0.008 1.335 ·10−5 199.3 ±1.3 · 105
γ 0.2 [10−5 : 0.999] 0.789 0.017 191.5 ±52.1
k 0.4 [0.04 : 0.999] 0.999 0.999 0.0 ±8.7
3.5. Parameter Estimation
The results of the parameter estimation for the DUPLEX and the seasonal
data split are shown in Table 6 in the order of decreasing δmsqr for the DUPLEX
data split for NOx. From the table it can be seen that the two data splitting
approaches have resulted in quite different sets of parameter values.
The two data split have approximately 43% shared data points, but analysing
the histograms of the unique part of the two sets show no significant differences.
There is, however, a trend towards that the seasonal data split has a more repre-
sentative coverage of the data points. The DUPLEX data split has conversely a
better coverage of the input parameter space.
Likewise, an analysis of the correlation between the input data show no
significant difference in correlation structure for the two data set. However, the
input data of the seasonal data split tends to be more correlated with each other.
It can be seen from Table 6 that the percentage difference (with a few ex-
ceptions) is much larger than the 95% confidence interval. This is an indication
that the 95% confidence interval, calculated via linear error propagation, under-
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estimates the uncertainty on the parameters. The cause of the underestimation
is the linear approximation applied to a non linear model in the calculation
of the 95% confidence interval (Joshi et al., 2006). Whether the percentage
difference is representative for the uncertainty on the model parameters, in the
form of e.g. the standard deviation, could be examined through a bootstrapping
approach (Efron, 1979; Wu et al., 2012); however, this was deemed infeasible
due to the long run times of the parameter estimation algorithm.
From Table 6 a trend can be seen towards higher percentage difference on the
parameters with low sensitivity. This is natural since these parameters have to
change significantly for the least squares to be reduced. Comparing the results
of Table 6 with Fig. 2 shows that, the parameters being estimated to the limits
of the estimation interval are the ones with very low sensitivity.
The wind speed parametrization in OSPM, connecting the parameters froof,
h0, and γ, means that one should be careful in the interpretation of the parameter
uncertainties. froof has an almost constant minimum close to the original model
value. This leaves the other two parameters to determine the street level wind
speed. Increasing γ will lead to a lower street level wind speed (at least for per-
pendicular wind directions); whereas, increasing h0 will lead to increasing street
level wind speeds. Comparing the result of the two data splitting approaches
shows exactly this phenomenon. An analysis of the relative difference in wind
speed between the two sets of parameters shows that it is approximately 12%.
This is valid for the input data from both the DUPLEX and the seasonal data
split. This shows that the difference in wind speed is smaller than the difference
in parameters as indicated in Table 6.
The parameter c has increased substantially in both data splitting approaches.
The fitted parameters of 6–6.5 building heights should not be taken as the phys-
ical length of the recirculation zone. Rather, this should be seen as a parameter
yielding the best fit to data. Referring to Table 2, the only two streets with
sufficient lengths to accommodate a recirculation zone of six building heights
are Vesterbro and HCAB. Increasing c will lead to increased concentrations,
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especially for near parallel wind directions. Increasing the value of α will cancel
this effect to a certain extent. This will at the same time reduce the concentration
of NO2 due to the decreased residence time in the canyon.
The results of the parameter estimation on the weekly diurnal concentration
profile can be found in the supplementary material.
3.6. Exploration of potential bias problems
In the following sections an exploration of the parameters estimated in
Section 3.5 is presented. The general validity of the parameters, in the form
of their respective identifiability, is presented in Section 3.6.1. The stability of
the parameters for the individual years is assessed in Section 3.6.2 and with
respect to street geometry and traffic in Section 3.6.3. The performance of the
parameters with respect to the weekly diurnal variation and atmospheric stability
is analysed in the supplementary material, and the stability of the parameters
with respect to wind speed is analysed in Section 3.6.4.
3.6.1. Identifiability Analysis
The relative local sensitivity of the original and estimated parameters are
presented in Fig. 4. The parameter estimation procedure has significantly altered
the relative sensitivity of the parameters. Some parameters such as b, froof, and
h0 are, however, still very sensitive, and parameters such as Lt, k, and i are still
insensitive.
The collinearity index γK for the DUPLEX data split is 10.12 and 12.05
for the seasonal data split. The two sets of parameters can thus be seen not
to be collinear measured on their respective data set. The collinearity indices
for the two data split are slightly above the limit set in Section 2.4. This was,
however, deemed acceptable since the limit on collinearity has a certain element
of subjectivity in it.
3.6.2. Temporal change in parameter values
To determine the stability of the fitted parameters, the data were split accord-
ing to the individual years from 2004 to 2010. The parameters were subsequently
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Figure 4: Comparison of the relative sensitivity for NOx before (blue) and after (red) parameter
estimation. Figure 4a are for the DUPLEX data split and corresponding parameter values, and
Fig. 4b are for the seasonal data split. The blue colour represent the original model parameters
and the red colour represent the estimated parameters. The box plots are designed similarly
to Fig. 2.
estimated conditional on the individual year. The results of this analysis is
shown in Table 7. As can be seen, some parameters have low uncertainties, such
as b and d, whereas others have higher uncertainties.
From Table 7 it could look like the wind speed controlling parameters froof,
h0, and the turbulence controlling parameter α have two local minima divided
by the year 2008. This could be related to an external effect changing the input
parameters to the model from this year and onwards. On the other hand, it
could be that the two sets of parameters yield almost identical concentrations
and thus constitute a kind of global identifiability problem.
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It is, moreover, noticeable from Table 7 that the fitted value of γ is much
closer to the parameter estimated for the seasonal data split, cf. Table 6; whereas,
the value for SP have declined to almost zero. This indicates that this way
of splitting the data leads to increased wind direction dependency of the wind
speed and less traffic produced turbulence. The results presented in Tables 6
and 7 indicate that the uncertainties on the parameters in OSPM are fairly
large, although the performance of the model, as indicated by the correlation
coefficient presented in Table 7, is quite good. It is recommended that this fact
is taken into consideration when applying the model for decision making.
3.6.3. Influence of street geometry
The correlation coefficient(R2), the fractional bias (FB), and the normalised
mean square error (NMSE) for the two data splits and the individual streets
without data splitting for the NOx concentrations are shown in Fig. 5 and for
NO2 in Fig. 6.
As can be seen, for both estimation and prediction sets, the estimated pa-
rameters perform noticeably better than the original model parameters. This is
seen for all three statistical quantities. This is especially the case for NO2 where
the large fractional bias in the original model parameters has disappeared. For
the DUPLEX data split, the statistical quantities are almost identical from the
estimation to the prediction set. Contrary to this, the seasonal data split has
noticeably lower performance for the prediction set compared to the estimation
set on all three statistical parameters. For the individual streets it can be seen
that there are some significant differences in the model performance across the
streets. The highest and lowest correlation coefficient for the original model
parameters are respectively found for Jagtvej and HCAB. The low correlation
coefficient for HCAB is caused by the physics governing irregular street canyons
not being properly accounted for in the model. This also means that there is
not much model improvement using parameter estimation for this street, as
also seen on Figs. 5 and 6. For Jagtvej the correlation coefficient for NOx has
declined slightly as a result of the parameter estimation. However, the overall
trend is still towards model improvement considering that the statistics for the
vast majority of the other streets have increased significantly. This indicates that
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the model could in the past have been calibrated against NOx data from Jagtvej.
The results of this being optimal performance for this street on behalf of less
optimal performance for the other streets and the other species. The parameter
estimation scheme has thus served to distribute the errors homogeneously among
the individual street canyons and the individual species.
The parameter estimation procedure was repeated on the individual streets
(results found in the supplementary material). The results indicate that the
uncertainty on the model parameters is larger than indicated by the percentage
difference in Table 6. The parameters obtained in Table 6 can thus be seen as
average parameters converging when averaged over many streets with different
properties. Moreover, this indicates that the model parameters depend in com-
plicated ways on the street geometry and the traffic conditions on the individual
street. More accurate results could thus be obtained by making the parameters
dependent on street geometry and traffic conditions.
Overall, it can be seen from Figs. 5 and 6 that the DUPLEX and seasonal
estimated parameter sets perform approximately equally well on the various
streets. The phenomenon, that two or more parameter sets give approximately
equal model performance, has been coined equifinality by Beven (2006). The
phenomenon arises in the interplay between model and measurements. Here,
the combination of model input uncertainty, model structural uncertainty, and
model parameter uncertainty is converted to uncertainty in the fitted parameter
values. None of the aforementioned types of uncertainty have previously been
assessed for OSPM and the present input data before. It is therefore difficult to
judge how much of the variance is caused by which form of uncertainty.
The equifinality of the model and the measurements appears to be a type of
identifiability problem, also sometimes known as non-uniqueness (Beven, 2002).
This type of identifiability problem has not been accounted for by the identifia-
bility analysis applied in the present study. The identifiability analysis of Brun
et al. (2001) is based on local sensitivity, and as such, is not designed to analyse
this type of global identifiability problems. One could thus argue that a smaller
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subset of parameters should have been estimated. However, to the best of the
authors knowledge, there exists no method to determine a globally identifiable
parameter subset. Moreover, this would make the estimated parameters depen-
dent on the (poorly defined?) fixed parameters.
3.6.4. Influence of wind speed
The correlation coefficient (R2), the fractional bias (FB), and the normalized
mean square error (NMSE) of the model with estimated (based on the DUPLEX
and seasonal data split) and original model parameters for NOx are shown in
Fig. 7. As can be seen, the original model parameters have a systematic bias as
a function of wind speed. The FB is almost zero for wind speeds of 1 ms –3
m
s , but
higher for calm winds and higher wind speeds. The NMSE of the original model
parameters are also increasing sharply as the wind speed increases to more than
3 ms . The FB of the estimated model parameters is also increasing with higher
wind speeds albeit at a much slower rate. The same trend is also found to a
lesser extent in the correlation coefficient. Again, this shows that the parameter
estimation procedure equilibrates the errors among the different situations the
model is exposed to.
The results of the parameter estimation applied to the respective wind speed
classes can be found in the supplementary material.
4. Conclusions
In the present study the iterative parameter estimation and identifiability
analysis of Brun et al. (2001) was applied to a model within atmospheric sci-
ence, in this case OSPM, with input covering five street canyons and the years
1994–2010 for the species NOx and NO2. The aim of this was to demonstrate
the applicability of the methodology to this type of model. Before applying this
methodology, the data were prepared through analysis for outlier detection and
pseudo-replicate removal. Moreover, two different data splitting approaches were
implemented.
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The results showed that it is possible to apply the methodology of Brun et al.
(2001) to atmospheric models and obtain informative results that can be used
for reduction of model outcome uncertainty. It was shown in Section 3.6.3 that
the parameter estimation procedure successfully equilibrated the bias among the
individual streets and among the individual species. This should be compared
to the more heterogeneous performance of the original model parameters. Thus
it was shown that this methodology could serve to improve this type of model.
When applied to the two data splitting approaches, the methodology revealed
that the estimated parameters were much more uncertain than indicated by
their 95% confidence intervals. This shows that the frequentist approach to
uncertainty analysis, as applied here, tends to underestimate the uncertainty of
the parameters. Other methods, such as bootstrapping or Bayesian approaches
to uncertainty analysis, should be used to validate the results of the frequentist
approach. The methodology of Brun et al. (2001) do not include application to
different realisations of the data set, but does neither preclude this element. It is
therefore recommended that a bootstrapping approach is used for the parameter
estimation part of the methodology.
The large uncertainty of the parameters were confirmed by fitting the pa-
rameters to the individual streets and the individual years. As discussed in
Section 3.6.2, the large uncertainties could be interpreted as an identifiability
problem. It was however shown in the local sensitivity analysis and the extensive
validation performed in this study that there could be various ways to reduce
the large uncertainty. This could be done through reductions in model structural
uncertainty and model input uncertainty besides model parameter uncertainty.
In this way, the applicability and advantage of the methodology for this type of
model is shown.
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1. Street characteristics
As can be seen from Table S1, the streets have low to regular aspect ratios
because high aspect ratio street are seldom in Denmark. Comparing the two
streets in Copenhagen to the streets analysed in Jensen et al. (2011) it can be
seen that the height and width of Jagtvej are close to the average value for
Copenhagen, however, the aspect ratio is higher than the mean value. The
aspect ratio distribution also has wide scatter so Jagtvej can be considered
representative for other street canyons in Copenhagen. This is also the case for
the average daily traffic. HCAB is not a typical street canyon in Copenhagen
in that it has much higher average daily traffic and much lower aspect ratio
compared to the mean of the streets. For Vesterbro the street is much wider
than the average street canyon in Aalborg yielding a much lower aspect ratio
compared to the mean. Moreover, the average daily traffic at Vesterbro is also
very high compared to the average street canyon in Aalborg. Vesterbro can thus
not be said to be representative for the street canyons in Aalborg as a whole. For
Albanigade the street geometry is close to the mean value for the city of Odense,
however, the average daily traffic is much higher than for the average street
canyon. Banegaardsgade is a low traffic, high aspect ratio canyon compared to
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the mean value for Aarhus.
2. Traffic input
The traffic input data were generated from a combination of automatic
and manual traffic counts. For Jagtvej and HCAB manual traffic counts were
performed next to the measurement stations in 2003. Traffic was counted for 24
hours on a weekday and during the night on a Saturday. The traffic data from
before 2003 were generated using trends derived from the comprehensive traffic
monitoring at stations close to Jagtvej and HCAB. The traffic monitoring is
performed by Copenhagen Municipality (Teknik- og Miljøforvaltningen, Center
for Trafik, Københavns Kommune, 2011). For the other streets the traffic
profile was based on traffic counts close to the monitoring stations (Jensen et al.,
2011). Based on the available data, the traffic profiles were generated through
interpolation.
3. Wind speed of input data
The number of measurements in each classification is shown in Tables S2
and S3. As can be seen, the dominating wind speed is between 3 ms –5
m
s , and
the low wind speeds are dominating the measurements. However, a significant
number of measurements up to 11 ms exists in the data set. The same distribution
is also seen in the atmospheric stability data, where the stability class D is dom-
inating followed by stability class C and B. The large number of measurements
in stability class D is also related to the fact that this stability class is used for
overcast conditions regardless of the other weather indicators.
4. Data Preparation
4.1. Outlier detection
The least squares criterion is applied in the present study. This means that
outliers in the data set will have a disproportionately large impact on the result.
Outliers are, in this case, different from high concentrations since an outlier is
determined on a multidimensional basis.
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Table S2: Number of measurements for individual wind speed classes
Wind Speed Range: NOx # NO2 #
Lower: Upper:
Calm Winds: 12 140 10 648
1 ms 3
m
s 178 248 152 969
3 ms 5
m
s 208 521 176 552
5 ms 8
m
s 119 460 100 910
8 ms 11
m
s 13 758 11 473
>11 ms 1038 818 Total #
Total # 533 165 453 370 986 535
Table S3: Number of measurements for individual atmospheric stability classes
Stability Class: NOx # NO2 #
A - extremely unstable 2 010 1 739
B - moderately unstable 54 918 47 701
C - slightly unstable 152 340 129 806
D - neutral 160 860 140 191
E - slightly stable 36 430 32 472
F - moderately stable 17 117 15 591 Total #
Total # 423 675 367 480 791 155
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Many techniques for outlier detection exist (Hodge and Austin, 2004). Com-
mon to most of these techniques is however that a training data set is needed to
calibrate the outlier modelling procedure. Since such a data set has not been
available for the present analysis, this effectively rules out the majority of outlier
detection methodologies. An alternative would be to determine outliers based on
Cook’s D (Cook and Weisberg, 1980). However, due to the long computational
time of the non linear regression, this was deemed infeasible. This lead to the
decision not to perform statistical outlier removal of the data.
Erroneous measurements, of which some are outliers, have however been
manually removed from the data before further processing based on: a) knowledge
of measurement performance obtained from the routine service of the instruments
and sampling systems in the laboratory and on the measurement stations; and
b) visual/manual inspection of the data. The inspection is performed based
on experience and seeks to detect erroneous measurements through abnormal
patterns such as:
• Frozen data values.
• Abnormal concentration measurements (such as the street level pollutant
concentration being lower than the background level).
• Peak values immediately after auto-calibration and technical service.
• Abrupt jumps in the time series of the measured concentrations.
A part of the visual/manual inspection of the data is to evaluate the general
concentration levels and patterns. This is done by comparing data with similar
measurements from other stations.
4.2. Data splitting
OSPM is designed to work well for all types of street canyons. It is therefore
important that the modelling results can be extrapolated to street canyons
beyond the five streets used in the present study. OSPM is also part of the
integrated forecasting and scenario management system THOR (Brandt et al.,
2001, 2003). This means that predictive validity, as defined by Ziegler (1976),
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becomes important, a fact also underlined by Omlin and Reichert (1999).
To assess the predictive validity of a model, the same experiment should be
performed repeatedly. The results of the first experiment should then be used for
estimation of parameters, and the results of the second experiment should then be
used for validation (Power, 1993). When working with atmospheric measurement
campaigns, the replication of the experiment is not possible. Therefore, long
time series are used which will eventually cover all combinations of atmospheric
and driving conditions. To obtain predictive validity from a time series data set,
the data set have to be split into an estimation and a prediction data set. Two
data splitting approaches have been applied here:
• Power (1993) recommended using the DUPLEX algorithm (Snee, 1977)
for data splitting. The DUPLEX algorithm is based on the CADEX algo-
rithm (Kennard and Stone, 1969) and has been used widely in chemomet-
rics (Despagne and Massart, 1998; Sprevak et al., 2004). In the DUPLEX
algorithm data are split to cover the largest possible area in parameter
space. This creates an estimation and prediction data set that have very
similar, albeit not identical, statistical properties.
• Another approach is to split the time series at a fixed point in time or
to split the data such that all seasons are covered in both the estimation-
and the prediction data set. This approach has often been used for neural
network modelling of air quality (Dorling et al., 2003; Kukkonen et al.,
2003) and is also used in Silver et al. (2013). This approach will hereafter
be referred to as the seasonal data split.
The two data splitting approaches were applied on each street separately. This
was done to prevent respectively the estimation data set and the prediction data
set from being dominated by data from one or more streets.
The parameter estimation and identifiability analysis methodology has been
applied to both the DUPLEX data split and the seasonal data split. The results
have subsequently been compared.
6
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4.3. Replicate removal
Snee (1977) recommended clustering the input data to remove pseudorepli-
cates1 before data splitting, as described in Section 4.2. Due to the size of
the data series used for this analysis, it is likely to contain repeated or almost
repeated data points, which thus does not provide new information to the analy-
sis. Performing the DUPLEX data splitting on a data set with replicates will
mean the estimation and the prediction data set are not independent. This
situation should be avoided. From a parameter estimation point of view there is
no new information about the model parameters in the pseudo-replicates. From
a regulatory viewpoint some values (average situations, situations with extreme
concentrations, etc.) might be of more interest. However, this could be handled
through a weighing procedure.
To cluster a dataset the number of clusters have to be predefined. The num-
ber of clusters in a dataset depend on how the data are structured in parameter
space. Data can be continuously distributed, discretely grouped in well separated
clusters or somewhere in between. If the data are discretely grouped the number
of clusters are easily determined, but if data are continuously distributed the data
can be split into any number of clusters. To determine if the data were suitable
for clustering the gap statistic (Tibshirani et al., 2001) were used. The results
showed that the data were not sufficiently grouped to determine an unambiguous
number of clusters. It was therefore decided to perform the subsequent analyses
on the full data set without clustering.
The ambiguity in the number of clusters in the data set is a general feature
of long time series measurements for street canyons. Seeing that, as the length
of the time series increases the more different wind directions, wind speeds,
driving conditions etc. will be included in the time series. All these processes
are essentially stochastic. This means that data are expected to approach a
continuous distribution over the input parameter space as the length of the time
series increases.
1Replicate or almost replicate data points
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Figure S1: Box plots of the absolute values of the local (relative) non-dimensional sensitivities
of the model parameters to NO2 concentrations plotted in the same order as NOx for ease of
comparison. The results of the DUPLEX data split are plotted in blue and of the seasonal data
split in red. The boxes are the 25th and 75th percentile, the whiskers correspond to 99.3% of
a normal distribution, the black lines are the median, the mean value of the distribution is
represented by yellow triangles, and δmsqr is plotted as black dots
5. Local sensitivity
5.1. Root mean square sensitivities for individual streets
In the present section, the distribution of the parameter sensitivity with
respect to street characteristics is explored. The root mean square sensitivities of
the individual parameters for Vesterbro, Banegaardsgade, and HCAB are shown
in Figs. S2a to S2c.
For Vesterbro street the model is, like in the DUPLEX/seasonal case, sensi-
tive to changes in the parameters b, froof, h0, and c. However, the model has
a higher sensitivity to changes in the parameter g, for a small number of data
points, compared to the DUPLEX/seasonal case. The parameter g controls the
shortening of the recirculation zone for low wind speeds. The street Vesterbro
is a low aspect ratio canyon with a very tall building on the opposite side of
the street as the receptor. The length of the recirculation zone in the model is
proportional to the upwind building height. A shortening of the recirculation
zone will therefore lead to a direct contribution reaching the receptor (when the
receptor is located at wind side) thus leading to higher concentrations. This
explains the comparatively higher sensitivity of the model to changes in the
parameters controlling the length of the recirculation zone (c and g) for these
wind directions. This effect is also present in Albanigade (results not shown).
8
82
00.2
0.4
0.6
b froof h0 c z0 Sp g d St i , Lt . k j Hmin
Relative sensitivity for NOx
Re
la
tiv
e
se
ns
iti
vi
ty
(a) Vesterbro
0
0.2
0.4
0.6
b froof h0 c z0 Sp g d St i , Lt . k j Hmin
Relative sensitivity for NOx
Re
la
tiv
e
se
ns
iti
vi
ty
(b) Banegaardsgade
0
0.2
0.4
0.6
b froof h0 c z0 Sp g d St i , Lt . k j Hmin
Relative sensitivity for NOx
Re
la
tiv
e
se
ns
iti
vi
ty
(c) H. C. Andersens Boulevard
Figure S2: Box plot of the absolute value of the non-dimensional parameter sensitivity for
Vesterbro, Banegaardsgade, and HCAB for NOx. The boxes are the 25th and 75th percentile,
the whiskers correspond to 99.3% of a normal distribution, the red lines are the median, the
mean value of the distribution is represented by yellow triangles, and δmsqr is plotted as black
dots
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For Banegaardsgade the general trend from the DUPLEX/seasonal data split,
in which parameters influence the model output, is reproduced for the parameters
that have the largest sensitivity. This result is also valid for Jagtvej (results not
shown). The most notably exception in Fig. S2b is the large sensitivity of the
model to changes in the upper length of the recirculation zone Lt, again strongly
influenced by a small number of data points. Banegaardsgade is a narrow street
canyon with an aspect ratio of 1.26 which explains the proportionally larger
impact of the recirculating contribution. This can also be seen on the low
sensitivity of the model to changes in c and g.
For HCAB the relative sensitivity of the individual parameters is markedly
changed compared to the DUPLEX/seasonal case. The sensitivity of the two
parameters defining the length of the recirculation zone (c and g) have markedly
decreased, even more so when looking at the mean- and median values. The
reason is that HCAB is a so-called ”irregular street canyon” with only buildings
on one side of the road. This means that a recirculation zone is only formed
when the building is upwind compared to the wind direction.
In general, the parameter sensitivity of the model is lower for HCAB compared
to all the other street canyons. This can-not be explained by lower concentrations
on this street. The average concentrations for HCAB are comparable to the other
streets in the analysis. One possible explanation is that HCAB is an irregular
street canyon, and it could therefore be influenced by some physical processes
that are not accurately captured by OSPM.
Comparing the sensitivity for the individual streets, a trend with respect
to aspect ratio (referring to Table S1) can be seen. For the low aspect ratio
streets (Vesterbro and Albanigade) the concentrations are, apart from the factors
controlling the street level wind speed and turbulence (froof, b, and h0), influenced
largely by the length of the recirculation zone, controlled by the factors c and g.
For the streets with higher aspect ratio, the sensitivity is only dominated by the
parameters controlling the street level wind speed and turbulence.
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(a) Vesterbro (b) Banegaardsgade
(c) H. C. Andersens Boulevard (d) Jagtvej
(e) Albanigade
Figure S3: Root mean square sensitivity for NOx for individual streets as a function of wind
direction. Data are rotated such that 0◦ corresponds to the parallel wind direction.
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5.2. Root mean square sensitivities for individual wind speeds
The sensitivity of the model parameters as a function of wind speed for NOx
is illustrated on Fig. S4. The data points for measured wind speeds higher than
11 ms are not included since they only include 0.2% of the measurements. As
can be seen, the general trend in which parameters are sensitive and which are
insensitive is reproduced for the different classes of wind speed. The parameters,
that only influence low wind speeds (g and i), have zero sensitivity for high wind
speeds. This will not influence the sensitivity of the other parameters since the
sensitivity is calculated one parameter at a time.
The sensitivity of the parameters are significantly altered for calm winds,
where the only sensitive parameter is b, which is also influenced by a very large
scatter. For low wind speeds the solar radiation will play an important role in
the diffusion in the canyon. Since there are no parameters controlling the impact
of solar radiation, this leads to an underestimation of the mean sensitivity for
these data points.
Figure S4 clearly shows that the large sensitivity of the model to the param-
eter b, as shown in Fig. S2, is most pronounced for low wind speeds. b is still
significantly sensitive for higher wind speeds; however, it is not the most sensitive
parameter for wind speeds higher than 3 ms . This is obvious since the street
level turbulence is a sum of the measured wind speed times a factor and the
traffic produced turbulence. As the measured wind speed increases, the relative
importance of the traffic produced turbulence declines, and the sensitivity of the
model to the parameters controlling the street level wind speed (froof, h0, and
z0) increases as well.
The sensitivity of the model to changes in the length of the recirculation
zone increases slightly as the wind speed increases above 3 ms . This is because
the recirculation zone is shortened using the parameter g for lower wind speeds.
However, the importance of the recirculation zone length is diminishing for higher
wind speeds. Moreover, the the increase in the median is much smaller than the
increase in the root mean square value indicating that the influence is largest for
12
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Figure S4: Sensitivity for individual wind speed intervals for NOx. Boxplots are produced in a
similar fashion as Fig. S2.
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a smaller number of data points.
The sensitivity of the averaging interval d increases with wind speed. The
reason is that the absolute difference in concentrations between parallel and
perpendicular wind directions increase with increasing wind speeds. The same is
also true for streets with exceptions where the absolute concentration difference
also increases. However, as seen from the distribution this trend is much larger
for the root mean square value compared to the median value.
The sensitivity of the model to changes in the dispersion parameter α also
increases sharply as the wind speed increases. This is because α, along with
the roof level wind speed, controls the dispersion of the direct plume and the
ventilation at the top of the canyon, which is important for long street canyons.
The modelled concentrations for long street canyons depend exponentially on
the roof level ventilation. Changing α will therefore have a large impact on the
results for high wind speeds.
Similar results were found for NO2 and for the division into atmospheric
stability classes (results not shown).
6. Influence of diurnal variation
The weekly diurnal variation in NOx concentrations are shown in Fig. S5 (re-
sults for NO2 not shown). A distinct repeating diurnal pattern can be seen in all
the figures. The concentrations are high during the day and lower during the night
and in the weekends. Some of the streets are furthermore influenced, to a smaller
or larger degree, by rush hour periods, seen as spikes in the concentration profiles.
Overall, both the original model parameters and the two sets of fitted model
parameters reproduce this pattern. However, the fitted parameters are closer
to the measured values. This is obviously not an ideal situation since bias in
the weekly diurnal variation, for the majority of cases, is caused by bias related
to the modelled traffic or emissions and not in the parameter values. This is
again an example of how the parameter estimation method converts model input
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Figure S5: Weekly diurnal variation for Vesterbro, HCAB, and Jagtvej
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uncertainty to model parameter uncertainty. The weekly diurnal profile for
Banegaardsgade and Albanigade have already been analysed in the article and
will not be dealt with here.
The characteristics of the remaining street canyons are:
• For Vesterbro the main bias arises in the afternoon rush hours and to a
lesser extent on Saturday morning. All three parameter sets underestimate
the NOx concentrations for these periods. Naturally, this causes the
NO2 concentrations to be biased as well. This could be caused by bias
in the traffic profile, but could also be related to different atmospheric
conditions prevailing in the afternoon compared to the mornings. Moreover,
it is noticeable that the NOx concentrations for all three parameter sets
appear accurate during night-time and fairly accurate during the weekends.
The NO2 concentrations however are overestimated in the original model
parameters for this street.
• HCAB is influenced by slightly too small NOx concentrations during the
morning rush hours and during night time. Moreover, the measurements
show an increasing night-time concentration over the week which is not
represented in the modelled concentrations. The measured profile shows a
small spike in the concentrations in the night from Saturday to Sunday a
phenomenon likewise underestimated in the traffic- or emissions profile.
• Jagtvej is also influenced by an underestimation of the morning rush hour
concentrations for NOx and an overestimation of the weekend daytime
concentrations.
Overall, the ratio between NOx and NO2 is not well reproduced. This is seen
from the majority of the streets suffering from an accurate prediction for NOx
leading to an inaccurate prediction of NO2 and vice versa. The fitted model
parameters have partly alleviated this problem; however, this appears to be a
problem located outside the dispersion module of OSPM. In this way, a model
structure uncertainty have been converted to a model parameter uncertainty by
the parameter estimation method.
18
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7. Wind Speed and Atmospheric Stability
In Fig. S6 a subset of 10 parameters have been fitted to the respective wind
speed classes. As seen from Fig. S6 the above dependency of the FB on the
wind speed can be explained by the fact that several model parameters are not
constant, but wind speed dependent. Trying to fit these parameters as constants
will yield uncertain parameters. From Fig. S6 an increasing trend with wind
speed can be seen for h0; whereas, a decreasing trend can be seen for froof, c,
and Sp. b, d, and α show more mixed tendencies and could thus be hypothesized
to be constant. The parameters Lt, k, and γ show very large fluctuations and
should thus be considered very uncertain. Fitting these parameters will thus
lead to poor identifiability in all situations.
The results of Fig. S6 are obtained with g, i, St, and z0 held constant at
their original values. This is caused by the increased collinearity on the more
homogeneous data set used to fit. The results are thus not directly comparable
to the results presented in the article.
For atmospheric stability the FB show a decreasing trend the more stable
the atmosphere becomes as seen in Fig. S7. This means that the model tends to
overestimate the concentrations for unstable conditions and to underestimate the
concentrations for stable conditions. An increasing trend is seen for the NMSE.
The highest correlation is found for stability class D with declining correlations
the further away from neutral stability the atmosphere becomes.
The original model parameters perform poorly for stability class A because
the dispersion under stability class A is dominated by convection. Since OSPM
does not contain expressions representing convective dispersion, it is natural that
the performance is not good for these conditions. The convective dispersion was
regarded as negligible in the original model design (Hertel and Berkowicz, 1989).
Referring to Table S3 extremely unstable conditions are also very rare for the
streets under consideration in the present study. On the other hand, it could
be argued that this should be an area of focus. The applicability of OSPM to
streets where unstable situations are more common could be expanded in this way.
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The good performance of the original model parameters for stability class D
and E could be linked to the fact that the original model parameters were (at
least partly) calibrated to these stability classes. The choice of the value of 0.1
for the parameter α thus corresponds to the measured value for the standard
deviation of the vertical velocity fluctuations under neutral conditions (stability
class D) (Hertel and Berkowicz, 1989).
In the original model design atmospheric stability was assumed not to influ-
ence the street canyon concentrations (Hertel and Berkowicz, 1989). This would
mean that the performance for the respective stability classes should fluctuate
randomly around a mean value in Fig. S7. The clear systematic trend shown
in Fig. S7 indicate that atmospheric stability has an influence also at street level.
The estimated parameters have higher correlation coefficient compared to
the original values for all stability classes. The NMSE is also smaller for the
estimated parameters compared to the original model parameters for all stability
classes except stability class A. For the FB the estimated parameters have much
lower FB for stability class D and slightly lower FB for stability class C. For
the other stability classes the FB is however increasing. Since stability class C
and D are the dominating stability classes these will naturally dominate the
estimated parameters.
8. Computational aspects
The DUPLEX data splitting procedure, described in Section 4.2, is a calcu-
lation intensive data splitting method (Reitermanová, 2010). The algorithm
was implemented in Matlab, and various methods were used to speed up the
calculation:
• To calculate the Euclidean distances between points in the parameter
space, Matlab contains the build in functions ”pdist” and ”pdist2”. For
finding the two points with the largest Euclidean distance, ”pdist” was
used. For calculating euclidean distances between the points already sorted
and the points not sorted yet, the function ”bsxfun”, which performs the
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calculations in parallel (MathWorks Support Team, 2013), combined with
the identity for vector calculations ||u− v||2 = ||u||2 + ||v||2 − d · u · v, was
used to speed up calculations.
• The data splitting algorithm requires removing the already sorted data
points from the data set. Changing the size of a large matrix takes a lot of
time in Matlab since almost all data will have to be copied to a new matrix
of a different size. A speed boost can therefore be achieved by assigning
zero distance to the points already sorted. In this way, it is secured that
they are not reselected as the most distant point.
• In order to determine the most distant point from the points already sorted,
the Euclidean distance to all the sorted points is calculated as described
above. However, more speed can be achieved by storing the sum of the
already calculated distances. This means that one only has to calculate
the distance to the last sorted point and add it to the previous sum of
distances in each iteration.
• Preallocating arrays using the ”zeros” function in Matlab is a common
method of speeding up calculations. Especially since a large number of
data points have to be kept track of in this case. Resizing the variables to
store the data points thus slows the program dramatically.
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Abstract. Semi-parameterized street canyon models, as e.g.
the Operational Street Pollution Model (OSPM®), have been
frequently applied for the last two decades to analyse lev-
els and consequences of air pollution in streets. These mod-
els are popular due to their speed and low input require-
ments. One often-used simplification is the assumption that
emissions are homogeneously distributed in the entire length
and width of the street canyon. It is thus the aim of the
present study to analyse the impact of this assumption by
implementing an inhomogeneous emission geometry scheme
in OSPM. The homogeneous and the inhomogeneous emis-
sion geometry schemes are validated against two real-world
cases: Hornsgatan, Stockholm, a sloping street canyon; and
Jagtvej, Copenhagen; where the morning rush hour has more
traffic on one lane compared to the other. The two cases are
supplemented with a theoretical calculation of the impact
of street aspect (height /width) ratio and emission inhomo-
geneity on the concentrations resulting from inhomogeneous
emissions. The results show an improved performance for the
inhomogeneous emission geometry over the homogeneous
emission geometry. Moreover, it is shown that the impact of
inhomogeneous emissions is largest for near-parallel wind
directions and for high aspect ratio canyons. The results from
the real-world cases are however confounded by challenges
estimating the emissions accurately.
1 Introduction
Semi-parameterized models as e.g. the Operational Street
Pollution Model (OSPM®; Berkowicz et al., 1997) have been
frequently applied in cities around the globe over the last
20 years (Assael et al., 2008; Berkowicz et al., 1996, 2006;
Ghenu et al., 2008; Gokhale et al., 2005; Hertel et al., 2008;
Kakosimos et al., 2010; Ketzel et al., 2012; Kukkonen et al.,
2000; Vardoulakis et al., 2005). This type of model has the
advantages of low input requirements and short execution
times. This means that the model can cover many streets over
long time periods due to its low computational demand.
In order to retain the low calculation time of these models,
a number of simplifying assumptions have to be made. One
assumption, present in e.g. OSPM, is that the emissions are
distributed homogeneously over the street canyon in the full
length and width of the canyon. However, real streets have
traffic lanes with finite width and varying traffic loads, ei-
ther permanently or as a function of time as e.g. rush hours.
Moreover, they might have sidewalks or cycle lanes with no
emissions or wide central reserves likewise without emis-
sions. Modelling these situations as homogeneous emission
will potentially overestimate one side of the street and under-
estimate the other side of the street. This has an influence on
e.g. limit values, where one side of the street can exceed the
limit value while the other does not.
Published by Copernicus Publications on behalf of the European Geosciences Union.
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Sloping streets represent a natural case of inhomogeneous
emissions in that vehicles driving uphill have a higher emis-
sion due to the increased engine load compared to vehicles
driving downhill. Gidhagen et al. (2004) examined the mea-
sured NOx concentrations from a measurement campaign
in Hornsgatan in Stockholm, Sweden, which has a slope of
2.3 %, using a computational fluid dynamics (CFD) model.
It was shown that the model representation of the wind di-
rection dependence of the concentrations compared to the
wind direction dependence of the measurements improved
by assuming an emission relationship of 3 : 1 between the
uphill and downhill side of the road. This followed along a
marginal improvement in the correlation between the model
and the measurements. In Gidhagen et al. (2004), Kean et
al. (2003) is also quoted for reporting markedly higher emis-
sions for vehicles going uphill compared to vehicles going
downhill, a feature also implemented in emission models
like the Handbook Emission Factors for Road Transport –
HBEFA (www.hbefa.net).
Moreover, Kakosimos et al. (2010) and Vardoulakis et
al. (2007) suggested that an improvement in the applicabil-
ity of semi-empirical street level air quality models could be
achieved by implementation of an inhomogeneous emission
geometry scheme.
The present study is therefore based on the following re-
search question:
To what extend do the performance of street pollution mod-
els like OSPM improve as a result of moving from homo-
geneous emissions to inhomogeneous emissions, and how is
this change influenced by the aspect ratio of the street and
the inhomogeneity of the emissions?
The methods applied in the present study are explained in
Sect. 2. This is followed by a description of how the con-
centrations are calculated based on respectively the homoge-
neous and the inhomogeneous emissions in Sect. 3. The re-
sults and discussion are placed in Sect. 4 and the conclusions
are presented in Sect. 5.
2 Methods
To analyse the impact of inhomogeneous emissions in OSPM
two real-world cases were selected as being representative
for inhomogeneous emission geometry streets as found in ur-
ban areas. The two real-world cases were supplemented by a
set of theoretical calculations to analyse the impact of inho-
mogeneity and aspect ratio on the results.
The two street canyons chosen to analyse the impact
of inhomogeneous emissions were respectively Hornsgatan
in Stockholm, Sweden, and Jagtvej in Copenhagen, Den-
mark. The main characteristics of the two street canyons are
summed up in Table 1. Hornsgatan is an example of a slop-
ing street canyon with the average slope being 2.3 % (Gid-
hagen et al., 2004), and Jagtvej is diurnally inhomogeneous
in that, depending on the time of day, there is more traffic
in the northeast direction compared to the southwest direc-
tion. Both streets have two driving lanes in each direction
(four lanes in total) plus non-emitting areas at the sides. The
non-emitting areas are however not modelled explicitly in
the present analysis, since including this would require the
implementation of horizontal diffusion in the model, cf. the
discussion in Sect.3.2. This task remains for future work.
In the analysis, the NOx concentrations were used since
in OSPM the concentration of NO2 is calculated based on
the concentration of NOx and O3. Thus, in order not to add
the uncertainties from the chemistry in the analysis, the pri-
mary emitted tracer (NOx) is used. Moreover, previous stud-
ies (Ketzel et al., 2011, 2012) have shown that the emission
and dispersion module implemented in OSPM have an ac-
ceptable performance for this species.
The years 2007–2009 were chosen for Hornsgatan given
that the use of studded tires has been banned on this street
since 2010, which probably affected the vehicle distribution.
Modelling the influence of this was assessed to be compli-
cated and outside the scope of the present study. For Jagtvej,
the years 2003 and 2013 were chosen since traffic counts
were performed next to the measurement station in these
years. In order to assess the influence of inhomogeneous
emissions, accurate traffic input is very important.
Both streets are part of routine air quality control mon-
itoring programs and have been studied extensively in the
past. One year of data from Hornsgatan were included in
the Street Emission Ceiling exercise (Larssen et al., 2007;
Moussiopoulos et al., 2005, 2004) and has thus been subject
of a number of modelling studies (e.g. Denby et al., 2013a,
b; Johansson et al., 2009; Ketzel et al., 2007; Olivares et al.,
2007). The Jagtvej measurement station is part of the Danish
air quality monitoring programme (Ellermann et al., 2013)
and has likewise been the subject of extensive analysis (e.g.
Ketzel et al., 2011, 2012; Silver et al., 2013).
2.1 Emission modelling and measurements
from Hornsgatan
The emission modelling for Hornsgatan uses the hourly auto-
matic vehicle counts for the two driving directions on Horns-
gatan. The vehicle counts were made using an inductive loop
technology (Marksman 660 Traffic Counter and Classifier,
Golden River Traffic Ltd, UK). It provides hourly mean total
traffic counts, classification of vehicles based on the length
of the vehicle, plus mean speed on a lane by lane basis. The
automatic counts in the east inner lane were multiplied by
4.2 to compensate for a bias in the counting based on a man-
ual counting check. The exact technical reason for this fac-
tor is not known. However, comparisons between the Marks-
man counter and manual counts and between the Marksman
counter and automatic camera recordings (Burman and Jo-
hansson, 2010) have confirmed the validity of this factor.
The vehicle distribution was modelled as the average
weekly vehicle distribution based on vehicle classifications
Geosci. Model Dev., 8, 3231–3245, 2015 www.geosci-model-dev.net/8/3231/2015/
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Table 1. Overview of the properties of the two street canyons used for validation of the dispersion schemes in the study. There is a measure-
ment station (receptor) at each side of the street in Hornsgatan, but only one measurement station on the east side of Jagtvej.
Name Hornsgatan Jagtvej
City Stockholm Copenhagen
Country Sweden Denmark
Latitude 59◦ N 55◦ N
Width 24 m 25 m
Height 24 m 22 m
Years in analysis 2007, 2008, 2009 2003, 2013
Street orientation 76◦ 30◦
Average daily traffic 35 500 20 000
Mean vehicle speed (km h−1) 45 29
Heavy duty share 4 % 3 %
Receptor height 3.0 m (north) 3.3 m (south) 3.6 m (east)
obtained by video number plate recognition in the fall of
2009 (Burman and Johansson, 2010). This ensured that the
emission factors reflected the average weekly variation in ve-
hicle distribution. All vehicle categories were modelled using
HBEFA 3.2 (www.hbefa.net) except ethanol buses, which do
not appear as a vehicle category in HBEFA. These were in-
stead modelled using the ARTEMIS (Assessment of Road
Transport Emission Models and Inventory Systems) emis-
sion model (Boulter and McCrae, 2007). The emission fac-
tors from ARTEMIS were scaled to a different set of veloci-
ties compared to HBEFA. In order to scale the two emission
models, the emissions from ARTEMIS were linearly inter-
polated to match the travel speeds from HBEFA.
The emission factors from HBEFA version 3.2, were used
for the emission modelling since this emission model in-
cludes the effect of slope on the emissions. The emissions
were exported from this model for slopes of ±2 and ±4 %
and a linear interpolation to the slope of ±2.3 %, as given
by Gidhagen et al. (2004), was performed. In Gidhagen et
al. (2004), the Tehran Emission Reduction Project is cited for
reporting uphill emissions being 3–4 times larger than down-
hill emissions. A significant emission difference between the
north and south side of the street can therefore be expected.
The traffic flow situation (called “level of service” in
HBEFA) was modelled as a set of discrete categories. This
was done by categorising the individual hour based on the
total number of vehicles in the hour. The categorisation was
performed based on the scheme from the ARTEMIS model
reprinted in Table 2.
In setting up OSPM, the street was divided into two emis-
sion segments of equal width, each segment covering two
traffic lanes, although the inhomogeneous emission scheme
described in Sect. 3.2 allows for any number of segments.
The emissions were distributed over both the lanes and the
sidewalk since the modelling of sidewalks is not yet a fea-
ture of the model, cf. the discussion in Sect. 3.2. The vehicle
speed, used for the calculation of traffic-produced turbulence,
Table 2. Level of service as a function of total number of vehicles
per hour based on Vägverket and SMHI (2007).
Level of Total number of
service vehicles per hour
Free flow < 601
Heavy 601–899
Saturated 900–1399
Stop+ go > 1400
was assumed equal to the mean speed between the two lanes
comprising the segment.
The emission modelling for Hornsgatan was performed
based on two approaches.
– An approach based on the hypothesis that the traffic on
the individual lane can be modelled as half the total traf-
fic, subsequently referred to as the “proportional” ap-
proach. The inhomogeneity thus only arises from the
slope of the street. This approach is useful if directional-
or lane-divided traffic counts do not exist for the street
in question.
– An approach based on the modelling of inhomogeneous
emissions based on traffic counts from the individual
lane as described above. This approach is subsequently
referred to as the “exact” approach.
The two approaches to emission modelling were subse-
quently compared.
NOx was simultaneously monitored on the northern and
southern sides of the road with a commercial NOx chemilu-
minescence analyser (model 31 M LCD, Environment SA,
France). Urban background concentrations were taken from
an identical instrument at a monitoring station located on the
roof of a building approx. 500 m east of the Hornsgatan street
station. The roof level station is representative of the urban
www.geosci-model-dev.net/8/3231/2015/ Geosci. Model Dev., 8, 3231–3245, 2015
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background and is not influenced by the emissions in any
nearby street canyon.
To analyse if the emissions distribution between the north
side and the south side of the street can be modelled as a
constant ratio, an analysis of measurements for near-parallel
(±30◦) wind directions for the conditions of a minimum
wind speed of 2 m s−1 was performed. It was hypothesised
that the ratio between the measured concentrations corre-
sponds to the proportions between the emissions. This as-
sumption is of course violated as a result of horizontal dis-
persion in the street canyon, but this effect was disregarded.
As seen in Fig. 1, the distribution of concentration ra-
tios between the northern and southern sides of the street is
skewed with the mode being around 1.2 and the mean value
being 3.2. This result is not too far from the result presented
by Gidhagen et al. (2004), where the emissions on the north
side were 3 times as large as on the south side. Moreover,
the distribution is unimodal and has a relatively low standard
deviation, which supports the assumption of an even traffic
distribution between the north side and the south side of the
street.
The hypothesis of a constant ratio distribution will be for-
tified if the ratio is not changing systematically with time.
The diurnal and weekly variation of the ratio is shown in
Fig. 2. As can be seen, the values show no clear diurnal or
weekly variation and thus the assumption of an even distribu-
tion of traffic, but inhomogeneous emissions due to the slope
in the two directions, between the two segments seems valid.
2.2 Emission modelling and measurements
from Jagtvej
Manual traffic counts next to the measurement station at
Jagtvej were performed respectively in 2003 and in 2013.
The traffic was counted in two directions on a weekday for
24 h in 2003 and between 07:00 and 19:00 LT in 2013. The
number of vehicles was split into a number of vehicle classes
to provide the vehicle distribution. The emissions were mod-
elled using the COPERT 4 model (COmputer Programme to
calculate Emissions from Road Transport; EEA, 2009).
The diurnal vehicle speed profile for Jagtvej was based
on a national study aiming to establish typical diurnal speed
profiles for different types of urban streets (TetraPlan A/S,
2001) where the most representative for Jagtvej was chosen.
Furthermore, average travel speed data were obtained from a
recent national data set (http://speedmap.dk/portal) managed
by the Danish Road Directorate. SpeedMap is based on GPS
readings from vehicle fleets and provides travel speeds on
all major roads in Denmark in a high spatial and temporal
resolution. The average vehicle speed from 2011 was used
to scale the diurnal profiles from the original study, and the
velocity profile was assumed valid for both 2003 and 2013
since no information on the temporal development in vehicle
speeds were available within the limits of the present study.
Figure 1. Histogram of ratio between the north side and south side
receptors for near-parallel wind directions for Hornsgatan, Stock-
holm.
The emissions were subsequently distributed in two seg-
ments, each covering half of the street width; thus, both cov-
ering the traffic lanes and the sidewalks. The choice of two
segments was made since the traffic counts were only dis-
tributed into driving directions and not on the individual lane.
The NOx measurements at the east side of Jagtvej were
performed continuously by chemiluminescence using NOx
Aerodyne API (Atmospheric Pressure Interface) instruments.
The urban background measurements were measured from
a roof level measurement station approximately 500 m from
the street using similar instrumentation as the street level
measurements.
2.3 Theoretical calculations
The resulting concentrations of inhomogeneous emissions as
a function of street aspect ratio and emission inhomogeneity
were calculated for 360 wind directions with wind speed and
total emissions approximately similar to the average condi-
tions for Hornsgatan in order to generate comparable results.
The calculations were performed on a hypothetical street
canyon with two emission segments each covering half the
width of the street. Subsequently, the aspect ratio and the
emission inhomogeneity were varied over a reasonable in-
terval.
3 Model description
In the following sections, the currently applied homogeneous
and the tested inhomogeneous emission dispersion schemes
will be described. This section does not contain a complete
description of the OSPM model, for this the reader is referred
to e.g. Berkowicz et al. (1997). However, sufficient details
Geosci. Model Dev., 8, 3231–3245, 2015 www.geosci-model-dev.net/8/3231/2015/
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Figure 2. Diurnal and weekly variation in the mean ratio between the concentrations for the north side and south side receptors for near-
parallel wind directions with wind speeds above 2 m s−1 for Hornsgatan, Stockholm.
will be provided to understand the modifications in the model
regarding handling the emission geometry.
3.1 The homogeneous emission dispersion scheme
To illustrate the modelling principles of OSPM, a typical
street canyon situation is illustrated in Fig. 3. OSPM cal-
culates the concentrations (C) at the wall side of the street
canyon as a contribution from the street canyon (Cstreet) plus
a contribution from urban background concentrations (Cbg).
The contribution from the street canyon is subsequently a
sum of a direct contribution (Cdir) plus a recirculating con-
tribution (Crec) (Berkowicz et al., 1997):
C = Cstreet+Cbg, (1)
Cstreet = Cdir+Crec. (2)
It is a fundamental assumption of the model that when the
wind blows over a rooftop in a street canyon an hourly aver-
aged recirculation vortex is always formed inside the canyon
as illustrated in Fig. 3.
It is assumed that the ground level wind direction inside
the recirculation zone is mirrored compared with the roof
level wind direction, whereas outside the recirculation zone
the wind direction follows the roof level wind direction as
illustrated in Fig. 4.
The receptor at the leeward (1) side of the canyon is thus
exposed both to a direct contribution from emissions inside
the recirculation zone (unless the wind direction is close to
parallel as described in Sect. 3.1.1) and a recirculating contri-
bution, and the windward receptor (2) is exposed to a direct
contribution from emissions outside the recirculation zone
(Berkowicz et al., 1997) and to diluted recirculating emis-
sions from inside the recirculation zone (Ketzel et al., 2014).
In the case where the recirculation zone occupies the whole
street canyon, the leeward (marked with “1” in Fig. 5) side
of the canyon will be exposed to both a direct and a recircu-
lating contribution, whereas the windward receptor (marked
Figure 3. Cross section of a street canyon. The figure illustrates the
governing flow patterns as modelled in OSPM. The two receptors
are marked with red diamonds. In the figure the recirculation zone
occupies the whole canyon although this need not be the case as
e.g. shown in the following figures. Figure modified from Silver et
al. (2013).
with “2” in Fig. 5) will only be influenced by the recirculat-
ing contribution.
3.1.1 The direct contribution
The direct contribution can be written in integral form as
(Hertel and Berkowicz, 1989)
xend∫
xstart
dCdir
dx
dx =
√
2
pi
Q
Wσw
xend∫
xstart
1
x+ ustreeth0
σw
dx, (3)
where Cdir is the direct contribution; xstart is the distance
from the receptor where the plume has the same height as the
receptor, which can also be zero in case hr ≤ h0; xend is the
upper integration limit as defined in Table 3; h0 is the height
of the plume in the wake of a car (usually termed the “ini-
tial dispersion”); hr is the height of the receptor (the height
of the calculated concentration); Q is the emission flux (in
g m−1 s−1); W is the width of the street; ustreet is the street
level wind speed; and σw is the vertical turbulence flux cal-
www.geosci-model-dev.net/8/3231/2015/ Geosci. Model Dev., 8, 3231–3245, 2015
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Figure 4. Schematic view of a street canyon seen from the top. The
arrows represent the wind directions as modelled in OSPM. The
length of the arrows are not proportional to the wind speed. The
blue arrows are rooftop wind directions and the red arrows are street
level wind directions. The receptors are marked with red diamonds.
culated as a function of the street level wind speed and the
traffic produced turbulence.
The integration is performed along a straight line path
against the wind direction as illustrated in Fig. 5. Equa-
tion (3) is used for calculating the direct contribution on both
the leeward side and the windward side; however, the length
of the integration paths can differ likewise as illustrated in
Fig. 5.
In Fig. 5 it is assumed that xend = Lrec, the length of the re-
circulation zone; however, as shown in Table 3 this needs not
be the case. The calculation of Lrec as a function of the up-
wind building height (Hu) and the shortening function (fred)
is defined in Table 4.
For very long street canyons the plume will start dispers-
ing out of the canyon at the top. In OSPM, this is assumed to
happen when the plume height (σz) equals the general build-
ing height (Hg) (Ketzel et al., 2014) of the canyon. This point
is called xesc and is defined as (Hertel and Berkowicz, 1989)
xesc = ustreet(Hg−h0)
σw
. (4)
Beyond the point xesc, the contribution to the concentration at
the receptor is assumed to decay exponentially with distance
according to (Hertel and Berkowicz, 1989)
Figure 5. Illustration of the integration paths (red dotted lines) for
an arbitrary wind direction for the two receptors in the canyon. The
upper blue dotted line marks a critical wind direction (θl) which
affects the calculation of the integration path length, and Lb is the
length to the end of the canyon used to calculate the maximum in-
tegration length (Lmax). Lrec is the length of the recirculation zone.
A second recirculation zone is illustrated in blue with the new inte-
gration lengths likewise plotted with dotted blue lines.
Table 3. Table of upper integration limits for respectively Eq. (3)
(xend) and Eq. (5) (x′end). The definition and calculation of the
lengths can be found in Table 4.
Magnitude xend x′end
Lrec > xesc > Lmax Lmax –
Lrec > Lmax > xesc xesc Lmax
xesc > Lrec > Lmax Lmax –
xesc > Lmax > Lrec Lrec –
Lmax > xesc > Lrec Lrec –
Lmax > Lrec > xesc xesc Lrec
x′end∫
xesc
dcdir
dx
dx =
√
2
pi
x′end∫
xesc
Q
ustreetWHg
e
− σwt
Hgustreet (x−xesc)dx, (5)
where σwt is the roof level turbulence, and x′end is the upper
limit of the integral as defined in Table 3. The calculations
and definitions of the critical lengths xstart, Lrec, and Lmax
are summed up in Table 4.
For close to parallel wind directions the integration length
(xend) for the leeward side receptor (1) is extended from Lrec
to Lmax to account for concentrations resulting from emis-
sions outside the recirculation zone. The calculation of Lmax
as a function of the street width (W ), the wind direction with
respect to the street axis (θstreet), and the length to the end of
the canyon is defined in Table 4. The integration is extended
when θstreet is smaller than 45◦, and the contribution to the
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Table 4. Table of the critical lengths along the integration path. These lengths determine the upper and lower limits of the integrals in the
homogeneous emission dispersion scheme and of the sums in the inhomogeneous emission dispersion scheme. Moreover, they determine if
the dispersion should be calculated according to Eqs. (3) or (5) plus whether the concentration should be multiplied with fext as defined in
Eq. (6). fred is the shortening function as defined in Eq. (6), Hu is the upwind building height, θstreet is the wind direction compared to the
street direction, θl is the critical wind direction as illustrated in Fig. 5, W is the street width, Lb is the length from the receptor to the end of
the street as illustrated in Fig. 5, and hr is the height of the inlet of the receptor above street level.
Name Expression Description
Lrec 2 · fred ·Hu Length of the recirculation zone
xstart
ustreet(hr−h0)
σw
; hr > h0 Length where the vertical dispersion of the plume equals the height of the receptor
0 ; hr ≤ h0
Lmax
W
sin(θstreet) ; θstreet > θl Maximum integration path length
Lb
cos(θstreet)
; θstreet < θl
concentrations from the path outside the recirculation zone
is then multiplied by fext (Hertel and Berkowicz, 1989)1:
fext = cos(2fredθstreet)
fred =
{
1 ; ustreet > 2 m s−1√
0.5ustreet ; ustreet < 2 m s−1, (6)
where θstreet is the angle between the street and the street level
wind direction.
3.1.2 The recirculating contribution
The recirculating contribution is parameterized as a box
model, where it is assumed that the inflow of pollutants
equals the outflow of pollutants as illustrated in Fig. 6.
The inflow of pollutants is the emission density in the
street multiplied by the integration length Lbase (Berkowicz
et al., 1997):
Qin = Q
W
Lbase, (7)
where Lbase =min(Lrec,Lmax). The recirculation zone is
modelled as a trapezium with the upper length being half
of the baseline length. The outflow from the box model is
thus the ventilation at the top of the recirculation trapez-
ium
(
σwtLtop
)
plus the ventilation at the hypotenuse of the
trapezium (σhypLhyp) as illustrated in Fig. 6 (Berkowicz et
al., 1997):
Qout = Crec(σwtLtop+ σhypLhyp), (8)
where Crec is the recirculating concentration contribution
and σhyp is the average turbulence at the hypotenuse. Equa-
tions (7) and (8) can now be solved for the recirculating con-
centration by setting the inflow equal to the outflow:
Crec =
Q
W
Lbase
σwtLtop+ σhypLhyp . (9)
1In Hertel and Berkowicz (1989) fred is defined as fred =
0.5ustreet for ustreet < 2 m s−1. This has subsequently been changed
to fred =
√
0.5ustreet for ustreet < 2 m s−1.
Figure 6. Cross section of a street canyon with the dimensions of
the recirculation zone illustrated. The red arrows represent the street
level wind direction. Based on Hertel and Berkowicz (1989, p. 69).
3.1.3 Summarising the dispersion module in OSPM
For regular street canyons (height to width ratio close to one)
the recirculation zone will occupy the majority of the canyon.
This means that, for a large wind direction interval, the inte-
gration length for the leeward receptor will be significantly
longer than the integration length for the windward receptor.
Furthermore, the leeward receptor will be exposed to the full
recirculating contribution, while the windward receptor only
receives a further diluted recirculating contribution. These
two effects mean that the leeward receptor will experience
significantly higher concentrations than the windward recep-
tor for a large wind direction interval.
3.2 The inhomogeneous emission dispersion scheme
In order to facilitate the modelling of streets with inhomo-
geneous emission distributions, the street was divided into
a number of parallel segments as illustrated in Fig. 7. The
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Table 5. Correlation coefficient, fractional bias, and normalised mean square error for the years 2007–2009 for the north side receptor.
“Exact” and “Proportional” refer to the emission modelling approaches described in Sect. 2.1. Moreover, the measured and modelled annual
mean NOx concentrations for the individual years are also shown. These are calculated as local street contribution only i.e. the background
concentration subtracted from the measured/modelled street concentration to reflect the street contribution.
Inhomogeneous emissions
Measured Homogeneous Exact Proportional
emissions
Correlation coefficient (R2) 0.85 0.85 0.85
Fractional bias (FB) −0.30 −0.16 −0.17
Normalised mean square error (NMSE) 0.36 0.26 0.26
Annual mean 2007 (ppb) (1C) 56.8 44.3 53.0 51.3
Annual mean 2008 (ppb) (1C) 53.9 37.7 44.2 44.2
Annual mean 2009 (ppb) (1C) 53.9 35.0 40.5 40.2
model user will define the width and the emission strength of
each segment. At runtime the model calculates several dis-
tances (e.g. Lrec, xesc) that depend on the wind flow condi-
tions. The user-defined emission segments are subsequently
split into one or more segments with constant emission at
these distances. To calculate the concentration from the user-
defined and flow-generated segments, the above mentioned
integrals become divided into a number of integrals and sub-
sequently summed to yield the final concentration. The direct
contribution thus becomes
xend∫
xstart
dcdir
dx
dx =
√
2
pi
1
σw
nend∑
i=nstart
Qi
Wi −Wi−1
W ′i∫
W ′i−1
1
x+ ustreeth0
σw
dx, (10)
where nend is the segment number of the last segment influ-
encing the receptor, nstart is the first segment to influence the
concentration at the receptor, Wi is the accumulated width
of the segment calculated from the receptor, and W ′i is the
accumulated width of the segment calculated along the inte-
gration path from the receptor. The segments defined by Wi
and W ′i can be either user-defined or dynamically generated.
The exponentially decaying concentration contribution
from segments further away than xesc from the receptor be-
comes
x′end∫
xesc
dcdir
dx
dx =
√
2
pi
nend∑
i=nstart
Qi
ustreet(Wi −Wi−1)H
W ′i∫
W ′i−1
e
− σwt
Hustreet
(x−xesc)dx. (11)
Figure 7. Illustration of the division of the street canyon into a num-
ber of segments with accumulated widths W1, W2, W3, etc. and
emission strengths Q1, Q2, Q3, etc. The red dotted lines represent
the integration path for receptor 1 for different wind directions. The
blue dotted lines represent the contribution from segment Q2.
The recirculating contribution becomes
Crec = 1
σwtLtop+ σhypLhyp
nend∑
i=nstart
Qi
Wi −Wi−1 (W
′
i −W ′i−1). (12)
In the homogeneous emission scheme the limits of the inte-
grals are determined by the street geometry and the recircula-
tion zone geometry. In the inhomogeneous scheme the limits
of the integrals are always W ′i−1 and W ′i , whereby, instead,
the limits of the sum determine which segments contribute to
the concentration at the receptor.
As seen from the lack of y dependence in Eqs. (3) and (10),
the model does not contain expressions for horizontal disper-
sion. In the original model this was unnecessary since the
emissions were homogeneous in the entire canyon. In order
to model sidewalks or similar segments with zero emission,
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Table 6. Statistical quantities for the south side receptor. Same definitions as in Table 5.
Inhomogeneous emissions
Measured Homogeneous Exact Proportional
emissions
Correlation coefficient (R2) 0.83 0.84 0.84
Fractional bias (FB) 0.08 −0.08 −0.07
Normalised mean square error (NMSE) 0.27 0.28 0.28
Annual mean 2007 (ppb) (1C) 32.7 41.2 33.1 33.6
Annual mean 2008 (ppb) (1C) 34.5 37.2 31.0 31.0
Annual mean 2009 (ppb) (1C) 34.6 34.5 29.1 29.2
Figure 8. Mean NOx concentrations as a function of wind direction for the period 2007–2009 for the north side receptor (left side) and the
south side receptor (right side). Where the black curve is hardly visible it is identical to the cyan curve.
horizontal dispersion has to be implemented in the model.
This is the case due to the geometry of a canyon with zero
emission segments on the sides, meaning that as the wind
direction approaches parallel, the integration length quickly
approaches zero thus leading to zero concentration as illus-
trated in Fig. 7. Introducing horizontal dispersion in OSPM
was however deemed outside the scope of the present study.
In the following cases the streets are therefore divided into
segments covering both the traffic lanes and the sidewalks. It
would be possible to divide the street into more segments to
model the individual traffic lanes. However, either the emis-
sion of the inner lane had to be distributed over the sidewalk
as well, leading to a too low emission density, or the two
lanes would have to be of equal width meaning that the seg-
ment division would not correspond to the traffic lane divi-
sion. To avoid these methodological difficulties, it was de-
cided to model the streets as two segments.
4 Results and discussion
4.1 Hornsgatan
The correlation coefficient (R2), the fractional bias (FB),
and the normalised mean square error (NMSE) for the ho-
mogeneous and the exact and proportional inhomogeneous
schemes at Hornsgatan for the years 2007–2009 are shown
for the north side receptor in Table 5 and for the south side
receptor in Table 6.
As can be seen from Tables 5 and 6, there is a noticeable
change in the performance of the model when moving from
homogeneous emissions to inhomogeneous emissions, but
only very little between the two approaches for modelling in-
homogeneous emissions. This confirms the assumption made
in Sect. 2.1 that the emission distribution at Hornsgatan is
not, to any significant extend, influenced by diurnal varia-
tions. It is also noticeable that the increase in performance is
especially pronounced for the north side receptor where the
FB is markedly improved and the NMSE is improved as well.
For the south side receptor a smaller improvement is seen in
FB. Conversely, moving from homogeneous emissions to in-
homogeneous emissions has almost zero impact on the cor-
relation coefficient on both sides and only a smaller effect on
the NMSE on the north side.
The results are, however, confounded by the modelled
street level contributions to the concentration’s decline
whereas the measured concentrations are almost stable. This
effect is especially seen on the north side receptor and to
a smaller extend on the south side receptor. This effect can
most likely be ascribed to the emission model performance,
since the effect is time dependent and no interannual change
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Figure 9. Weekly variation in NOx concentrations for the period 2007–2009 for the north side receptor (left) and the south side recep-
tor (right). Where the black curve is not visible it is below the cyan curve.
Figure 10. Diurnal variation for weekdays in personal cars per hour and total NOx emissions for all vehicles for 2003 (left) and 2013 (right).
The red and orange graphs are for the northeast direction and the blue graphs are for the southeast direction. The curves marked with dots
are the emissions and the curves marked with crosses are the number of personal cars per hour.
in wind speed or direction is found (data not shown). It is
most likely that the emission model is predicting too opti-
mistic reductions for the modern Euro 5/6 vehicles that are
not obtained under real-world driving conditions as reported
in literature (Carslaw et al., 2011). This is also underlined by
the fact that the traffic counts from the inductive loop tech-
nology matches fairly well with the camera recordings from
2009. The camera recordings were done over 3 months where
individual cars were identified and compared with register
data (Burman and Johansson, 2010). This means that the total
traffic counts must be considered reasonably accurate. Since
the vehicle distribution for the year 2009 is known very ac-
curately from the camera recordings, this is probably not the
explanation either. This leaves a change in traffic flow situa-
tion (levels of service) or a difference between the actual and
modelled vehicle fleet – in terms of age composition, emis-
sions as a function of slope, or other factors – over time as
possible explanations for this discrepancy.
The wind direction dependency of the concentrations is
shown in Fig. 8. As can be seen, the impact of moving
from homogeneous emissions to inhomogeneous emissions
is largest for parallel wind directions, where each receptor
is only exposed to one emission segment. For perpendicular
wind directions there is a small difference when the uphill
emissions are close to the north side receptor and no differ-
ence when it is further away. A similar pattern is seen for the
south side receptor with 180◦ displacement. The wind direc-
tion plot shows a noticeable discrepancy between the model
and the measurements around 200◦ for both receptors. Gid-
hagen et al. (2004) state that horizontal dispersion is under-
estimated in the applied κ–ε CFD model and that this is the
cause of this discrepancy. If this is the case the underestima-
tion will also appear in the present wind direction plots due
to the lack of horizontal dispersion in OSPM.
The weekly variation in concentrations is shown in Fig. 9.
The general diurnal variation plus the difference between
weekdays and weekends are reproduced well by the model.
As can be seen, the two approaches to inhomogeneous emis-
sion modelling are almost indistinguishable. It can also be
seen from the figure that the impact of inhomogeneous emis-
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Figure 11. Diurnal variation in NOx concentrations on weekdays for 2003 (left) and 2013 (right).
Figure 12. Average NOx concentrations as a function of wind di-
rection for the morning rush hour 07:00–09:00 LT. for both 2003
and 2013.
sions is largest during the daytime, where the concentrations
are largest. Figure 9 shows as well that the diurnal variation is
not reproduced in detail. On the north side, the morning rush
hours and the evening hours are still underestimated, whereas
the night-time concentrations are underestimated. Moreover,
the figure indicates a faster diurnal change in the modelled
concentrations as compared to the measured concentrations.
This probably has to do with the way the traffic flow situ-
ation is modelled as four discrete categories, whereas real
traffic will behave like a continuum. This is a potential area
of improvement for a future study.
Certain times of the week are also clearly wrong, most no-
ticeably Saturday afternoon on the north side receptor and
Saturday morning on the south side receptor. This is likewise
a potential area of improvement in a future study.
4.2 Jagtvej
The diurnal variation in personal cars and emissions for the
two driving directions is shown in Fig. 10. As can be seen the
emissions follow the variation in personal cars fairly close.
The deviations between the variations in emissions and num-
ber of cars can be explained by the diurnal variation in heavy
duty vehicles. The data show the largest inhomogeneity be-
tween north and south directions in the morning rush hour.
Moreover, the plots show that the traffic and the correspond-
ing emissions have declined substantially from 2003 to 2013.
The diurnal variations in measured and modelled concen-
trations for weekdays for the 2 years are shown in Fig. 11.
As expected, the change from homogeneous to inhomoge-
neous emissions only has an influence on the concentrations
around rush hour from 08:00 to 09:00 LT, where also traffic
is inhomogeneous. However, the difference between the ho-
mogeneous and the inhomogeneous emissions is relatively
small, approximately 6 ppb. As also seen from the graph, the
model tends to overestimate the emissions in 2003, whereas
the 2013 emissions seem fairly correct. The poor model
performance for 2003 has to do with the way the model
has previously been calibrated to match the measurements.
This means that the emissions used in the present study are
markedly different from the emissions used when the model
was designed. Adapting the model to the new emissions was
deemed outside the scope of the present study and an area of
improvement for a future study.
The average concentration as a function of wind direction
for the morning rush hour for the 2 years is shown in Fig. 12.
As can be seen, the difference between the homogeneous
and the inhomogeneous emission is approximately homoge-
neously distributed among the different wind directions with
difference up to 7 ppb. When averaging over the 2 years, the
emission biases equilibrate each other and give a clearer pic-
ture of the wind direction dependency. When looking care-
fully at the graph it can be seen that the difference in con-
centration between homogeneous and inhomogeneous emis-
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Figure 13. Theoretical calculation of the concentration for the two receptors of a street canyon with two emission segments each covering
half the street width and an aspect ratio of one as a function of the emission inhomogeneity and wind direction. Receptor 1 is marked
in green and receptor 2 is marked in blue. The inhomogeneity is given as percentages of the total emission for the two segments and the
inhomogeneous case is marked with dotted lines.
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Figure 14. Theoretical calculation of the concentration of the two receptors for a street canyon with an emission inhomogeneity of 70 %
(north going)/30 % (south going) as a function of aspect ratio (AR) and wind direction. Receptor 1 is marked in green and receptor 2 is
marked in blue. The case with the high aspect ratio is marked with dotted lines.
sions is slightly larger for parallel compared to perpendicu-
lar directions. The spike in the measurements around 100◦ is
likely a result of a random error, since this spike is not seen
in the data for the full diurnal cycle (data not shown). Both
the homogeneous and the inhomogeneous emission model
have difficulties capturing the measurements from approxi-
mately 260 to 360◦. From 290 to 345 there is an opening in
the street canyon and the difficulties of the model to capture
this phenomenon was reported in an earlier study (Ottosen
et al., 2015). It was thus deemed outside the scope of the
present study to develop a solution to this issue as well.
4.3 Theoretical calculations
A set of theoretical calculations were performed to clearer
illuminate the impact of inhomogeneous emissions without
the confounding variables influencing the results of the real
street canyons. The calculations are performed with a wind
speed of 3.5 m s−1, total emissions of 250 µg m−1 s−1, and no
urban background concentration. These conditions are corre-
sponding approximately to the average conditions at Horns-
gatan. The results of the theoretical analysis of the concentra-
tion dependency of the emission inhomogeneity are shown in
Fig. 14. As can be seen, a larger emission difference between
the two segments also results in a larger difference in con-
centration. As shown earlier for Hornsgatan, the largest dif-
ference is seen for near-parallel wind directions. However,
bearing in mind the scale of the y axis, the differences are
small. The inhomogeneity at Jagtvej corresponds to approx-
imately 10 ppb and for Hornsgatan to approximately 20 ppb,
orders of magnitude also confirmed by Figs. 9 and 13. The
comparison with measurements will however give a smaller
difference, since the real-world data are averages of many
different wind speeds and emissions.
The impact of the street canyon aspect ratio on the concen-
trations resulting from inhomogeneous emissions is shown in
Fig. 14. The impact is largest for high aspect ratio (building
heights larger than street width) canyons. This is expected,
since “the street canyon effect”, where the impact of the re-
circulation zone means larger concentrations for the leeward
side compared to the windward side, is larger for high aspect
ratio canyons. As such, the impact of inhomogeneous emis-
sions will also be larger for high aspect ratio canyons.
5 Conclusions
The present study presented an approach to, and analysed
the impact of, implementation of inhomogeneous emissions
in a semi-parameterized street canyon model (OSPM). The
results were validated against two real-world data sets: one
being inhomogeneous as a result of the slope of the street
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and the other as a result of inhomogeneous directional traffic
during rush hours. Moreover, the impacts of emission inho-
mogeneity and street aspect ratio were analysed theoretically.
The results showed that the model including inhomoge-
neous emissions was better able to reproduce the measured
values on the two real-world streets. The impact of the inho-
mogeneous emissions was largest for the sloping street and
the largest effect was seen for near-parallel wind directions.
The results for both streets were however influenced by other
factors as well, most likely uncertainties in the emissions,
which led to less clarity in the results. Overall the adoption
of inhomogeneous emissions leads to a performance increase
of up to 15 % in fractional bias at the north side receptor of
Hornsgatan and a difference in street level contribution of up
to 8 ppb. For Jagtvej the difference was shown to be up to
7 ppb in the morning rush hour.
6 Future work
The present study showed a potential for obtaining an im-
provement in model performance by introducing inhomoge-
neous emissions in models like OSPM. Two model elements
are of immediate interest in relation to the present work.
– At present the receptor is located on the wall of the
street. In reality, measurement stations are often located
several metres from the wall leading to a shorter dilution
of the emissions and thereby a higher concentration. Be-
ing able to move the receptor freely in the cross-canyon
direction could potentially lead to a model performance
improvement.
– At present the model does not facilitate the inclusion
of zero emission segments such as pedestrian areas. As
described in Sect. 3.2, this means that an accurate de-
scription of a road like Hornsgatan, where traffic counts
exist for all four lanes, is not yet possible. Introduc-
ing horizontal dispersion in the model will thus poten-
tially make it possible to describe streets like Horns-
gatan more accurately.
Code availability
Name of the software: WinOSPM (Windows version of the
Operational Street Pollution Model, OSPM).
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Denmark.
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Availability and cost: WinOSPM is a commercial software
requiring licensing. Information on the actual licensing con-
ditions is given at www.au.dk/OSPM. A fully functioning
100-day evaluation version can be freely downloaded from
this site.
Author contributions. T.-B. Ottosen, M. Ketzel, K. E. Kakosimos,
C. Johansson, R. Berkowicz, O. Hertel, and J. Brandt partici-
pated in setting up the study concept and the study design was
done by T.-B. Ottosen, M. Ketzel, K. E. Kakosimos, C. Johans-
son, and R. Berkowicz. T.-B. Ottosen did the implementation of
inhomogeneous emissions in OSPM with input from M. Ketzel
and K. E. Kakosimos. T.-B. Ottosen conducted the data analysis
with contributions to analysis and interpretation from M. Ketzel,
K. E. Kakosimos, and C. Johansson. C. Johansson furthermore pro-
vided access to data from Hornsgatan and T. Ellermann provided
access to data for Jagtvej. S. S. Jensen provided input on the traffic
profile for Jagtvej. H. Skov and K. E. Kakosimos obtained funding
for the study. T.-B. Ottosen wrote the article manuscript. All the
co-authors participated in the interpretation of the results, provided
critical comments to the manuscript, and read and approved the final
manuscript.
Acknowledgements. This publication was made possible by a
NPRP award [NPRP 7-674-2-252] from the Qatar National Re-
search Fund (a member of The Qatar Foundation). The statements
made herein are solely the responsibility of the authors.
The HPC (High Performance Computing) resources and services
used in this work were provided by the IT Research Computing
group in Texas A&M University at Qatar. IT Research Computing
is funded by the Qatar Foundation for Education, Science and
Community Development (http://www.qf.org.qa).
Edited by: A. Kerkweg
References
Assael, M. J., Delaki, M., and Kakosimos, K. E.: Applying the
OSPM model to the calculation of PM10 concentration levels in
the historical centre of the city of Thessaloniki, Atmos. Environ.,
42, 65–77, 2008.
Berkowicz, R., Palmgren, F., Hertel, O., and Vignati, E.: Using mea-
surements of air pollution in streets for evaluiation of urban air
quality – meteorological analysis and model calculations, Sci.
Total Environ., 189/190, 259–265, 1996.
Berkowicz, R., Hertel, O., Larsen, S. E., Sørensen, N. N., and
Nielsen, M.: Modelling traffic pollution in streets, Ministry of
Environment and Energy, National Environmental Research
Institute, Roskilde, Denmark, available at: http://www2.dmu.
dk/1_viden/2_Miljoe-tilstand/3_luft/4_spredningsmodeller/5_
OSPM/5_description/ModellingTrafficPollution_report.pdf (last
access: October 2015), 1997.
www.geosci-model-dev.net/8/3231/2015/ Geosci. Model Dev., 8, 3231–3245, 2015
113
3244 T.-B. Ottosen et al.: Analysis of the impact of inhomogeneous emissions in the OSPM
Berkowicz, R., Winther, M., and Ketzel, M.: Traffic pollution mod-
elling and emission data, Environ. Model. Softw., 21, 454–460,
2006.
Boulter, P. and McCrae, I.: Assessment and reliability of
transport emission models and inventory systems, TRL
Limited, available at: http://www.trl.co.uk/reports-publications/
trl-reports/report/?reportid=6413 (last access: October 2015),
2007.
Burman, L. and Johansson, C.: Utsläpp och halter av kväveoxider
och kvävedioxid på Hornsgatan, Environment and Health Ad-
ministration, SLB-analys, Stockholm, Sweden, 2010.
Carslaw, D. C., Beevers, S. D., Tate, J. E., Westmoreland, E. J.,
and Williams, M. L.: Recent evidence concerning higher NOx
emissions from passenger cars and light duty vehicles, Atmos.
Environ., 45, 7053–7063, 2011.
Denby, B. R., Sundvor, I., Johansson, C., Pirjola, L., Ketzel, M.,
Norman, M., Kupiainen, K., Gustafsson, M., Blomqvist, G.,
Kauhaniemi, M., and Omstedt, G.: A coupled road dust and sur-
face moisture model to predict non-exhaust road traffic induced
particle emissions (NORTRIP). Part 2: Surface moisture and salt
impact modelling, Atmos. Environ., 81, 485–503, 2013a.
Denby, B. R., Sundvor, I., Johansson, C., Pirjola, L., Ketzel, M.,
Norman, M., Kupiainen, K., Gustafsson, M., Blomqvist, G., and
Omstedt, G.: A coupled road dust and surface moisture model
to predict non-exhaust road traffic induced particle emissions
(NORTRIP). Part 1: Road dust loading and suspension mod-
elling, Atmos. Environ., 77, 283–300, 2013b.
EEA: EMEP/CORINAIR Atmospheric Emissions Inventory Guide-
book, Chapter on Exhaust Emissions from Road Transport.
Methodology for COPERT 4., European Environmental Agency,
2009.
Ellermann, T., Nøjgaard, J. K., Nordstrøm, C., Brandt, J., Chris-
tensen, J., Ketzel, M., Jansen, S., Massling, A., and Jensen, S. S.:
The Danish Air Quality Monitoring Programme – Annual Sum-
mary for 2012, Arhus University, DCE – Danish Centre for En-
vironment and Energy, 2013.
Ghenu, A., Rosant, J.-M., and Sini, J.-F.: Dispersion of pollutants
and estimation of emissions in a street canyon in Rouen, France,
Environ. Model. Softw., 23, 314–321, 2008.
Gidhagen, L., Johansson, C., Langner, J., and Olivares, G.: Simu-
lation of NOx and ultrafine particles in a street canyon in Stock-
holm, Sweden, Atmos. Environ., 38, 2029–2044, 2004.
Gokhale, S. B., Rebours, A., and Pavageau, M.: The performance
evaluation of WinOSPM model for urban street canyons of
Nantes in France, Environ. Monit. Assess., 100, 153–176, 2005.
Hertel, O. and Berkowicz, R.: Modelling Pollution from Traffic in
a Street Canyon, Evaluation of Data and Model Development,
National Environmental Research Institute, Roskilde, Denmark,
1989.
Hertel, O., Hvidberg, M., Ketzel, M., Storm, L., and Stausgaard,
L.: A proper choice of route significantly reduced air pollution
exposure – A study on bicycle and bus trips in urban streets, Sci.
Total Environ., 389, 58–70, 2008.
Johansson, C., Norman, M., and Burman, L.: Road traffic emission
factors for heavy metals, Atmos. Environ., 43, 4681–4688, 2009.
Kakosimos, K. E., Hertel, O., Ketzel, M., and Berkowicz, R.: Oper-
ational Street Pollution Model OSPM) – a review of performed
application and validation studies, and future prospects, Environ.
Chem., 7, 485–503, 2010.
Kean, A. J., Harley, R. A., and Kendall, G. R.: Effects of Vehicle
Speed and Engine Load on Motor Vehicle Emissions, Environ.
Sci. Technol., 37, 3739–3746, 2003.
Ketzel, M., Omstedt, G., Johansson, C., Düring, I., Pohjola, M.,
Oettl, D., Gidhagen, L., Wåhlin, P., Lohmeyer, A., Haakana, M.,
and Berkowicz, R.: Estimation and validation of PM2.5/PM10
exhaust and non-exhaust emission factors for practical street pol-
lution modelling, Atmos. Environ., 41, 9370–9385, 2007.
Ketzel, M., Berkowicz, R., Hvidberg, M., Jensen, S. S., and
Raaschou-Nielsen, O.: Evaluation of AirGIS: A GIS-based air
pollution and human exposure modelling system, Int. J. Environ.
Pollut., 47, 226–238, 2011.
Ketzel, M., Jensen, S. S., Brandt, J., Ellermann, T., Olesen, H. R.,
Berkowicz, R., and Hertel, O.: Evaluation of the Street Pollution
Model OSPM for Measurements at 12 Streets Stations Using a
Newly Developed and Freely Available Evaluation Tool, J. Civil
Environ. Eng., S:1004, doi:10.4172/2165-784X.S1-004, 2012.
Ketzel, M., Hertel, O., Ottosen, T.-B., Kakosimos, K., and Berkow-
icz, R.: Validation of New Parameterisations for the Operational
Street Pollution Model (OSPM), in: Proceedings of Abstracts 9th
International Conference on Air Quality – Science and Applica-
tion, University of Hertfordshire, Hatfield, UK, 2014.
Kukkonen, J., Valkonen, E., Walden, J., Koskentalo, T., Karppinen,
A., Berkowicz, R., and Kartastenpää, R.: Measurements and
modelling of air pollution in a street canyon in Helsinki, Envi-
ron. Monit. Assess., 65, 371–379, 2000.
Larssen, S., Mellios, G., van den Hout, D., Kalognomou, E. A.,
and Moussiopoulos, N.: Street Emission Ceiling (SEC) exer-
cise – Phase 3 report, European Topic Centre on Air and Cli-
mate Change, available at: http://acm.eionet.europa.eu/reports/
ETCACC_TechnPaper_2006_7_SEC_phase3 (last access: Octo-
ber 2015), 2007.
Moussiopoulos, N., Kalognomou, E. A., Samaras, Z., Mellios,
G., Larssen, S. E., Gjerstad, K. I., de Leeuw, F. A. A. M.,
van den Hout, K. D., and Teeuwisse, S.: Street Emission Ceil-
ing exercise – Phase 1 report, European Topic Centre on Air
and Climate Change, available at: http://acm.eionet.europa.eu/
docs/ETCACC_TechnPaper2003_11_SEC_Phase1Rep.pdf (last
access: October 2015), 2004.
Moussiopoulos, N., Kalognomou, E. A., Papathanasiou, A.,
Eleftheriadou, S., Barmpas, Ph., Vlachokostas, Ch., Sama-
ras, Z., Mellios, G., Vouitsis, I., Larssen, S. E., Gjerstad,
K. I., de Leeuw, F. A. A. M., van den Hout, K. D.,
Teeuwisse, S., and van Aalst, R.: Street Emission Ceiling ex-
ercise – Phase 2 report, European Topic Centre on Air and
Climate Change, http://acm.eionet.europa.eu/docs/ETCACC_
TechnPaper_2004_5_SEC_Phase2Rep.pdf (last access: October
2015), 2005.
Olivares, G., Johansson, C., Ström, J., and Hansson, H.-C.: The role
of ambient temperature for particle number concentrations in a
street canyon, Atmos. Environ., 41, 2145–2155, 2007.
Ottosen, T.-B., Ketzel, M., Skov, H., Hertel, O., Brandt, J., and
Kakosimos, K.: A Parameter Estimation and Identifiability Anal-
ysis Methodology Applied to a Street Canyon Air Pollution
Model, Environ. Model. Softw., submitted, 2015.
Silver, J. D., Ketzel, M., and Brandt, J.: Dynamic parameter esti-
mation for a street canyon air quality model, Environ. Model.
Softw., 47, 235–252, 2013.
Geosci. Model Dev., 8, 3231–3245, 2015 www.geosci-model-dev.net/8/3231/2015/
114
T.-B. Ottosen et al.: Analysis of the impact of inhomogeneous emissions in the OSPM 3245
TetraPlan A/S: Standardværdier for trafikdata til OSPM modellen,
TetraPlan A/S, Copenhagen, Denmark, 2001.
Vardoulakis, S., Gonzales-Flesca, N., Fisher, B. E. A., and Peri-
cleous, K.: Spatial variability of air pollution in the vicinity of
a permanent station in central Paris, Atmos. Environ., 39, 2725–
2736, 2005.
Vardoulakis, S., Valiantis, M., Milner, J., and ApSimon, H.: Opera-
tional air pollution modelling in the UK – Street canyon applica-
tions and challenges, Atmos. Environ., 41, 4622–4637, 2007.
Vägverket and SMHI: Dokumentation ARTEMIS i SIMAIR,
Vägverket och SMHI, Stokholm, Sweden, 2007.
www.geosci-model-dev.net/8/3231/2015/ Geosci. Model Dev., 8, 3231–3245, 2015
115
116
Boundary-Layer Meteorology manuscript No.
(will be inserted by the editor)
Model development and validation for the relationship between1
urban and non-urban near-surface wind speed2
Thor-Bjørn Ottosen · Matthias Ketzel · Ole Hertel ·3
Jørgen Brandt · Henrik Skov · Sven-Erik Gryning ·4
Konstantinos E. Kakosimos5
6
Received: DD Month YEAR / Accepted: DD Month YEAR7
Abstract Models of the urban wind speed are important for many areas such as wind energy, air8
pollution, and architecture. The lack of measurements has so far hampered the model validation eﬀort.9
In Denmark urban meteorological measurements have been performed as part of the national air10
quality monitoring programme since 1994. To analyse the potential in extrapolating the wind speed11
The authors wish to express their gratitude to Claus Nordstrøm for information about the measurement procedures
employed in the Danish National Air Quality Monitoring Programme, to Per Løfstrøm for the development of
the program to process the raw sonic data, and to Ebba Dellwik for guidance on the analysis of local turbulence
measurements.
Thor-Bjørn Ottosen
Department of Chemical Engineering, Biotechnology and Environmental Technology, University of Southern
Denmark, Odense, Denmark
Department of Chemical Engineering, Texas A&M University at Qatar, Doha, Qatar
Tel.: +974-44230666
E-mail: thor-bjorn.ottosen@qatar.tamu.edu
Matthias Ketzel
Department of Environmental Science, Aarhus University, Roskilde Denmark Tel.: +45-87158529
E-mail: mke@envs.au.dk
Ole Hertel
Department of Environmental Science, Aarhus University, Roskilde Denmark Tel.: +45-87158514
E-mail: oh@envs.au.dk
Jørgen Brandt
Department of Environmental Science, Aarhus University, Roskilde Denmark Tel.: +45-87158522
E-mail: jbr@envs.au.dk
Henrik Skov
Department of Chemical Engineering, Biotechnology and Environmental Technology, University of Southern
Denmark, Odense, Denmark
Department of Environmental Science, Aarhus University, Roskilde Denmark Tel.: +45-87158524
E-mail: hsk@envs.au.dk
Sven-Erik Gryning
DTU Wind Energy, Risø Campus, Technical University of Denmark, Roskilde, Denmark Tel.: +45-46775005
E-mail: sveg@dtu.dk
Konstantinos E. Kakosimos
Department of Chemical Engineering, Texas A&M University at Qatar, Doha, Qatar
Tel.: +974-44230678
E-mail: k.kakosimos@qatar.tamu.edu
117
2 Thor-Bjørn Ottosen et al.
from one location to another, a model for the urban wind speed, based on horizontal and vertical12
extrapolation, was set up and validated. The input to the model were generated from information13
on the urban land use and building geometry from a Geographical Information System (GIS). This14
paper presents the model validation for two urban mast stations and two urban roof-level stations and15
reports model sensitivity towards selected parameters and parametrizations. A potential for modelling16
the mean wind speed with a reasonable performance considering the uncertainties in the model is17
found. Moreover it is shown that the modelled wind speeds, as a rule, have smaller mean bias and18
error compared to the measured wind speeds than the input wind speeds. In conclusion the feasibility19
of extrapolating the mean wind speed from one location to another is shown, and areas of model20
improvement are identified.21
Keywords Boundary layer height · GIS · Matlab · Roughness length · Urban wind speed22
1 Introduction23
The urban wind speed has been an area of research, as part of urban climatology studies, since the24
1960s. The initial research interest focused on large-scale eﬀects (Oke, 1974, 1979) and was subse-25
quently spurred by the interest in the problems of air pollution (Rotach, 1991). In recent years, the26
urban wind speed has as well been of interest for urban wind energy (e.g. Sunderland et al. (2013)27
and Millward-Hopkins et al. (2013)) and to assess wind loadings on tall buildings (Drew et al., 2013b).28
Models of the urban wind speed are often used for evaluating the urban wind speed at many locations29
in situations where measurements are unavailable.30
The models for extrapolating the wind speed can be classified into four groups based on their modelling31
approach:32
1. Large-scale numerical weather prediction models.33
2. Wind tunnels studies.34
3. Computational fluid dynamics models.35
4. Models based on analytical horizontal and vertical extrapolations.36
However, only a few model comparisons are available in the literature (Best et al., 2008). The focus37
of the following section will be on studies employing the last approach since this is also the approach38
of the present study, since this is mathematically the most simple of the approaches.39
Models of the urban wind speed using logarithmic wind speed profiles (hereafter referred to as the40
profile method) have been presented in the literature. Soriano et al. (2001) analysed the relationship41
between rural and urban wind speeds based on data from Birmingham, UK (2×4 weeks); Copenhagen,42
Denmark (1 year); Lisbon, Portugal (3 months); and Barcelona, Spain (1 year). Their study was part43
of European Cooperation in Science and Technology (COST) 715 (Fisher et al., 2005) and concluded44
that the relationship was site specific and required more investigation. Luhar et al. (2006) compared45
a model based on the profile method with a more complicated numerical model (The Air Pollution46
Model (TAPM)) to estimate the urban wind speed. They validated against the data from the Basel47
UrBan Boundary Layer Experiment (BUBBLE) (Rotach et al., 2005) of one month duration and48
found that the performance of TAPM was slightly better than the model based on the profile method.49
Drew et al. (2013b) measured the wind speed over six months at heights 100m to 1000m using a50
Doppler LIDAR (LIght Detection And Ranging) over London, UK and compared to several equilib-51
rium and non-equilibrium profiles. Drew et al. (2013a) calculated annual average and area average52
wind speeds in Greater London, UK and validated against ten years of annual mean values from two53
stations in the outskirts of the study area. This was done to find suitable locations for small scale wind54
turbines. Sunderland et al. (2013) modelled the wind speed for one year at two urban locations from55
an airport location and obtained a high correlation between between model results and measurements.56
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Millward-Hopkins et al. (2013) developed a model for the urban wind speed, taking the wind direction57
dependency into account above the blending height, and validated it against measurements for period58
of up to five years for four cities in the UK.59
It is characteristic for all of these studies that only limited validation of the models have been per-60
formed. This is caused by a general lack of urban wind speed measurements. In Denmark urban61
meteorological measurements were gradually established in the four major cities as part of the imple-62
mentation of the EU Air Quality Directive (EC, 2008) with urban wind speed measurements dating63
back to 1994. These data open the potential for detailed meteorological analyses and extensive model64
validation.65
To explore the potential and limitations in extrapolating the wind speed between nearby urban and66
non-urban stations in Denmark a model for the urban wind speed was set up. Moreover, a campaign67
to measure the urban wind speed over a six month period at two locations was designed. The data68
from the new campaign, two existing long-term (respectively 10 years and 15 years) campaigns, and69
data from two nearby airports were subsequently analysed and used for validation of the new model.70
This paper describes the long-term and the campaign measurements used in the present study. This71
is followed by a description of the relationships included in the new model and a description of the72
generation of the input to the model from a Geographical Information System (GIS). The compari-73
son between the model results and the measurements is presented, and the uncertainty of the model74
results is discussed followed by the conclusions.75
2 Model Development And Measurements76
2.1 Measurements77
Long term wind speed measurements have been performed in Copenhagen at the H. C. Oersted78
Institute (HCOE) and in Aarhus at the town hall under the Danish Air Quality Monitoring Programme79
for the period 1994 to 2010 for HCOE and for the period 2001 to 2010 for Aarhus. The measurements80
are performed using two types of cup anemometers (Risoe P2546A or Vector Instruments A100) with81
a wind speed resolution of 0.05m s−1 and a start-up speed of 0.2m s−1 to 0.4m s−1. The specified82
uncertainty on the wind speed measurements is about 0.1m s−1 below a wind speed of 10m s−1 and83
1% of the wind speed readings from 10m s−1 to 55m s−1. The anemometers are located on 7m masts84
on urban rooftops. This is referred to as the mast type measurements in Table 1. The wind direction85
is measured using two types of wind vanes (Risoe P2633A or Vector Instruments W200P) with a wind86
direction resolution of 0.2° and a specified uncertainty of ±3° (in steady winds over 5m s−1). The data87
scanning frequency of both the wind speed and the wind direction measurements is 0.1Hz. These data88
are subsequently averaged to hourly wind speeds and directions. The data are subsequently quality89
controlled as described in Ottosen et al. (2016).90
For the present study, a wind measurement campaign was designed. The campaign consisted of setting91
up two sonic anemometers on rooftops in Copenhagen at respectively Jagtvej and H. C. Andersens92
Boulevard (HCAB) to measure the wind speed close to the roof level. The sonic anemometers were93
mounted 4m to 5m above roof level. This is referred to as the roof type measurements in Table 1.94
The measurements were performed over a five months period from December 20, 2014 to May 1,95
2015. The two locations were chosen since extensive air pollution studies of the two streets have been96
performed in the past (e.g. Berkowicz et al. (1996); Ketzel et al. (2012); Berkowicz et al. (2006)). The97
sonic anemometer at Jagtvej was a Young 81000, and the sonic anemometer at HCAB was a Metek98
USA-1. Both sonics were sampling at 10Hz, and no anemometer corrections were applied to the99
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Fig. 1: Map of Denmark with the measurement stations marked with blue dots. The numbers refer
to Table 1.
data. The measurements were despiked by removing measurements with accelerations larger than 5σ100
(where σ is the standard deviation of the hourly average) or velocities larger than 10σ. Following the101
recommendation from Christen (2005), no rotations were applied to the sonics. This is because the102
flow in the urban roughness sublayer is highly three-dimensional. The assumptions for the rotation103
techniques are therefore not fulfilled. The influence of nearby buildings were examined using similar104
procedures as Barlow et al. (2009). This analysis showed only small eﬀects of nearby obstacles. The105
streamline deflection (ψ) and turbulence intensity (T) for the two sites can be found in Table 1. The106
measurements were subsequently averaged to hourly values.107
The wind speed measurements from Kastrup Airport and Tirstrup Airport was obtained from National108
Climatic Data Center, National Oceanic and Atmospheric Administration (ncdc.noaa.gov). These109
were obtained in the form of MEteorological Aerodrome Report (METAR) measurements, which were110
subsequently averaged to hourly wind speeds. These have a wind direction resolution of 10 ◦ and111
a wind speed resolution of 0.45m s−1 (1mile/h). The details of the measurements are summed up112
in Table 1, and the locations of the measurements are shown in Fig. 1.113
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2.2 Wind Speed Model114
Extrapolating the wind speed from one location to another by calculating the “mesowind” (referring115
to the wind above the blending height), assuming it to be spatially homogeneous, and calculating116
the wind speed at the new location from the mesowind was proposed by Wieringa (1986). This was117
possible since the extrapolation was limited to locations within an area characterised by a homogeneous118
mesoscale roughness length, but with variable microscale roughness length. In the present study, the119
extrapolation takes place between areas with mesoscale roughness variability. This means that the120
horizontal extrapolation therefore has to take place above the boundary layer using the geostrophic121
wind speed. Following the arguments of Abu Bakr and Wieringa (1988), the geostrophic wind can be122
assumed to be constant when the following criteria are fulfilled:123
– Stationary climate – the study area is characterised by a steady isobar pattern.124
– The convection is fairly homogeneous across the region.125
– The topographic eﬀects are small.126
As seen from Fig. 1, the measurements stations used in the present study are located in Denmark127
between 54° to 58° N and 8° to 13° E. The distance between the stations is thus much smaller than128
the size of typical atmospheric pressure systems. The isobar pattern can thus be assumed to be homo-129
geneous across the region. This was also found by (Petersen et al., 1981) from a barometer campaign130
across the region.131
The spatial inhomogeneity in the convection across the region has, to the best of the authors knowledge,132
not been examined previously. It is however assumed to be homogeneous due to the short distance133
between the stations.134
The area under study has negligible topographic eﬀects. It is therefore plausible that the region of135
study is especially suited for this kind of wind speed extrapolation.136
The present model builds on the approach by Wieringa (1986) by calculating the geostrophic wind,137
assuming a constant wind speed and direction, and calculating the ground level wind in the new lo-138
cation from the geostrophic wind. The assumption of a constant wind direction was fortified through139
comparison between the measured wind directions for pairs of stations showing correlations coeﬃ-140
cients in the range 0.67 to 0.89. The geostrophic wind (Um) can be calculated at a specific location141
from the measured wind speed (U), measured at height h, through a logarithmic wind speed depen-142
dency (Seinfeld and Pandis, 2006, p. 768):143
Um = U
ln
(
hubl−d
z0
)
ln
(
h−d
z0
) (1)
Where d is the displacement height, z0 is the roughness length, and hubl is the height of the boundary144
layer. As described below, z0 and d need not be constant in the various atmospheric layers, since they145
can change as a function of the upwind terrain. The above expression is only valid for neutral stability.146
This was used since exploratory data analysis showed no systematic dependency on the available147
measurements of atmospheric stability (being wind speed and global radiation). This assumption is148
also fortified by Hanna and Britter (2002) stating that the atmosphere in urban areas can be assumed149
neutral. When the geostrophic wind has been calculated, the wind speed at a diﬀerent location,150
with a diﬀerent measurement height, displacement height, and roughness length; can subsequently151
be calculated using a similar approach. In a location with homogeneous roughness Eq. (1) is the152
only equation needed to extrapolate the wind. In a location with inhomogeneous roughness a more153
advanced model of the entire atmospheric boundary layer is needed.154
The urban boundary layer can be divided into various sublayers as illustrated in Figs. 2 and 3. The155
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zbl
(hubl)

30m-650m
Fig. 2: Illustration of the urban boundary layer with the diﬀerent sublayers. zbl is the blending height
and δ is the height of the internal boundary layers (IBL). Figure modified from Barlow (2014).
presence of the urban canopy layer may be ignored since none of the measurement stations are below156
the roof level. In Fisher et al. (2005) a procedure for the calculation of the wind speed in the roughness157
sublayer is described. However, this procedure requires that the Reynolds stress is measured within158
the roughness sublayer or that this can be estimated from the measured variables. The Reynolds stress159
is not directly measured in the long term campaigns of the present project and the procedures for160
estimating it from measured variables are highly uncertain. For simplicity it is therefore assumed that161
the inertial sublayer covers the distance from the blending height to the measurement station. In the162
following paragraphs the modelling of the individual sublayers will be elaborated.163
In the inertial sublayer the roughness length and displacement height will change as the wind passes164
over diﬀerent areas upstream of the receptor. However, the new roughness length and displacement165
height is not immediately propagated from the ground to the blending height. As the wind passes166
over a step change, a new boundary layer develops downwind where the new roughness length and167
displacement height will be valid. Above this Internal Boundary Layer (IBL) the upstream roughness168
length and displacement height will be dominant. The heights of the IBLs are parametrized in the169
model using the following formula (Wood, 1981):170
δ = 0.28z0
(
x
z0
)0.8
(2)
Where δ is the IBL height, and x is the distance downwind of the start of the IBL. To determine a171
series of IBLs from a series of roughness lengths as a function of distance, several assumptions are172
made based on Hanna and Britter (2002):173
– Only step changes larger than a factor of two generate IBLs. Smaller step changes are averaged174
weighted with their length upwind along the wind direction.175
– Only step changes with an upwind length greater than 500m or 10 times the average height of176
the roughness elements generate IBLs.177
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Fig. 3: Illustration of the structure of the lowest part of the urban boundary layer. The IBLs develop
in the inertial sublayer and the blending height is located above the inertial sublayer. H is the average
roof height. Figure from Barlow (2014).
– When an IBL has reached a length of more than 1000m a new IBL is started at the next step178
change in roughness regardless of the size of the step change.179
The above assumptions are made to make sure the surface length of the individual IBL has a reason-180
able size. The values of 500m and 1000m are chosen, based on the developers experience with the181
model, to generate reasonably sized IBLs. It is moreover assumed that IBLs with height above the182
blending height or below the receptor height don’t influence the wind speed at the receptor.183
Parametrizations for calculating the blending height are available (Bou-Zeid et al., 2007; Padhra,184
2009), but since none of these approaches are unambiguous in their calculation, a simpler empirical185
approach was adopted. The blending height (zbl) is initially assumed to be 100m for the airport and186
50m for the urban locations. These values are similar to the numbers presented in Barlow (2014).187
Subsequently the blending height is set to 0.05Lp; Lp being the length measured along the surface188
of the IBL closest to the receptor. The value of 0.05 is chosen to give reasonable model performance,189
but it’s in the range of values presented by Barlow (2014). The blending height is changing on the190
mesoscale level, and thus need not be constant from location to location.191
The urban boundary layer height is, as illustrated in Fig. 2, higher over urban areas compared to rural192
areas due to the increased friction. Likewise, the urban boundary layer height is higher for an area193
consisting of high rise buildings compared with a residential area. In the present model the parametriza-194
tion of this height from Rossby and Montgomery (1935) with the constant from Mahrt et al. (1982)195
derived from data from Melgarejo and Deardorﬀ (1975) is used for simplicity:196
hubl = 0.06
u∗
f
(m) (3)
Where u∗ is the friction velocity and f is the Coriolis parameter. u∗ is calculated using Eq. (1) with197
h = zbl and z0 and d corresponding to the mixed layer calculated as described below. It is assumed198
that Eq. (3) is valid at the locations of the measurements by assuming that the distance from the199
edge of the city to the receptors is large enough that a constant value has been reached.200
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The roughness length and displacement height for the mixed layer (see Fig. 2) was calculated as a201
function of the upwind roughness length and displacement height following Mason (1988):202 [
ln
(
zbl
zeﬀ0
)]−2
= 1
xend − xstart
∫ xend
xstart
[
ln
(
zbl
z0(x)
)]−2
dx (4)
Where zbl is the blending height, zeﬀ0 is the roughness length of the mixed layer, z0(x) is the spatially203
varying roughness length, and xstart, and xend are the upwind integration limits. xstart and xend could204
be determined from a footprint model. However, setting up an entire footprint model was deemed205
outside the scope of the present project. Moreover, most footprint models available in the literature206
are designed for homogeneous terrain and are thus not applicable for the present application. The207
model of Schuepp et al. (1990) was tested, but performance decreased. Instead a simpler empirical208
approach was adopted:209
xstart = xbl (5)
xend = xbl + 1000m (6)
Where xbl is the ground distance found when setting δ = zbl in Eq. (2). Following a general approach210
where winds higher above ground are influenced by areas farther upwind, it is natural to start the211
integration at xbl since areas closer to the receptor have already influenced the receptor through the212
IBLs. To end the integration 1000m farther upwind is chosen to cover an area large enough to mix213
up several roughness lengths without getting too much upwind influence.214
For certain wind directions, it is evident from the data that the wind is passing over areas of changing215
large-scale roughness. This is the case e.g. when passing from the urban area to the airport or from216
the sea to the airport. In these situations, a new urban boundary layer builds up at the transition.217
The mixed layer is thus only influenced by the area up to the start of the new urban boundary layer. A218
similar situation can occur in the urban area. Here a transition from an area with high-rise buildings219
to an area of lower roughness, such as a park or a lake, will cause the build up of a new boundary220
layer. For these wind directions the integration distances are shortened to:221
xstart = 0 (7)
xend = 1000m For urban conditions (8)
xend = xbl For airport conditions (9)
The diﬀerence between urban and airport conditions is empirically determined by inspection of the222
data for the relationship between Kastrup and HCOE. For these data it is evident that there is still223
some influence of the upwind area for urban conditions. This phenomenon is not seen in the airport.224
The upwind roughness of the IBLs and the mixed layer was modelled along a straight line along225
the upwind wind direction. Following Hanna and Britter (2002) a wind direction averaging of 30◦226
was subsequently implemented to account for the wind direction meandering. This corresponds to the227
wind meandering over an hour for neutral stability. The averaging is done using an adaptive trapezium228
integration procedure.229
The above described wind speed extrapolation model was implemented in Matlab by the authors.230
2.3 Model Of The Urban Roughness Length And Displacement Height231
The spatially distributed roughness length and displacement height was modelled based on input data232
from a geographical information system (GIS). Based on a visual inspection of the GIS data, it was233
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Land use class: z0(m) Source:
Water 0.01·10−2 Oke (1987)
Airport (short grass) 0.50·10−2 Oke (1987)
Parks 0.35 Wood et al. (2010)
Forests 1.00 Oke (1987)
Unclassified urban 0.10
Table 2: Table of roughness lengths for the land use classes modelled by a fixed roughness. The
displacement height for all the land use classes is 0m.
seen that certain land use classes dominated the areas under inspection. To limit the number of land234
use classes in the model, a number of general land use classes were used:235
– Parks covers the base layers of recreational areas, urban forests, and cemeteries.236
– Forests only covers rural forests.237
– Airports cover the areas not occupied by other land use classes in the airport maps.238
– Unclassified urban cover the areas not occupied by other land use classes in the urban maps such239
as parking lots, railway areas etc.240
The roughness length from the buildings depends on the building height and geometry as described241
below. The fixed roughness lengths for these land use classes are summed up in Table 2. The value242
of 0.35m for the roughness length of parks was calculated based on the morphology of the build-243
ings in the same 1 km × 1 km as the park. This means that the value does not represent an explicit244
parametrization of the park roughness (Padhra, personal communication). Modelling urban parks as245
having a fixed roughness length is questionable. The roughness length will obviously be diﬀerent for246
an urban forest and a park consisting of short grass. However, in most cases the detailed information247
about the kind of park is not available. Moreover, there is, to the best of the authors knowledge, no248
methodology devised in the literature on how to model low roughness parks versus high roughness249
parks.250
The information on building heights was obtained from laser scanning data resulting in two Dig-251
ital Elevation Models (DEMs) respectively with and without buildings. The DEMs cover all of252
Denmark on a 1.6m × 1.6m spatial resolution which was subsequently resampled to 5m × 5m253
spatial resolution to limit the amount of calculations. The data were obtained from the Danish254
Geodata Agency (http://eng.gst.dk/). The information on the spatial extent of the urban wa-255
ter bodies, forests, and cemeteries were obtained as vector data likewise from the Danish Geodata256
Agency (http://eng.gst.dk/). For Copenhagen the information on the recreational areas was ob-257
tained in a similar manner. These data were not available for Aarhus, and the recreational areas were258
therefore digitised by hand based on a visual inspection of Google Earth.259
The roughness length and displacement height of the areas covered by buildings depend on the build-260
ing height and geometry. Hanna and Britter (2002) set up a model for the relationship among the261
frontal area index (frontal area of buildings divided by ground area) (λf ) on the one hand and z0 and262
d on the other hand. This model builds on the data of several earlier studies and was therefore used263
in the present study:264
z0 = Hrλf for λf < 0.15 (10)
z0 = 0.15Hr for λf > 0.15 (11)
d = 3λfHr for λf < 0.05 (12)
d = Hr(0.15 + 5.5(λf − 0.05)) for 0.05 < λf < 0.15 (13)
d = Hr(0.7 + 0.35(λf − 0.15)) for 0.15 < λf < 1.0 (14)
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Where Hr is the building height. According to Hanna and Britter (2002), the above equations should265
not be used for areas with an average building height larger than approximately 20m. Therefore an266
artificial maximum average building height was incorporated in the model. To calculate the building267
height, the DEM without buildings was averaged on a 100m× 100m resolution. This resolution is in268
the same order of magnitude as the size of the buildings in the city. The DEM without buildings was269
subsequently subtracted from the DEM with buildings.270
All tessellations were designed to have the location of the receptor in a cell center. The averaging of271
the DEM without buildings corresponds to levelling the city in the model.272
The resulting DEM of building heights was subsequently divided into cells of 50m×50m a resolution273
decided based on a visual inspection of the map. The average building height of each of these supercells274
was subsequently calculated based on an area-weighted average.275
Although the urban roughness length calculated on 50m×50m resolution has high spatial variability,276
the z0 and d experienced by the wind changes more slowly. To reflect this in the model, the cities under277
consideration were divided into neighbourhoods based on the roughness. λf and Hr was subsequently278
calculated for each neighbourhood instead of each cell. λf was calculated following the approach279
of Ratti et al. (2006) and is a function of wind direction. The model has a wind direction resolution of280
5 ◦ in this respect to limit the calculation time. The neighbourhood delimitation was done through a281
thresholding procedure. The thresholds were set iteratively to obtain reasonably sized neighbourhoods282
with relatively homogeneous statistical properties. The following threshold criteria was used:283
σ
µ
< 0.25 for z0 < 1.5m or z0 > 3.0m (15)
σ
µ
< 0.05 for 1.5m < z0 < 3.0m (16)
Where σ is the standard deviation and µ is the mean value of the roughness length of the part of the284
map within the threshold. The constants were chosen to give reasonably sized neighbourhoods. The285
limits were set tighter in the interval 1.5m to 3.0m to obtain smaller neighbourhoods in the urban286
area thereby obtaining a higher spatial resolution close to the receptor. An example of the results of287
the neighbourhood delimitation algorithm for a wind direction of 0 ◦ is shown in Fig. 4.288
The above procedure for calculating z0 and d from GIS data were implemented in Matlab by the289
authors.290
3 Results291
3.1 Analysis Of The Spectral Representation Of Data292
To analyse the properties of the diﬀerent ways to represent wind speed data for two stations (absolute293
wind speeds, relative wind speeds, or wind speed diﬀerences), the spectral representation of these294
data were analysed. Since HCOE is the longest time series in the present study, the periodogram295
of the covariance between the wind speed at this station and the wind speed in Kastrup is shown296
in Fig. 5a. It is evident that the two stations have high covariance at the frequencies corresponding297
to the diurnal variation plus the harmonics of this frequency. Moreover, there is an annual cycle seen298
in the wind speed. Naturally these wind speed cycles will influence both stations in the same way due299
to the nearness of the stations to each other. It can also be seen that the covariance periodogram is300
dominated by frequencies in the range ≈20 h to ≈130 h. This timescale corresponds to the mesoscale301
weather phenomena in extent. It is therefore evident that the correlation reported in Table 3 is strongly302
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Fig. 4: Map of the neighbourhood delimitation procedure. Illustrates that the neighbourhoods (found
by the algorithm) matches fairly well with areas of homogeneous roughness
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Fig. 5: Lomb-Scargle periodogram for the covariance of the wind speed (5a) and the variance of the
wind speed between Kastrup and HCOE for the model and the measurements (5b).
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Fig. 6: Lomb-Scargle periodogram of the relative wind speed (6a) and the wind speed diﬀerences (6b)
between Kastrup and HCOE for both the model and the measurements.
influenced by the mesoscale correlation. This is also seen in Fig. 5b, where it is evident that both the303
model and the measurements have the same spectrum.304
The periodogram of the variance of the relative wind speed is shown in 6a. The peaks for the diurnal305
and annual variation can also be found in this spectrum. The y-axes in the two plots are diﬀerent,306
since the total variance of the relative wind speed is much smaller than the total covariance of the two307
wind speeds as shown in Fig. 5a. However, it is shown from this figure that the mesoscale eﬀects have308
been diminished. The local scale phenomena are now dominating the variance in the measurements.309
Thus this representation would be better for model evaluation, if it wasn’t because this pattern is not310
reproduced in the model. The same phenomenon is seen for the wind speed diﬀerence in Fig. 6b. The311
explanation is that the absolute wind speeds are used as input to the model. Since these depend heavily312
on mesoscale eﬀects, the mesoscale eﬀects will also be present in the output. The representation where313
the model and the measurements have the same spectrum is therefore the absolute wind speeds. This314
representation is therefore used in the present paper.315
3.2 Preliminary Analysis Of Wind Speed Data316
To explore the degree of predictability, two heatmaps of the mean and standard deviation of the317
relative wind speed between Kastrup and HCOE are shown in Fig. 7. As can be seen, both the mean318
relative wind speed and the standard deviation of the relative wind speed are decreasing with increased319
wind speed at Kastrup. Moreover, it can be seen that the largest decrease happens between 0m s−1 to320
2m s−1, whereafter the relative wind speed seems fairly constant. Therefore, it was decided to exclude321
the wind speeds below 2m s−1 from the subsequent analyses. The data were plotted with respect to322
global radiation as a representation of the thermal component of the atmospheric stability. However,323
it appears from Fig. 7 that global radiation is only weakly influencing the relative wind speed between324
the two locations. One possible explanation is that the recorded global radiation is low because the325
measurement stations are located in temperate climate. This result corroborates the assumption of326
neutral stability in the study area.327
As described in Sect. 2, the wind speed extrapolation model uses only the wind direction and wind328
speed (as the urban boundary layer height is increasing with increasing wind speed) as input data.329
That the relative wind speed is wind direction dependent is evident from the boxplot in Fig. 8a.330
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Fig. 7: Heatmaps of the mean (7a) and relative standard deviation (7b) of the relative wind speed as
a function of the wind speed and the global radiation. Values above 1.6 have been mapped to 1.6 to
better display the pattern. Empty sets of wind speed and global radiation are marked with grey.
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Fig. 8: Boxplot of the relative wind speed between HCOE and Kastrup (8a) and scatterplot of the
wind speed at HCOE versus the wind speed at Kastrup for a specific wind direction in Kastrup of
150◦ (8b). The red lines in Fig. 8a are the medians, the boxes are the 25th and 75th percentiles, and
the whiskers are ≈ 2.7σ. The colors in Fig. 8b represent the relative density of points. Wind speeds
below 1.75m s−1 and above 10m s−1 in Kastrup have been removed
Whereas the median value is changing with wind direction, the scatter in the relative wind speed331
appears to be fairly constant. As an example, the wind speed at HCOE is plotted against the wind332
speed in Kastrup for an arbitrary wind direction of 150 ◦. It is evident from the figure that the relative333
wind speed is weakly wind speed dependent. It is moreover evident from this figure that the wind334
speed at HCOE is not constant for a given wind speed and a given wind direction. Instead for each335
wind speed and direction there is a distribution of wind speeds at HCOE. This distribution in wind336
speeds is caused by turbulence in the atmosphere at all length scales between the two stations. Since337
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Source Type: Receptor Type: R2 Mean bias
(ms−1)
Fractional
Bias
Error
(ms−1)
Normalised Mean
Square Error
Kastrup Airport HCOE Mast 0.89 -0.15 -0.03 0.78 0.03
Kastrup Airport HCAB Roof 0.88 -0.87 -0.34 0.90 0.25
Kastrup Airport Jagtvej Roof 0.91 -0.71 -0.35 0.77 0.28
HCOE Mast Jagtvej Roof 0.97 -0.49 -0.28 0.61 0.20
HCOE Mast HCAB Roof 0.91 -0.51 -0.19 0.96 0.18
Tirstrup Airport Aarhus Mast 0.85 -2.16 -0.67 1.15 0.66
Table 3: Statistics for the comparison between the median values of the model and the measurements.
The error is the standard deviation of the measurements subtracted from the model.
this variance is not modelled in the present application the subsequent analysis will be divided into338
two parts: To assess the performance of the model, it is validated against the median values for each339
wind speed and wind direction as described in Sect. 3.3. The median is chosen instead of the mean to340
minimise the impact of outliers. To explore the predictability of the hourly wind speed, the model is341
compared to the full dataset as described in Sect. 3.4.342
3.3 Validation Against Median Values343
As seen from Fig. 9 the model predicts the large wind speed reduction from the airport to the city and344
the smaller wind speed reduction from the mast to the roof. The curves for the median input wind345
speed are not identical since each one cover diﬀerent periods in time for respectively the permanent346
stations and the campaign stations. The figures also show that the model is generally underestimat-347
ing the wind speed. For Kastrup→HCOE the model reproduces the wind direction dependency with348
reasonable performance. HCOE is, as seen on Fig. 4, influenced by a large park for easterly winds and349
subsequently influenced by a large high rise building at 140 ◦ to 150 ◦; these features are nicely repro-350
duced by the model. That the model is underestimating the wind speed for westerly wind directions351
can possibly be connected to the larger share of high winds from this direction and that the model352
tends to underestimate high winds. Apart from the general underestimation the model reproduces the353
wind direction pattern for the two combinations mast→roof and for Kastrup→HCAB. HCAB is influ-354
enced by an amusement park with correspondingly low roughness for south-westerly wind directions355
thus giving a very characteristic wind direction pattern; a pattern which is actually overestimated for356
HCOE→HCAB. The underestimation for Kastrup→Jagtvej for south-westerly winds can potentially357
be linked to something not accurately modelled in Kastrup. This is the case since the wind direction358
pattern is nicely reproduced by the model when HCOE is used as input. Tirstrup→Aarhus is a special359
case, since the airport wind speed is only slightly larger than the urban wind speed. This is the case360
since the urban station is only a few meters taller than the airport station. Moreover, the airport361
station is influenced by forest areas close to the station. Nevertheless the model underestimation is362
more pronounced for this station compared to the other stations. For the northerly wind directions363
the station is influenced by agricultural areas not accurately modelled in the model. Furthermore, it364
is possible that the airport roughness is too low for this station.365
366
The statistics for the model performance for the various combinations are summed up in Table 3.367
The statistics look very convincing for HCOE, whereas the model underestimation of the wind speed368
influences the two roof-level stations to a larger extend. The explanation is that the two roof stations369
have a lower height and are thus more sensitive to biases in e.g. the roughness length. The extremely370
high correlation between HCOE and Jagtvej is caused by the short distance between the two stations371
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(a) Kastrup→HCOE (17 years)
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(b) Kastrup→HCAB (5 months)
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(c) Kastrup→Jagtvej (5 months)
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(d) HCOE→Jagtvej (5 months)
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(e) HCOE→HCAB (5 months)
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(f) Tirstrup→Aarhus (10 years)
Fig. 9: Plot of the median wind speed for the measurements (blue, dashed), the model (red), and the
input wind speed (black) (either the closest mast or airport station) as a function of wind direction for
the three stations in Copenhagen using the two available input stations plus Aarhus using Tirstrup
Airport as input. The uncertainty bars are calculated as the range divided by two times the square
root of the number of measurements in each wind direction. This was chosen since the sample size is
large and the distribution is close to normal.
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(b) Model
Fig. 10: Bland-Altman plot of measured wind speed at Kastrup Airport versus measured wind speed
at HCOE (10a) and the modelled wind speed versus the measured wind speed at HCOE (10b).
as seen from Table 1. The large bias in Aarhus is probably caused by the eﬀects described in the372
above section. That the error is larger for this station compared to the other stations might have to373
do with the larger distance from the airport to the mast see Table 1.374
3.4 Validation Against The Full Dataset375
As an example, the Bland-Altman (Altman and Bland, 1983) diagram for respectively Kastrup and376
HCOE and the model and HCOE is shown in Fig. 10, since a minimum baseline for the model is that377
it performs better than the raw data.. The figure shows a marked improvement in the model compared378
with the raw data. The mean and 95% confidence intervals are calculated for each 0.5m s−1 interval379
to better illuminate the trend. It is seen that for the mean value there is a good agreement between380
the model and the measurements for the interval 2m s−1 to 4m s−1. Most of the measurements are381
also located in this interval. For high wind speeds the model tends to underestimate the wind speed.382
From Fig. 10 it can likewise be seen that the mean values have improved whereas the scatter in the383
data tends to increase from 5m s−1 and upwards. However, the agreement between the model and the384
measurements is significantly higher than between the raw data and the measurements as also seen385
from Table 4. From Table 4 it can likewise be seen that the agreement between the two stations is386
better when using the urban meteorological station at HCOE as input to the model compared with387
using Kastrup Airport.388
4 Uncertainty In The Model389
To analyse the model uncertainty, three model elements were selected for testing based on the devel-390
opers experience with the model. The model elements are respectively the DEM resolution, which was391
varied over a reasonable interval, and Eqs. (3) and (11) which were evaluated against other potential392
parametrizations.393
The eﬀect of changing the resolution in the DEM was evaluated by running the model for the wind394
speed at HCOE with input from Kastrup for four diﬀerent resolutions: 10m, 5m, 2m, and 1m. The395
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Raw data/model: Measurement
station
Mean bias
(ms−1)
Error
(ms−1)
Kastrup HCOE 1.12 1.03
Model (Kastrup) HCOE -0.39 0.90
Kastrup Jagtvej 2.26 1.40
Model (Kastrup) Jagtvej -1.00 0.89
Kastrup HCAB 1.85 1.45
Model (Kastrup) HCAB -0.94 1.09
HCOE Jagtvej 1.48 0.73
Model (HCOE) Jagtvej -0.77 0.53
HCOE HCAB 0.98 0.77
Model (HCOE) HCAB -0.37 0.97
Tirstrup Aarhus 0.60 1.15
Model (Tirstrup) Aarhus -1.66 1.05
Table 4: Comparison between two measurement stations and the model and the measurements the
full dataset. The mean bias is the mean of the measurements subtracted from the model, and the
error is the standard deviation of the measurements subtracted from the model.
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Fig. 11: Kastrup→HCOE as a function of wind direction and resolution. The uncertainty bars are
calculated similarly to Fig. 9. The model run with 1m and 2m resolution yield identical results.
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(a) Kastrup→HCOE
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(b) Kastrup→HCAB
Fig. 12: Plot of the median wind speed for the measurements, the original model, and the model with
reduced z0 as a function of wind direction for two stations in Copenhagen based on the measured
wind speed in Kastrup. The uncertainty bars are calculated similarly to Fig. 9.
measurements plus the results for all four model runs are shown in Fig. 11. As can be seen, there is396
only a small diﬀerence in the model performance with respect to resolution (with the exception of the397
wind directions around 260 ◦ for 10m resolution). The results for 2m and 1m resolution are identical.398
This can be explained by the resolution of the original DEM being between 1m to 2m resolution.399
Not much new information is therefore added moving from 2m to 1m resolution. Moreover, there is400
a small tendency that the model with 10m resolution has slightly worse performance than the other401
models especially for western wind directions. The reason is probably that the station at Kastrup is402
influenced by an area with detached houses. As the resolution of the DEM is decreased, the height in403
the DEM of each of these houses will decrease in turn causing the roughness of these neighbourhoods404
to decrease.405
Since the results presented in Sect. 3 showed that the model tends to underestimate the wind speed,406
it was suggested to replace Eq. (11) with the following expression suggested by (Grimmond and Oke,407
1999):408
z0 = 0.10Hr for λf > 0.15 (17)
Two examples of a wind direction plot for the original and the model with reduced z0 are shown409
in Fig. 12. It can be seen that whereas reducing z0 yields mixed results at HCOE it improves the410
performance at the roof-level station. Naturally the two roof-level stations will be more influenced by411
z0 due to the shape of the log-profile. This means that the lower the receptor height the larger the412
impact of z0. For HCOE the wind directions around 250 ◦ are better reproduced. This is probably413
the upwind areas in Kastrup Airport being better reproduced. On the contrary the area around414
150 ◦, where the high-rise buildings are influencing the city station, is now overestimated. This could415
indicate that the relationship between building height and roughness length is non-linear. The shift in416
the parametrization from Hanna and Britter (2002) to Grimmond and Oke (1999) is not only causing417
a general shift in the wind speed. The change is as well inhomogeneously distributed across the wind418
directions. This can e.g. be seen where the spike in HCAB in 50 ◦ to 100 ◦ is better reproduced with419
the lower value for z0. All in all this test shows that the model is very sensitive to the relationship420
between building height and z0. Moreover, it indicates that Eq. (17) is probably more accurate for421
the present case than Eq. (11).422
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Fig. 13: Bland-Altman diagram of Kastrup→HCOE with Eq. (3) replaced by Eq. (18).
As it was shown in Sect. 3, the model tends to underestimate the high wind speeds, it was therefore423
suggested to replace Eq. (3) with the following expression suggested by Arya (1981):424
hubl = 0.09
u∗
f
(m) + 85.1(m) (18)
An example of a Bland-Altman diagram for Kastrup→HCOE is shown in Fig. 13. It is evident that425
replacing Eq. (3) with Eq. (18) does not improve the model performance. On the contrary, the model426
underestimation for low wind speeds increase. Moreover, the scatter in the model also increases, and427
the increased scatter onsets at a lower wind speed. It is hereby shown that the model is sensitive to428
the parameters in Eq. (3) and further research should be undertaken to improve this equation.429
5 Conclusion430
There is a potential for extrapolating the median wind speed between nearby urban and non-urban431
station in Denmark. The present model is a first step in reproducing the wind speed dependent and432
wind direction dependent wind speed within urban areas and between non-urban and urban locations.433
The fractional bias of the median values were shown to be high (−0.03 to −0.67), but the NMSE of the434
median values is reasonable (0.03 to 0.66) compared to the values given in Ottosen et al. (2016) for435
an atmospheric dispersion model. The wind direction dependency of the wind speed was reproduced436
by the model to some extend. Considering that the model contains many uncertain parameters, this437
result is acceptable. Moreover, the mean bias and error was reduced when the model was applied to438
the full dataset compared to the input data. This is a positive result considering that the hour by439
hour values are influenced by turbulence phenomena not accounted for by the model.440
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Considering the many uncertain parameters in the model, an obvious next step is to use the mea-441
surements for parameter estimation following the procedure in Ottosen et al. (2015). Moreover, more442
future research should aim to devise a consistent way to calculate the height a mast is located above443
the roof for inhomogeneous roof heights.444
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