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ABSTRACT 
This note shows that we may adapt the work of j. H. Wilkinson to obtain an upper 
bound on the growth ratio y of Gaussian elimination with partial pivoting of an n × t~ 
nonsingular real matrix A = (aij) with the following properties: (1) the upper bound 
<<, ny; (2) the amount of work required to compute the bound is not more than that 
reqnired to compute IIUIl~ for any full n X n upper triangular matrix U plus n "~ 
comparisons and one division. 
NOTATION 
In this note, b will be used to denote  a real n × 1 co lumn vector; 
A = (ai j)  a real n X n nonsingular  matrix; and c; and r i the quantit ies 
max i laljl and maxj la i I respectively, where  [aij[ is t~ae absolute value of aij. 
We assume that f~oating-point ar i thmet ic  is used and denote  the com- 
puted  value of  aij, fl(aij), by a/,.j We denote  the computed  sum x l + x 2 
+ "" +xr, evaluated from left to right, i.e. f l ( ' - - f l ( f l (~  1 + .~)+ .~:~) 
+ "'" +~,,), by fl (x 1 + x 2 + . "  +x  n) = fl(•?=l x,), where  ~ = fl(xi).  
Let  A = (a i ; )  and C = (c~y). We denote  by; IAI the matrix with ( i , j )  
e lement  equal  to la,jl. We write IAI ~< IC[ to mean laijl <~ Ic~jl for all i , j .  
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INTRODUCTION 
TUCK SANG LEONG 
Today, for a general matrix A, the equation Ax = b is most frequently 
solved by Gaussian elimination with partial pivoting (GEPP). This consists of 
the following three steps: 
(i) Perform Gaussian decomposition of A. In this step, a sequence of 
equivalent n × n matrices A (~), A (2), A(k~ = (..(k)~ A ('~, where A (~ • . . , -¢z i j  J ,  • . . , 
= A and A ('0 = U is upper triangular, are produced in such a way that an 
n × n lower triangular matrix L can be found with the property A = LU if 
there are no rounding errors• 
(ii) Solve the equation Ly = b. 
(iii) Solve the equation Ux = y, where x is taken to be the solution of 
Ax=b.  
For Gaussian decomposition of A, we refer the reader to Wilkinson [4, 
pp. 94-96]. 
Let Y, and U be the computed matrices obtained in the Gaussian 
decomposition of A._The computed solution, ~, of Ax = b, obtained by 
solving Ly = b and Ux = ~, due to rounding errors, satisfies 
(A  + E)2=b (* )  
for some n X n matrix E. 
Let Ilxrlz, and IIAIIp, p ~ {1, ~}, be the vector and matrix norms as given 
in Wilkinson [4, pp. 80]. In the sequel, let E be that of Equation (*). 
From Wilkinson [4, pp. 92-93], the following theorem follows readily: 
THEOREM A. Let B be an upper bound on IlEI]p• IfBII A -~ lip < 1, then 
I1~ - xllp BIIA ~llp 
~< 
Ilxrfl) l - B I IA -111t ,  • 
I f  the computed solution ~2 obtained by GEPP is not accurate enough, it 
can be refined under suitable circumstances. The iterative refinement method 
of  Wilkinson [4, pp. 121-122] is as follows: A sequence of vectors x j, x 2 . . . .  
are computed, which under certain circumstances will tend to the true 
solution x of  Ax = b, where x 1 = LUb, and for  s = 1, 2 . . . .  
-1  
r S =b-A~ and xs+ 1 =)7 s + (LU)  ?'~. 
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From the discussion of iterative refinement by Forsythe and Moler [1, pp. 
109-113], the following theorem follows readily: 
TH~;OI1EM B. Let 7r.~ be the sequence of vectors computed as above. Let 
B be an upper bound of 11E [1~ which is independent of the right-hand .ride ~{1" 
I Equation (*).) IfBIIA ~[1~ = o" < 5, then 
" )ll~ll~, 
where r = (r/(1 - (r), and u is the unit roundoff used in solving Ax = b. 
Let e i be the standard column basis vector with the ith component equal 
to 1 and all other components zero. Let LUx, = e~ for i = 1, 2 . . . . .  n, and let 
= (x~, x2 . . . . .  ~,,) be the computed approximation of A - I .  
From Wilkinson [5, pp. 252-253], the following theorem follows readily: 
T)tE;OREM C. Let B be an upper bound on ]]EI[~ which is independent of 
the right-hand side of Equation (*). I f  BI] A 111~ < 1, then 
For the sake of convenience, constants in the next two theorems have 
been rounded; re(}erence is made to the correct formulas. 
Let 
gj  = ,~x  I<)>1, j = 1, '2 . . . . .  , , ,  
• i,k 
= Inax  ~ j ,  
j~  1,2...,,n 
a = m~Lx laijl. 
i , j  
y = g/a is known as the growth ratio. 
I By this we mean given any' vector b, we can find a matrix E satisfies Equation (*) x~ith 
[[EN~ ~ B. An example of such a bound is given in Theorem D. 
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Wilkinson [4, p. 108, (25.14)] proved the following theorem: 
THEOREM D (Wilkinson). IIEII~ ~< (2n 2 + n3)g 2 -t~. 
Modifying Wilkinson's argument, Sluis [3, p. 83, (8.1) and its corollary] 
proved the following theorem: 
THEOREM E (Sluis). IIEjlI~ <~j(n ÷ 3)gj 2 -t' i f  6(n 2 q- n + 2) < 2 t, 
where Ej is the jth column of E. Consequently, IIEII~ ~< ½n(n + 1)(n + 
3)g 2 -tl. 
Since solving Ax = b by GEPP requires about n3/3 multiplications and 
additions, and computing x~+ 1 from x~ requires about 2n 2 multiplications 
and additions, it follows from Theorems A, B, and C that it is of practical 
interest o have accurate stimates or upper bounds for II A- 1 I I p and II Ell p, 
computable with a few times n e multiplications and additions or less, and 
independent of the right-hand side of Equation ( * ). Moreover, if such upper 
bounds are available, we might have rigorous upper bounds for the corre- 
sponding quantities of Theorems A, B, and C. 
For a survey of estimators of IIA-111p computable with a few times n ~ 
multiplications and additions, we refer the reader to Higham [2]. 
From Theorem E, we see that an upper bound of IIEII~ can be computed 
in about n + 2 multiplications and n additions if upper bounds on gj, 
j = 1, 2 . . . . .  n, are available. 
The purpose of this note is to show that we may adapt the work of 
Wilkinson [4-6] to obtain upper bounds of g j, j = 1, 2 . . . . .  n at about 
(n 2 + n)/2 additions after Gaussian decomposition of A. 
Let A be an n × n matrix for which the following assumption holds: 
ASSUMPTION I. The rows of A have been ordered so that 
a ~k) for k=l ,2 ,  n- l ,  i=k+l ,k+2,  . ,n la~)l I> ik . . . . . .  
in the Gaussian decomposition of A. 
We learn the following facts from Wilkinson [4]. 
The history of the (i, j )  element in a Gaussian decomposition of A differs 
according as i ~< j or i > j. 
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Case I: i <<.j. The e lement  is modi f ied  in each transformat ion unti l  A (° 
is obta ined,  after which it remains constant.  We may write 
_ .  S(~ ~)~ 
Case II: i >j .  The e lement  is modi f ied as in case I unti l  A (j) is 
obtained;  ~ i  ) is then used to compute  ~j ,  and ~+l), j  to aq-(") are taken to be 
exactly equal  to zero. 
F rom the facts in cases I and II, we have 
fbr 
(1) 
(i) i > jand2 ~<k <~j, and 
(ii) i ~<jand2~<k~<i ,  
respectively. 
For  each value of r = 1, 2 . . . . .  n - 1, let 
1 r = maxlmir l ,  i = r + 1, r + 2 . . . . .  n,  
- ( r )  ur=max[ar j l  , j=r  + l , r  + 2 . . . . .  n. 
Because a{2) . . . . .  a!~+l) = a~) i ~<i and a{jo . . . . .  ~{~+o = 0, i > j ,  
U U ' d '  U 
it follows from the equat ions (1) that for each ~'Lxed value of j = 2, 3 . . . .  , n, 
- I  j - l , j ] ,  
i , k  =2,3  . . . . .  n; (2)  
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and for each fixed value of i = 2, 3 . . . . .  n, 
j , k  = 2,3 . . . . .  n. (3) 
Our result depends on the fact that all the information needed to 
compute the inequalities (2) and (3) is contained in A and the computed 
lower and upper triangular matrices 7, and U respectively of Gaussian 
elimination of A. 
The main result is: 
THEOREM 1. Let A = (aij) be an n × n nonsingular real matrix fo r  
which Assumption I is valid. Let L = (lij) and U = (Hij) be the computed 
lower and upper triangular matrices respectively obtained f rom Gaussian 
elimination o f  A. For each f ixed value of  r = 1, 2 . . . . .  n - 1, let 
lr = max llirl, i = r + 1, r + 2 . . . . .  n, 
U r = max IHrjl, j = r + 1, r + 2 . . . . .  n. 
For each f ixed value o f  k = 2, 3 . . . . .  n, let 
k-1  I) C k = fl c k + ~ IlrHrk , C = maxCk,  
r= l  k 
) R n max/ - I ,  k , 
k 
B 1 = max(C,  Cl) , B 2 = max(R ,  r l ] ,  
m= min{B1, Be), and M= max{B1, Bz). 
if 
a = max laql, g = max I~}~)l and y = g /a ,  
z , j  i , j ,  s 
where i , j , s  = 1, 2 , . . . ,n ,  then g <~ m ~ M <~ ng; hence T ~ m/a  <~ 
M/a  <~ n T. 
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Proof. It is well known (see Wilkinson [4]) that [~ =@tir for i > r 
where r = 1,2 . . . . .  n - 1, and g~j = ~)  for j >~ r where r = 1 ,2 , . . . ,  n. 
Since I~1~1 I~k~l and ]~}))1 i j k = 1,2 . . . . .  n, are all less than or equal to j '  j . . . .  
m, Theorem 1 follows from the inequalities (2) and (3), as M ~< ng is 
obviously true due to Assumption I, and Cj and R i are the right sides of the 
inequalities (2) and (3) respectively. • 
COROLLARY 1. Let A = (aij _) be an n × n nonsingular eal matrix for 
which Assumption I holds. Let U = (~0 be the computed upper triangular 
matrix obtained from_Gaussian decomposition of A. Let V = (v~j) be the 
matrix obtained from U = (g~j) by setting gjj = cj for j  = 1, 2 . . . . .  n. I f  
gj = max I~I~)1 
i,k 
for j= l ,2  . . . . .  n, 
then gj <~ Ilwjll~ <jgj for j = 1,2 . . . . .  n, where Ilwjl[1 = E;'=~ I%1. Conse- 
quently, if a, g, and T are defined as in Theorem 1, then 
g < IlVlh = max IIVjllt ~ ng; 
J 
hence Y ~< I lVll l /a < n~.  
Pro@ Clearly ga = cl = IlVll[1, 
From the inequalities (2) and the fact that Urj = ttrJ'~(r) for j>~r, where 
r = 1, 2 . . . . .  n, it follows that gj ~ Cj for j = 2, 3 . . . . .  n. Since [lrl ~< 1 for 
r 1, 2, n - 1, it follows that C) ~< I1~111 and hence gj <~ [IVjl[l for 
j=2 ,3  . . . . .  n. 
Since Vj, the j th  colurrm of V, can have at most j nonzero components 
and the modulus of each component must be less than or equals to g j, we 
have I1~11~ <<-jgj fo r j  = 2, 3 . . . . .  n. • 
The upper bound, ]IV Ill~a, of y clearly has the properties claimed in the 
abstract. 
It is also easy to see that the computation of []V2[[1 for j - 1, 2 . . . . .  n 
takes about (n 2 + n)/2 additions after Gaussian decomposition of A. 
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THEOREM 2. Let IIvjlh, for j  = 1,2 . . . . .  n, be those of CoroUary 1. Let 
n 
B = (n ÷ 3)2  -tl Ej[IVjI[~. 
j= l  
If 6(n 2 + n + 2) < 2 t, then B is an upper bound of IIEII~ which is indepen- 
dent of the right-hand side of Equation (*). Consequently, Theorems A, B, 
and C hold with 
B = (n + 3) 2-'1 ~jllV~llt for p = 
j= i  
/ f6 (n  2 +n +2)<2 t. 
Proof. That B is an upper bound of IIEII~ follows from Theorem E. It is 
clearly independent of the right-hand side of equation ( * ). • 
1R l - t  be the unit roundoff as defined in Forsythe REMARK. Let  u = Kt--
and Moler [1, pp. 91]. The bounds of Theorem E are for unit roundoff u with 
/3 --- 2. From Wilkinson [4, pp. 94-102, (15.3), (15.9), (16.2), (16.9), (16.12), 
(16.13), (19.4), (19.7), (19.8), (19.14), (19.15), (19.16), (19.19)], Forsythe and 
Moler [1, pp. 104-105, (21.29), (21.31), (21.33), (21.35)], and Sluis [3, pp. 
83-84, (8.3), (8.4), (8.5), (8.8)], it is easy to see that (8.3) and (8.8) of Sluis [3, 
pp. 83-84] still hold, if 2 -t is changed to u and 2 - t l  to 1.01U. Consequently, 
if 2 -t is changed to u and 2 -t~ to  1.01u, then Theorems E and 2 hold. 
To see how the bounds of Corollary 1 perform, we apply them to the 
following example of Wilkinson [5, pp. 208] given in Table 1. From the table 
we see that 
gl = 0.8653 = ]]viii 1 = 0.8653, 
g2 = 0.8176 ~< IIv2111 = 1.0341 ~< 2gz = 1.6352, 
ga = 0.8265 ~< ]WaHl = 1.6696 ~< 3g 3 = 2,4795, 
g4 = 0.8312 ~< Ilw4ll~ = 2.2637 ~< 4g 4 = 3.3248, 
3, = 1 ~ IIv II~/a = 2.6161 < 4"y = 4. 
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TABLE 1 
k X~ ~ = (~) 
X¢I) 
0.2317 0.6123 0.4137 0.6696 ~ 
0.4283 0.8176 0.4257 0.8312 
0.7321 0.4135 0.3126 0.5163 
0.8653 0.2165 0.8265 0.7123 
0.0000 0.5543 0.1924 0.4788 
0.0000 0.7104 0.0166 0.4786 
0.0000 0.2303 -0.3867 -0.0864 
0.8653 0.2165 0,8265 0.7123 
0.0000 0.0000 0.1794 0.1053 
0.0000 0.7104 0.0166 0.4786 
0.0000 0.0000 -0.3921 -0.2416 
0.8653 0.2165 0.8265 0.7123 
'0.0000 0.0000 0.0000 -0.0052' 
0.0000 0.7104 0.0166 0.4786 
0.0000 0.0000 -0.3921 - 0.2416 
0.8653 0.2165 0.8265 0.7123 
The ratio of the upper bound on ][EII~ of Theorem E to that of Theorem 2 is 
n 
Ejgj: jllV2111 = 8.3048:16.997 
j=l  j=l  
=1 :2 
with n = 4. 
In order to get more information about the performance of our result, we 
generated 100 random matrices of each of the orders 10, 20 . . . . .  80 for 
testing. The results are given in Table 2. The value of the (n, j) entry is the 
average of II~lh/gj over 100 random matrices of order n, rounded to one 
decimal place. 
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TABLE 2 
1 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
2 1.6 1.5 1.5 1.5 1.5 1.5 1.5 1.5 
3 2.0 1.9 1.9 1.9 1.8 1.9 1.9 1.9 
4 2.3 2.3 2.3 2.2 2.2 2.2 2.2 2.3 
5 2.7 2.6 2.6 2.6 2.6 2.5 2.5 2.5 
6 3.1 2.8 2.8 2.9 2.9 2.8 2.8 2.8 
7 3.5 3.3 3.2 3.1 3.0 3.1 3.0 3.0 
8 3.8 3.6 3.5 3.3 3.4 3.3 3.3 3.2 
9 4.1 3.8 3.6 3.6 3.4 3.6 3.5 3.5 
10 4.3 4.0 4.0 3.9 3.8 3.8 3.8 3.7 
11 4.3 4.2 4.1 4.1 4.0 3.9 3.9 
12 4.6 4.5 4.3 4.3 4.4 4.3 4.2 
13 4.9 4.7 4.5 4.6 4.5 4.5 4.4 
14 5.2 4.8 4.8 4.7 4.6 4.7 4.5 
15 5.3 5.l 4.9 4.9 4.8 4.7 4.9 
16 5.8 5.4 5.4 5.0 5.3 5.1 5.1 
17 6.0 5.6 5.5 5.2 5.3 5.2 5.5 
18 6.4 6.0 5.8 5.7 5.6 5.6 5.6 
19 6.7 6.2 5.9 5.8 5.7 5.6 5.5 
20 6.9 6.1 6.2 6.1 6.0 6.0 5.8 
21 6.8 6.5 6.1 6.3 6.1 6.0 
22 7.2 6.7 6.4 6.3 6.2 6.2 
23 7.1 6.9 6.4 6.5 6.6 6.5 
24 7.6 6.9 6.7 7.0 6.8 6.7 
25 7.6 7.1 7.1 6.9 6.8 6.8 
26 8.1 7.5 7.2 7.1 7.0 7.1 
27 8.3 7.6 7.5 7.4 7.4 7.1 
28 8.6 7.9 7.8 7.8 7.4 7.4 
29 8.7 7.9 7.8 7.7 7.7 7.7 
30 9.0 8.5 8.0 7.9 8.1 7.9 
31 8.7 8.3 8.5 8.0 7.9 
32 8.9 8.8 8.6 8.4 8.1 
33 9.0 8.7 8.6 8.6 8.3 
34 9.4 9.2 8.6 8.8 8.7 
35 9.5 9.2 9.2 9.3 8.7 
36 9.7 9.5 9.2 9.1 8.9 
37 10.1 9.6 9.4 9.3 9.3 
38 10.1 9.6 9.7 9.6 9.3 
39 10.7 10.2 9.7 9.8 9.3 
40 11.0 10.3 9.8 9.7 9.7 
Ilvjlh/gj 
j n = 10 20 30 40 50 60 70 80 
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TABLE 2 (continued) 
IIvjlh/gj 
j n = 10 20 30 40 50 60 70 80 
41 10.5 10.0 9.8 10.1 
42 11.0 10.7 10.2 9.9 
43 10.9 10.4 10.7 10.3 
44 11.4 11.2 10.5 10.5 
45 11.8 10.8 11.0 10.4 
46 11.9 11.3 11.2 10.8 
47 11.8 11.7 11.2 10.8 
48 12.3 11.5 11.2 11.4 
49 12.5 11.8 11.7 11.2 
50 12.5 12.0 11.9 11.4 
51 12.0 11.8 11.8 
52 12.8 12.1 12.1 
53 12.5 12.5 11.9 
54 13.2 12.8 12.3 
55 13.4 12.9 12.5 
56 13.5 12.9 12.5 
57 13.5 13.2 13.0 
58 14.3 13.3 12.8 
59 14.1 13.1 13.1 
60 14.9 13.9 13.5 
61 13.7 14.0 
62 14.6 13.6 
63 14.2 13.7 
64 14.3 14.0 
65 14.9 14.6 
66 15.6 14.3 
67 15.0 15.2 
68 15.6 15.4 
69 15.5 14.8 
70 16.5 15.0 
71 15.4 
72 15.3 
73 16.0 
74 16.0 
75 16.5 
76 16.4 
77 16.8 
78 17.0 
79 17.2 
80 17.8 
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From Corollary 1, we know that 
1 ~< IIV~lh/gj ~<j for j = 1, 2 . . . . .  n. 
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