Abstract. Current endeavors in community detection suffer from the resolution limit problem and can be quite expensive for large networks, especially those based on optimization schemes. We propose a conceptually different approach for multi-resolution community detection, by introducing the kernels from statistical literature into the graph, which mimic the node interaction that decays locally with the geodesic distance. The modular structure naturally arises as the patterns inherent in the interaction landscape, which can be easily identified by the hill climbing process. The range of node interaction, and henceforth the resolution of community detection, is controlled via tuning the kernel bandwidth in a systematic way. Our approach is computationally efficient and its effectiveness is demonstrated using both synthetic and real networks with multiscale structures.
Introduction
A community, or module, defined as a subgraph in a network, whose nodes are more densely inter-connected compared with the rest of the graph, is a universal feature in real-world complex networks lying between the microscopic and macroscopic levels of a system. With the explosion of available data in various disciplines including biology, sociology and engineering, unraveling community structures of the network [1] - [3] has become an increasingly important task, which holds the key to understanding the relationship between the structure and the function of realworld complex systems, ranging from a single cell to the human brain.
Girvan and Newman [4] first introduced a divisive algorithm, where the edges are removed successively according to their 'betweenness'. A major step forward was made by the same authors who proposed the concept of modularity Q that evaluates the quality of a partition of a network into communities. The main stream of relevant algorithms either rely on or aim directly at optimizing Q [5] - [9] . Other approaches include spectral bisection [10] from computer scientists, hierarchical clustering developed by sociologists [11] , and those based on physical intuition [12] and information-theoretic measures [13, 14] .
Although it has attracted extensive attention, community detection still remains a challenging problem. Computationally, the exact optimization of Q is untractable for large networks due to the non-deterministic polynomial-time (NP)-hard nature of the problem [15] . On the other hand, many practical networks possess multiscale structures due to their hierarchical [16] - [18] or self-similar organizations [19] . In such circumstances, modularity optimization may fail to detect communities below a certain scale which is known as the resolution limit [20] . The resolution limit suggests the existence of a multiscale modular structure in the real-world networks, which calls for community detection schemes that are capable of probing the network at multiple, varying scales. To this end, Arenas proposed a modification on the modularity by a scale-dependent re-scaling factor, such that the modular structure of the network can be analyzed under different scales [21] . Serrano et al [22] use a filtering method to extract the relevant connection backbone from multiscale networks, which preserves the links that represent statistically significant deviations to the null model for local assignment of weights to links. This method does not ignore small-scale interactions and can operate at all scales specified by the weight distribution. In addition, a new method has been developed to extract the hierarchical organization of a network, which utilizes the local maxima of the so-called modularity landscape [23] . In fact, the concept of 'multiscale' was implicitly contained in the traditional hierarchical clustering [11] , where a series of partitions takes place, ranging from a single cluster containing all nodes to N clusters, each containing a single object, represented by dendrograms. The community detection performed at different levels of the dendrograms is multiscale in nature.
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In this paper, we propose a conceptually different, heuristic approach that can resolve the multiscale community structure of a network without a resolution limit. Our key observation is that communities can be identified due to the existence of 'borderline' nodes, which separate the groups of densely inter-connected vertices. The borderline nodes typically have few edges associated with them, while in contrast nodes inside communities usually have denser connections (for example, the 'core' nodes are usually involved in a large number of connections). Therefore, the amount of connections associated with each node (possibly include the non-immediate, higher order links of a node) is expected to provide valuable information on identifying frontiers of community, hence their global structure. To measure it, we introduce a well-known smoothing technique called kernel density estimation in the statistical literature [24] [25] [26] . Basically, we seed a kernel function at each node to describe its interaction with its neighbors, with the strength of interaction decaying monotonously with their shortest path distance. By doing this, we transform the topology of connection into a multiple interaction system where the accumulated interaction levels of the nodes reflect intrinsic structures of the communities. Note that this scheme takes into account the high level topological information by considering node interaction at various levels. In fact, the scale of node interactions is effectively controlled by the bandwidth of the kernel, leading naturally to a convenient, multi-resolution approach. A small bandwidth causes the nodes to be involved only into local interactions thus the small-scale structure of the network is revealed. A large bandwidth, on the contrary, enforces global interaction among the nodes and provides information about the large-scale organization of the network.
Constructing interaction landscape by seeding kernels in graph
Suppose we have a network of n nodes with adjacency matrix A, where A i j = 1 if an edge connects nodes i and j and A i j = 0, otherwise. Let G i j be the shortest path (geodesic) distance between nodes i and j. For each node i, we will then seed a smoothly decaying function called 'kernel' to model its interaction with its neighbors in the form of K (G i j / h). Here, K (·) is a non-negative, symmetric kernel function usually satisfying [24] 
and h is the bandwidth of the kernel that controls its spread. A popular example is the Gaussian
2 ) (other choices include linear, quadratic or cubic kernels). As can be seen in figure 1 , the interaction between a node pair will decrease smoothly with their geodesic distance, and the decaying rate is controlled by h. In other words, the node i will only impact its neighbors j ∈ N i , where the geodesic distance G i j is not too large compared with the bandwidth h. Therefore, by introducing the kernel K with a tunable bandwidth, we build a node interaction system where the range of interactions are flexibly controlled by varying h.
Having defined the interactions between all pairs of nodes in the network, we can measure the level of connection for each node i by summing up all the interactions that node i has been actively involved with. We call this an accumulated impact score (AI score) which is defined as
Sometimes the node connections are highly heterogeneous, and we may want to enforce a normalization by dividing the impact of node i on node j, The decay of interaction strength is shown as the Gaussian curve in the inset. Ultimately, each node will be seeded with such a kernel and their AI scores are computed. Here we use a kernel with medium bandwidth, i.e. h = √ 2. It is immediately evident that a small bandwidth will lead to a very narrow kernel, while a large h renders the kernel wide.
can be imagined as a voting system, where each node has only a fixed amount of tickets to vote for other nodes. In figure 1 , we schematically illustrate the kernel-based node interaction on a simple graph.
The accumulated impact of the nodes provides vital information on the modular structures of the network. On the one hand, as we have discussed, the contrast between the amount of connections for each node, now quantified by the AI score, clearly distinguishes the 'core' nodes (large AI) and the 'boundary' nodes (low AI) of a community. In particular, imagine that the nodes of the network are laid in a space according to the topology (the pairwise geodesic distances), with each node endowed with an impact level (AI). Then, the AI score can be considered as a discrete function defined node-wisely in this space: 'peaks' of the AI function correspond naturally to the core of communities, while 'valleys' act as boundaries that separate the communities.
On the other hand, remember that the pairwise node interactions that determine the computation of AI score are controlled by the bandwidth parameter. A small h corresponds to a thin, rapidly decaying kernel which only allows highly localized node interactions within close neighbors. This makes the AI scores fluctuate and more refined structures may arise, providing a delicate reflection on the network structure. Conversely, a large h leads to a wide kernel that decays slowly and favors long-range node interactions. Therefore, the resultant AI distribution becomes smoother with fewer converged clusters, furnishing us with a more global perspective. In other words, the kernel bandwidth h serves naturally as a 'scale adjuster', controlling the level on which we prefer to examine the network, with the resultant AI distribution reflecting the community structure in the impact score domain.
Next, we describe an efficient algorithm to identify meaningful communities based on the AI scores. In the landscape of AI scores, nodes can be deemed as lying on the surface of the 5 AI function composed of peaks and valleys. Thus we can iteratively shift each node along the ridges to the peak, and nodes gathering in the same peak will be naturally partitioned into the same community. Algorithmically, we start from a node and always move it toward its neighbor with the largest increase on the AI score, until no improvement can be achieved. By doing this, each node travels iteratively along edges on the graph, experiencing a path with a monotonously rising AI score until they touch the core node of the nearest community. The number of communities are automatically determined by calculating how many clusters the whole network 'shrinks' to.
The 'hill climbing' procedure designed here can actually be thought of as finding a partition of the network with a large modularity Q in a greedy manner (Q = i (e ii − a 2 i ), where e ii and a i are the fraction of edges from the community i to itself and the whole graph, respectively [3] ). Note that each node is always shifted to its neighbor that has the largest AI score. Therefore, the procedure will push together the nodes such that the sum of their AI scores is large. Also note that the AI score is a general measure of the amount of connections of each node and in particular, by choosing the kernel as a rectangular function
and setting h = 1, AI (i), will be exactly the degree of node i. Therefore, in this special case, our algorithm will try to increase e ii , leading to a large Q value. Moreover, the hill climbing also implicitly enforces a small a i by using the boundary nodes to separate different communities, making the links among communities sparse. Occasionally, we find that the hill climbing process may cause a node (say node k) to be misclassified due to its direct link to some hub nodes that always have large AI scores. To solve this problem, we can modify node k's membership by considering which community its neighbors mostly belong to. Suppose node k's neighbors are already assigned to various communities. We aggregate the neighbors that are in the same community and their AI scores also sum up. We then reassign node k to the community with the largest added-up AI score. In practice, a hub node may also be 'absorbed' to another hub that has a larger AI score, given the direct link between them. This can happen for some large-scale networks and may influence the accuracy of community detection. In this case, we just need to disconnect these hub nodes (usually by a very small amount) and then apply our algorithm.
Application to synthesized and real networks
First, we illustrate our method with the network constructed from the x component of the chaotic Rössler system [27, 28] , where the nodes represent the cycles in the time series and edges are assigned to cycles that are close in phase space. The cycles are attracted by the stable manifold of the unstable period orbits (UPOs) [29] and cluster around them. Since a chaotic attractor has infinitely many UPOs organized in a hierarchical manner, the corresponding network is multiscale, demonstrating smaller clusters (around higher-order UPOs) at a finer scale. It thus serves as a good example to test our algorithm in unraveling the multiscale modular structure. As shown in figures 2(a) and (b), small h leads to the detection of communities on small scales; as h increases, small communities begin to merge, forming coarser clusters with increasing scales. We find that communities identified at various resolutions essentially reflect the UPOs of different orders. For example, the central node of the two communities at the top of figure 2(a) correspond to the two branches from the UPO of order 2. In the case of multiscale networks, the smaller communities found at fine scales will merge into larger ones as h increases. Therefore, the number of detected communities N versus the scale parameter h will provide valuable information on the inner structures of the network. For example, we find that for the networks from chaotic systems, N decreases in a powerlaw manner with h, indicating that a strong multiscale property that is associated with the hierarchical and self-similar structure induced by the UPOs underlies the chaotic attractor; see figure 3. For random networks, however, N will encounter a radical decrease to 1 at a critical value of h. This indicates that under no scale the network demonstrates marked modular structures. Therefore, our approach not only resolves the multiscale structure, if there is one, but also determines if at all the network is multiscale.
In the case when the network demonstrates meaningful community organization under multiple scales, we can further use modularity Q to evaluate the communities detected at different scales, inspired by the modularity-landscape surveying [23] . As can be seen from figure 2(c), the Q-h curve shows a staircase form (each stair roughly corresponding to a specific scale, having some fluctuations), and we can choose the reasonable partition (corresponding to a local maximum in a stair) at each resolution scale. In figure 2(c) , the maximum modularity is obtained at a mesoscale (h = 3) where the network is partitioned into three communities. This is also the most reasonable partition by the human eye. By varying h continuously, we can actually obtain a complete picture on the evolution of the modular structure across all scales. Theoretically, our method can resolve modules of arbitrarily small size, if any, by just tuning h down to an appropriate scale. To demonstrate that our method is not influenced by the size distribution of communities (either broad or not), we further test our algorithm using a synthesized network with clusters of various densities [21] . As can be seen in figure 4, our approach correctly captures all the modular structures from both dense and sparse clusters using a relatively small bandwidth h. Now we test our algorithm with some real-world networks. First are two benchmark networks whose community structures are known, i.e. the social networks from the Zachary karate club [30] and the bottlenose dolphin network in Doubtful Sound [31] . Figure 5 presents the partition at the scale where the modularity maximizes, and both networks are split into two communities in perfect correspondence with the prior knowledge. The most 'influential' nodes that play a vital role in community formation can also be identified by the AI scores, such as nodes 1 (administrator in the club) and 33 in the club network, and nodes 14 and 15 in the dolphin network. We note that different kernels essentially lead to consistent partition results. Theoretically, the degree of smoothness is asymptotically equal for different kernels when they use their corresponding canonical bandwidth parameters. Now we apply our method to a collaboration network from the network scientists [32] , where nodes are researchers and links represent co-authorship. Although there is no a priori knowledge on community structure, the nodes are nicely dispersed into well-defined clusters that possess, to some extent, the hierarchical structure (see figure 6 (a) ) which makes it suitable for multiscale analysis. As can be seen, the network is partitioned into 15 local clusters at small h, which contains some information about known groupings. For example, the green box indicates a group of physicists from Boston University. The two clusters with yellow triangles and red circles represent the strong collaboration centered around Newman and Barabási, respectively. By increasing h, these small communities merge into four big ones (indicated by the lines in figure 6 (a) at h = 3.5). This large-scale community structure reveals some regional collaboration, for example, the top-right cluster corresponds to researchers mainly from Europe.
Finally, to test the performance of our method, we apply it to a computer-generated benchmark network [4] that is widely adopted to test the effectiveness of the communitydetection algorithms. The network has 128 nodes divided into four communities of 32 vertices each. Edges are placed between node pairs independently with a certain probability so as to keep the average degree of each node 16. Each vertex has on average K in edges connecting to those within the same group and K out edges to nodes in other groups, and K out + K in = 16. Figure 7 shows the fraction of vertices that are correctly classified by our algorithm, as a function of the average number of intercommunity edges K out . Here, the partition result for each network is obtained at scale h where Q maximizes. We can see that our method generally performs better than the traditional GN algorithm [4] . A special case with K out = 2 is demonstrated in figure 8 . Although the degree distribution is homogeneous for this network, our method can effectively distinguish the subtle difference among the nodes according to their higher-order neighbors. As can be seen, within each community there are always core nodes (with a larger size) that hold the whole group together.
The computational cost of our approach is low, and time complexity in the worst case is O(n 2 ). To compute the impact of node i on other nodes, we can perform Breadth-FirstSearch to find neighbors of each node up to the dth order, and the time is linear with the neighborhood size. In hill climbing, moving each node to the peak takes O(lc) time, where c is the averaged first-order neighborhood size and l is the number of iterations. Therefore, The fraction of vertices correctly identified by our method and the GN algorithm for a network with a known community structure (as described in the text) versus K out . The result is an average over 100 realizations of the graph. Community structure found for the synthesized network with intracluster degree being 14 and inter-cluster degree being 2 by our method. The four colors indicate four different communities. Here we use the Gaussian kernel of h = 3, and we successfully assign every node to its corresponding community. the overall complexity is strictly bounded by O(n 2 ). When the scale parameter h is small, node interactions become sparse and only a small neighborhood size needs to be considered. In practice, h can be chosen from a geometric series {1, 2, 4, . . . , R}, where R = O(max (G i j ) ). Namely, we only need log(R) trials (and O(log(R)n 2 ) time) to achieve a complete view of how the community structure evolves over scale.
Conclusion and discussion
In summary, we have proposed a multi-resolution approach for community detection, capable of resolving the full spectrum of modular structures of a complex network in a precise and systematic way. The key idea is to build a node-interaction system via the introduction of kernels, wherein the modular structure is visualized from the emergent patterns in the interaction landscape. The range of node interactions is controlled by the bandwidth of the kernel, the variation of which provides a reliable, multiscale screening of the modular structure.
Intuitively, our community detection approach can also be deemed as a clustering around the nodes with high AI scores at various scales. The AI score can be considered as a weighted version of degree, but takes into account the high-level topologies, i.e. the higher-order neighbors. Therefore, the high AI score nodes correspond to the cores that brace the whole network by 'attracting' the nodes pertaining to them. By increasing the kernel bandwidth h, these high AI score nodes turn from the local cores to the global centers of the network, which lead to the multi-resolution partition of the network in a convenient and efficient manner. Since our approach utilizes both the core nodes (which sustain the communities) and the borderline nodes (which separate the communities) in the 'hill climbing' process, it avoids the high computational cost usually present in those optimization-based schemes. Our method can also be extended to the general weighted networks. In this case, the AI scores of the nodes can similarly be obtained from the shortest path distance G i j between nodes. The G i j can be conveniently calculated by the Dijkstra's algorithm, which takes into account the weights of the edges in this case.
Our approach can be applied to a wild variety of real networks, especially those emergent from biological and social fields, where networks with hierarchical and multiscale modular structures abound [16, 17] . Compared with traditional methods that usually detect community at a specific organization level, our multiscale approach promises a more comprehensive characterization of the community structure across all scales. This multiscale community profile is expected to provide new insights into the functional organization and evolution of a network.
