In this paper, we consider the following singular Kirchhoff-Schrödinger problem
Introduction and main results
The relevant problems involving powers of the Laplacian started with [1] - [2] .
In conformal geometry, there has been considerable interest in the Paneitz operator which enjoys the property of conformal invariance. In R 4 , the Paneitz operator is the biharmonic operator ∆ 2 , this can be refered to [3] . Recently, Zhang and Chen in [26] established a sharp concentration-compactness principle associated with the singular Adams inequality on the second-order Sobolev spaces in R 4 , and moreover,they consider the following problem:
where V (x) has a positive lower bound and 0 < η < 4, they got a ground state solution of (1.1) under the A-R condition. In [14] , let Ω ⊂ R N is a bounded domain with smooth boundary, m is a integer and N ≥ 2m ≥ 2, the authors considered the following Kirchhoff problem
in Ω, u = ∇u = ∇ 2 u = · · · ∇ m−1 u = 0 on ∂Ω,
where 0 ≤ η < N , M is a Kirchoff-type function and b(x) is a continuous function with positive lower bound, f (x, t) has an critical exponential growth behavior at infinity.
Since we will work with exponential critical growth, we need to review the Trudinger-Moser inequality and Adams inequality, the latter is a generalization of the former and more details are as follows: On one hand, let Ω denotes a smooth bounded domain in R N (N ≥ 2), N. Trudinger [4] proved that there exists α > 0 such that W 1,N 0
(Ω) is embedded in the Orlicz space L ϕα (Ω) determined by the Young function ϕ α (t) = e α|t| N N−1 , it was sharpened by J. Moser [5] who found the best exponent α. On the other hand,the Trudinger-Moser inequality was extended for unbounded domains by D. M. Cao [6] in R 2 and for any dimension N ≥ 2 by J. M. doÓ [7] . Moreover, J. M. doÓ et al. [8] established a sharp concentrationcompactness principle associated with the singular Trudinger-Moser inequality in R N . For more results concerning the Trudinger-Moser inequality and its application in N -Laplacian equations, one can refer to [9, 10, 12, 13, 19] 
where 32π 2 is the best constant. In order to apply this inequality to partial differential equation more reasonably, Y. Yang in [25] proves the following singular Adams inequality:
Theorem A. Suppose 0 ≤ η < 4, τ, σ are two positive constants. Then
, then the supremum is infinite.
In [15] , Li and Yang studied the following Schrödinger-Kirchhoff type equation (1.4) where ∆ N u = div(|∇u| N −2 ∇u), k > 0, V : R N → (0, ∞) is continuous, λ > 0 is a real parameter, A is a positive function in L p p−q (R N ) and f satisfies exponential growth. They derived two nontrivial solutions of (1.4) as the parameter λ small enough. Indeed, suppose Ω ⊂ R N is a bounded smooth domain, the above problems is related to the stationary analogue of the equation
proposed by Kirchhoff in [17] as an extension of the classical D'Alembert's wave equation for free vibrations of elastic strings. In [18] , Lions proposed an abstract framework for the problem and after that, problem (1.4) began to receive a lot of attention. In [16] , the authors studied the following Schrödinger-Kirchhoff type equation
where M is a Kirchoff-type function and V (x) ≥ V 0 is a continuous function, A is locally bounded and the function f has critical exponential growth. Applying variational methods beside a new Trudinger-Moser type inequality, they get the existence of ground state solution. Moreover, in the the local case M ≡ 1, they also get some relevant results.
In this paper, we consider the following singular biharmonic Kirchhoff-Schrödinger problem M R 4
has an critical exponential growth behavior at infinity. Using singular Adams inequality and variational techniques, we get the existence of ground state solutions for (P η ).
Let M(t) = t 0 M (s)ds, we assume that M : R + → R + is a continuous function with M (0) = 0, and satisfies
is decreasing in (0, ∞); Remark 1.1. By (M 3 ), we can obtain that 2M(t) − M (t)t is nondecreasing for t > 0, In particular,
we require that f (x, t) = 0 for all (x, t) ∈ R 4 × (−∞, 0]. Furthermore, we assume the function f satisfying:
(f 1 ) f is a continuous function and f (x, t) > 0 for all t > 0.
This is the so-called the Ambrosetti-Rabinowitz (AR) condition.
We also give the following conditions on the potential V (x) :
which be equipped with the norm
The continuous embedding of E ֒→ W 2,2 (R 4 ) ֒→ L 2p (R 4 )(p ≥ 2) and Hölder inequality implies
where 1/t + 1/t ′ = 1 and t > 1 such that ηt < 4. Thus we have S p > 0. We now introduce the following two conditions.
is increasing in t > 0.
Our main results can be stated as follows:
Then the problem (P η ) has a nontrivial nonnegative ground state solution in E. Now instead the condition (f 3 ), we assume that
We derive the the results without the Ambrosetti-Rabinowitz (AR) condition.
. Then the problem (P η ) possesses a positive ground state solution.
This paper is organized as follows: In Section 2, we give some preliminary results.
In Section 3, we study the functionals and compactness analysis. In section 4, we prove Theorem 1.1. In section 5, we study the results without the Ambrosetti-Rabinowitz (AR) condition.
Preliminaries
In this section we will give some preliminaries for our use later.
Lemma 2.1 (see [26] ) Suppose q ≥ 2 and 0 < s < 4. Then E can be compactly
Proof. Set R(β, u) = e βu 2 − 1, using the Höder inequality, we have
where the last inequality is a direct consequence of Lemma 2.1. Choosing p > 1 is
Then the result can be derived from Theorem A.
Mountain pass geometry and minimax estimates
We say that u ∈ E is a weak solution of problem (P η ) if for all φ ∈ E,
Define the functional I : E → R by
I is well defined and I ∈ C 1 (E, R) thanks to the singular Adams inequality. A straightforward calculation shows that
for all u, φ ∈ E, hence, a critical point of (3.2) is a weak solution of (P ). 
for all x ∈ R 4 . On the other hand, using (f 2 ) for each q > 4, we have
for u E ≥ ǫ and x ∈ R 4 . Combining the above estimates, we obtain
Hence, I is bounded form below for u E ≤ r ≤ 1. Since σ > 0 and q > 4, we may choose sufficiently small r > 0 such that
we derive that
This completes the proof.
where r are given in Lemma 3.1.
with compact support Ω = supp(u) and u = 1, by (f 3 ), for µ > 4, there exists
Then
which implies that I(tu) → −∞ as t → ∞. Setting e = tu with t sufficiently large, we finish the proof of the lemma. 1 − η 4 ) . Proof. Firstly, we claim the best constant S p can be obtained. In fact, since
we can choose u n such that We also have u 0 E ≤ lim n→∞ u n E = S p , thus u 0 E = S p . From the definition of c, let γ : [0, 1] → E, γ(t) = tt 0 u, where t 0 is a real number which satisfies I(t 0 u 0 ) < 0, we have γ ∈ Γ, and therefore
).
The proof of the lemma is completed.
Consider the Nehari manifold associated to the functional I, that is,
and c * = inf u∈N I(u). Proof. Let u ∈ N , we define h : (0, +∞) → R by h(t) = I(tu). We have that h is differentiable and
Thus, h(1) = max t≥0 h(t), which means
From the above argument, we see that h ′ (t) < 0 is strongly decreasing in t ∈ (1, +∞), Since u ∈ N is arbitrary, we have c ≤ c * .
The ground state solution
In this section, we consider the ground state solution. We first prove the following convergence results. 
Proof. Let {u n } ⊂ E be an arbitrary (P S) c sequence of I, i.e.
We shall prove that the sequence {u n } is bounded in E. Indeed, since µ > 4, then
which implies that {u n } is bounded in E. It then follows from (4.1) that
By Lemma 2.1 of [11] , we get
By (f 2 ) and (f 3 ), there exists C > 0 such that
From Lemma 2.2 and generalized Lebesgue's dominated convergence theorem, arguing as Lemma 4.7 in [26] , we can derive that
This completes the proof of the lemma. Proof. By the process in proof of Lemma 4.1, we have that the (P S) c sequence {u n } is bounded in E. We claim that I(u) ≥ 0. Indeed, suppose by contradiction that I(u) < 0. Then u = 0, set r(t) := I(tu), t ≥ 0, we have r(0) = 0 and r(1) < 0.
As the proof of Lemma 3.1, for t > 0 small enough, it holds r(t) > 0. So there exists t 0 ∈ (0, 1) such that
By Remark 1.1 and Lemma 2.3, we have
FUrthmore, by the weak lower semicontinuity of the norm and Fatou's Lemma, we
which is not impossible. Thus the claim is true. From the lower semi-continuity of the norm in E, we have u E ≤ lim n→∞ u n E . Suppose, by contradiction, that F (x, u n ) |x| η dx)
Here, we have used the condition (M 2 ) in the last inequality. Since M is increasing,
Choosing q > 1 sufficiently close to 1 and β 0 > 0 such that for large n, From (f 2 ) and Hölder inequality, we have
From concentration compactness principle with singular Adams inequality, we have
where 1 q ′ + 1 q = 1. In view Lemma 2.1, combining (4.4) with (4.5), we obtain
Since I ′ (u n )(u n − u) → 0, we have
On the other hand, by u n ⇀ u in E, we have Next, we will show that u is nonzero. If u ≡ 0, since F (x, 0) = 0 for all x ∈ R 4 , from Lemma 3.4, we have
Thus, there exist some ǫ 0 > 0 and n * > 0 such that u n 2 E ≤ (1 − η 4 ) 32π 2 α 0 − ǫ 0 for all n > n * . Choose q > 1 sufficiently close to 1 such that qα 0 u n 2 E ≤ (1 − η/4)32π 2 − ǫ 0 α 0 for all n > n * . By (f 2 ), there holds |f (x, u n )u n | ≤ c 1 |u n | 4 + c 2 |u n |(e α 0 u 2 n − 1).
Thus by using singular Adams inequality, we have
here we have used Lemma 2.1 in the last estimate. From I ′ (u n )u n → 0, we have
From the condition (M 1 ), we can get u n → 0. Then I(u n ) → 0, which contradics the fact that I(u n ) → c > 0, so u is nonzero. From I(u) = c > 0, we know u is positive. This completes the proof of Theorem 1.1.
The ground state solution without the A-R condition
In this section, we instead the condition (f 3 ), the nonlinear term satisfies the exponential growth but without satisfying the Ambrosetti-Rabinowitz condition, we assume that
f (x, s)ds. We will use a Cerami's Mountain Pass Theorem which was introduced in [20, 21] .
The detail is the following:
Definition A. Let (E, · E ) be a real Banach space with its dual space (E * , · E * ). Then I possesses a (C) c sequence.
Firstly, we check the geometry of the functional I under the weak condition.
Secondly, the key to establish the results in previous sections is prove that the Cerami sequence is bounded. Once we will have proved this, the remaining parts are similar.
Lemma 5.1. Assume that (V 1 ), (f 2 )-(f 4 ) hold. Then (i) there exists positive constants δ and r such that
(ii) there exists e ∈ E with e E > r such that
Proof . The proof of (i) is similar as Lemma 3. Proof. Let {u n } ⊂ E be an arbitrary Cerami sequence of I, i.e.
and
where τ n → 0 as n → ∞. We shall prove that the sequence {u n } is bounded in E.
Indeed, suppose by contradiction that u n E → +∞ and set v n = u n u n E , then v n = 1. From Lemma 2.1, we can assume that for any q ≥ 4, there exists
v ∈ E such that up to a subsequence
We will show that v + = 0 a.e. in Thus
Since {u n } ⊂ E be an arbitrary Cerami sequence of I, we have
Since M is increasing, it holds
This is a contradiction. Hence v ≤ 0 a.e. and v + n ⇀ 0 in E. Let t n ∈ [0, 1] be such that I(t n u n ) = max t∈[0,1] I(tu n ).
For any given A ∈ 0, (1 − η 4 ) 32π 2 α 0 1 2 , for the sake of simplicity, let
In the following argument we will take A → (1 − η 4 ) 32π 2 α 0 1 2 and so we have ǫ → 0.
By condition (f 2 ), there exists C > 0 such that
where R(α, s) = e αs 2 − 1. In fact, from condition (f 2 ), there holds F (x, t) ≤ C N |t| 4 + |t|R(α 0 , |t|).
By using Young inequality, for 1 p + 1 q = 1, p, q > 1, there holds ab ≤ ǫ a p p + ǫ −q/p b.
So we have
F (x, t) ≤ C N |t| 4 + ǫR(α 0 , |t|) p p + ǫ −q/p |t|.
Now we take p = α 0 +ǫ α 0 and q = α 0 +ǫ ǫ > 4. One can see that near infinity |t| q can be estimated from above by R(α 0 + ǫ, |t|), and near the origin |t| q can be estimated from above by |t| 4 , thus we obtain (5.4) . We also have A un ∈ (0, 1] with sufficient large n, so by using (5.4), we have
Since v + n ⇀ 0 in E and the embedding E ֒→ L q (R 4 , |x| −η dx)(q ≥ 4) is compact, by using the Hölder inequality, we have Since I(0) = 0 and I(u n ) → c, we can assume t n ∈ (0, 1), and so I ′ (t n u n )t n u n = 0, it follows from (f 5 ), 4I(t n u n ) =4I(t n u n ) − I ′ (t n u n )t n u n =2M( t n u n 2 ) − 4
f (x, t n u n )t n u n |x| η dx =2M( t n u n 2 ) − M ( t n u n 2 ) t n u n 2 + R 4
H(x, t n u n ) |x| η dx ≤2M( u n 2 ) − M ( u n 2 ) t n u n 2 + R 4
H(x, u n ) |x| η dx =4I(u n ) − I ′ (u n )u n =4I(u n ) + o n (1) = 4c + o n (1), which is a contradiction to (5.5) . This proves that {u n } is bounded in E.
Proof of Theorem 1.2. From Lemma 5.2, we have that the Cerami sequence {u n } is bounded in E. Applying the same procedure in proof of Theorem 1.1, we will derive that I ′ (u) = 0 and I(u) = c. Moreover, we also get that u is nonzero and u is ground state.
