A simple two-dimensional (2D) model of crystal-growth disorder is described. The model assumes growth probability parameters which involve the interaction of a crystallizing molecule with neighbours in two crystal directions. The disorder that results from this process is described mathematically and with the use of an optical simulation technique. It is found that the correlations between neighbours that result in the completed crystal are not simply related to the initial probabilities, but when a special linearity restriction is made the correlations can be used to retrieve these probabilities. The direction in which the crystal is grown is inherently different from other directions and this is evident in the diffuse diffraction patterns that are obtained from the model.
I. Introduction

(a) General
In a recent publication Flack (1970) has shown that for some disordered organic solids containing two components good agreement with experimental X-ray diffraction results can be obtained by postulating that the disorder is adequately described by the correlations amongst nearest neighbours. Such a model has as its basis the seemingly reasonable hypothesis that at crystallization one component or other will add to that part of the crystal already formed depending upon the relative stability of each in the prospective lattice site. Short-range order, displaying the preference for one or other component in the given environment, would be expected to occur. Moreover for organic molecular crystals in which the crystal forces are short-range van der Waals forces it would be expected that only first nearest neighbours can influence the newly crystallized molecule.
If short-range order is thus introduced into the crystal at growth, X-ray diffraction from the completed crystal will contain information of such basic molecular interactions and would provide a means of studying these if the information could be satisfactorily extracted. An experimental measurement of the profile of the disorder diffuse X-ray scattering leads to a determination of the correlations that actually exist between neighbours in the completed crystal, but it may not be generally realized that these are not necessarily simply related to the probabilities that are invoked at deposition as a result of the different interaction energies. The aim of the present work is to investigate models of growth for such disordered crystals in order to obtain relationships between these probabilities of' generation and the correlations that result in different crystallographic directions, by the application of procedures which though well known to statisticians, may be unfamiliar to crystallographers.
The general method of approach that has been adopted is to generate models of the disorder by stochastic processes and to assess the suitability of these for interpreting X-ray short-range-order phenomena. At each stage in the step-by-step growth of the model crystal the type of added component is determined by specified probabilities of it occurring with that particular combination of nearest neighbours. In the present paper a 2D model is described which is an obvious extension from the trivial 1D case, i.e. the type of component at one point in the lattice is dependent upon the preceding neighbour in two crystallographic directions. Flack (1970) and Borland (unpublished) have considered the two-and three-dimensional nearest-neighbour problem as an extension of the standard onedimensional analysis (see e.g. Wilson, 1962) , but that approach does not in general yield models which we were able to formulate in a rigorous statistical framework. Borland (private communication) also points out that it is impossible to use his method to simulate a 'homogeneous' physical lattice, which is one of our principal aims.
For the model described in the present paper it has so far been possible to give a mathematical description of the short-range order only for the linear case (see below). For more complicated models, however, even this may not be possible and a method of simulating the diffraction from such models has been developed. This method consists of the use of an optical diffractometer and the production of diffraction masks representing the disorder, described by Welberry, Taylor & Milledge (1972) . For the present work it serves to provide illustrations of the mathematical results and has proved invaluable as a ready means of interpreting them in physical terms.
(b ) Diffraction theory
It can be shown (see e.g. Guinier, 1963, pp. 164, 266) that the intensity distribution of diffraction from a sub- 
where s is a vector in reciprocal space and r a vector in real space. 11, the lattice term, is proportional to the average form factor squared whereas the diffuse term 12 is proportional to the difference of the form factors squared and consists of a series of terms which oscillate periodically with the period of the reciprocal lattice. The set of quantities 0, (Guinier uses em) are dependent upon the state of order of the crystal.
These parameters are in fact coefficients of linear correlation and express the dependence of the type of molecule at a particular lattice point upon that a distance r away. If or is zero there is no dependence, and if Or = -+ 1 there is complete dependence. It is possible to construct a lattice which requires the specification of all 0r'S making up the correlation field in order to define the diffuse diffraction term 12, but for lattices produced by stochastic processes all the 0r's will in general be dependent on a few parameters. It is the aim of the present work to investigate this dependence for a particular growth model.
H. The 2D disorder model
The model may be described in simple physical terms as follows. The lattice is defined by a pair of axes x and y (not necessarily orthogonal) and is bounded by the lines x = 0 and y = O. Lattice points are defined by two integer coordinates i and j both _> 0. The left-hand (x=0) and upper (y=0) boundaries of the array are first arbitrarily filled with A's and B's (the concentration of these may be adjusted to the bulk concentration, if known). Lattice points are then filled in as A's and B's according to certain probabilities defined by the types of nearest neighbours in the x and y directions which have already been filled in. Since for every addition each of the two governing points may contain either an A or a B, four probability parameters are required to define the possible outcomes.
If neighbours are BB., probability of outcome B] = e' AB., probability of outcome An =/?' Ba., probability of outcome B] = ?'
A t
Aa., probability of outcome Aa = 6 .
These probabilities are the same for any configuration above and to the left of the given pair. In practice it is often convenient for the filling in of points to be done systematically along rows of x= 1, then x= 2 etc., but since the only criterion is that the neighbour in the x and y direction must already be decided the actual sequence of growth is immaterial. One alternative sequence of producing the arrays is worth mentioning. This is with only one boundary (the line y = -x) initially filled in, and growth proceeding outwards normal to this line (see Fig. 1 ). Since every lattice point adjacent to the boundary has the required two nearest neighbours, growth may proceed either sequentially along diagonal rows or follow a more arbitrary sequence. In the latter case it is possible that after a certain time the model crystal 'surface' will have the appearance indicated in Fig. 1 . This has the surface steps and the characteristic 'rough' nature envisaged (see e.g. Chalmers, 1958) to occur for finite temperatures in real crystals. This sequence of growing the model arrays emphasizes the relevance of the model to already-formulated theories of crystal growth, and shows the special significance of the [1,1] direction as the growth direction.
HI. Mathematical description of the model
The physical lattice constructed in the manner described in the previous section may be characterized by the four probabilities e', fl', ?/, 6' but it will also be dependent (to an extent discussed later) upon the boundary conditions. The inclusion of boundary effects in a statistical analysis is not simple and the following theory assumes a situation where the lattice is stationary (or homogeneous), i.e. when the joint probability distribution associated with any set of lattice points is independent of their absolute position. Such a theory may only be expected to apply to the growth model when the effects of boundaries have been removed, e.g. in a region of the crystal distant from the boundaries (see below). For convenient statistical analysis we let the disordered lattice be specified by means of a set of random variables x~,~ (i,j= 1,2,3,4... etc.) A particular x~,j is associated with the i, jth lattice point and takes the value 1 if that point is occupied by a molecule of type A, say, and 0 if occupied by B. Some useful quantities can then readily be expressed.
(i) The concentration of A's can be expressed as the expectation of x~, :, i.e. E(x~, ~) = 0. Here E(x~, j) means the average value of a particular x~. j over an infinite ntmber of realizations of the model and this is the same for all values of i and j (because the lattice is stationary or homogeneous). Alternatively it may be taken to mean the average over all values of i andj for one particular realization. For a stationary lattice these two views are equivalent.
(ii) The variance of x~, j, a measure of how the lattice fluctuates about its average value, is shown to be simply related to 0 and is also independent of i and j.
(iii) The coefficient of linear correlation between two points, 0r, ~, may be specified in terms of the joint probabilities, say Pr,~, that x~,~= 1 and x~+r,~+s= 1 as
and 0r, ~ depends on r and s but not on i and j.
By specifying joint probability distributions of the x,,~, lattices containing any type of disorder may be specified, but in particular the present growth-model disorder can be specified in the following way.
We can specify the probability that the next xg,j is equal to 1 for particular values of x~-l,~ and x~,~-i and this is written as, P (x~, j = 1/X~_l, ~,x~. ~ _ 1) = o~ + flx~ _ 1, j + )~x~, ~_ 1 + fix~_ 1, j x~, ~_ 1 (2) where P(x~,~=l/x~_ld, xi, j_~) means the conditional probability that x~, j = 1 given x,_ 3, ~ and x~, ~_ 1. It is seen that, /~'=a+/~ ?' =a+~, 6' =~+fl+7+,~ and 0~, fl, ),, 6 must be such that the corresponding a', fl', ?', 6', being probabilities, are in the range 0 to 1.
We can also express the fact that the value of x~, depends only on x,-1,~, and x~,~-i as, r>O, all ~) P(xi,j= 1/x~_l,j, x~,j_x, x,-r,j-s for s>O, all =P(x~,~=I/x,_I,j, xi,j-1).
(3)
Now since x~,~ can only take the values 0 or 1, P(x~,j= 1) is equal to E(x~,~) and equation (2) may be rewritten as, E (x~, /x~_I, j, xt, j_l)=O~+~Xl_l, j +Tx~.j_~+c~x~_l, j x~, j_l • (4) Equation (4) is a non-linear regression equation and its complete solution has not yet been found as far as we know. However for some specially imposed conditions on the parameters c~, fl, ~, ~, solutions have been obtained. For the present purposes the most important of these, which occurs when fi= 0 (and equation (4) is linear], will be discussed. In this case the regression equation becomes, E(x~,:/xi_I,j, x~,j_O=o~+flx~_L~+ ?x~,j_a (5) and some of the properties of this model are given below. Two-dimensional linear-regression equations of this sort have been considered by Bartlett (1967 Bartlett ( , 1968 and Whittle (1954) , and some of their results have been used in deriving the following theory.
Solutions for the linear case (6 = O)
(i) The concentration of A 's, 0
The concentration of A's in the lattice may be obtained by taking the expectation values of both sides of the regression equation (5),
The expression on the L.H.S. of this equation is simply E(x~,j), (see e.g. Lindley, 1965, p. 112) , so that,
(ii) The correlation coefficients, Or,
We consider the expression obtained by multiplying equation (5) by x~_r, j_~ and then taking expectations: E[x~_r,j_~E(x~,/x~_I,j, x~,j_1) ]=ocExi_r,j_~ +flEx~_r,j_~ xl_l,j+ ?Ex~_,,l_s xt,j-1 • (7)
Now the property of the model contained in equation (3) implies that for values of r, s in the region (all s, r>0; all r, s>0) xt,j and x,_r,j_~ are independent given x~-l,j and xt.j-1 and hence equation (7) may be written, E[E(xt,jXt-r,j-,) where pr, s=E(x,,jx,_,,j_s)=P(x~,j=x~_,,j_~= 1) is related to the correlation coefficient by
Hence using (6), O.r, which is valid for r and s in the range (all r, s > 0; all s, r > 0). Equation (8) is a linear difference equation in two variables with the boundary conditions, &,0 = 1, and 0-~,-,=0r,~ for all r and s. The correlation function 0~,~, obtained by direct solution of this equation, is given below and this may be verified by substitution.
For r>0, s>0
This formula is essentially given by Whittle (1954) but that version contains misprints; see also Bartlett (1968) .
(iii) The intensity distribution in reciprocal space, I(h, k)
The intensity distribution is the Fourier transform of the correlation field and hence may be obtained directly from the formulae for the latter given above. Alternatively the difference equation (5) may be used in the transformation so that explicit expressions for the correlations need not be found. A third and very simple derivation of the intensity distribution can be made using standard theory on stationary linear stochastic processes or linear filters. Whittle (1954) , who covers this theory in the two-dimensional case, is the most convenient reference for this paper. To show that this theory may be applied to the present case, we may • write equation (5) 
and E(z~, jz,, s) = 0 for i= r or j= s. That is, the z~. j form a set of mutually uncorrelated random variables. Substituting 0=e/(1-fl-7) this equation becomes,
Evidently (9) is a stochastic difference equation of the type discussed in Whittle (1954) and, following this author the intensity function may be shown to be,
IV. Simulations of the model
Simulations of the model have been performed on the University College Cardiff ICL 4/70 computer and the procedure for building up the arrays follows the sequence described in § II. At each step the outcome is decided by a pseudo-random number generated in the machine, and the relevant probability ct', if, 7', d'. The model thus constructed is punched out on paper tape for the production, by means of the photo-etching technique described by Welberry et al. (1972) , of the optical diffraction masks with which the simulation can be analysed. This latter technique is limited to a sample of 80 x 80 lattice points, although this may be taken from a much larger array either close to the origin or at a considerable distance from it (say 500 repeats away). However a recent development of this technique using an Optronics Photo-write system (to be reported shortly) will enable much larger arrays (1000 x 1000) to be printed.
The samples of the simulated arrays used as illustrations in this paper are of 50x 50 or 80x80 lattice points. The correlation coefficients as defined by the equfitions in the previous section refer to those in in-finite arrays and hence it is necessary to consider how close to these theoretical values the sample correlations for a given sample would be expected to occur. For an n x n sample the concentration, T, is 1/n z ~ ~ x~,~ and i=lj=l this quantity will vary according to the particular sample used, the amount of variation depending not only on the size of the sample but also on the degree of order in the particular model. It can be shown that the average value of T over different samples is 0 and the variance of T, for n large, is approximately 0(1-0). I(O,O)/n ~. For the present linear model this variance is,
Clearly for n large T will be close to 0. Table 1 lists values of the standard deviation for different values of the probability parameters and a sample size of 80 × 80. The corresponding values for a sample size of 1000 × 1000 are given in brackets for comparison. For each of these examples the theoretical value of the concentration is 0.5 (because ~' --1 -d' ;ff = 1 -7') and it is seen that the variance of T is a maximum when ~' = 0.0, /?'=0.5 and is zero when ~'= 1.0 and fl'= 1.0 or 0.0. Table 2 shows the results of some 80 × 80 simulations for two members of the series of Table 1 . It is evident that for the high-~' case the fluctuation in concentration is much smaller than for the low-c( case, the values for the standard deviation estimated from 10 simulations agreeing well with the theoretical values. Cr.s-T(1-T) m,,~= (n-r)(n-s) ~ ~x,,jx,+,,j+, i=I j=l for 0 < r, s < n -1 and C,. ~ will approximate to 0,.~ when n is large. A precise formula for the amount of variation of C,. ~ over different samples is difficult to obtain, although for the cases for which the results of the simulations are given in Table 2 (/3'=0-5, a' =0.1 or 0.9) the loworder correlations Ci.o and Co. 1 may be expected to vary with a standard deviation of 0.015. This figure is based on a theoretical calculation and the standard deviations experienced in the simulations agree well (see Table 2 ). Higher-order correlations, being based on relatively few terms in the summation for mr. ~ will be subject to rather more variation.
The diffuse diffraction pattern of a particular simulated mask will in fact be the Fourier transform of these sample correlations. Although the lower-order correlations will be close to their expected value and hence the intensity distribution will have the general appearance of that for the infinite model, a certain amount of noise will be introduced because of the inaccuracies of the outermost correlations. The observed diffraction patterns have, instead of a continuous diffuse background, a speckle pattern superimposed. The fine detail of the speckle is just the sum of all the residual differences of the correlations from their true value (multiplied by the appropriate cosine factor): the speckle grains have dimensions of ,-, 1In of the lattice spectra repeat distances, since this is the dimension of the highest-order set of cosine fringes.
The samole correlations in a particular mask can in principle be retrieved from the optical diffraction patterns, e.g. by measurement of the diffuse-peak integral breadth when scanned in different directions (see e.g. Wilson, 1962, p. 83) . At present the speckled nature of the patterns prohibits all but a crude estimate of such parameters. However with the use of the much bigger (1000 x 1000) arrays this problem should be overcome and the sample correlations may then be measured directly instead of being found by counting.
For the production of the diffraction masks from the simulated arrays a 'hole' is punched when a 1 occurs to represent the molecule of type A, and a 'blank' when a 0 occurs to represent a molecule B. In the diffraction pattern therefore the diffuse term and the lattice term are both modified by the same function, namely the transform of one hole. The part of the diffraction pattern illustrated in all examples is within the central Airy disc of the holes and this region includes the first lattice maximum on each side of the origin in the x and y directions. Although the intensity variation due to the disorder may be observed in any part of the reciprocal lattice the region illustrated is the most suitable not only because the Airy pattern changes only slowly in Table 2 . Results of ten simulations of an 80 × 80 section of lattice for two members of the series of Table 1 Note the greater variation in the sample concentration, T, for 5'=0-1.
T CI ,o
Co.l p'=0"5 ~'=0"9 5'=0.1 5'=0.9 a'=0-1 .'=0"9 5'=0. this region but also because the pattern is considerably more intense. This does not necessarily apply to real crystals where it may be more convenient to observe some other part of the reciprocal lattice.
a range of different concentrations may be present since 0=~/(1-fl-),) may be adjusted for fixed fl and ), by altering ~ (but satisfying the conditions 0_<0~', fl', ~,', ~' _ 1). Hence 0 may vary subject to V. Some properties of the linear-growth model (i) Retrieval of starting probabilities
It will be seen that the expressions for the correlations given in § III for the linear model are independent of the starting parameter ~. Thus if the two first-order correlations X and Y can be found for a real crystal this is sufficient information to deduce values for fl and y. It may be noted that Flack (1970) and Wilson (1942) claim to have measured such first-order correlations to about 0.02 and a corresponding degree of accuracy in the estimate of the starting probabilities could thus be expected. The derived probabilities can then be used to generate a realization of the model which may be considered typical of the distribution in the real crystal that was investigated (assuming that it had grown in accordance with the model), or can be used with regard to their significance in terms of molecular interactions.
(ii) Significance of growth direction
The second feature of the correlation field that is most significant is the fact that the correlations in the quadrant corresponding to the direction of growth (see § II) have a different analytical form from those normal to the growth direction. This asymmetry is also evident in the formula for the intensity. It is seen that whereas in both axial directions [1,0] and [0, 1] and the direction normal to growth [1,T] the correlations fall off exponentially with distance, as for the 1D case (see e.g. Wilson, 1962, p. 61) , in the direction of growth [1,1] the decay is more gradual. As a result the diffraction pattern produced always has a distribution more sharply peaked when scanned in the [1,1] direction than in the [ 1, T] direction. (see Fig. 4 , particularly ~t' = 0.9, fl' = 0.5). This significant result is characteristic of this particular growth model but since for any growth model the growth direction is inherently different from other directions it is perhaps not unexpected that some such result would be found for this and other models.
In a real crystal several growth directions are usually present together, and any such anisotropy in the diffuse diffraction peaks would be averaged when diffraction patterns are recorded for the whole crystal. However in sufficiently large crystals individual growth sectors can be detected by optical microscopy or X-ray topography so it ought to be possible to observe this type of phenomenon directly, since the difference in the correlations in the [1,1] and [1, l] directions is often much greater than the experimental error of measurement of 0-02 claimed by Flack (1970) .
(iii) Variation of concentration for given correlations
With the correlation field defined only by the parameters//and ~ for a given diffuse-diffraction distribution, the concentration difference is noticeable in the intensity of the lattice spectra which is proportional to the concentration.
(iv) Variety of diffuse diffraction patterns
It is sufficient for an investigation of the various types of diffraction pattern that can occur to vary/3 and over their whole ranges as 0 is kept constant. For this investigation therefore c~ was chosen to make 0=0.5 to obtain optimum diffuse intensity and/~ and 7, varied accordingly. Fig. 4 shows the whole range of different patterns that can be produced with the present linear model. Table ( 3) lists values of the calculated first-order correlation coefficients in the [1,0], [0,1], [1,1], and [1,] ] directions corresponding to each of these photographs, and Fig. 3 shows the diffraction patterns used to produce the patterns. Note that a negative correlation coefficient in a given direction corresponds to a tendency to alternate 'hole-blank-hole..' whereas a positive correlation indicates a tendency to 'hole-holehole...' or 'blank-blank-blank...'. The diffraction masks illustrated in Fig. 3 are all 50 x 50 samples of the generated arrays taken from close to the origin. In fact 10 lattice rows were omitted from each of the boundary edges of the generated array in order to reduce the effect of the boundaries. Although no immediately obvious effect is seen to remain for the majority of the photographs the lattices produced when either c~' or/?' is at its limiting value display relics of the boundary in the form of faults running through the structure. These produce a streaking effect on the corresponding diffraction patterns perpendicular to the line of the faults. (see Fig. 4 ).
The way in which such 'faults' or 'domain boundaries' arise is typified by the particular example c(= 0.0, p'= ~'= 0.5, J'= 1.0. With the upper boundary set initially to all l's, suppose that the first point in the second row is 1. The whole of the rest of this row will then necessarily be l's because at each addition only the parameter J'=l.0 will be invoked. However if the upper boundary is set to a sequence of l's followed by a sequence of O's, a 1 in the second row will mean that it must be filled with l's only until the boundary between O's and l's is reached. At this point the probability of putting a further 1 is only 0.5 and the outcome may or may not be 1. It may thus require 0, 1,2,3... points before a 0 is produced but immediately this occurs the rest of the row must be filled with O's. On average the boundary moves to the right by this means p.0+(1-p)
.p. l+(1-p)a.p.
+.. etc. lattice
repeats, where p is the probability of a 0 given a 1 to the left and a 0 above (i.e. p= 1-p'). The sum of this series is/~'/(1 -fl') which is unity for/~'= 0.5. In general therefore such boundaries tend to run through the structure at an angle tan -1 (i~'/1-P') although there will be statistical fluctuations about this average direction. When the boun~taries are initially set to a random distribution of O's and l's the 'domain boundaries' occur very close together. However it will be seen from Fig. 3 that when two such boundaries run together as a consequence of the statistical fluctuation-in their directions they eliminate each other and make a bigger domain. The concentration of 'domain boundaries' consequently decreases with increased distance from the boundaries and at a sufficiently large distance quite a large sample may be taken without containing a single 'domain boundary'. For an array comparable to the size of a real-crystal mosaic block (say 1000 x 1000 units) the overall concentration of faults would be very small, and it will be possible in the future to generate arrays of this size.
Whereas for cases, where the generating parameters take their limiting values, the boundaries affect the lattice to some considerable distance, at the other extreme when ~',fl',7',d'=0-5 every point is independent of all preceeding ones and the memory is lost immediately. It may thus be expected that for intermediate values the effect of the boundaries lasts over a distance small for values approaching 0.5 but large for values approaching 1.0 or 0.0. However for cases where ~' etc. are ~ 0.9 the effect appears to be adequately removed in the first 10 lattice rows, and only serious effects are observed for values much closer to 0.0 or 1.0, but even for these homogeneity is eventually attained.
VI. Application of the theory to real crystals
The above analysis suggests that the nature of the substrate will have predictable consequences in nuclea-A TWO-DIMENSIONAL MODEL OF CRYSTAL-GROWTH DISORDER tion or epitaxic growth, and preliminary simulation experiments confirm this. It is also of considerable interest that all values of the • :.:-:.:.:.:-:-:.:.:.:.:.:-: ..:.:-:.:.:.:.:.:.:.: .:.:...:.:.:.:.:-:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:
. = 1 -,8'; &'= 1 -ct' and B=B'-o~'; 7= 1 -B'-o~'. Masks corresponding to ,8'=0.3, 0-1, 0-0 are omitted as   they are related to ones present by symmetry. The model for 0c', ,8' is identical to that for ct', 1 -B' if the axes x and y are interchanged.
ways. In addition, therefore, to describing the behaviour of mixed crystals containing substantial proportions of the two components ,4 and B, values of 0 of the order of 10 -6 may be used to represent the be- dislocations, and larger 0 values may be used to investigate the genesis of twinning in general and interpenetrating twins in particular. It is important to distinguish between the utility of the model as a mathematical tool in the two types of situation. For situations in which 0 is in the p.p.m. range the results are to be compared with those obtainable from techniques, such as electron micrography or etching, designed to reveal the nature and distribution of defects of various kinds in otherwise perfect crystals. On the other hand in situations when the concentrations of the two components are of the same order of magnitude, results are to be compared with diffraction experiments since diffuse scattering of appreciable intensity may then be expected.
The application of the theory to variotis types of data obtained from real crystals will be the subject of a subsequent paper. One particularly interesting case is that of amethyst containing 1% Fe (see Schl6ssen & Lang, 1965) for which X-ray topography of a large • monocrystal reveals the existence of growth sectors in which the alternation of chemically distinct zones can be distinguished by variations in absorption. It is hoped to examine individual growth sectors in other appropriate crystals as T a test of the basic theory, and in particular for crystals such as those of phenazine-N-oxyphenazine (Glazer, 1970) which exhibit variations of habit as a function of composition. It is only necessary to associate growth rates with probabilities to achieve results of this kind.
VII. Conclusion
The system described in this paper is the simplest possible extension from the 1D disorder model when only nearest-neighbour interactions are considered, and even when the non-linear term is ignored the system reflects some of the essential differences between 1D and 2D disorder; in particular the intermingling of the disorder parameters corresponding to the two different crystal directions, the effect of boundary conditions, and the special importance of the growth direction.
The inclusion in the model of the non-linear term 6 increases the complexity of the system greatly, both from the point of view of the sort of lattice that can be obtained and from the point of view of the ease of solution. It has been shown that if the linear model is assumed it enables a direct determination of the probabilities that were invoked at deposition, but the linearity condition represents a very special case from the point of view of the mathematics involved, and there seems no reason to suppose that is should be generally obeyed in real crystals. It is therefore essential that the more complex non-linear system should be investigated. Although more complicated mathematically, the nonlinear system can just as simply be investigated by the optical-diffraction technique as the linear case, and work is now in progress using this technique to assist further theoretical studies.
The range of diffraction patterns produced by the model described in the present paper is not exhaustive and patterns can be conceived that cannot be produced by this means. More complexity could be introduced into the system by considering the effects of secondnearest neighbours, obviously necessary for ionic crystals, but for the sort of organic molecular crystals mentioned in the introduction a more reasonable extension to the system would be to include the diagonal nearest neighbour (i.e. the point i-1, j-1) particularly for non-orthogonal axes where that point may exert considerable influence.
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