Abstract. We give a shortcut from simple uncertainty principles to Wegner estimates with correct volume term.
Introduction
The path described in the title has been laid by Combes, Hislop and Klopp, [5] to prove Wegner estimates with the correct volume factor for Anderson type models without a covering condition. Subsequently we showed in [3] how to use this approach to deduce localization for a great number of models that couldn't be treated before. Actually, for low energies we derived an uncertainty principle by an extremely simple method. However, for the link from these uncertainty principles to Wegner estimates with the correct volume factor we still had to rely upon the analysis of [5] which is technically quite involved. Here, we will use the fact that the uncertainty principles in [3] apply to the spectral projections of the random operators and not just to to the spectral projections of the underlying periodic background, as was the case in [5] . This allows the substantial shortcut we present in this paper.
To keep the paper selfcontained, we also present the necessary general spectral averaging result. Although this is basically wellknown, our discussion here seems to be somewhat more streamlined than what is available in the literature so far. Before stating the heart of the matter, we introduce and analyze the type of uncertainty principles that we referred to above.
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An uncertainty principle
Here we just briefly review the uncertainty principles that came up in connection with random Schrödinger operators and mention relations to more classical uncertainty principles from Harmonic Analysis.
Roughly speaking, the classical uncertainty principle says that a function cannot be localized in position and momentum space at the same time. In what we consider here, momentum space does not necessarily refer to the usual Fourier transform.
Actually, we start in an abstract setting: H denotes a Hilbert space, H a selfadjoint operator in H, bounded from below and 0 ≤ W a bounded operator on H. By I ⊂ R we always denote an interval, and by P I (H) = 1 I (H) the corresponding spectral projection. The uncertainty principle we need is an estimate of the form 
(2) If ( ) holds and J ⊂ I is a smaller interval, then ( ) holds for J in place of I.
(3) Abbreviate P I := P I (H), Q I := 1 − P I . If
then ( ) holds with κ = η. Conversely, if ( ) holds for some κ > 0, then ( ) holds for some η > 0.
In [3] we showed:
We now turn to the more specific situation that is relevant to the applications we have in mind: H = L 2 (R d ), H is a Schrödinger operator. Without too much restriction, we could even assume that W = 1 E , where E ⊂ R d is a measurable set.
Let us first consider the case H = −∆. Then
is an annulus or a ball. In virtue of Proposition 2.1 (1), the uncertainty principle ( ) is equivalent to f
In the language of uncertainty principles of Harmonic Analysis this latter inequality means that E and Σ I form a strongly annihilating pair, cf [6] . Following [10] we say that E is thick, provided there exist a 1 , ..., a d > 0 and α > 0 such that for C :
where | · | denotes the Lebesgue measure. The following generalization of the LogvinenkoSereda Theorem can be found in [10] :
, Theorem 4). For any bounded interval I and any thick subset E:
In fact, the statement in [10] is much more precise, the constant can be estimated from below and the L 2 estimate has an L p counterpart. Combined with the analysis from [5] , the latter estimate can be used to prove continuity of the IDS and Wegner estimates at all energies for Anderson models with quite irregular geometry of the set of impurities. We do not pursue this issue here.
Evidently, the latter theorem was not known to Combes, Hislop and Klopp who proved a similar but somewhat different result with H 0 = −∆ + V 0 , where V 0 and W are periodic over the same lattice in [4] : Theorem 2.4. Let H 0 = −∆ + V 0 , with V 0 and W periodic over the same lattice and W = 0 on some open set. Then
Let us now comment on how the above three uncertainty principles differ.
Remark 2.5. The above three theorems are mutually incomparable: as shown in [3] , Theorem 2.2 applies in situations where H = H(ω) and W may even be concentrated near a subspace of R d , so that W is not "thick" at all; the decisive input is the mobility of the ground state energy. However, we can only treat intervals I close to the ground state energy. In Theorem 2.3, W maybe fairly general, I is just supposed to be bounded, but H = −∆ is essential.
In Theorem 2.4, H 0 = −∆ + V 0 with a periodic V 0 , I is just supposed to be bounded, but W has to be periodic.
Spectral averaging for general measures.
The main result here is, in fact, basically known although the formulation is sometimes slightly more complicated or restricted to a less general setting. We start with a real analysis lemma. Denote, for a probability measure µ on R the number
that is sometimes called the Lévy concentration function.
Lemma 3.1. For any probability measure µ on R, 0 < λ ≤ 1, a ∈ R and ε > 0:
Proof. First observe that it suffices to treat a = 0 and that
where we used the monotonicity of the integrand to estimate the integrals by the maximum of the integrand times the integral over [kε − ε 2 , kε + ε 2 ], which gives a factor of s(µ, ε). We can now compare the sum with the integral of (x 2 + 1) −1 over [1, ∞) plus an extra term to account for the first term in the sum. The best estimate we get in this fashion is (
which proves the claim.
The following result can be seen as a streamlined version of Theorem 3.1 in [5] . We fix a Hilbert space H and denote its inner product by (· | ·).
Theorem 3.2. Let µ be probability measure on R, A a selfadjoint operator in H and 0 ≤ B a bounded operator on H. For any interval I of length |I| we get
Proof. By functional calculus
where we set |I| =: ε. Therefore,
As we can approximate A, B we can assume without restriction that A is bounded and B is invertible. Thus we do not have any domain problems and we can write the integrand as
Next, we want to realize the inverse as the resolvent of some maximally accretive operator in order to be able to make use of the spectral theorem. (In [1] operators with strictly positive imaginary part are called dissipative; we are facing operators with strictly negative imaginary part so that accretive seems to be an appropriate term; note, however that these notions are not standardized at all.) To do so, choose λ = 1 if B ≤ β < 1 and 0 < λ < 1 B else. In any case, we get
where
is maximally accretive. As discussed in [1] , Appendix B and in [5] , Section 3, the resolvent of a maximally accretive operator can always be written as the resolvent of a selfadjoint dilation. Therefore, we get an auxiliary Hilbert space H E,ε,λ that contains H and a selfadjoint operator L E,ε,λ in H E,ε,λ such that
which can be written in terms of the spectral measure ρ Φ E,ε,λ of L E,ε,λ in the state Φ as
We are now almost ready to use the previous Lemma. Putting the above estimates together we get
We can now use Fubini and the previous Lemma, giving
since the total mass of ρ Φ E,ε,λ is just Φ 2 . Now the length of I cancels the 1 ε so that
Since 1 λ can be chosen arbitrarily close to B we get the assertion.
As the reader can easily check, two special cases of the previous result stand out as particularly simple: for B = 1 there is no need to pass to selfadjoint dilations; for B a rank one operator, the Birman-Schwinger principle gives a scalar expression immediately so that one does not need to refer to spectral measures. See [11] for a discussion of the latter case and for uniformly α-Hölder continuous measures.
The following reformulation of Theorem 3.2 is particularly neat. Recall that we write ρ Φ H for the spectral measure of the selfadjoint operator H in the state Φ.
Theorem 3.3. Let µ be probability measure on R, A a selfadjoint operator in H and 0 ≤ B a bounded operator on H. Then the measure
Note that the continuity of the averaged spectral measure does not depend on A and its dependence on B is very explicit and easy to control. The above mentioned special cases lead to:
(1) In the situation of the preceding theorem assume that, furthermore,
(2) In the situation of the preceding theorem assume that, furthermore, B = P Φ is the orthogonal projection onto the onedimensional space spanned by the normed Φ. Then
Wegner estimates
Here we show that an uncertainty principle for random Hamiltonians implies Wegner estimates. We use some clever tricks borrowed from [5, 9] to show how to reduce the estimation of the trace of eigenprojectors to an application of Theorem 3.2 above. Note, however, that both the input, uncertainty principles for random operators, and the statement of the following result are new. To state our Wegner estimate we have chosen the following setup which can be regarded as a compromise between a general abstract theorem and an application to a specific type of random model. In fact, since the Wegner bound is dealing with a Hamiltonian on one particular cube, we fix an open cube in
Here is the Setup: 
For the probability measure P on Ω = α∈I [0, η max ] we use regular conditional probabilities to define the following uniform bound
(See [8] for definition and existence of regular conditional probabilities.) (S4) We set V ω := α∈I ω α U α for ω = (ω α ) α∈I and H := H(ω) := H 0 + V ω . This setup typically arises when Anderson type random Schrödinger operators are restricted to cubes. Here is our main result: Theorem 4.1. Let H be as in the setup, W := α∈I U α and I be some interval in R. Assume that there is κ > 0 such that P-a.s.
Before proceeding to the proof let us comment on the estimate in the inequality (4.1) above. The term in square brackets is a structural constant that, typically, does not depend on Λ. As we showed in [3] , we can find an uncertainty estimate of the form ( ) with κ independent of Λ for very general Anderson type random models. The remaining terms give the right volume dependence as well as the continuity of the single site random variables.
We now single out several wellknown facts that will be used in the proof of the above theorem.
Remarks 4.2.
(1) For operators on a general Hilbert space we record (a) Cyclicity of the trace: (2) By monotonicity of the functional calculus,
for any semibounded selfadjoint H and any bounded interval I in R.
the direct sum of −∆ + V 0 restricted to the cube Λ 1 (k) with Neumann boundary conditions. Then
The operator H N 0 has compact resolvent; denote, for k ∈ Λ ∩ Z d , by Φ k,j , j ∈ N, an orthonormal basis of eigenfunctions with corresponding eigenvalues E k,j . Then
For V 0 ≡ 0 this can be read off explicit foemulae for the eigenvalues, cf. [12] , p. 266. Under assumption (S1), V 0 is relatively bounded with respect to −∆ and so we get an estimate of the above type.
Proof of Theorem 4.1. We start by using Remarks 4.2(1) and (2):
expanding into an orthonormal basis (ϕ k (ω)) k∈N of H(ω) with eigenvalues µ k (ω) we obtain
where we used Remark 4.2(3) in the next to last and Jensen's inequality in the last step. This important trick is borrowed from [9] . We go on with
We now estimate the latter expression, using the abbreviation P I := P I (H) and the main condition, ( ):
Now comes a nice idea from [5] . We denote by · HS the Hilbert-Schmidt norm and by (· | ·) HS the corresponding inner product, given by (A | B) HS = tr[B * A] so that the Cauchy Schwarz inequality yields
which holds for any c > 0. We pick c = κ, insert (4.4) into (4.3) and move the first term in (4.4) to the left:
We now pick an eigenbasis as described in Remark 4.2(4) and get
In the last step we used that U β Φ k,j = 0 for β ∈ I k . Now we want to control the inner sum. Note that
is a nonnegative bilinear form (on real-valued functions). The Cauchy-Schwarz inequality gives that
Inserting into (4.6) and interchanging summation and expectation we get
where we used the estimates (4.3), (4.4) and (4.5). Since
α for all α, we get
which makes the expectation accessible to an application of Theorem 3.2. So consider,
The inner integral can be written as
With A = H 0 + β =α U β , B = U α , the substitution t = ω α and µ = P(· | (ω β ) β =α ) the latter integral is For the proof, put the explicit constants into C and note that 1 {ω|σ(H(ω))∩I =∅} ≤ tr[P I (H(ω))], since P I (H(ω)) is a projection.
In [3] we showed that we have an uncertainty principle ( ) with κ independent of Λ. Moreover, for the models considered there, the other constants are uniformly bounded. Consequently, we get a fairly simple proof of Wegner estimates with a linear volume term. Note that Theorem 4.1 can also be used to obtain improvements (better volume factors) of some of the results in [7] , notably of Theorem 8 and Corollary 9.
