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Abstract
The development of the 400 m2 paraboloidal dish collector at the Australian National 
University has given the world its largest solar dish concentrator to date. Such large 
structures bring their own attendant problems when it comes to assessing their 
performance.
The project described in the following pages has investigated a new method of 
assessing the optical qualities of solar concentrators, with a view to predicting the focal 
region light distribution for these devices. The research has proceeded along five major 
avenues, with each providing support for, and using results from the other. These 
research paths consisted of:
1. Empirical measurements taken of the focal light distributions of the concentrators using 
videographic flux mapping;
2. A computer based ray trace modelling program developed for the purpose of creating 
predictions for the expected focal flux distributions;
3. The 3-dimensional coordinates of the reflective surfaces of the concentrators 
measured using the established technique of close-range photogrammetry;
4. Algorithms and procedures developed to process the measured surface information to 
extract the associated optical characteristics for the concentrators. Among these were:
• a ray trace algorithm dubbed COMPREC that successfully predicts light 
distributions on a range of different receiver geometries placed in specified 
positions in the focal region of solar concentrators;
• a surface manipulation program named TRIANGLEREORIENT that orients arrays 
of 3-dimensional surface coordinates into new orientations;
• a surface fitting algorithm named GRADFITTER that calculates the best fitting 
bicubic B-spline interpolating surface to a set of measured data coordinates, and 
calculates surface normal information from this fitted surface;
• an array of utility programs that can create concentrator surfaces having a range 
of different shapes and geometries.
5. Focal region light distributions predicted using the ray trace algorithm with the 
photogrammetrically measured and processed surface data as input, and the 
predicted and measured fluxes compared.
Preliminary investigations were undertaken using a 20 m2 paraboloidal dish covered with 
approximately 2,300 flat mirror tiles, ranging in size from 5 cm to 10 cm in width and 10 cm 
in depth. Peak concentrations of some 900 suns were measured, and both ray trace 
simulations and photogrammetric measurements of the surface indicated that this dish 
has a surface slope error of 1.9 ± 0.1 milliradian. An average reflectivity of 0.74 was 
calculated for the dish at the time of the measurements.
For the case of the 400 m2 dish, peak concentrations in the order of 1070 suns were 
recorded, and an average surface slope error of 6.5 milliradian was calculated for its 
reflective surfaces, again using ray trace predictions and photogrammetric 
characterisations of the reflective surfaces. Average dish reflectivity was both calculated 
and measured to be 0.72.
This project also reports on close range photogrammetry being utilised to characterise 
the optical surface of solar concentrators for the first time. This technique has been 
shown to provide both the coordinate accuracy (relative precisions up to 1:40,000)
v
required for the extraction of optical information, and the flexibility needed to measure 
surfaces of almost any size, shape or orientation. This work, together with its attendant 
analyses, constitutes the major contribution of this thesis to the field of solar device 
characterisation.
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Contributions to the field
The current work was undertaken to contribute a new method to the field of solar collector 
analysis. The author considers that this has been achieved with a great deal of 
success. The technique of close-range photogrammetry has been studied and applied 
to the large area solar concentrator established at the Australian National University, and 
it has been found capable of measuring surface coordinates to precisions of better than 
1:40,000. Together with the development of the necessary support tools of a computer 
based ray trace simulation program and a surface fitting program with which to extract 
optical information from the surface data, these techniques have formed a suite of 
analysis methods that have demonstrated their ability to predict focal region flux 
distributions in solar concentrators with a high degree of accuracy.
Specifically, these methods and contributions consist of:
• the application of close-range photogrammetry to measure the 3-dimensional surface 
coordinates of points on solar concentrator surfaces;
• a surface fitting algorithm named GRADFITTER that fits a bicubic spline surface to an 
array of measured surface coordinates, and extracts surface normal information from 
the surface coordinate data;
• a simplified method of analysis for extracting the equivalent standard deviation of a 
circular bivariate Gaussian distribution of surface slope errors from a frequency 
distribution of slope errors measured on a surface;
The author feels confident that a set of tools has been established with this work that 
will be productive in its application to a range of different solar concentrating devices, 
and to the development of further large area concentrators in the future.
The studies undertaken have led to a number of journal publications on the methods 
developed and the information gained from the investigations reported in the following 
thesis. They are listed as follows:
• "Photogrammetry: An Available Surface Characterisation Tool for Solar Concentrators, 
Parti: Measurements of Surfaces". Shortis, M.R. and Johnston, G.H.G. 1996. J. 
Sol. En. Eng. vol.118. No.3. pp.146-150.
• Johnston, G., Shortis, M. November 1997. "Photogrammetry: An Available Surface 
Characterization Tool for Solar Concentrators, Part II: Assessment of Surfaces." 
Journal of Solar Energy Engineering, Volume 119 - Number 4. pp.286-291.
• “Flux mapping the 400 m2 ‘Big Dish’ at the Australian National University.” Johnston, 
G.H.G. 1995. J.SoI.En.Eng. vol.117. no.4. pp.290-293.
• “On the Analysis of Surface Error Distributions on Concentrating Solar Collectors.” 
Johnston, G.H.G. 1995. J.SoI.En.Eng. vol.117, no.4. pp.294-296.
The following manuscript has been accepted for publication in the Solar Energy journal:
• “Focal Region Measurements of the 20 m^ Tiled Dish at the Australian National 
University.” Johnston, G.H.G. April 1998.
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For the reader’s reference, copies of the foregoing articles are found in Appendix 1.1 of 
this thesis.
The following manuscripts have also been accepted and presented at the nominated 
conferences:
• “Manufacturing Issues Versus Optical Performance of Spherical Reflecting Elements 
for Use With Dish Concentrators.” Johnston, G.H.G; Lovegrove, K.; Luzzi, A. 
Australian and New Zealand Solar Energy Society (ANZSES) Solar ‘95 conference 
proceedings, Hobart, Tasmania, pp.395-403.
• “Focal Region Characterisation of Paraboloidal Dishes at the Australian National 
University.” Johnston G.H.G. 1994. Proceedings of the 7th International 
Symposium on Solar Thermal Concentrating Technologies, Moscow, Russia, 
pp.760-775.
• “Focal Region Characterisation of Paraboloidal Dish Concentrators”. Johnston,
G.H.G. 1993. Australian and New Zealand Solar Energy Society (ANZSES) Solar 
‘93 conference proceedings, Fremantle, Western Australia, vol.1. pp.57-62.
The author has also served as the Task III leader in the SolarPACES-Australia 
organisation, which involved information gathering, collation and presentation at two of 
the IEA SolarPACES meetings, held in Moscow (1994) and Villigen, Switzerland (1995). 
The author also presented information from an Australian perspective in the SolarPACES 
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viii
Table of Contents
D e c la ra tio n ............................................................................................................................... iii
A ckn ow ledgm en ts .................................................................................................................. iv
A b s tra c t.......................................................................................................................................v
Contributions to the fie ld .................................................................................................... vii
1. In troduction ...........................................................................................................................1
1.1 Solar collector focal region measurement and prediction...................................................1
1.2 Overview of focal region measurement and prediction techniques.................................. 3
1.2.1 Focal region measurement techniques...................................................................... 3
1.2.2 Focal region prediction techniques.............................................................................5
1.2.3 Collector surface characterisation techniques........................................................... 6
1.3 History of focal region measurement and prediction in Australia.........................................6
1.4 Outline of the present work................................................................................................. 8
1.5 Research Environment........................................................................................................9
2. Videographic Flux M apping........................................................................................11
2.1 Introduction....................................................................................................................... 11
2.1.1 Investigations using the 20 m2 tiled dish...................................................................11
2.1.2 Camera calibration and linearisation...........................................................................13
2.1.3 20 m2 dish flux image measurement.........................................................................1 3
2.1.4 20 m2 dish flux image results..................................................................................... 14
2.1.5 Discussion of 20 m2 tiled dish results........................................................................ 17
2.2 Investigations using the 400 m2 dish............................................................................... 1 8
2.2.1 400 m2 dish experimental arrangement.................................................................... 1 9
2.2.2 Difficulties encountered with 400 m2 dish measurements..................................... 22
2.2.3 Flux image results......................................................................................................24
2.2.4 Discussion of 400 m2 Dish Results........................................................................... 30
2.3 Discussion of flux map results...........................................................................................30
3. Computer Ray Trace Modelling.................................................................................. 3 1
3.1 Introduction....................................................................................................................... 31
3.1.1 Ray trace requirements and existing programs......................................................... 31
3.2 COMPREC development - design philosophy.................................................................32
3.2.1 Definition of sunshape.............................................................................................. 34
3.2.2 Modelling surface slope, specularity and tracking errors........................................... 36
3.2.3 Reflector Surface Generation.................................................................................... 37
3.2.3.1 DISHFITTER.......................................................................................................37
3.2.3.2 TILEFITTER........................................................................................................ 38
3.2.3.3 HEXFITTER........................................................................................................ 38
3.2.4 Modelling actual target reflectivity properties.............................................................38
3.2.5 Calculation of receiver intersection points.................................................................40
3.2.6 COMPREC input and output files and formats.......................................................... 40
3.3 COMPREC output............................................................................................................ 40
3.3.1 Initial Testing...............................................................................................................40
ix
3.3.2 Modelling the 20 m2 tiled dish...................................................................................42
3.3.3 Modelling the 400 m2 dish having a continuous, paraboloidal surface......................45
3.4 Discussion of ray trace code.............................................................................................47
4. Comparisons of Measured and Predicted Flux D istributions............................ 4 8
4.1 Introduction....................................................................................................................... 48
4.2 Measured and predicted fluxes for the 20 m2 tiled dish...................................................48
4.3 Measured and predicted fluxes for the 400 m2 dish.........................................................51
4.4 Discussion of flux comparisons.........................................................................................54
5 . Photogrammetric Measurements of Concentrator Surfaces............................ 5 6
5.1 Introduction...................................................................................................................... 56
5.2 Photogrammetric Method................................................................................................ 57
5.2.1 Film-based photogrammetry.................................................................................... 58
5.2.2 Digital photogrammetry............................................................................................59
5.3 Measurement philosophy..................................................................................................60
5.4 Surface Measurement....................................................................................................... 63
5.4.1 Assessment of the 20 m2 tiled dish surface............................................................. 63
5.4.1.1 Methodology for the 20 m2 tiled dish............................................................... 63
5.4.1.2 Characterisation of the 20 m2 dish....................................................................65
5.4.1.3 Z-coordinate deviation assessment.................................................................. 66
5.4.2 Assessment of mirror panel vertices across the 400 m2 dish surface...................... 68
5.4.2.1 Methodology for the 400 m2 dish.....................................................................68
5.4.2.2 Results of the photogrammetric surface characterisation of the 400 m2 dish...71
5.4.2.3 Z-coordinate deviations of the panel vertices.................................................. 71
5.4.3 Assessment of panel surfaces on the 400 m2 dish................................................. 73
5.4.3.1 Methodology for the 400 m2 dish mirror panels............................................... 73
5.4.3.2 Characterisation of the mirror panel surfaces.................................................... 75
5.4.3.3 Z-coordinate deviation assessments................................................................ 76
5.4.4 Assessment of the mirror tile surfaces on the 400 m2 dish.......................................79
5.4 .4.1 Methodology for the 400 m2 dish mirror tiles....................................................79
5.4.4.2 Results of the photogrammetric assessment................................................... 82
5.4.4.3 Z-coordinate deviation assessments................................................................ 84
5.5 Discussion of photogrammetric measurements............................................................... 86
6. Quality Assessment of Photogrammetric S urfaces..............................................8 9
6.1 Introduction........................................................................................................................89
6.2 Assessment of available algorithms................................................................................ 90
6.2.1 BVIP...........................................................................................................................92
6.2.2 SRFPACK..................................................................................................................93
6.2.3 SURFIT...................................................................................................................... 93
6.3 Evaluation of fitting accuracy............................................................................................. 93
6.3.1 Assessment of an optimal fitting routine.................................................................. 93
6.3.2 Assessment of closeness of f i t ................................................................................. 97
6.4 Surface normal assessment of surfaces..........................................................................105
6.5 Calculation of bi-variate standard deviation from univariate data.....................................108
6.6 Surface normal assessment of measured surfaces........................................................ 110
6.7 Discussion of slope error assessments...........................................................................115
7. Ray Trace Predictions From Photogrammetrically Measured Surfaces...... 117
X
7.1 Introduction..................................................................................................................... 117
7.2 Ray trace models using the panels and sectors of the 400 m2 dish..............................117
7.3 Comparisons with measured and modelled distributions.............................................. 121
7.4 Discussion........................................................................................................................1 23
8. Project overview and conclusions....................................................................... 124
8.1 Goals achieved................................................................................................................124
8.2 Contributions to the field.................................................................................................125
8.3 Observations on results...................................................................................................125
8.3.1 Flux prediction from photogrammetric surface data............................................... 125
8.3.2 Surface fitting and accuracy assessments............................................................. 126
8.4 Recommendations for future research............................................................................127
References.....................................................................................................................1 2 9
Appendix 1.1. Published and/or submitted journal articles............................... 134
Appendix 1.2. Description of the SG3 400 m2 dish concentrator...................150
Appendix 2.1. Calibration Relationships for Hycal Foil Gauge Radiometers. 1 5 4
Appendix 2.2. Relationships for Calibration/Correction of CCD Camera 
Images............................................................................................................................ 15 7
Appendix 2.3 Assessment of CCD Camera Field Linearity.............................159
Appendix 3.1. Assessment of Lambertian Surface Quality of Diffuse White 
Painted Surface Used for Videographic Flux Imaging........................................161
Appendix 3.2. Calculation of Vector Intersection Points With Predefined 
Analytic Surfaces.........................................................................................................163
Appendix 3.3. Example of input file RecDishln.dat’ for data input to ray trace 
program COMPREC.................................................................................................... 171
Appendix 4.1. Flux distributions for the 20 m2 tiled dish................................. 174
Appendix 5.1. Development of a novel laser scanning surface measurement 
system............................................................................................................................17 7
Appendix 5.2. Photogrammetric Analysis Procedures - Use of CRAMPA__184
Appendix 5.3. Z-coordinate deviations for mirror panels on the 400 m2 dish.1 91
Appendix 5.4. Z-coordinate deviation plots and frequency distributions for 
the 400 m2 dish mirror tiles......................................................................................2 00
Appendix 6.1. Fourier spectra for mirror tile z-coordinate deviations............2 09
xi
Appendix 6.2. Spatial distribution of surface slope errors across the surface 
of the 400 m2 dish mirror tiles...................................................................................214
Appendix 6.3. Surface slope error distributions for mirror tiles on the 400 m2 
dish.................................................................................................................................. 21 9
Appendix 6.4. Frequency distribution of surface slope errors for mirror panels 
(s2p1 to s5p8) sans mirror tiles.................................................................................2 23
Appendix 6.5. Frequency distributions for surface slope errors on mirror 
covered with their respective mirror tiles............................................................... 228
Appendix 6.6. Frequency distributions for surface slope errors on the six 
sectors of the 400 m2 dish.........................................................................................233
Appendix 7.1. Predicted flux distributions from photogrammetrically measured 
panel surfaces on the 400 m2 dish.......................................................................... 236
xii
1. Introduction
1.1 Solar collector focal region measurement and prediction
Solar concentrators have been constructed and assessed for well over 100 years, and a 
large body of knowledge has been accumulated over a range of times and geographical 
locations. Knowledge of the distribution of light in the focal region is critical to the 
development of receiver designs for use with these concentrators, and for apportioning 
figures-of-merit for the quality and performance expected from them. The present study 
considers the reflective dish type concentrator, which forms one particular subset of 
what are known as ‘point-focus concentrators’ (amongst which are included point-focus 
lenses), and usually have associated with them the highest performance demands. 
These dishes ideally operate as ‘imaging’ concentrators, as distinct from the other type of 
reflective concentrator known as the ‘non-imaging’ concentrator, the most famous 
example of which is the Compound Parabolic Concentrator (Welford and Winston, 
1979).
The performance sensitivity of dish concentrators arises due to both the very high 
concentration ratios and collected powers that can be achieved with them. 
‘Concentration ratio’ has two common, but different, definitions (Stein and Diver, 1993):
(i) Optical concentration ratio (CR), defined as the ratio of the intensity (W m2) at 
any point in the focal region to the insolation (sunlight intensity) at the time of 
measurement. (Insolation when used for concentrators is taken as direct beam insolation 
and measured with a pyrheliometer having a full angular acceptance of approximately 
5°.). Peak concentration ratio is the ratio of the peak intensity of a flux distribution to the 
insolation at the time of measurement.
(ii) Geometric concentration ratio (CRg), defined as the ratio of the dish aperture area 
to the area of the focal region on a flat receiver surface, placed perpendicularly to the 
dish axis. As the focal spot is never a sharp-edged ‘step-function’ of intensity, focal 
region area in this case is sometimes assessed to a radial boundary from the centre of 
the focal spot that contains 90% of the total intercepted power. Sometimes, however, 
CRg is expressed as the ratio of the collector aperture area to the receiver aperture area.
Both peak and geometric concentration ratio can be shown to be directly dependent on 5 
parameters:
• angular width of the solar source
• rim angle of the concentrator
• dish aperture width
• surface quality of the reflecting surface (measured in milliradian deviation of the actual 
surface normal vector from the ideal normal vector)
• absolute reflectivity of the reflecting surface
The first three factors can be analysed using the principle of conservation of etendue, 
and is dealt with by Welford and Winston (1978). A basic description of this principle is 
instructive for understanding the operation of concentrators in general, and can be
1
comprehended by considering a simple 2-dimensional concentrator having input aperture 
width, a,, and radiation source half-angle of 61t with an exit aperture of a2 and exit half­
angle of 02, as shown in Figure 1.1 below.
Entrance
radiation
Concentrator
Exit
radiation
Figure 1.1. General description of entrance and exit radiation for a 
concentration system.
The principle of conservation of etendue states that, for paraxial rays (ie. rays close to 
the axis of the optical system)
<2,0 , = ci-,6^ =  constant ( 1.1)
When considering geometric concentration ratio for a point focus dish system, we have, 
a, = entrance aperture of the dish,
0! = solar half-angle (4.65 milliradian), 
a2 = the extent of the focal spot and
02 = the angular extent of the radiation impinging at the focal spot.
However, these angles are often far from paraxial, and under these conditions it can be 
shown (Welford and Winston, 1978) that the theoretical geometric concentration ratio for 
a 3-dimensional concentrating system is given by
C„
( sin 0, \ 
v /I, sin 0, ,
( 1.2)
where n1( n2 are the refractive indices at the entrance and exit of the concentrator, 
respectively. The absolute maximum concentration will be achieved when 02=9O°, ie. 
sin 02=1. At this point, the maximum concentration ratio will be simply
C
v72, sin0, ,
(1.3)
These quantities of equation 1.2 are shown in Figure 1.2 for a dish concentrator.
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Solar
source
Figure 1.2. Parameters for conservation of etendue on a dish concentrator.
Figure 1.2 shows the sun’s image reflected from the edge of the dish (which defines the 
maximal angular extent, 02), which shows 02 equals the rim-angle of the dish. The 
diameter of the sun’s image appears as a circle in the focai region of diameter, a2, but in 
reality the image is usually projected onto some receiver surface, such as a plane, and 
the image then intercepts a wider aperture, a2, having an elliptical area. This has the 
effect of reducing significantly the overall geometric concentration ratio. This ‘smearing’ of 
the focal spot into an ellipse increases with rim-angle, and is minimal for rays reflected 
near the vertex (origin) of the dish. As an example, taking the case of a 5 m diameter 
dish with a rim angle of 70°, the theoretical maximum geometric concentration ratio would 
be in the order of 40,800 suns. However, as noted by Welford and Winston, this ideal 
maximum is not achieved by parabolic concentrators, and Rabl (Dickinson and 
Cheremisinoff, 1980) points out that most concentrators fall short of the ideal by a factor 
of 2 to 4.
1.2 Overview of focal region measurement and prediction techniques
1.2.1 Focal region measurement techniques
Modern focal region measurement is largely undertaken using videographic flux mapping 
techniques, whereby a charge coupled device (CCD) video camera captures images of 
the focal flux projected onto a planar target. These electronic images are then analysed 
and presented digitally to extract information such as spatial extent, peak concentration 
and integrated power, etc. Sequences of images taken of focal regions on a target as it 
is traversed through a focal region can also be used to quantify the focal point of a 
concentrator. It is appropriate to note in this context that most practical solar 
concentrators are non-imaging devices, and as such will not produce a true ‘focal point’, 
but instead will produce a region having a minimum diameter, sometimes called the region 
of least confusion. However, it is common to refer to this region as the ‘focal point’, and 
this term will be used in the remainder of this monograph refer to the region of least 
confusion.
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Amongst the earliest reports using this technique was a paper by King and Arvizu 
(1981) which reported the development of a Beam Characterisation System (BCS) for 
use at the Solar One central receiver plant, and later by Blackmon (1985), who reported 
that a videographic method was conceived, built and tested by McDonnell-Douglas 
Astronautics in 1974. Some Russian work (Azimov, et. al., 1986) was also reported, but 
did not appear to show the same level of development that was reported by Blackmon.
The HERMES system was developed by the Deutsche Forschungsanstalt für Luft und 
Raumfahrt (DLR, Germany) (Kleih, 1989) and used at the Plataforma Solar de Almeria 
(PSA) central receiver test facility at Almeria in Spain, and used similar operating 
principles to the BCS system used at Solar One. HIMAP (Kleih, 1990) was another 
smaller videographic flux measuring (or ‘mapping’) system developed by the DLR for 
use with the Schlaich Bergermann and Partner stretched membrane dishes.
Neumann (1994) discussed a videographic system developed at the DLR which utilises 
a rotating arm target that moves rapidly through a focal flux distribution. This method has 
advantages because no elaborate cooling system is required for the target (as it passes 
through the focal region in approximately 3 seconds), thus reducing a large component of 
the weight, cost and complexity of the system.
Other methods of measuring focal region light distributions have also been reported. 
These have included arrays of foil gauge radiometers scanned through the focal regions 
of concentrators, such as the JPL flux mapper (Starkey and Owen, 1981). These 
methods are able to measure absolute intensity directly, but require a substantial amount 
of hardware development and support. Somewhat related to this technique is one 
reported by Grilikhes (1968) whereby a fibre optic cable (light guide) was scanned 
through a flux distribution to collect light at well defined grid locations. The light intensity 
was then measured using a calibrated detector.
In the early 1980’s researchers Thomas and Whelan (1981) described measurements 
attempted using photographic imaging of a full moon projected onto a flat target placed at 
the focal point of one of the ANU 20 m2 tiled dishes. Experiments using lunar images 
were also reported by Grilikhes (1968) and Holmes (1982). Grilikhes' results showed 
some anomalies in the distribution of radiation which could not be correlated with any 
specific factors. Holmes' work used the lunar image to simply align heliostat facets and 
investigate the spatial extent of the focal radiant field. No flux density distributions were 
reported for this application.
The primary advantages of using a lunar image are that,
• it has a very similar angular width as the solar image, and
• the high heat fluxes associated with concentrated solar radiation, and which require 
sophisticated cooling and protection apparatus, are avoided.
The dominant disadvantages with lunar imaging are that,
• the moon does not display the same light distribution as the solar disk, and,
• the moon is only full for a few nights per month, and can be obscured by cloud during 
these brief availabilities.
Numerous calorimetric techniques have been developed (Diver, et. al., 1983; Moeller, et. 
al., 1980; Tugov and Gladilin, 1985), whereby the temperature rise in a cooling fluid 
passing through a sensor placed in the focal region is measured to determine the 
absorbed energy, usually using variable apertures in front of the sensor to assess the 
flux distribution at different radii from the centre of the distribution. This method is
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somewhat limited in its resolution and the time required for a representative scan to be 
made of the field. It can require complicated position actuation and control mechanisms 
for placement in the high flux field.
Yamada and Noguchi (1976) reported the use of a digital pyrometer to measure the 
temperature distribution on a target placed in the focal region of a solar furnace.
Results have recently been reported (Yampolsky, 1995) for an apparently new type of 
concentrated flux density measurement device, described as a 'passable wire 
calorimeter'. This instrument uses resistance measurements of a crossed (64x64) array 
of wires placed in a focal region. Suitable computer data acquisition and post­
processing extracts the spatial light intensity distribution across the wire array, assuming 
a radially symmetric distribution. Non-radially symmetric distributions can be assessed 
using grids rotated into a larger number of polar orientations in the field. The system is 
still experimental at the date of writing, and does not appear to offer any significant 
advantages over videographic imaging.
1.2.2 Focai region prediction techniques
Focal region prediction analysis has generally proceeded on two fronts:
1. Analytical, mathematical modelling, and ,
2. Numerical simulations, using digital computers.
Of course, the numerical simulations utilise a large amount of mathematical modelling, but 
the derived equations do not, in themselves, allow direct descriptions of the expected 
light distributions in a focal plane. Instead they must be used in iterative calculations to 
slowly ‘assemble’ a flux image.
The analytical methods have used many approaches (Jeter, 1986; Igel and Hughes, 
1979; Antonova, et. al., 1986; Bammert, et. al., 1990; Pettit, et. al., 1983; Lipps and 
Walzel, 1978; Jones and Wang, 1995), with each method usually offering a perceived 
advantage over another when modelling particular situations or circumstances.
Numerical simulations have generally come under the generic term of ray trace modelling, 
of which the most popularly used codes are as follows:
1. HELIOS (Vittitoe, Biggs and Lighthill, 1977), an algorithm that uses cone optics 
concepts for heliostat field and central receiver modelling;
2. CIRCE (Romero, 1994), a derivative of HELIOS for modelling dish type 
concentrators;
3. MIRVAL (Leary and Hankins, 1979), a Monte Carlo type ray tracer for modelling 
heliostat fields and central receivers;
4. OPTDSH (Sanchez and Zarza, 1995), a Monte Carlo ray tracer for modelling circular 
dish concentrators.
All of the above codes are summarised in the useful compendium prepared by Sanchez 
and Zarza (1995).
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1.2.3 Collector surface characterisation techniques
Several investigations of collector surface characterisations have been reported. 
Amongst the earliest was a laser scanning system designed to measure the surface 
quality of small reflective dish collectors, and given the name of the ‘Leonov Aberrograph’ 
(Tver’yanovich and Madaev, 1973). This involved dual scanning prisms which moved 
both radially and tangentially across the aperture of a collector, and recorded the position 
of a reflected laser beam on a photographic plate placed in the focal region of the dish. 
Another laser characterisation system for parabolic trough concentrators was reported 
(Butler and Pettit, 1977), and an investigation reported by Pettit (1976) examined the 
reflected beam profile from specular surfaces, with the aim of determining the slope error 
introduced by common reflective surfaces used in many solar collectors.
Bendt, Gaul and Rabl (1980) reported a novel method of determining the approximate 
surface slope error of a concentrator by misaligning the collector slightly away from the 
sun, and measuring the performance of the receiver under the misaligned conditions. The 
degree of misalignment was varied, and the relative changes in receiver output could be 
analysed to extract the probable surface slope error for the concentrator.
Another more recent and more sophisticated concentrator surface quality analyser which 
utilises a laser scanning/beam detection method is the Scanning Hartmann Optical Test 
(SHOT) system (Wendelin, Jorgensen and Wood, 1991). Here a laser and a pair of 
deflection mirrors are mounted near the radius of curvature (the 2f position) of the 
concentrator, and the beam is scanned across the concentrator surface. The point of 
intersection of the reflected beam with a planar target is detected and measured using a 
phase-locked quad-cell tracking unit. From the known direction of the laser beam and the 
subsequent coordinates of the reflected beam measured on the target, the surface normal 
information can be calculated, and the surface slope error deduced from this information. 
The technique is applicable to dish type collectors having f/D ratios (focal length divided 
by concentrator diameter) that are greater than 0.5.
Grossman (1994) has reported a method described as a ‘2f optical performance system 
for measuring point focus (dish type) solar concentrator surface slope errors. It is a 
method applicable primarily to concentrators that have an f/D ratio of three or greater. 
The method utilises patterned and/or colored targets placed at the radius of curvature (or 
the ‘2f position) of a parabolic concentrator, and a CCD camera placed at the same 
position viewing the reflector surface. The reflected patterns seen by the camera on the 
concentrator surface are analysed to calculate the surface slope errors that exist in 
different regions of the collector surface.
1.3 History of focal region measurement and prediction in Australia
The measurement and prediction of focal region flux distributions in solar concentrators 
has been pursued neither widely nor deeply in Australia. While this information is 
important in the performance specification of such concentrators, most previous work 
used mathematical modelling of the expected flux distributions as input data for receivers 
designed for placement in the focal region.
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This situation has arisen primarily because of the relatively small number of high 
concentration solar collector projects that have been undertaken in this country. In fact, 
there have been only four research groups that have utilised or developed point-focus 
concentrators to date (1995):
1. The Solar Energy Research Centre (SERC) at the University of Queensland 
undertook some investigations using an Omnium-G-OG-7500S paraboloidal dish 
(Gray, 1993). Focal region flux measurements were performed on this system using 
a scanning arm mounted with 5 foil gauge radiometers that rotated through the desired 
region of the focal field, which was an adaptation of the JPL flux mapper 
Unfortunately SERC closed in 1985 and work with this concentrator ceased.
2. Researchers at the University of Melbourne undertook the Concentrating Receiver 
and Tracking Absorber (CRATA) project to develop a solar thermal energy 
conversion system (Charters and MacDonald, 1985). This project utilised a fixed 
spherical dish concentrator with a tracking cylindrical absorber. Some flux 
measurements were reported. However, this program was also terminated with no 
continuation elsewhere.
3. Solar Research Corporation (Melbourne, Victoria) has been pursuing a combined 
photovoltaic (PV)-thermal high concentration conversion system, with a proposal to 
frequency-split the incoming solar radiation, with wavelengths suitable for PV 
conversion being utilised to that end, and the remaining light being used for 
thermocatalytic conversion of water into hydrogen and oxygen. Their work is 
ongoing, and uses both a 1.77 m2 concentrator and a 20 m2 faceted concentrator (of 
the same design utilised at the White Cliffs solar power station installed by the 
Australian National University in the early 1980's). No focal flux measurements have 
been published from this group, although Lasich (1995) reports that while some 
rudimentary work has been undertaken in this field, most of their analytical work has 
been undertaken using a computer raytrace program developed in-house.
4. The most extensive and continuing work on dish concentration systems in Australia 
has been undertaken by the Energy Research Centre (ERC) at the Australian 
National University, Canberra. The White Cliffs project (Kaneff, 1991) is perhaps the 
most well known installation arising from these research and development efforts. 
This system consists of fourteen 20 m2 paraboloidal dish concentrators, converting 
the solar radiation into thermal energy in a water-steam converter. The steam 
generated was used to power a 25 kW engine connected to an alternator for the 
production of electrical power. Results were reported by Bannister (1991) for 
mathematical modelling of the focal flux distribution for these dishes, but no
experimental confirmation of these distributions was undertaken. A 400 'Big Dish' 
concentrator was then developed by the ERC under the direction of 
Professors. Kaneff (Kaneff, 1993; Kaneff, 1994, Kaneff, 1997), with the concentrator 
going 'on sun' in May 1994 (Johnston, 1995a). Appendix 1.2 contains the 
specifications for this device.
From the small amount of published material on the focal region characterisations of most 
of the concentrators used by the above-mentioned groups, it was considered 
appropriate to undertake a research program in this area in an attempt to develop a 
state-of-the-art resource base that could provide expertise, tools and information for 
future performance assessments of Australian based solar concentrator developments.
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1.4 Outline of the present work
This thesis details the algorithms and techniques developed to both measure and predict
the focal flux distributions for both a 20 m2 White Cliffs dish, and the 400 m2 Big Dish at 
the Australian National University.
Three areas of development have been pursued during of the course of this PhD 
programme:
(i) Empirical measurement of the focal regions of the 20 m2 and 400 m2 dishes;
(ii) Development of appropriate computer ray-trace algorithms to model the expected 
flux distributions in the focal regions of these dishes;
(iii) Implementation of close-range photogrammetry to characterise the reflecting 
surfaces, such that predictive ray-trace modelling could be performed based on 
the shape of the actual concentrator contours.
These three research streams have been brought together to establish a suite of 
expertise, tools and information that the author believes can provide a basis for future 
developments and enhancements in this important field.
The thesis chapters and their content are laid out in the following sequence:
Chapter 1 (the present chapter) outlines the background to solar concentrator focal flux 
measurement and prediction, and describes previous work undertaken by other 
researchers in the field that bears some relationship to the studies undertaken in the 
present thesis;
Chapter 2 discusses the techniques employed and the measurements gained from the 
videographic flux measurements of the focal regions of the 20 m2 and 400 m2 dishes;
Chapter 3 describes the development of the ray trace algorithm COMPREC, and 
presents the results of performance tests undertaken in comparison with other ray tracing 
codes.
Chapter 4 reports the results of a comparison between the measured videographic flux 
images recorded in chapter 2, and predicted flux distributions calculated using 
COMPREC for simulated dishes having similar characteristics as the actual 20 m2 and 
400 m2 dishes;
Chapter 5 introduces concepts and techniques used to apply close-range 
photogrammetry to the measurement of surface coordinates of the dish surfaces. 
Results of measurements and preliminary assessments of surface quality are also 
recorded here;
Chapter 6 presents more advanced methods of surface quality assessment using the 
photogrammetrically measured concentrator surface data. Surface normal assessment
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and surface slope error measurement and analysis of the data presented in chapter 5 are 
also undertaken here;
Chapter 7 describes the results of ray trace predictions of the focal flux distributions of 
the 400 m2 dish mirror surfaces using the analysed surface data obtained from the 
photogrammetric measurements and the surface normals calculated from this data using 
the results and methods described in chapters 5 and 6, respectively.
Chapter 8 provides an overview of, and conclusions for the results obtained in the 
study.
1.5 Research Environment
Most of the experimental work presented in this thesis was undertaken using the 
facilities of the Energy Research Centre, currently a division of ANUTECH at the 
Australian National University. All solar concentrator work was undertaken using both 
paraboloidal dish concentrators that were available in the Centre. Figure 1.3 shows the
20 m2 dish.
Figure 1.3. 20 m2 tiled dish at the Energy Research Centre, Australian National 
University.
This device has a nominal diameter of 5 m (actual diameter = 5.097 m), circular aperture 
concentrator, covered with approximately 2,300 flat, back-silvered 'green' glass mirror 
tiles. The tiles have an average dimension of 9 cm on a side (the sizes vary according 
to their radial position on the dish - tiles closer to the vertex have narrower widths, 
although their depths remain constant at 104 mm). Average (clean) mirror reflectivity is 
approximately 75%. The unit has a nominal focal length of 1.8 m, and was completed in 
1982. Sun tracking is accomplished by alt-azimuth drives using closed-loop feedback 
control from a sun-sensor incorporating four photo diodes and a 'shadow stick'.
9
Figure 1.4 shows the 400 m2 'Big Dish', completed in December 1993, and first placed 
'on-sun' in May 1994.
Figure 1.4. 400 m2 'Big Dish' at the Energy Research Centre, Australian 
National University.
The 400 m2 dish is a hexagonal aperture concentrator, having a nominal focal length of 
13.1 m, and is comprised of 54 triangular mirror panels mounted on a space-frame sub­
structure. The space-frame is constructed of tubular steel members bolted at their ends 
to steel nodes to form a self supporting array of tetrahedral units. The mirror panels are 
of a glass-foam-sheet metal sandwich construction, with the mirrors comprised of 30 on 
or 60 cm square, back-silvered 2 mm thick 'green' glass tiles. The tiles have been 
elastically deformed to approximate the paraboloidal curvature required according to their 
position on the dish surface. Mounting of receivers and experimental apparatus in the 
focal region is accomplished by mounts provided on the end of a centrally mounted steel 
pole, supported by 8 steel guy wires attached to the perimeter of the dish. Sun tracking 
is accomplished by a hydraulically actuated alt-azimuth drive system using a computer 
based open loop control system.
Computing facilities at the School Computer Unit of the Research School of Physical 
Sciences and Engineering were utilised extensively for the characterisation studies, with 
the majority of programs written during the course of the research being compiled for 
DEC5000 machines running ULTRIX (a DEC version of UNIX). Numerical analysis 
programs such as MATLAB and Interactive Data Language (IDL) were also used within 
this environment.
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2. Videographic Flux Mapping
2.1 Introduction
While section 1.2 described a number of techniques that have been used to measure 
focal region flux distributions, it was considered that videographic flux mapping offered 
the greatest utility and wealth of information above the other methods. The ready 
availability of CCD camera equipment and image processing facilities to the author also 
facilitated the choice of videographic imaging. This chapter describes the application of 
videographic flux mapping to the focal regions of the 20 m2 and 400 m2 dishes.
2.1.1 Investigations using the 20 m2 tiled dish
A preliminary videographic technique was developed using the 20 m2 (5 m diam.) tiled 
dish (described in §1.3). A flat, water cooled copper disk, 0.5 m in diameter was coated
with a matt, high temperature resistant white paint. A foil gauge radiometer* 1 was 
mounted in the centre of the disk, such that incident radiation fell on its active face. (The 
radiometer had been calibrated by HyCal Engineering just prior to the reported 
measurements. See Appendix 2.1) The water cooled target and radiometer assembly 
was mounted in the focal region, such that its position could be adjusted along the axis 
of the dish. Figure 2.1 and Figure 2.2 show the water cooled target with foil gauge 
radiometer, and the dish projecting a flux image onto the water-cooled target, 
respectively.
Figure 2.1. Water cooled target used for flux mapping mounted in place on the 
20 m2 dish. Foil gauge radiometer shown at the target centre.
1HiCal calorimeter. Model C-1312-A-300-072. HiCal Engineering, 9650 Telstar Ave., El Monte, 
California. CA91731. USA. Calorimeter calibrated by HiCal in 1993.
1 1
Figure 2.2. Flux image projected onto water-cooled target at the focal point of 
the 20 m2 tiled dish.
It was not possible to acquire a dedicated computer/frame grabber for the acquisition of 
video images directly from the camera during the course of the research. Instead, output 
from the camera was recorded on a Super VHS high-resolution video cassette recorder
(VCR)2, and the recorded images were later captured and digitised using a 7-bit frame 
grabber card installed in a Sun Sparc Station computer. Ideally, it would have been 
most desirable to have captured camera images directly to file through a frame grabber 
card utilising at least 8 bits of gray-scale digitisation. However, Neumann (1994) 
presents an analysis which indicates that using a 7 bit frame grabber and utilising a 50% 
dynamic range (ie. the peak measured intensity covers 50% of the maximum possible 
intensity recorded by the camera), then an uncertainty of approximately 4% in the 
overall integrated power under the measured flux distribution can be expected. It was 
considered that this level of precision was acceptable considering the limitation on 
equipment and funds that were available. In the following calculations using video image 
data, this uncertainty figure of 4% has been used, with an additional 1% allowed for the 
uncertainties introduced by the linearity corrections applied to the CCD array data 
(discussed in the next section). Figure 2.3 shows the schematic layout of the system 
used to flux map the focal region of the 20 m2 dish.
Panasonic Super VHS (PAL) video cassette recorder, model NV-FS100HQ.
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Figure 2.3. Equipment arrangement for measuring focal images for the 20 m2 
dish.
2.1.2 Camera calibration and linearisation
The linearity response of the CCD camera was measured using a set of calibrated 
neutral density filters placed in front of the camera while it was viewing an illuminated 
screen. This allowed the pixel response of the camera to be calibrated and used to 
correct measured images for CCD array non-linearities. Actual flux image correction 
involved fitting a 7th order polynomial to the inverse response curve as a function of 
neutral density filter transmissivity, and using this response curve to linearise the 
intensities measured by the camera. Appendix 2.2 describes the relationships used to 
effect both pixel linearisation and calibration.
The spatial linearity of the camera and lens system was also checked by capturing 
images of a screen having a 2x2 cm grid drawn on it, and measuring the position of the 
grids in the camera image. These measurements indicated that the camera and lens had 
an excellent spatial linearity response. Appendix 2.3 contains the results of these 
measurements.
2.1.3 20 m2 dish flux image measurement
To avoid saturating the CCD camera with the bright focal spot images, three high 
density filters were placed in front of the camera lens to reduce the amount of reflected 
light passed to the camera. Absolute calibration of the flux images collected by the 
camera/filtersA/CR/frame grabber system was accomplished by using the output signal
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from the foil gauge radiometer together with the calibration/linearisation relationships 
(Appendix 2.2) to scale the digital images using the average of an annular ring of pixels 
immediately surrounding the image of the radiometer in the flux image. Intensities were
also normalised to an insolation level of 1000 W n r2.
2.1.4 20 m2 dish flux image results
Figure 2.4 and Figure 2.5 show smoothed cross-sections through some flux distributions 
measured at a range of positions from the dish vertex. It should be noted that normally 
the image of the (black) radiometer in the centre of the target produces a 'drop-out' in the 
middle of the captured flux images. This radiometer image has been removed in the 
following figures by replacing the ‘dark’ values of the drop-out with a uniform value 
corresponding to the average of the pixel intensities adjacent to the radiometer image.
1.80 m1.82 m
- 0.2 - 0.1 0 0.1 0.2
X dimension (m)
Figure 2.4. Smoothed flux cross-sections measured on the 0.5 m diameter 
water cooled target placed at 1.78 m, 1.80 m and 1.82 m from the vertex of the 
20 m2 dish (intensities normalised to 1000 W m 2 insolation).
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Figure 2.5. Smoothed flux cross-sections measured on the 0.5 m diameter 
water cooled target placed at 1.82 m, 1.84 m, 1.86 m and 1.88 m from the vertex 
of the 20 m2 dish (intensities normalised to 1000 W m 2 insolation).
A range of parameters were also measured at the time of the flux measurements. These 
were:
1. Target cooling water input and output temperatures;
2. Target cooling water flow rate (using a container and stop watch method);
3. Direct beam insolation;
The target input/output temperatures and flow rate were used to calculate absorbed 
power on the target, while the direct beam insolation was used to scale the measured 
flux distribution to correspond to a normalised value of 1000 W m'2.
Table 2.1 presents the results used for the calculation of integrated power, dish 
reflectivity and absorber reflectivity, obtained through numerical integration of the 
corrected CCD flux image and cold water calorimetry on the target placed 1.82 m from the 
dish vertex.
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Table 2.1. Data calculated from videographic flux mapping and target 
calorimetry of the 20 m2 dish taken with the target at 1.82 m from the dish 
vertex.
Parameter Value Uncertainty Unit Basis of
uncertainty
Integrated Flux Power
Insolation 920 45 (5%) Wm-2 Note 1 (see list 
below)
Peak Radiometer Intensity 854 26 (3%) kW n r2 Note 2
Peak concentration 970 55 suns Note 3
Intercepted dish aperture 
power
20.1 0.9 (5%) ~wr Note 4
Integrated power under 
flux distribution
14.8 1.1 (8%) ~wr~ Note 5
Estimated dish reflectivity ~7Ä~ 7 (9%) Note 6
Target calorimetry
Cooling water inlet
temperature
24.1 01 Note 7
Cooling water exit
temperature
31.1 0.1 ~^ r~ Note 7
Water flow rate 86.2 0.8 (1%) (g s"1) Note 8
Absorbed target power 2.52 0.06 (2%) “R W ~ Note 9
Target reflectivity 83.0 8 (10%) % Note 10
Note 1.5% manufacturers error stated for pyrheliometer.
Note 2. 3% manufacturers error stated for radiometer.
Note 3. Propagation of errors (pyrheliometer error, radiometer error)
Note 4. Propagation of errors (pyrheliometer error, dish aperture error).
Note 5. Propagation of errors (digitisation error, radiometer error).
Note 6. Propagation of errors (Dish aperture power error, integrated flux power error). 
No measurements of actual dish reflectivity were taken at the time of flux measurements. 
Note 7. Digital thermometer error.
Note 8. Propagation of errors (water mass, time period).
Note 9. Propagation of errors (temperature, mass flow rate, specific heat).
Note 10. Propagation of errors (absorbed target power error, integrated flux power).
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One of the most succinct and revealing presentations of circular symmetric flux 
distribution data is to look at the percentage of total radiation that is contained within a 
specified radius from the centre of the distribution. Figure 2.6 and Figure 2.7 show the 
percent-power-in-radius (PIR), as a function of radius, for the flux distributions measured 
in Figure 2.4 and Figure 2.5. PIR is calculated as a percentage of the integrated power 
(14.7 kW) measured under the 1.82 m flux distribution. The 1.82 m position is used as a 
reference because it will contain the highest ratio of intercepted flux, as it has the 
narrowest distribution. Other focal positions may not have as high a intercepted power 
due to increased radiation spillage at the edges of the target.
1.82m
1.84m
1.86m 1,88m
Radial displacement (m)
1.78m
1.82m
1.80m
Radial displacement (m)
Figure 2.6. Percent power in radius 
(PIR) for flux distributions measured at 
1.78 m, 1.80 m and 1.82 m from the 20 m2 
dish vertex. (Nominal dish focal length 
=1.81 m.)
Figure 2.7. Percent power in radius 
(PIR) for flux distributions measured 
at 1.82 m, 1.84 m and 1.86 m and 1.88 m 
from the 20 m2 dish vertex.
If it is desired to identify the flux distribution that has the 'tightest' distribution of power in 
the focal spot, then this can be seen immediately from the PIR plot having the steepest 
slope. From these plots the radius that contains 90% of the total target power can also 
be quickly determined, and is indicated on the appropriate curves in Figure 2.6 and 
Figure 2.7.
2.1.5 Discussion of 20 m2 tiled dish results
A noticeable feature of Figure 2.4 to Figure 2.7 is the apparent non-uniform spacing 
between the flux curves as the target is moved through equally spaced (2 cm) positional 
increments. This is particularly noticeable in the difference between the 1.80 m to 1.82 m 
positions and the 1.82 m to 1.84 m position. This effect occurs because the actual focal 
point is at 1.812 m (calculated in section 5.4.1.3, Figure 5.6), which means that the 
1.82 m position is closest to the actual focal point (and indeed shows the highest peak 
flux and narrowest spread), but the 1.80 m position is also quite close, and thus will 
show a close approximation to the 1.82 m flux. The 1.84 m position is actually quite 
removed from the focal point, and shows a significant degradation due to this fact. The 
rapidity of change in the flux distributions with changes of only several millimetre in the 
target position derives from the large rim angle (70°) of the dish. Such large rim angles
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create highly localised focal spots, due to the high convergence angles of the reflected 
beams from the edge of the dish.
It is apparent from Figure 2.4 and Figure 2.5 that the distributions at 1.80 m and 1.82 m 
appear to be somewhat 'flat topped', even though this effect is somewhat accentuated 
by the replacement of the radiometer image in the centre of these distributions with a 
uniform intensity value. This effect is indeed confirmed by the ray trace modelling 
presented in chapter 4. However, the removal of the radiometer image in the flux images 
further away from these positions gives the tops of these distributions a flatter 
appearance than they have in reality. This anomaly arises because of the relatively 
large area occupied by the radiometer compared to the area of the central region of the 
flux distributions.
Total integrated power values from the videographic images have uncertainties in the 
order of 10%. Considering the techniques used to capture and process the flux images, 
this figure rates well, particularly in comparison with similar figures quoted by other 
researchers (Seitz, 1995; Monterreal, 1995).
The peak concentration ratio of 970 suns (read directly from Figure 2.4) is calculated as a 
ratio of the intensity measured by the target radiometer to the insolation measured by the 
Pyrheliometer. This figure will be dependent on the dish reflectivity. Concentration ratio 
will decrease linearly with reflectivity.
The estimated dish reflectivity of (74 ± 7)% is calculated as a ratio of the integrated 
power under the videographic flux distribution to the collected power in the dish aperture. 
The absolute accuracy of this figure will depend on both the uncertainties in the 
measured parameters, as well as the proportion of flux intercepted by the target. If the 
target does not intercept the significant majority of radiation arriving at the focal point, 
then this ratio will be a measure of the target interception factor and dish reflectivity, and 
not that of the dish reflectivity alone. Visual inspection of the distributions of radiation 
shown in Figure 2.4 and Figure 2.5 appears to confirm the impression that the target 
indeed intercepts the vast majority of incident radiation. Unfortunately, no mirror 
reflectivity measurements were taken at the time of the flux measurements.
The cold water calorimetry calculations for the target indicate that only approximately 
17% of the incident radiation on the target is absorbed, with the rest presumably 
reflected away. This indicates that the white matt paint used to coat the target has a 
reflectivity of approximately 83% (calculated as a ratio of the absorbed target power 
(2.52 kW) to the integrated flux image power (14.8 kW).
2.2 Investigations using the 400 m2 dish
The technique used to measure the flux distributions on the 400 m2 dish was 
conceptually the same as that used with the 20 m2 dish. However, due to time
restrictions imposed by the operating schedule of the 400 m2 dish, only one day was 
allocated for the collection of flux images. This imposed severe limitations on the 
experimental flexibility that could be employed while collecting flux images, and on the 
ability to recheck or redo measurements if the initial results proved anomalous.
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2.2.1 400 m2 dish experimental arrangement
A new water cooled target was fabricated, and the CCD camera was mounted in a 
specially made water cooled jacket, to protect it from the higher (back radiation) 
intensities that exist near the 'Big Dish' focal region. The water cooled target was an 
aluminium sandwich structure, 1.2 m square, 0.025 m thick, with 20 mm channels welded 
and riveted internally to provide a structured pathway for the cooling water to pass 
through the device. The target surface facing the focal flux was painted with the same 
matt-white, high temperature paint that was applied to the 0.5 m diameter target used
with the 20 m2 dish. The radiometer was mounted in the centre of the target for flux 
calibration. Figure 2.8 and Figure 2.9 show the internal construction of the target and the 
water cooled target mounted on the central tower and special 'quadripod' support legs
used to mount objects in the focal region of the 400 m2 dish, respectively. Figure 2.10 
shows the target in the focal position of the 400 m2 dish.
Figure 2.8. Internal construction of aluminium water-cooled target used for flux 
mapping the Big Dish.
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Figure 2.9. Aluminium water-cooled target mounted on quadripod support for 
placement in the focal region of the Big Dish. The apparent ‘dappled’ 
appearance of the target surface shows the bare aluminium surface before 
painting with the matt white surface paint.
Figure 2.10. Flux image projected onto the water cooled target at the focal 
point of the 400 m2 dish.
Figure 2.11 shows a schematic layout of the equipment used with the 400 m^ dish flux 
map experiment.
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Figure 2.11. Equipment layout used for flux mapping the 400 m2 dish.
Water flow through the target at the time of flux capture was measured using the 
'container and stop-watch' technique. Output signals from the inlet and outlet target 
water temperatures (measured using thermocouples) were recorded continuously, as 
were the radiometer and tracking pyrheliometer output signals.
The target position was controlled by an electric motor and gearbox which 
pulled/released four guy-wires mounted through pulleys at the corners of the target. 
This allowed movement along the four corner guide posts that also supported the target. 
Absolute target position was established by painting a sequence of black and white 
bands, each 10 cm long, on one of the guide posts. The position of the target guide ring 
on the guide post could be assessed visually by comparing its relative position to the 
black and white bands. Figure 2.12 shows this arrangement.
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Figure 2.12. Position detection method for the 1.2 m water cooled target.
2.2.2 Difficulties encountered with 400 m2 dish measurements
The position indicators allowed fairly accurate observation of the target position (± 5 mm) 
under workshop test conditions. However, under on-sun viewing conditions, the 
excessive brightness of the focal spot on the target (even when viewed through a high 
density filter) made observation of the black and white position indicators difficult. This 
introduced an uncertainty in the target position of approximately 30 to 40 mm. While this 
was considered to be an unsatisfactory level of accuracy, time restrictions did not allow 
for the development of a new position sensing system.
Checking the mounting position for the target support frame after the measurements were 
completed indicated a misplacement of the target frame by 40 mm. This meant that 
postioning the target at the nominal positions of 12.7, 12.8, 12.9, 13.0, 13.1, 13.2, 13.3 
and 13.4 m actually placed the target at positions 40 mm below these values, that is, at 
12.66, 12.76, 12.86, 12.96, 13.06 1 3.16, 13.26 and 13.36 m. (This misplacement was 
found to be advantageously offset through later photogrammetric assessments of the 
40C m2 focal length to be 13.075 m (section 5.4.3.3). This meant that the actual positions 
of tie  target were now only 15 mm below the focal point.) Due to an oversight during 
collection of flux images, the nominal 13.3 m (actual 13.26 m) target position was omitted, 
and images for this position do not appear in the flux distributions presented in the next 
section.
Some 5 minutes after pointing the dish 'on sun', it was noticed that the three high density 
filters in front of CCD camera had cracked, due to high temperature gradients induced in 
the filters by high levels of back radiation reflected from the water-cooled target. Camera 
body temperature showed no adverse heating due to this event, but the captured flux 
images display characteristic light leakages through the cracked filters. Fortunately, the
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cracks passed through one side of the images, and not through the centres. This 
allowed some recovery of information by reprocessing the images at a later stage. It 
was clear that the use of absorption filters for light reduction under such high power 
levels was not a practical exercise, and that glass substrate metal reflective filters would 
have been much more desirable. Unfortunately, such filters were unavailable at the time 
of the tests, and measurements had to continue using the cracked filters.
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2.2.3 Flux image results
Figure 2.13 shows an image of the flux distribution measured at the 13.1 m focal position. 
Figure 2.14 shows a surface plot of the light intensities shown in Figure 2.13. Both 
images show the high light levels beside the main flux distribution arising from the 
cracked filters.
Figure 2.13. Light distribution in the focal region at 13.1 m from the vertex of 
the 400 m2 dish.
Figure 2.14. Surface plot of the light distribution shown in Figure 2.13.
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The captured flux images were processed to remove the image of the black radiometer in 
the centre of the target, and to correct for camera non-linearity. The images were scaled 
and calibrated according to the readings taken from the foil gauge radiometer mounted in
the target, and intensities were normalised to an insolation level of 1000 W n r2. To 
allow realistic integrated power calculations to be performed, use was made of the strong 
circular symmetry apparent in the majority of the flux distributions, and the left half of the 
image was duplicated and 'flipped' into the position of the right half. This created an 
image that was free from the spurious light signals arising from the cracked lens filters.
Figure 2.15 and Figure 2.16 show (smoothed) cross sections through these flux density 
distributions measured videographically for the 400 m2 dish.
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Figure 2.15. Flux distribution cross 
sections measured at nominal positions 
of 12.7 m, 12.8 m, 12.9 m, 13.0 m and 
13.1 m from the 400 m2 dish vertex. 
(Nominal dish focal length = 13.1 m.)
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Figure 2.16. Flux distribution cross 
sections measured at nominal 
positions of 13.1 m, 13.2 m and 13.4 m 
from the 400 m2 dish vertex.
Figure 2.17 and Figure 2.18 show the percent power in radius (PIR) plots for the flux 
distributions shown in Figure 2.15 and Figure 2.16, respectively. PIR is calculated as a 
percentage of the integrated power measured under the 13.1 m flux distribution.
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Figure 2.17. Percent power in radius 
(PIR) for flux distributions measured at 
nominal positions of 12.7 m, 12.8 m 
12.9 m, 13.0 m and 13.1 m from the 400 m2 
dish vertex. (Nominal dish focal length = 
13.1 m.)
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Figure 2.18. Percent power in radius 
(PIR) for flux distributions measured 
at nominal positions of 13.1 m, 13.2 m 
and 13.4 m from the 400 m2 dish 
vertex.
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Table 2.2 presents the results used for the calculation of integrated power, dish 
reflectivity and absorber reflectivity, obtained through numerical integration of the 
corrected CCD flux image and cold water calorimetry on the target placed 13.1 m from the 
dish vertex.
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Table 2.2. Data calculated from videographic flux mapping and target 
calorimetry of the 400 m2 dish, taken with the target 13.1 m from the dish 
vertex.
Parameter Value Uncertainty Unit
Integrated Flux Power
Insolation 870 43 (5%) W n r2
Peak radiometer Intensity 905 27 (3%) kW n r2
Peak concentration 1040 60 (6%) suns
Intercepted dish aperture 
power
344 17 (5%) W
Integrated power under 
flux distribution
"23T“ 1 Ö (8%) ~wr~
Dish reflectivity ~7Ü~ 7 (10%)
Target calorimetry
Cooling water inlet
temperature
16.0 01 ^ c
Cooling water exit
temperature
39.2 0.1
Water flow rate ~wr (1%) (g s-1)
Absorbed target power 47.7 1.0 (2%) kW
1 arget reflectivity 6Ö.3 1.4 (8ü/o)
2.2.4 Discussion of 400 m2 Dish Results
Review of Figure 2.15 and Figure 2.16 show that the distributions display an 
approximately Gaussian form. Figure 2.17 and Figure 2.18 reveal consistent PIR 
curves, except for the 13.4 m position, where the skirts of the distribution appear to 
contain more power than that shown in the 13.2 m distribution. This apparent anomaly 
also appears in the flux cross section for the distribution, shown in Figure 2.16, where 
the tails of the distribution show noticeably higher values than either the 13.1 m or 13.2 
m distributions. It was considered that this deviation was most likely due to a target 
positioning error, and further analysis of the data associated with this image was not 
undertaken.
Reference to
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Table 2.2 indicates that the peak concentration is 1070 suns, which will vary with dish 
reflectivity. The reflectivity appears to be in the order of 70% (assuming that the target 
intercepts a significant majority of the focal region radiation at 13.1 m from the dish 
vertex). An independent measurement of mirror reflectivity was carried out on the dish 
surface at the time of the flux measurements. 18 points were chosen randomly across 
the dish surface and a pyrheliometer was used to measure the insolation and then the 
reflected intensity at each point. For the reflected intensity measurements, the 
pyrheliometer was mounted less than 5 cm from the mirror surface, in order to minimise 
the concentrating effect of the curved mirror surfaces. Figure 2.19 shows the reflectivity 
versus data point index from these measurements.
Data point index
Figure 2.19. Reflectivity versus data point index for 18 readings taken across 
the surface of the 400 m2 dish.
The data in the foregoing figure show a high degree of variation. This was due to the 
fact that the dish had not been cleaned for several days before the readings were taken, 
and some regions showed a higher degree of dust deposition than others. These 
readings showed an average dish reflectivity of 72% with a standard deviation of 7%. 
These figures support the reflectivity value calculated from the flux measurements.
2.3 Discussion of flux map results
The foregoing results and analyses of the videographic flux measurements for the 
400 m2 dish provide the experimental data and framework against which the ray trace 
modelling and photogrammetric surface analysis can be compared in the following 
chapters. The key results for both dishes are contained in Table 2.1 and
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Table 2.2, with Figure 2.4 and Figure 2.15 providing visual descriptions of the most 
important focal flux distributions for the 20 nr and 400 m2 dishes, respectively.
Dominant sources of error in the videographic flux mapping process arose from the 
limited (7 bit) intensity resolution of the video framegrabber used to digitise the flux 
images, as well as the uncertainty in the positioning of the flux target used to measure 
the 400 m2 dish flux distributions. Some error was also introduced in the removal of 
spurious light signals contained in the 400 m2 flux images (due to the light leakages in the 
images from the cracked filters used with the CCD camera), although the apparent 
symmetry of the images mandates that this error should be small.
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3. Computer Ray Trace Modelling
3.1 Introduction
The previous chapter described the results of videographic measurements of the focal 
region flux distributions for the 20 m2 and the 400 m2 dishes. The present chapter 
presents the development and features of a computer based ray trace algorithm that is 
used to numerically simulate focal flux distributions for concentrators having a range of 
input specifications. The following chapter compares the empirical measurements of 
chapter 2 with simulated fluxes predicted using the ray trace code described in the 
present chapter.
3.1.1 Ray trace requirements and existing programs
A number of ray trace codes have been written by various researchers. Each program 
has usually been developed for specific applications, such as focal region modelling for 
heliostat/central receiver systems, point focus dishes, secondary concentration devices 
or parabolic trough systems. Sanchez and Zarza (1995) provide an excellent 
compendium of commonly available programs in use fora range of different solar thermal 
modelling needs, including ray tracing. It is not the purpose of the current project to 
provide a critique of each of these algorithms. However, in the first year of the author's 
investigations, such a compendium was unavailable, and knowledge of available ray 
trace codes was gained from reading the literature, with further 'leads' being gained 
through personal communication with the respective authors/researchers.
Parameters in the author's research environment mandated that a ray trace algorithm 
should be able to:
1. Model point focus dish solar concentrator configurations having both circular (20 m2 
dish) and hexagonal (400 m2 dish) apertures;
2. Model reflective surfaces composed of 2300 small, flat mirror tiles (20 m2 dish), as well
as elastically curved mirror surfaces (400 m2 dish) and arbitrarily defined numerical 
surfaces (such as photogrammetrically characterised surfaces);
3. Model primary flux on different receiver geometries and orientations placed at 
specified coordinates in the focal region;
4. Model reflecting surface slope errors;
5. Model dish pointing errors;
6. Model different sunshapes;
Other criteria can be assessed, but the above were considered to be of primary interest 
considering the concentrators available to the author. A ray trace code dubbed PSF 
(acronym for Primary Solar Flux) had been developed previously at the ANU (Bannister, 
1991) to model the flux distributions expected at the focal point of the 20 m2 tiled dish, 
and this was investigated for its suitability according to the above criteria. It was found 
to only allow modelling of the unique architecture of the 20 m2 dish, did not allow for the 
incorporation of surface slope errors, and could not model dish pointing errors and 
different sunshapes. Its output was utilised in the present study to compare with the
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output of the ray trace code that was later developed by the author under identical input 
conditions, as a preliminary reference, but beyond this it was not utilised.
It became apparent that CIRCE2 (Romero, 1994) and OPTDSH (Wendelin, 1991), two 
established and well respected codes, might be able to provide the type of modelling 
required by the above criteria. However, it required many months before either of these 
programs could be delivered to the author, and it was considered advantageous to 
develop a ray trace program within the ANU environment, and such a project was 
begun. The algorithm was dubbed 'COMPREC', an acronym for COMPound 
RECeiver, as it was designed to model receivers composed of a number of different 
geometries. Overall, the program satisfies the majority of the criteria described above, 
although it was decided that modelling receivers having different tilt angles/orientations 
was not a necessary requirement for the types of simulations envisaged for the project.
As CIRCE2 and OPTDSH became available, it became clear that they could not
accommodate the requirements dictated by the 2300 flat mirror tiles on the 20 m2 dish. 
Thus COMPREC became the primary modelling tool used for simulating and 
investigating theoretical focal flux distributions in the ANU dishes. CIRCE2, however, 
was used as a standard with which to compare and check COMPREC's output under 
identical input conditions for simple reflecting surfaces.
3.2 COMPREC development - design philosophy
The method of ray tracing chosen used straightforward geometrical optical principles. 
Essentially, an array of incoming sun vectors is defined, and a point on the concentrator 
surface is chosen. The sun vectors are scanned from the chosen point, and reflection 
rays calculated for each. Intersection points for the reflected rays on the defined receiver 
surface(s) are calculated, and determinations made as to which rays are within the 
specified boundaries, and which of the (possibly multiply defined) receiver hit points is 
closest to the surface point (this test allows for shading of one receiver surface by 
another). Receiver hits are cast into one of the 50 by 50 grid 'bins' defined across each 
receiver surface, such that a count of 1 is added to the respective bin each time a hit is 
encountered. In this way a cumulative array of hit points is built up across the receiver 
surfaces. A new concentrator surface point is chosen after scanning all the sun vectors, 
and the above process repeated. When all sun vectors and concentrator surface points 
have been examined, the binned counts on the receiver surfaces are converted to 
absolute intensity values, and each receiver surface saved to a file. The files can then 
be read and displayed using a commercial analysis and display program (for example,
Interactive Data Language (IDL)3, MATLAB^, etc.).
Figure 3.1 shows the program flow chart that describes the overall operating structure of 
COMPREC.
interactive Data Language (IDL). Research Systems Inc. 777 29th St. Suite 302, Boulder, 
Colorado. CO 80303. USA.
4Matlab. The MathWorks, Inc. 24 Prime Way, Natick, Massachusetts. 01760. USA.
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v: Start*
tel
Choose a 
surface point
I
Read parameters 
from input file
Define random 
array of incoming 
sun vectors
Read surface 
coordinate and 
normal vectors 
from file
Introduce surface 
slope error 
(if required)
I
Define 50x50 array 
of 'bins' across 
receiver surfaces
Choose a sun vector 
and calculate 
reflection vector
Calculate reflected 
ray intercepts with 
receiver surfaces
Findclosest intercept 
that also falls in defined 
receiver boundaries
I
Add a count of 1 to 
appropriate receiver 
surface bin number
Convert all receiver bir 
counts to absolute 
intensity (W/mA2)
Save receiver intensity 
distributions to files
Figure 3.1. Flow chart describing the program structure developed for ray 
tracing code COMPREC.
One of the important objectives which was required of COMPREC was that it should 
be able to read in surface coordinates from a file in a predefined format. This allows the 
input of surface coordinates that have been defined or generated from real surface data. 
In this way, empirically measured surfaces can be modelled and ray traced to determine 
the focal flux distributions that will arise from them. The format chosen was that of an 
interleaved series of alternating surface point position vectors and their associated 
normal vectors, as shown in Figure 3.2 below.
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Surface Point 1 .X
.Y
2
Surface Normal 1 .X
.Y
2
Surface Point 2 .X
.Y
2
Surface Normal 2 .X
.Y
2
etc.
Figure 3.2. Data format of points and normals stored in dish surface definition 
file.
Implementation of COMPREC involved defining a number of parameters. These 
included definition of the ‘sun-shape’ used to model solar intensity, creation of the 
reflective surfaces used to model the concentrators, calculating the useful intersections of 
the reflection vectors with the defined receiver surfaces (accounting for shading of one 
receiver surface by another), and saving the resulting receiver surface intensity arrays 
to files. These developments are described in the following sections.
3.2.1 Definition of sunshape
The description of sunshape involves some uncertainty, due to the varying nature of the 
sun's image seen through different atmospheric conditions. Schubnell (1992) describes 
this effect, and its influence on the focal image in imaging solar concentrators, and points 
out that sunshape also varies according to wavelength. However, this wavelength 
dependence is small, and was not introduced into the sunshape model used in 
COMPREC. Variation in solar intensity across the sun's disk, also known as 'limb 
darkening', is a noticeable effect, and can be accentuated by atmospheric scatter. Figure 
3.3 shows a cross-section across a typical solar disk, taken at 22:46 UT from Holloman 
AFB, New Mexico, USA on December 21, 1995 (Solar Environment Centre, 1995).
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solar disk 
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Figure 3.3. Pill box sunshape together with an empirical solar disk model and an 
actual solar image taken on December 21, 1995 at Holloman AFB, New Mexico 
at 22:46 UT.
Researchers have often modelled the sun as having a 'pill-box' (ie. uniform) intensity 
distribution, with an angular half width (subtended from the earth) of 4.65 milliradian 
(Bammert, et. al., 1990). Figure 3.3 also shows a ‘pill-box' sunshape, together with one 
(Jefferies, 1985) of a number of possible empirical models that have been used b y  
different groups. Jones and Wang (1995) indicate that their modelling showed that 
approximately 3% difference results between using a pill-box sunshape, an empirical 
solar disk model and a Gaussian sunshape model. Although COMPREC was 
constructed with the capacity to model different sunshapes, in practice a 'pill-box' shape 
was used to minimise execution times and because the difference in focal region flux 
distribution was comparatively small.
The sun’s disk was modelled as a random array of vectors having a definable 
half-angular extent (usually the nominal value of 4.65 x 10‘3 radian was used). Figure 
3.4 shows a typical array of 10,000 sunpoints defined across the sun’s disk. A random 
array of sun vectors was used because it was found that a regular grid of points 
sometimes created a ‘spatial beating’ effect across the tops of some distributions at 
focus. This had the appearance of sharp ripples, especially near the central regions, 
and arose due to interference effects between the spatial frequency used to define the 
sun grid, and the frequency of the grid used to define the receiver surface.
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Figure 3.4. Example of a random distribution of 10,000 data points defining the 
sun's surface used by COMPREC.
3.2.2 Modelling surface slope, specularity and tracking errors.
Romero (1994) has an excellent discussion of the distribution of errors on the surfaces of 
concentrators. His descriptions point out that most randomly distributed errors conform to 
a bivariate Gaussian distribution, of the form,
P =
1
271 <T <7
x2
2ct; + e
v2 A
2 c r v
J
(3.4)
where,
P = probability of the normal vector deviating to the (projected plane) coordinates
(x.y)
o x, a y = the standard deviations in the x and y directions for the given error 
distribution
This defines an elliptical distribution. However, a large number of distributions fall within 
a circular distribution, where g x = o y and the probability distribution simplifies to,
p _  1
( * ! - r = n r i - n
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(3.5)
where,
a = the circular standard deviation 
r = the radial coordinate from the distribution centre
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Jones and Wang (1995) note that this single error (a) (usually quantified in milliradian) 
actually reflects a combination of three primary errors that influence the spread of 
radiation in a focal region. These are,
(i) Surface slope error, os|ope- 'Ripples' and imperfections in the 
concentrator mirror surfaces due to manufacturing/fabrication are described as slope error;
(ii) Specularity error, ospec- Aberrations in the glass and reflective surfaces 
with dimensions approaching that of the wavelength of light create a diffusion in the light 
reflected from mirror surfaces, and is referred to as specularity error, or sometimes just 
'specularity';
(iii) Tracking error, otrack- This term applies to tracking solar concentrators, 
and arises due to imperfections in the tracking mechanism of the collector. If the collector 
is not pointing directly at the sun, then the focal spot will shift by an angular amount 
equal to twice the tracking error. This will also cause a slight asymmetry in the 
distribution of focal radiation.
As the distribution of these errors will generally follow Poisson statistics (which become 
Gaussian distributions for large sample sets), the equivalent error, oeq, can be found 
through a simple quadratic combination of the 3 errors:
/ 2 2 2
— 'v  O' slope +  (7 spec +  <7 track (3.1)
It should be noted that the tracking error will influence the time integrated distribution of 
focal radiation, but that it will not influence the instantaneous spread of flux at any given 
time in the same way as ospec and osiope do. The short term effect of tracking error will 
be to create an asymmetry in a flux distribution, whereas the slope and specularity 
errors will spread the flux symmetrically (assuming there are no systematic distortions in 
the concentrator surface) at all times. In the current thesis, the terms 'surface slope error', 
or 'slope error', will be used to refer to the combination of the above error terms, ie. 
equivalent error, oeq.
3.2.3 Reflector Surface Generation
Generation of reflector surfaces for use by COMPREC is performed by auxiliary 
programmes DISHFITTER, TILEFITTER and HEXFITTER.
3.2.3.1 DISHFITTER
DISHFITTER defines a circular dish reflector having a continuous surface, having 100% 
reflectivity and zero slope error. Slope error (if required) is introduced in COMPREC.
The reflector type (paraboloidal, spherical or polynomially defined), diameter, focal length 
and the number of (odd) grid points desired in the x and y directions are entered. An 
output file name is also entered, and the resulting array of surface points and normals are 
stored using real (4 byte) binary data type in the alternating interleaved sequence of 
points and normals defined above (Figure 3.2).
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3.2.32 TILEFITTER
TILERTTER defines a circular dish having an array of square tiles arranged in annular 
rings upon a paraboloidal substrate, and was designed to create models of the surface 
of the 20 m2 tiled dish. A grid of data points is applied to each tile, and tiles of a specified 
dimension are placed around the dish surface on paraboloidal coordinates until the 
requred surface is covered. Due to the requirement that gridpoints across each tile have 
the same surface normal, surface slope error is not introduced in COMPREC (as this 
would introduce a slope error on each individual surface normal), but instead is calculated 
in TLEFITTER and applied to the appropriate tile normals.
Dish diameter, focal length, tile dimensions, surface slope error on the tiles and numbers 
of x,/ gridpoints per tile are input, and the resulting array of interleaved surface points 
and normals are saved in a user specified file.
3.2.3.3 HEXFITTER
HE> FITTER takes a circular array of dish data points and normals, and extracts those 
points that fall within the boundaries of a hexagon having the same diagonal lengths as 
the circular dish diameter.
3.2.4 Modelling actual target reflectivity properties.
Consideration was given to the fact that COMPREC was designed to produce flux 
predictions that would be compared with actual videographically measured flux 
distibutions. Accurate comparisons would have to account for any peculiarities in the 
target reflectivity, particularly involving any non-Lambertian qualities that it may have. 
Investigations were undertaken to assess the ‘Lambertian-ness’ of the matt white paint 
that was used to coat the actual target surfaces. Appendix 3.1 contains the results of 
these measurements. They show that the paint is not ideally Lambertian in its 
reflectance properties, but instead shows a linear decrease in reflectance with viewing 
ancle from the normal. This functional relationship was incorporated into COMPREC 
anc tests performed to assess the influence that this phenomenon would have on the 
flux predictions. Figure 3.5 shows the superposition of two predicted fluxes from 
COMPREC, with and without the non-Lambertian reflectivity function.
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Figure 3.5. Superposition of flux plots from COMPREC using Lambertian and 
non-Lambertian target reflectivities.
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It appears that the non-Lambertian surface produces an image intensity that is lower 
than that expected from a Lambertian surface. However, Figure 3.6 shows that when 
the flux plots are scaled to have the same peak intensity, they are identical.
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Figure 3.6. Superposition of fluxes from COMPREC with Lambertian and non- 
Lambertian target reflectivities linearly scaled to have the same peak flux.
Figure 3.6 indicates that the non-Lambertian nature of the reflecting surface only serves 
to linearly scale the amplitude of the flux distribution, and does not appear to non-linearly 
scale its width. In this case, incorporation of the non-Lambertian reflectivity function into 
ray trace models was unnecessary, as any measured flux distribution was linearly
Non-Lambertian : 
^  target j
Lambertian
target
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scaled by the absolute value of the foil gauge radiometer used to calibrate the flux 
images, and this fact calibrated the distribution to be independent of the linear scaling 
effec: of the non-Lambertian reflectivity of the target surface. This simple solution would 
probably not have been available if the paint reflectivity function was a noticeably non- 
linea* function of viewing angle.
3.2.6 Calculation of receiver intersection points
Catenation of the receiver intersection points involves a straightforward analysis of a 
vector intersection with a defined mathematical surface, and the relevant mathematical 
anal/ses for these calculations are contained in Appendix 3.2.
3.2.6 COMPREC input and output files and formats
COMPREC gains its input by reading a predefined input file called ‘RecDishln.dat’. 
Appendix 3.3 contains a sample ‘RecDishln.dat’ input file. Use of the file is explained in 
the appendix.
Output flux images are saved as a 50x50 array of data points in a binary data format, 
with each number representing the light intensity at the specified point on the grid. The 
arra/ must be called into a separate data analysis and display package, such as IDL 
(Interactive Data Language) or MATLAB (MATrix LABoratory), to observe and analyse 
the flux distribution. Dimensional scaling of the data field must be performed b y 
refe'ence to the target dimensions originally stored and used in ‘RecDishln.dat’.
3.3 COMPREC output
3.3.1 Initial Testing
COMPREC output was tested against an analytical calculation of flux distribution 
procosed by Jeter (1986). Figure 3.7 shows the superposition of flux images calculated 
by Jeter’s analysis (1986) (dotted lines) and those calculated by COMPREC under 
identical input conditions.
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Figure 3.7. Superposition of COMPREC fluxes (solid lines) and analytical 
fluxes (dotted lines) (Jeter, 1986) for 1 m focal length dishes having rim angles 
of 45° and 60° respectively. Pill box sunshape used for both models.
Flux distributions calculated by CIRCE2 using identical input conditions (25 m diameter 
circular dish, 13.1 m focal point, 4.65 milliradian half-angle, pill-box sunshape, 1.2 m 
diameter circular target placed at the focal point) was also used for comparing the 
performance of COMPREC. Figure 3.8 shows the superposition of flux distributions 
calculated by CIRCE2 and COMPREC.
0.1 mr
10 mr
X (m)
Figure 3.8. Superposition of CIRCE (dotted lines) and COMPREC (solid lines) 
fluxes under identical input conditions for surface slope errors ranging from 
0.1 milliradian (the smallest value allowed in CIRCE) to 10 milliradian, in 
2 milliradian increments.
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Figure 3.8 shows that COMPREC compares very favourably with CIRCE2, and lends 
further confidence to the reliability and accuracy of COMPREC. The only noticeable 
deviation between the output of the two programs occurs in the 0.1 milliradian 
distribution, where a slight disparity appears near the edges of the central peak. This 
cons:itutes less than 1% deviation between the distributions, and is not regarded as a 
difference requiring correction in either program.
Comearisons with the PSF (Primary Solar Flux) algorithm were also undertaken. Figure 
3.9 shows the superposition of the fluxes predicted by COMPREC and PSF for a 0.5 m 
diameter target placed at the 1.81 m focal point of a modelled dish.
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Figure 3.9. Superposition of predicted fluxes from COMPREC and PSF for a 
0.5 m diameter target placed at the 1.81 m focal point of a modelled 20 m2 tiled 
dish.
Figure 3.9 shows that PSF predicts a flux with sharper, slightly narrower shoulders than 
that predicted by COMPREC. It was considered that this difference may have been 
due to different tile geometries being defined between the two programs. The program 
TILEFITTER (developed to model the 20 m2 dish for COMPREC) incorporated the 
feature of the actual dish that the mirror tiles had different tangential widths (while 
constant radial depths) between the different annular tile rings placed on the dish 
surace. It was surmised that PSF used a constant tile depth and width. Investigations 
with COMPREC using a 20 m2 dish modelled with uniformly square mirror tiles 0.1 m on a 
side showed flux predictions that matched the PSF predictions, which appeared to 
indcate that PSF used uniformly square tiles in it dish surface models. This was thus 
corsidered to be a further limitation with PSF.
3.3.2 Modelling the 20 m2 tiled dish.
Figure 3.10 shows a surface flux plot of the flux distribution expected at the 1.81 m focal 
point of the 20 m2 tiled dish at the ANU, while Figure 3.11 shows a cross section through
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this distribution. The reflecting surface was modelled as 2,262 flat mirror tiles having 
varying w idths5 , laid on perfectly paraboloidal coordinates with zero surface slope error.
x 105
Y dimension (m) x  dimension (m)
Figure 3.10. Flux distribution expected at the 1.81 m focal point of the 20 m2 
tiled dish, assuming zero surface slope error.
1.4 10'
X dimension (m)
Figure 3.11. Cross section through the flux distribution shown in Figure 3.10.
For comparison, Figure 3.12 shows the flux distribution expected for an ideal 
paraboloidal dish having a 20 m2 aperture area, 1.81 m focal length and zero slope error. 
Figure 3.12 also shows the flux distributions expected for both Kuiper’s (solid line) and a 
pillbox (dotted line) sunshape.
5 Tile widths varied from 45 mm to 100 mm, depending on the radial position on the dish surface. 
Tile depth was constant at 105 mm.
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Figure 3.12. Focal flux distribution expected for an ideal (smooth) paraboloidal 
dish having the same dimensions as the 20 m2 tiled dish. Solid line uses 
Kuiper’s sunshape (Figure 3.3); dotted line uses a pillbox sunshape. Note 
difference from Figure 3.11 in both ordinate and abscissa scales.
Figure 3.11 indicates that a much broader, flat-topped distribution can be expected at the 
focal point of the 20 tiled dish than for the ideal paraboloidal concentrator (note the 
difference in target dimensions between Figure 3.11 and Figure 3.12). This observation 
conforms with intuition, as it is expected that the nature of the 10 cm flat mirror tiles will 
create a much greater spread of radiation in the focal region than if the dish was an ideal 
continuous surface. This feature also accounts for the fact that the influence of 
sunshape is negligible when predicting flux distributions for the 20 m2 tiled dish. Figure 
3.13 shows that two distributions are virtually identical when modelled with Kuiper’s 
sunshape and a pillbox sunshape.
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Figure 3.13. Superposition of two flux distributions at the focal point of the 
20 m2 tiled dish using pillbox (dotted line) and Kuiper’s distribution (solid line) 
sunshapes.
Figure 3.13 indicates that no advantage is gained using a non-pillbox sunshape for 
modelling studies for the tiled dish. All simulations performed in this case thus used a 
pillbox sunshape for computational expediency.
3.3.3 Modelling the 400 m2 dish having a continuous, paraboloidal surface.
Without prior knowledge of the surface slope errors existent on a dish having a 
continuous surface, it is impossible to provide realistic predictions of the flux distribution 
that could be expected in its focal region. Figure 3.14 shows a family of flux distributions 
predicted by COMPREC for surface slope errors ranging from 0.0 to 10.0 milliradian on 
the surface of a 400 m2 hexagonal dish, analogous to the dish at the ANU.
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Figure 3.14. Superposition of predicted flux distributions at the 13.1 m focal 
point of a 400 m2 hexagonal aperture dish having 0.0 mr to 10.0 mr of surface 
slope error, in 2 milliradian increments. (Insolation=1000 W m 2; mirror 
reflectivity=100%.)
Further modelling of the focal flux of the 400 m2 dish is undertaken in chapter 4, where 
comparison with measured focal fluxes allows an approximate model for the dish surface 
slope error to be formulated.
The distributions shown in Figure 3.14 were produced using a pill-box sunshape. While 
the sunshape was an insignificant influence for the 20 m2 tiled dish flux distributions, this 
will not necessarily be the case for concentrators having higher surface accuracies. 
Modelling runs were performed for concentrators having different slope errors and using 
different sunshapes. It was found that the effect of sunshape only appeared to become 
significant for concentrators having average surface slope errors less than 2 milliradian. 
As the dishes modelled in the current study had slope errors greater than this figure, it 
was considered safe to continue using a pill-box sunshape for all computer ray-trace 
modelling.
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3.4 Discussion of ray trace code
The results presented in this chapter establish the viability of the COMPREC ray trace 
code to undertake simulations according to the criteria laid down in section 3.1. While the 
algorithm satisfies the required functional characteristics, it has shown that it is a CPU 
and memory ‘hungry’ program. Maximum memory allocation for the program utilises some 
12 megabytes of random access memory, and using a high performance DEC 5000 
Alpha work station requires 8 to 12 hours of processing time to calculate a flux 
distribution for the 20 m2 dish. Admittedly, the nature of the 20 m2 tiled dish surface 
places heavy demands on the processing, as each of the 2262 mirror tiles must have an 
array of data points defined across it (usually an 8x8 grid), which defines a total data set 
of more than 144,000 points. If each one of these points processes 2000 sun points 
(the array defining the solar disk), then a total of 29 million sets of calculations must be 
performed. The situation is relaxed considerably for a smoothly continuous reflector 
surface (such as modelling the 400 m2 dish), as many fewer data points (5,000 to 
10,000) were found sufficient to accurately model the focal flux distributions. This 
allowed simulations to be performed in under an hour in most cases. If the number of 
sun points are reduced to, say, 200, this processing time is cut even further to just a few 
minutes, with usually quite adequate focal fluxes being produced.
However, the most realistic test of COMPREC must be to simulate measured fluxes 
from real concentrators, and this is undertaken in the following chapter.
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4. Comparisons of Measured and Predicted Flux
Distributions
4.1 Introduction
The foregoing chapter described the capabilities of the ray trace program COMPREC to 
simulate focal region flux distributions for reflective solar concentrators. This chapter will 
present the results of comparisons between the measured distributions of chapter 2 and 
simulated distributions developed using COMPREC and a set of input parameters that 
approximate the physical characteristics of the real concentrators. This stage serves to 
further establish the viability of COMPREC as a predictive tool, which can be used in 
later investigations to reliably predict focal region light distributions from surface data 
measured on the concentrators.
4.2 Measured and predicted fluxes for the 20 m2 tiled dish
As an example of the comparison between the measured and predicted distributions for 
the 20 m2 dish, Figure 4.1 shows the superposition of the optimum flux measured (at 
1.82 m) in Figure 2.4 with the predicted flux (COMPREC) described in Figure 3.11, using 
a surface slope error of 0.0 milliradian. In order to compare the relative spread of the 
dist'ibutions, the predicted flux has been scaled by a factor of 0.79, such that it has the 
same peak intensity as the measured distribution in Figure 2.4.
- 0.2 - 0.1 0 0.1 0.2 
X dimension (m)
Figure 4.1. Measured (solid line) and predicted (dotted line) distributions at 
1.82 m from the dish vertex using zero surface slope error in the predicted 
distribution.
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Figure 4.1 shows that the measured distribution exhibits a narrower extent than that 
predicted by the ray trace model, and is most noticeable near the peak of the 
distributions. Figure 4.2, Figure 4.3 and Figure 4.4 show the superposition of measured 
and predicted flux distributions for slope errors of 1.0, 2.0 and 3.0 milliradian, 
respectively.
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Figure 4.2. Superposition of measured (solid line) and predicted distributions, 
surface slope error = 1.0 milliradian.
X dimension (m)
Figure 4.3. Superposition of measured (solid line) and predicted distributions, 
surface slope error = 2.0 milliradian.
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Figure 4.4. Superposition of measured (solid line) and predicted distributions, 
surface slope error = 3.0 milliradian.
Figjre 4.1 and Figure 4.2 show that 0.0 and 1.0 mrad of slope error produce predicted 
flux distributions that are too broad around the central regions of the distribution. Figure 
4.3 indicates that 2.0 mrad of surface slope error produces a predicted distribution that is 
a dose approximation to the measured distribution. The predicted distribution using 3.0 
mrad of slope error shown in Figure 4.4 exhibits excessive rounding in the shoulders of 
the central area of the distribution, and appears to be a poorer approximation than the 
comparison shown in Figure 4.3 (2.0 mrad of surface slope error).
La'er photogrammetric characterisation of the surface of the 20 m2 dish (see section 6.6) 
incicated that approximately 1.8 milliradian of surface slope error existed on the dish. 
This appears to be supported by the close approximations evident in Figure 4.3, and 
these comparisons formed the basis for choosing a surface slope error of 2.0 milliradian 
for all further ray trace modelling using the dish.
It should be noted that the measured and predicted flux comparisons of Figure 4.1 to 
Figure 4.4 show equal peak intensities, in order to compare the relative spatial spread of 
the measured and predicted distributions. However, this is not the most accurate 
ccmparison, due to the slight differences between the flux ‘volumes’ (that is, integrated 
pcwer) under the measured and predicted distributions. The more correct measure of 
ccmparison should be when the predicted distribution is scaled to contain the same 
integrated power as the measured distribution. Figure 4.5 shows the superposition of 
measured and predicted fluxes for the 20 m2 dish such that both contain the same 
integrated power. The scaling factor used to achieve this normalisation was calculated to 
be 0.72, which is also a direct indication of the average dish reflectivity.
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Figure 4.5. Superposition of measured and predicted fluxes having equal 
integrated powers. Surface slope error = 2.0 milliradian. Scaling 
factor = reflectivity = 0.72.
Figure 4.5 shows the predicted peak flux decreases by approximately 8% from the 
measured value to produce a distribution that contains the same integrated power as the 
measured distribution. It can be noted that the noticeable decrease in intensity shown in 
the peak region of the distribution is compensated by the apparently smaller increase in 
the ‘shoulders’ and ‘tails’ of the distribution. This lower intensity in the tails will represent 
the same energy displaced from the peak areas, by virtue of the fact that the tails cover 
a significantly larger area than the peak.
Appendix 4.1 contains the complete set of measured flux images superposed with the 
respective ray trace predictions at the measured positions of 1.78 m to 1.88 m from the 
20 rrf dish vertex. A surface slope error of 2.0 milliradian, and an average dish 
reflectivity of 0.72 has been used in all plots.
4.3 Measured and predicted fluxes for the 400 m2 dish
Figure 4.6 shows the measured distribution at the nominal 13.1 m focal point of the 
400 m2 dish (normalised to 1000 W m 2 insolation) superimposed upon the predicted 
distributions (COMPREC) for the dish having a range of slope errors from 5.5 mrad to 
7.0 mrad. All predicted distributions shown in Figure 4.6 have been scaled to contain the 
same integrated power as the measured distribution. (Actual model used dish focal 
length=13.075 m, target position=13.06 m, according to discussion in section 2.2.2 and 
section 5.4.3.3.)
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Figure 4.6. Superposition of measured (solid, heavy line) and predicted 
(dotted and solid light lines) flux distributions for a target position of 13.06 m 
from the vertex of the 400 m2 dish. Predicted distributions use surface slope 
errors of 5.5, 6.0, 6.5 and 7.0 milliradian, with the closest fit (6.5 mrad) shown as 
a I ght solid line.
As shown in Figure 4.6, the closest fitting predicted distribution occurs for a dish surface 
sloDe error of 6.5 milliradian. The scaling factor required to normalise the integrated power 
under this distribution is 0.70. Calculation of the intercepted power under the predicted 
distribution indicates that greater than 98% of the reflected energy is intercepted by the 
1.2 m target. Assuming this fact will also be true of the measured distribution, then the 
scaling factor of 0.70 between the predicted and measured distribution will also be a 
direct measure of the average dish reflectivity. This figure is supported by the measured 
average reflectivity (0.72) reported in section 2.2.4 (Figure 2.19). Using these 
measurements (0.72 dish reflectivity, and 6.5 milliradian surface slope error) allows the 
model to be extended to predict flux distributions at other focal region positions. Figure 
4.7 and Figure 4.8 show the predicted flux distributions at nominal positions of 12.8, 
129, 13.0, 13.1, 13.2, 13.3 and 13.4 m from the dish vertex.
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Figure 4.7. Predicted fluxes at indicated 
target positions less than the nominal 
focal length of a 400 m2 hexagonal dish. 
Reflectivity=0.72, slope error=6.5 mrad.
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Figure 4.8. Predicted fluxes at 
indicated target positions greater 
than the nominal focal length of a 
400 m2 hexagonal dish. 
Reflectivity=0.72, slope error=6.5 
mrad.
Figure 4.9 to Figure 4.14 show the measured and predicted distributions for the target 
positions at 12.76, 12.86, 12.96, 13.06, 13.16 and 13.36 m (note that the 13.3 m position 
was not measured (section 2.2.2)).
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Figure 4.9. Predicted (light line) and 
measured (heavy line) fluxes at 12.76 m.
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Figure 4.10. Predicted (light line) and 
measured (heavy line) fluxes at 
12.86 m.
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Ficure 4.11. Predicted (light line) and 
measured (heavy line) fluxes at 12.96 m.
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Figure 4.13. Predicted (light line) and 
measured (heavy line) fluxes at 13.16 m.
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Figure 4.12. Predicted (light line) and 
measured (heavy line) fluxes at 
13.06 m.
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Figure 4.14. Predicted (light line) and 
measured (heavy line) fluxes at 
13.36 m.
4.4 Discussion of flux comparisons
Reference to the superposed images for the predicted and measured flux distributions for 
the 20 nr dish show high levels of conformance between the two data sets. Appendix 
4.' shows that some disparities appear between the measured and predicted 
distributions at different focal positions in regions near the skirts of the distributions. 
Hcwever, these differences constitute a worst-case relative error of 5% to 8% in most 
cases, and is considered to be within the bounds of measurement error for the system. 
Nc other straight forward explanations are apparent for the discrepancies. As the flux 
target is moved to more distant positions (1.86 and 1.88 m) from the focal point, it 
becomes apparent that the narrow detail of the distribution peak’s becomes 
overshadowed by the size of the foil gauge radiometer. (The radiometer image region 
has been modified in the flux images to remove the ‘drop-out’ due to the radiometer, and 
instead replaced by a constant flux value, which explains the truncated nature of the 
distributions at the 1.86 and 1.88 m.) The predicted distributions indicate that the 
measured distributions should have slightly higher and more rounded peaks than those 
captured in the videographic images.
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A similar degree of similarity between the measured and predicted distributions for the 
400 m2 dish is evident. A noticeable deviation appears in the 12.86 m flux distribution 
(Figure 4.10), where the predicted flux is consistently higher over the whole flux field. 
This effect indicates that the predicted flux will have a greater integrated power than the 
measured distribution. A similar effect is evident at the 13.2 m target position (Figure 
4.13). The most likely source of the apparent deviations comes from the comparatively 
large uncertainty (±0.04 m) in the target positions for the measured distributions.
The results presented in this chapter establish a reliable standard between the ray trace 
program COMPREC and the measured fluxes for both the 20 m2 and 400 m2 dishes. It 
shows that successful models can be constructed for both the tiled and continuous 
surface reflectors, which in turn forms the basis for extending the predictive aspects of 
the program to characterised surfaces that have a numerical surface description, as will 
be measured in the next chapter.
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5. Photogrammetric Measurements of 
Concentrator Surfaces
5.1 Introduction
The foregoing chapters have outlined the results of both videographic measurements of 
focal flux distributions and numerical prediction of these distributions using mathematical 
models. While the models have been able to show a satisfactory degree of correlation 
with the measured distributions, it was the aim of the present study to develop a method 
whereby focal flux distributions could be reliably predicted for an actual concentrator, 
without relying on empirical focal flux measurements for confirmation. Clearly, the 
development of such a system would itself have to rely on such empirical comparisons 
to assess its validity, but if its reliability can be shown, then it would be possible to 
expect a mature system to allow prediction of light intensity distributions on any receiver 
placed in any position or orientation in the focal region of the concentrator without the 
need for actual focal flux measurements. Such a method would rely on assessing the 
optical characteristics of the concentrator, and then using these optical parameters as 
input to a ray tracing algorithm to allow prediction of the focal flux based on the measured 
surface data. To this end, investigations were undertaken to review different methods of 
concentrator optical surface measurement.
Initial investigations looked at traditional astronomical reflecting telescope mirror testing 
methods, (Malacara, 1978) but it soon became apparent that these techniques were 
applicable to optical surfaces that had a far higher quality (surface precisions to within 
several wavelengths of light) than that produced for solar concentrator applications.
Several solar concentrator testing methods were examined, among them the SHOT 
technique (Wendelin, 1991), which is an adaptation of the principles employed in the 
Hartmann test used for astronomical telescope testing, and the ‘2f testing method 
(Grossman, 1994). However, these technologies were found to be more suitable for 
small to medium size (~15 m diameter) concentrators, and would require significant and 
costly adaptations when applied to concentrators the size of the 400 m2 dish (maximum 
diameter=24.8 m, focal length=13.1 m). The funding available for the present project 
prohibited much contemplation of investigations that would require significant financial 
resources.
The author investigated an adaptation of the SHOT method which used a scanning 
laser beam and a novel beam detection method (Appendix 5.1), but calculations 
indicated that the method would suffer from inferior precision capabilities, and the project 
was abandoned. Information acquired at a much later date revealed however, that some 
image processing algorithms used for object centroid identification in CCD camera images 
could provide a much higher level of accuracy than that expected in the early 
investigations into the technique. While this knowledge came too late in the current 
project for consideration, this information could form the basis of renewed investigations 
into the method in the future.
Moire fringe effect techniques and laser interferometry (Sainov, 1993; Kowarschik et al, 
1993; Nadeborn et al, 1993; Jarvis, 1983; Harthong and Sahli, 1992) have also been
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investigated for surface contour measurement, and provide interesting insights into 
current endeavours in surface remote sensing (although to the author’s knowledge have 
not been implemented for large scale solar collector analysis).
These methods are mostly applicable to smaller scale collectors (< 10 m maximum 
dimension) and it can be difficult to ensure that both optimum and reliable precisions are 
achieved in the results. They are also usually system specific, in that they are 
constructed to assess one particular collector size or geometry, and must be modified 
and/or reconstructed to assess new collector designs or shapes.
Discussions with a number of industry representatives raised the prospect of using 
close-range photogrammetry to measure the surface coordinates of the dish, and to then 
extract appropriate optical information from these surface measurements. This method 
was investigated and showed particular promise due to its ability to measure objects of 
almost any size or orientation with a high degree of precision (Frazer, 1992). It was 
considered that if this method proved viable, then it could form an avenue of introduction 
for a new technique in the field of solar concentrator optical assessment. Inspiration to 
investigate this technique at minimal cost was also engendered through the availability of 
a photogrammetric processing system available at the University of Canberra, an 
institution in close proximity to the author.
Photogrammetry has a long history, and is discussed briefly by Shortis and Johnston 
(1995). Further information on the topic is available in Slama (1980). Advances in 
computer processing power and digital techniques over the last two decades has led to 
a high level of sophistication in photogrammetric analyses, with the particular field of 
close-range, or analytical, photogrammetry developing rapidly as an applied technique in 
both research and industry.
5.2 Photogrammetric Method
Photogrammetry uses the principles of stereovision reconstruction to measure the 
3-dimensional coordinates of objects in space. Essentially, the requirements for 
photogrammetric surface measurements are:
(i) Unique points (‘targets’) must exist on a surface which can be commonly identified in 
different photographs taken of the surface. This usually requires the placement of 
retroreflective targets to a surface (although Maas (1994) reports interesting results using 
‘structured light’, which utilises projected light patterns onto a surface for target creation 
and identification). Photographs are taken using a flash, and the retroreflecting targets 
selectively reflect light back to the camera, such that they become unique highlights 
against a dark background. Indirectly, this requirement of uniqueness also indicates the 
need for target stability between photographs.
(ii) A series of (at least two) photographs must be taken of the surface from different 
positions (or ‘stations’), with optimum convergence angles of 90°, or more, between 
stations. Measured coordinate accuracy usually improves according to the square root 
of the number of photographs taken of the object (Shortis and Johnston, 1996).
(iii) A reference coordinate system must be established with which to identify the 
approximate camera station coordinates with respect to the measured object, as well as
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coordinates on the object itself. The usual reference system chosen in this project w as 
the aperture plane of the reflector surface being measured.
(iv) Accurate coordinates of at least three targets on the object’s surface (referred to as 
‘cortrol points’). These points were usually three points chosen to also define the 
coordinate reference plane described in (iii) above.
(v) An accurate measure of ‘image space coordinates’ (ie. coordinates on the 
photographs) of the target images.
(vi) Software with which to process the measured image space coordinates to extract 
the 3-dimensional object space coordinates. The present project utilised the CRAMPA 
suite of programs (Shortis, 1993). This software utilises a least-squares adjustment of 
camera station coordinates, lens calibration parameters and control point specifications to 
provide projections (with precision estimates) of the most probable coordinates of the 
measured targets.
Two photogrammetric methods were employed in the characterisation of the measured 
surfaces. The first used film-based photogrammetry, while the second employed digital 
photogrammetry.
5.2.1 Film-based photogrammetry
The film -based method was used in the early investigations of the project to measure:
(i) the 20 m2 tiled dish,
(ii) one 30x30 cm mirror tile (used as part of the 400 m2 dish surface),
(iii) one of the first inner mirror panels of the 400 m2 dish, and
(iv) an array of selected data points across the entire surface 400 m2 dish.
The film-based technique used photography taken with a Hasselblad semi-metric 
camera fitted with a Reseau plate for fiducial mark identification and film flattening. (A 
Reseau plate is a glass plate fitted to the film plane of the camera that has 27 fine 
crosses deposited across the surface of the plate in a regular grid pattern. These 
provide ‘fiducial marks’ that are used in later photogrammetric measurements of the 
photographs to allow for estimations of film distortion, and calculation of certain internal 
camera geometry parameters.) The 90° camera roll between stations was used for 
caculation of lens calibration parameters (performed by the photogrammetric software), 
and to minimise what is known as ‘projective coupling’ that can occur between these
caJculated lens parameters (Shortis and Johnston, 1996). A high resolution6 black and 
white film was used to record the photographic images.
The photographs were developed and the target images on each photograph were
viewed and digitised using an analytical stereo-plotter7 . This is a time consuming 
process and very prone to suffering from human errors such as poor target observation 
and/or target misidentification. (This latter problem is particularly serious, as the targets 
must be digitised in exactly the same sequences in all photographs, and any reversal or
6 Kodak TechPan film
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omission of targets in the sequence will prohibit finding a solution in the photogrammetric 
software analysis applied later.) This procedure provides what are called ‘machine’ or 
‘image-space’ coordinates of the targets. These coordinates are then processed using 
photogrammetric software (Shortis, 1993) to calculate what is called a ‘bundle 
adjustment’ of the digitised data. This process employs a multivariable least squares 
adjustment of numerous parameters in the object, image and camera coordinate spaces 
to calculate the most probable x, y and z object coordinates of the target points, with 
precision estimates for each point. Automatic adjustment of camera station position and 
camera lens calibration parameters is undertaken during the processing, such that only 
initial estimates of these parameters are required to give the software a reasonable 
starting point for its iterative solutions.
5.2.2 Digital photogrammetry
The digital technique was employed exclusively in the later stages of the program to 
measure:
(i) seven triangular mirror panels on the surface of the 400 m2 dish, and
(ii) seven 60x60 cm mirror tiles (one from each of the seven panels described in (i) 
above.
Digital photogrammetry uses a still digital camera that captures an image of the measured 
surface in a digital electronic form (which is then usually translated into a TIFF type image
file). Targets are disks of retro-reflective adhesive film7 8 placed on the surface to be 
measured. These retro-reflective targets selectively reflect incident light back to its 
source. An electronic flash is mounted on the digital camera, such that at the moment of 
exposure the flash discharges and illuminates the targets. Light reflects back from the 
targets and the camera exposure is set such that it captures the image as an array of 
bright points on a dark background. Figure 5.1 shows the digital image of a triangular 
mirror panel with retro-reflecting targets attached (panel and mirror tile boundaries have 
been highlighted for clarity).
7 ADAM MPS-2 (Micro Photogrammetric System). ADAM Technology Inc. Unit 3/375 Enterprise 
Unit Complex, Technology Park, Bentley, Western Australia, Australia, 6102.
8 3M ‘ScotchLite’ material.
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Figure 5.1. Digital image of triangular mirror panel and tiles with attached retro- 
reflecting targets. Panel and tile boundaries have been artificially highlighted 
for clarity.
This digital image can then be downloaded into a computer and the image displayed on a
screen. Using appropriate software9, the target images are identified and their image 
coordinates calculated. This then provides the required image coordinate data required 
for processing with the photogrammetric bundle adjustment software described above.
Appendix 5.2 describes the procedures and software used to perform a photogrammetric 
analysis of the captured digital images.
5.3 Measurement philosophy
The overall aim of photogrammetric surface measurement was to:
(i) assess the quality of concentrator reflecting surfaces, and
(ii) predict the focal region flux distribution for sunlight reflected off the measured 
surfaces.
Issue (i) can be assessed by orienting the measured surface to have the same 
coordinate orientation as an ideal dish (usually alignment of z-axes) and then simply 
subtracting measured z-coordinates from their ideal counterparts. Issue (ii) requires a 
more complex analysis to extract surface normal information from the numerical surface 
coordinates.
9 DISKVIEW. Associate Professor Mark Shortis. Department of Geomatics, University of 
Melbourne, Melbourne, Australia.
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As the photogrammetric technique was examined and experimented with, it became 
apparent that the greatest limitations were imposed by the time required to ‘target up’ the 
surfaces to be measured, and the subsequent digitisation and processing of the image 
coordinates of the targets. This then implied a trade-off between achieving improved 
surface accuracy through high target densities, and the processing time required for these 
target densities.
However, it also became apparent that using even modest target densities would make 
the time required to measure the surface of the entire 400 rrf dish prohibitive. It was 
decided at an early stage that a more realistic philosophy of measurement would be to 
measure representative parts of the dish, and then to duplicate these around a set of 
key coordinates defined on the dish surface to enable a ‘pseudo reconstruction’ of the 
entire reflecting surface. To this end it was decided to:
(i) measure one representative mirror tile from each of the nine representative panel 
types on the dish surface;
(ii) measure the coordinates of the vertices of all mirror tiles on each of the nine panel 
types;
(iii) measure the coordinates of the vertices of all mirror panels across the surface of 
the 400 m2 dish.
The mirror tiles would then be duplicated and placed across the panel surfaces according 
to the vertices measured on the panels. These mirror covered panels would then be 
duplicated and placed in turn across the panel vertices measured across the surface of 
the 400 m2 dish.
Using this schema, it was apparent that the mirror tiles become the fundamental ‘working 
unit’ upon which the measurement of surface normal information needs to be applied. 
Once the tile surface coordinates and their associated normal vectors have been 
calculated, they need only be duplicated to the appropriate positions on the mirror 
panels, and then the relevant panels (covered with tiles and surface normals) can be 
duplicated across the surface of the entire 400 m2 dish.
It is recognised that this approximation technique introduces a number of limitations on 
the realism of the surface representation that can be achieved. Specifically, the 
orientation of the tiles across a panel surface will be accurately represented, but the 
variation arising from each individual tile will be lost, as only one tile type is being placed 
at the coordinates of all the tiles on the panel surface. Similarly, the orientation of all the 
mirror panels will be represented accurately, but the variations arising from the 
characteristics of each individual mirror panel will be lost.
Figure 5.2 shows the schema adopted for identifying panels and tiles on the 400 m2 dish 
surface.
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Figure 5.2. Classification schema used to identify panels and tiles on the 
surface of the 400 m2 dish.
The figure above shows the hexagonal aperture of the dish divided into six sectors (S1 
to S6), with nine panel types evident in each sector (P1 to P9, shown cross-hatched for 
clarity). Using this nomenclature, panels are referred to by their sector and panel 
position, such that the 2nd panel on sector 3, would be referred to as ls3p2\ etc. The 
so id black panels in Figure 5.2 indicate those panels that were chosen for 
photogrammetric measurement. As only one tile (shown as small white rectangles in 
Figure 5.2) was measured on each panel type, these tiles are simply referred to by 
appending a Y to the panel label, such that the mirror tile measured on panel s3p2 would 
be referred to as ‘s3p2t’.
It will be seen from Figure 5.2 that only eight panel types are identified as having been 
measured photogrammetrically. Unfortunately the ninth panel type was unable to be 
measured due to an oversight which resulted in the omission of photography of the 
panel. It was decided to duplicate the measured surface of the 5th panel type (as it 
ccrresponds most closely with the ninth panel position) into the ninth panel orientation to 
prevde the full complement of panels for the dish surface in later analysis.
Experience was gained in the early stages of the photogrammetric method by studies 
conducted using the 20 m2 tiled dish. The following section will describe the results of 
these investigations using this dish, which will also outline several of the experimental 
principles that were developed and used for characterising the surface of the 400 m2 
dish.
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5.4 Surface Measurement
Four sets of surfaces were measured. These were:
(i) The 20 m2 dish surface (320 targets).
(ii) One 30x30 cm (36 targets) and seven 60x60 cm mirrors tiles (171 targets) from the 
mirror panels on the 400 m2 dish (eight tiles in total).
(iv) The vertices of all mirror tiles across eight mirror panels from the 400 m2 dish
(iii) The coordinates of the panel vertices across the entire 400 m2 dish..
The methodology and preliminary photogrammetric results for each of surface sets will be 
presented in turn.
5.4.1 Assessment of the 20 m2 tiled dish surface
5.4.1.1 Methodology for the 20 m2 tiled dish
Due to the large number of tiles (2262) on this dish, it was obviously impractical to place 
targets on the surface of every tile. It was decided to place targets at the comer junction 
of approximately every 6th tile, and every second annular ring of tiles. The corner 
junction provides the point of closest contact to the underlying fibreglass dish substrate, 
and the chosen arrangement of targets produced an array of 320 target points. Figure 
5.3 shows the layout (in the x-y plane) of the target placements on the 20 m2 tiled dish, 
with an inset shown of the labelled target image used for all the film-based 
photogrammetric assessments.
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Target Layout on 5 m dish surface
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Figure 5.3. Layout of 320 targets across the surface of the 20 m2 tiled dish. 
Inset at upper right shows a target image of the type used on the dish.
Fojr photographs were taken of the dish from four different stations with 90° of camera 
‘rol’ between stations (that is, the camera was rotated 90° about an axis parallel to the 
lers axis), as shown in Figure 5.4 below.
Viewfinder
Camera i Top
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Figure 5.4. Camera station layout around the 20 m2 dish.
The distances between three (approximately) equally spaced targets around the 
periphery of the dish were measured and used to create both ‘control points’ (that is,
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target points whose coordinates were accurately known), and a reference plane and 
coordinate system against which all other parameters would be measured. The 
photographs of the dish were developed, and the target images were viewed and
digitised using an analytical stereoplotter. Photogrammetric processing10 was
undertaken on the digitised target image positions (called ‘image coordinates’) and the 
3-dimensional object coordinates of the targets were calculated. Image space precision 
was calculated to be 7.7 pm (that is, the precision of the measured target coordinates on 
the photographs), which gave an average object space precision of 0.9 mm (this is the 
rms error expected in the actual coordinates calculated for the dish surface). The overall 
relative network precision was 1:7000 (this is the ratio of the largest dimension of the 
object to the rms object space precision).
As the photogrammetric calculations can produce coordinate data that are not aligned in 
the desired orientation, an algorithm named TRIANGLEREORIENT was written to take 
an array of surface data points and reorient them into a specified position and orientation 
defined by three reference coordinates. TRIANGLEREORIENT was also developed for 
later use when duplicating and aligning mirror tiles and panels onto the 400 m2 dish 
surface.
5.4.1.2 Characterisation of the 20 m2 dish
Figure 5.5 shows the photogrammetrically measured surface calculated for the 20 m2 tiled 
dish, after reorientation by TRIANGLEREORIENT to align the dish with a regular 
coordinate system (that is, dish vertex at the origin, with the dish axis aligned with the 
z-axis).
Figure 5.5. Photogrammetrically measured surface of the 20 m2 dish.
10 CRAMPA suite of programs. Associate Professor Mark Shortis. Department of Geomatics, 
University of Melbourne, Melbourne, Australia.
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5.4.1.3 Z-coordinate deviation assessment
Whie Figure 5.5 appears to show a regular paraboloid, more accurate assessment of its 
conormance to the ideal paraboloidal shape can be undertaken by calculating the 
devation of the measured z-coordinates from the ideal shape. Definition of the ideal 
sha:>e, however, requires a description of the closest fitting paraboloid to the measured 
data. This can be found by taking a least squares fit to the data coordinates to calculate 
the:ocal point of the measured surface data. As the ideal paraboloid is defined by,
z =
x 2 + y2
4/
(5.1)
where f is the focal length of the paraboloid, it can be seen that plotting the z-coordinates 
venus (V  + >’2)/4  (that is, r 2/4 ) should yield a straight line with a slope,
m = -  (5.2)
/
anc an intercept equal to whatever z-axis offset may exist in the data set. Thus,
(5.3)
Figjre 5.6 shows the plot of z versus (x2 + y: )/4 for the 20 m2 dish data.
ErrorValue
0.000195130.00050874
0.000208250.55175
1.2 1.4 1.60.2 0.4 0.6 0.8 1
Figure 5.6. Plot of z versus (x2+y2)/4 for the 20 m2 dish surface.
Tfe slope of 0.55175 m'1 in Figure 5.6 shows the dish to have a focal length of 
1.3124+0.0007 m. This value can be used to create an ideal paraboloid against which to 
compare the measured data surface. Deviations were calculated by subtracting the ideal 
frcm the measured z-coordinates, that is,
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DZ = Zr -z,ideal (5.4)
It is thus seen that negative deviations indicate that the measured surface falls below 
the ideal at that point, while positive deviations show the measured surface to be higher 
than the ideal.
Figure 5.7 shows a surface plot of the z-coordinate differences between the measured 
data and an ideal paraboloid having a focal length of 1.8124 m.
X dimension (m)Y dimension (m)
Figure 5.7. Spatial distribution of the z-coordinate deviations between the 
measured data points on the surface of the 20 m2 tiled dish and an ideal 
paraboloid having a focal length of 1.8124 m.
Figure 5.7 shows maximum deviations in the order of ±5~6 mm. A frequency distribution 
of these deviations provides a statistical estimate of the error in the measured dish 
coordinates. Figure 5.8 displays the statistical spread of errors.
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Figure 5.8. Frequency distribution of the z-coordinate deviations shown in 
Figure 5.7. Fitted Gaussian distribution shown as a smooth curve through the 
data points.
Figjre 5.8 shows that the spread of errors follows an approximately Gaussian 
dis ribution, with a mean of zero and a standard deviation of 1.7 mm.
5.4 2 Assessment of mirror panel vertices across the 400 m2 dish
surface.
5.4.2.1 Methodology for the 400 m2 dish
Measurement of the mirror panels across the surface of the 400 m2 dish surface was 
achieved by placing targets at identical positions near the vertex of each of the 54 mirror 
panels on the dish surface. Figure 5.9 shows the target layout that was used.
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Figure 5.9. Target layout (small crosses) across the triangular mirror panels on 
the 400 m2 dish surface. Dish boundaries and one sector of panels have been 
highlighted for clarity.
Figure 5.10 shows a plan of the camera stations (labelled A, B, C, D, E and F) that were 
used to photograph the surface of the dish.
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Figure 5.10. Camera station layout around the 400 m2 dish.
As :he 400 m2 dish had no actuation at the time of the measurements, it was fixed in its 
res- position, with its axis pointing vertically upwards. A viewing distance of 
approximately 30 m from the dish vertex was required to enable a full image of the dish 
to be captured in the camera’s field of view. To establish this photographic geometry, a 
large crane (40 m maximum boom extension) was hired to allow photography to be 
undertaken from the required height above the dish.
Consultations with Shortis (1993a) indicated that six camera stations, with at least two 
photographs taken from each station having 90° camera roll between photographs, 
wojld provide a suitable network to achieve an overall object space precision of 
1:25,000, or an approximate measurement resolution of ± 1 mm on the dish surface. This 
figure was chosen, as a coordinate precision of ± 1 mm between panel vertices spaced 
aporoximately 4 m apart would allow a surface slope error precision of approximately 
0.25 milliradian to be achieved.
As shown in Figure 5.10, four photographs were taken from each station, with 90° 
camera roll between shots, providing a total of 24 photographs.. As film based 
photography was used for this exercise, with subsequent target image digitisation 
conducted manually using an analytical stereo plotter, it was decided to only use 12 
photographs of the 24 that were taken of the dish, in order to minimise the time taken to 
process the results. As photogrammetric processing software was not available to the
au:hor at the time of these measurements, a commercial organisation"11 was employed to 
process the data files of digitised image coordinates. Image coordinate uncertainties of 
1.5 |im were observed from the photogrammetric bundle adjustment, which produced an 
avsrage object space (target coordinate) precision of 1.3 mm.
11 3roken Hill Pty. Ltd. Engineering Division, Wollongong, NSW, Australia.
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5.4.2.2 Results of the photogrammetric surface characterisation of the
400 m2 dish
Figure 5.11 shows a surface plot of the reconstructed data coordinates from the 
photogrammetric characterisation of the mirror panel vertex targets across the surface of 
the 400 m2 dish. The dish has been reoriented using TRIANGLE REORIENT such that 
the dish axis is aligned with the z-axis of a regular coordinate system.
Figure 5.11. Surface plot of the photogrammetric characterisation of the 400 m2 
dish surface. (Vertical lines on the far side of the dish surface are plotting 
anomalies, and are not part of the surface data.)
5.4.2.3 Z-coordinate deviations of the panel vertices
Later analysis of the complete set of mirror panels duplicated and oriented into their 
correct orientations on the dish surface, showed an over-all focal length of 
13.075 ±0.008 m. This value was used to construct an ideal paraboloidal surface with 
which to compare the measured data points, and allowed a z-coordinate deviation plot 
(calculated by subtracting the ideal from the measured z-coordinates) to be constructed. 
Figure 5.12 shows a surface plot of the spatial distribution of the z-coordinate deviations.
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Figure 5.12. Spatial distribution of the z-coordinate deviations of the panel 
vertices across the surface of the 400 m2 dish.
The deviations of the individual triangular panels can be clearly seen in Figure 5.12. It is 
interesting to note that this information could be used directly to adjust the orientations of 
the mirror panels to take up a more ideal orientation on the dish surface.
Figure 5.13 shows a frequency distribution of z-coordinate deviations for the panel 
vertices.
Z-coordinate deviation (mm)
Figure 5.13. Frequency distribution of z-coordinate deviations for the panel 
vertices of the 400 m2 dish.
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As can be seen in Figure 5.13, the distribution of errors is approximately Gaussian, with 
a mean of -1.5 mm and a standard deviation of 3.6 mm. Note that the mean and standard 
deviation are calculated using the standard statistical formulas applied to the measured 
data set, and are not those calculated from the best-fit Gaussian curve shown in Figure 
5.13. The best fit values show a mean of -0.88 mm and a standard deviation of 4.5 mm. 
These apparent differences are most likely due to the deviation of the actual frequency 
distribution from an ideal Gaussian form.
As it is the variation between panels (rather than the average offset, represented by the 
mean) that contributes to the overall surface slope error of the mirror panels (but is by no 
means the only contributor to the overall surface slope error), the standard deviation can 
be used to estimate the slope error expected from the panel coordinate deviations. The 
average distance of 3.9 m between vertex targets predicts that a variation of ±3.6 mm in 
the z-dimension will introduce a slope error of 0.9 milliradian. The negative sign of the 
mean indicates that on average the panel vertex coordinates are slightly lower than their 
ideal positions.
5.4.3 Assessment of panel surfaces on the 400 m2 dish 
5.4.3.1 Methodology for the 400 m2 dish mirror panels
Photogrammetric assessment of the mirror panels on the surface of the 400 m2 dish was 
conducted over two separate time periods, with approximately 2 years elapsing 
between the periods. The first assessment used film-based photogrammetry (as 
described in section 5.2.1 above) on one of the six inner panels of the dish (s2p1), as 
well as one of the 30x30 cm mirror tiles on its surface (s2p1t). The second assessment 
utilised the newer and more advantageous technique of digital photogrammetry (section 
5.2.2), applied to seven mirror panels, as well as one 60x60 cm mirror tile on each of 
these surfaces. These panels were s3p2, s3p3, s5p4, s3p5, s3p6, s4p7 and s5p8, 
with associated tiles from each panel.
Alignment targets were placed in identical positions near the corners of each tile across 
both the 30 cm tiles on s2p1 (measured using film-based photogrammetry), and the 
60 cm tiles on the seven panel types that were measured using digital photogrammetry, 
such that the representative tiles that were measured (section 5.4.4) could be easily 
duplicated and oriented into the other tile positions across the entire panel surfaces.
Figure 5.14 and Figure 5.15 show the schematic layout of the tile corner alignment targets 
across the s2p1 and s3p2 mirror panel.
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Figure 5.14. Target layout on s2p1 panel (covered with 30 cm tiles). Note 
(artificially enlarged) alignment targets near vertices of the panel.
E -1.5
Figure 5.15. Target layout on s3p2 panel (covered with 60 cm tiles). Note 
(artificially enlarged) alignment targets near vertices of the panel.
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Figure 5.14 and Figure 5.15 also show the alignment targets placed near the vertices of 
the panels (the targets have been slightly enlarged for clarity). These were placed in 
identical positions on each triangular mirror panel on the dish surface, and were later used 
to duplicate and orient the panels into their appropriate positions across the dish 
(measured in section 5.4.2).
The digital images of the targeted panels were processed and photogrammetric bundle 
adjustments performed on the data sets. Table 5.1 summarises the precision estimates 
that were calculated during the photogrammetric analysis of the mirror panel surfaces.
Table 5.1 Summary of photogrammetric precision estimates for measurements 
of the 400 m2 dish mirror panels.
Panel name Image coordinate 
uncertainty (pm)
Object space
uncertainty (mm)
Overall network 
precision**
s2p1 * 1.5 0.4 1:13,000
s3p2 0.35 0.1 1:40,000
s3p3 0.35 0.1 1:40,000
s5p4 0.4 0.11 1:40,000
s3p5 0.28 0.08 1:40,000
s3p6 0.5 0.12 ” TT4ÜjDÖÖ~
s4p7 0.32 0.1 1:40,000
s5p8 0.3 0.09 1:40,000
‘ Processed using film-based photogrammetry
“ The ratio of the largest dimension of the object to the rms object space precision.
5.4.3.2 Characterisation of the mirror panel surfaces
Figure 5.16 shows the surface mesh plot of the s2p1 panel from the photogrammetric 
data. The figure shows the panel adjusted into an ideal paraboloidal orientation, with its 
three alignment vertices aligned with ideal paraboloidal coordinates.
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Figure 5.16. Surface plot of measured tile corner target points on panel s2p1 
(covered with 30 cm tiles). Surface interpolated to a 50x50 grid.
5.4.3.3 Z-coordinate deviation assessments
As it is the panel surfaces that determine the final alignment of the mirror tiles, it was 
considered appropriate to duplicate and orient the relevant mirror panels into their 
respective positions (determined by the vertex coordinates measured in section 5.4.2.2) 
on the 400 m2 dish surface, in order to gain an overall focal length determination for the 
dish. This created a data surface containing more than 5200 points. Figure 5.17 shows 
the z-versus (x2+y2)/4 plot for this surface.
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y = m*x+c
Value Error
-0.0084036 0.00016491
0.076481 8.6493e-06
r r  1.5
(X2+Y2)/4
Figure 5.17. z versus (x2+y2)/4 for the data surface created from the duplication 
and orientation of panels across the entire surface of the 400 m2 dish
Figure 5.17 shows a slope of 0.076481 m 1, which in turn predicts a focal length of 
13.075 ± 0.002 m for the dish. Using this value to construct an ideal paraboloid with 
which to compare the measured data, allows a z-coordinate deviation plot to be 
constructed for every data point across the panel surface. Plots of the measured 
coordinates subtracted from the ideal coordinates were constructed. Figure 5.18 shows 
the spatial distribution of surface deviations across the s2p1 panel aligned to an ideal 
paraboloidal orientation using a dish of focal length 13.075 m.
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s2p1
Figure 5.18. Spatial distribution of z-coordinate deviations across the s2p1 
mirror panel (aligned to an ideal paraboloidal orientation).
Figure 5.19 shows the frequency distribution of the z-coordinate deviations of Figure 
5.18.
a= 1.66
Z deviation (mm)
(Ideal-measured)
Figure 5.19. Frequency distribution of z-coordinate deviations across the s2p1 
mirror panel. Dotted line shows the best-fit Gaussian distribution to the data.
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Figure 5.19 shows that the s2p1 panel has an overall negative z-coordinate deviation 
(mean=-0.3 mm), which indicates that the panel is slightly less concave than its 
corresponding ideal paraboloidal surface. Appendix 5.3 contains spatial distribution 
plots and z-coordinate deviation frequency distributions for the seven remaining panels.
Table 5.2 summarises the z-coordinate deviations for the measured panels, aligned with 
an ideal paraboloidal orientation.
Table 5.2. Summary of mean and standard deviations for the triangular mirror 
panels, aligned with an ideal paraboloidal orientation.
Surface Mean deviations (mm) Standard deviation of 
deviations (mm)
s2p1 -Ö.3 1.66
s3p2 ~5T~ ~T7~
s3p3 T T
s5p4 ~TT~
s3p6 ~4~5
s4p7 TT~
s5p8 5.2
5.4.4 Assessment of the mirror tile surfaces on the 400 m2 dish.
5.4.4.1 Methodology for the 400 m2 dish mirror tiles
The mirror tiles on the surface of the 400 m2 dish consist mostly of 60x60 cm tiles and 
some 30x30 cm tiles that had been elastically deformed to hold an approximately 
paraboloidal shape while mounted on the triangular panels, characterised in section 5.4.3 
above.
The tiles were visually inspected, and nearly all tiles displayed ‘ripples’ in their surfaces, 
which were an obvious deviation from the smoothly varying paraboloidal curve. 
However, the ripples themselves were also continuous in nature, and showed no sharp 
discontinuities or rapid inflections.
The 30 cm tile chosen for measurement was one of approximately 80 on the s2p1 panel, 
and showed features in common with a number of other tiles, with an apparent trough 
and slight peak in both dimensions. A 6x6 array of targets were chosen for placement 
across this tile, as it appeared that this target sampling density quite adequately covered 
the apparent frequency of ripples on the tile surface. An alignment template was used to 
place the four corner targets in identical positions on all tiles across the panel to allow for 
later duplication and alignment of the measured tile onto the other tile positions on the 
panel.
Shannon’s sampling theorem was used as an approximate guide for target point density 
selection, such that the spatial frequency of the sample points was roughly twice the 
frequency of the surface deviations apparent in the tile. Using a 6x6 array on a 30 cm
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tile gave a sampling frequency of approximately 20 m'1, which in turn allowed 
measurement of spatial frequencies of up to 10 m 1. The observable ripple frequencies 
on the tiles were calculated to be approximately 2 to 3 m'1, and it was thus considered 
that the chosen sampling density would be adequate to model the variations observed 
on the tiles.
The target density was increased slightly for the 60 cm tiles, with an approximate array 
of 13x13 targets being used, 171 target points in total. Targets used on the 60 cm tiles 
were 5 mm in diameter, with four 20 mm diameter targets placed at the corners, with an 
identical orientation and spacing on each tile. These latter, larger targets were placed in 
identical comer positions on every tile across the seven panel types that were 
measured using digital photogrammetry, and served as alignment indices for placement 
of the measured tiles onto the respective positions of the remaining tiles on the mirror 
panels during later processing.
Figure 5.20 and Figure 5.21 show the layout of targets placed across the surfaces of the 
30 cm tile (s2p1t) and one of the 60 cm tiles (s3p2t).
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Figure 5.20. Target layout on the 30x30 cm mirror tile (s2p1t). Crosses mark the 
placement of targets, while the solid line marks the boundary of the mirror tile.
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Figure 5.21. Target layout on a 60x60 cm mirror tile (s3p2t), showing large, 
corner alignment targets. Solid line shows the tile boundary.
The photogrammetric software available to the author at the time of the measurements 
could only process a maximum of 12 photographs. This mandated using a camera 
station layout for the mirror tiles whereby three photos from four camera stations were 
taken, with 90° camera roll between photos. The camera roll sequence was staggered 
between stations such that an equal number of photos having all roll positions (0°, 90° 
,180° and 270°) was achieved. Figure 5.22 shows a typical camera station layout 
around a tile.
81
Station 1
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180°
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Figure 5.22. Camera station layout around a mirror tile, showing staggered 
camera roll between stations.
The images of the tile surfaces were processed and analysed using the photogrammetric 
bundle adjustment software. Table 5.3 summarises the coordinate precision estimates 
resulting from the photogrammetric analysis of the mirror tiles.
Table 5.3. Summary of photogrammetric precision estimates for measurements 
of the 400 m2 dish mirror tiles.
Tile name Image coordinate Object space Overall network
uncertainty (pm) uncertainty (mm) precision
s2p1t (30 cm)* 4.14 0.04 1:7,500
s3p2t (60 cm) 0.32 0.02 1:25,000
s3p3t (60 cm) 0.32 0.02 1:25,000
s5p4t (60 cm) 0.32 0.02 1:25,000
s3p5t (60 cm) 0.32 0.02 1:25,000
s3p6t (60 cm) 0.32 0.02 1:25,000
s4p7t (60 cm) 0.32 0.02 1:25,000
s5p8t (60 cm) 0.32 0.02 1:25,000
* Processed using film-based photogrammetry
5.4.4.2 Results of the photogrammetric assessment
Figure 5.23 and Figure 5.24 show the photogrammetrically determined surfaces for the 
s2p1t and s3p2t mirror tiles shown in Figure 5.21 and Figure 5.22, centrally aligned about 
the z-axis, and with three of their vertices touching the x-y plane.
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Figure 5.23. Surface plot of the s2p1t 30x30 cm tile shown in Figure 5.20 
(interpolated to a 50x50 grid).
s3p2 tile
Y (m)
Figure 5.24. Surface plot of s3p2t 60x60 cm tile shown in Figure 5.21 
(interpolated to a 50x50 grid).
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5.4.4.3 Z-coordinate deviation assessments
Comparison of the measured tiles with an ideal paraboloid required reorienting the tiles to 
take up an ideal paraboloidal orientation. This was accomplished by calculating the ideal 
coordinates of three vertices of the tiles for a paraboloid having a focal length of 
13.075 m (calculated in section 5.4.3.3), and using TRIANGLE REORIENT to translate 
and rotate the tiles into their appropriate paraboloidal orientations.
Figure 5.25 shows the plot of z-coordinate versus (V  + y2) / 4 for all the measured mirror 
tiles.
Figure 5.25. Plot of z-coordinate versus (x2+y2)/4 for the measured mirror tiles 
on paraboloidal orientations.
Table 5.4 (below) lists the focal lengths calculated from Figure 5.25. However, it was 
considered that the deviations of the tiles should be calculated against an ideal 
paraboloid having the average focal length of 13.075 m, and not against the individual 
focal lengths of each tile. Z-coordinate subtractions between the measured and ideal 
coordinates were thus performed using the same procedure described in previous 
sections. Figure 5.26 and Figure 5.27 show the spatial distribution of these z-coordinate 
deviations for the s2p1t and s3p2t tiles.
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s2p1t
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Figure 5.26. Surface deviation plot for the s2p1t (30 cm) mirror tile.
s3p2t
Figure 5.27. Surface deviation plot for the s3p2t (60 cm) mirror tile.
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A statistical frequency distribution of z-coordinate deviations was performed for the tiles. 
Figure 5.28 and Figure 5.29 show the frequency distribution of errors for the s2p1t and 
s3p2t tiles.
f.i=-0.55
g=0.16
c 10
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Figure 5.28. Frequency distribution of 
z-coordinate deviations for s2p1t. 
Dotted curve shows best-fit Gaussian 
distribution of errors, a has been 
calculated for the whole data set, and 
is not the SD of the fitted curve.
|i=-0.46
a=0.8
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Figure 5.29. Frequency distribution 
of z-coordinate deviations for s3p2t. 
Dotted curve shows best-fit 
Gaussian distribution of errors, a has 
been calculated for the whole data 
set, and is not the SD of the fitted 
curve.
Appendix 5.4 contains z-deviation surface plots and frequency distributions for the 
remaining mirror tiles.
Table 5.4 summarises the results of the focal length and standard deviation of 
z-coordinate errors calculations.
Table 5.4. Calculated focal lengths and standard deviation of z-coordinate 
deviations for the measured tiles.
Surface Focal length (m) Mean
deviations
(mm)
Standard deviation 
of z-coordinate
deviations (mm)
s2p1t 30 cm tile 13.14 ±0 .04 -Ö.6 Ö.16
s3p2t 60 cm tile 13.26 ±0 .02 -0.3 F F “
s3p3t 60 cm tile 13.37 ±0 .03 ITS- T F “
s5p4t 60 cm tile 13.04 ±0 .02 F F “ F F -
s3p5t 60 cm tile 13.156 ±0 .007 -Ö.3 F 5 -
s3p6t 60 cm tile 13.106 ±0 .006 -0.1 F F -
s4p7t 60 cm tile 13.168 ±0 .009 F F ” F £ ~
s5p8t 60 cm tile 13.22 ±0 .02 U 7 ~ F F “
5.5 Discussion of photogrammetric measurements
Digital photogrammetry offers an effective surface characterisation technique, with the 
end result allowing accurate surface slope measurements to be performed on
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concentrator surfaces, and ray tracing preformed on this data to predict the focal region
characteristics of concentrators. Its advantages include:
• An ability to measure a wide range of objects, having almost any size (from ‘planets 
to pinheads’) and orientation;
• It is a ‘non-contact’ measurement technique, although this feature can be compromised 
in some close range applications (such as the present case) where identifiable 
targets are required on the object surface. In this situation, contact must be made with 
the surface to attach the targets, but the photography and subsequent 
photogrammetric processing do not require contact with the surface;
• High coordinate accuracies are achievable, with increased accuracies attainable 
through the collection of more photographs from different stations around the object. 
Accuracy improvement increases according to the square root of the number of 
photographs processed. The present studies produced overall relative network 
precisions ranging from approximately 1:7,000 to almost 1:30,000. These figures are 
average values for the three coordinates measured. Generally it is found that the 
z-(depth)-coordinate shows approximately 50% higher coordinate error than the x 
and y coordinates, although this effect depends on the degree of angular 
convergence between the camera stations, with angles of 90° or greater between 
stations being optimum;
• It is a portable technology, requiring only a camera and flash unit, and a computer for 
later image processing;
• It is a comparatively low cost measurement technology, with current high resolution 
digital cameras available for AUDI 5,000 to AUD20,000, with photogrammetric 
processing software available for approximately AUDI 0,000. Coupled with a high 
performance computer for numerical processing, costing approximately AUD3,500, 
shows that a measurement system could be established for approximately 
AUD30,000 to AUD35,000. When it is considered that this provides a very general 
3-dimensional measurement technological (as noted in the points above) that can be 
used to measure structures and surfaces (reflective and non-reflective) with a high 
degree of accuracy, it represents a very attractive option where numerous objects 
require measurements;
• Extremely precise camera station positions and lens calibration parameters are not 
mandatory, with only approximate (±20%) initial estimates for these parameters being 
required to start the iterative least-squares solution going when performing the 
photogrammetric ’bundle adjustment’ processing. At least three coordinate points 
(‘control points’) on the object surface must be known with a reasonable degree of 
accuracy, to allow suitable ‘real world’ scaling of the final output coordinates to be 
performed.
Primary disadvantages with the method include:
• The process of ‘targeting up’ the surface to be measured can be a very time 
consuming and laborious process, and can compromise the possible advantage that 
photogrammetry offers of being a non-contact measurement system. However, some 
alternative methods using structured light projection systems have been investigated 
(Maas, 1992), which could offer a method of simply projecting an array of ‘light dots’ 
onto the surface to be measured, and taking photographs of the projected light array. 
This completely eliminates the need for the application of surface targets, but does 
introduce the drawback that highly reflective surfaces (such as mirrors) would not 
show the light dots on their surface in a measurable sense. These surfaces could 
most likely be sprayed with a light, easily washed-off water-based paint to provide
87
an opaque surface onto which the structured light patterns could be projected and 
seen;
• A significant amount of operator training is required to both use and interpret the large 
range of parameters that must be monitored and controlled in both the photographic 
and bundle adjustment processing stages. This is particularly true of the CRAMPA 
suite of programs, that are direct outgrowths of academic research software. Other 
packages may be available that are more user friendly, but these were unable to be 
assessed because of their high cost and/or lack of availability to the author’s research 
environment.
The results presented in this chapter show some of the measurements and 
characterisations that can be achieved using close range photogrammetry. In this 
particular application involving paraboloidal surfaces, analysis of z-coordinate deviations 
allows quantitative figures to be assembled that show the approximate conformance of 
the measured surfaces with the ideal shape, as well as providing spatial visualisation of 
the distribution of the deviations across the surfaces. It also allows an estimation to be 
made of the most probable focal length expected for the surfaces.
However, further analysis is required to extract surface normal information from the 
measured data coordinates. This will allow both a quantification of the optical quality of 
the surfaces, and the generation of surface normals which can be used to produce ray 
trace predictions of the focal flux distributions that can be expected for sunlight reflected 
from the reflective surfaces. The development of these more advanced analysis tools is 
the subject of the next chapter.
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6. Quality Assessment of Photogrammetric
Surfaces
6.1 Introduction
Chapter 5 introduced the technique of photogrammetry to measure the reflecting surfaces 
of the paraboloidal concentrators at the ANU. While preliminary assessments of the 
conformance of the surfaces with an ideal paraboloidal shape were undertaken through 
the examination of z-coordinate deviations, these calculations do not provide a definitive 
measure of the optical qualities of a reflective surface, and , as such, cannot provide an 
indication of the expected focal region performance of the concentrator.
The primary requirement that enables an optical assessment to be undertaken is that a 
surface must be known in a form for which surface normal data can be calculated. (Some 
researchers (Grossman, 1994; Wendelin, 1991) also refer to the surface normal as 
‘surface slope’ information, and the two will be used interchangeably in the subsequent 
discussion.) For analytic surfaces this represents no difficulty, as the normal is found 
simply by taking the gradient of the surface equation (actually, for concave concentrator 
reflecting surfaces, the negative of the gradient must be used, as the positive gradient is 
calculated for the convex side of the surface). Surfaces which have been defined by a 
discrete array of numerical surface coordinates, however, present a situation of some 
complexity, as there is no straightforward method(s) of extracting surface normal 
information from the coordinate array. Numerical methods become the only avenue of 
approach to such problems. Crude estimations can be made by creating a triangulation 
network (typically DeLaunay triangulation) (Renka, 1996b), and using a method of 
‘nearest neighbour’ estimation of surface normal, by taking a set of surrounding data 
points close to a point of interest, constructing a sequence of triangles around the point, 
and by taking the cross product of two sides of each of the triangles, an array of surface 
normals can be calculated around the point, as shown in Figure 6.1.
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Figure 6.1. Array of surface normals, ni5 calculated around a point, Q, from 
triangles created between Q and its neighbours, Pj.
An “average” surface normal can be calculated at the point, Q, by taking the average of 
the x,y and z coordinates of all the surface normal components around the point. 
However, this represents a very rough approximation to the normal and is not useful for 
accurate calculations.
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A process of fitting an analytic surface to the array of surface coordinates offers a more 
realistic approximation to the surfaces measured in the present analysis (the reflecting 
surfaces were clearly smoothly varying functions). Numerous algorithms and methods 
have been developed to fit analytic surfaces to numerical data, and it is not the aim of 
the present study to undertake an exhaustive review of all the nuances and 
characteristics of the different techniques. It was found that a number of algorithms are 
available which have a wide respectability and use in the numerical data fitting literature, 
and these algorithms were identified and tested for their applicability to the types of 
surfaces measured in this project.
6.2 Assessment of available algorithms
Assessing the surface fitting accuracy of the range of different types of surface fitting 
algorithms available requires a standard reference against which to compare the fitted 
results. Goshtasby and O’Neill (1993) suggest a number of surfaces for comparison. 
These surfaces represent fairly arbitrary devices, however, and it was considered more 
appropriate to use model surfaces that provided a closer approximation to the surfaces 
under test.
Clearly, as the measured surfaces were intended to be close approximations to a 
paraboloidal shape, this surface offers itself as the initial reference against which a fitting 
algorithm should be tested. If a fitted surface to an array of paraboloidal data coordinates 
does not produce a close approximation to the surface normals expected for the surface, 
then it will probably not fulfil the requirements expected of it when the surface contains 
perturbations from the ideal shape.
Assessment of the quality of fit was judged by the magnitude of the average surface 
slope error between the ideal surface and the fitted surface. Surface slope error was 
measured as the average magnitude of the deviation vectors between the ideal surface 
normal vector and the calculated normal from the fitting function. Figure 6.2 illustrates this 
concept.
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Figure 6.2. Illustration of the concept of normal deviation vector. The mean 
magnitude of an array of normal deviation vectors is used as a measure of 
surface slope error.
Assessment of fitting accuracy also requires a realistic accuracy criterion against which to 
measure the performance of a fitting routine. This criterion will clearly be dependent on 
the regime of errors that are expected to be encountered on the measured surfaces. For 
example, it is apparent that if reflecting surfaces suitable for astronomical telescope use 
were being assessed, then a measurement system and fitting routines would have to be 
capable of sensing surface slope errors in the order of nano- to pico radian. Solar 
concentrators do not have such high accuracy requirements, and reference to published 
results for some the highest quality solar concentrators in existence give suitable bounds 
on the accuracy requirements for this type of work. Stein and Diver (1993) indicates that 
stretched membrane dishes present some of the highest quality reflecting surfaces (for 
example, the Sclaich-Bergermann & Partner dishes) currently in existence, and these 
generally show surface slope errors of between 1.8 and 2.5 milliradian. It was 
considered that a fitting accuracy equal to 10% of these high quality concentrator slope 
errors would provide a realistic upper bound within which to work. Taking a good quality 
concentrator to have a surface slope error of 2.0 milliradian, places a bound of 0.2 
milliradian on the required accuracy criterion. This value is used in subsequent 
assessments as the nominal bound of accuracy against which fitting routines should be 
judged.
Other features of the measured data also dictated some specific requirements of a fitting 
algorithm. Placement of targets on a surface did not always conform to a regular grid, and 
the boundary aperture of many measured surfaces did not have a square or rectangular 
perimeter (for example, the circular aperture of the 20 m2 dish, and the triangular apertures 
of the mirror panels on the 400 m2 dish). These characteristics meant that several 
algorithms were discarded from further examination, as they required the input data sets 
to conform to regularly gridded, rectangular boundary schema.
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After review of a number of algorithms, it was decided to pursue further testing with three 
programs. These were:
1. BVIP (Bi-Variate Interpolation Polynomial) offered by the Naval Surface 
Weapons Centre (NSWC, 1992);
2. SRFPACK (together with TRIPACK), (Renka, 1996a and 1996b);
3. SURFIT (Dierckx, 1993).
A preliminary test surface was defined based on the 20 m2 dish (that is, diameter = 5 m, 
focal length = 1.81 m), and the x,y coordinates of the target positions on this dish (see 
Figure 5.3)were used to calculate an ideal set of associated z-coordinates. For two of 
the fitting routine tests (BVIP and SURFIT), surface normals were calculated by 
interpolating two orthogonal elementary vectors (length = 10'8m) from the point of 
interest into the fitted surface, and taking the cross product of the vectors to calculate the 
surface normal vector at that point. SRFPACK calculated first order derivatives directly 
within the routine, and these values were used to calculate surface normal vectors.
6.2.1 BVIP
BVIP attempts to fit a quadratic polynomial surface to local sets of data points around a 
chosen point of interest. The ‘local’ or ‘global’ influence of the data field can be adjusted 
by specifying the numbers of nearest neighbours to the point of interest that are used 
by the algorithm to calculate the fitting surface. Figure 6.3 shows a plot of average 
surface slope error versus number of nearest neighbours calculated using BVIP.
Number of close points
Figure 6.3. Surface normal deviations (slope error) versus number of nearest 
neighbours using BVIP.
It can be seen that at best, BVIP only approximates an ideal surface to within 
approximately 0.9 milliradian.
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6.2.2 SRFPACK
SRFPACK uses a Hermite interpolatory tension spline that calculates surface 
derivatives (normals) directly and has two modes of assessment. One uses a local 
fitting function, while the other calculates a surface fit based on the total (global) data field 
and which uses automatic adjustment of a tension factor to accommodate local variations 
in the data field. Both modes were assessed. Support software was written to facilitate 
interfacing with the SRFPACK and TRIPACK routines (TRIPACK is a triangulation 
package intended for use with SRFPACK). Application of the routines to the test surface 
returned average surface slope errors of 1x 10'4 milliradian for the local fitting mode, while 
the global mode returned slope errors of 6 to 8 milliradian. The large difference between 
these two modes was a cause of some concern, and communication with Renka (1996c) 
did not produce any further indications as to why the global fitting mode displayed such 
large surface slope errors.
6.2.3 SURFIT
The SURFIT routine (Dierckx, 1993) was implemented through the use of the NAG 
libraries E02DDF and E02DEF (NAG, 1994). This algorithm uses B-spline 
representations of the surface fitting function, which incorporates automatic knot 
placement in the data surface according to the tension set by a smoothing factor, S. 
(See Dierckx (1993) for a discussion of spline curve and surface fitting in general, and 
B-splines in particular. A complete description of the SURFIT package is also found 
there.) E02DDF calculates the B-spline fitting coefficients for the surface data, while 
E02DEF evaluates the spline function at any specified interpolation point. Interface 
software was written to access the routines in the NAG library, and assessments made 
using the test surface returned average surface slope errors of 2 x 10'5 milliradian. This 
was clearly the closest approximation to the test surface of the three routines.
6.3 Evaluation of fitting accuracy
6.3.1 Assessment of an optimal fitting routine
The model paraboloidal surface was useful in preliminary assessments of the suitability 
of the various surface fitting codes, but was not a realistic representation of the actual 
surfaces measured photogrammetrically. Review of the 20 m2 dish and the 400 m2 dish 
mirror tile surfaces and their apparent deviation from the desired paraboloidal shape, 
showed that surface fitting accuracy must also be tested over a range of test surfaces 
that included non-paraboloidal ripples and perturbations. Although not immediately 
obvious, it also became apparent that the test ripples should not be curves defined by 
quadratic or cubic functions, as the fitting routines intrinsically used these types of 
approximating equations (eg. bicubic splines and B-splines) and would return 
unrealistically good fits for curves of this type. It was thus decided to construct test 
surfaces consisting of the basic paraboloidal shape, with superimposed two- 
dimensional sinusoidal ripples imposed on the surface. The spatial amplitude and 
frequency of these sinusoids could be varied in order to assess the performance of the 
fitting functions under varying conditions. These test surfaces were generated using the 
following basic form:
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z =
X- + y~ 
4 a
+ A(sin(car) + sin(öjry))
where,
a = the focal length of the test paraboloid,
A = the amplitude of the bi-sinusoidal ripples,
co = the spatial angular frequency (radian m'1) of the bi-sinusoidal ripples
Note that in later analysis spatial frequency (f, m'1) is used instead of spatial angular 
frequency (co, radian m'1). co is related to f by the usual relationship,
co = 2k f
Figure 6.4 shows a mesh plot of such a paraboloidal surface with superimposed 
bi-sinusoidal ripples.
Figure 6.4. Example of a paraboloidal surface with superimposed bi-sinusoidal 
ripples.
It was decided to change the test surface from the 20 nr dish target layout to the 60 cm 
mirror tile target layout for the ‘rippled paraboloid’ tests, as it was this type of surface 
upon which the majority of surface assessment would be performed. Average surface 
slope error was recorded for a range of ripple amplitudes and spatial frequencies for both 
the SURFIT and SRFPACK-local routines, where surface slope error in this case is 
defined as the deviation of the fitted surface normal from the ideal normal of the rippled 
paraboloidal surface, rather than deviation from the paraboloidal surface only. Figure 6.5 
and Figure 6.6 show the results of these tests for SURFIT and SRFPACK-local, 
respectively.
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Figure 6.5. Average slope error versus spatial frequency for a range of 
sinusoidal ripple amplitudes using the SURFIT (E02DDF and E02DEF) routine.
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Figure 6.6. Average slope error versus spatial frequency for a range of 
sinusoidal ripple amplitudes (mm) using the SRFPACK-local routine.
Examination of Figure 6.5 and Figure 6.6 show that for the same spatial frequency, the 
SURFIT routine consistently produces lower average surface slope errors than the 
SRFPACK-local routine. This indicates that the SURFIT routine is able to more closely 
follow the introduced ripples than the SRFPACK-local routine. It was decided that the
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SURFIT (E02DDF, E02DEF) routine should be used for the assessment of surface 
slope errors on the measured reflector surfaces.
Figure 6.5 shows a dotted line drawn at the 0.2 milliradian level of surface slope error. It 
can be seen that to maintain this level of fitting accuracy requires surface ripples having 
±2.0 mm amplitude to have a spatial frequency of 2.0 m'1 or less. Similarly, ripples 
having amplitudes of ±1.0 and ±0.5 mm can have spatial frequencies up to 2.5 and 
3.0 m'1, respectively to maintain this level of fitting accuracy.
This criteria for slope error fitting accuracy can be refined further through a Fourier 
transform analysis of the measured surfaces. Figure 6.7 shows a plot of the frequency 
component amplitudes versus x and y-dimension frequencies for the s3p2t mirror tile 
z-coordinate deviations (the z-coordinate deviations were processed instead of the 
complete tile surface in order to remove the interference due to components that 
belonged to the paraboloidal surface).
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Figure 6.7. Plot of x and y dimension frequency amplitudes versus frequency 
for the s3p2t mirror tile z-coordinate deviations. Dotted line shows the 0.2 
milliradian slope error cut-off function, derived from Figure 6.5.
Fourier spectral curves for the remaining mirror tile z-coordinate deviations are contained 
in Appendix 6.1. As noted in this appendix, the fast Fourier transform (FFT) produces a 
spectral ‘surface’, but as the dominant components always appeared along the x and y 
axes of the surface plots, it was these components that have been plotted in the 
accompanying figures.
Figure 6.7 also shows the 0.2 milliradian slope error cut-off function. This curve is 
derived from Figure 6.5, where the points on the ripple amplitude curves corresponding 
to 0.2 milliradian surface slope error were recorded and plotted against their 
corresponding spatial frequencies. This curve defines the point, for a ripple having a 
given amplitude, where the uncertainty in the calculated surface slope error would 
exceed 0.2 milliradian. This means that the points where this curve cuts through the
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Fourier spectral curves in Figure 6.7, indicates that the uncertainty in the surface slope 
error for these frequencies will equal or exceed 0.2 milliradian. It can be seen that the 
error cut-off curve passes through the Fourier spectra at frequencies of approximately 
5.5 m '\ and that the greater proportion of the frequency components represented in the 
surface will be modelled with accuracies significantly better than 0.2 milliradian. 
Conversely, it appears that the E02DDF/E02DEF routines can model the components 
at higher frequencies with an accuracy less than 0.2 milliradian.
Integrating the ‘volume’ contained under the FFT spectral surfaces for frequencies that 
exceed the intersection points of the 0.2 milliradian slope error cut-off curve with the 
spectral curves (ie. frequencies greater than approximately 5.5 m'1) shows that the 
relative contribution of these components to the overall slope error uncertainty is 
approximately 20%. While significant, this represents a minor contribution to the overall 
surface slope error uncertainty and appears to indicate that GRADFITTER will model at 
least 80% of the surface with an accuracy better than 0.2 milliradian.
6.3.2 Assessment of closeness of fit
One of the strengths, but accompanying liabilities, with the SURFIT routine is that it 
utilises a manually adjustable smoothing factor, S, which must be varied to obtain the 
closest fit to the data surface. If S is too large, then the surface is smoothed 
excessively, and small local variations are lost. If S is too small then the B-spline fitting 
surface can introduce spurious oscillations into the fit. The tension factor can be likened 
to the tension applied to a rug or blanket that lies over an irregular surface. If the tension 
is high (large S), then the rug is pulled taut over the surface, and does not show much 
detail of the underlying features. If the tension factor is too loose, then the rug will 
accommodate the underlying features, but can also include ripples and warps that are 
not part of the data surface. Figure 6.8 shows a bilinear interpolation of the s3p3t 
surface deviations (from an ideal paraboloid). A bilinear interpolation method simply 
calculates the z-coordinate of an interpolation point by linear interpolation on a plane 
between the three nearest measured data points to the interpolation point. Figure 6.9 to 
Figure 6.11 show the three cases for bicubic B-spline fits applied to the surface having 
too much tension (features excessively smoothed), too little tension (excessive rippling 
between data points) and the optimal tension (close conformance to original data set).
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Figure 6.8. Bilinear interpolation of the s3p3t tile surface deviation from an 
ideal paraboloid, interpolated to a 50x50 grid.
Figure 6.9. Bicubic B-spline fit to the s3p3t deviations using a large smoothing 
factor (S=1.0), causing excessive smoothing of the data.
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Figure 6.10. Bicubic B-spline fit to the s3p3t deviations using a small 
smoothing factor (S=1.3 x 10"13), causing excessive rippling between data 
points.
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Figure 6.11. Bicubic B-spline fit to the s3p3t deviations using an optimal 
smoothing factor (S=9.2 x 109), producing a close fit between the measured 
and fitted surfaces.
Figure 6.12 shows the subtraction between the bilinearly fitted surface of Figure 6.8 and 
the spline fitted surface of Figure 6.11.
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Figure 6.12. Subtraction between the bilinearly fitted surface of Figure 6.8 and 
the optimal spline fitted surface of Figure 6.11.
The large deviations apparent at certain points on the boundaries of the plot are typical 
excursions that can occur at edges or discontinuities for numerical data fits, and constitute 
only 1% of the data points on the surface. The rms deviation shown in Figure 6.12 is 
26 pm (excluding the aberrant edge values).
Figure 6.9 and Figure 6.10 raise the issue of what constitutes an ‘optimal’ fit to a data 
surface, and highlight the ‘liability’ associated with having a manually adjusted smoothing 
factor. It becomes apparent that the bicubic spline fit could be made to do ‘anything’ 
depending on the choice of the smoothing factor. It was decided to use the bilinear data 
fit as a reference surface with which to compare the bicubic spline fits, as this represents 
a robust surface fit that neither excessively smooths nor oscillates between the data 
points. A program named GRADFITTER was written that used the E02DDF and 
E02DEF routines, but which also allowed calculation of sets of interpolating data points 
such that deviations of the spline surface points between the measured data points 
could be assessed. Contemplation of Figure 6.9 and Figure 6.10 indicates that the 
spline surface deviation from a bilinear fit should be comparatively high for both an 
excessively smoothed and excessively rippled spline fit. A close to optimal fit should 
be obtained when the smoothing factor has been adjusted until the interpolated 
deviations are a minimum. Figure 6.13 and Figure 6.14 illustrate this concept using two 
dimensional data.
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Figure 6.13. Excessive deviations (arrows) between an oscillating spline fit 
(dashed line) and a linear interpolation (heavy straight lines) of a data set. 
Optimal fit shown as a light continuous line.
X
Figure 6.14. Excessive deviations (arrows) between an over-smooth spline fit 
(dashed line) and a linear interpolation (heavy straight lines) of a data set. 
Optimal fit shown as a light continuous line.
It was decided to implement the interpolating data points between the measured data 
coordinates on the three-dimensional surfaces by creating triangulated panels between 
the measured data points and then divide each triangle into a 5x5 grid, as shown in 
Figure 6.15.
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Figure 6.15 Layout of interpolating data points on triangulated panel between 
measured surface coordinates.
This subdivision gave an extra 12 interpolation points on the triangular panels between 
the measured data points. Both bilinear and bicubic spline values at the interpolating 
points were calculated for a given fit, and the rms difference between the z-coordinates 
of the fits was used as a measure of the closeness-of-fit between the bicubic spline and 
bilinear fits.
This approach to finding the optimal fit to a data set was assessed by applying the 
interpolation scheme described above to the bi-sinusoidal test surfaces. Spatial 
amplitudes and frequencies were chosen, and the variations in rms z-coordinate fitting 
error (referred to simply as fitting error), together with the change in surface slope error, 
were plotted as functions of the smoothing factor, S. Over numerous tests a trend 
became apparent where often both the fitting error and the slope error would decrease 
and plateau with S, until a point was reached where the fitted surface started rippling 
rapidly, and both the fitting and surface slope errors increased noticeably. This became 
a signal point to indicate that the optimal fit should be selected using the smoothing factor 
that occurred just prior to the rapid change in the fitting and slope errors. Figure 6.16 
shows examples of this type of behaviour for two different bisinusoidal ripple 
amplitudes and frequencies.
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Figure 6.16. Examples of the variation in fitting error and surface slope error 
with smoothing factor, S, for bicubic spline fits to bisinusoidally rippled 
surfaces. Note the points where both curves increase rapidly with decreasing 
S-value.
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However, there were instances where this behaviour did not occur, and both the slope 
and fitting errors either decreased to a relatively constant value and did not display any 
sharp increases in either values with decreasing S, or they decreased to a point, then 
both started rising slowly again after reaching a minimum. Figure 6.17 shows an 
example of this type of behaviour.
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Figure 6.17. Examples of changes in fitting and slope errors versus smoothing 
factor, without rapid variations in the values with decreasing S. Note that 
different scales are used for each abscissa.
It can be seen that the fitting error generally displays a slower variation with S than the 
slope error, and these small changes must be observed closely to detect the points of 
minimum deviation. However, when it was apparent that a slowly varying situation 
existed, such as displayed in Figure 6.17, it was found sufficient to choose an S-value 
that fell in the midpoint of the minimum range of the fitting error (shown in Figure 6.17).
In all of these cases it became clear that choosing the minimum point of the fitting error 
gave a reliable guide to the closeness of fit between the bicubic spline surface and the 
underlying data surface. This method was used to select an appropriate smoothing 
factor for use with the measured photogrammetric surfaces.
However, there were two instances where the change in the fitting error did not 
immediately coincide with the change in the surface slope error. Figure 6.18 shows an 
example of one of these events.
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Figure 6.18. Examples of changes in fitting and slope errors versus smoothing 
factor, showing where the changes in fitting error do not coincide with the 
slope error. Note that different scales are used for each abscissa.
No apparent cause was identifiable for this effect, and it constitutes an area that requires 
further analysis. Unfortunately, time restrictions prevented the author from fully resolving 
this discrepancy, and it is envisaged that this will form a source of further research in 
future work. However, it was not considered to be a cause of major concern, due to its 
rarity of occurrence, and it was decided to process the photogrammetric surfaces using 
the minimisation of fitting error method to determine the optimal fit conditions.
6.4 Surface normal assessment of surfaces
GRADFITTER was used to calculate the surface normals across the 20 m2 dish surface 
and the eight mirror tile types that were measured on the surface of the 400 m2 dish. 
Figure 6.19 and Figure 6.20 are example plots showing the spatial distribution of surface 
slope errors that were calculated for the 20 m2 dish surface and the s3p2t mirror tile.
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Figure 6.19. Spatial distribution of surface slope errors across the surface of 
the 20 m2 tiled dish.
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Figure 6.20. Distribution of surface slope errors across the s3p2t (60 cm) mirror 
tile.
Appendix 6.2 contains slope error surface plots for the remaining mirror tiles.
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Review of the surface slope error distributions does not appear to show any systematic 
or regular type of distribution across the measured surfaces. However, Romero (1994) 
indicates that a bi-variate Gaussian distribution of surface slope errors can be used to 
successfully model many reflector surfaces. This has the general form,
P =
1
V *
[  - a l 2a ;
271 J<T <7
(6 .1)
where,
P = probability density distribution 
= standard deviation in the x-dimension 
ay = standard deviation in the y-dimension
Figure 6.21 shows a graphic description of this distribution.
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Figure 6.21. Illustration of the bivariate Gaussian probability distribution (or 
‘envelope’), defining the likely deviations expected for actual surface normals 
on measured surfaces.
Generally, this is classed as elliptical error distribution function, as the case where ox *  Gy 
will produce an error distribution having an elliptic projection on the x-y plane. The case 
where a x = oy leads to a circular error distribution function, characterised by a single 
standard deviation, o, and the probability density function simplifies to,
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This simple model can be used as an initial standard of comparison with the measured 
distribution of surface slope errors. However, the circular error distribution implies that 
the surface normal deviation becomes defined by the radial (0) component of the deviant 
vector, and is independent of the tangential component ((}>), as illustrated in Figure 6.22, 
below:
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Figure 6.22. Illustration of the radial and tangential components (spherical 
coordinates) of a deviant normal vector.
This then translates the bivariate probability distribution into one defined by a univariate 
parameter - that is, the radial component, 0.
6.5 Calculation of bi-variate standard deviation from univariate data.
Calculation of the standard deviation of a circular bi-variate Gaussian probability 
distribution from an array of univariate radial (0) deviations requires transforming the 
probability distribution equation into a univariate form. Equation 3.2 defines a probability 
per unit area in the x-y plane. Translating from two-dimensional (x,y) coordinates to 
one-dimensional radial (r) coordinates (Johnston, 1995b), such that the probability per 
unit area as a function of radius from the most probable direction is calculated, produces 
a Rayleigh distribution of the form,
P
\
v y
(6.3)
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This describes a skewed distribution of the form shown in Figure 6.23.
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Figure 6.23. Rayleigh distribution describing the probability distribution of 
radial deviations of normal vectors from their ideal direction, o = 5 milliradian.
It is noteworthy, and easily shown (Johnston, 1995b) that the mode of the Rayleigh 
distribution is defined by the standard deviation, a, of the bi-variate Gaussian 
distribution of errors.
This model can be used to assess the distribution of surface slope errors for the 
measured surfaces.
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6.6 Surface normal assessment of measured surfaces
Figure 6.24 shows the frequency distribution of surface slope errors calculated for the 
20 m2 dish.
Figure 6.24. Frequency distribution of surface slope errors for the 20 m2 dish. 
Smooth curve shows the best fit Rayleigh distribution. Mode indicates the 
approximate standard deviation of a corresponding bi-variate Gaussian 
distribution of surface slope errors.
The distribution of measured data shows a close approximation to the fitted Rayleigh 
distribution, although the tail of the measured distribution shows a slightly greater density 
of high-value slope errors than those predicted by the Rayleigh distribution. Such a 
correspondence appears to support the concept that the distribution of surface slope 
errors of the 20 m2 dish follows an approximately bi-variate Gaussian probability 
density distribution. The indicated standard deviation of 1.8 milliradian in Figure 6.24 also 
supports the modelled value of 2.0 milliradian used in section 4.2 (Figure 4.3) to simulate 
the measured flux distribution for the dish.
Figure 6.25 shows the frequency distribution of surface slope errors for the s3p2t 
(30 cm) mirror tile measured on the 400 m2 surface, with the superposed best-fit Rayleigh 
distribution to the data.
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Figure 6.25. Frequency distribution of surface slope errors for the s3p2t mirror 
tile. The indicated mode is calculated from the best-fit curve to the data set.
It can be seen that Figure 6.25 shows a more ‘jagged’ distribution than the ideal Rayleigh 
distribution (smooth line), which makes it more difficult to identify its overall shape. 
However, as the fitted curve shows, the distribution is not inconsistent with a bi-variate 
Gaussian distribution of the surface slope errors.
Appendix 6.3 contains the frequency distribution plots for the remaining seven mirror 
tiles. It can be seen that the surface slope errors for all of these surfaces show a high 
degree of conformance to a Rayleigh distribution.
However, it should be borne in mind that such a model only provides a convenient 
method for classifying the distribution of surface slope errors. The real strength of 
surface normal assessment is the calculation of actual surface normals at defined points 
on the surface, which then allows ray tracing to be performed on the surface and focal 
fluxes predicted. As such, it is not absolutely essential that the measured surface 
normals conform to either a bi-variate Gaussian, or any other distribution, as it is the 
knowledge of the actual normals rather than their approximate distribution that is of 
greatest significance to the overall goal of predicting the focal flux distribution.
This does not preclude the fact that conformance with expected models does provide a 
useful indicator of the optical quality of a surface, and allows for quick assessments of 
the expected performance of a reflector.
For the case of the 400 m2 dish, there are clearly many combinations of surfaces that 
could be assessed for overall surface slope error. As shown in appendix 6.3, slope 
errors due to the mirror tiles alone can be calculated. Surface fits (using GRADFITTER) 
can also be performed on the tile vertex coordinates on the measured mirror panels (see 
Figure 5.14 and Figure 5.15), and surface slope errors calculated for these surfaces. 
Figure 6.26 shows the frequency distribution of slope errors calculated for the s2p1 mirror
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panel (that is, without any tiles on its surface), oriented to assume the measured vertex 
coordinates at its respective position on the dish surface.
s2p1 (no tiles)
Mode=4.08 mrad
Slope error (radian)
Figure 6.26. Frequency distribution of surface slope errors across the s2p1 
mirror panel, using the tile vertex coordinates only (ie. mirror tiles have not 
been placed on the panel surface). The dotted curve shows the best-fit 
Rayleigh distribution to the data, with the mode calculated from this best-fit 
curve.
Appendix 6.4 contains the frequency distribution plots for the remaining measured mirror 
panels. However, review of Figure 5.14 and Figure 5.15 indicates that the data points at 
the mirror tile vertices do not constitute a regularly gridded data surface, and represent a 
comparatively low sampling frequency. These facts will not allow a reliable surface fit to 
be made for the panel surfaces, and it is expected that the relatively high slope errors 
indicated in appendix 6.4 are due to this effect.
Duplicating the mirror tiles (and normals) across their respective mirror panels provides 
indications of the surface slope error due to the individual mirror panels covered with tiles. 
Figure 6.27 shows the frequency distribution that arises for the s1p1 mirror panel 
covered with s2p1t mirror tiles. (The tiles were oriented using TRIANGLEREORIENT to 
assume the individual coordinates measured for the tile vertices on the panel, while the 
panel had been reoriented to assume the measured vertex coordinates on the dish 
surface.)
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Figure 6.27. Frequency distribution of surface slope errors for s2p1t mirror tiles 
duplicated across the surface of the s1p1 mirror panel. The dotted curve shows 
the best-fit Rayleigh distribution to the data, with the mode calculated from 
this best-fit curve.
Appendix 6.5 contains the frequency distributions for the remaining panel types covered 
with their respective mirror tiles. Reference to the frequency distributions in the appendix 
shows that the errors introduced by placing the tiles onto the measured vertex 
coordinates on the panels (and then the panels oriented into the respective panel 
positions on the dish surface) produces very different error distributions from those 
existing on the tiles themselves. Table 6.1 summarises the standard deviation of 
surface slope errors for the tiles and the respective panels covered with tiles, and 
oriented into their measured positions on the dish surface for one dish sector (sector 1).
Table 6.1. Summary of surface slope error standard deviations for tiles and tile 
covered panels on sector 1 of the 400 m2 dish.
Panel
type
Tile slope error 
(mrad)
Panel + tiles 
slope error 
(mrad)
Quadratic
difference
1.6 3.4 ~3~~
~P?~ 6.6 10.1 7.6
~ w ~ 7.6 8.7 3.9
-p T ~ 5.7 6.6 6.7
P5 4 7 7.4 5.7
p6 3.2 5.1 4.0
P7 4.7 6.1 3.9
~ w 3.9 6.4 5.1
4.7*" 6 .8* " 4.9**
*As these errors are standard deviations, they will normally be combined as a sum of
I 2 7
squares. The ‘quadratic difference’ column is thus calculated as ^/(col3)“  - (col2)“
** Slope error from s3p5 and s3p5t used for panel type 9 calculations.
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The table indicates that the standard deviation of surface slope error increases for all 
panel/tile composites above that existing for the tile itself, which is intuitively what one 
would expect. As a generalisation it appears that the mirror panels contain anything from 
3 to 8 milliradian of surface slope error, which is the same order of magnitude as that 
which exists on the tiles, although it is seen that the panel errors are often slightly larger 
than those contributed by the tiles.
Taking all of the surface slope errors for all panels and tiles on sector 1 of the 400 m2 dish 
and calculating the frequency distribution of errors for this ensemble provides an overall 
indication of the surface quality of the dish. Figure 6.28 shows the frequency distribution 
of the combined mirror panels and tiles on sector 1 of the 400 m2 dish.
Sector 1
Mode=6.47 mrad
Slope error (radian)
Figure 6.28. Frequency distribution of surface slope errors across nine panels 
covered with mirror tiles on sector 1 of the 400 m2 dish.
Appendix 6.6 contains the slope error frequency distributions for the remaining five 
400 m2 dish sectors, while Table 6.2 summarises the slope error standard deviations that 
are calculated from these plots.
Table 6.2. Summary of surface slope error standard deviations for the six 
sectors of the 400 m2 dish.
Sector # ~ T ~ 15--------- 1 --------- 5 b
Slope
error
(radian)
6.47 6.63 6.41 6.70 6.45 6.44
An overall dish slope error can be calculated by combining all six sectors of the 400 m2 
dish and making a frequency distribution plot of the ensuing data points (a total of more 
than 178,000 points). Figure 6.29 shows the resulting frequency distribution for this 
complete ensemble of surfaces.
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Mode=6.5 mrad
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04
Slope error (radian)
Figure 6.29. Frequency distribution of surface slope errors for the entire 
ensemble of tiles and panels across the 400 m2 dish surface. The dotted curve 
shows the best-fit Rayleigh distribution to the data, with the mode calculated 
from this best-fit curve.
As indicated in Figure 6.29, the distribution shows a mode occurring at approximately 6.5 
milliradian, which defines the standard deviation of the corresponding bi-variate 
Gaussian distribution of errors for the dish. This demonstrates a close comparison with 
the figure of 6.5 milliradian determined by comparing the measured flux distribution with a 
ray trace predicted flux in section 4.3 (Figure 4.12). However, it is apparent that the 
measured distributions of slope errors shown in the figures for the dish sectors in 
Appendix 6.6, and for the entire dish surface in Figure 6.29, do not conform exactly to an 
ideal Rayleigh (and, in turn, bi-variate Gaussian) distribution of errors. It can be seen in 
all of the aforementioned graphs, that the modes of the measured distributions occur at 
slightly reduced slope errors than the best-fit curve, while the right-hand tails of the 
measured distributions display a slightly increased probability above those predicted 
by the best-fit curve.
6.7 Discussion of slope error assessments
This chapter has described the development of the surface fitting routine GRADFITTER, 
which uses a bicubic B-spline algorithm to fit a smooth surface to photogrammetrically 
measured surface coordinates. The accuracy of surface normals calculated for the fitted 
surface will be determined by the sampling frequency of the target points placed on the 
surface relative to the fundamental frequencies present in the surface perturbations. 
Section 6.3 describes the analysis undertaken to assess the accuracy of fit according to 
surface slope errors modelled on artificially rippled paraboloidal surfaces. These 
calculations appear to show that the sampling frequencies chosen (approximately 
22 m'1) for the mirror tiles should enable GRADFITTER to model and measure surface 
slope error on the tiles to a precision of 0.2 milliradian. However, the method of
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assessment using a fast Fourier transform (FFT) of the surfaces also indicates that there 
may be some regions on the tiles where the calculated slope errors may have errors 
exceeding this value. The author considers that this constitutes a field deserving further 
analysis that was unable to be completed during the course of the present project.
Examination of the surface slope error frequency distribution plots of the 400 m2 dish 
sectors, and the complete dish, shows that the spread of the distributions show close 
similarities to the ideal Rayleigh distributions expected for slope errors that are 
determined by a circular bivariate Gaussian distribution of errors. However, as noted in 
section 6.6, the fit is not perfect, and systematic deviations from the best-fit Rayleigh 
distribution are apparent in all of the sector and dish error frequency distribution plots. 
This information can lead us to expect that focal flux distributions predicted for these 
surfaces will not conform to those expected from surfaces having bivariate Gaussian 
distributions of surface slope errors. However, it should be re-emphasised that finding 
the actual slope error distribution model that best describes the measured slope errors is 
not essential to the utilisation of the calculated surface normals for ray tracing purposes. 
This fact highlights an attractive feature of direct surface normal calculation from a 
measured surface data.
The following chapter takes the surface normal information that has been developed in 
the present chapter and presents the ray trace predicted focal fluxes for the 400 m2 dish 
using COMPREC.
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7. Ray Trace Predictions From 
Photogrammetrically Measured Surfaces
7.1 Introduction
The previous chapter discussed the development and analysis of the surface normal 
properties of the photogrammetrically measured surfaces presented in chapter 5. While 
characterisation of a reflecting surface by a single number, namely the standard deviation 
of a bivariate Gaussian distribution of surface slope errors, is a convenient and succinct 
way of indicating a surface’s probable optical performance, it may not necessarily 
provide an accurate description of the peculiarities of a given reflector. The object of the 
present study is to investigate the accuracy of using calculated surface normals directly 
in a ray trace program, to predict the likely flux distribution that will occur in the focal 
region of a given concentrator, and to compare this model with the results achieved from 
both videographic flux mapping and ray trace predictions using a simple bivariate 
Gaussian distribution of surface slope errors.
These ray trace models and comparisons were undertaken using the surface data 
generated in the foregoing chapters, and will be presented in the following sections.
7.2 Ray trace models using the panels and sectors of the 400 m2 dish.
The power of the individual photogrammetric measurements of the various components 
of the dish surface now becomes available, in that flux predictions for the various parts 
of the reflector can be produced as required. For example, Figure 7.1 shows a surface 
mesh plot of the ray trace predicted flux arising from the s1p1 mirror panel (with mirror 
tiles) on a 1.2 m square target at the nominal 13.1 m focal point (model target placed at 
13.06 m - see section 2.2.2) of the 400 m2 dish, while Figure 7.2 shows the 
corresponding flux image that would appear on the target surface.
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s1p1 flux
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4
Figure 7.1. Surface mesh plot of the predicted flux calculated for the s1p1 
mirror panel, arising from analysis of photogrammetric measurements of the 
panel surfaces.
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Figure 7.2. Flux image of the distribution shown in Figure 7.1.
Appendix 7.1 contains the predicted flux images for the remaining mirror panels on 
sector 1 of the 400 m2 dish. If desired, flux distributions arising from each mirror tile 
positioned on each panel surface could be calculated. Review of the predicted fluxes 
shown in Appendix 7.1 shows that the spread of the distributions correlates with the 
calculated surface slope errors (Table 6.1, section 6.6) for the panels, with the s1p1 
panel having the lowest surface slope errors, and also the narrowest distribution with 
the highest peak flux. Such results conform with intuitive expectations. The remaining 
panels show poorer surface slope errors and corresponding increases in the spread of 
the distributions, accompanied by appropriate decreases in their peak fluxes.
Figure 7.3 shows the predicted flux distribution arising from the photogrammetric 
assessment of the complete 400 m2 dish surface, while Figure 7.4 shows the gray-scale 
image of this distribution.
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Y dimension (m) x  dimension (m)
Figure 7.3. Flux distribution predicted for the 400 m2 dish calculated from 
photogrammetric measurements of the dish surface.
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All panels flux
Figure 7.4. Flux image of the distribution shown in Figure 7.3.
7.3 Comparisons with measured and modelled distributions
The overall goal of the photogrammetric measurement process is to predict fluxes that 
can be compared with the measured distributions. Figure 7.5 shows superposed cross- 
sections of the photogrammetrically predicted flux (Figure 7.3), the videographically 
measured flux (Figure 2.15) and the optimal simulated flux (Figure 4.12), using a slope 
error of 6.5 milliradian). The photogrammetrically predicted and simulated fluxes have 
been scaled to contain the same integrated power as that contained in the measured 
distribution.
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Figure 7.5. Superposition of measured (heavy line), photogrammetrically 
predicted (light line) and simulated (dashed line) fluxes at the 13.1 m focal 
point of the 400 m2 dish. All distributions have equal integrated power.
The percent-power-within-radius plots for the three distributions plotted in Figure 7.5 are 
shown in Figure 7.6. The percent power in radius has been calculated as a proportion of 
the total integrated power intercepted by the 1.2 m square target. The curves do not 
reach 100% because the percentage is calculated as a function of radius, which extends 
to the boundaries of the square target, but misses the small quantities of power incident 
on the corners of the target.
Measured
flux
S im ulated
flux
Predicted
flux
Radial dimension (m)
Figure 7.6. Percent-power-within-radius (PIR) plots for the measured, 
photogrammetrically predicted and simulated flux distributions shown in Figure 
7.5.
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7.4 Discussion
The results presented in this chapter constitute the key performance tests of the 
photogrammetric measurement system, and the associated surface processing 
techniques.
Review of Figure 7.5 and Figure 7.6 indicate that the photogrammetrically predicted flux 
produces a worst-case deviation of approximately 10% in the calculation of power at a 
radius of 0.35 m from the distribution centre, with a similar deviation in the calculation of 
the peak intensity of the distribution. The simulated flux, based on a 6.5 milliradian 
circular bivariate Gaussian distribution of surface slope errors, shows a slightly better 
correlation with the measured distribution, with a 5% deviation in the worst-case 
power-within-radius prediction (at 0.35 m from the distribution centre), and approximately 
2% deviation in the simulated peak flux.
These results are discussed further in the following chapter, where the quality of the 
predicted distribution, and possible sources of error, are examined.
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8. Project overview and conclusions
8.1 Goals achieved
This project has sought to both measure and predict the focal region characteristics of 
solar concentrators, with particular emphasis on point-focus dish collectors at the 
Australian National University. The research program has been undertaken on the 
following five distinct fronts:
• Empirical measurements were taken of the focal light distributions of the concentrators 
using videographic flux mapping;
• A computer based ray trace modelling program was developed for the purpose of 
creating predictions for the expected focal flux distributions;
• The 3-dimensional coordinates of the reflective surfaces of the concentrators were 
measured using the established technique of close-range photogrammetry;
• Algorithms and procedures were developed to process the measured surface 
information to extract the associated optical characteristics for the concentrators;
• Focal region light distributions were predicted using the ray trace algorithm with the 
photogrammetrically measured and processed surface data as input, and the 
predicted and measured fluxes compared.
All of the above fields have been pursued successfully, with results from each 
endeavour forming stepping stones that were used by the other parts to form a 
consistent and self-supporting assessment system. These features were most evident 
in the following relationships:
• Measured and predicted flux distributions for the 20 m2 dish showed highest 
agreement when a surface slope error of 2.0 milliradian was used to predict the focal 
flux with the ray trace code. This observation lent confidence to the ray trace code 
that it was a reliable tool for use with later work.
• The figure of 2.0 milliradian surface slope error for this dish was corroborated by later 
photogrammetric measurements, which predicted that the dish surface should have 
approximately 1.8 milliradian of surface slope error;
• Similar comparisons between the measured and predicted flux distributions for the 
400 m2 dish showed the closest correlation when a surface slope error of 6.5 
milliradian was used by the ray trace code. Subsequent photogrammetric 
measurements of the dish surface again corroborated this figure by predicting that the 
dish should have an overall surface slope error of 6.5 milliradian.
• The linear scaling factor of 74% required to reduce the ray trace predicted flux 
distribution for the 400 m2 dish to have the same integrated power as the measured 
flux distribution, was a direct indication of the average reflectivity of the dish surface. 
Direct measurement of the reflectivity of the dish at the time of the flux measurements 
showed an average reflectivity of 72%. This fact again corroborated the reliability of 
the ray trace code to accurately predict the focal flux distributions of the concentrators.
• The focal flux predicted for the 400 m2 dish, which directly utilised the 
photogrammetrically measured and processed surface data, showed a close 
approximation to the measured flux distribution. This observation formed the final 
‘touch stone’ in the process of validating the reliability and accuracy of 
photogrammetrically measured surface information.
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8.2 Contributions to the field
This thesis makes the following important contributions to the field of solar collector
measurement:
1. The application of close-range photogrammetry to the measurement of large area solar 
concentrators is the first reported instance of this work in the literature to the author’s 
knowledge.
2. Analysis techniques and algorithms have been developed that allow optical (surface 
normal) information to be extracted from the measured surface data, and for focal 
region light distributions to be predicted from this information.
3. A simplified assessment technique has been developed for estimating the standard 
deviation of surface slope error from a distribution of surface slope errors across a 
concentrator surface.
8.3 Observations on results
8.3.1 Flux prediction from photogrammetric surface data
One of the key comparisons of the project was the superposition of the measured flux 
distribution with the predicted distribution using photogrammetrically determined surface 
data for the 400 m1 2 345dish (Figure 7.5). While the two distributions show a close similarity 
in their spatial extents, deviations between the shoulders of the distributions, and their 
peak intensities deserve comment. It can be seen that the measured distribution shows 
shoulders that are convex, while the predicted distribution shows concave shoulders, 
and a peak flux that is almost 10% higher than the measured flux. There can be several 
explanations for these discrepancies:
1. The surface fitting algorithms that were developed to calculate surface normal 
information may not have been able to resolve the normals with a sufficient degree of 
accuracy to properly represent the curvatures present in the mirror tile surfaces;
2. Insufficient surfaces may have been measured to allow a full representation of the 
dominant characteristics of the dish surface. This effect could arise from the process 
adopted in this project of measuring only one mirror tile, and one panel type, from 
each of eight different panel types;
3. The process of duplicating these measured mirror tiles across each of their respective 
panels, and then duplicating each panel (covered with duplicated tiles) into each of 
the respective positions on the 400 m2 dish surface may produce a surface that is not 
sufficiently representative of the actual dish surface;
4. The reflective surfaces of the dish may have changed and degraded over the 2 year 
period between the events of measuring the flux distributions (May 1994) and the 
subsequent photogrammetric measurements of the dish mirror surfaces (April 1996). 
Thus the predicted distribution may be deviant from the measured distribution 
because it is derived from a surface that has changed from that which existed at the 
time of the measured distribution.
5. The surface of the dish may change as it changes its elevation. As the dish was 
lying with its axis vertical for the photogrammetric assessment of the mirror panel
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vertices, and then the axis moved to a horizontal position for the photogrammetric 
measurements of the individual panels. Finally the dish elevation was approximately 
20° when the videographic flux images were taken. These changes in orientation 
could influence the shape of the flux images.
With regard to point 1, while insufficient fitting accuracy may be partly responsible for the 
observed differences between the measured and predicted distributions, the author 
considers it unlikely to be a major cause of the effect. This is because the focal region 
distribution is a montage of approximately 3,000 (comparatively small) focal spots from 
the mirror tiles on the dish surface. A moment’s reflection (no pun intended) reveals that 
almost any focal distribution could be created by canting or aiming the focussing mirror 
tiles to various regions of the target plane, and as such it is the orientation of the tiles that 
will have the greater influence on the overall focal region distribution, rather than the flux 
distribution arising from any one tile. As such, the level of surface fitting accuracy to the 
tile surfaces will probably not have a great enough influence to produce the observed 
deviations.
Points 2 and 3 may be very real contributors to the differences between the predicted 
and measured distributions. This possibility could only be proven by measuring more 
surfaces and including them in the overall analysis. Time limitations prevented further 
investigation of this option.
Point 4 is a possible cause that could only be assessed by measuring the focal flux 
distribution a second time, nearer to the time when the later set of photogrammetric 
measurements were made. This was not possible due to the cost and time required to 
disassemble and remove the receiver hardware that was installed immediately after the 
initial flux mapping was completed.
8.3.2 Surface fitting and accuracy assessments
The development of the surface fitting algorithm GRADFITTER raised two issues that 
the author considers to be the source of some uncertainty in the calculation of surface 
normal information from the photogrammetrically measured surface coordinate data. 
These are:
1. uncertainties in choosing the optimum smoothing factor that should be used in the 
fitting algorithm, that both avoids excessively smoothing the data or introducing 
subtle, rapid fluctuations that may also misrepresent the actual surface, and,
2. uncertainties in the actual accuracy when calculating the average surface normals for a 
surface.
Point 1 was addressed adequately in the present study, with both numerical and visual 
demonstrations of the closeness of fit that was achievable using the method of 
minimisation of the deviations between the fitted bicubic spline surface and a linearly 
interpolated surface fit to the data. However, some inconsistencies on two occasions 
when modelling the artificial (bisinusoidal ripple) data surfaces seemed to indicate that 
there could be some situations where the point of minimum deviation between the 
bicubic spline and bilinear surface fits was not actually the point of minimum surface 
slope error. While this occurrence was comparatively rare, it did raise questions about 
the optimum surface fitting criteria used in the fitting process.
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With regard to point 1, it was able to be demonstrated that the surface slope fitting error 
would most likely be 0.2 milliradian or better. However, comparisons made between the 
spatial frequencies apparent in the surface from a Fourier transformation of the data, and 
the slope errors that appeared to be associated with some of these frequencies from 
analysing artificially created model surfaces, appeared to indicate that there could be 
some regions of the measured tile surfaces where the level of 0.2 milliradian surface 
normal fitting accuracy may have been exceeded. The author considers that, while the 
analysis presented in this study is sufficient to allow a high degree of trust in the fitted 
surface accuracy, the methods of uncertainty determination require further refinement. It 
is considered that more work is required in assessing the validity of taking surface slope 
errors associated with an artificial surface having a single frequency component and 
comparing this error with the frequency components that are part of a composite of 
frequencies that constitute an actual surface.
8.4 Recommendations for future research
The author considers that quite a deal more work should be undertaken to address the 
two issues mentioned above, with regards to the optimisation of the surface fitting criteria 
and the process of surface fitting error determination. Other fitting models can be 
examined and tested, such as using higher order B-spline fitting algorithms, or 
approximating the surfaces using an iteratively refined sum of Gaussian fitting functions 
(Goshtasby and O’Neill, 1993).
The author has recently received an upgraded version of the CRAMPA suite of 
programs for performing photogrammetric bundle adjustments using up to 2000 data 
points and 50 photographs. This is a major improvement over the current software, 
which will only handle 250 data points and 12 photographs. This new software will 
allow further work to be undertaken in the assessment of surfaces at much higher 
sampling point densities, and the effects of these higher sample frequencies will be 
analysed and documented.
The method of photogrammetric measurement of surface information for solar 
concentrators has a high potential for offering a universal type of assessment system, 
as photogrammetry can be applied to almost any surface having a wide range of sizes 
and/or shapes, whether specular or non-specular. Future studies are planned to assess 
such diverse devices as satellite dishes (to determine the possible opportunities for 
using these as solar concentrators when covered with a reflective surface), and linear 
troughs.
One clear advantage offered by the photogrammetric system is that molds used in the 
fabrication and production of reflective surfaces for solar concentrators can be assessed 
before any reflectors are manufactured from them. This has the potential to greatly 
reduce development time for solar concentrators. Assessments can also be undertaken 
to quantify the degree of mismatch that occurs between a mold surface and the surface 
of the reflector that is created from it. This process would require additional studies to 
measure and understand the changes that occur between a mold and the manufactured 
item, to allow projections to be made about the expected quality of the reflector surface 
when manufactured from a mold using a specific fabrication technique.
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Other work is also planned using photogrammetry to measure the degree of gravitational 
sag that occurs across the surface of the 400 m2 dish as it assumes different elevations. 
Such a study could provide insights into the possible changes in the focal flux 
distribution as the dish changes it horizontal orientation.
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Appendix 1.1. Published and/or submitted
journal articles
This appendix contains the following articles that have been published, or are in press, 
in the Journal of Solar Energy Engineering, together with an article submitted for 
publication in the Solar Energy journal.
• “Flux mapping the 400 m2 ‘Big Dish’ at the Australian National University.” Johnston, 
G.H.G. 1995. J.SoI.En.Eng. vol.117. no.4. pp.290-293.
• “On the Analysis of Surface Error Distributions on Concentrating Solar Collectors.” 
Johnston, G.H.G. 1995. J.SoI.En.Eng. vol.117, no.4. pp.294-296.
• "Photogrammetry: An Available Surface Characterisation Tool for Solar Concentrators, 
Parti: Measurements of Surfaces". Shortis, M.R. and Johnston, G.H.G. 1996. J. 
Sol. En. Eng. vol.118. No.3. pp.146-150.
• "Photogrammetry: An Available Surface Characterisation Tool for Solar Concentrators, 
Part II: Assessment of Surfaces". Johnston, G.H.G. and Shortis, M.R. 1997. J. Sol. 
En. Eng. vol. 119, No. 4. pp.286-291.
The following manuscript is in-press with the Solar Energy journal:
• “Focal Region Measurements of the 20 m^ Tiled Dish at the Australian National 
University.” Johnston, G.H.G. August 1998. Vol. 63. No. 2.
The articles follow.
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Videographic flux mapping has been used to characterise the focal flux distribution 
o f the 400 m2 solar concentrator located at the Australian National University. Peak 
fluxes in the focal region of 1.13 MW m~2 have been recorded, which corresponds 
to a concentration o f 1790 suns normalized to 1000 W m~2 insolation and 100 percent 
mirror reflectivity. Comparisons with ray trace predicted fluxes incorporating surface 
normal errors indicates that the dish surface has a mean surface error standard 
deviation o f 6 milliradian.
1 Introduction
In April-May of 1994, the 400 m2 paraboloidal “ Big Dish” 
solar concentrator at the ANU was first turned onto the sun to 
perform an assessment of its focal region characteristics. Fig.
1 shows a picture of the dish.
The construction of the dish is a space truss structure using 
tubular steel struts (or members) bolted together at joining nodes 
in an arrangement of rigid cells, which produces a light, strong 
mounting framework on which to mount the reflecting mirror 
panels. The mirrors have a nominal reflectivity of 86 percent 
and are comprised of 2-mm thick back-silvered (“ green” ) glass, 
bonded on to sheet metal/foam sandwich support panels. The 
dish has a hexagonal aperture, and its surface is comprised of 
54 triangular mirror panels, each approximately 4.2 m on a 
side. The dish is mounted on a base frame (also of space truss 
construction) which provides an alt-azimuth mounting to allow 
two-axis tracking of the sun. Actuation is provided in both 
altitude and azimuth directions by a novel “ walking ram” sys­
tem. These work through a series of alternate extensions and 
retractions of appropriately mounted hydraulic rams. At the 
time of the reported measurements, tracking was achieved under 
manual control, with an approximate error of 1 to 2 milliradian. 
A central mounting pole supported by eight guy-wires is in 
place to allow the mounting of receivers in the focal region of 
the dish. A four legged “ quadrapod” structure approximately
2 m in height is mounted at the end of the pole, upon which a 
support frame can be secured for the installation of receivers. 
The quadrapod has water cooling pipes integrated with each 
exposed leg to effect temperature control (and some preheating 
of feed water when a steam generating receiver is in use).
2 Installation of Flux Measuring Equipment
A water cooled target for the display of flux images was 
mounted on a suitable frame above the quadrapod support struc­
ture at the end of the receiver mounting pole. The axial position 
of the target in the focal region was controlled with an electric 
motor and gearbox.
Figure 2 shows a schematic diagram of the layout of the 
equipment used to carry out the flux mapping of the dish.
The target consists of two aluminium sheets separated by 20 
mm “ C” channel sections. The channel sections are arranged 
to form a series of serpentine channels for the passage of cooling
Contributed by the Solar Energy Division of Tut-: American Society oe Me 
chanical Engineers for publication in the ASME Journal of Solar Energy 
Engineering. Manuscript received by the ASME Solar Energy Division. Feb. 
1995: final revision, Aug. 1995. Associate Technical Editor: J. Davidson.
water through the structure. A “ HiCal” 1 foil gauge radiometer 
was mounted in the centre of the panel to allow direct measure­
ment of the focal region intensity, and thermocouples were 
mounted on the water inlet and outlet ports of the target. The 
surface receiving the radiation was painted with a white, matt 
finish, high temperature paint. (Previous tests of a similar nature 
performed on a 5-m diameter dish at the ANU indicated that 
such a surface has an approximate reflectivity of 81 percent.) 
A CCD camera2 was mounted approximately 1.8 m below the 
midpoint of the target travel position, at the base of the quadra­
pod support structure, and focused on the target. A set of high- 
density absorption filters was installed in front of the camera 
to reduce the reflected light levels impinging on its CCD ele­
ment to values that fell within its operating range. (Unfortu­
nately these filters later cracked due to the intense level of back 
radiation reflected from the target surface. Time restraints on 
the availability of the dish prohibited another test run with 
improved filters. However, the ensuing light leakage interfered 
only .with the very edges of the recorded flux image, and a 
correction was later applied using the symmetry of the distribu­
tion.) The camera CCD response characteristics were measured 
and calibrated using neutral density filters to allow linearization 
of the images captured by the camera. Figure 3 shows the aver­
age response characteristic obtained for the camera under a 
range of calibrated light intensities, shown as filter transmission 
coefficients.
3 Collection and Analysis of Images
Images of the flux distribution viewed by the camera were 
recorded on a SuperVHS video cassette recorder,3 which was 
later replayed, and selected images digitized using a seven-bit 
framegrabber card mounted in a Sun SparcStation. The images 
were then corrected for CCD camera nonlinearities and calibra­
tions applied from the radiometer signal to convert the pixel 
levels into absolute intensity units (W m“2). Figure 4 shows a 
mesh surface plot of the flux distribution measured at the de­
signed focal point of 13.1 m from the dish vertex.
The anomalous peaks appearing near the skirt of the distribu­
tion shown in Fig. 4 correspond to the light leakage that oc­
curred through the cracked filters in front of the camera lens.
Figures 5(a) and 5(b) show cross sections through the flux 
distributions obtained on the water cooled target at varying
1 HiCal calorimeter. Model C-13I2-A-300-072, HiCal Engineering, 9650 Tel- 
star Ave., El Monte, CA 91731.
‘ Sony CCD colour video camera module. Model XC-999P, 752 X 582 pixels, 
automatic gain turned off.
3 Panasonic Super VHS (PAL) video cassette recorder. Model NV-FS100HQ.
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positions in the focal region. Figure 6 shows a contour plot of 
the measured distribution at the focus.
As can be seen from Fig. 6, the flux distribution shows a 
high degree of symmetry. It was considered that this^  feature 
could be employed to allow an estimation of the total intercepted 
power under the distribution, by taking half of the distribution 
excluding the anomalous light leakages, and simply doubling 
the power contained in this half.
Figure 7 shows the resulting surface plot, together with a 
“ filling” of the central “ dropout” image of the radiometer. (It 
can be noted that the flat top of the 13.1 m distribution is 
partially due to filling of the radiometer image. However, this 
does not account for the full width of the flat region, and this 
flux flattening phenomenon appears to be a real effect which is 
not due to CCD saturation.)
Some investigations were made into the possible re-reflection 
of sunlight back onto the water cooled target by the legs of 
the quadrapod support structure. As noted in Section 3.1, the 
quadrapod legs were calculated to obstruct approximately five 
percent on the incoming radiation, and this is also the approxi­
mate view factor that these structures present to the light re­
radiating from the target. As the quadrapod legs were shielded 
in stainless steel sheet having a convex outer shape, brief calcu­
lations of the view factors seen of the target by the legs indicated 
that much less than one percent of the re-reflected light would 
be redirected back to the target.
3.1 Intercepted Power. A comparison between the inte­
grated power under the distribution shown in Fig. 4, the power 
calculated by cold-water calorimetry on the water-cooled target
Movable water
Radiometer
Quadrapod 
support \  
structure Sunlight 
focused 
yonto target
S o la r/
concentrator SVHS VCR 
& monitor
Fig. 2 Layout of flux mapping equipm ent
and the power calculated from the optical characteristics of the 
dish provides a useful cross check between these methods.
By straightforward numerical integration, the integrated 
power under Fig. 4 is 256 ± 25 kW. Table 1 below shows 
the relevant parameters measured from the water cooled target 
during the collection of flux images to allow a cold water calo­
rimetry assessment.
The intercepted power is given by
p  = rfic(Toui -  7,n)
(1 -  P.)
where c is the specific heat of water (@30°C) = 4180 kJ kg '.
From this relationship, the intercepted power is 249 ± 
26 kW.
Table 2 shows the relevant parameters required to calculate 
the intercepted power from the dish optics.
The intercepted power is given by
P = I.A.pr.
From this the intercepted power is 243 ± 18 kW.
The foregoing calculations indicate that the three methods of 
calculating intercepted power appear to converge to a value of
Fig. 4 Surface plot of the flux distribution m easured at the 13.1 m focal 
point of the 400 m2 dish
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Fig. 5(b) Flux cross sections at positions beyond the 13.1 m focal point
approximately 250 kW (±ten percent). (Geometric calculations 
indicate that the quadrapod support structure intercepts approxi­
mately five percent of the incoming radiation onto the water 
cooled target. Convective heat losses from the water cooled 
target to the environment were calculated to be approximately 
70 W. These were considered of negligible proportions and 
were not utilised in the calculations of absorbed power.)
3.2 Concentration Ratio. As shown in Figure 5(a), the 
peak flux intensity at the focal point (13.1 m) is of the order of 
1.13 MW m“2. This corresponds to a peak concentration ratio
0-01 1 
0.0 0.2 0.4 0.6 0.8 1.0 1.2
X displacement (m)
Fig. 6 Contour plot of the flux distribution at the focal position of 
13.1 m
Fig. 7 Surface plot of the reconstructed flux distribution to eliminate 
stray light aberrations and radiometer image
of 1290 suns. The insolation level at the time of this measure­
ment was 875 W m-2, and the average dish reflectivity was 
measured to be 72 percent. These figures indicate that the peak 
concentration ratio normalised to 1000 W m~2 and 100 percent 
dish reflectivity is 1790 suns. The average concentration ratio 
(under this normalization) over the area encompassing 90 per­
cent of the intercepted power (corresponding to a radius of 
0.375 m from the center of the distribution) is 810. For the 
expected dish reflectivity of 86 percent (when cleaned) and 
1000 W m~2 insolation, the peak concentration ratio becomes 
1540 suns.
3.3 Percent Power Within Radius. Of particular interest 
is a measure of the proportion of the total power contained 
within a given radius from the centre of the distribution. Figure 
8 shows a plot of the percent power contained within radius for 
the focal point (13.1 m) flux distribution. Also shown on the 
plot in Fig. 8 is the 0.34 m radius corresponding to the radius 
of the aperture of the cylindrical steam generating receiver de­
signed for placement at the focal point. It is seen that approxi­
mately 85 percent of the incident radiation is intercepted by the 
receiver aperture. (The remaining 15 percent is captured by the 
1.5 m diameter preheater skirt surrounding the receiver aper­
ture.)
4 Comparison With Ray Trace Predicted Flux Dis­
tributions
A ray trace code dubbed COMPREC (acronym for COM- 
Pound RECeiver) has been written by the author to enable 
simulations to be performed for primary radiation incident on 
a variety of three-dimensional receiver shapes placed in the
Table 1 Parameters measured for cold water calorimetry on flux target
Parameter Value Comments
Water flow rate 0.491 ± 0.007 ‘Container & stop-watch'
(m, kg s’1) method
Inlet temperature 
( T in .  °C)
16.1 ±0.1 Type K thermocouple
Outlet temperature 
( T o u l , °C)
39.1 ±0.1 Type K thermocouple
Target reflectivity 81 ± 2 Previously measured
(Pi. %) using cold water calorimetry
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On the Analysis of Surface Error 
Distributions on Concentrated 
Solar Collectors
The distribution o f surface normal deviations from an ideal shape on concentrating 
solar collector surfaces is used to define the optical quality o f a reflector. These 
distributions can be modeled by considering them to ideally follow a two-dimensional, 
circular Gaussian distribution. However, the measurement o f these deviations in 
experimental systems usually defines only that component of the surface normal that 
deviates from the ideal surface normal direction, and ignores the rotational compo­
nent o f the normal vector in the plane perpendicular to the ideal direction. To 
compare the measured one-dimensional radial distribution with the expected two- 
dimensional model, we must transform the two-dimensional model into the appro­
priate radial distribution. The following analysis describes this transformation, and 
presents results gained from an application o f the analysis to measured surface 
normal data from a mirror panel used in the reflecting surface o f the 400 m2 parabo­
loidal ( “Big Dish”) concentrator constructed at the ANU.
Introduction
Measurement of solar concentrator reflecting surface quality 
has been undertaken by numerous methods. These have in­
cluded modified Hartmann tests using a scanning laser beam 
(Wendelin, Jorgensen, and Wood, 1991), measurement of re­
flected image deviations seen in a concentrator from geometric 
targets placed either at the focal point or the approximate radius 
of curvature (Grossman, 1994), direct contact measurement of 
the surface deviations from a datum or, more recently, surface 
measurement using photogrammetry (Shortis and Johnston, 
1995). The usual information that is processed from these sur­
face measurement techniques is that of the deviation of a surface 
normal vector direction at any given point (hereafter referred 
to as the “ the surface normal’’) from the ideal direction. Figure 
1 shows this graphically.
If we are dealing with a paraboloidal surface, then the ideal 
surface normal at any point will be the gradient of the surface 
at the point. As can be imagined in Fig. 1, however, actual 
surface normals can take an infinite number of positions around 
this direction, with their angular deviation defined by both the 
tangential angle, <f>, and the radial angle, 6. It can be generally 
assumed that the tangential deviation (</>) can take any uniformly 
distributed random value between 0 and 2ir (Hutchinson and 
Lai, 1991), and its effect is not as significant as the deviation 
of 9, its value is usually ignored and the radial angle, 9 is used 
as a measure of the surface normal deviation. (It can be noted 
that some specific collector surface deformations— such as out- 
of-plane warping in stretched membrane dishes— do produce a 
nonuniform distribution.) This forms the first stage in the 
process of rationalizing surface errors into a manageable form.
Statistical Distribution of Deviations
The second stage arrives when it is realised that such devia­
tions occur continuously across a surface, such that there are 
an infinite number of them taking an infinite range of values. 
This then becomes a problem of statistical distribution. The 
most common method of modeling this situation is to apply a
Contributed by the Solar Energy Division of The American Society of Me­
chanical Engineers for publication in the ASME Journal of Solar Energy 
Engineering. Manuscript received by the ASME Solar Energy Division, Feb. 
1995; final revision, Aug. 1995. Associate Technical Editor: J. Davidson.
Gaussian distribution of values (Romero, 1994; Taneja et al., 
1992; Feurermann and Gordon, 1991) to the projection of the 
surface normal vector on the x-y plane. (For small deviations 
of the surface normal, this projected vector is suitably repre­
sented by the deviation vector shown in Fig. 1). Typically this 
involves using a bi-variate, circular Gaussian probability density 
function to describe the variation in position of the deviation 
vector. This function is derived from the one-dimensional 
Gaussian probability density function, and is given by (see Ap­
pendix A):
^  —  1  e ~ ( x2 +  y2V2a 2
dxdy 2ito2
where dP is the differential probability of the projection of the 
surface normal vector on the Jt-y plane falling in the elemental 
area, dxdy (also represented by dA), and a is the standard devia­
tion of the distribution. This can be expressed in polar form,
This form gives the differential probability of a vector of length, 
r, and implicit tangential angle, fi, falling in an area, dA.
This model has been found to work satisfactorily in computer 
ray trace simulation studies (Romero, 1994; Taneja et al., 1992), 
where the probability density function is used to create devia-
Deviation
vector
Actual (unit) 
-normal vector
Ideal unrt
normal
vector
Projection of actual 
normal vector on
x-y plane
Fig. 1 Deviation between a measured surface normal vector and the 
ideal surface normal (arbitrary axes shown with z-coordinate aligned 
with ideal normal vector direction)
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Fig. 2 Plot of surface normal errors versus data point number across 
the surface of a mirror panel on the 400 m2 concentrator at the ANU
tions of ideal surface normals for the purposes of synthesising 
flux distributions on simulated target surfaces. The primary vali­
dation of the method is that a measured flux distribution can 
be satisfactorily recreated using a ray trace code and a suitable 
value of standard deviation for the Gaussian distribution of 
surface deviations.
Analysis of Measured Surface Normal Deviations
The foregoing probability distribution appears to be an appro­
priate one for the creation of surface deviation models. How­
ever, when a set of measured surface deviation data are ana­
lyzed, the Gaussian distribution discussed above does not seem 
to provide an immediately obvious metric by which to judge 
the data. This could be anticipated intuitively, as measured data 
are only one-dimensional, whereas the Gaussian model is a two- 
dimensional distribution. Figure 2 shows a graphic representa­
tion of 7200 surface normal deviations (in radian) measured 
using a photogrammetric analysis (Johnston and Shortis, 1995) 
across a mirror panel surface installed on the 400 m2 “ Big 
Dish” paraboloidal concentrator at the ANU. (“ Data point in­
dex” in Fig. 2 refers to the index numbers used to define the 
particular data points on the reflector surface.)
Figure 3 shows these data replotted as a frequency distribu­
tion of values. (The data range of 30 milliradian is divided into 
100 data bins, such that each bin has a width of 0.3 milliradian.)
As Fig. 3 clearly shows, the data do not display any symmetry 
or resemblance to a Gaussian distribution of data.
Bi-variate Gaussian Distributions as One-Dimensional 
Radial Distributions
The distribution of data shown in Fig. 3 can be reconciled 
with that expected from data conforming to a two-dimensional
0.005 0.01 0.015 0.02 0.025
Surface normal deviation (radian)
Fig. 3 Frequency distribution of the data shown in Fig. 2
Fig. 4(a) Two-dimensional definition for the calculation of probability of 
a Gaussianly distributed vector having (Cartesian) coordinates x, y falling 
within the area, dA = dxdy
dr
Fig. 4(b) One-dimensional definition for the calculation of probability of 
a Gaussian radial distribution having radius r, falling within the area, dA 
= 2nrdr, with equal likelihood of all tangential angles
Gaussian distribution of surface normal deviations. What is re­
quired is a conversion of the two-dimensional representation of 
the probability distribution into one that shows the probability 
distribution according to the one-dimensional radial distribu­
tion. Figures 4(a) and 4(b) show the translation that is required.
The conversion between the Cartesian and polar representa­
tions is made simply by observing that the elemental area, dA, 
in the polar system is given by
dA = 2n rdr. (3)
Substituting this into the polar description of the density func­
tion (Eq. (2)),
dP _ 1 e~ r^L°1
2-nrdr 2-no1
(4)
This simplifies to
dP = r_ i n a 2 
dr o1
(5)
Thus, the probability density distribution as a function of radius 
(rather than a function of (r, 4>) position) is given by Eq. (5). 
Note that r is always positive in polar coordinates. (The distribu­
tion described by Eq. (5) is often defined as a Generalised 
Rayleigh or Bivariate Chi Squared distribution (Johnson and 
Kotz, 1972).) If the surface normal vector is made of unit length, 
then, for the small surface imperfections that are encountered 
in most concentrator surfaces, the radial distance deviations of
0 0.005 0.01 0.015 0.02 0.025
Surface normal deviation (radian)
Fig. 5 Two-dimensional Gaussian probability density distribution ex­
pressed as a one-dimensional function of radius. Standard deviation («-) 
= 3.5 milliradian, assuming equal likelihood of all tangential angles 4>.
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the vector are very closely approximated by the radial angular 
deviations (in radian). Figure 5 shows the shape expected for 
this distribution for a standard deviation of 3.5 milliradian.
The mode of the distribution described in Eq. (5) is found in 
the standard way by differentiating the equation with respect to 
r, and setting the result to zero and solving for r. When this is 
done, the outcome shows the simple result that the mode occurs 
when
r = a.
Thus, to quantify the surface error of a surface (assuming that 
the errors follow a bi-variate Chi Squared distribution), one 
needs to measure the deviations of the surface normals, plot 
them as a density distribution of errors, and note the mode of 
the distribution. This value gives the standard deviation of the 
Gaussian distribution of errors directly. Thus, for the distribu­
tion of measured data shown in Fig. 3, the apparent mode, or 
standard deviation, is approximately 3.5 milliradian.
Figure 6 shows the density distribution from the measured 
data shown in Fig. 3 superimposed with the theoretical distribu­
tion of Eq. (5), with the standard deviation set to the mode of
3.5 milliradian observable in the measured data. (The value of
3.5 milliradian was also confirmed by using a least squares 
algorithm to fit Eq. (5) to the data of Fig. 3, with a defined as 
the adjustable variable. The height of the theoretical distribution 
was also adjusted by a least squares fit to accommodate the 
difference between the probability densities arising from the 
(theoretical) continuous distribution and the (measured) discrete 
distribution.)
Discussion and Conclusions
It can be noted that while Fig. 6 shows good agreement 
between the measured data and the theoretical model it is ex­
pected to conform to, there is some deviation, particularly no­
ticeable in the tail of the distribution. In this region the model 
would be predicting negligible probabilities for surface devia­
tions greater than approximately 14 milliradian, while the mea­
sured data shows a significant number of values up to 25 millira­
dian. There are also some deviations near the mode of the 
distribution. These effects most likely reflect the situation that 
the real data is not exactly conformant with an ideal Gaussian 
distribution of errors. Further work is being undertaken to exam­
ine other types of possible probability distributions that could 
show an improved correlation with the measured data.
However, the developments presented to date show that 
where Gaussian distribution of surface errors is suspected, a 
straightforward analysis of the errors can be made by plotting 
the data as a probability density distribution and noting the
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Fig. 6 Superposition of m easured  and theoretical values for the distribu­
tion of surface normal errors ac ro ss a mirror panel of the ANU “Big Dish”
mode ol the resulting distribution. This value defines the stan­
dard deviation of the Gaussian distribution of errors. For the 
data available in this study, this process shows it to closely 
conform to a Gaussian distribution of surface deviations.
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A P P E N D I X  A
The Two-dimensional (Bi-variate) Gaussian Probabil­
ity Density Distribution
The bi-variate Gaussian probability density function is devel­
oped from the basic one-dimensional function:
—  =  - 4=  e~x2/2<’2 or dPx = - 4=  e’^ d x .
dx o\2it o\2it
This gives the differential ^-dimension probability, dP„ of a 
value falling in the range, dx, at the value of x. If we consider 
a two-dimensional vector, having both jc and y coordinates, and 
that the distribution of both these coordinates follows a 
Gaussian probability density function, then in the y-dimension 
the distribution will be
dPy 1 —V2t2a~ in 1 - \~Pa2 J—  = - 7=  e ^ or dPy = —r= e > - dy.
ay <7v27t oy2it
And by probability theory, the probability of two independent 
probabilities (which can be safely assumed for the x and y 
dimensions) occurring together is simply the product of the two 
probabilities
dP = dPKdPv = — — ei~x2+>~v2o'dxdy 
2na
or
d P  1 e ( - . r W > / 2 t f -  _  1 e - r n
dxdy dA 2n a 2 2n a2
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Photogrammetry: An Available 
Surface Characterization Tool 
for Solar Concentrators, Part I: 
Measurements of Surfaces
Close range photogrammetry is a sensing technique that allows the three-dimensiona, 
coordinates o f selected points on a surface o f almost any dimension and orientation 
to be assessed. Surface characterisations o f paraboloidal reflecting surfaces at the 
ANU using photogrammetry have indicated that three-dimensional coordinate preci­
sions approaching 1:20,000 are readily achievable using this technique. This allows 
surface quality assessments to be made o f large solar collecting devices with a 
precision that is difficult to achieve with other methods.
Introduction
The development of large-scale solar concentrators, such as 
the 400 m2 “ Big Dish” developed at the ANU. brings accompa­
nying problems in assessing the quality (i.e., nearness of fit to 
a perfect parabolic/paraboloidal shape) of their surfaces. A 
number of methods have been proposed and used to perform 
these assessments by various research efforts. These have often 
been accomplished by direct measurement using accurate coor­
dinate displacement transducers connected to a probe. The probe 
is placed at various positions on the surface to be characterized 
and coordinates read off the transducers. Other systems have 
used a scanning laser beam reflected off the concentrator surface 
and sensed by a detector that can determine the spatial position 
of the reflected beam (usually) on a plane, and from this surface 
displacements can be calculated (Wendelin et al., 1991). An­
other technique has optically assessed the image reflected by a 
concentrator with a specially marked and/or colored object 
placed at its focus or radius of curvature (Grossman, 1994). 
Moire fringe effect techniques and laser interferometry (Sainov, 
1993; Kowarschik et al., 1993; Nadebom et al., 1993) have 
also been investigated for surface contour measurement, and 
provide interesting insights into current endeavors in surface 
remote sensing (although to the authors’ knowledge have not 
been implemented for large-scale solar collector analysis).
These methods are mostly applicable to smaller scale collec­
tors (<10 m maximum dimension) and it can be difficult to 
ensure that both optimum and reliable precisions are achieved 
in the results. They are also usually system specific, in that 
they are constructed to assess one particular collector size or 
geometry, and must be modified and/or reconstructed to assess 
new collector designs or shapes.
Experiments at the ANU have investigated the usefulness of 
close range (sometimes referred to as analytical) photogramme­
try in the pursuit of surface quality assessments of paraboloidal 
dish concentrators, with a particular view to determine the actual 
shape of the recently completed 400 m2 (22.6 m effective diam­
eter) “ Big Dish,” and from this data to perform a ray trace 
analysis to predict the flux distribution that will occur in the 
focal region of this concentrator.
Contributed by the Solar Energy Division of T he American Society of Me­
chanical Engineers for publication in the ASME Journal of Solar Energy 
Engineering. Manuscript received by the ASME Solar Energy Division, May 
1995; final revision, Feb. 1996. Associate Technical Editor: J. H. Davidson.
Photogrammetry: An Overview
Photogrammetry is essentially the science of quantitativ! 
analysis of measurements from photographs. Photogrammetr 
predates photography, as da Vinci and Desargues developed tht 
principles of perspective and projective geometry in the 14tl 
and 16th centuries. The first actual applications of photogram 
metry for qualitative mapping occurred with the early photo 
graphic processes, but production line mapping systems wen 
not introduced until the 1930s (Slama, 1980).
The most familiar aspects of modem day photogrammetry 
are maps and charts of the Earth. Aerial photography and photo 
grammetric analysis are used to produce the vast majority o 
topographic maps, street directories, and tourist maps in ust 
today. Most of these maps and charts can be described as me­
dium (1:5,000 to 1:50,000) or small scale (1:100,000 anc 
smaller). Smaller scale maps, for example those used in an atlas 
are generally derived from compilations of photogrammetric 
products. All such maps and charts are cartographically de 
signed, analyzed, and enhanced to aid in the presentation ol 
spatial features, and the relationships between features, to the 
map user.
Photogrammetry is also in use for archaeological and archi­
tectural recording, biological measurement, industrial me­
trology, and engineering surveillance, to name just a few ol 
the many “ close-range” applications (Karara, 1989). In many 
cases a large-scale map or a chart is the result of the photogram­
metric measurement, for example a line plot and sections of a 
building facade undergoing restoration produced for analysis 
and interpretation by an architect. However, for industrial and 
engineering applications of close-range photogrammetry, the 
output of the process is often only coordinates of signalized 
points on the object. Individual locations to be measured are 
marked with a target or other unambiguous signal to uniquely 
identify the point and enhance the accuracy of measurement 
Such points may be placed to identify key dimensions of the 
object, or to characterize a surface at a known sampling density 
The coordinate set is then subjected to post-analysis, generally 
by the client for whom the measurement task was undertaken
Photogrammetry has been used specifically for the recording 
of various types of antennae. Microwave astronomic (Fraser 
1986) and compact range radar (Fraser, 1992) antennae have 
been the type most frequently measured by photogrammetry 
particularly because of the very high accuracies required tc 
meet the surface tolerance specifications. Photogrammetru 
measurement of optical reflector systems is less common, al
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In a previous paper, the results o f  photogrammetric measurements o f  a number o f  
parabolo ida l reflecting surfaces were presented. These results showed that photo­
grammetry can provide three-dimensional surface characterisations o f  such solar 
concentrators. The present paper describes the assessment o f  the quality o f these 
surfaces as a derivation o f  the photogram m etrically produced surface coordinates. 
Statistical analysis o f  the z-coordinate distribution o f  errors indicates that these 
generally conform to a univariate Gaussian distribution, while the numerical assess­
ment o f  the surface norm al vectors on these surfaces indicates that the surface normal 
deviations appear to fo llo w  an approximately bivariate Gaussian distribution. Ray 
tracing o f  the measured surfaces to predict the expected flu x  distribution at the foca l 
po in t o f  the 400 m2 dish show a close corre lation with the videographically measured 
f lu x  distribution at the fo ca l po in t o f  the dish. f
Introduction
Photogrammetry utilizes the principle of stereoscopic recon­
struction o f a three-dimensional surface through the use o f pho- 
ographs or images taken of the surface from two or more 
viewing positions. The three-dimensional coordinates o f spe- 
:ific targets placed on the surface are determined through a 
:ombination o f observations made on common targets in differ­
ent photographs, and the application o f photogrammetric pro­
cessing software to provide a least-squares adjustment o f resul­
tant data arrays, which in turn produces the estimated target 
coordinates and associated precisions. A previous paper 
(Shortis and Johnston, 1995) described the application o f pho- 
logrammetry to characterize the surfaces o f four separate sets 
of reflecting surfaces.
These measured surfaces included the surface of a 5-m diame­
ter, circular aperture paraboloidal dish solar concentrator, a 30- 
cm square, curved mirror tile, a 4.2-m triangular mirror panel 
that supports approximately 70 of these tiles, and finally the 
surface of the ANU 400 n r dish, that is covered with 54 of 
these 4.2-m mirror panels. In addition to these, a further seven 
60-cm mirror tiles and an equal number o f their associated 
triangular mirror panels have been measured using digital pho­
togrammetry. This technique has provided a higher coordinate 
accuracy, data point density, and much reduced processing time 
compared to the film based technique described previously.
The seven additional mirror tiles and panels were chosen 
such that one tile from each panel was measured. Ideally, a 
total of nine panels and tiles should have been measured to 
accommodate all the panel types used on the dish, but due to 
difficulties photographing the ninth panel, it was omitted, and 
the fifth panel was duplicated and used at the coordinates appli­
cable to the ninth panel. Figure 1 shows the overall layout on 
the 400 n r  dish surface, also illustrating the positions o f the 
measured panels and tiles.
Further analysis is required to assess the quality o f the mea­
sured surfaces. Two measures o f ideality have been used to
Contributed by the Solar Energy Division of T he American Society or M e­
c h a n ic a l  Engineers for publication in the ASME Journal or Solar Energy 
Engineering. Manuscript received by the ASME Solar Energy Division, June 
1995; final revision. Mar. 1997. Associate Technical Editor: J. H. Davidson.
compare the surfaces in the present study with the expected 
paraboloidal shape. The first looks at the deviation of the z- 
coordinates o f the measured surfaces from the z-coordinates of 
a corresponding ideal paraboloid. This allows a visual inspec­
tion to be made o f the surface perturbations as they exist in 
three-dimensional space. The second method numerically calcu­
lates the surface normal vectors of a measured surface, and then 
assesses the angular deviations (surface normal error) o f these 
vectors from the normal vectors expected for an ideal parabo­
loid. This latter metric appears to be the more widely utilized 
measure of the “ quality”  o f a solar concentrator reflecting sur­
face, and is often referred to as “ surface slope error”  or simply 
“ slope error”  (Romero, 1994), (Grossman et al., 1992), (Ta- 
neja et al., 1992), ( Krasilovskii et al., 1978). There w ill be 
some correlation between figures of merit based on the two 
quality measures. However, direct comparison is qualitative at 
best, as surface slope error is dependant on both the magnitude 
and relative spacing (spatial frequency) o f the z-coordinate de­
viations, and the effect o f both of these quantities on the surface 
slope error is difficult to quantify without doing a fu ll surface 
normal analysis.
An approximate cross-check on the validity o f the calculated 
normal vectors and slope errors can be performed by using a 
ray trace algorithm to simulate the focal flux that would be 
produced from the photogrammetrically measured surfaces, and 
to compare this distribution with the measured distribution for 
the concentrator. Comparisons with a simulated ideal paraboloi­
dal surface having an assigned level of random surface error 
(which follows a bivariate Gaussian distribution) can also be 
made. Depending on the degree of closeness to a bivariate 
Gaussian distribution o f errors in the measured surface, the two 
flux distributions should show a significant degree of correla­
tion.
Assessment of Surfaces
Z-C oordinate Deviations. A ll surfaces should ideally fit 
the equation to a paraboloid, that is,
_  ( . V 2 +  y 2 )  _  1 r 2
z = Tf ‘ 74
where /  is the focal length.
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Fig. 1 Layout and nomenclature of triangular panels on the surface of 
the 400 m2 “Big Dish” (diagram not to scale). Panels, and associated 
mirror tiles, measured photogrammetrically, are marked in black (tiles 
superimposed in white).
Plotting the z-coordinates versus r 2/ 4 should yield a straight 
line with a slope o f l I f .  A least-squares linear fit was performed 
on such plots for the 5-m dish, the eight triangular mirror panels 
and the 400 m2 dish, the 30-cm mirror tile, and the seven 60- 
cm tiles. Following this, the focal lengths were used to construct 
ideal paraboloidal surfaces with which to compare the deviation 
o f z-coordinates o f the measured surfaces from the ideal. When 
plotted as a frequency distribution, the z-coordinate deviations 
appeared to follow  an approximately Gaussian distribution o f 
values. The standard deviations o f these distributions can be 
used as a measure o f the overall “ ripple”  in the surfaces. Fig­
ures 2 and 3 show the surface deviation plot and the frequency 
distribution o f surface deviations, respectively for the 5-m dish. 
Similar analyses were performed for the other reflector surfaces. 
Table 1 summarizes the corresponding results.
Surface Normal Determinations
Development of a Surface Normal Calculation Routine.
O f primary interest in solar concentrator assessment is a mea­
sure o f the deviation of the surface normals away from the ideal 
normal direction (slope error). A numerical surface normal 
calculation routine, dubbed GRADF1TTER, has been developed 
to assess surface normals for numerically defined surfaces. It 
utilizes a bicubic B-spline fit to the surface data points using 
automatic knot placement according to the value specified in a 
smoothing variable. This variable was adjusted such that closest 
approximation to local variations was obtained, while avoiding
X dimension (m)Y dimension (m)
Fig. 2 Surface deviations observed between the photogrammetrically 
assessed 5-m dish and a 1.81-m focal length paraboloid
-6 -4 -2 0
Deviation range (mm)
Fig. 3 Statistical frequency distribution plot of photogrammetrically de­
termined z-coordinate (depth) deviation data for the 5-m dish
spurious oscillations and instabilities between knots (knots are 
anchor points placed in the fitting function through which the 
surface must pass).
GRADFITTER utilizes the E02DDF and E02DEF surface 
fitting algorithms in the N AG ' library o f numerical analysis 
routines. This routine is in turn based on the SURFIT algorithm 
contained in the FITPACK analysis package developed by 
Dierckx (1993). The robustness of fit was maintained by min­
imizing the z-coordinate deviations o f the interpolated spline 
surface compared to  a bilinear interpolation of the surface. ( It 
was found that the deviations from a bilinear fit were large 
when the smoothing factor was large (indicating that the spline 
surface was smoothing the data points too severely), and when 
the smoothing factor was excessively small (indicating that the 
spline surface was “ rippling”  excessively between knots). The 
deviations were at a minimum when the spline surface most 
closely approximated the local variations in the data). The sur­
face normals were calculated by taking the cross-product of 
interpolated elemental vectors within the fitted surface in close 
proximity to the actual data points. The algorithm accommo­
dates both nonrectangular and nonregular data arrays. The as­
sessment o f surface slope errors at a particular surface coordi­
nate was performed by calculating the ideal surface (un it) nor­
mal (finding the surface gradient of the paraboloid) and then 
subtracting this from the calculated surface (un it) normals de­
termined using GRADFITTER (i.e., the radial component of 
the error displacements was used). The length of this difference 
vector was then used as the measure o f the slope error at the 
coordinate point. This process assumes that the error distribution 
is circularly symmetric around the ideal normal direction (i.e., 
tangential error displacements are assumed uniform, and thus 
ignored). While this assumption is not always necessarily cor­
rect, particularly where systematic surface distortions are appar­
ent, calculation o f surface slope error is generally performed, 
and specified, for the radial error component.
Surface Fitting Accuracy Assessment. Determining the 
accuracy o f fit for a general spline curve or surface to unknown 
data can prove a difficu lt exercise. Experience with spline fits 
shows that they can either smooth a surface excessively, or 
introduce unrealistic fluctuations between data points, de­
pending on the placement o f knots. Data point density also 
affects the accuracy o f fit. The data point density chosen for 
the measured surfaces was initially based on a visual inspection 
o f the mirror tiles to assess the “ characteristic ripple distances”  
that appeared upon them. These ripple distances were character­
ized by measuring the distances between apparent peaks and 
troughs that occurred on a range of tiles in both their “ jc”  
and “ y ”  dimensions. (The mirror tile surfaces were smoothly 
varying functions across both dimensions— cracked mirrors, 
containing sharp discontinuities, were not used for assessment.) 
Target point spatial frequency was chosen to ensure at least 
six data points per peak (or trough) in both dimensions were
' Numerical Algorithms Group, Jordan Hill, OX2 8DR, Oxford, UK. Email: 
infodesk@nag.co.uk.
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Table 1 Focal length and standard deviation of surface error determina­
tions for the 5 m dish, eight triangular mirror panels, and eight mirror 
tiles and 400 m2 dish. (Labels for the mirror tiles are derived from their 
position on the dish surface; e.g., s3p2 refers to sector #3, panel #2, etc. 
See Fig. 1.)
Surface Focal length (m) Standard deviation of 
z-coordinate 
deviations (mm)
Number 
o f data 
points
5 m dish 1.812 ± 0.0007 1.7 320
s2pl mirror panel 13.23 ± 0.01 1.0 167
s3p2 mirror panel 12.89 ± 0.02 T 9 104
s3p3 mirror panel 12.92 ±0.02 T 6 105
s5p4 mirror panel 12.98 ± 0.02 3.8 103
s3p5 mirror panel • 13.16 ± 0.01 2.6 104
s3p6 mirror panel 13.09 ± 0.01 2.5 104
s4p7 mirror panel 13.16 ± 0.01 6.6 105
s5p8 mirror panel 12.98 ± 0.01 3.3 104
s2pl 30 cm tile 13.14 ±0.04 0.16 36
s3p2 60 cm tile 13.26 ±0.02 0.8 171
s3p3 60 cm tile 13.37 ±0.03 1.0 171
s5p4 60 cm tile 13.04 ±0.02 0.8 171
s3p5 60 cm tile 13.156 ± 0.007 0.5 171
s3p6 60 cm tile 13.106 ± 0.006 0.3 171
s4p7 60 cm tile 13.168 ± 0.009 0.6 171
s5p8 60 cm tile 13.22 ±0.02 0.9 171
400 m2 dish 13 .086 ±0.005 3.5 162
Fig. 5 Superposed surface plots of bilinear and bicubic spline fitted 
surfaces to a 60-cm mirror tile. Variations can be observed where double 
lines are apparent in some regiortfe. (For clarity the surface is shown 
inverted from its normal (concave) orientation.)
achieved, and it was found that an average o f one peak and/or 
one trough appeared in either dimension on any (60-cm) mirror 
tile. It was decided to create a 13 X 13 target array on the 60- 
cm mirror tiles, thus allowing adequate data coverage for the 1 
peak/1 trough combinations that could occur.
The accuracy of fit for GRADFITTER was assessed by first 
constructing an artificial surface composed o f a paraboloid with 
superimposed sinusoidal ripples whose frequency and ampli­
tude could be varied. Average slope error of the bicubic spline fit 
was calculated for a range of ripple amplitudes and frequencies. 
Figure 4 shows the resulting plot of slope error versus ripple 
frequency for a family o f ripple amplitudes. It can be seen that 
uncertainties of approximately 0.2 milliradian or less in the 
surface normal determinations can result i f  surface ripple devia­
tions are below ±2 mm and frequencies below 2 rrT1. Further 
definition of error beyond this becomes difficult, as real surfaces 
w ill not conform to any easily defined mathematical form. For 
the present, assessment o f the deviations o f the measured tile 
surfaces from an ideal paraboloidal shape indicated that the 
worst case rippling showed deviations o f ±1.5 mm, and approx­
imate low-frequency components of 1.5-2 m-1. It is thus ex­
pected that uncertainties in the surface normals calculated by 
GRADFITTER w ill be 0.2 milliradian or less.
Figure 5 shows the superposition of a bilinear fit to the mea­
sured surface data for a 60-cm tile and the corresponding bicubic 
spline fit generated using GRADFITTER. (The surfaces shown 
in Fig. 6 are inverted for clarity —  the surfaces are concave in
Rpple
0.001
0.0001
Ripple Frequency (rrT1)
Fig. 4 Variation of surface slope error versus ripple frequency for a 
family of sinusoidal ripple surfaces of differing amplitudes superimposed 
on a paraboloidal surface assessed by the surface fitting algorithm 
GRADFITTER
reality.) It can be seen that the differences are very minor. 
Calculations indicate that the rms difference between the mea­
sured and fitted surfaces shown in Fig. 5 is 26 /jm.
Surface Normal Assessments Across Measured Surfaces. 
Slope errors were assessed across the surfaces o f the 5-m dish, 
the triangular mirror panels, the 30-cm tile, and the seven 60- 
cm tiles using GRADFITTER. (The 400 m: dish coordinates 
were not assessed for surface normals, as the data were distrib­
uted too sparsely to provide a robust surface normal calcula­
tion.) Figure 6 shows an example of the spatial distribution of 
surface slope errors across the surface o f one o f the 60-cm 
mirror tiles. Similar graphical descriptions can be made for the 
other surfaces.
While visualisation o f the spatial distribution o f surface slope 
error has many practical uses, another useful quantity that can 
be developed is an estimate o f the standard deviation of the 
distribution of slope errors. This then becomes a “ figure of 
merit”  for a surface. It can be shown (Johnston, 1995a) that if  
the distribution of surface normal vectors follows a circular 
bivariate Gaussian probability density function, then the radial 
distribution of errors (which are measured in the present analy­
sis) can be expected to follow a Rayleigh distribution of the 
form,
where dP/ dr  is the change in probability as a function of radial
0.01 -
0 005
V dimension
Fig. 6 Distribution of surface slope errors across a 60-cm mirror tile. 
(Ideally, the surface should be a flat plane through the origin.)
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cameras to capture the required photogrammetric images, with 
subsequent processing o f images using a digital computer. This 
technique results in orders of magnitude improvements in pro­
cessing speed, with an improved accuracy capability factor two 
to three times belter than that achieved with the analog equip­
ment used in the film-based analysis. The additional seven mir­
ror tiles and panels described in the present paper were mea­
sured using this advanced photogrammetric method, and, in 
conjunction with other test objects, have shown that relative 
coordinate precisions up to 1:70.000 appear to be readily achiev­
able with this technique. The reduced operator processing time 
means a corresponding reduction in cost in this part o f the 
analysis, while equipment cost reductions in the order of 50 
percent over the film-based process are also an attractive feature 
that accompanies digital photogrammetry.
Conclusions
The results achieved with the measured reflecting surfaces 
indicate that quantifiable solar concentrator surface coordinates 
and surface slope errors can be achieved using close-range pho­
togrammetry. This quantification is available w'ith appropriate 
precisions to allow both solar collector surface quality determi­
nations to be made, and for focal region flux distributions to be 
estimated based on the measured surface coordinate data.
The accomplishments to date indicate that close range pho­
togrammetry is a viable and available tool to undertake solar 
collector surface analysis.
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Abstract—Focal region characterisation of a 20 m2 point focus dish concentrator having approximately 
2300 flat, 10 cm square mirror tiles as its reflecting surface has indicated a focal flux distribution having 
a flat-topped peak with approximately Gaussian limbs. A peak concentration of 970 suns was evident, 
while a dish optical efficiency of 74% was measured, which is a direct indication of the average dish 
reflectivity. Total integrated power of 14.8 kW was measured under the focal flux distribution. Predicted 
fluxes using a ray trace algorithm (COMPREC) developed at the Australian National University (A N U ) 
and utilising 2.0 mrad surface slope error showed a good approximation to the measured distribution.
The value of 2.0 mrad also compared well with a photogrammetrically predicted value of 1.8 mrad. © 1998 
Elsevier Science Ltd. All rights reserved.
1. INTRODUCTION
Measurement of flux distributions in the focal 
regions of solar concentrating devices using 
charge coupled device (CCD) imaging cameras 
has become a standard technique in many solar 
energy research institutions (Neumann, 1994;
Grossman et al., 1992; Schubnell, 1992;
Blackmon, 1985). While Australian solar energy 
research has advanced in a number of fields, 
there has not been a great deal reported in the 
field of focal region characterisation of high 
concentration solar collectors in this country.
This is generally attributable to the twin facts 
that (1) work using high concentration collec­
tors has not been undertaken in Australia to a 
large extent, and (2) mathematical modelling 
of flux distributions using computer-based ray 
trace algorithms has been relied on almost 
exclusively to produce the required estimates of 
power distributions in focal receivers in the past 
(Bannister, 1991). The present work seeks to 
redress these imbalances by utilising a CCD 
camera to apply the technique of videographic 
flux mapping to the focal region of a 20 m2 
(5 m diameter) paraboloidal dish solar collector 
situated at the Australian National University.
This paper presents the results of this characteri­
sation, together with a comparison with ray- 
trace-predicted focal region distributions under 
specific conditions of measurement.
2. THE CONCENTRATOR
Fig. 1 shows the 20 m2 concentrator in place 
at the ANU.
This dish is a duplicate of the 14 dishes that 
were built to implement the White Cliff's solar 
thermal power station project, which became 
operational in January 1982 in the town of 
White Cliff's, situated some 200 km north-east 
of Broken Hill, in western New South Wales, 
Australia. The reflecting surface consists of 
approximately 2300 flat mirror tiles made of 
2 mm thick back-silvered (“green”) glass and 
each approximately 10 cm on a side. The nomi­
nal focal length of the concentrator is 1.8 m, 
with an actual focal length of 1.812±0.005m 
(determined from a photogrammetric analysis 
(Shortis and Johnston, 1995) of the concentra­
tor surface coordinates). The tiles are glued on 
to a fibreglass shell that was cast on a paraboloi­
dal mould, and this composite collector is 
pedestal mounted on an alt-azimuth drive 
system, consisting of a printed circuit motor 
and gear box driving a pinch roller on a guide 
track in the azimuth direction, and a similar 
motor and gear box driving a lead screw in a 
guided arm to effect the altitude control. Sun 
tracking is effected through feedback from a 
sun sensor providing input to a discrete 
electronic controller mounted on a frame on 
the mounting pedestal. The original reflectivity 
of the mirror tiles was nominally 86%, some 10 
years prior to the present analysis, although at 
the time of the present investigations a number 
of degraded tiles were apparent, such that over­
all dish reflectivity was difficult to estimate. The 
average dish reflectivity was calculated from the 
ensuing focal region flux measurements.
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Fig. 1. The 20 m2 White Cliffs concentrator used in the current assessment.
3. THE FLUX MAPPING SYSTEM
Fig. 2 shows a schematic layout of the 
arrangement of the CCD* camera and the flux 
imaging system on the dish.
Water cooled 
Lambertian
Calorimeter
5m dish Monitor
camera
Fig. 2. Arrangement of the flux mapping equipment on the 
20 m2 dish.
*Sony CCD colour video camera module. Model XC-999P; 
752 x 582 pixels.
The focal spot was projected onto a water 
cooled, circular copper target, 0.5 m in diame­
ter, mounted onto a movable slide that allowed 
motion of the target in the focal region along a 
direction parallel to the axis of the dish. The 
front surface of the target was spray painted 
with a white, matt finish high temperature paint 
to create an approximately Lambertian reflect­
ing surface. As the measured flux distribution 
was to be compared with a ray-trace-predicted 
distribution, it was considered necessary to 
investigate the effect of the reflectivity response 
of the white painted surface of the target, such 
that its influence could be modelled in the ray 
trace algorithm if necessary. An experimental 
arrangement was constructed that simulated the 
videographic measurement conditions—that is, 
a camera was maintained in a constant viewing 
position perpendicular to a surface sample 
painted with the white matt paint, and a light 
source mounted on a goniometer was rotated 
to specified angles relative to the sample surface. 
Images were captured of the viewing surface 
under different angles of illumination, were cor­
rected for CCD camera response non-linearities,
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•Linear fit
^  Measured 
intensity£  0.95
£  0.9
Angle from  normal (deg)
Fig. 3. Relative intensity versus viewing angle response 
(heavy line) for the surface paint used on the flux target in 
the focal region of the 20 m2 dish (dashed line shows line of 
best fit).
f t
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and the relative intensities of the images were 
normalised to Jhe peak intensity viewed by the 
camera when the light source was perpendicular 
to the sample surface. Figure 3 shows the results 
of these measurements.
The response shown in Fig. 3 was incorpo­
rated into the ray trace algorithm and used to 
model the focal flux distribution predicted for 
the concentrator, such that the effect on the 
perceived flux image of the differing angles of 
incidence of rays coming from different regions 
of the dish concentrator could be realistically 
assessed.'
An HyCal5 foil gauge radiometer was 
mounted in the centre of the target such that 
absolute intensity readings could be continu­
ously monitored and used to calibrate the pixel 
intensities recorded by the CCD camera. The 
scaling was performed by choosing a narrow, 
annular band of pixels, some 7 to 10 pixels 
wide, surrounding, and adjacent to (but not 
including) the black radiometer image in the 
flux images. An average value was taken of 
these pixel values, and this average value was 
used in scaling the pixel values with the radiome­
ter reading at the time of the measurement.
The CCD camera was mounted at the vertex 
of the dish* looking upwards to the focal region. 
A set of high density absorption filters were 
placed in front of the camera lens to avoid 
saturating the CCD array with the high light 
levels occurring on the imaging target. The 
video signals produced by the camera were
{HyCal calorimeter. Model C-1312-A-300-072; HyCal 
Engineering, 9650 Telstar Ave., El Monte, CA 91731, 
U.S.A.
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Fig. 4. CCD camera and VCR response to calibrated light 
levels (measured as a function of the transmission factor of
neutral density filters placed in front of the camera).
recorded ori a high resolution Super VHS video 
cassette recorder11 (VCR), and the appropriate 
images later replayed, captured and digitised 
using a 7-bit frame grabber card mounted in a 
Sun SparcStation4 computer. While it would 
have been most desirable to have digitised the 
CCD images with an 8-bit framegrabber, such 
equipment was not available at the time of the 
measurements.
The combined response of the CCD camera 
and the Super VHS video recorder to light of 
varying levels was calibrated prior to focal 
region measurements by placing calibrated neut­
ral density filters in front of the camera while 
it viewed a uniformly illuminated screen and 
recorded on to the VCR. The images were 
digitised from the VCR and the average pixel 
intensities across the field of view were plotted 
against the transmission factors of the corre­
sponding neutral density filters to provide a 
measure of the response of the camera and 
VCR to varying levels of light. Figure 4 shows 
the results of this calibration.
The response data shown in Fig. 4 was fitted 
to a seventh order polynomial and used to 
correct the measured flux distribution, such that 
measured pixel values were linearised to more 
accurately reflect the actual intensity they are 
representing. Absolute intensity scaling was also 
applied using the output from the radiometer. 
An interesting property of the 7-bit framegrab­
ber was that it output its 7-bit image digitis­
ations in a “pseudo 8-bit” format, such that the 
pixel values ranged from 0 to 255, but changed 
value in increments of 2, such that there were
^Panasonic Super VHS (PAL) videocassette recorder. Model
NV-FS100HQ.
4Sun “VideoPix” framegrabber card.
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still only 128 levels, but they covered the 
“ normal”  8-bit range o f values. Thus Fig. 4 is 
seen to have an abscissa ranging up to approxi­
mately 250 while still only representing 128 
levels.
An assessment was also made of the influence 
o f the video cassette recorder on the overall 
quality o f the captured images. A series of 
images o f a uniformly illuminated white screen 
was taken under different levels of illumination, 
firstly using the CCD camera feeding directly 
into the computer-based framegrabber, and 
secondly, feeding into the VCR. The latter set 
o f VCR images were then also digitised using 
the same framegrabber, and the mean intensities 
between the two sets o f images were compared. 
This comparison indicated that the VCR images 
were generally some 3-6% deviant from the 
directly measured CCD camera images. ,r
4. THE RESULTS
While 1.8 m was the nominal focal point for 
the dish, a series o f flux measurements were 
performed for target placements at distances 
1.76 to 1.88 m from the dish vertex, in 2 cm 
increments. These measurements showed that a 
distribution with highest peak flux and mini­
mum extent occurred at 1.82 m. Later photo- 
grammetric analysis (Shortis and Johnston, 
1995; Johnston and Shortis, 1997) showed that 
a focal length o f 1.812 +  0.0005 m, and a stan­
dard deviation o f surface slope error o f 1.8 mrad 
could be expected for the dish. (Slope error is 
defined as the angular deviation (usually in 
mrad) o f the actual surface normal vectors from 
their ideal directions. The figures for slope error 
used in this study represent a combination of 
both surface specularity slope error and manu­
facturing slope error.) Figs 5 and 6 show a 
cross-section and a contour plot o f the flux 
distribution measured on the target positioned 
at 1.82 m from the dish vertex. (The distribu­
tions shown in Figs. 5 and 6 have had the image 
o f the (black) radiometer removed from their 
central region.)
Table 1 records the salient features of the flux 
distribution shown in Fig. 5.
Figure 5 shows that the flux field exhibits a 
flat-topped, non-Gaussian type o f distribution. 
This would be expected from the tiled nature 
o f the dish reflecting surface. Each 10 cm square 
tile will reflect a uniform beam o f sunlight onto 
a common point in the focal plane, such that a 
region o f intense, but uniform intensity should
T'  i ' i
X dimension (m)
Fig. 5. Cross-section through a flux image produced by the 
20 m2 dish. Imaging plate at 1.82 m from dish vertex. 
Insulation normalised to 1000 W m2.
X dimension (m)
Fig. 6. Contour plot of the distribution shown in Fig. 5.
be seen where the tile beams overlap. The skirt 
around the central area will follow an approxi­
mately Gaussian shape, constituted from a com­
bination o f surface slope errors, variations in 
projected area between the tiles near the dish
Table 1. Features of the flux distribution shown in Fig. 5 
(all figures normalised to 1000 W m~2 insolation)
Peak intensity (kW  m 2) 970 + 70*
Intercepted power1 under the distribution 14.8 ±  1*
(kW )
Collected power (in dish aperture) 20.1 ±0.2*
(kW )
Peak concentration ratio 970 ±70*
(CR) (suns)
Optical efficiency (%) 74 ±6*
Calculated by normalising the distribution to an insolation 
of 1000 W m~2 and then integrating the flux array and 
multiplying by the effective (target scale) pixel area.
Uncertainties calculated by a quadratic combination of 
errors of component values.
Focal region measurement of the 20 m2 tiled dish at the Australian National University 121
vertex and those towards its edges, together 
with the overlapping edges of the non-circular 
beam image projections on the focal plane.
5. FLUX MODELLING USING A RAY TRACE 
CODE
A ray trace computer algorithm was written 
to enable modelling of flux distributions on a 
given receiver configuration placed in the focal 
region of reflecting concentrating devices. The 
code was dubbed COMPREC (acronym for 
COMPound RECeiver) and can model the pri­
mary flux distributions expected on receivers 
having planar rectangular, disk or annular 
shapes, as well as cylindrical, conical and partial 
spherical geometries. Concentrator pointing 
errors and surface errors can also be included, 
and concentrators having a range of--configura­
tions (paraboloidal, spherical, trough or arbi­
trary shape) can be implemented in the model. 
The solar disk can be modelled with any desired 
sunshape, and Fig. 7 shows a typical sunshape 
cross-section, together with Kuiper’s empirical 
sunshape model (Biggs and Vittitoe, 1979) used 
to represent the sunshape in the present analysis. 
Kuiper’s distribution has the form
1 =
1+0
7i a 2
where 1 = relative intensity, ß = \imb darkening
Pill-box
sunshape
Empirical 
solar disk 
model
Measured
sunshape^  0.6
2  0.4
Angular displacement (milliradian)
Fig. 7. Measured and empirical sunshapes (the measured 
sunshape was taken from an actual solar image taken on 21 
December 1995 at Holloman AFB, New Mexico at 22:46 
UT). Also shown is a “pillbox” sunshape, often used in ray 
trace modelling.
parameter (controls the degree of limb darken­
ing), r = angular displacement from the centre 
of the distribution (mrad) and a = angular half­
width of the solar disk =4.65 mrad.
The limb darkening parameter, ß, was given 
a value of 1.0 in the present analysis to provide 
an approximation to the measured sunshape 
shown in Fig. 7. However, modelling studies 
indicated that using Kuiper’s model or a simple 
“pillbox” sunshape (also shown in Fig. 7) did 
not show any discernible difference in predicted 
flux distributions for the 20 m2 tiled dish. This 
arises due to the tiled nature of the dish, where 
the flat mirror tiles make it impossible to form 
an image of the solar disk, and details associated 
with the solar image, such as limb darkening, 
are “washed out” by the image smearing effects 
of the tiles.
Output from COMPREC compares favoura-,, 
bly with analytic calculations of ideal flux distri­
butions (Jeter, 1986). Figure 8 shows the results 
of these comparisons for ideal paraboloidal 
dishes having 1.0 m focal lengths and rim angles 
of 45° and 60°, respectively.
6. COMPARISON OF MEASURED AND 
PREDICTED RESULTS
Fig. 9 shows a superposition of the flux image 
of Fig. 5, and the flux distribution predicted by 
COMPREC on a 0.5 m diameter absorber 
placed 1.82 m from the dish vertex, using a 
focal length of 1.81 m and zero surface slope 
error.
In order to compare the spread of the two 
distributions, the ray traced distribution shown 
in Fig. 9 was scaled by a factor of 19% to match 
the peak intensity of the measured distribution.
4 104
-0.02-0.015-0.01-0.005 0 0.005 0.01 0.015 0.02
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Fig. 8. Superposition of flux images predicted by 
COMPREC (dotted lines) and by analytical calculations 
(Jeter, 1986) at the 1.0 m focal point of smooth dishes 
having rim angles of 45° and 60°, respectively.
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Fig. 9. Superposition of measured flux distribution (solid 
line) and ray traced distribution (dotted line) on a 0.5 m 
diameter absorber placed 1.82 m from the vertex of a 1.81 m 
focal length dish. The ray trace distribution assumes zero 
surface slope error and 100% mirror reflectivity, and has 
been scaled down by 79% to match the height of the 
measured distribution for comparison purposes.
Figure 9 shows that the measured distribution 
is noticeably narrower than the predicted distri­
bution. As noted previously, a photogrammetric 
analysis of the dish indicated that a standard 
deviation of surface slope error of 1.8 mrad was 
apparent on the dish surface. (Slope error in 
this instance is defined as the standard deviation 
of a bivariate Gaussian distribution of surface 
slope errors (Johnston, 1995).) Tiled dish sur­
faces were modelled using a range of surface 
slope errors varying from 1.5 to 4.0 mrad in 
0.5 mrad steps, and the focal fluxes calculated. 
(Slope errors were simulated on the tiled dish 
model by defining a rapdom slope error value 
according to the bivariate Gaussian distribution 
model, and then applying this to all surface 
normals on a given tile (each tile was divided 
into an 11x11 array of data points and associ­
ated surface normals). This process was 
repeated until all tiles had been processed to 
have varying degrees of slope applied to their 
normal vectors.) Fig. 10 shows the superposit­
ion of the measured distribution with a pre­
dicted distribution arising from a tiled dish 
having 2.0 mrad of surface slope error. This 
value of slope error produced the smallest RMS 
error between the two distributions.
However, in reality the predicted flux array 
should be scaled to have the same integrated 
power under its distribution as the measured 
distribution (rather than have the same peak 
value). Integration of the power under the mea­
sured flux showed that it contained 74% of the 
power integrated under the predicted distribu­
Ray trace 
distribution 
with 2mr 
slope error
I Measured i 
/ distribution 'Ü 4 105 -
X dimension (m)
Fig. 10. Measured (solid line) and predicted (COMPREC, 
dotted line) focal flux having a surface slope error of 
2.0 mrad.
tion (which assumed 100% mirror reflectivity). 
Assuming that all reflected radiation r is 
intercepted by the target, this scaling factor is 
a direct measure of the average reflectivity of 
the dish surface.
Figure 11 shows the superposition of the two 
distributions when scaled to have equal integ­
rated powers. Due to the slightly larger extent 
of the predicted flux, its peak value is seen to 
decrease by some 7%, in accordance with energy 
conservation principles.
Another way of assessing the distribution of 
energy in a flux distribution is to measure the 
percentage of total power intercepted by the 
dish as a function of radius from the centre of 
the flux distribution. Figure 12 shows the per 
cent power within radius (PIR) plots for the 
measured and predicted distributions shown 
in Fig. 11.
Measured . -
distribution
Ray trace 
distribution 
with 2 mr 
slope error
X dimension (m)
Fig. 11. Superposition of measured (solid line) and predicted 
(COMPREC, dotted line) flux arrays having equal power 
under the distributions.
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Fig. 12. Per cent power within radius for the measured (solid 
line) and predicted (dotted line) distributions shown in 
Fig. 11.
Fig. 13. Superposition of flux cross-sections using different 
slope errors showing the effect of central region narrowing 
and base region broadening.
The “jagged” appearance of the PIR plot for 
the, predicted distribution in Fig. 12 is due to 
the coarser spatial quantisation grid used in the 
predicted flux array (50 x 50 grid) compared to 
the finer grid used in the measured image 
(412x412).
7. DISCUSSION
Fig. 10 shows that the introduction of 
2.0 mrad of surface slope error into the ray 
trace algorithm produces a predicted flux that 
correlates closely with the measured distribu­
tion. This value lies well with the previously 
reported results from a photogrammetric analy­
sis of the tiled dish surface, which predicted a 
slope error of 1.8 mrad. (Photogrammetry is a 
process that accurately extracts the three-dimen­
sional coordinates of target points on a surface 
through the method of stereoscopic reconstruc­
tion of the surface from a number of different 
photographs of the object taken from different 
positions.)
The fact that the introduction of surface slope 
error appears to “narrow” the distribution may 
seem counter-intuitive, as it would be expected 
that the presence of slope error would cause the 
distribution to spread somewhat, rather than 
narrow it. However, this effect can be under­
stood by considering that slope error does 
indeed broaden the distribution, but this broad­
ening occurs in the skirt or tails of the distribu­
tion, and that the “higher” portion of the 
distribution “pulls in” accordingly to maintain 
the energy balance under the distribution (as 
broadening in the base means more energy is 
contained in the base regions, the corresponding 
amount of energy must be taken out of the
central region of the distribution). This can be 
seen in Fig. 13 below, which shows a series of 
flux distribution cross-sections corresponding to 
different levels of surface slope error for the 
20 m2 dish.
As can be seen in Fig. 13, the central regions 
narrow while the base regions broaden for 
increasing slope error.
Figure 11 indicates that the peak value of the 
predicted distribution reduces by some 7% from 
the measured distribution when the two distri­
butions are scaled to have equal integrated 
powers. The scaling factor of 74% can be used 
as a measure of the average mirror reflectivity 
for the dish. The drop in peak intensity is 
required to compensate for the increased energy 
contained under the slightly larger radius of the 
predicted distribution. A scaling factor of 79% 
is required to give the measured and predicted 
distributions equal peak intensities, and this can 
be used as an upper bound on the probable 
average dish reflectivity, with the actual value 
falling somewhere between 74 and 79%. An 
outstanding feature that becomes apparent from 
such measurements is the sensitivity of integ­
rated power to the extent of a distribution, due 
to the square relationship between radial dis­
tance from the distribution centre and the corre­
sponding area covered by the flux image. 
Apparently small differences in radial extent, as 
shown in Fig. 11, can cause noticeable differ­
ences in the integrated power measured for a 
distribution. However, the observed differences 
between the two distributions are within the 
error bounds calculated in Table 1, and can be 
attributable partly to normal measurement 
error, as well as slightly greater uncertainty in
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the digital flux due to only 7 bits of digitisation 
being available (instead of the usual 8).
The measured average reflectivity of 74% for 
the dish mirrors represents a significant reduc­
tion from their nominal value of 86% when first 
installed, some 10 years before the present meas­
urements were made. Inspection of the mirrors 
(after cleaning the dish surface in preparation 
for the flux measurements) showed that a 
number of them displayed slight discolouration, 
although no measurements were taken of their 
reflectivities. The silvering has clearly suffered 
degradation over time.
8. CONCLUSION
Measurements of the flux distribution pro­
duced by a 20 m2 paraboloidal dish solar con­
centrator covered with 2300, approximately 
10 cm square, flat mirror tiles showed an essen­
tially flat-topped distribution with approxi­
mately Gaussian limbs. Peak fluxes of 
970 kW m~2, and an integrated power of 
14.8 kW (both normalised to 1000 W m~2 insol­
ation) were measured at the focal point. Average 
mirror reflectivity appears to lie between 74 and 
79%. Ray trace modelling indicated that the 
measured distribution could be approximated 
using a tiled paraboloidal dish model having a 
surface slope error standard deviation of 
2.0 mrad. This value correlates closely with the 
predicted value of 1.8 mrad gained from a pho- 
togrammetric analysis of the dish surface.
Points of key interest that arose from this 
work include:
(1) The use of a high resolution videocassette 
recorder to capture flux images with the 
introduction of comparatively small (3-6%) 
values of error. However, this level of qual­
ity may be specific to the brand of VCR 
used in the present study, and may not be 
representative of measurements that could 
be taken with other VCRs.
(2) Reporting of the flux distribution in the 
focal region of a tiled dish represents a 
rarely reported analysis, as the vast majority
of dishes available today use reflective sur­
faces that are continuously curved to an 
appropriately paraboloidal shape. Clearly, 
the 10 cm flat tiles introduce an “error” 
into the surface that shows itself in the flat- 
topped nature of the flux distribution, and 
the relatively small sensitivity of the flux 
distribution to surface slope error.
(3) A high correlation between the measured 
focal region distribution and that predicted 
from computer-based ray tracing using sur­
face slope data derived from photogram- 
metric assessments of the concentrator 
surfaces. The use of photogrammetry shows 
itself to be a valuable aid to concentrator 
analysis and design.
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Appendix 1.2. Description of the SG3 400 m2
dish concentrator
The following descriptions have been supplied by Professor S. Kaneff, of the Energy 
Research Centre, ANUTECH, Canberra, Australia. 0200.
A1.1 Features of the SG3 collector
Figure A1.1 portrays the current SG3 collector.
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Table A1.1 indicates the main features and parameters of the Mark 2 version of the SG3, 
400 m2 dish concentrator. The manufacturing processes produce, as standard, very 
accurate members for the structure such that assembly in the field requires no 
adjustment, and results in an optical performance to design specifications.
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Figure A1.1. Schematic description of the SG3 400 m2 dish solar concentrator.
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Table A1.1. Specifications for the 400 m2 dish solar concentrator
Reflecting surface
Tracking envelope
Position and sun 
tracking
Aperture shape 
Area (nett)
Diameter (mean)
Diameter (max. span)
Diameter (min. span)
Focal length 
Rim angle 
Number of panels 
Mirror reflectivity
Elevation
Azimuth (limited by cabling 
arrangements)
Position transducers for azimuth and 
elevation
Control and monitoring computer 
Sun position programme 
Control system for dish motion 
(tracking and protection)
Dish pointing accuracy - sum of all 
pointing errors is always less than 
±2 mrad.
Hexagonal 
400 sq. metres.
22.6 m 
24.8 m 
21.5 m 
13.1 m 
46.6°
54
96% with 1mm low- 
iron glass 
0° to 90°
±270°
relative to N-S axis
Fabrication Space frames/trusses
Reflector
Track and foundation 
Weights Dish frame
Mirror panels 
Receiver and mounts 
Base frame 
Foundations
Receiver for A range of useful combinations
steam generation
Dish and base 
frames
Substrate supporting 
mirrored glass 
Reinforced concrete
4.5 tonnes
5.4 tonnes 
1.3 tonnes
5.5 tonnes
Concrete-25 m3
(depends on site) 
200 to 700°C 
1 to 160 bar, 
depending on
materials
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A1.2 Dish Description
A paraboloidal 400 nr aperture segmented mirrored glass shell is supported and moved 
to face and track the sun by two space frame/truss structures, each constructed from 
steel tubes accurately dimensioned and joined to form a network of nodes constituting a 
precise, rigid overall combination which maintains its shape irrespective of orientation or 
wind loading. Consequently, the dish focal region is well defined and accurate, allowing 
receivers to be designed to have and to maintain specified characteristics, irrespective of 
the sun’s position.
The dish frame carrying the reflecting surface is actuated by hydraulic rams to rotate 
about a horizontal axis carried on a base frame which is rotated, also hydraulically, on a 
vertical axis which is being constrained by a centre bearing. The structures are carried 
on six dual-wheeled bogeys rolling on a concrete track foundation. The hydraulic 
actuation systems, in conjunction with an electronic controller, allow the collector to face 
and move in any orientation; for example to track the sun (in altitude/azimuth mode) or to 
perform other defined motion (including that required to protect against strong winds or 
overheating of the receiver), as well as to go to the start or to the survival position, or to 
place the reflecting surface in a position of no solar illumination.
The centre constraining bearing, apart from locating the collector in relation to the 
foundations, provides an anti-toppling constraint which supplements that provided by 
the collector weight in the presence of strong winds, as well as resisting sideways wind 
forces.
Because of the configurational and dimensional accuracy of the collector structure and its 
maintenance during all designed operating conditions, the mirrored glass segments can 
define a focal region having specified properties, such as particular concentration ratio or 
energy density profile.
Design usually provides for effective operation and tracking at wind velocities to 80 
km/hr (at higher velocities the solar resources are rarely useful) and to withstand - in the 
vertically facing survival position - winds to 270 km/hr or more as required by each 
location. An ever vigilant wind monitoring system causes the collector to move to the 
survival position at wind speeds above 80 km/hr.
Collectors with apertures less or more than 400 m2 can be realised.
153
Appendix 2.1. Calibration Relationships for 
Hycal Foil Gauge Radiometers
Figure A2.1.1 and Figure A2.1.2 show the calibration relationships provided by HyCal 
Engineering for two radiometers that were tested by that company. During some initial 
tests radiometer number #931285 was found to produce an intermittent output, which 
investigations did not resolve. It was thus decided to use radiometer #931284 for all 
tests on both the 20 n r and 400 m2 dishes.
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Figure A2.1.1. Calibration curve for HyCal foil-gauge radiometer #931284.
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Figure A2.1.2. Calibration curve for HyCal foil-gauge radiometer #931285.
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Appendix 2.2. Relationships for 
Calibration/Correction of CCD Camera Images.
A2.2.1 Camera Conversion Function.
Figure A2.2.1 shows the average response of the CCD camera field to varying levels of 
radiation, created by viewing a uniformly illuminated screen of arbitrary, but constant, 
intensity through a series of calibrated neutral density filters.
0 0.2 0.4 0.6 0.8 1 1.2
Transmissivity
Figure A2.2.1. Average field response of Sony CCD camera to varying light 
levels created by calibrated neutral density filters. Graph shows average 
camera pixel response (full line) versus neutral density filter transmissivity. 
Also shown is 7th order polynomial curve fit (dashed line). Lens f-stop = f8.
The response shown in Figure A2.2.1 can be approximated by fitting the data with a 7th 
order polynomial curve fit. The inverse of this function allows calculation of an equivalent 
filter density for a given pixel value. This inverse response was calculated for each 
pixel in the CCD image, and can be called the inverse camera conversion functions,
C '1, and will be specific for each pixel.
A2.2.2 Image Correction and Calibration
Now consider that we are viewing a known intensity, I (measured with the radiometer in 
the flux field), through a filter, F, which has an uncalibrated density. This describes the 
actual flux measurement system. The intensity transmitted through the filter is I1. The 
camera has a pixel conversion function, C, which produces pixel intensities, P. Figure 
A2.2.2 shows these parameters.
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Figure A2.2.2. Relationship of filter, F, and camera conversion function, C to 
incident intensity, I, and resultant pixel value, P.
Using a filter transmission factor, k, we can say,
I' = kl
As the filter transmission factor is unknown, it can be found from,
i,
where lr is the reference radiometer output, and l'r is the intensity calculated from the 
inverse camera conversion function, C '1, for a given pixel value, Pr, next to the 
radiometer.
As l'r is given by, 
l'r = C-1(Pr)
we can calculate the overall filter transmission factor, k, from,
t . i,
Once k is known for the filter, the actual intensity at a point in the image represented b y 
a pixel value, P, (and its associated camera conversion function) is found from,
j  = C (P )  
k
158
Appendix 2.3 Assessment of CCD Camera
Field Linearity
Videographic flux mapping requires measuring the spatial displacement of light across a 
target surface. Spatial linearity of the CCD camera array was assessed by capturing 
an image of a grid pattern 60x60 cm with grid lines every 2 cm as shown in
Figure A2.3.1.
Figure A2.3.1. Linearly spaced grid pattern used to test CCD array spatial 
linearity.
The pixel positions of the grid lines along the two central axes (shown with dots in 
Figure A2.3.1) were recorded. Figure A2.3.2 shows a calibration plot of the recorded 
pixels positions versus the spatial position of the corresponding points on the grid.
Horizontal position -
2 400
>< 300
Vertical position
Grid position from grid centre (m)
Figure A2.3.2. Calibration plot of CCD array pixel position versus spatial 
distance for grid points shown in Figure A2.3.1.
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Inspection of Figure A2.3.2 shows a high degree of linearity. Regression analysis of the 
lines shown for horizontal and vertical displacement returns the following equations:
X = (881.4±0.5)x+(415.43±0.08) (1)
Y = (-867.87±0.5)y + (226.44±0.08) (2)
where X and Y are the pixel coordinates for the given spatial coordinates, x and y.
Figure A2.3.3 shows the measured pixel deviations from ideal linearity described b y 
equations (1) and (2).
XPixelDeviations
YPixelDeviations
Displacement from grid centre (m)
Figure A2.3.3. X and Y pixel deviations from ideal positions as a function of 
grid position.
Inspection of Figure A2.3.3 indicates a worst case deviation of ± 1 pixel, which over the 
minimum array size of 575 pixels constitutes a 0.2% error.
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Appendix 3.1. Assessment of Lambertian 
Surface Quality of Diffuse White Painted 
Surface Used for Videographic Flux Imaging.
The videographic flux measurement exercises all utilised water-cooled targets coated 
with a flat (‘matt’) white, high-temperature paint. As the Lambertian nature of the paint 
was unknown, a test was performed to assess its angular reflectivity. Figure A3.1.1 
shows the experimental set up used for this assessment.
White painted screen
/Circle of 
rotation 
around 
screensource \ x
CCD camera
Figure A3.1.1. Experimental arrangement to assess angular reflectivity of a 
painted target surface.
Method
An aluminium plate 130x115 mm was painted with the matt white high temperature plate 
and mounted such that it could be viewed from a range of angles using a CCD camera 
and a light source. The lamp’s collimating lens was adjusted to produce a projected light 
field that was uniform to 5% (measured using the CCD camera) in the central region of 
the plate either side of the axial line.
Two test regions, either side of the axis of rotation marked on the screen, and the 
average intensity in these test regions was measured for different angular orientations of 
the camera with respect to the screen. The average pixel levels of the two test regions 
for the different rotation angles were normalised by the peak average value (ie. at 0° 
rotation from normal) to give the proportional change in intensity for the reflective surface.
Figure A3.1.2 shows the resulting variation in reflected light intensity versus angle from 
normal incidence.
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Angle from  normal (deg)
Figure A3.1.2. Variation of normalised reflected intensity versus viewing angle 
for light projected onto an aluminium plate coated with a matt white paint.
The dashed line in Figure A3.1.2 shows the linear regression line for the data, and has 
the following form:
y = -0.0022188x+0.99329
This equation was used when incorporating the non-Lambertian nature of the reflecting 
surface into the ray trace code, COMPREC.
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Appendix 3.2. Calculation of Vector 
Intersection Points With Predefined Analytic
Surfaces.
A3.2.1 Vector surface intersections
In all of the following analyses, vector variables will be referred to in bold case. 
Variables in normal case will refer to scalar quantities.
Determination of the vector intersection point, P, with a defined receiver surface requires 
the specification of a source point, S, from which the reflection vector, SPu, emanates. 
Position (C) and orientation (N) vectors for the receiver surface must also be known. 
Figure A3.2.1 illustrates the required components, using a cylindrical receiver as an 
example surface.
Figure A3.2.1. Illustration of vector intersection relationships to calculate the 
intersection point, P, of a reflection vector, SPu, from a source point, S, on the 
surface of a receiver.
We have an origin, O, (coordinates (0,0,0)), and a source point, S, (representing the 
reflection point on a dish surface) for the start of the unit reflection vector, SPu, which 
has been calculated previously. C defines a reference position vector for the receiver 
(the centre of the cylinder, in this example), while N defines an orientation vector.
Generally, the calculation of the intersection point requires equating the vector equations 
for the hit point, P, with the equation for the surface of the receiver.
The analyses undertaken for the intersection points with plane receivers having 
rectangular, annular, and circular (disk) boundaries, as well as cylindrical, partial-spherical 
and conical frusta receivers will be described in the following sections.
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A3.2.2 Planar receiver intersections
Figure A3.2.2 illustrates the intersections being studied for this case.
Figure A3.2.2. Vector intersection relationship for reflected vector 
intersection with a plane.
If we define the normal vector as having components N(A,B,C) and a plane point, 
C(D,E,F). The intersection point is defined as P. Starting from an origin, O (0,0,0), 
defining a source point, S, the associated equations for the intersection point, P, are:
OP = OS + SP (4)
However, SP will have a length, g, along the direction of the unit vector, SPu:
SP = gSPu (5)
Thus,
OP = OS + gSPu (6 )
Using vector components,
OP = (OSx + g SPux, OSy + g SPux, OS. + g SPuz) (7)
Now, the coordinates of the hit point, OP must obey the equation for a plane, given by,
Ax + By + Cz = T (8)
where T is given by,
T = A D + B E  + CF = C * N  (9)
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That is, the x,y,z components of the plane must be equal to the x,y,z components of 
OP. Substituting (5) into (4) gives,
A(OSx + gSPux) + B(OSv + gSPuv) + C(OS. +gSPu:) = T (10)
Expanding and simplifying for g,
_ ( T - A O S x -B O S y-C O S z) 
 ^ (ASPux + BSPuy + CSPuz)
OP is then found by back substituting into (3), ie.,
OP = OS + gSPu
A plane has two sides, and the ray trace algorithm (COMPREC) can specify which side 
is to be regarded as the ‘active’ side - whether the side on the same side as the 
specified normal (N), or opposite it, or both sides of the plane. Determination of the side 
of intersection is accomplished through examination of the polarity of the dot product 
between the surface normal and the reflection vector, SPu. Figure A3.2.3 shows the 
necessary relationships.
Dot product 
is positive
N N
Plane
Dot product 
is negative
Plane
Incidence on opposite Incidence on same
side of normal side of normal
Figure A3.2.3. Relationships between the polarity of the dot product between 
the reflection vector, SPu, and the plane surface normal, determining the side 
of intersection on the plane.
As Figure A3.2.3 shows, the polarity of the dot product between the reflection vector, 
SPu, and the plane normal, N, determines the side of intersection on the plane. A 
positive polarity indicates the reflection vector hits the plane on the opposite side to the 
normal, while a negative polarity indicates the converse. Determination of the validity of 
a ‘hit’ on the plane must ensure correspondence between the side of intersection with 
that specified for the surface, and must also ensure the hit point falls within the 
rectangular boundaries specified for the surface.
A3.2.3 Annular and disk receiver intersections
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Calculating the hit points, P, for annular and disk receivers uses the same equations as 
defined above for the case of a rectangular, planar receiver. Disks and annuli only have 
different boundary descriptions, which are assessed by software after the hit point has 
been calculated.
A3.2.4 Cylindrical receiver intersections
Reference to Figure A3.2.1 illustrates the intersections being studied for this case. For 
expediency, it was considered that the majority of applications using cylindrical receivers 
would be for devices aligned with the z-axis. This both simplified the analysis and 
allowed for faster execution times (due to the much reduced calculational complexity) 
when programmed into an algorithm. In this case the equation for a cylinder simply 
becomes,
x 2+ y 2 = r 2 (12)
where r is the radius of the cylinder.
Considering the vector intersections, we have,
OP = OC + CP (13)
and OP = OS + SP (14)
Thus,
CP = OS + S P - O C  (15)
However, the vector CP will be defined by the equation for a cylinder (equation (9)). 
The x,y dimensions referred to in (9) correspond to the x and y components of CP, ie.,
X = CPX, y= C P y (16)
Substituting in (9) yields,
CP; + CP; = r  (17)
Substituting in (12),
(OSx + SPX -  OCx)2 + (OS, + SP, -  OC, )2 = r  (18)
Now, the unknown vector, SP will be given by,
SP = gSPu (19)
Substituting in (15), we have,
(OSx + g SPux -  OCxf  + (OS, + g SPuy -  OC, )2 = r- (20)
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This quadratic can be solved for g. Simplifying, and using expressions (Exp) to put the 
solution into a more compact form for programming
8 =
±^Expl -  Exp, 
2 Exp,
(21)
where,
Exp\ = Exp] -  4 (Expi — r 2) Exp, (22)
Exp, = SPu2y + SPu2 (23)
Exp3 = 2 ((OSx -  OCx) SPux + (OSy -  OCy) SPuy) (24)
Exp, = ( OCx-  OS,)2 + (OC, -  OS,)2 (25)
OP is then found from,
OP = OS + gSPu
If Exp, is negative, then there is no real solution to the equations. This case applies 
when the reflection vector, SPu, does not intersect the defined cylinder. When the 
reflection vector is parallel to the z-axis, Exp, is zero. The solution to the quadratic 
clearly indicates two possible real hit points on the cylinder surface, and accommodates 
the case when the line of the reflection vector can pass through the cylinder at two 
points. In this case, g should first be tested for polarity, and if both a positive and 
negative solutions exist, then the positive value should be used, as the negative value 
indicates that S is inside the cylinder radius, and two hit points can occur, one in the 
direction of SPu (the desired hit point), and the other in the direction opposite to SPu 
(undesired). If g has two positive values, then their conformance with the specified 
inside or outside interception criteria should be tested. Surface interception criteria are 
assessed in a similar manner as described for the planar intersections - that is the sign of 
the dot product between the receiver surface normal at the hit point and the reflection 
vector (SPu) is assessed. The dot product should be negative for the intersection of 
SPu with the outside of the cylinder, and should be positive for intersection with the 
inside of the cylinder, as illustrated in Figure A3.2.4 below:
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Intersection with 
inside of cylinder
Cylinder
positive negative
Intersection with 
outside of cylinder
Figure A3.2.4. Illustration of the inside/outside intersection criterion for the 
reflection vector, SPu, with a cylinder.
Finally, checking for the containment of the hit point within the specified boundaries of the 
cylinder should be performed. In summary, a successful hit point should then fulfil the 
following criteria:
(i) length of SP must be positive;
(ii) the dot product of SPu and the cylinder surface normal must satisfy the 
inside/outside specification for the intersection point;
(iii) the hit point must fall within the specified boundaries of the cylinder.
A3.2.5 Partial spherical receiver intersections
Partial spherical surfaces can be modelled utilising the lower portion of a sphere (pointing 
downwards, aligned with the z-axis).
Calculation of the intersection point, P, on the surface of a sphere proceeds in a similar 
manner to that described above for the cylindrical case, except that the equation to the 
sphere,
will be used to constrain the vector intersection equations.
Using analysis similar to that described above for the cylindrical case, the length, g, of 
the vector SP can be shown to be,
(26)
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g = ±^(CS • SPu) + (r2- |CS|2) -  CS • SPu, (27)
with the hit point on the surface of the sphere fulfilling similar criteria described for the 
cylindrical case above, that is,
(i) length of SP must be positive,
(ii) the dot product of SPu and the spherical surface normal must satisfy the 
inside/outside specification for the intersection point;
(iii) the hit point must fall within the specified boundaries of the sphere.
A3.2.6 Conical frusta receiver intersection
Figure A3.2.5 shows the vector intersection diagram applicable to this analysis.
Figure A3.2.5. Vector intersection diagram for the intersection of reflection 
vector, SP, with the surface of a conical frusta.
The equation to a frusta is described most simply in cylindrical coordinates:
z = mr  + c (28)
where,
m=slope of the walls of the frusta 
c=intercept of the frusta walls on the z-axis.
Using the fact that,
(29)
and substituting in (25) gives,
(30)
169
This then become the surface equation which constrains the vector intersection 
equations. Analysis similar to that performed in the previous sections allows calculation 
of the length, g, of the reflection vector, SP, as,
±~jExp} -  Exp3 
Exp,
(31)
where,
Exp] = Exp] -  Exp4 Exp2
Exp,  =  ( SPu2X +  SPu]^m2 -  SPu2
Expy =  (C S \ .  SPux +  CSy SPuy) m2 -  (c -  CS:)SPu.
Exp4 = (CS- + CS*) m2 -(c -  CS.f
If Exp! is zero, then the reflection vector, SPu, is parallel to the sides of the frusta, 
whereas if it is negative, then the length, g, is unreal and no intersection with the frusta 
occurs. As with previous surfaces, the following criteria must be satisfied to register a 
‘hit’ with the specified receiver:
(i) length of SP must be positive,
(ii) the dot product of SPu and the frusta surface normal must satisfy the 
inside/outside specification for the intersection point;
(iii) the hit point must fall within the specified boundaries of the frusta.
170
Appendix 3.3. Example of input file 
‘RecDishln.dat’ for data input to ray trace 
program COMPREC
It was decided to use a data input file for feeding specifications to COMPREC, primarily 
because it provides a record for later reference after the program is completed. 
Interactive data entry for each program run is also a time consuming and tedious 
process, particularly for simulations that are very similar to each other, with minimal 
changes in data values between runs. ‘RecDishln.dat’ is a static file that can be 
accessed with any text processor, and the modifications made and saved with minimal 
effort.
The header in the file explains the structure of the data variables, and should be fairly 
self explanatory. Under the header are sections for the definition of some sun parameters 
followed by the reflector surface parameters. Then follow the receiver surface 
definitions. Generally these conform to the pattern of:
1. Specify the number of surfaces of specified type (eg. cylinders, disks, etc.);
2. Specify the spatial dimensions of the target surface (Xmin, Xmax, etc);
3. Specify the position coordinates (3 component vector) for locating the surface wrt 
to the origin (dish vertex);
4. Specify the surface normal, or alignment vector (3 component vector) for the 
target surface (omitted for cylinder, sphere and conical frusta target surfaces);
5. Specify the ‘sensitive side’ of the target surface (eg, inside, outside, or both)
6. Specify the output filename desired for storing the output flux array
An example ‘RecDishln.dat’ tile follows. Annotations for the benefit of the reader are in 
italics and contained in braces: {.Annotation...}, but are not present in the normal 
‘RecDishln.dat file.
10
Header: The line above indicates the total lines of text in this header.
The data format is as follows:
The 1st line of each record below is the surface name of each surface type.
Below the name is the number of surfaces of that type (except for SunData and 
DishData). If a surface is not used, then assign it a value of zero.
The subsequent lines in each record firstly show the parameter name list, 
followed by the values for each parameter (separated by spaces) on the 
next line.
Where multiple surfaces of the same type are used, then just keep adding 
the lines of data for each surface below the appropriate parameter name list.
SunData: {This is a heading for this data section}
Intensity (W/mA2) NumberOfSunPoints {These are (2) prompts for the data on the next
line}
1000 2000 {These are actual data values used by COMPREC}
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DishData: {This is a heading for this data section}
DishDataFileName {This is a prompt for the data (name) on the next line}
5mDish_1.81 f_9x9GridTiles_1.8mrerr {This is an actual file name used by COMPREC} 
ApertureArea(mA2) DishSlopeError(mrad) DishPointingError(deg) DishReflectance 
{prompts}
19.6350 0.0 0.0 1.0 {Data values}
Planes: {This is a prompt for the data on the next line}
0 {This specifies the number of planes to be analysed}
Xmin(m)
{prompts}
Xmax(m) Ymin(m) Ymax(m) Reflectance Absorbtivity
-0.05
values}
0.05 -1.2 1.2 0 1 {Data
PlanePoint(3xm) {This is a prompt for the data on the next line}
0 0 0.726 {Data-3 vector components for the position of the plane centre}
PlaneNorm(3xm) {This is a prompt for data on the next line}
0 0 1 {Data - 3 vector components that specify the orientation of the plane}
PlaneSurface - on same side as normal, opposite or both? {Prompt for data on the next line} 
opposite {Data used by COMPREC}
OutPut File Name(s) {Prompt for data on the next line} 
pvtFlux_0.2wx2.2L_Abs@0.726f {Data value (filename) used by COMPREC}
Disks:
1
DiskRadius(m) Reflectance Absorbance
0.25 0 1
PlanePoint(3xm)
0 0 1.81
PlaneNorm(3xm)
0 0 1
Disk Surface - on the same side as surface normal, opposite or both? 
opposite
OutPut File Name(s)
5mDishFlux_0.5Abs@ 1.81 f_1,8mrerr_9x9Tiles
Annuli:
0
InnerRad(m) OuterRad(m) Reflectance Absorbance
0.35 0.75 0 1
PlanePoint(3xm)
0 0 12.8
PlaneNorm(3xm)
0 0 1
Annulus surface - on the same side as the surface normal, opposite or both? 
opposite
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OutPut File Name(s)
BigDishFlux_Annulus0.35irx0.75or@12.8m._7x7SphGridTiles
Cylinders:
0
CylRad(m) CylTop(m) CylBot(m) Reflectance Absorbance
0.32 14.33 13.0 0 1
CylCentre(3xm)
0 0 0
Cylinder surface - inner, outer or both surfaces? 
inner
Output File Name(s)
BigHexDish_Cyl_1,33hx0.32r@ 13.0m6mrerr
Spheres:
0
SphereRad(m) Xmin(m) 
Absorbance
Xmax(m) Ymin(m) Ymax(m) Reflectance
0.1 -0.2 
1
SphereCeritre(3xm) 
0 0 1.8
0.2 -0.2 0.2 0
Use inner, outer or both surfaces?: 
outer
Output File Name(s):
SphereTest2
Frustra:
0
TopRadius(m) BottomRadius(m) FrustTop(m) FrustBottom(m) Reflectance 
Absorbance
0.32 0.75 13.0 12.8 0 1
FrustCentre(3xm)
0 0 0
Use inner, outer or both surfaces?:
inner
OutPut File Name(s):
BigHexDish_Frust0.32TopRx0.75BotRx0.2h@12.8m6mrerr
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Appendix 4.1. Flux distributions for the 20 m2
tiled dish.
Figure A4.1.1 to Figure A4.1.6 show flux distribution cross sections for a 0.5 m diameter 
target placed at positions 1.78, 1.80, 1.82, 1.84, 1.86 and 1.88 m from the dish vertex. A 
reflectivity of 0.72, and a surface slope error of 2.0 milliradian has been used to produce 
all ray trace predictions.
1.78m
v  4 10
- 0.2  - 0.1 0 0.1 0.2 
X (m)
Figure A4.1.1. Superposed measured (heavy line) and predicted (dashed line) 
fluxes for target position 1.78 m from the dish vertex.
1.80m
a) 4 10
- 0.2  - 0.1 0 0.1 0.2 
X (m)
Figure A4.1.2. Superposed measured (heavy line) and predicted (dashed line) 
fluxes for target position 1.80 m from the dish vertex.
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Figure A4.1.3. Superposed measured (heavy line) and predicted (dashed line) 
fluxes for target position 1.82 m from the dish vertex.
1.84m
© 4 10
Figure A4.1.4. Superposed measured (heavy line) and predicted (dashed line) 
fluxes for target position 1.84 m from the dish vertex.
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1.86m
Figure A4.1.5. Superposed measured (heavy line) and predicted (dashed line) 
fluxes for target position 1.86 m from the dish vertex.
1.88m
Figure A4.1.6. Superposed measured (heavy line) and predicted (dashed line) 
fluxes for target position 1.88 m from the dish vertex.
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Appendix 5.1. Development of a novel laser 
scanning surface measurement system.
The method presents a novel laser scanning technique which can provide a numerical 
characterisation of the paraboloidal dish surface, giving both dimensional coordinates and 
surface normal information. The system was developed as a possible characterisation 
method for the 25 m diameter (13.1 m focal length) paraboloidal dish being constructed at 
the Australian National University. Unfortunately, the method appeared to be too 
inaccurate to characterise the surface of such a large dish, but the design is reported here 
as a technique open to possible development for smaller dishes. The basic schematic 
of the laser scanning/detection system is illustrated in Figure A5.1.1 below.
Paraboloidal
Mirror
Scanning
Mirror
Motors
Plane /  
Mirror /
CCD
Camera
IBM Compatible 
PC
Figure A5.1.1. Schematic layout of the laser scanning surface characterisation system.
Operation
The principles of its design are as follows:
Two orthogonally mounted electromagnetic mirror deflection m otors^ were used to 
deflect a laser beam to any desired position on the paraboloidal dish whose surface was 
to be characterised. (Using angular deflection avoided the problems of linear scanning 
across the dish surface.) The reflected beam from the dish passes through a translucent 
detection screen mounted near the laser scanner, forming a detectable dot of light on the 
screen. The scanner and detection screen were placed near the approximate radius of 
curvature of the mirror, such that rays leaving the scanner were brought back to form a 
localised image that can be accommodated by the dimensions of the detection screen. A 
plane mirror was mounted behind the detection screen, such that the laser beam, which 
had already passed through the screen once, was reflected back to intercept the screen
12Series G, open loop optical scanner. General Scanning, Inc. 500 Arsenal Street, Watertown, 
MA. USA. 02172.
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a second time, thus forming a second detectable dot of light. A CCD camera13 w as 
mounted to allow video frames to be taken of the detection screen, and an image
framegrabber14 was used to ‘snatch’ and digitise the image of the two laser dots on the 
detection screen. This allowed rapid quantification of the X and Y coordinates of the dots 
on the detection screen. The determination of the numerical coordinates of the 
paraboloidal surface at the point of laser beam reflection can be found by reference to 
Figure A5.1.2 below:
Paraboloidal
Mirror
Figure A5.1.2. Definition of parameters used to analyse the laser scanning surface 
characterisation system.
The laser beam leaves at the source point, S, and intercepts the paraboloid at point P. 
The beam reflects off the dish and intercepts the detection screen at point D. The beam 
makes a light spot on the screen and continues through to the plane mirror mounted 
behind, and parallel to the translucent screen. Further reflection occurs at the reflection 
point, M, on the plane mirror, to produce the second interception with the detection 
screen at point D’. The direction cosines (ie. unit vector) of SP are known (by directing 
the mirror motors under computer control to point the beam in a specified direction), while 
the detection screen and plane mirror combination allow the determination of the direction 
cosines of the vector DP. The vector SD is known by measurement (through digitisation 
of the dots on the detection screen, and the known distance from S to the detection 
screen).
Vector analysis (see Appendix) allows the distance, g, from S to P to be formulated as 
follows:
|SD|
SD u •  D P uy 1 - (S D u • SPu)
S D u *  S P u ------------ , -.......- - —
a 1 -(S D u » D P u )2
13Pulnix TM6-CN CCD camera. Obtained through Hadland Photonics Pty. Ltd. 19A Hampshire 
Rd. Glen Waverley, Victoria, Australia. 3150.
14"QuickCapture" frame grabber board. Data Translation, Inc. 100 Locke Drive, Marlboro, MA, 
01752-1192. USA.
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where DPu is given by
DPu
MD
| M D |
and
s(SD®SD')®(SD'-SD) (SD'-SD)
"  |(SD® SD ')® (SD '-SD)|’  2
SDu, SPu and DPu are the unit vectors in the directions of SD, SP and DP, 
respectively.
The unit surface normal of the paraboloid at the point of intersection, Nu, is given by:
.. SDu + DPu
NU = ----------------- :
|SDu + DPu|
System Uncertainties
The uncertainties in g will be dependant on the uncertainties in the detected laser dot 
positions, SD and SD', and the projected beam vector, SPu. The absolute uncertainty 
in g, Ag, can be found simply through the sum of the squares of the differential errors due 
to SD, SD' and SPu, as given in the equation below:
(Ag) 2 = —A _ aSD<9SD.
\ 2 f
+ -A )—ASD 
<9SD. y
+
de
+
\ -------- V
- \ 2
+ - A L aSD',,
<?SD v
\ 2 f  V
+ - A - a SD' 
<5SD.. y
where 0 and q are the altitude and azimuth spherical coordinate angles of SPu, and no 
uncertainty is assumed in the z-components of SD and SD'. 'A' indicates the uncertainty 
of measurement in the respective variables.
Values were developed to simulate the reflected rays that would occur for a 14 m focal 
length dish with a laser source and detection screen placed at the approximate radius of 
curvature of the dish (~28 m from the dish vertex). Values for g were calculated for given 
values of SD, SD' and SPu, together with the uncertainties in g for given uncertainties in 
SD, SD' and SPu.
It was estimated that the centroids of the dots of laser light on the translucent screen 
could be determined by image processing techniques to within 0.5 mm of their true 
positions, and this value was taken for the uncertainties ASDX, ASDy, ASD'X, ASD'y.
Commonly available mirror deflection motors4 have angular precisions of the order of 100 
(irad. This value was used for the angular uncertainties A0 and A<j>.
4 Model G138DT Optical Scanner. General Scanning Inc. 500 Arsenal Street, Watertown, MA, 
02172. USA
179
Using these values in the foregoing equations for g yielded worst-case uncertainties in g 
of approximately 50 mm. Such a large uncertainty arises because of the close proximity 
of the laser source and detection screen (~1 m), effectively creating a large triangulation 
base to height ratio. This error could be reduced by separating the source and detector 
by a larger distance, but then most reflected rays from the dish would miss the detector, 
due to coma spreading of the off-axis image rays.
Methods and Equipment
To provide a qualitative test of the validity of the beam detector (translucent 
screen/plane mirror) concept, a prototype system was constructed using 'General 
Scanning’ mirror motors which had no temperature stabilisation, no positional feedback 
control and which allowed maximum beam deflections of approximately ±15°. The motors 
were driven by current controlled linear amplifiers, which in turn were driven by the 
analog outputs of a dual channel digital-to-analog converter mounted in an IBM 
compatible personal computer. The translucent detection screen was constructed b y 
first stretching a 0.05 mm thick Mylar sheet onto a 1 m x 1 m light aluminium frame. A dilute 
(10:1) solution of white high-gloss paint in paint thinners was then poured onto, and 
distributed evenly across the (horizontal) Mylar sheet, and then left for several hours 
while the solvent evaporated. This left a fine, white, translucent film of paint on the 
Mylar sheet, which was found to easily show the interception of a laser beam, while at 
the same time producing negligible distortion or scattering of the beam as it passed 
through the film. This film was then mounted parallel to, and 0.5 m from a 1 m x 1m plane 
mirror. The laser scanner was then mounted on the top side of this screen/mirror 
combination and the laser beam directed to scan across a 0.5 m diameter model 
paraboloidal reflector. The CCD video camera was fitted with a 25 mm focal length lens, 
and was mounted on a boom at an approximate distance of 5 m from the screen, such 
that the 1 m x 1m screen could be captured in a single frame. Software was written to 
move the laser beam to a specified angular deflection, and then framegrab the resultant 
laser dot images appearing on the detection screen.
Results
The beam detector and video imaging system proved capable of detecting the reflected 
laser beam. Apart from the difficulties associated with improving the precision discussed 
in the theoretical analysis, it was observed that multiple spurious reflections and images 
created by the plane mirror were detected by the CCD camera. These would have to 
be eliminated by image processing algorithms to enable the extraction of the positions of 
the two desired dots of light on the translucent screen. This could best be accomplished 
by using a wide CCD camera lens aperture and focussing on the translucent screen 
such that spurious images are defocused. Image processing could then be applied to 
detect the sharper (desired) images and reject those that are defocused. Another 
difficulty arises when the two detected dots of laser light overlap each other, although 
this is a classical problem for which there are standard image processing techniques that 
can be used to extract the centroids of the overlapping images.
Conclusion
A qualitative test of a novel laser scanning dish characterisation technique indicated that 
conceptually the method could be developed into a working characterisation system, 
although in its present form it would produce large errors in the data generated, 
especially when applied to a large (~25 m diameter) paraboloidal dish. However, these 
errors could be significantly reduced if the system was applied to smaller dishes, and if
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the base distance between the laser source and the associated reflected beam detector 
could be made larger.
The author presents the technique as one open to further development.
Appendix
The determination of the length of the vector from the laser source, S, to the interception 
point on the paraboloid, P, is a problem in three-dimensional triangulation, as described 
in the diagram below:
P (point to be determined)
(detector)
The analysis can be simplified somewhat by considering the vector relationships in the 
plane SDP, as shown below:
P
It is desired to find the length of SP (ie. the distance, d).
k = |SD| = geos ( a )  + rcos(ß) 
r can be eliminated by developing an alternative expression from the fact that 
gsin(a) = rsin(ß)
or
g2sin2(a) = r2sin2(ß)
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giving,
r 1-cos2(a)
1-cos2(a)
The cosines can be replaced by
cos(cr) = SPu*SDu; cos(ß) =-DPu*SDu
where SPu, SDu and DPu are the unit vectors in the directions of SP, SD and DP, 
respectively. Combining (1) and (2), substituting for the cosines and rearranging gives
|SD|
g = -------------------------!—  2
SDu • DPu J1 - (SDu • SPu)
SDu* SPu----------. ^ v ---- —
x'1-(SDu.DPu)2
Surface normal determination
To calculate the surface normal at the reflecting surface, we consider the typical situation 
for reflection:
Adding the vectors, we have, 
r"
From this we can say,
r"+t=r => t=r-r"
and,
n =
Substituting for t, 
r - r "
In the present analysis,
r = SPu, r” = -DPu
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Substituting for r and r” ,
DPu + SPu 
|DPu + SPu|
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Appendix 5.2. Photogrammetric Analysis 
Procedures - Use of CRAMPA
A5.2.1 Introduction
The processing of images into final object space coordinates proceeds through a series 
of stages using different software packages, known collectively as the CRAMPA (Close 
Range Analytical Multistation Photogrammetric Adjustment) suite of programs (Shortis, 
1993a). The following descriptions will move through the software and its respective 
input and output requirements, and assumes images have been taken using a Kodak 
DCS 200 or 420 still digital camera (CCD pixel array of 1524x1012 pixels, pixel size of 
9x9 pm), using a lens of 28 mm focal length.
A5.2.2 DISKVIEW
Processing digital images first utilises DISKVIEW, which loads and displays the digital 
image on the monitor of an IBM PC or compatible computer. The program is invoked 
with the command line,
diskview h=1524 v=1012 x=9.0 y=9.0 Test
where,
- diskview invokes the program,
- h and v refer to the horizontal and vertical pixel ranges of the digital image,
- x and y refer to the physical size of the CCD pixels in the digital camera (units: 
micron)
- ‘Test’ is the name of the project file that will be used to define the image coordinate 
files that will be created by DISKVIEW.
Once in DISKVIEW, the internal operating parameters can be set by calling up menu 
windows and defining the relevant values. For most digitisation, the following 
parameters and values were found most functional:
- set thresholding algorithm to ‘b’, for Burner’s algorithm,
- the number of bytes, N, contained in the TIFF image header file was found to be 
variable function of the program that was used to download the digital images from the 
camera into a TIFF format. Using ‘NIH Image’ generally produced TIFF headers 768 
bytes in length,
- windows size, w, was dependent on the size of the target images, although 20x20 
pixels was generally found suitable for most (small) target images,
- background threshold level, T, and gray range value, ‘g’, were found to vary greatly, 
depending on the relative contrast between the background level and the peak 
intensity registered for the targets. Satisfactory operation was often found using a ‘f  
value of 30, and a ‘g’ value of 150.
Once having set these parameters, an image can be loaded into memory and displayed 
on the screen. A mouse is used to simply point and click on the target images, and 
centroiding software in DISKVIEW identifies the target boundaries and calculates the 
target centroid. The image space coordinates of the centroid are stored sequentially in a 
text file, and the program is available to measure the next target image. If the target 
layout has been arranged to be in a regularly spaced rectangular grid pattern, then 
clicking on the first two target images in a linear sequence then allows the program to 
identify the spacing and direction of the remaining targets in the sequence, and
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automatically searches for and identifies targets in the sequence until the edge of the grid 
pattern has been reached. The process is repeated on the next line of target images. 
This feature allows for great speed in target digitisation to be attained.
Once all the targets have been identified, the sequences of image space coordinates are 
written to file and closed. The next digital image of the object being analysed can then 
be read in and the targets sequentially digitised. Maintenance of identical target 
identification and digitisation sequencing is absolutely essential, otherwise a solution 
using later photogrammetric software will be almost impossible.
The image space coordinate files for the different photographs will usually be 
automatically labelled with the photo number and a ‘.pre’ extension, such that the files for 
a four photo sequence will be saved under,
Testl .pre 
Test2.pre 
Test3.pre 
Test4.pre
Another file is created called the print (.prn) file, which contains a record of all the 
parameters that were defined and adjusted during the course of using DISKVIEW.
A5.2.3 PRESORT
PRESORT is used to sort the sequences of image coordinates for all the photographs 
digitised using DISKVIEW, according to photo number and data point index numbers. It 
is invoked with command line,
presort Test Testl .pre Test2.pre Test3.pre Test4.pre ... etc.
where,
• presort invokes the program,
• ‘Test’ again identifies the project name to be used to label any output files,
• Testl .pre, Test2.pre, etc identify the image coordinate files to be sorted
The sorted coordinates are saved in a single file called,
Test.obs
which is now called the observations file for the data set.
Another print (.pm) file is also created that overwrites any previous .pm file(s), and 
contains a record of all the parameters that were defined and read by PRESORT, along 
with any error messages that may have arisen during the processing.
A5.2.4 PRE_CRAMPA
In addition to the observations file, a series of new files must now also be defined for 
use with PRE_CRAMPA and CRAMPA. These are,
1. A camera station file - ‘Test.stn’
2. A lens calibration file - ‘Test.cal’
3. A target (control point) coordinate file - ‘Test.tar’
1. Camera station file
A typical camera station (.stn) file is shown below:
ICamera station coordinates for Test.
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! Photo# X Y Z Phi Omega Kappa
1 1.5 -2.6 1.8 0.0 0.0 0.0
2 -1.5 -2.6 1.8 0.0 0.0 90
3 -1.5 -2.6 -1.8 0.0 0.0 180
4 1.5 -2.6 -1.8 0.0 0.0 270
where,
• lines starting with exclamation marks (!) are comment lines,
• the first data column defines the photo number of the station coordinates being 
defined,
• the 2nd data column defines the X coordinates of the camera station in object space 
coordinates (see below)
• the 3rd data column defines the Y coordinates of the camera station in object space 
coordinates (see below)
• the 4th data column defines the Z coordinates of the camera station in object space 
coordinates (see below)
• the 5th data column defines the Phi angle orientation of the camera at the time of the 
photograph (no need to define anything other than 0.0 - the software iteratively 
solves for the correct values later)
• the 6th data column defines the Omega angle orientation of the camera at the time of 
the photograph (no need to define anything other than 0.0 - the software iteratively 
solves for the correct values later)
• the 7th data column defines the Kappa angle orientation of the camera at the time of 
the photograph, and defines the rotation of the camera about the lens axis, and it is 
usual to input the rough orientation (in degrees) here.
The X,Y,Z coordinate system for the file is defined as follows:
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Three targets 
chosen around the 
object perimeter are 
used to define the 
reference plane for the 
object space coordinate 
system.
Figure A5.2.1. Coordinate system used by the CRAMPA photogrammetric 
processing software.
All of the coordinates given in the file are used as initial estimates only for ‘kick starting’ 
the software, and are iteratively refined to find their most probable actual values as the 
processing progresses.
2. Lens calibration file
A typical lens calibration (.cal) file is shown below.
ILens calibration parameters for DCS420 28 mm lens
IParameter Value Precision
1 0 .008 1.000
2 -0.064 1.000
3 28 .815 1.000
4 -1 .6232e -004 7 .569e-007
5 3 .8255e-007 1.553e-008
6 0 .0 0 0 0 e + 0 0 0 0 .000e+ 000
7 -1 .2335e -005 1.093e-006
8 -2 .1 925e-005 1.039e-006
The 8 parameters defined above are the ‘basic set’ of lens calibration parameters. Using 
a polynomial^ defined set can introduce up to 23 parameters.
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• Column 1 defines the calibration parameter identification number;
• Column 2 defines the most probable initial estimate of the parameter;
• Column 3 defines the degree of precision with which the parameter is known: 0 
describes a parameter that is known exactly, 1.0 defines a parameter that is only 
roughly estimated.
• Parameter 1 defines the x-coordinate (mm) of the principle point (the point where the 
axis of the lens intersects the film plane). Ideally this should be zero, but the actual 
principle point is usually offset from the centre of the film plane;
• Parameter 2 defines the y-coordinate (mm) of the principle point;
• Parameter 3 defines the focal length of the lens;
• Parameters 4, 5 and 6 define the radial lens distortion (parameter 6 can usually be set 
to zero, with zero precision)
• Parameters 7 and 8 define the lens decentring distortion
When setting up starting values for an unknown lens, usually parameters 1 and 2 can
be set to zero, with a precision of 1.0. Parameter 3 should be set to the nominal focal
length of the lens, while the remaining parameters can be set to 0.0 with precisions of
1 .0 .
3. Target (control point) file
The table below shows a typical target (.tar) file:
IControl point coordinates for project Test
ITarget# X Y Z Index sX sY sZ
2 5 0 .0 0 .0 1.5 7 1.0 1.0 1.0
8 8 1.5 0 .0 -1.5 7 1.0 1.0 1.0
1 2 9 -1.5 0 .0 -1.5 7 1.0 1.0 1.0
• Column 1 defines the target number in the sequence of digitised targets on the surface 
that identifies a control point;
• Columns 2, 3 and 4 define the x, y and z-coordinates (m), respectively (referenced to 
the defined coordinate system, Figure A5.2.1) of the control point;
• Column 5 defines the coordinate index. This parameter identifies the number of 
coordinates that are known for the control point - 7 says that all X,Y,Z,sX,sY and sZ 
coordinates are known;
• Columns 6, 7 and 8 define the absolute precision with which the coordinates are 
known (mm).
These values must be fairly accurate and have a well known precision.
Using PRE_CRAMPA
PRE_CRAMPA is invoked with the (example) command line, 
pre_cram e=0.3 Test
• pre_cram invokes the program for execution;
• e=?7 defines the expected error (pm) that exists in the image space coordinates that 
have been determined in the DISKVIEW processing of the target image coordinates. 
This is usually set to a number between 0.3 and 3 microns. This number later
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becomes the subject of a manual iteration and refinement process that must be 
undertaken between PRE_CRAMPA and CRAMPA.
• ‘Test’ defines the generic project name that will be used to look for the respective 
auxiliary files, Test.obs, Test.stn, Test.cal and Test.tar.
PRE_CRAMPA outputs a specifications (.spe) file and a data (.dat) file, as well as a 
.pm file that contains a record of all the final output values of the initial input parameters, 
such as camera stations, lens calibrations and control points, as well as information on 
numerous other parameters that were calculated by the program.
If a target resection or camera station intersection errors occur, it may be due to:
1. Mis-identification of targets in the image digitisation process. This can be very difficult 
to identify, but can be looked for in the .prn file. In this case, the residual errors of 
some camera station positions and/or some target coordinates can provide an 
indication of which photographs and/or targets may be causing the problem. 
Sometimes removing (‘commenting-out’) some camera stations (ie. photographs) from 
the .stn file and rerunning PRE_CRAMPA can help identify which photographs may 
be causing problems.
2. Camera station starting coordinates that are too far from their actual values. This can 
require adjusting the coordinates in the .stn file until a solution is found, or simply 
increasing the number of iterations (from 6 to a maximum of 20) used by 
PRE_CRAMPA to find a solution.
Once a solution has been obtained using CRAMPA, the specifications (.spe) file can be 
entered (using any text processor) and, if required, on the last two lines of the file, 
targets in specific photographs can be defined as ‘Image Observation Deletions’, such 
that they are not used in further processing (CRAMPA), and/or known straight-line 
distances between specified targets can be input to aid CRAMPA in correct scaling of 
the final out put coordinates of the complete data set.
A5.2.5 CRAMPA
CRAMPA is invoked with,
crampa i=20 -I -u Test
• crampa invokes the program;
• i=20 defines the number of iterations that the program must complete before 
terminating;
• -I is a switch that turns on the calculation and output (into the .prn file) of limited 
correlation coefficients between the various lens calibration parameters;
• -u is a switch that updates the specifications (.spe) file with the most recently 
calculated values of the camera station coordinates and the lens calibration 
parameters.
• Test identifies the project name, so that CRAMPA can access the relevant data input 
files (Test.spe and Test.dat);
What must be observed while CRAMPA is processing the data, is, that
1. the process converges to a solution of its own accord, before stopping at the 
predefined number of iterations (i=??), and without an error occuring that forces 
termination;
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2. the value of ‘sigma zero’ which is calculated as a final parameter at the end of 
processing is as close to 1.0 as possible. If it is different from 1.0, then the value of 
‘e’ used in PRE_CRAMPA must be multiplied by the value of sigma zero, and the 
new value used in PRE_CRAMPA to rerun the processing sequence again. This 
observation of sigma zero and adjustment of ‘e’ must be undertaken several times 
until sigma zero equals 1.0. This process ensures that the residual errors (and the 
uncertainties in the final output target coordinates) calculated by CRAM PA are close 
to the most probable values as possible.
However, it is usually found that running CRAMPA several times with the -u switch on 
(such that better and better refinements of the camera station and lens calibration 
parameters obtained in previous runs are obtained and used in the next run) will bring 
the sigma zero value down by several percent. This refinement should be undertaken 
until sigma doesn’t change between CRAMPA runs, before taking the sigma zero value 
and adjusting the ‘e’ value in PRE_CRAMPA.
CRAMPA outputs a file of x,y and z coordinates, with estimated uncertainties in each 
coordinate, for all of the measured targets. It also outputs a print (.prn) files that contains 
information on all of the adjustment parameters that were calculated during the iterative 
refinements.
Observation should be made of the cross correlation coefficients in the final print (.prn) 
file. A typical array of coefficients is shown below:
*** Additional Parameter Correlation Factors ***
1 1.00
2 - 0.06 1 .00
3 - 0.02 0.06 1.00
4 - 0.04 - 0.00 - 0.09 1.00
5 - 0.06 0.01 - 0.07 - 0.22 1.00
7 0.12 0.03 0.01 0.00 0.00
8 0.03 0.05 0.01 - 0.00 - 0.00
This array is larger when more additional parameters are specified, such as with a 
polynomially defined lens calibration set.
The array specifies the proportion of correlation (between 0.0 - no correlation - and 1.0 - 
complete correlation) between the listed lens calibration parameters. For example, the 
number in row 3, column 1 is the correlation between lens parameter 3 (focal length) and 
lens parameter 1 (the x-principle distance). Ideally, all values should be as close to zero 
as possible. However, values up to approximately 0.5 can be tolerated, while 0.5 to 
0.8 is a cause for concern, and greater than 0.8 is unacceptable.
Generally, if high correlations are observed between some parameters, the .prn file 
should be investigated and the corrections shown against the various lens calibration 
parameters observed. Those parameters with the smallest corrections should be 
‘commented-out’ of the .cal file, and the sequences of PRE_CRAMPA and CRAMPA run 
again.
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Appendix 5.3. Z-coordinate deviations for 
mirror panels on the 400 m2 dish.
Figure A5.3.1 to Figure A5.3.16 show the z-coordinate deviations for the eight mirror 
panels measured photogrammetrically on the surface of the 400 m2 dish. The deviations 
were calculated by first orienting the three vertex alignment targets on the panels to 
assume an ideal paraboloidal orientation.
s2p1
0.5
X (m)
Figure A5.3.1. Z-coordinate deviations across the s2p1 mirror panel, linearly 
interpolated to a 50x50 grid. Note that z-deviations are calculated as (ideal- 
measured).
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Figure A5.3.2. Frequency distribution of z-deviations for the s2p1 panel shown 
in Figure A5.3.1.
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Figure A5.3.4. Frequency distribution of z-deviations for the s3p2 panel shown 
in Figure A5.3.3.
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Figure A5.3.6. Frequency distribution of z-deviations for the s3p3 panel shown 
in Figure A5.3.5.
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Figure A5.3.8. Frequency distribution of z-deviations for the s5p4 panel shown 
in Figure A5.3.7.
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Figure A5.3.10. Frequency distribution of z-deviations for the s3p5 panel
shown in Figure A5.3.9.
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Figure A5.3.12. Frequency distribution of z-deviations for the s3p6 panel 
shown in Figure A5.3.11.
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Figure A5.3.14. Frequency distribution of z-deviations for the s3p6 panel
shown in Figure A5.3.13.
s5p8
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Figure A5.3.15. Z-coordinate deviations across the s5p8 mirror panel, linearly 
interpolated to a 50x50 grid. Z-deviations are calculated as (ideal-measured).
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Figure A5.3.16. Frequency distribution of z-deviations for the s3p6 panel 
shown in Figure A5.3.15.
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Appendix 5.4. Z-coordinate deviation plots and 
frequency distributions for the 400 m2 dish
mirror tiles.
Z-coordinate deviations were calculated for the mirror tiles using the following procedure:
1. Ideal paraboloidal coordinates were calculated for three vertex points on each 
mirror tile, according to each tile’s respective position on the dish surface (and using a 
dish focal length of 13.075 m);
2. The tiles were reoriented to these calculated paraboloidal positions;
3. The reoriented x and y coordinates of all data points across the surface of a tile 
were used to calculate ideal z-coordinates for these points;
4. The ideal z-coordinates of the reoriented tile data points were subtracted from the 
measured (reoriented) z-coordinates, that is,
dz = zmeasured - zideal
The deviation surface was visualised by interpolating the dz values to a 50x50 grid and 
plotting using graphics display packages (IDL and MATLAB). Frequency distribution 
plots were created by ‘binning’ the dz values into appropriate ranges, and plotting the 
percentage of points falling in different bins versus the central bin values. Best fit 
Gaussian distributions were calculated for the frequency distributions, and are displayed 
as dashed curves on the following graphs. However, the mean (p) and standard 
deviation (s) values shown in the frequency distribution plots have been calculated 
using the standard statistical formula for p and s, and have not been calculated from the 
best-fit Gaussian curve.
Figure A5.4.1 to Figure A5.4.16 show the spatial and frequency distributions of the z- 
coordinate deviations across the measured mirror tiles from the 400 m2 dish.
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Figure A5.4.1. Z-coordinate deviation surface for s2p1t (30 cm) mirror tile. 
Deviations calculated as (measured-ideal).
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Figure A5.4.2. Frequency distribution of z-coordinate deviations for the s2p1t 
(30 cm) mirror tile shown in Figure A5.4.1.
s3p2t
x 10'3
2 \
Figure A5.4.3. Z-coordinate deviation surface for s3p2t (60 cm) mirror tile. 
Deviations calculated as (measured-ideal).
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Figure A5.4.4. Frequency distribution of z-coordinate deviations for the s3p2t 
(60 cm) mirror tile shown in Figure A5.4.3.
s3p3t
Figure A5.4.5. Z-coordinate deviation surface for s3p3t (60 cm) mirror tile. 
Deviations calculated as (measured-ideal).
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Figure A5.4.6. Frequency distribution of z-coordinate deviations for the s3p3t 
(60 cm) mirror tile shown in Figure A5.4.5.
s5p4t
Figure A5.4.7. Z-coordinate deviation surface for s5p4t (60 cm) mirror tile. 
Deviations calculated as (measured-ideal).
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Figure A5.4.8. Frequency distribution of z-coordinate deviations for the s5p4t 
(60 cm) mirror tile shown in Figure A5.4.7.
s3p5t
Figure A5.4.9. Z-coordinate deviation surface for s3p5t (60 cm) mirror tile. 
Deviations calculated as (measured-ideal).
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Figure A5.4.10. Frequency distribution of z-coordinate deviations for the s3p5t 
(60 cm) mirror tile shown in Figure A5.4.9.
s3p6t
Figure A5.4.11. Z-coordinate deviation surface for s3p6t (60 cm) mirror tile. 
Deviations calculated as (measured-ideal).
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Figure A5.4.12. Frequency distribution of z-coordinate deviations for the s3p6t 
(60 cm) mirror tile shown in Figure A5.4.11.
s4p7t
x 10'3
Figure A5.4.13. Z-coordinate deviation surface for s4p7t (60 cm) mirror tile. 
Deviations calculated as (measured-ideal).
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Figure A5.4.14. Frequency distribution of z-coordinate deviations for the s4p7t 
(60 cm) mirror tile shown in Figure A5.4.13.
s5p8t
Figure A5.4.15. Z-coordinate deviation surface for s5p8t (60 cm) mirror tile. 
Deviations calculated as (measured-ideal).
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Figure A5.4.16. Frequency distribution of z-coordinate deviations for the s5p8t 
(60 cm) mirror tile shown in Figure A5.4.15.
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Appendix 6.1. Fourier spectra for mirror tile 
z-coordinate deviations
Figure A6.1.1 to Figure A6.1.8 show the x and y spatial spectral components of the 
z-coordinate deviations measured on the 400 m2 dish mirror tiles. These were obtained 
by performing a 2-dimensional fast Fourier transform (FFT) on the z-coordinate 
deviations of the mirror tiles. The FFT produces an amplitude versus frequency surface, 
but it was found that the dominant components of the spectra occurred along the two 
dimensional axes of the plots, and it is these components that have been plotted 
against frequency in the following figures. The figures also contain a 0.2 milliradian error 
cut-off curve, which defines the points where the expected uncertainty in slope errors 
calculated by GRADFITTER will exceed 0.2 milliradian. These points are evident in 
most of the plots at spatial frequencies of approximately 5.5 m 1.
s2p11
0.2 mrad 
error line
E 0.4
Frequency (m'1)
Figure A6.1.1. Fourier spectrum plot of the x and y frequency amplitudes for 
the z-coordinate deviations of the s2p1t (30 cm) mirror tile.
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Figure A6.1.2. Fourier spectrum plot of the x and y frequency amplitudes for 
the z-coordinate deviations of the s3p2t (60 cm) mirror tile.
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Figure A6.1.3. Fourier spectrum plot of the x and y frequency amplitudes for 
the z-coordinate deviations of the s3p3t (60 cm) mirror tile.
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Figure A6.1.4. Fourier spectrum plot of the x and y frequency amplitudes for 
the z-coordinate deviations of the s5p4t (60 cm) mirror tile.
s3p5t
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Frequency (rrf1)
Figure A6.1.5. Fourier spectrum plot of the x and y frequency amplitudes for 
the z-coordinate deviations of the s3p5t (60 cm) mirror tile.
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Figure A6.1.6. Fourier spectrum plot of the x and y frequency amplitudes for 
the z-coordinate deviations of the s3p6t (60 cm) mirror tile.
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Figure A6.1.7. Fourier spectrum plot of the x and y frequency amplitudes for 
the z-coordinate deviations of the s4p7t (60 cm) mirror tile.
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Figure A6.1.8. Fourier spectrum plot of the x and y frequency amplitudes for 
the z-coordinate deviations of the s5p8t (60 cm) mirror tile.
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Appendix 6.2. Spatial distribution of surface 
slope errors across the surface of the 400 m2
dish mirror tiles.
Figure A6.2.1 to Figure A6.2.8 show the spatial distribution of surface slope errors across 
the surfaces of the mirror tiles measured photogrammetrically on the 400 m2 dish surface. 
Surface slope error is measured as the magnitude of the deviation vector between the 
ideal (paraboloidal) surface normal and the numerically calculated surface normal for the 
measured surface. The ideal normal is calculated for a paraboloidal surface having a 
13.075 m focal length.
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Figure A6.2.1. Distribution of slope errors across the s2p1t (30 cm) tile.
214
-lo
pe
 e
rn
s3p2t-slope error
0.02v
7 5.8 5 9
X (m)
Distribution of slope errors across the s3p2t (60 cm) tile.
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Figure A6.2.3. Distribution of slope errors across the s3p3t (60 cm) tile.
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Figure A6.2.4. Distribution of slope errors across the s5p4t (60 cm) tile.
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Figure A6.2.5. Distribution of slope errors across the s3p5t (60 cm) tile.
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Figure A6.2.6. Distribution of slope errors across the s3p6t (60 cm) tile.
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Figure A6.2.7. Distribution of slope errors across the s4p7t (60 cm) tile.
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Figure A6.2.8. Distribution of slope errors across the s5p8t (60 cm) tile.
It can be seen that the slope errors for most tiles have a greater magnitude around the 
tile perimeters. This can be an artifact of the numerical fitting process, and will be prone 
to some inaccuracy in these regions. However, these ‘edge errors’ constitute a relatively 
small component of the overall surface slope error, and will not have a dominant influence 
on the standard deviation of the bivariate Gaussian distribution of errors that can be 
assumed to exist for the distribution of surface slope errors.
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Appendix 6.3. Surface slope error distributions 
for mirror tiles on the 400 m2 dish
Figure A6.3.1 to Figure A6.3.8 show the frequency distribution plots for the eight 
measured mirror tiles on the surface of the 400 m2 dish. These plots show the 
distribution of errors for the tiles oriented to ideal paraboloidal coordinates. As such they 
show the errors due to the tile surfaces only, without additional errors that would be 
introduced if the tiles were oriented to the measured coordinates on their respective mirror 
panels.
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Figure A6.3.1. Frequency distribution of surface slope errors on the s2p1t 
(30 cm) mirror tile.
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Figure A6.3.2. Frequency distribution of surface slope errors on the s3p2t 
(60 cm) mirror tile.
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Figure A6.3.3. Frequency distribution of surface slope errors on the s3p3t 
(60 cm) mirror tile.
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Figure A6.3. 4. Frequency distribution of surface slope errors on the s5p4t 
(60 cm) mirror tile.
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Figure A6.3.5. Frequency distribution of surface slope errors on the s3p5t 
(60 cm) mirror tile.
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Figure A6.3.6. Frequency distribution of surface slope errors on the s3p6t 
(60 cm) mirror tile.
221
s4p7 Tile
Mode=4.7 mr
r  8
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014
Slope error (radian)
Figure A6.3.7. Frequency distribution of surface slope errors on the s4p7t 
(60 cm) mirror tile.
s5p8 Tile
Mode=3.9 mr
0.005 0.0250.01 0.015
Slope error (radian)
Figure A6.3.8. Frequency distribution of surface slope errors on the s5p8t 
(60 cm) mirror tile.
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Appendix 6.4. Frequency distribution of surface 
slope errors for mirror panels (s2p1 to s5p8)
sans mirror tiles.
Figure A6.4.1 to Figure A6.4.8 show the frequency distributions of surface slope errors 
calculated for the s2p1 to s5p8 mirror panels, without mirror tiles on their surfaces. The 
panels were oriented into the measured vertex positions on the 400 m2 dish surface, and 
the surface slope errors calculated for these positions. As noted in the text, it can be 
seen that the panels exhibit relatively high slope error standard deviations, which is 
attributable to the poor data point regularity and frequency of the surfaces. This fact 
could also be the most likely cause of some distributions displaying poor approximations 
to the expected Rayleigh distribution, although it should not be discounted that these 
surfaces could indeed contain error distributions that do not conform to a circular, bivariate 
Gaussian distribution of slope errors.
s2p1 (no tiles)
Mode=4.08 mrad
S’ 1 0
0.01 0.02 0.03 0.04 0.05
Slope error (radian)
Figure A6.4.1. Frequency distribution of surface slope errors across the s2p1 
mirror panel sans mirror tiles. Dashed line shows the bets-fit Rayleigh 
distribution to the data, with the mode calculated from this best-fit function.
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s3p2 (no tiles)
Mode=8.7 mrad
Slope error (radian)
Figure A6.4.2. Frequency distribution of surface slope errors across the s3p2 
mirror panel sans mirror tiles. Dashed line shows the bets-fit Rayleigh 
distribution to the data, with the mode calculated from this best-fit function.
s3p3 (no tiles)
Mode=7.0 mrad
0  15
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Slope error (radian)
Figure A6.4.3. Frequency distribution of surface slope errors across the s3p3 
mirror panel sans mirror tiles. Dashed line shows the bets-fit Rayleigh 
distribution to the data, with the mode calculated from this best-fit function.
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s5p4 (no tiles)
Mode=6.5 mrad
Slope error (radian)
Figure A6.4.4. Frequency distribution of surface slope errors across the s5p4 
mirror panel sans mirror tiles. Dashed line shows the bets-fit Rayleigh 
distribution to the data, with the mode calculated from this best-fit function.
s3p5 (no tiles)
Mode=6.0 mrad
Slope error (radian)
Figure A6.4.5. Frequency distribution of surface slope errors across the s3p5 
mirror panel sans mirror tiles. Dashed line shows the bets-fit Rayleigh 
distribution to the data, with the mode calculated from this best-fit function.
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Mode=4.5(?) mrad
0.005 0.015
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Figure A6.4.6. Frequency distribution of surface slope errors across the s3p6 
mirror panel sans mirror tiles. Dashed line shows the bets-fit Rayleigh 
distribution to the data, with the mode calculated from this best-fit function.
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0.005 0.015
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Figure A6.4.7. Frequency distribution of surface slope errors across the s4p7 
mirror panel sans mirror tiles. Dashed line shows the bets-fit Rayleigh 
distribution to the data, with the mode calculated from this best-fit function.
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Figure A6.4.8. Frequency distribution of surface slope errors across the s5p8 
mirror panel sans mirror tiles. Dashed line shows the best-fit Rayleigh 
distribution to the data, with the mode calculated from this best-fit function.
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Appendix 6.5. Frequency distributions for 
surface slope errors on mirror covered with their
respective mirror tiles.
Figure A6.5.1 to Figure A6.5.9 show the surface slope error frequency distributions for 
mirror panels s1p1 to s1p9 covered with mirror tiles. The ‘assembly’ of the panels was 
undertaken by first duplicating the mirror tile appropriate for that panel type (for example, 
s3p2t tiles would be duplicated across the s3p2 panel), and then reorienting the array of 
tiles on the panel into the measured coordinates of the panel’s respective position on the 
dish surface.
Figure A6.5.9 shows the frequency distribution for the s1p9 mirror panel. As noted in the 
caption, the p9 panels were derived by reorienting the p5 type panels and tiles into the 
measured p9 coordinates on the dish surface. This was done because the p9 panel 
type was not measured photogrammetrically, and, by symmetry, the p5 panel type 
represents the closest approximation to the p9 panel type. Thus the p5 type was 
duplicated and used in the p9 positions to accommodate the missing data set.
Mode = 3.4 mr
0.005 0.01 0.015 0.02 0.025 0.03
Slope error (radian)
Figure A6.5.1. Frequency distribution of surface slope errors calculated for 
s2p1t mirror tiles (with normals) duplicated across the surface of the s2p1 
mirror panel, with the panel oriented into the measured vertex coordinates for 
the s1p1 mirror panel on the surface of the dish.
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0.025
Figure A6.5.2. Frequency distribution of surface slope errors calculated for 
s3p2t mirror tiles (with normals) duplicated across the surface of the s3p2 
mirror panel, with the panel oriented into the measured vertex coordinates for 
the s1p2 mirror panel on the surface of the dish.
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Figure A6.5.3. Frequency distribution of surface slope errors calculated for 
s3p3t mirror tiles (with normals) duplicated across the surface of the s3p3 
mirror panel, with the panel oriented into the measured vertex coordinates for 
the s1p3 mirror panel on the surface of the dish.
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Figure A6.5.4. Frequency distribution of surface slope errors calculated for 
s5p4t mirror tiles (with normals) duplicated across the surface of the s5p4 
mirror panel, with the panel oriented into the measured vertex coordinates for 
the s1p4 mirror panel on the surface of the dish.
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Figure A6.5.5. Frequency distribution of surface slope errors calculated for 
s3p5t mirror tiles (with normals) duplicated across the surface of the s3p5 
mirror panel, with the panel oriented into the measured vertex coordinates for 
the s1p5 mirror panel on the surface of the dish.
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Mode = 5.1 mr
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Figure A6.5.6. Frequency distribution of surface slope errors calculated for 
s3p6t mirror tiles (with normals) duplicated across the surface of the s3p6 
mirror panel, with the panel oriented into the measured vertex coordinates for 
the s1p6 mirror panel on the surface of the dish.
Mode = 6.1 mr
0 0.005 0.01 0.015 0.02 0.025
Slope error (radian)
Figure A6.5.7. Frequency distribution of surface slope errors calculated for 
s4p7t mirror tiles (with normals) duplicated across the surface of the s4p7 
mirror panel, with the panel oriented into the measured vertex coordinates for 
the s1p7 mirror panel on the surface of the dish.
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Figure A6.5.8. Frequency distribution of surface slope errors calculated for 
s5p8t mirror tiles (with normals) duplicated across the surface of the s5p8 
mirror panel, with the panel oriented into the measured vertex coordinates for 
the s1p8 mirror panel on the surface of the dish.
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Figure A6.5.9. Frequency distribution of surface slope errors calculated for 
s3p5t mirror tiles (with normals) duplicated across the surface of the s3p5 
mirror panel, with the panel oriented into the measured vertex coordinates for 
the s1p9 mirror panel on the surface of the dish.
232
Appendix 6.6. Frequency distributions for 
surface slope errors on the six sectors of the
400 m2 dish.
Figure A6.6.1 to Figure A6.6.6 show the surface slope error frequency distributions for 
the 400 n r dish sectors, consisting of complete sets of mirror panels covered with mirror 
tiles, all oriented into their respective measured coordinates on the dish surface.
Sector 1
Mode=6.47 mrad
Slope error (radian)
Figure A6.6.1. Frequency distribution of surface slope errors across sector 1 of 
the 400 m2 dish. Dashed curve shows best-fit Rayleigh distribution to the data, 
with the mode calculated from this best-fit function.
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233
Figure A6.6.2. Frequency distribution of surface slope errors across sector 2 of 
the 400 m2 dish. Dashed curve shows best-fit Rayleigh distribution to the data, 
with the mode calculated from this best-fit function.
Mode=6.41 mrad
0 0.01 0.02 0.03 0.04
Slope error (radian)
Figure A6.6.3. Frequency distribution of surface slope errors across sector 3 of 
the 400 m2 dish. Dashed curve shows best-fit Rayleigh distribution to the data, 
with the mode calculated from this best-fit function.
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Figure A6.6.4. Frequency distribution of surface slope errors across sector 4 of 
the 400 m2 dish. Dashed curve shows best-fit Rayleigh distribution to the data, 
with the mode calculated from this best-fit function.
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Sector 5
Mode=6.45 mrad
Slope error (radian)
Figure A6.6.5. Frequency distribution of surface slope errors across sector 5 of 
the 400 m2 dish. Dashed curve shows best-fit Rayleigh distribution to the data, 
with the mode calculated from this best-fit function.
Sector 6
Mode=6.44 mrad
Slope error (radian)
Figure A6.6.6. Frequency distribution of surface slope errors across sector 6 of 
the 400 m2 dish. Dashed curve shows best-fit Rayleigh distribution to the data, 
with the mode calculated from this best-fit function.
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Appendix 7.1. Predicted flux distributions from 
photogrammetrically measured panel surfaces
on the 400 m2 dish.
Figure A7.1.1 to Figure A7.1.2 show the predicted flux distributions expected on a 1.2 m 
square absorber placed at a nominal focal position of 13.1 m (13.06 m actual position), 
for the s1p1 to s1p9 mirror panels. The distributions are based on ray tracing performed 
on photogrammetrically derived data for the panels.
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Figure A7.1.1. Surface plot of flux 
predicted from the s1p1 panel.
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Figure A7.1.2. Flux image of the flux 
plot shown in Figure A7.1.1.
s1p2 flux flux
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Figure A7.1.3. Surface plot of flux 
predicted from the s1p2 panel.
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X dimension (m)
Figure A7.1.4. Flux image of the flux 
plot shown in Figure A7.1.3.
236
s1p3 flux
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Figure A7.1.5. Surface plot of flux Figure A7.1.6. Flux image of the flux
predicted from the s1 p3 panel. plot shown in Figure A7A .5.
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Figure A7.1.7. Surface plot of flux 
predicted from the s1p4 panel.
Figure A7.1.8. Flux image of the flux 
plot shown in Figure A7.1.7.
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Figure A7.1.9. Surface plot of flux 
predicted from the s1p5 panel.
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Figure A7.1.10. Flux image of the flux 
plot shown in Figure A7.1.9.
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Figure A7.1.11. Surface plot of flux 
predicted from the s1p6 panel.
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Figure A7.1.12. Flux image of the flux 
plot shown in Figure A7.1.11.
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Figure A7.1.13. Surface plot of flux 
predicted from the s1p7 panel.
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Figure A7.1.14. Flux image of the flux 
plot shown in Figure A7.1.13.
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Figure A7.1.15. Surface plot of flux 
predicted from the s1p8 panel.
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Figure A7.1.16. Flux image of the flux 
plot shown in Figure A7.1.15.
s1p8 flux
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s1p9 flux
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Figure A7.1.17. Surface plot of flux 
predicted from the s1p9 panel.
X dimension (m)
Figure A7.1.18. Flux image of the flux 
plot shown in Figure A7.1.17.
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