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This paper develops a sufficient condition for continuity (as opposed to upper 
semicontinuity) of the optimal set of a mathematical program. Applications 
to the theory of economic choice are discussed. 
I. INTRODUCTION 
Under rather general conditions, the solution sets of optimization problems 
can be shown to be upper semicontinuous under perturbations in the con- 
straints and/or the objective functions. Appropriate conditions to ensure 
such behavior are given in [2, pp. 109%1171, which also contains definitions 
and properties of the types of semicontinuity and other attributes of multi- 
valued functions which we shall employ in this paper. The problem we shall 
consider here is that of finding conditions under which these solution sets 
will satisfy the stronger property of continuity. The question is of interest in 
itself, since one may wish to know, for example, when the solution set of a 
problem can be guaranteed not to change drastically under small perturbations 
such as those introduced by roundoff error in a numerical solution procedure. 
It is also of interest in the analysis of lexicographic optimization problems, 
i.e., problems in which a sequence of objective functions are given which 
are to be maximized one after another with the solution set of each subproblem 
becoming the constraint set of the next. In such problems, we require 
continuity of each solution set except possibly the last one, since the funda- 
mental “maximum theorem” [2, p. 1161 which gives upper semicontinuity 
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of a solution set requires continuity of the constraint set in order to be valid. 
If we wish to use this theorem to prove that the solution set of a lexicographic 
problem (i.e., the solution set of the last subproblem in the sequence) is 
upper semicontinuous, we must be able to show that the solution set of every 
intermediate problem is actually continuous, and this provides another reason 
for studying the conditions under which such continuity can be obtained. 
Continuity of solution sets has previously been considered in the literature 
[3, 61, but from points of view different from that adopted here. 
In the remainder of the paper, we first introduce some notation, then state 
and prove a sufficient condition for continuity of the solution set. Finally, we 
show that the condition we develop has a natural application to a special 
class of lexicographic optimization problems that arise in a variety of economic 
applications [5, 71. 
2. NOTATION 
For the remainder of the paper, we shall be concerned with certain sets, 
spaces, and functions which we define here. We shall let W and X be topo- 
logical spaces; W can be interpreted as a space of parameters or perturbations, 
and X is the space in which the optimization will be carried out. We define 
a multivalued function I’: W-+ X, for each w E W, rw will represent a 
constraint set in X. The objective function, 8, is defined from X x W into 
R, the set of real numbers. Another real-valued function, TK W+ R, is 
defined by 
T(W): = mzx{e(x, w) ] x E rw}; 
conditions will be imposed on r to insure that the maximum is actually 
attained. Finally, we define a multivalued function @: W -+ X by 
@w: = {x j @, w) > n(w)} n rw. 
The image @w is thus, for any fixed w E W, the solution set of the mathe- 
matical programming problem 
maximize{O(x, w) 1 x E rw}, 
and it is the behavior of @ as a function of w that we shall analyze in what 
follows. 
3. SEMICONTINUITY AND CONTINUITY OF @ 
In order to analyze the behavior of @, we shall first discuss a general form 
of the “maximum theorem” mentioned in Section 1. The theorem as given 
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here differs from that proved in [2] in that the objective function is permitted 
to be parametric in w. Such extensions have previously been made in [4, 81, 
but only for the case in which X is a metric space. Since the requirement of 
metrizability excludes many interesting cases (e.g., the weak* topology on a 
Banach space) and since it is not necessary in the proof of the theorem, we 
give a version here which does not depend on it. 
THEOREM 1. Let X and W be topological spaces, and let r, 0, r, and @ be 
defined as previously. If I’ is nonempty and continuous on W and 9 is continuous 
on X x W, then rr is continuous on Wand CD is upper semicontinuous on W. 
Proof. Since r and 8 are continuous, so is 7r by [2, Theorems 1 and 2, 
pp. 115, 1161. By Theorem 7 [2, p. 1121, it suffices to show that the multi- 
valued function 
M(W): = {X / 0(X, W) > T(W)} 
is closed, since @: = M n lY The complement of the graph of M is 
which is open by the continuity of 0 and 7~. Hence M is closed, which com- 
pletes the proof. 
We now investigate the conditions under which @ will actually be con- 
tinuous. We shall require certain properties associated with convexity: in 
particular, that X be a topological vector space, that r be convex-valued 
(i.e., that rw be convex for each w E W), and that 0 have a certain attribute 
related to strict quasiconcavity. We first define the latter. 
DEFINITION 1. A function a(z) from a linear space 2 into the real numbers 
is strictly quasiconcave if for each z, , aa E Z with zr # za and “(zr) < or(.a,), 
and each /\ E (0, I), we have ~@a, + (1 - h) za) < a(za). 
This definition seems to have been the original one [I]; it is not the same 
as some later definitions [9, p. 1371. 
If we required r to be continuous and convex-valued and 0(x, w) to be 
jointly continuous and strictly quasiconcave in x for each w, we should 
certainly have continuity of CD, but the result would not be very interesting, 
since CJW would be a singleton for each w. Therefore, we look for a class of 
objective functions 0(x, w) which will permit CD to be multivalued without 
losing continuity. Such a class may be obtained by letting 
0(x, w): = min{p(x, w), u(w)}, 
where TV is strictly quasiconcave in x for each w and jointly continuous, and CT 
is continuous in w. An example of such a function for X = R and fixed w 
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is given in Fig. 1. Such functions occur naturally in some economic contexts, 
where the function U(W) is referred to as a satiation level. We shall consider 
examples of this kind in Section 4. 
FIG. 1. A function of the form O(x) = min{p(x), u}. 
The main result is contained in the following theorem. 
THEOREM 2. Let X, W, r, r, and CD be defined as previously. Suppose also 
that X is locally convex and that r is convex-valued on W. Let 
0(x, 20): = min{p(x, w), o(w)}, 
where p is continuous on X x Wand strictly quasiconcave in x for eachjixed w, 
and a is continuous on W. Then @ is continuous and convex-valued on W. 
Proof. Since the composite function 0 is quasiconcave in x for fixed w, 
Qi is obviously convex-valued. It is upper semicontinuous on W by Theorem 1; 
hence, we need only show it is lower semicontinuous there. Let w, E W. If 
@w, is a singleton, then the upper semicontinuity easily implies continuity 
at wO , and there is nothing more to prove. Therefore, assume that @w,, 
contains at least two points. Let Q C X be any open set such that 
Q n Ow,, f ia. We shall construct an open neighborhood U(w,,) such that 
for each w E U, we have Q n @w # 0. First, note that for each point 
z E Spw, , we have 0(x, w,J = u(wO); if this were not true, then the continuity 
and strict quasiconcavity of p could be used to show that IpwO would have 
to be a singleton, contrary to our assumption. Let p, EQ n rpW,; since Q is 
open, X is locally convex, and @wO contains more than one point, we can 
find some p, # p, such that [p, , p,] lies in Q n @w, . Let jY be the midpoint 
of the segment [p, , p,]; since B(p, , wJ = e(pr , ws) = cr(ws), we have 
~(pa , wa) > u(wa) < ~(pi , wa) and, hence, by strict quasiconcavity, 
@, w,,) > a(wJ. Using the continuity of ,u and u, we can find open neigh- 
borhoods V,(w,,) and V(3) C Q such that for w E U, and x E V, we have 
~(x, w) > u(w). But since I’ is continuous at w,, , there is an open neigh- 
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borhood U&w,,) such that w E Ua implies rw n V # %. Let U: = U, n Uz; 
choose any w E U. Let p* E rw n V. Then p(p*, w) > U(W), so 
S(p*, w) = u(w); thus p” must be in @w. But also p* E V CQ, so 
Q n @w # m. This completes the proof. 
4. APPLICATION 
We discuss here some applications of the theory developed in Section 3 
to problems of lexicographic programming. Suppose that we have a sequence 
of objective functions Bi(x, w),..., 19%(x, w), and we define optimal sets Qiw 
from these for 1 < i < n by letting CD~W be the set of points maximizing 
L$(., w) over the constraint set Pw, then letting @,w be the set of points 
maximizing 0,( ., w) over @iw, etc. What can we say about the behavior of the 
“lexicographically optimal” set @,w as a function of w ? Theorem 1 is not 
directly applicable here, since it requires continuity of the feasible set, and 
we do not know that, for example, Qn-i is continuous. However, if r is 
continuous and convex-valued and if 0, ,..., en-i satisfy the hypotheses about 
8 in Theorem 2, we can apply that result to conclude that @i ,..., @n-l are 
continuous and convex-valued; at this point we have the necessary informa- 
tion to use Theorem 1, from which we can conclude that CD% is upper semi- 
continuous. Of course, if 8, also satisfies the hypotheses of Theorem 2, then 
CDn is even continuous. 
Objective functions of the type used in Theorem 2 occur naturally in the 
economic context of L*-orderings in the theory of consumer preference, 
introduced by Georgescu-Roegen [7] and Encarnacion [5]. These are 
preference orderings consisting of sequences of utility functions which are to 
be maximized lexicographically. The distinctive feature is that each utility 
function is assumed to be satiable, i.e., each such function has an attainable 
upper bound. If a continuous satiation level is superimposed upon a strictly 
quasiconcave continuous utility function, then the resulting objective function 
satisfies the requirements of Theorem 2. If the consumer’s budget set is 
continuous and convex-valued, Theorem 2 then tells us that the optimal set 
of an L*-ordering problem with a finite number of such objective functions 
will be continuous over W, a result which does not seem to have been noticed 
previously. Further discussion of L*-ordering problems from an economic 
point of view is in [lo]. 
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