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Abstract In this paper, we study constraint qualifications for the nonconvex in-
equality defined by a proper lower semicontinuous function. These constraint quali-
fications involve the generalized construction of normal cones and subdifferentials.
Several conditions for these constraint qualifications are also provided therein.
When restricted to the convex inequality, these constraint qualifications reduce to
basic constraint qualification (BCQ) and strong BCQ studied in [SIAM J. Optim.,
14(2004), 757-772] and [Math. Oper. Res., 30 (2005), 956-965].
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inequality · end set
Mathematics Subject Classification (2010) 90C31 · 90C25 · 49J52 · 46B20
1. Introduction
Constraint qualifications (involving epigraph or subdifferential) have been widely
studied and extensively used in various aspects of optimization and mathemati-
cal programming (see [2,3,4,5,8,9,10,11,13,14,25,31,32] and references therein).
For example, constraint qualifications were used to study Fenchel duality and
the formula of subdifferentials of convex functions (cf. [2,3,4,5]). One Farkas-type
constraint qualification has been proved to be useful in convex programming and
DC (difference of two convex functions) programming (cf. [8,9,25]). Constraint
qualifications involving epigraphs were applied to the extended Farkas lemma and
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Lagrange duality in convex programming (cf. [10,11,13]). Constraint qualifica-
tion were also applied to the study of optimality conditions in convex and DC
optimization problems (cf. [11,14]). Recently one type of closed cone constraint
qualifications was used to study Lagrange duality in quasi-convex programming
(cf. [31,32]).
Since constraint qualifications are proved to play an important role in opti-
mization and mathematical programming, there have been fruitful works on this
topic and several types of constraint qualifications have been extensively studied.
One of the most important constraint qualifications in convex programming is
basic constraint qualification (BCQ). BCQ is a fundamental concept in mathe-
matical programming and has been widely discussed by many authors (cf. [1,7,15,
16,20,21,22,23,24,27,30,33,34] and references therein). For a continuous convex
function φ defined on a Banach space X, recall that convex inequality φ(x) ≤ 0 is
said to satisfy BCQ at x ∈ S := {u ∈ X : φ(u) ≤ 0} if
N(S, x) = [0,+∞)∂φ(x) (1.1)
where N(S, x) and ∂φ(x) refer to the normal cone and the subdifferential in the
sense of convex analysis, respectively. It has been well recognized that BCQ closely
relates to many important notions in convex analysis and optimization. Deutsch [7]
studied strong conical hull intersection property (strong CHIP) in best constraint
approximation and showed that strong CHIP is a geometric version of BCQ. Li [20]
studied BCQ and Abadie constraint qualification (ACQ) for differentiable convex
inequalities and proved the equivalence between ACQ and BCQ. Subsequently Li,
Nahak and Singer [24] investigated BCQ and ACQ for semi-infinite systems of
convex inequalities. For a convex semi-infinite optimization problem, Li, Ng and
Pong [23] showed that the BCQ is necessary and sufficient for a feasible point to
be an optimal solution. Fang, Li and Ng [11] proved that BCQ is equivalent to the
KKT optimality conditions for the convex semi-infinite optimization problem.
In 1997 Lewis and Pang [19] studied metric regularity of a convex inequality and
proved that BCQ is a necessary condition for metric regularity. For characterizing
metric regularity, Zheng and Ng [33] introduced and studied the concept of strong
basic constraint qualification (strong BCQ) for a convex inequality. Recall from
[33] that convex inequality φ(x) ≤ 0 is said to satisfy strong BCQ at x ∈ bd(S) if
there exists τ ∈ (0,+∞) such that
N(S, x) ∩BX∗ ⊂ [0, τ ]∂φ(x) (1.2)
where bd(S) denotes the boundary of solution set S and BX∗ denotes the closed
unit ball of dual space X∗. This constraint qualification, also named as τ -strong
BCQ, has been used to characterize metric regularity of convex inequality φ(x) ≤ 0
(see [33, Theorem 2.2] for more details). Further Hu [16] studied the difference be-
tween strong BCQ in (1.2) and BCQ in (1.1) and introduced the concept of the end
set to characterize this difference. It has been showed that strong BCQ is equiv-
alent to BCQ and positive distance of the origin to the end set of subdifferential
∂φ(x) (cf. [16, Theorem 3.1]). Subsequently Zheng and Ng [34] discussed BCQ and
strong BCQ for a convex constraint system and applied strong BCQ to prove dual
characterizations for metric subregularity of convex constraint system. Recently
Huang and Wei [18] studied metric subregularity of convex constraint system by
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primal equivalent conditions and demonstrated that these primal conditions can
characterize strong BCQ for this case (cf. [18, Theorem 3.1 and Propoition 4.1]).
Note that nonconvex functions frequently appear in mathematical program-
ming and several types of normal cones and subdifferentials for the nonconvex
case have been extensively studied in optimization and its applications (cf. [6,26,
28] for generalized constructions of normal cones and subdifferentials). Thus it is
natural to further study constraint qualifications by these normal cones and sub-
differentials for a nonconvex inequality. Our main aim is to consider constraint
qualifications involving normal cones nd subdifferentials for a nonconvex equality
and extend results in [16,33] to the nonconvex case. Motivated by this, we mainly
study constraint qualifications involving Clarke/Fre´chet normal cones and subd-
ifferentials for a nonconvex inequality and aim to provide conditions for ensuring
these constraint qualifications. It is proved that some results on BCQ and strong
BCQ given in [16,33] are also valid for the nonconvex case.
The rest is the organization of this paper. In Section 2, we give some definitions
and preliminaries used in our analysis. Our notation is basically standard and con-
ventional in optimization and mathematical programming. Section 3 is devoted to
constraint qualifications (that are named as Clarke BCQ and Clarke strong BCQ)
for a nonconvex inequality. We first study Clarke BCQ and strong BCQ of the
nonconvex inequality which is defined by a local Lipschitz function. Then we use
Clarke singular subdifferential to consider the case where the inequality is de-
fined by a lower semicontinuous function (not local Lipschitz necessarily). Several
necessary and/or sufficient conditions for these constraint qualifications are also
presented therein. In Section 4, we further discuss constraint qualifications for the
nonconvex inequality by Fre´chet normal cone and subdifferential. The conclusion
of this paper is presented in Section 5.
2. Preliminaries
Let X,Y be Banach spaces with the closed unit balls denoted by BX and BY , and
let X∗, Y ∗ denote the dual spaces of X and Y , respectively. For a subset A of X,
let A and bd(A) denote the closure and the boundary of A, respectively. For any
x ∈ X, we denote by d(x,A) := infa∈A ‖x− a‖ the distance of x to A.
Let A be a closed subset of X and a ∈ A. We denote by T (A,a) and Tc(A, a)
the Bouligand contingent cone and the Clarke tangent cone of A at a, respectively
which are defined by
T (A,a) := Limsup
t→0+
A− a
t
and Tc(A, a) := Liminf
x
A
→a,t→0+
A− x
t
,
where x
A
→ a means that x→ a with x ∈ A. Thus, v ∈ T (A,a) if and only if there
exist tn → 0
+ and vn → v such that a + tnvn ∈ A for all n, and v ∈ Tc(A, a)
if and only if for any an
A
→ a and any tn → 0
+, there exists vn → v such that
an + tnvn ∈ A for all n.
We denote by
Nc(A,a) := {x
∗ ∈ X∗ : 〈x∗, h〉 ≤ 0 ∀h ∈ Tc(A, a)}
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the Clarke normal cone of A at a and by
Nˆ(A, a) :=
{
x
∗ ∈ X∗ : lim sup
x
A
→a
〈x∗, x− a〉
‖x− a‖
≤ 0
}
the Fre´chet normal cone of A at a. It is easy to verify that Nˆ(A, a) is a norm-closed
convex cone of X∗ and
Nˆ(A,a) ⊂ Nc(A, a).
When X is finite-dimensional, one has
Nˆ(A,a) = (T (A,a))◦ := {x∗ ∈ X∗ : 〈x∗, h〉 ≤ 0 ∀h ∈ T (A,a)} (2.1)
where (T (A,a))◦ is the nonnegative polar of T (A,a). If A is convex, both the Clarke
normal cone and the Fre´ceht normal cone reduce to that in the sense of convex
analysis; that is,
Nˆ(A,a) = Nc(A,a) = N(A, a) = {x
∗ ∈ X∗ : 〈x∗, x− a〉 ≤ 0 ∀x ∈ A}.
Let φ : X → R ∪ {+∞} be a proper lower semicontinuous function and x ∈
dom(φ) := {y ∈ X : φ(y) < +∞}. We denote by
∂ˆφ(x) := {x∗ ∈ X∗ : (x∗,−1) ∈ Nˆ(epi(φ), (x,φ(x)))}
the Fre´chet subdifferential of φ at x, where epi(φ) := {(u, r) ∈ X ×R : φ(u) ≤ r} is
the epigraph of φ. It is known that ∂ˆφ(x) is a norm-closed convex (empty possibly)
subset of X∗ and
∂ˆφ(x) =
{
x
∗ ∈ X∗ : lim inf
y→x
φ(y)− φ(x)− 〈x∗, y − x〉
‖y − x‖
≥ 0
}
.
We denote by ∂cφ(x) and ∂
∞
c φ(x) the Clarke subdifferential and the Clarke
singular subdifferential of φ at x, respectively and they are defined as
∂cφ(x) : = {x
∗ ∈ X∗ : (x∗,−1) ∈ Nc(epi(φ), (x, φ(x)))},
∂
∞
c φ(x) : = {x
∗ ∈ X∗ : (x∗, 0) ∈ Nc(epi(φ), (x,φ(x)))}.
It is known that
∂ˆφ(x) ⊂ ∂cφ(x).
When φ is convex, the Clarke subdifferential of φ at x coincides with the Fre´chet
subdifferential and both reduce to that in the sense of convex analysis; that is,
∂cφ(x) = ∂ˆφ(x) = ∂φ(x) = {x
∗ ∈ X∗ : 〈x∗, y − x〉 ≤ φ(y)− φ(x) ∀y ∈ X},
and
∂
∞
c φ(x) = ∂
∞
φ(x) = {x∗ ∈ X∗ : 〈x∗, y − x〉 ≤ 0 ∀y ∈ dom(φ)}.
For any h ∈ X, we denote by φ↑(x, h) the generalized Rockafellar directional
derivative of φ at x along the direction h which is defined by (see [6])
φ
↑(x, h) := lim
ε↓0
lim sup
z
φ
→x, t↓0
inf
w∈h+εBX
φ(z + tw)− φ(z)
t
,
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where z
φ
→ x means that z → x and φ(z)→ φ(x).
It is known from [6] that
∂cφ(x) = {x
∗ ∈ X∗ : 〈x∗, h〉 ≤ φ↑(x, h) ∀h ∈ X}.
When φ is local Lipschitz around x, φ↑(x, h) reduces to the Clarke directional
derivative; that is
φ
↑(x, h) = φ◦(x, h) := lim sup
z→x, t↓0
φ(z + th)− φ(z)
t
.
Recall that φ is said to be regular at x if φ is local Lipschitz at x and admits
directional derivatives φ′(x, h) at x for all h ∈ X with φ′(x, h) = φ◦(x, h), where
φ′(x, h) is defined by
φ
′(x, h) := lim
t→0+
φ(x+ th)− φ(x)
t
.
The following lemma, cited from [6, Proposition 2.1.1], is useful in our analysis.
Lemma 2.1 Let φ : X → R ∪ {+∞} be a proper lower semicontinuous function and
x ∈ dom(φ). Suppose that φ is local Lipschitz at x. Then
(i) φ◦(x, ·) is a finite, positively homogeneous and subadditive function on X.
(ii) ∂cφ(x) is a nonempty weak
∗-compact subset.
(iii) φ◦(x, h) = max{〈x∗, h〉 : x∗ ∈ ∂cφ(x)} for all h ∈ X.
Let C be a convex subset of X. The set [0,1]C is defined by
[0, 1]C :=
{
{tx : t ∈ [0,1] and x ∈ C}, if C 6= ∅,
{0} , if C = ∅.
(2.2)
Recall from [16] that the end set of C is defined as
E[C] := {z ∈ [0,1]C : tz 6∈ [0,1]C for all t > 1}. (2.3)
It is known from [17, Lemma 1.1] that
E[C] = {z ∈ C : tz 6∈ C for all t > 1}. (2.4)
We end this section with the following lemma on the end set which is cited
from [16, Lemmas 2.1 and 2.2]
Lemma 2.2 Let C be a convex subset in X. Then
(i) 0 6∈ E[C].
(ii) If C is closed and contains the origin, then E[C] = {z ∈ C : tz 6∈ C ∀t > 1} and
E[C] ⊂ C.
(iii) Suppose that there exist t0 > 0 and z0 ∈ C such that 0 6= t0z0 ∈ C. If M :=
sup{t > 0 : tz0 ∈ [0,1]C} < +∞, then Mz0 ∈ E[C].
(iv) E[C] = ∅ if C is a cone.
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3. Constraint qualifications by Clarke normal cone and subdifferential
In this section, we study constraint qualifications involving Clarke normal cone
and subdifferential for a nonconvex inequality and target at sufficient and/or nec-
essary conditions ensuring these qualifications.
3.1 Constraint qualifications for local Lipschitz functions
Throughout this subsection, we suppose that φ : X → R is a local Lipschitz
function. We consider the following inequality:
φ(x) ≤ 0. (3.1)
We denote by S := {x ∈ X : φ(x) ≤ 0} the solution set of inequality (3.1).
We discuss the following constraint qualifications for inequality (3.1) that are
given by Clarke subdifferential and normal cone.
Let x¯ ∈ bd(S) and τ > 0. We say that
(i) inequality (3.1) satisfies Clarke BCQ at x¯ if
Nc(S, x¯) ⊂ [0,+∞)∂cφ(x¯); (3.2)
(ii) inequality (3.1) satisfies Clarke τ -strong BCQ at x¯ if
Nc(S, x¯) ∩BX∗ ⊂ [0, τ ]∂cφ(x¯). (3.3)
Remark 3.1 For the case when φ is continuous and convex, it is trivial that
∂φ(x¯) ⊂ N(S, x¯) and thus (3.2) is equivalent to BCQ for convex inequality (1.1).
Further, by Clarke normal cone and subdifferential, it is not feasible for extending
BCQ to the nonconvex inequality (3.1) via the following equation form:
Nc(S, x¯) = [0,+∞)∂cφ(x¯), (3.4)
since the inclusion ∂cφ(x¯) ⊂ Nc(S, x¯) does not hold trivially. For example, let
X = R, φ(x) = −|x| and x¯ = 0. Then by computation, one has
Nc(S, x¯) = Nc(X, x¯) = {0} and ∂cφ(x¯) = [−1,1],
which shows that ∂cφ(x¯) 6⊂ Nc(S, x¯). ✷
By the concept of end set in (2.4), the following theorem characterizes the
difference between Clarke strong BCQ and Clarke BCQ. This result also shows
that Clarke strong BCQ is stronger than Clarke BCQ.
Theorem 3.1 Let x¯ ∈ bd(S) and τ > 0. Then inequality (3.1) satisfies Clarke τ -BCQ
at x¯ if and only if inequality (3.1) satisfies Clarke BCQ at x¯ and
d
(
0, E[∂cφ(x¯) ∩Nc(S, x¯)]
)
≥
1
τ
. (3.5)
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Proof. The necessity part. Since Clarke strong BCQ implies Clarke BCQ triv-
ially, it suffices to prove (3.5). To do this, let x∗ ∈ E[∂cφ(x¯)∩Nc(S, x¯)]. Then x
∗ 6= 0
and
x
∗ ∈ [0,1](∂cφ(x¯) ∩Nc(S, x¯)) = ([0,1]∂cφ(x¯)) ∩Nc(S, x¯) ⊂ Nc(S, x¯)
(thanks to Lemmas 2.1 and 2.2). This and Clarke τ -strong BCQ imply that
x∗
‖x∗‖
∈ Nc(S, x¯) ∩BX∗ ⊂ [0, τ ]∂cφ(x).
Thus, there exist t ∈ (0, τ ] and z∗ ∈ ∂cφ(x) such that x
∗
‖x∗‖ = tz
∗ and consequently
z
∗ =
x∗
t‖x∗‖
∈ ∂cφ(x) ∩Nc(S, x¯) ⊂ ([0,1]∂cφ(x¯)) ∩Nc(S, x¯).
Noting that x∗ ∈ E[∂cφ(x¯) ∩Nc(S, x¯)], it follows from the definition of the end set
in (2.4) that 1
t‖x∗‖
≤ 1, which implies that
‖x∗‖ ≥
1
t
≥
1
τ
.
Hence (3.5) holds.
The sufficiency part. Let x∗ ∈ Nc(S, x¯) ∩ BX∗ with ‖x
∗‖ > 0. By Clarke BCQ
of (3.5) at x¯, there exist t0 > 0 and x
∗
0 ∈ ∂cφ(x¯) such that x
∗ = tx∗0. Set
M := sup{t > 0 : tx∗ ∈ ([0,1]∂cφ(x¯)) ∩Nc(S, x¯)}.
Then 0 < M < +∞ by Lemma 2.1 and so it follows from Lemma 2.2 that
Mx
∗ ∈ E[∂cφ(x¯) ∩Nc(S, x¯)] ⊂ ([0,1]∂cφ(x¯)) ∩Nc(S, x¯). (3.6)
By virtue of (3.5), one has
M ≥ ‖Mx∗‖ ≥ d(0, E[∂cφ(x¯) ∩Nc(S, x¯)]) ≥
1
τ
.
This and (3.6) imply that
x
∗ ∈ [0,
1
M
]∂cφ(x¯) ⊂ [0, τ ]∂cφ(x¯).
Hence Clarke τ -strong BCQ of (3.3) holds at x¯. The proof is complete. ✷
For the case that ∂cφ(x¯) ⊂ Nc(S, x¯), we have the following sharper corollary
on Clarke strong BCQ and Clarke BCQ of inequality (3.1). The proof follows
immediately from Theorem 3.1.
Corollary 3.1 Let x¯ ∈ bd(S) and τ > 0. Suppose that ∂cφ(x¯) ⊂ Nc(S, x¯). Then
inequality (3.1) satisfies Clarke τ -BCQ at x¯ if and only if inequality (3.1) satisfies
Clarke BCQ at x¯ and
d
(
0, E[∂cφ(x¯)]
)
≥
1
τ
. (3.7)
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Remark 3.2 It is shown by Theorem 3.1 that Clarke strong BCQ at x¯ ∈ bd(S) is
valid if and only if Clarke subdifferntial ∂cφ(x¯) contains all directions of Nc(S, x¯)
and the end set of ∂cφ(x¯) ∩ Nc(S, x¯) is strictly separated from the origin. When
restricted to the case that φ is a continuous convex function, Corollary 3.1 reduces
to [16, Theorem 3.1] since ∂φ(x¯) ⊂ N(S, x¯) holds trivially. ✷
The following proposition is on the condition ∂cφ(x¯) ⊂ Nc(S, x¯).
Proposition 3.1 Let x¯ ∈ bd(S). Then
∂cφ(x¯) ⊂ Nc(S, x¯)⇐⇒ Tc(S, x¯) ⊂ {h ∈ X : φ
◦(x¯, h) ≤ 0}. (3.8)
Suppose further that φ is regular at x¯. Then ∂cφ(x¯) ⊂ Nc(S, x¯).
Proof. By Lemma 2.1, one has that ∂cφ(x¯) is weak
∗-closed and thus
∂cφ(x¯) ⊂ Nc(S, x¯)⇐⇒ σ∂cφ(x¯) ≤ σNc(S,x¯), (3.9)
where σU is the supporting function of U . By virtue of Lemma 2.1 again, for any
h ∈ X, one has
σ∂cφ(x)(h) = φ
◦(x¯, h) and σNc(S,x¯)(h) =
{
0, h ∈ Tc(S, x¯),
+∞, h 6∈ Tc(S, x¯).
This and (3.9) imply that the equivalence in (3.8) follows.
Suppose that φ is regular at x¯. We only need to show that
Tc(S, x¯) ⊂ {h ∈ X : φ
◦(x¯, h) ≤ 0}. (3.10)
Let h ∈ Tc(S, x¯). Since φ is regular at x¯, it follows that there exists tn → 0+
such that
φ
◦(x¯, h) = φ′(x¯, h) = lim
n→∞
φ(x¯+ tnh)− φ(x¯)
tn
. (3.11)
Note that h ∈ Tc(S, x¯) and thus there exists hn → h such that x¯ + tnhn ∈ S for
each n. Noting that φ is local Lipschitz around x¯ ∈ bd(S), it follows that φ(x¯) = 0
and
lim
n→∞
φ(x¯+ tnh)− φ(x¯)
tn
= lim sup
n→∞
φ(x¯+ tnhn)
tn
≤ 0.
This and (3.11) imply that φ◦(x¯, h) ≤ 0 and so (3.10) holds. The proof is complete.
✷
The following corollary is immediate from Theorem 3.1 and Corollary 3.1.
Corollary 3.2 Let x¯ ∈ bd(S) and τ > 0. Suppose that φ is regular at x¯. Then in-
equality (3.1) satisfies Clarke τ -BCQ at x¯ if and only if inequality (3.1) satisfies Clarke
BCQ at x¯ and (3.7) holds.
We are now in a position to study Clarke BCQ and Clarke strong BCQ for
inequality (3.1) and pay attention to several necessary and/or sufficient conditions
for these constraint qualifications via the following theorems.
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Theorem 3.2 Let x¯ ∈ bd(S).
(i) Suppose that inequality (3.1) satisfies Clarke BCQ at x¯. Then
{h ∈ X : φ◦(x¯, h) ≤ 0} ⊂ Tc(S, x¯). (3.12)
(ii) Suppose that 0 6∈ ∂cφ(x¯). Then inequality (3.1) satisfies Clarke BCQ at x¯ if
and only if (3.12) holds.
Proof. (i) It is trivial that Clarke BCQ of (3.1) at x¯ implies that
Nc(S, x¯) ⊂ cl
∗([0,+∞)∂cφ(x¯)), (3.13)
where cl∗(·) denotes the closure with respect to weak∗ topology. We next prove
that (3.12)⇔(3.13).
It is known that (3.13) is equivalent to
σNc(S,x¯) ≤ σcl∗([0,+∞)∂cφ(x¯)) = σ[0,+∞)∂cφ(x¯). (3.14)
By computation, one has
σNc(S,x¯) =
{
0, h ∈ Tc(S, x¯),
+∞, h 6∈ Tc(S, x¯),
and σ[0,+∞)∂cφ(x)) =
{
0, if φ◦(x¯, h) ≤ 0,
+∞, if φ◦(x¯, h) > 0.
This means that (3.14) holds if and only if
{h ∈ X : φ◦(x¯, h) ≤ 0} ⊂ Tc(S, x¯).
(ii) To show the equivalence between Clarke BCQ and (3.12), we only need to
prove that [0,+∞)∂cφ(x) is weak
∗-closed by (i).
To do this, let x∗ ∈ cl∗([0,+∞)∂cφ(x¯)). Then there exist nets tα ≥ 0 and
x∗α ∈ ∂cφ(x¯) such that tαx
∗
α
w∗
→ x∗. We claim that {t∗α} is bounded. (Otherwise,
we can assume that tα → +∞ and thus x
∗
α =
1
tα
tαx
∗
α
w∗
→ 0. This means that
0 ∈ ∂cφ(x¯) by Lemma 2.1, which contradicts 0 6∈ ∂cφ(x¯)). By virtue of Lemma
2.1 again, without loss of generality, we can assume that x∗α
w∗
→ x∗0 ∈ ∂cφ(x¯) and
t∗α → t0 ≥ 0 (considering subnet if necessary). Then
x
∗ = t0x
∗
0 ∈ [0,+∞)∂cφ(x¯).
Hence [0,+∞)∂cφ(x¯) is weak
∗-closed. The proof is complete. ✷
The following theorem provides a characterization for Clarke strong BCQ of
inequality (3.1).
Theorem 3.3 Let x¯ ∈ bd(S) and τ > 0. Then inequality (3.1) satisfies Clarke τ -
strong BCQ at x¯ if and only if
d(h, Tc(S, x¯)) ≤ τ max{0, φ
◦(x¯, h)} (3.15)
holds for any h ∈ X.
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Proof. It is known that Clarke τ -strong BCQ of (3.3) at x¯ is equivalent to
σNc(S,x¯)∩BX∗ ≤ σ[0,τ ]∂cφ(x¯). (3.16)
Noting that σNc(S,x¯)∩BX∗ = d(·, Tc(S, x¯)) and by Lemma 2.1, one has
σ[0,τ ]∂cφ(x)(h) = τ max{0, φ
◦(x¯, h)} ∀h ∈ X.
This and (3.16) imply that Clarke τ -strong BCQ of (3.3) at x¯ holds if and only if
(3.15) holds for any h ∈ X. The proof is complete. ✷
Remark 3.3 When φ is a convex continuous function, it is known that Clarke
directional derivative φ◦(x¯, h) coincide with directional derivative φ′(x¯, h) and then
Theorem 3.3 reduces to that the validity of τ -strong BCQ at x¯ is equivalent to
d(h, T (S, x¯)) ≤ τ max{0, φ′(x¯, h)} ∀h ∈ X.
This result is also proved by Zheng and Ng [33]. Readers can refer to [33, Theorem
2.3] for more details and its proof. ✷
Suppose that ϕ : X → R ∪ {+∞} is a proper convex lower semicontinuous
function and τ ∈ (0,+∞). Recall that convex inequality ϕ(x) ≤ 0 is said to have
the global error bound with constant τ > 0 if
d(x,Sϕ) ≤ τ max{0, ϕ(x)} ∀x ∈ X, (3.17)
where Sϕ := {u ∈ X : ϕ(u) ≤ 0}.
The following theorem provides conditions for ensuring Clarke strong BCQ of
inequality (3.1). The proof mainly relies on Theorem 3.3.
Theorem 3.4 Let x¯ ∈ bd(S) and τ > 0.
(i) Suppose that inequality (3.1) satisfies Clarke BCQ at x¯ and convex inequality
φ◦(x¯, h) ≤ 0 has the global error bound with constant τ > 0. Then inequality (3.1)
satisfies Clarke τ -strong BCQ at x¯.
(ii) Suppose that ∂cφ(x¯) ⊂ Nc(S, x¯). Then inequality (3.1) satisfies Clarke τ -strong
BCQ at x¯ if and only if inequality (3.1) satisfies Clarke BCQ at x¯ and convex inequality
φ◦(x¯, h) ≤ 0 has the global error bound with constant τ > 0.
Proof. We denote
Sφ◦(x¯,·) := {h ∈ X : φ
◦(x¯, h) ≤ 0}.
(i) Since convex inequality φ◦(x¯, h) ≤ 0 has the global error bound with con-
stant τ > 0, it follows that
d(h, Sφ◦(x¯,·)) ≤ τ max{0, φ
◦(x¯, h)} ∀h ∈ X. (3.18)
Noting that inequality (3.1) satisfies Clarke BCQ at x¯, it follows from Theorem
3.2 that (3.12) holds; that is, Sφ◦(x¯,·) ⊂ Tc(S, x¯). This and (3.18) imply that
d(h, Tc(S, x¯)) ≤ τ max{0, φ
◦(x¯, h)} ∀h ∈ X.
Hence Clarke τ -strong BCQ of inequality (3.1) at x¯ follows from Theorem 3.3.
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(ii) Since Clarke BCQ of (3.1) at x¯ follows from Clarke τ -strong BCQ trivially,
we only need to prove the global error bound for convex inequality φ◦(x¯, h) ≤ 0
holds with constant τ > 0.
By virtue of Theorem 3.3, one has
d(h, Tc(S, x¯)) ≤ τ max{0, φ
◦(x¯, h)} ∀h ∈ X. (3.19)
Note that ∂cφ(x¯) ⊂ Nc(S, x¯) and so Proposition 3.1 implies that Tc(S, x¯) ⊂ Sφ◦(x¯,·).
This and (3.19) imply that
d(h, Sφ◦(x¯,·)) ≤ τ max{0, φ
◦(x¯, h)} ∀h ∈ X.
Hence φ◦(x¯, h) ≤ 0 has global error bound with τ > 0. The proof is complete. ✷
The following corollary is immediate from Proposition 3.1 and Theorem 3.4.
Corollary 3.3 Let x¯ ∈ bd(S) and τ > 0. Suppose that φ is regular at x¯. Then in-
equality (3.1) satisfies Clarke τ -strong BCQ at x¯ if and only if inequality (3.1) satisfies
Clarke BCQ at x¯ and convex inequality φ◦(x¯, h) ≤ 0 has the global error bound with
constant τ > 0.
3.2 Constraint qualifications for lower semicontinuous functions
This subsection is devoted to the study of constraint qualifications for the
nonconvex inequality which is defined by a proper lower semicontinuous function.
For this aim, we suppose that φ : X → R∪{+∞} is a proper lower semicontinuous
function throughout this subsection.
For the case that φ is convex, Zheng and Ng [33] studied the extend BCQ and
strong BCQ for convex inequality (3.1).
Let x¯ ∈ bd(S) ∩ φ−1(0). Recall from [33] that convex inequality (3.1) is said to
satisfy the extended BCQ at x¯ if
N(S, x¯) = [0,+∞)∂φ(x¯) + ∂∞φ(x¯) (3.20)
and convex inequality (3.1) is said to satisfy the strong BCQ at x¯ if there exists τ > 0
such that
N(S, x¯) ∩BX∗ ⊂ [0, τ ]∂φ(x¯) + ∂
∞
φ(x¯). (3.21)
When φ is a continuous convex function, it follows that ∂∞φ(x¯) = {0} and thus
the extended BCQ and strong BCQ reduce to those in (1.1) and (1.2), respectively.
The main work in this subsection is to consider two types of constraint quali-
fications for inequality (3.1) with the help of Clarke singular subdifferential. This
is inspired by basic constraint qualifications in (3.20) and (3.21).
We first present following proposition related to some useful properties of
Clarke subdifferential and Clarke singular subdifferential. This result is an ex-
tension of [16, Lemma 4.1] to the nonconvex case.
Proposition 3.2 Let x ∈ dom(φ) be such that ∂cφ(x) 6= ∅ and r > 0. Then
(i) ∂cφ(x) + r∂
∞
c φ(x) = ∂cφ(x).
(ii) (0, r]∂cφ(x) + ∂∞c φ(x) = (0, r]∂cφ(x).
(iii) ∂∞c φ(x) ⊂ (0, r]∂cφ(x).
(iv) [0, r]∂cφ(x) = [0, r]∂cφ(x) + ∂
∞
c φ(x).
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Proof. (i) Note that 0 ∈ ∂∞c φ(x) and thus the inverse inclusion holds. Con-
versely, let x∗ ∈ ∂cφ(x) and u
∗ ∈ ∂∞c φ(x). Then
(x∗,−1) ∈ Nc(epi(φ), (x, φ(x))) and (u
∗
, 0) ∈ Nc(epi(φ), (x,φ(x))).
Since Nc(epi(φ), (x,φ(x))) is a closed convex cone, it follows that
(x∗ + ru∗,−1) ∈ Nc(epi(φ), (x, φ(x))) +Nc(epi(φ), (x, φ(x)))
= Nc(epi(φ), (x, φ(x))).
This implies that x∗ + ru∗ ∈ ∂cφ(x).
(ii) Since 0 ∈ ∂∞c φ(x), we have
(0, r](∂cφ(x)) + ∂
∞
c φ(x) ⊃ (0, r]∂cφ(x).
Conversely, for any (t, x∗, u∗) ∈ (0, r]×∂cφ(x)×∂
∞
c φ(x), by (i), one has x
∗+ 1t u
∗ ∈
∂cφ(x) and thus
tx
∗ + u∗ = t(x∗ +
1
t
u
∗) ∈ (0, r]∂cφ(x).
(iii) Let u∗ ∈ ∂∞c φ(x). Take any x
∗ ∈ ∂cφ(x) and set u
∗
n :=
1
nx
∗ + u∗ for each
n ∈ N. Then for any n sufficiently large, one has
u
∗
n =
1
n
x
∗ + u∗ ∈ (0, r]∂cφ(x) + ∂
∞
c φ(x)
= (0, r](∂cφ(x))
(the equation follows from (ii)). Thus u∗ ∈ (0, r]∂cφ(x).
(iv) Let z∗ ∈ [0, r](∂cφ(x)). Then there exist tn ∈ [0, r] and x∗n ∈ ∂cφ(x) such
that tnx
∗
n → z
∗. Without loss of generalization, we can assume that tn → t0 ∈ [0, r]
(considering subsequence if necessary). Note that
(x∗n,−1) ∈ Nc(epi(φ), (x,φ(x)))
and so (z∗,−t0) ∈ Nc(epi(φ), (x,φ(x))). We divided t0 into two cases:
Case 1: t0 = 0. Then (z
∗, 0) ∈ Nc(epi(φ), (x,φ(x))) and thus
z
∗ ∈ ∂∞c φ(x) ⊂ [0, r](∂cφ(x)) + ∂
∞
c φ(x).
Case 2: t0 > 0. Then t0 ∈ (0, r] and thus
(
1
t0
z
∗
,−1) ∈ Nc(epi(φ), (x,φ(x))).
This implies that 1t0 z
∗ ∈ ∂cφ(x) and consequently
z
∗ = t0(
1
t0
z
∗) ∈ (0, r](∂cφ(x))
⊂ [0, r](∂cφ(x)) + ∂
∞
c φ(x).
Conversely, let y∗ := tx∗ + u∗ ∈ [0, r](∂cφ(x)) + ∂
∞
c φ(x) where t ∈ [0, r] ,
x∗ ∈ ∂cφ(x) and u
∗ ∈ ∂∞c φ(x). If t = 0, then y
∗ = u∗ ∈ ∂∞c φ(x) ⊂ [0, r](∂cφ(x)) by
(iii). If t > 0, then (ii) implies that
y
∗ ∈ (0, r](∂cφ(x)) + ∂
∞
c φ(x)
= (0, r](∂cφ(x))
⊂ [0, r](∂cφ(x)).
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The proof is complete. ✷
By Proposition 3.2, the main result in this subsection is given via the following
theorem.
Theorem 3.5 Let x¯ ∈ bd(S) ∩ φ−1(0) and τ > 0. Then the following statements are
equivalent:
(i) The extended Clarke τ -strong BCQ at x¯ holds:
Nc(S, x¯) ∩ BX∗ ⊂ [0, τ ]∂cφ(x¯) + ∂
∞
c φ(x¯); (3.22)
(ii) The extended Clarke BCQ at x¯ holds:
Nc(S, x¯) ⊂ [0,+∞)∂cφ(x¯) + ∂
∞
c φ(x¯) (3.23)
and
d
(
0, E
[
([0,1]∂cφ(x¯) + ∂
∞
c φ(x¯)) ∩Nc(S, x¯)
])
≥
1
τ
. (3.24)
Proof. (i)⇒(ii): We divided ∂cφ(x¯) into two cases:
Case 1: ∂cφ(x¯) = ∅. Then Nc(S, x¯) ∩ BX∗ ⊂ ∂
∞
c φ(x¯) and thus (3.23) holds.
Noting that (∂∞c φ(x¯) ∩Nc(S, x¯) is a cone, it follows from Lemma 2.2 that
E[([0,1]∂cφ(x¯) + ∂
∞
c φ(x¯)) ∩Nc(S, x¯)] = ∅.
This implies that
d
(
0, E
[
([0,1]∂cφ(x¯) + ∂
∞
c φ(x¯)) ∩Nc(S, x¯)
])
= +∞.
Thus (3.24) hold.
Case 2: ∂cφ(x¯) 6= ∅. Note that (3.23) follows from (3.22) and we next prove
(3.24). To do this, let x∗ ∈ E[([0,1]∂cφ(x¯) + ∂
∞
c φ(x¯)) ∩ Nc(S, x¯)]. By Proposition
3.2 and Lemma 2.2, one has
0 6= x∗ ∈ ([0,1]∂cφ(x¯) + ∂
∞
c φ(x¯)) ∩Nc(S, x¯) ⊂ Nc(S, x¯).
Then (3.22) implies that
x∗
‖x∗‖
∈ Nc(S, x¯) ∩BX∗ ⊂ [0, τ ]∂cφ(x¯) + ∂
∞
c φ(x¯).
Thus, there exist t ∈ [0, τ ], y∗ ∈ ∂cφ(x¯) and u
∗ ∈ ∂∞c φ(x¯) such that
x∗
‖x∗‖
= ty∗ + u∗. (3.25)
We claim that t > 0. Suppose on the contrary that t = 0. Then (3.25) implies
that
x
∗ = ‖x∗‖u∗ ∈ ∂∞c φ(x¯)
Noting that ∂∞c φ(x¯) is a cone, it follows from Proposition 3.2(iii) that
λx
∗ ∈ ∂∞c φ(x¯) ⊂ [0,1]∂cφ(x¯) + ∂
∞
c φ(x¯) ∀λ > 0,
which contradicts x∗ ∈ E[([0,1]∂cφ(x¯) + ∂
∞
c φ(x¯)) ∩Nc(S, x¯)].
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Since y∗ + 1t u
∗ ∈ ∂cφ(x¯) + 1t ∂
∞
c φ(x¯), it follows that
x∗
t‖x∗‖
= y∗ +
1
t
u
∗ ∈ ([0,1]∂cφ(x¯) + ∂
∞
c φ(x¯)) ∩Nc(S, x¯)
and consequently 1
t‖x∗‖ ≤ 1 by x
∗ ∈ E[([0,1]∂cφ(x¯) + ∂
∞
c φ(x¯)) ∩ Nc(S, x¯)]. This
implies that
‖x∗‖ ≥
1
t
≥
1
τ
.
Hence (3.24) holds.
(i)⇒(ii): If ∂cφ(x¯) = ∅ or ∂cφ(x¯) = {0}, then (3.23) reduces to Nc(S, x¯) ⊂ ∂cφ(x¯)
by (2.2) and thus
Nc(S, x¯) ∩BX∗ ⊂ ∂
∞
c φ(x¯) = [0, τ ]∂cφ(x¯) + ∂
∞
c φ(x¯).
We next suppose that there exists z∗ ∈ ∂cφ(x¯)\{0}. Let x
∗ ∈ Nc(S, x¯) ∩ BX∗
be such that ‖x∗‖ > 0. By (3.23), there exist t ≥ 0, u∗ ∈ ∂cφ(x¯) and v∗ ∈ ∂cφ∞(x¯)
such that
x
∗ = tu∗ + v∗. (3.26)
If t = 0, then x∗ = v∗ ∈ ∂∞c φ(x¯) = [0, τ ]∂cφ(x¯)+∂
∞
c φ(x¯) and the proof is completed.
We next consider t > 0. By (3.26) and Proposition 3.2, one has
x∗
t
= u∗ +
v∗
t
∈ ∂cφ(x¯) +
1
t
∂
∞
c φ(x¯) = ∂cφ(x¯) + ∂
∞
c φ(x¯) ⊂ [0,1]∂cφ(x¯) + ∂
∞
c φ(x¯).
Let M := sup{λ > 0 : λx∗ ∈ [0, 1]∂cφ(x¯) + ∂
∞
c φ(x¯)}. Then M > 0.
If M < +∞, then by Lemma 2.2 one has
Mx
∗ ∈ E[([0,1]∂cφ(x¯) + ∂
∞
c φ(x¯)) ∩Nc(S, x¯)] ⊂ [0,1]∂cφ(x¯) + ∂
∞
c φ(x¯), (3.27)
and it follows from (3.24) that
M ≥ ‖Mx∗‖ ≥ d(0, E[([0,1]∂cφ(x¯) + ∂
∞
c φ(x¯)) ∩Nc(S, x¯)]) ≥
1
τ
.
This and (3.27) imply that
x
∗ ∈ [0,
1
M
]∂cφ(x¯) + ∂
∞
c φ(x¯) ⊂ [0, τ ]∂cφ(x¯) + ∂
∞
c φ(x¯).
If M = +∞. Then there exists λ > 1τ such that
λx
∗ ∈ [0,1]∂cφ(x¯) + ∂
∞
c φ(x¯).
This means that
x
∗ ∈ [0,
1
λ
]∂cφ(x¯) + ∂
∞
c φ(x¯) ⊂ [0, τ ]∂cφ(x¯) + ∂
∞
c φ(x¯).
Hence (3.22) holds. The proof is complete. ✷
For the special case that ∂cφ(x¯) ⊂ Nc(S, x¯), it is easy to verify that
E
[
([0,1]∂cφ(x¯) + ∂
∞
c φ(x¯)) ∩Nc(S, x¯)
]
= E[∂cφ(x¯)].
Therefore the following corollary is immediate from Theorem 3.5. This result re-
duces to [16, Theorem 4.1] when restricted to the case that φ is a convex function
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Corollary 3.4 Let x¯ ∈ bd(S) ∩ φ−1(0) and τ > 0. Suppose that ∂cφ(x¯) ⊂ Nc(S, x¯).
Then (3.22) holds if and only if (3.23) and d(0, E[∂cφ(x¯)]) ≥ 1τ .
For the case that ∂∞c φ(x¯) = {0}, we have the following sharper theorem. This
result reduces to Theorem 3.1 when φ is a local Lipschitz function.
Theorem 3.6 Let x¯ ∈ bd(S)∩φ−1(0) and τ > 0. Suppose that ∂∞c φ(x¯) = {0}. Then
Nc(S, x¯) ∩BX∗ ⊂ [0, τ ]∂cφ(x¯)
holds if and only if
Nc(S, x¯) ⊂ [0,+∞)∂cφ(x¯) and d(0, E[∂cφ(x¯) ∩Nc(S, x¯)]) ≥
1
τ
.
Proof. Since ∂∞c φ(x¯) = {0}, it follows from Proposition 4.1 that
[0,1]∂cφ(x¯) = [0,1]∂cφ(x¯). (3.28)
Note that
([0,1]∂cφ(x¯)) ∩Nc(S, x¯) = [0,1](∂cφ(x¯) ∩Nc(S, x¯))
and thus
[0, 1](∂cφ(x¯) ∩Nc(S, x¯)) = [0,1](∂cφ(x¯) ∩Nc(S, x¯))
(thanks to (3.28)). This and the definition of the end set in (2.4) imply that
E[∂cφ(x¯) ∩Nc(S, x¯)] = E[([0,1]∂cφ(x¯)) ∩Nc(S, x¯)].
Hence Theorem 3.6 follows from Theorem 3.5. The proof is complete. ✷
The following corollary is immediate from Corollary 3.4 and Theorem 3.6.
Corollary 3.5 Let x¯ ∈ bd(S) ∩ φ−1(0) and τ > 0. Suppose that ∂∞c φ(x¯) = {0} and
∂cφ(x¯) ⊂ Nc(S, x¯). Then
Nc(S, x¯) ∩BX∗ ⊂ [0, τ ]∂cφ(x¯)
holds if and only if
Nc(S, x¯) ⊂ [0,+∞)∂cφ(x¯) and d(0, E[∂cφ(x¯)]) ≥
1
τ
.
4. Constraint qualifications by Fre´chet normal cone and subdifferential
Throughout this section, we suppose that φ : X → R is a proper lower semicontin-
uous function. We consider the following inequality:
φ(x) ≤ 0. (4.1)
We still denote by S the solution set of inequality (4.1).
The main work of this section is to study constraint qualifications involving
Fre´chet subdifferential and normal cone for inequality (4.1). For this aim, we con-
sider the following two constraint qualifications.
Let x¯ ∈ bd(S) and τ > 0. We say that
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(i) inequality (4.1) satisfies Fre´chet BCQ at x¯ if
Nˆ(S, x¯) = [0,+∞)∂ˆφ(x¯); (4.2)
(ii) inequality (4.1) satisfies Fre´chet τ -strong BCQ at x¯ if
Nˆ(S, x¯) ∩BX∗ ⊂ [0, τ ]∂ˆφ(x¯). (4.3)
It is easy to verify that constraint qualifications in (4.2) and (4.3) reduce to
BCQ and strong BCQ in [16,33] respectively when restricted to the convex case.
The following proposition is useful to prove the main result of this section.
Proposition 4.1 Let x¯ ∈ bd(S). Suppose that ∂ˆφ(x¯) is bounded. Then
[0, r]∂ˆφ(x¯) = [0, r]∂ˆφ(x¯), ∀r > 0. (4.4)
Proof. Let r > 0 and x∗ ∈ [0, r]∂ˆφ(x¯) with x∗ 6= 0. Then there exist tn ∈ [0, r]
and x∗n ∈ ∂ˆφ(x¯) such that tnx
∗
n → x
∗. Without loss of generalization, we can
assume that tn → t0 ∈ [0, r] (considering subsequence if necessary). Noting that
∂ˆφ(x¯) is bounded and x∗ 6= 0, it follows that t0 > 0 and thus xn →
1
t0
x∗. This
means that 1t0 x
∗ ∈ ∂ˆφ(x¯) by the norm-closed property of ∂ˆφ(x¯) and consequenlty
x
∗ = t0
( 1
t0
x
∗) ∈ [0, r]∂ˆφ(x¯).
Hence (4.4) holds. The proof is complete. ✷
The following theorem provides an characterization for the Fre´chet strong BCQ
which is given by Fre´chet BCQ and the end set of Fre´chet subdifferential.
Theorem 4.1 Let x¯ ∈ bd(S) ∩ φ−1(0) and τ > 0. Suppose that ∂ˆφ(x¯) is bounded.
Then inequality (4.1) satisfies Fre´chet τ -strong BCQ at x¯ if and only if inequality (4.1)
satisfies Fre´chet BCQ at x¯ and
d
(
0, E[∂ˆφ(x¯)]
)
≥
1
τ
. (4.5)
Proof. The necessity part. Note that ∂ˆφ(x¯) ⊂ Nˆ(S, x¯) by the definition and
thus (4.2) follows from (4.3). We next prove (4.5). To do this, let x∗ ∈ E[∂ˆφ(x¯)].
Then x∗ 6= 0 by Lemma 2.2 and thus
x
∗ ∈ [0,1]∂ˆφ(x¯) = [0, 1]∂ˆφ(x¯) ⊂ Nˆ(S, x¯)
(the equation follows from (4.4)). This and Fre´chet τ -strong BCQ imply that
x∗
‖x∗‖
∈ Nˆ(S, x¯) ∩BX∗ ⊂ [0, τ ]∂ˆφ(x).
Thus, there exist t ∈ (0, τ ] and z∗ ∈ ∂ˆφ(x) such that x
∗
‖x∗‖
= tz∗ and consequently
z
∗ =
x∗
t‖x∗‖
∈ ∂ˆφ(x) ⊂ [0,1]∂ˆφ(x¯).
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Note that x∗ ∈ E[∂ˆφ(x¯)] and thus 1
t‖x∗‖
≤ 1 by (2.4), which implies that
‖x∗‖ ≥
1
t
≥
1
τ
.
Hence (4.2) holds.
The sufficiency part. Let x∗ ∈ Nˆ(S, x¯) ∩ BX∗ with ‖x
∗‖ > 0. By (4.2), there
exists t0 > 0 and x
∗
0 ∈ ∂ˆφ(x¯) such that x
∗ = tx∗0. We denote
M := sup{t > 0 : tx∗ ∈ [0,1]∂ˆφ(x¯)}.
Note that ∂ˆφ(x¯) is bounded and thus 0 < M < +∞. By Lemma 2.2, one has
Mx
∗ ∈ E[∂ˆφ(x¯)] ⊂ [0,1]∂ˆφ(x¯). (4.6)
By virtue of (4.5), one has
M ≥ ‖Mx∗‖ ≥ d(0, E[∂ˆφ(x¯)]) ≥
1
τ
.
This and (4.6) imply that
x
∗ ∈ [0,
1
M
]∂cφ(x¯) ⊂ [0, τ ]∂ˆφ(x¯).
Hence Fre´chet τ -strong BCQ of (4.3) holds at x¯. The proof is complete. ✷
The following corollary is immediate from Theorem 4.1.
Corollary 4.1 Let x¯ ∈ bd(S) and τ > 0. Suppose that φ is local Lipschitz at x¯. Then
inequality (4.1) satisfies the Fre´chet τ -strong BCQ at x¯ if and only if inequality (4.1)
satisfies the Fre´chet BCQ at x¯ and (4.5) holds.
For the case that X is a finite dimensional space, we obtain necessary and/or
sufficient conditions for Fre´chet BCQ and strong BCQ of inequality (4.1).
Proposition 4.2 Let x¯ ∈ bd(S) and τ > 0. Suppose that X is finite dimensional and
∂ˆφ(x¯) is bounded.
(i) If inequality (4.1) satisfies the Fre´chet BCQ at x¯, then{
h ∈ X : 〈x∗, h〉 ≤ 0 ∀x∗ ∈ ∂ˆφ(x¯)
}
= co(T (S, x¯)), (4.7)
where co(U) is the closed convex hull of U ⊂ X.
(ii) Suppose that 0 6∈ ∂ˆφ(x¯). Then inequality (4.1) satisfies the Fre´chet BCQ at x¯
if and only if (4.7) holds.
Proof. (i) It is known that the Fre´chet BCQ of (4.1) at x¯ implies that
Nˆ(S, x¯) = [0,+∞)∂ˆφ(x¯). (4.8)
Note that (4.8) is equivalent to
σ
Nˆ(S,x¯)
= σ
[0,+∞)∂ˆφ(x¯)
= σ
[0,+∞)∂ˆφ(x¯). (4.9)
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By (2.1), one can verify that
σ
Nˆ(S,x¯)
(h) =
{
0, h ∈ co(T (S, x¯),
+∞, h 6∈ co(T (S, x¯),
and
σ
[0,+∞)∂ˆφ(x¯)(h) =
{
0, if sup
x∗∈∂ˆφ(x¯)
〈x∗, h〉 ≤ 0,
+∞, if sup
x∗∈∂ˆφ(x¯)〈x
∗, h〉 > 0.
This implies that (4.9) is equivalent to
{
h ∈ X : sup
x∗∈∂ˆφ(x¯)
〈x∗, h〉 ≤ 0
}
= co(T (S, x¯)).
Hence (4.7) holds.
(ii) To prove the equivalence between the Fre´chet BCQ and (4.7), we only need
to show that [0,+∞)∂ˆφ(x¯) is closed. Let x∗ ∈ [0,+∞)∂ˆφ(x¯). Then there are tn ≥ 0
and x∗n ∈ ∂ˆφ(x¯) such that tnx
∗
n → x
∗. We claim that {tn} is bounded. (Otherwise,
we can assume that tn → +∞ and thus x∗n → 0. This implies that 0 ∈ ∂ˆφ(x¯), which
contradicts 0 6∈ ∂ˆφ(x¯)). SinceX is finite-dimensional and ∂ˆφ(x¯) is bounded, without
loss of generalization, we can assume that tn → t0 ≥ 0 and x
∗
n → x
∗
0 ∈ ∂ˆφ(x¯) by
the norm-closed property of ∂ˆφ(x¯). Then x∗ = t0x
∗
0 ∈ [0,+∞)∂ˆφ(x¯) and thus
[0,+∞)∂ˆφ(x¯) is closed. The proof is complete. ✷
Proposition 4.3 Let x¯ ∈ bd(S) and τ > 0. Suppose that X is finite dimensional and
∂ˆφ(x¯) is bounded. Then inequality (4.1) satisfies the Fre´chet τ -strong BCQ at x¯ if and
only if
d
(
h, co(T (S, x¯))
)
≤ τ max
{
0, sup
x∗∈∂ˆφ(x¯)
〈x∗, h〉
}
(4.10)
holds for all h ∈ X.
Proof. Noting that ∂ˆφ(x¯) is bounded, it follows from Proposition 4.1 that
[0, τ ]∂ˆφ(x¯) is closed and convex. This implies that (4.1) satisfies the Fre´chet τ -
strong BCQ at x¯ if and only if
σ
Nˆ(S,x¯)∩BX∗
≤ σ
[0,τ ]∂ˆφ(x¯)
. (4.11)
By virtue of (2.1) again, one can verify that
σ
Nˆ(S,x¯)∩BX∗
(h) = d
(
h, co(T (S, x¯))
)
.
This means that (4.11) is equivalent to (4.10). The proof is complete. ✷
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5. Conclusion
This paper is devoted to constraint qualifications of the nonconvex inequality
defined by a proper lower semicontinuous function. Several types of constraint
qualifications involving Clarke/Fre´chet normal cones and subdifferentials for the
nonconvex inequality are investigated. Some necessary and/or sufficient conditions
for these constraint qualifications are also provided. When restricted to the convex
inequality, these constraint qualifications reduce to BCQ and strong BCQ studied
in [16,33]. The work in this paper generalizes and extends the study on constraint
qualifications from the convex inequality to the nonconvex one.
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