Abstract-Left atrial appendage (LAA) occlusion is used to reduce the risk of thromboembolism in patients with nonvalvular atrial fibrillation by obstructing the LAA through a percutaneously delivered device. Nonetheless, correct device sizing is complex, requiring the manual estimation of different measurements in preprocedural/periprocedural images, which is tedious and time-consuming and with high interobserver and intraobserver variability. In this paper, a semiautomatic solution to estimate the required relevant clinical measurements is described. This solution starts with the 3-D segmentation of the LAA in 3-D transesophageal echocardiographic images, using a constant blind-ended model initialized through a manually 
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EFT atrial appendage (LAA) occlusion is a minimally invasive cardiac intervention, where a foldable device is percutaneously implanted at the proximal portion of the LAA, obstructing this orifice and blocking the communication between the left atrium (LA) and its appendage [1] . Since 90% of thrombi are found at the LAA for patients with nonvalvular atrial fibrillation, LAA occlusion is usually performed to reduce the high thromboembolism risk of these patients [1] , [2] . Although different treatments are available, namely, anticoagulants and epicardial exclusion, LAA occlusion shows inferior bleeding complications with long-term compliance [3] .
Due to the high anatomical variability of the LAA, multiple occluding devices are produced by different manufacturers [1] , [3] . Therefore, during the intervention, multiple clinical measurements are extracted to identify the optimal device for the patient. Correct device sizing is one of the most challenging tasks during planning with a direct impact on the procedural time, number of complications, and treatment efficiency. The different clinical measurements are performed on 2-D/3-D preprocedural [e.g., computed tomography (CT)] [4] or periprocedural images (e.g., fluoroscopic or transesophageal echocardiography (TEE) images) [3] , by acquiring 2-D planes at predefined anatomical views and then detecting 0885-3010 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the optimal level or by reformatting the 3-D volume at specific locations followed by manual delineation. Overall, three LAA measurements are typically evaluated: 1) LAA ostial plane, determined by the circumflex artery (CA) to a position 1-2 cm within the Coumadin ridge; 2) LAA landing zone (LZ) plane, defined approximately 10 mm distally from the LAA ostium; and 3) LAA depth, computed as the distance from the LZ level to the distal LAA tip [2] - [5] . It might be noted that the extracted measurements are specific to each manufacturer, requiring previous training/experience of the operator [1] , [3] . Currently, these levels are manually identified, which is a very tedious and time-consuming task and with high intraobserver and interobserver variability. Alternatively, 3-D printed models of the LAA anatomy were also proposed as a potential solution for identifying the optimal device to be employed [6] , [7] . In this case, the relevant anatomy is physically constructed and the different devices are tested. However, such approach is extremely time-consuming (requiring several days), manual, and expensive (demanding extra devices to test it in the phantom model). Moreover, small anatomical variations between the model and the real anatomy are expected, which might negatively influence the selected device.
To automate specific tasks of the LAA occlusion intervention planning, different researchers suggested strategies to segment the LAA in the 3-D CT and TEE images. Specifically, for CT, image-based techniques [5] , deformable models [8] , and machine learning [9] algorithms were proposed. Concerning TEE images, pure image-based approaches followed by multiple manual corrections were mainly described, requiring further validation studies [5] . Recently, a novel strategy based on the evolution of a curvilinear blind-ended B-spline explicit active surface (BEAS) model was proposed to segment the LAA in 3-D TEE images [8] . In this solution, the optimization is performed on two consecutive stages, starting with a fast evolution with global descriptors to increase the robustness of the method to the initialization, followed by contour refinement with local descriptors to adapt the surface's boundaries to the anatomy [8] . Although the aforementioned state-of-theart segmentation solutions proved their added value for the assessment of the LAA 3-D shape, they have never been used for the estimation of the relevant clinical measurements.
Therefore, a novel methodology to semiautomatically estimate the relevant clinical measurements in 3-D TEE images is proposed in this paper. Its accuracy is evaluated in a clinical database and is assessed against the traditional workflow, which relies on manual contouring at specific levels.
Hereupon, this paper introduces two novelties: 1) a novel method to estimate the relevant clinical levels, i.e., ostial and LZ planes and the LAA depth, in 3-D TEE images, and 2) a clinical validation of the proposed method for LAA occlusion.
This paper is structured as follows. In Section II, a description of the novel methodology for the estimation of the relevant clinical measurements for LAA occlusion is presented. Sections III and IV present the validation experiments that were performed and associated results, respectively. Section V discusses the performance of the proposed method. Finally, the conclusions are pointed out in Section VI. Overview of the proposed method for device sizing for LAA occlusion. Green: ostium. Yellow: LZ. Yellow dashed line: LAA depth.
II. METHODS
In this section, a description of the proposed semiautomatic method for device sizing for LAA occlusion is presented. This solution is divided into three sequential conceptual blocks: 1) initialization of the LAA by providing at least three clicks [blue points in Fig. 1(A) ]; 2) segmentation of the LAA lumen [ Fig. 1(B) ]; and 3) estimation of the relevant clinical measurements [ Fig. 1(C) ] through the alignment of the target surface (i.e., the 3-D segmented surface obtained in block 2 with a set of known references/templates (Section II-B).
Regarding the initialization stage (block 1), it consists of a manual definition of a spline representing the LAA centerline. For that, three points (or more) are provided throughout the LAA anatomy, mainly at least one point at the proximal part of the LAA, one point or more at the central region of the LAA, and a final point at the distal part of the LAA.
A. LAA Segmentation Using BEAS
The segmentation of the LAA lumen is performed using our previously described semiautomatic method [8] . In short, a constant blind-ended BEAS model is initialized using a spline manually defined [ Fig. 1(A) ]. The LAA BEAS model is generated using explicit functions described in both cylindrical and spherical spaces. A tube represented in the cylindrical space (described as s levels along the axis and the azimuth θ ) and its final closed portion represented as a half-sphere (described as elevation φ and azimuth θ ) are used, generating the blind-ended model. Then, the model is automatically evolved to the anatomy using a two-step approach, namely: 1) fast contour growing and 2) contour refinement. The former uses global terms defined based on a fixed threshold value (directly estimated from the image) and edge positions computed through a phase-based filter. Moreover, large evolution steps are used at this stage to recover a nonrefined LAA shape and to decrease the method's sensitivity to the initialization. The latter stage uses regional energies, specifically the signed local Yezzi (targeting black to white transitions), to locally refine the contour to the anatomy. No edge term is used in the refinement stage. Due to the curved nature of the LAA model, hard shape regularization and LAA axis recentering strategies are applied to prevent folding regions, keeping its shape anatomically realistic. The former identifies all possible folding regions, generating a map of hard boundaries that constrain the model evolution, i.e., define specific limits to the LAA model where its shape is kept realistic. The latter estimates highly curved axis positions, smoothing and correcting these positions. Due to this smooth axis, the number of possible folding regions is minimized, therefore reducing the number of hard boundaries required in the above-mentioned regularization approach.
B. Automated Estimation of Clinical Measurements
The clinical measurements, namely ostial and LZ levels and the LAA depth, are estimated through 3-D alignment of the target LAA surface with a set of references/templates (i.e., 3-D LAA plus manually defined relevant clinical levels). This alignment is performed in three steps, namely: 1) a rigid alignment of both surfaces using the clipping plane position (i.e., level that separates the LAA from the LA body); 2) correction of the surface's orientation based on the anatomical position of the CA (Section II-B1); and 3) refinement of the alignment result using a weighted iterative closest point (ICP) algorithm.
Generally, there are two main challenges that need be taken into account to efficiently align LAA surfaces, particularly: 1) the highly variable field of view (FOV) in terms of position and orientation, of the TEE acquisition and 2) the anatomical variability, in terms of shape and size, of the LAA shape. Thus, while the two initial steps of the proposed method roughly align both surfaces, minimizing the influence of the misalignment and the variable FOV of TEE, the final step compensates the anatomical differences between the surfaces.
Regarding the prealignment steps (steps 1 and 2), the centroid position and the normal vector of the clipping plane from both target and reference cases are rigidly aligned [ Fig. 2 , step 1), removing the global misalignment, mainly the translation components, between the surfaces. Then, the position of the CA (Section II-B1) relative to the LAA is used to anatomically align both surfaces, compensating the high orientation variability of the FOV of the TEE acquisition. In detail, using the parametric space of the target LAA, the angular difference, in terms of azimuth, between the target's CA and the reference one is estimated and then used to correct the orientation between the surfaces (Fig. 2, step 2) .
After the prealignment based on fixed anatomical references (steps 1 and 2), a weighted ICP strategy with similarity transforms is applied to adapt the reference anatomy to the target patient (Fig. 2, step 3) . A similarity transform was selected due to the high variability in terms of shape and size of the LAA (see Multimedia Material I). Instead of using all the points of both surfaces with the same level of confidence throughout the optimization process, a specific weight function that varies with the axis position s is used. The weight function (wht) is defined using an erf function through
where w and c are parameters that define the window size and the center position of the erf function, respectivelyin our experiments, w = 6 and c = −1 were used (see Multimedia Material I), s represents the axis position along the cylindrical space, and n s represents the number of coordinates along the axis. A representation of the weight function is presented in Fig. 3 . Low penalization is applied, a weight equal to one, at the proximal part of the LAA, and the opposite, a weight equal to zero, at the LAA tip. In this sense, by applying this function, it is possible to minimize the influence of certain LAA portions during the ICP alignment, enhancing the performance of the method to highly variable shapes. Indeed, since the proximal part of the LAA, mainly the LAA base, shows a regular tubular shape, presenting high heterogeneity mainly at the distal part (i.e., near the LAA tip), the current weighted strategy is required to improve the alignment performance. Note that the relevant clinical levels, particularly the ostial and LZ planes, are extracted at the proximal and tubular region of the LAA, implying that their detection is not negatively affected by the proposed weighted ICP technique. Finally, the alignment process is repeated for multiple references, and the final levels [white plane in Fig. 4 
1) Segmentation of the CA:
The semiautomatic segmentation of the CA is performed using the following strategy ( Fig. 2 ): 1) enhancement of small vessels through a vesselness filter and 2) thresholding the map created in 1) and selecting the optimal vessel region selection based on a manual click.
The used vesselness filter is described in [10] and it is focused on the detection of tubular regions with a predefined diameter (an expected anatomical diameter of the CA: 2-4 mm [11] ), through the evaluation of the eigenvectors of the Hessian matrix of the image. To improve the method's performance, the following features were also considered: 1) the appearance of the CA in TEE images, i.e., darker than the neighborhood and 2) the anatomical position of the CA relative to the LAA, i.e., near the LAA base. The former was embedded in the vesselness function, targeting the detection of tubular regions with dark vessels only. The latter was applied by defining a region of interest (ROI) around the presegmented LAA, represented as a dilated version-in our experiments by 5 mm-of the LAA surface's mask. Finally, the obtained map is binarized using an Otsu thresholding approach, and the optimal region is selected based on a manual click provided by the user (illustrative results in Multimedia Material II).
III. EXPERIMENTS
Two experiments were performed to evaluate the performance of the proposed method, namely: 1) influence of the different parameters/steps on the final method's accuracy and 2) differences against the interobserver variability for the relevant clinical measurements.
A. Data Description
A total of 20 TEE images were retrospectively selected from clinical practice, including patients with suspicion of pathology but with normal anatomy, as well as abnormal cases. Due to the high shape variability of the LAA, one expert classified the LAA shape in each case based on [12] , obtaining nine chicken wings (45%), four windsocks (20%), four cauliflowers (20%), and three cactuses (15%).
The 3-D TEE images were acquired using a GE Vivid E95 (GE Vingmed, Horten, Norway), Philips IE33 (Philips Ultrasound, Bothell, WA, USA), or a Philips Epiq 7 scanner. A total of 9 and 11 exams were acquired with the Philips and GE ultrasound machines, respectively. An electrocardiogramgated acquisition was performed in the midesophageal position using the zoom mode [12] . The acquired images presented a resolution and size that varied from 0.20 to 0.45 mm and 126 × 122 × 117 to 357 × 413 × 208 voxels, respectively. The data sets were initially stored in a raw-data format and exported to a workstation with EchoPac or QLab. Each case was anonymized, exported into an externally readable format and converted to an isotropic voxel spacing. All data sets were acquired using the resources of the University Hospitals Leuven with the approval of the Ethics Committee (S59406).
B. Ground-Truth Generation
Two observers, henceforward referred as Obs 1 and Obs 2 , manually extracted the relevant clinical levels, specifically diameter of the ostial and LZ planes and distance of the LAA depth, as described in [2] - [5] . Each was blinded to the other's analyses. The ostial and LZ diameters were computed by manually selecting the optimal image plane, followed by manual delineation of the resulting short-axis view. Then, areaderived diameters were extracted from the 2-D contours. The LAA depth was computed as the distance between the LZ centroid, which was computed based on the 2-D contour, and one extra point defined along the long-axis view at the LAA tip. Each observer freely navigated in the 3-D TEE image using three orthogonal planes or resliced the image along a predefined LAA centerline. All analyses were performed using a custom noncommercial software, Speqle3D [13] .
C. Evaluation of the Algorithm's Performance
In this experiment, the sensitivity of the proposed method to its parameters was explored. Specifically, the parameters of the weight function and the influence of the number of references used were studied. The errors were evaluated in terms of absolute point-to-plane (P2Pl) distance and normals' angular difference. The P2Pl was computed using the following approach: 1) estimation of the centroid position of the observer's delineated contour; 2) definition of a line using the centroid position estimated in 1) and the normal vector of the short-axis image plane used for manual delineation; and 3) intersection of this line with the automated plane. The distance between the centroid of the manual plane and the intersected position at the automated level defines the P2Pl distance error. Furthermore, to check for statistically significant differences, a two-tailed paired t-test ( p < 0.05) was computed between the consecutive values of the studied parameter. Finally, the accuracy of the proposed method throughout the different steps of Section II-B was also explored using the P2Pl distance error and normals' angular difference. A two-tailed paired t-test ( p < 0.05) was used to check for statistically significant differences between the consecutive steps.
D. Accuracy of the Estimated Anatomical Levels and Resulting Measurements
The differences between the proposed approach, henceforward referred as Auto 3D , and the interobserver variability in terms of relevant clinical measurements were assessed using the average difference (i.e., bias) and the limits of agreement (LOAs; given as 1.96 times the standard deviation). The performance of the previously described approach [8] , which involves the clipping of the segmented contour at the manually defined levels, was also evaluated, taking into account S A 1 and S A 2 for the planes defined by Obs 1 and Obs 2 , respectively. Note that, both S A 1 and S A 2 results were computed using clinical levels defined based on anatomical information only and were thus totally independent of the proposed framework, which is based on a templates' alignment approach. Moreover, the errors between the proposed and manual approaches were also studied using the absolute and relative P2Pl distance and the normals' angular difference.
Taking into consideration the traditional clinical practice for the definition of the LZ, particularly its plane defined based on the ostium with a distance between the centroids of 10 mm, a comparison between this approach (referred as "fixed translation") and the proposed method, which involves the simultaneous identification of both planes by aligning references, was performed. Both the P2Pl distance and the normals' angular difference were computed. Moreover, the LOAs of the obtained clinical measurements were also assessed.
E. Computational Time
The computational time of the proposed method was registered. All the results were computed using the MATLAB code (without parallelization) on an Intel i7 CPU at 2.8 GHz and 16 GB of RAM. A MATLAB-generated C implementation of the ICP was wrapped in the MATLAB code.
IV. RESULTS
From the original 20 data sets, two cases were excluded, because the manual identification of the CA was not feasible due to low image quality, which prevents the application of the proposed solution. All the results here presented use the remaining 18 cases. Regarding the reference database for the weighted ICP alignment, a leave-one-out strategy was used, i.e., the target case was removed from the reference database resulting in a total of 17 templates.
A. Evaluation of the Algorithm's Performance
Figs. 5 and 6 show the influence of proposed weight function and the number of references used throughout the different steps of Section II-B, respectively. The former proved that a superior performance was achieved, with statistically significant differences, by reducing the influence of the LAA tip in the weighted ICP. The latter corroborated the method's high accuracy when a large number of references are used. In contrast, unsatisfactory results are achieved when a small number of templates are considered (less than ∼60% of the database). Interestingly, using 60% of the reference database led to a performance similar to one obtained when the entire reference database was used. Fig. 7 shows the error evolution throughout the different steps of Section II-B. A significant reduction of the error in terms of orientation was found between all the steps, corroborating the entire methodology. Moreover, a significant reduction in terms of centroids' errors was found when applying the final alignment based on ICP.
B. Accuracy of Estimated Anatomical Levels and Resulting Measurements
Table I presents the differences between the proposed and manual approaches for the relevant measurements. Fig. 8 shows the Bland-Altman plots of the Auto 3D performance. Overall, the results proved the high performance of the Auto 3D , with narrower LOA when compared with the manual ones. A slightly worst performance (not statistically significant) was obtained by the Auto 3D when compared with the SA [8] . Assessing the differences in terms of plane definition, an absolute Fig. 9 . Finally, the difference between the proposed solution and the "fixed translation" strategy for the LZ was assessed, revealing a similar performance in terms of P2Pl error, but with differences for the normals' angular difference (see Fig. 10 ).
C. Computational Time
The proposed method required 14.0±4.8, 4.1±1.9, and 7.0±1.3 s for LAA segmentation, CA segmentation, and the estimation of the three levels, respectively (manual initialization time not reported). The manual delineation of the LAA and the manual estimation of the clinical levels took approximately 40 and 3 min (for all levels), respectively.
V. DISCUSSION
In this study, a novel solution for the semiautomatic sizing of the optimal device for LAA occlusion is proposed. This solution applies a fast 3-D segmentation approach on TEE images, obtaining realistic anatomical models of the LAA. Then, based on the extracted surfaces, an alignment process with multiple manually evaluated references/templates (i.e., 3-D surface plus the relevant anatomical levels) is applied, transferring these levels to the target anatomy and allowing the estimation of the final measurements. As such, not only the interobserver and intraobserver variability is notably minimized, but also a faster estimation of the measurements is achieved with clear advantages for clinical practice. To the best of our knowledge, this is the first study describing a semiautomatic solution for the estimation of the relevant clinical measurements for the identification of the optimal device for LAA occlusion. Regarding the current method's feasibility, acceptable results were obtained in all the cases (Fig. 9) , proving its high robustness. Two patients were removed from the study due to bad image quality that hampers the identification of the CA and, therefore, the application of the proposed method. Although in these cases, manual identification of the relevant planes was possible, by evaluating the global LAA anatomy, a high disagreement was found between the observers due to missing relevant anatomical landmarks. The proposed alignment method (Section II-B) uses a reference database to identify the relevant planes in the target case. For that, due to the highly variable FOV, in terms of position and orientation, of the TEE acquisition, a strong initialization using the LAA clipping plane position and the CA orientation is applied, later refining the result to the anatomy using a weighted ICP approach. As clearly seen in Fig. 7 , the method's performance is sensitive to all steps (i.e., initialization and refinement), which validated the proposed workflow. Obviously, a notable and statistically significant improvement is observed when applying the weighted ICP, due to the anatomical alignment. Nevertheless, the success of the ICP is totally dependent on the initialization, being unfeasible without the initial steps. Specifically, considering the initial tubular shape of the LAA, accurate identification of the correct orientation was not possible without external anatomical landmarks, here the CA. To increase the feasibility of the proposed method, which was 90% in the current database, other anatomical landmarks could also be introduced in step 2 of the pipeline. For that, both Coumadin ridge and the mitral valve are valid options, since they are located near the LAA and present specific features (e.g., thin walls and bright structures) that ease its identification in TEE images. These options are expected to be further explored in the future work. As a remark, it might be noted that by comparing the proposed alignment method with pure image-based approaches, e.g., the identification of relevant landmarks through thresholdbased techniques, a superior robustness to image artifacts or to the limited FOV of the ultrasound acquisition is expected. Moreover, although this solution was tested on TEE only, its application in a different imaging modality (e.g., CT) is also viable and expected to be explored soon, increasing the applicability of the method.
Due to the proposed weighted formulation of the ICP, which applies different weights based on the cylindrical axis position, highly variable shapes, as expected for the LAA, were possible to be efficiently processed by the described method. One can note that, as described in Section III-A, different LAA shapes were found and its prevalence is in accordance with previous studies [12] , [14] . The weighted ICP intrinsically reduces the influence of certain patches of the LAA surface throughout the optimization process. In fact, the correct alignment of different LAA models through the traditional ICP is not feasible due to the high anatomical variability of the LAA. Indeed, the traditional ICP will minimize the differences between the target and reference surfaces throughout its full extent, i.e., not ensuring correct alignment at the (treatment planning most relevant) proximal part (see Multimedia Material I). Additionally, although direct clipping of the LAA surface (by keeping its tubular surface only) could also be a potential solution, a correct separation between the tubular (i.e., the ROI) and the heterogeneous LAA parts is not straightforward. In this sense, by studying and adapting the influence of this weight function (Fig. 5) , it is possible to enhance, without defining a fixed clipping level, the proximal LAA portion relative to the distal part. Moreover, although the distal portion of the LAA shape is quite heterogeneous, some specific information, e.g., curvature and orientation of this region, is also relevant to improve the success of the ICP. By evaluating the model's parameters (Figs. 5 and 6 ), only a small number of them need to be set, namely, the center position (c) and the window size (w) of the weight function. Importantly, the center position c defines the level that separates the tubular and the heterogeneous parts of the LAA. Worse results were obtained when increasing the influence of the distal portion of LAA, mainly LAA tip, in the optimization process (c > 0), showing similar results, but not statistically significant, for the remaining cases (Fig. 5) . Regarding the size of the weight function, the method showed high robustness to the variation of this parameter, showing similar results for narrow and large windows (see Multimedia Material I). Finally, since the proposed method requires a reference database, the influence of the number of references used was also evaluated (Fig. 6) . Globally, low performance was found when using a small number of references, due to the limited anatomical variability, presenting similar results when a high number of cases were used; a similar performance was registered when more than 10 reference cases were used. Although identification of the most similar references, e.g., evaluating the accuracy of the alignment stage or based on the LAA shape, could be an interesting approach to improve the solution's accuracy, a larger database would be required.
When evaluating the performance of the proposed solution (Table I) , similar results were achieved between the Auto 3D , S A, and the observer variability. Indeed, the high similarity between the Auto 3D and the S A results demonstrate the high feasibility and accuracy of the proposed solution when compared with the traditional strategy (where the clinical levels are estimated using image-based anatomical information only). As observed in [8] , both Auto 3D and S A showed narrower LOA when compared with the manual approach (Table I and Fig. 8) . Interestingly, the LOAs achieved by Auto 3D and S A methods were similar to the difference between the consecutive devices (2 mm). The superior performance of both approaches relative to the manual one can be explained, as previously found in [8] , by the continuous 3-D contour used and the respective strategy to estimate the final measurement, particularly by clipping the 3-D contour at the selected level. Indeed, due to the smoothing applied to the 3-D contour across all directions, small differences while defining the relevant clinical level will result in a small variation of the final clinical measurement. In contrast, the manual approach relies on the 2-D delineation of the identified levels (by reformatting the 3-D volume), being therefore, totally dependent of the in-plane information, making it sensitive to artifacts or low image quality [2] , [8] . In contrast, when comparing both Auto 3D and S A results, a slightly superior performance was achieved by the SA. This difference can be explained by the strategy applied to define the relevant levels, i.e., the S A uses the level defined by the observer. Notwithstanding, no significant differences were found between them, demonstrating the accuracy of the proposed solution.
Taking into account each measurement independently (Table I) , similar observations were found between Auto 3D and S A versions, namely: 1) the LAA depth showed the highest disagreement due to the difficulty in detecting the LAA tip and 2) both ostial and LZ levels showed high reproducibility with narrower LOA, notably inferior when compared with previous studies. Here, one can note that the majority of these studies focused on intermodality comparison studies [14] , [15] . In contrast to the finding in [8] , narrower LOAs were obtained at the LZ level for the Auto 3D method, instead of the ostium, as found in the S A version. Moreover, a negative bias was obtained at the ostial level, while the S A version reported a positive one. Indeed, the inferior performance at the ostial level of the Auto 3D method is explained by the proposed alignment step. A tendency, although not statistically significant, to define this plane more distally-proved by the relative P2Pl distance of 0.88±1.67 mm registered at this level-was observed, underestimating, therefore, the ostial value. It can be noted that a constant reduction of the LAA diameter is observed throughout its tubular portion, being its diameter larger at the opening region. Nevertheless, these differences are not significant. Interestingly, an opposite conclusion was observed for the LZ plane, where high similarity, in terms of bias and LOA, was found between Auto 3D and S A versions, with a reduced relative P2Pl distance of 0.19±1.57 mm. In fact, the current result potentiates the application of this framework in the clinical environment, since the LZ measurement is the main clinical measurement for the identification of specific devices (for example, Amulet, St. Jude Medical, MN, USA) [1] . Additionally, the current result also corroborates the advantage of using the proposed alignment strategy (with ICP) for the definition of the LZ, instead of the "fixed translation" approach (Fig. 10) . Although the LZ centroid could be estimated based on the ostial level, a correct and accurate definition of the LZ plane orientation is not straightforward in a 3-D space. In this sense, by using an alignment strategy, which includes both relevant planes, a robust estimation of the centroid and the plane orientation is obtained. As can been seen from Fig. 10(A) , a similar performance in terms of centroid was found between the proposed and fixed translation approaches, proving that a correct separation between clinical planes was achieved by the proposed alignment approach. In contrast, statistically significant differences were found when comparing the normals' angular difference between both methods [ Fig. 10(B) ], reinforcing the advantage of the proposed solution. Looking for the Bland-Altman plot of the fixed translation approach [ Fig. 10(C) ], wider LOA and higher bias, which was found to be statistically significant, were found when compared with the proposed method.
The method's accuracy was also evaluated using the manual analysis performed by different observers (Table I) . For both cases, the proposed method showed a similar LOA, but with a notably higher bias value against the second observer. This difference is directly related to the reference database used. Indeed, the current reference database was generated using the manual analysis performed by Obs 1 . Therefore, the proposed alignment method estimates the clinical levels by mimicking the strategy adopted by Obs 1 , obviously generating a small bias when compared with a different observer. Since the LOAs were kept constant between the observers, a reduced reproducibility of the proposed method with a different observer is not expected. Notwithstanding, to improve the method's performance, a specific database generated by each observer could be gathered, possibly removing the registered bias.
Finally, in regard to the study limitations, we would like to emphasize that: 1) extreme or abnormal LAA shapes can present a suboptimal segmentation and alignment result due to the shape limitations of the blind-ended BEAS model and the limited anatomical representation in the reference database, respectively; 2) a large multicenter clinical database with manual delineation of the LAA anatomy and definition of the clinical levels is required to exhaustively validate the proposed method; and 3) a comparison of the estimated clinical values and the implanted device is required to evaluate the real accuracy of the semiautomatic TEE measurements.
VI. CONCLUSION
The proposed solution proved its potential for the semiautomatic estimation of the relevant clinical measurements for the LAA occlusion, showing high accuracy, robustness, and low computational cost. By comparing it with the traditional manual practice, more reproducible results and a fast decision on the optimal device were achieved by the novel solution, corroborating its added value for normal clinical practice.
