Abstract. We have developed a model-independent time screening optimization algorithm to cope with signicant contamination spikes in the ROSAT PSPC/HRI bacground light-curves. The rejection criteria are based on the maximization of faint sources signal-to-noise ratio. The algorithm tuning parameters have been optimized through performing a wide set of runs on both simulated and real data. We have veri ed that the application of our selection criteria to the case of long exposure PSPC observations yields an increase of the number of faint sources (SNR < 6 ) of up to 100% with a rejection of up to the 8% of the exposure time. At the same time, we obtain an average signal-to-noise ratio gain of 3% for the sources detected in both the unscreened and screened images. The algorithm, even though currently optimized for the instrumentation on board ROSAT, can be easily generalized for data analysis of other imaging X-ray detectors.
Introduction
During a typical ROSAT observation, a number of spurious events are recognized as X-rays by the acquisition system. A classi cation scheme for this kind of event includes particle background (PB), scattered solar X-ray background (SB) and internal noise (IN) . In the case of the ROSAT Position Sensitive Proportional Counter (PSPC, Pfe ermann & Briel 1986) , a model exists for the contribution of PB and SB (Snowden et al. 1992, S92 hereafter; Snowden & Freyberg 1993, SF93 hereafter) , while the internal noise is negligible. In the case of the HRI, a model exists for the IN (David et al. 1995) and PB (Snowden, Send o print requests to: F. Bocchino in preparation), but the e ect of SB has not been investigated in detail as for the PSPC case. In all cases, the standard procedure to reduce the e ects of the contamination by non cosmic backgrounds involves, at a certain point, a \cut" of putative o ending observation intervals.
The choice of what and where to cut is crucial, since it should actually be an optimal trade-o between two effects: the decrease of science target counting statistics and the reduction of the contamination by spurious events.
Here we describe a procedure to screen out the high background intervals from X-ray observations done with the ROSAT PSPC or HRI. Our approach di ers from the one in S92 and SF93, because of the following reasons. First, it is model independent, i.e. it does not try to model the origin of the background, but it operates on the observed shape of the background light curve, thus eliminating the dependency of the method on the input model parameters as well as on the validity of the model itself. Second, it is optimized in order to guarantee that the resulting screening maximizes the SNR of faint point-like sources in the eld of view (FOV). Since detection algorithms operate typically at a xed source acceptance probability threshold, i.e. at a given SNR, the application of the optimized screening procedure may yield a significant increase of the number of faint sources detected in the FOV.
Our paper is organized as follows: in Sect. 2 we describe the screening algorithm from a general point of view. In Sects. 3 and 4, we apply the formalism developed in Sect. 2 to the ROSAT PSPC and HRI cases and we draw some preliminary conclusions. In Sect. 5, we outline the operative recipe of the PSPC screening code we have developed under the IRAF environment, and in Sect. 6 we show the results of the code in the case of a PSPC image. Finally, in Sect. 7, we summarize our results.
Description of the Screening Procedure
The aim of the calculation described here is to derive a quantity to be maximized in order to obtain the optimal screening. This quantity (hereafter the e ciency function) is de ned as the ratio of a source signal to noise ratio computed in a time screened observation (SNR S ) and in the entire unscreened observation (SNR U ), as a function of the amount of rejected exposure time. We de ne a circular source cell and an annular background cell, whose sizes are related to the local PSF. The following quantities refer to the unscreened observation: C = total counts in the detection cell (measured) T = total counts in the background cell (measured) S = source counts 1 B = background counts in the detection cell = fraction of source counts in the detection cell = fraction of source counts in the background cell r = ratio of the background to detection cell area We can thus write, following the recipe of Harnden et al. (1984) and Kashyap et al. (1994) :
(1)
With simple algebra we can obtain from Eq. 1 and 2 the following expression for the source counts:
Adopting Poissonian statistics on the measured quantities C and T we can also write the standard deviation on the source counts as:
Using the above equations, we can now write the signal to noise ratio of the source for the unscreened observation in terms of S and B:
If a fraction x of the total observation time is screened out, the expressions for screened C and T becomes:
where B(x), the total background present in the screened observation, is equal to B (Eqs. 1 and 2) for x equal zero 1 S refers to the \true" source counts and not to the source counts in the detection cell.
(unscreened observation). The source is assumed to be constant over the observation.
Analogously to what we have done for the unscreened observation we can derive the screened SNR: 
The parameters r, , and depend on the geometry of the source and background cells and can be tabulated once the PSF of the instrument is known as a function of the o -axis angle at a given energy (or for a given input source spectrum). We point out that this formalism is very general with respect to the choice of the geometry of the source and background cells, and, in addition, it is independent from the shape of the instrumental PSF.
The PSPC Case
The algorithm described can be straightforwardly applied for screening ROSAT PSPC observations. Two major background anomalies that may cause a decrease in signal to noise ratio of sources can be identi ed in the background light curve of a ROSAT PSPC, namely: 1) high particle background as identi ed by high master veto count-rate, and 2) times of high solar background and other short-term enhancements. We will separately discuss the e ect on the light curve of each of them, and we will show that, while the PB has to be screened by an \ad-hoc" cut, the SB can be e ectively reduced by the procedure described in Sect. 2. pointed toward the NE rim of the Vela supernova remnant (3944 sec total exposure). On average the MV rate is < 250 cnt s ?1 , but at the end of the OBI the satellite has entered an high particle background region which increases the rejection rate above 1000 cnt s ?1 . Right: Accepted X-ray events (AE) rate for the same OBI as before. There is an apparent decrease of the rate corresponding to the high particle background interval of the left panel, because the high rejection rate increases the detector dead time. The dip is not real also because no source intrinsic variability is expected in the case of the rim of the Vela supernova remnant on the time scale of tens of seconds.
High Particle Background
During a typical ROSAT PSPC observation, several kinds of charged particles, including cosmic rays, hit the detector, and cause electron cascades which are afterward marked as X-ray events by the read-out electronics. The PSPC has been equipped with an anti-coincidence counter, which detects, logs, and rejects these particle events. The rate of the rejected events is called the Master Veto (MV) rate. Nominally, > 99:8% of particle events are rejected. S92 have shown that, for typical MV values (MV < 170 cnt s ?1 ), the residual particle background (that is the particle events which are not rejected by the anticoincidence method) is negligible with respect to other background components (e.g. cosmic).
Under some circumstances, the satellite enters regions of high particle background (HPB) during an observing interval, signalled by a sudden increase of the MV rate. In these cases, the residual particle background may become comparable to other background rates (e.g. cosmic). To reduce the contamination of HPB, S92 suggested the screening out of time intervals where the MV rate is > 170 cnt s ?1 . This choice rejects 10% of the exposure time. We have veri ed that rejecting such an high fraction of the time may yield a net loss of the number of point-like sources detected in the screened observation and a systematic decrease of their SNR's.
On the other hand, Figs. 6 and 8 of S92 show that, for a MV rate up to 400 cnt s ?1 , the residual particle background is still lower than 2 cnt s ?1 (40% and 15% of the minimum and typical X-ray cosmic background, respectively), and that choosing the MV threshold > 200 cnt s ?1 yields a signi cant reduction of the discarded time intervals. However, as the MV rate increases, the detector dead time also increases. This is clearly shown in Fig. 1 , which reports the MV light curve (left panel) of a PSPC observation pointed to the NE rim of the Vela supernova remnant (Bocchino et al. 1994 ) along with the accepted event rate of the same time interval (right panel). We note that, towards the end of the exposure, the MV rate increases signi cantly; when it becomes larger than about 250 cnt s ?1 , the accepted event rate shows an apparent drop due to high detector dead time. This evidence suggested, as a rst step of our PSPC screening procedure, to reject the time intervals with MV rate > 250 cnt s ?1 . This choice is not restrictive in terms of exposure times (according to S92, only less than 1% of the exposure is rejected when only intervals with MV rate < 250 cnt s ?1 are retained), and allows us to reject observation intervals with critical dead time. Adopting this MV threshold, we can estimate, on the basis of the typical and minimum rate of the cosmic X-ray background and Fig. 8 of S92 , that the PB contribution to the total background is always < 25%, with a typical value of < 5%.
Short Term Enhancement
A typical background light-curve of a ROSAT PSPC or HRI observation is characterized by occasional steep enhancements in the total accepted event count-rate. Some of these excess background intervals are due to solar radiation scattered by Earth's atmosphere and others have been identi ed as auroral X-rays. In Fig. 2 (left panel) , for instance, we show a background light curve of a ROSAT/PSPC observation which su ers of several contaminating spikes. According to SF93, the spikes are due to scattered solar X-ray radiation which enters the mirror assembly when the pointing direction crosses the sunlit limb of Earth.
Our screening algorithm is capable of removing these high background intervals. To use Eq. 11 in the PSPC case, we have chosen a circular source region which includes 90% of the source photons ( = 0.9) and an annular background region whose inner radius is equal to the source region radius and whose area is three times the source region area (r = 3). From the integration of the PSPC point spread function (PSF) at 0.3 keV given by Hasinger et al (1993) , we found for a typical value of 0.08 for o -axis angles in the range 0 0 ? 50 0 . With these choices , , and r are almost independent on o -axis position and the only relevant parameters remain S, and B 2 .
Test Simulations
Before we describe operatively the screening procedure, we discuss, on the basis of results of the simulation tests, the dependence of our screening procedure on the choice of the parameters on which the screening procedure is tailored (i.e. o -axis angle and count-rate of the point source of which the e ciency function is to be maximized). For these purposes we have generated a simulated PSPC image with exposure time and background light curve similar to a PSPC eld of the Pleiades young open cluster with nearly 40000 s total exposure time (rp200068, PI R. Rosner) presenting many steep background enhancements (Fig. 2) . We have conducted extensive tests on the simulated Pleiades PSPC eld under study, running the screening procedure tailored to sources of di erent o -axis angles (hereafter, the template sources). For each run, a template source was generated with a number of counts between the detection threshold and 10 times the threshold. C; T; S and B were computed accordingly, and the optimal screening was found by maximizing the e ciency function (Eq. 11). This approach has allowed us to study the behavior of the algorithm by varying the characteristic of the template source.
The tests show that when the screening is tailored to fainter template sources, more time is screened out to obtain the maximum SNR. This means that, when the screening procedure is tailored to obtain maximum SNR for faint sources, more time intervals are screened out 2 We note, in passing, that the choice of an annular background region instead of circular regions used by Kashyap et al. (1994) can be justi ed with the following reasoning. than necessary for obtaining maximum SNR for brighter sources. Nevertheless a screening procedure tailored to faint sources usually produces also an increase in SNR for bright sources, although not the maximum obtainable for these latter sources.
Once it is clear that it is advantageous to tailor the screening procedure to the faintest source that can be detected in the eld under study (i.e. S is equal to the detection threshold for a given image), we have to investigate whether the procedure is sensitive to the choice of the o -axis angle of the template source. In fact, as we move outside from the center of the eld of view, the width of the PSF of the detector increases, and the detection cell needs to be increased in order to keep the fraction of source counts falling within it constant. This implies an increase of the background counts B, whose collection cell scales with the area of the detection cell. Furthermore, the larger the o -axis angle, the higher the detection threshold (due to PSF widening and vignetting e ect); therefore, the behavior of S/B in the e ciency function E to be maximized is not directly obvious. Table 1 summarizes the results of these tests. Column 1 is the o -axis angle; column 2 gives the associated detection cell radius; column 3 is the detection threshold for that o -axis angle derived using the Wavelet transform detection algorithm of Damiani et al. (1997a) ; column 4 gives the amount of screened time (x); column 5 gives the ratio SNR S =SNR U i.e. the SNR gain for the source to which the screening is tailored; columns 6, 7, and 8 give the SNR gain which would be obtained for the source if the procedure had been tailored to 10 0 , 20 0 or 30 0 o -axis angles. This table shows that the choice of tailoring the algorithm to large o -axis angles does not a ect the gain in SNR of sources at smaller o -axis angles. For instance, an on-axis source ( rst row in in table 1) would have a gain of 2% in SNR with the choice of tailoring the algorithm to 30 0 o -axis angle (column 8), which is the same gain which would be obtained tailoring the algorithm to the on-axis source (column 5). The table also shows that the optimal screening of sources at large o -axis angles is obtained tailoring the algorithm to template sources also at large o -axis angle. In fact, the last row of the table shows that the optimal screening for a 30 0 o -axis source is obtained with a cut of 5.6% of the exposure time (column 4), while tailoring the algorithm at smaller o -axis angle would have yielded a smaller fraction of rejected time, and thus a SNR gain for the 30 0 source which is lower than the maximum achievable (Fig. 2) .
However, it is evident that the screening algorithm is not very sensitive to the chosen o -axis angle. This indicates that the increase of the detection cell size, and thus B, and the increase of the detection threshold that occurs at larger o -axis angles, in some way compensates, keeping S=B nearly constant. On the basis of these results, we have chosen to tailor our screening procedure to an oaxis angle of 30 0 , where we have the highest gain in SNR and we still have acceptable PSPC performances both in terms of sensitivity and spatial resolution.
The HRI Case
Given its generality, the algorithm is portable to other detectors. In the case of the ROSAT HRI, we have used the same cell geometry, but di erent choices of and . We adopted the PSF given by David et al (1995) and we have veri ed that the highest value of usable for count extraction purposes is 0.85. For greater , the calculation of the cell radius involves integration of the tails of the PSF rather than the core, and since the tail is less well known than the core, that would yield high uncertainties in the assessment of the cell's size.
We have performed simulations similar to those described in the PSPC case. We veri ed that the screening algorithm is more e cient when tailored on a template source lying at 15 0 o -axis in the HRI FOV. Since the HRI FOV is 18 0 18 0 , this result is therefore similar to the PSPC case, in which the optimal template source lies at 30 0 o -axis in a 55 0 radius FOV.
We have also veri ed that the screening procedure yields very low gain on detected sources ( < 1%). The corresponding rejection percentages are also negligible, usually between 1 and 3% of the total exposure times. We stress that this result is not due to low background counting statistics in the detection cell, because the ratio between the number of source and background counts in the cell is 1=5 in both PSPC and HRI typical observations. Other explanations of the low HRI screening e ciency could be:
1. The HRI background is dominated by the particle component. In particular, the peaks in the HRI background light-curve are due to high particle rate intervals. The peak amplitude, however, is mostly only a factor of 3 higher than the median background value, with few cases in which it is a factor of 10 higher (Fig. 3) . Instead, in the PSPC case, the peaks are mostly a factor of 10 higher than the median, with few cases in which they are only a factor of two higher. Our algorithm, therefore, tends to exclude more time intervals in the PSPC case rather than in the HRI case, because the HRI background light-curves are relatively less contaminated by spikes than those of the PSPC. 2. The HRI spikes are broader than the PSPC ones, because they are due to the particle component which is just a function of the sub-satellite position and does not change as rapidly as the SB PSPC spikes.
We have carried out an additional set of simulations to investigate which of our proposed explanations are correct. We have simulated an HRI background light curve as a Gaussian spike superimposed on a constant level, and we run the screening procedure varying the Gaussian amplitude and sigma one at a time. The screening e ciency turned out to be rather insensitive to the width of the spikes, but very sensitive on the ratio between the Gaussian amplitude and the constant background level. In particular, the screening gain is very low when the ratio is comparable to that observed in typical HRI images, and it yields a not negligible gain (> 1%) when the ratio is at least twice as observed, as usually occurs in PSPC observations. Figure 3 , left panel, reports the light curve of an HRI case study, a sequence pointed toward the NGC2422 open cluster with 70 detected sources (RH201828, Barbera et al. in preparation).
After inspecting a number of HRI real background light-curves, we conclude that the screening of HRI data is not a crucial point in HRI data analysis, but it could likely be very e ective when the particle and/or the SB spikes heavily contaminates the data. This may occur either when the spike amplitudes are large (like in PSPC) or when the mean background level is low (this may be the case of the AXAF detectors).
The Operative Recipe
Once we have identi ed the optimal parameters for maximum SNR gain for faint point sources, we pass on to describe operatively the screening algorithm. From here on, we concentrate on PSPC data. Given a PSPC image, the application of our screening algorithm proceeds according to the following steps: 1. we build the MV rate light curve and reject observation intervals with MV rate > 250 cnt s ?1 to screen out residual particle events as described in Sect. 3.1; 2. we determine the background count collection region. This is accomplished computing the 20% and 80% percentiles of the count-rate image, and retaining in the collection region the pixels which fall within this range.
With this choice, we discard putative sources and possible shadows (i.e. PSPC ribs); 3. we build the background light-curve of the eld summing up all pixel counts in the image region de ned in step 2, and scale it to the detection cell size at 30 0 oaxis angle; then, we sum up the background light-curve to obtain the background counts B; 4. using the Wavelet trasmorm algorithm of Damiani et al. (1997a) , we compute the detection threshold of our eld at 30 0 o -axis angle and use it as the source countrate in the screening procedure; we then multiply this count-rate by the exposure time in order to get the source counts S. At this stage we have all the information necessary to run the screening procedure. We de ne a variable that we call background moving threshold and set it initially to the maximum value of the background light-curve.
Step by step, we decrease this variable by small amounts (say 1% of the initial value). At each step we evaluate x as the fraction of exposure time where the background countrate is in excess of the moving threshold, and also evaluate B(x) subtracting from B the background counts in the above \excess" background intervals. Fig. 4 gives a pictorial view of the quantities calculated at each step. Given x and B(x), the e ciency function E can be calculated. When this function reaches its maximum, the screening procedure is stopped and the time intervals to be screened out are identi ed. 6. A case study, a crowded PSPC eld Our algorithm yields very satisfactory results for long PSPC sequences (exposure time > 25 ksec), since in these cases the observations have high probability to be contaminated by particle and/or solar background. Fig. 5 shows the results of the screening procedure on RP200020, a sequence pointed at the Hyades open cluster with 40412 sec exposure time. The sources have been detected using the Wavelet transform algorithm developed by Damiani et al. (1997a) . In this run, our algorithm has rejected 3300 sec (8% of the total exposure time). In the gure, we show a scatter plot of SNR s (SNR of the sources in the screened observation) versus SNR u (SNR of the sources in the unscreened observation). The detection threshold (4:35 ) is marked by the dashed lines 3 , while the solid line divides the plot in the region where SNR s > SNR u (upper left) and the region where SNR s < SNR u (lower right). We have displayed only the sources with 4 < SNR < 6, to stress the behavior of the screening algorithm on faint sources. In the plot, we have 15 sources with SNR s > SNR u , of which 8 were not detected in the unscreened data but were detected in the screened data when running the detection algorithm at the 4.35 threshold. These sources are in the upper left shaded area. On the other hand, we have 9 sources with SNR s < SNR u , of which none moved below the detection threshold after the screening (lower right shaded area). We therefore have 8 new detections in the screened data set. Since there are 6 sources detected with 4:35 < SNR < 6 in the unscreened sequence, we have obtained a gain of more than 100% in the number of faint detected sources by running our screening algorithm. In addition, we have an average SNR gain 3 The 4:35 detection threshold corresponds to 1 spurious source in the whole PSPC FOV (Damiani et al. 1997b) , and it is typically used when performing detections on PSPC pointed sequences. In order to study the e ect of the screening procedure on the sources below the usually adopted detection threshold, we run the wavelet algorithm using the 4:0 threshold. of 4% for the matched sources with 4:35 < SNR < 6 (2.5% considering all sources with SNR > 4:35) . This is in agreement with the results of previous tests on simulated data sets which showed the advantages of tailoring the algorithm for the case of a faint template source. We note that at the chosen threshold, the algorithm is expected to detect one spurious source per eld (Damiani et al. 1997b) , and therefore essentially all the new sources in the screened sequence should be real. To provide more con dence on this result we have tried to nd counterparts for the 8 new sources using the SIMBAD database and the MPE ROSAT PSPC Catalogue, nding counterparts in 5 cases and none in the remaining.
We have veri ed that for short PSPC exposures ( < 4 ksec), our algorithm tends to reject less than 1% of the total exposure time, in agreement with the expectations. In these cases, the average SNR gain is very small, and the average number of gained sources is negligible.
Summary and Conclusions
We have described a procedure developed to time-screen X-ray observations conducted with the ROSAT PSPC and HRI detectors which can be easily generalized to any photon counting detector with negligible internal background. The aim of this procedure is to maximize the SNR of faint sources in the image, introducing a trade-o between cutting high background time intervals and keeping the observation interval the longest possible.
Test have been conducted in order to optimize the screening algorithm. It turns out that a convenient choice for the PSPC is to tailor the algorithm to the faintest detectable sources in the eld at 30 0 o -axis angle.
We have compared results of analysis on a PSPC moderately crowded eld (pointed towards the Hyades open cluster) with no time-screening and time-screening applied according to our procedure. We have veri ed that a signi cant increment in the number of detected sources is obtained, as well as a gain in terms of the SNRs of detected sources.
While the nding of new true sources is the most important result of our screening procedure, the systematic increase of detected sources SNR is also important. In fact, since the detection algorithms operate at a xed SNR, to which correspond a given number of expected spurious sources, the observed gain yields a decrease of contamination by fake sources, which is important especially in large area surveys.
Even though optimized for point sources, the screening procedure described here is applicable to automatic pipeline procedure, such as the one described in Mackie et al. (1996) , since it does not fail in case of extended sources, and in particular when extended sources occupies a large fraction of the FOV. In fact, in these cases, our algorithm tend to reject a very small fraction of the total exposure time ( > 1%) with respect to the case of sequences with point sources, because the extended source increases the background level and makes the SNR ratio almost insensitive to the presence of contaminating spikes in the light curve. Fig. 5 . SNRu ? SNRs scatter plot of RP200020. Symbols represent o axis angles of displayed sources in arcmin (legend in the plot). Arrows mark upper limits for sources detected only, for instance, in the screened observation and not detected in the unscreened one or vice versa. Dashed lines correspond to the typical detection threshold used in the Wavelet transform detection algorithm of Damiani et al. (1997a,b) , while the solid line marks SNRu = SNRs. Sources moved above detection threshold after the screening process lie in the upper-left dashed area with a dotted line pattern (8 new sources), while sources moved below the detection threshold would be in lower left dashed area (none in this case). New sources are not concentrated at large o -axis angles, where the PSPC PSF is not circular simmetric, but they are at a wide range of o -axis angles.
