Abstract: We describe a set of techniques that, when applied to a 3D stack of confocal microscopy images, produces a volumetric model of an epithelial tissue, as well as a mesh model of its apicolateral cell boundaries. Via a projection step, detailed 3D models that approximate the individual cells in the epithelium are then defined. Once the individual cells are generated, their apical face area, height and volume may be computed and visualised, providing quantitative and visual Copyright © 201X Inderscience Enterprises Ltd. data about the patterns of cells within the tissue. We have applied the techniques to the analysis of the developing wing imaginal disc of a late-larval Drosophila melanogaster. Our techniques are being applied to a series of specimens in an investigation that intends to quantitatively substantiate observed cell shape changes that occur during wing imaginal disc development.
Introduction
Biological tissues display a large diversity of shapes and sizes. The shape and size of tissues depend on the interplay between chemical signals (morphogens) and cell mechanics. This interaction also determines the shape of individual cells within the tissue. While chemical signals important for tissue development have been identified, relatively little is known about the mechanical properties of cells and tissues. 3D reconstruction and quantification of cell morphology, which changes during development, provide a basis for understanding tissue mechanics and the role that cell shape plays in determining the overall structure of the tissue. In order to explore this issue we have developed software tools for the creation of 3D geometric models of epithelial tissues and their individual cells. Once reconstructed the geometric parameters of the individual cells may be computed.
The wing imaginal disc of the larval fruit fly Drosophila melanogaster is an excellent model system to study epithelial morphogenesis. In this single-layered main epithelium initially cuboidal cells elongate during development, forming a pseudostratified epithelium composed of highly columnar cells at later stages. In our previous work (Breen et al., 2012; Bai et al., 2013) we developed tools to create 3D volumetric surface models of the larval Drosophila's wing primordium (the pouch region of the wing imaginal disc), as well as geometric models of the individual cells within this structure. To better understand the mechanisms that guide the disc's developmental transitions, our latest work adapts and extends these previous tools to create geometric models of the complete wing imaginal disc and its constitutive cells at an earlier developmental stage.
In this paper, we describe a set of techniques that, when applied to a 3D stack of confocal microscopy images, produces a volumetric model of the fly's wing imaginal disc, as well as a mesh model of its apicolateral cell boundaries. Via a projection step, detailed 3D models that approximate the individual cells in the epithelium are then defined. Once the individual cells are generated, their apical face area, height and volume may be computed and visualised, providing quantitative and visual data about the patterns of cells within the tissue. Applying these computational techniques to a series of image stacks over multiple development times captures and quantifies the progression of cell shape changes that occur during the morphogenesis of the Drosophila wing imaginal disc. In our preliminary study, a number of disc geometric models have been reconstructed. These models and the quantitative information derived from them demonstrate the efficacy and promise of our approach. At this point though, more experimental samples are needed before making substantive and quantitative statements about cell shape change during Drosophila wing imaginal disc development.
Related Work
The work most related to ours focuses on reconstruction of the cellular structures of biological samples. A recent review on image analysis of embryo development (LuengoOroz et al., 2011) places our work into the larger context of imaging for developmental biology and references many of the papers described below.
A 2D cell mesh of the Drosophila wing imaginal disc epithelium has been reconstructed to extract quantitative data on cell topology and shape. Classen et al. (2005) used the Cellenger software (Definiens AG, Munich) to perform cell neighbourhood analysis in order to study hexagonal packing in Drosophila wing epithelial cells. "Packing Analyzer" (Farhadifar et al., 2007; Packing, 2016) has been utilised in a number of research investigations that require 2D models of cell boundary networks (Aigouy et al., 2010; Landsberg et al., 2009; Umetsu et al., 2014; Viktorinova et al., 2011; Warrington et al., 2013) . EpiTools (Heller et al., 2016 ) is a recently developed software system for segmenting, tracking and analyzing membrane labeled cells in epithelia, acquired originally as 4D (x, y, z, time) datasets using confocal microscopy. While EpiTools processes 4D data its capabilities focus on 2D cell contouring on 3D surfaces and tracking these contours within a 4D dataset. It has been used to measure how cell areas and cell shape (polygon) distributions change during Drosophila wing imaginal disc development. Conte et al. (2008) create 3D models of an early-stage Drosophila melanogaster embryo with a mixture of imaging and interactive modelling techniques. The ellipsoidal shell that they produce is used for finite element modelling of the ventral furrow invagination of the embryo in both 2D and 3D. Müller-Reichert et al. (2010) construct 3D models of individual neurons from the dorsal nerve cord of Caenorhabditis elegans based on scanning electron microscopy images. The images are manually segmented using the Imaris software (Bitplane, Zurich, Switzerland) (Imaris, 2016) , and the segments are formed into 3D models with the IMOD software (Kremer et al., 1996) . Klauschen et al. (2009) describe a 3D surface reconstruction method using adaptive Voronoi mesh optimisation that requires segmented 2D images as input. The method may be employed to generate surface models of individual, isolated cells. Mosaliganti et al. (2008) describe a three-stage approach for reconstructing 3D cell nuclear structures from optical microscopy images of stained cell nuclei. The three stages include: a rough segmentation of cell nuclei, refinement of the segmentation based on tessellations and slice interpolation. The major contribution of the paper is related to 2D segmentation of stained cell nuclei. Chakraborty et al. (2013) present a 3D reconstruction technique that can estimate 3D shapes and sizes of individual cells from a sparse set of Confocal Microscopy (CLSM) image slices. The technique has been applied to time-lapse CLSM image stacks of the Arabidopsis Shoot Apical Meristem (SAM), where the cell walls have been thoroughly stained and highlighted. This work focuses on problems related to the sparsity and non-uniformity of the input images.
A 3D digital atlas of C. elegans has been built by staining and segmenting cell nuclei of newly hatched worms (Long et al., 2009 ). Based on stained nuclei detection algorithms applied to images obtained by digital scanned laser light sheet fluorescence microscopy (LLSFM), the dynamic 3D positions of the cell nuclei in a developing zebrafish embryo are computed and tracked (Keller et al., 2008) to produce a high resolution spatial/temporal dataset that captures numerous features of zebrafish embryogenesis. LLSFM is then combined with incoherent structured-illumination microscopy to produce the 3D locations of stained nuclei in Drosophila embryos (Keller et al., 2010) .
A contour grouping algorithm based on three geometric metrics is proposed to determine the correspondences between cell outlines in adjacent images in an image stack (Leung et al., 2011) . This algorithm, which could be used during the 3D reconstruction of individual cells, achieved high accuracy when tested with synthetic data sets and with contours produced by manual segmentation of confocal images of gastrulating zebrafish cells. Mebatsion et al. (2008) developed a method for the 3D reconstruction of fruit cell structures. 2D synchrotron tomographic images are manually segmented to identify cell boundaries. Ellipsoids are fit to these boundary data, which are then clipped in overlapping areas to produce a 3D model of truncated 3D ellipsoids of the tissue. 4D reconstructions of the individual cells of a developing Arabidopsis thaliana flower are generated via 3D imaging, reconstruction and tracking of stained floral meristem membranes (Fernandez et al., 2010) . The technique utilises manual landmark specification, automated registration and a 3D watershed algorithm to produce 3D models of the cells. Cell growth is tracked by computing a deformation field based on a manually identified surface, pairwise registration of sequential images and cell lineage updates.
TiQuant (Friebel et al., 2015 ) is a modular software tool for efficient quantification of biological tissues based on volume data obtained by biomedical image modalities. It implements a 3D reconstruction method for biological systems that relies on robust segmentation of interior objects (e.g. nuclei) and their 3D surfaces. MorphoGraphX (Barbier de Reuille et al., 2015 ) is a software system that works directly with curved surfaces extracted from 3D data. In addition to traditional 3D image analysis, the system implements algorithms that operate on 3D curved surfaces, such as cell segmentation, lineage tracking and fluorescence signal quantification. It also includes ITK's (Yoo, 2004) 3D watershed algorithm for segmentation of individual cells within tissues. MoralesNavarrete et al. (2015) describe a flexible pipeline for the multi-scale reconstruction and quantitative morphological analysis of tissue architectures extracted from microscopy images. The pipeline includes newly developed algorithms that address specific challenges of thick, dense tissue reconstruction. The implementation allows for a flexible workflow, scalable to high-throughput analysis and applicable to various mammalian tissues.
Our work stands apart from previous work in that we have developed techniques to process imaging data from tissues where only the apical and basal surfaces can be readily identified. This is, for example, the case for pseudostratified epithelia like the larval wing imaginal disc, where cells are too densely packed for their lateral sides to be traced from the apical to the basal surface. Our images therefore capture cell features only on the apical side of the wing disc (See Sections 3 and 4.2 for more information.), with insufficient imaging information present in the disc's interior. Our techniques produce high-quality 3D surface models of the Drosophila wing imaginal disc, along with approximate geometric descriptions of its epithelial cells. Given the nature of our input data, previously developed techniques would not be effective for processing our type of images. For example, some methods rely on whole tissue nuclear staining (Mosaliganti et al., 2008; Long et al., 2009; Keller et al., 2008 Keller et al., , 2010 Friebel et al., 2015) or are provided with interior membrane staining (Müller-Reichert et al., 2010; Chakraborty et al., 2013; Fernandez et al., 2010; Barbier de Reuille et al., 2015; Morales-Navarrete et al., 2015) that is unavailable in our images.
Input Data
Wing imaginal discs of early-third instar stage larvae (68, 72, 76, 80, 84 and 90 hours after egg lay (AEL)) were dissected, fixed and stained with phalloidin, a marker of filamentous (F-)actin. Entire cell boundaries are highlighted by the F-actin meshwork underlying the cell plasma membrane. E-cadherin-GFP highlights the adherens junctions present at the apicolateral side of cells. Next, we acquire in 3D high resolution images (∼1900 × 1900 pixels) of the complete wing imaginal disc on a confocal microscope (LSM 780, upright, 40x lens). See Figure 1 . The distances between pixels range from 0.148 µm to 0.207 µm and the distances between two images range from 0.7 µm to 1µm, depending upon the sample. If the specimen is larger than the section covered by the microscope lens, four stacks are taken and later stitched together.
3D Surface Reconstruction and Cell Model Creation
A number of computational steps are applied to the confocal image stack in order to produce a 2D mesh that captures the geometry of the apical cell face network, a 3D geometric model of the wing imaginal disc, and 3D geometric models that approximate the shapes of the individual cells. These steps are maximum intensity projection, watershed cell segmentation, contouring of images, 3D surface reconstruction, cell mesh projection, and cell model construction.
2D Cell Mesh Generation
The green channel of the CLSM image stack shows E-cadherin-GFP and highlights the adherens junctions on the apical cell face boundaries. This channel is merged into a single image using the maximum intensity projection function of ImageJ (2016). Before performing the projection the cell boundaries of the squamous epithelium of the peripodial membrane, which covers the columnar epithelium of interest, are manually removed from each image, also with ImageJ. The projection produces an image that displays the twodimensional network of adherens junctions on the apical surface of the wing imaginal disc. See Figure 2 (Left). A 2D geometric model of the cell mesh is extracted from the merged image using the program "Packing Analyzer v2.0" (Packing, 2016; Aigouy et al., 2010) , producing the 2D coordinates of the vertexes of the mesh, where each cell is defined as a simple 2D polygon. Other software packages, e.g. Cellenger (Definiens AG, Munich), have been evaluated for the accuracy of their cell segmentation capability, but Packing Analyzer has been found to be most effective at identifying single cells in our maximum-intensityprojection images. It has also been successfully utilised in a number of other research efforts (Aigouy et al., 2010; Landsberg et al., 2009; Umetsu et al., 2014; Viktorinova et al., 2011; Warrington et al., 2013) . Packing Analyzer uses a watershed algorithm (Vincent and Soille, 1991) to find individual cells in the images. Each watershed catchment's basin is defined as a cell, with pixels shared between three or more cells defined as cell vertexes. Cell boundaries are identified as pixels shared by exactly two cells, and boundaries smaller than three pixels in length are reclassified as vertexes. Given the complexity of and the noise present in the maximum-intensity-projection image, many errors are present in the computed 2D cell mesh. We estimate that once obvious self-intersections are removed (which may be detected automatically) approximately 80% of the cells are correctly identified and modelled by Packing Analyzer, with the other 20% either containing extra invalid edges or missing edges, thus creating incorrectly merged cells. Packing Analyzer provides interactive tools both for removing false cell edges that cause ill-defined, self-intersecting polygons, and for adding edges to thin cells or to lowcontrast/intensity features that are not identified as cell boundaries. Figure 2 (Right) presents a 2D cell mesh produced via this hybrid computational/manual process, which typically requires 2 to 5 hours of post-processing clean-up, depending on the size of the specimen.
Contouring of Images
Since we are interested in reconstructing the complete wing imaginal disc, the apical and basal surface boundaries of the specimen must be manually specified. Because our research focuses on the changes occurring in the columnar epithelium of the wing imaginal disc, the disc's myoblasts, trachea and squamous epithelium are excluded from the contoured regions. Adobe Illustrator is used during the contouring process to produce closed polylines, which are then filled, to generate images that define the desired interior of the wing imaginal disc between the apical and basal surfaces. Figure 3 presents two filled contours overlaid on their input images. 3 to 8 person-hours are needed to specify the filled contours for most samples.
Attempts were made to utilise computational techniques (e.g. edge detection, thresholding and flood-filling) to automatically identify the surface boundaries in the images. Given the noise, varying intensity/contrast of the images and the complexity of the structures to be segmented, we found it difficult to specify the parameter values for these techniques that would give consistently correct results over all of the images. Thus the "automated" methods would always require extensive post-processing and clean-up in order to rectify errors, as well as significant parameter value tweaking in order to provide the desired result. Therefore manual methods for this stage of our processing pipeline were deemed effective and time-efficient as compared to computational techniques.
3D Reconstruction
The image stack of filled contours provides the input to a 3D surface reconstruction method that utilises implicit functions to produce a closed, smooth model (Braude et al., 2007) . The general approach involves interpreting contour information as points in 3D, and approximately fitting an implicit surface to them. The individual contoured and filled images (slices) are stacked to produce a 3D binary dataset. The indices of the contour pixels (pixels on the boundary of the filled regions) along with the slice number allow us to convert the contour data into a set of points in R 3 . We employ Multi-level Partition of Unity (MPU) implicit surfaces (Ohtake et al., 2003) to create an approximating surface based on the contour point set and approximated surface normals. While a number of techniques do exist for creating surfaces from points, MPU implicits were chosen for a number of reasons. Firstly, they adaptively conform to local features and details using octree subdivision, which provides control over subsequent approximation errors. The local nature of MPU implicit calculations are computationally efficient and scale favourably for large datasets. These two characteristics are important when dealing with high resolution biological data. Methods for triangulating the input data (Meyers et al., 1992; Bajaj et al., 1996) were not considered, because these approaches in general interpolate and therefore include the noise of the contours in the reconstructed surface; thus necessitating a smoothing operation as a post-process.
MPU implicit surface fitting, however, also requires that a surface normal be defined for every point in the point set. This information is not readily available from the input binary contours. Surface normals are therefore estimated using a technique similar to Yagel et al.'s (1992) . Given the 3D point and normal information, MPU implicits generate a space-filling scalar field, stored as a volume dataset, whose zero iso-surface defines a smooth 3D surface. MPU implicits use a partition of unity approach, where surface estimation is performed locally and the local implicit functions are blended together globally to produce the overall field. See Ohtake et al. (2003) and Braude et al. (2007) for more details. A 3D MPU surface of a Drosophila wing imaginal disc generated from a contoured and filled image stack is presented in Figure 4 . Two parameters control the quality of fit and smoothness of the reconstructed MPU surface. The first is the minimum number of points (N min ) that must be associated with each octree cell. The second is an error tolerance value (tol) that guarantees that the reconstructed surface lies within tol distance of the input data points. All of the 3D surface reconstructions presented in this paper use the parameter values, N min = 1500 and tol = 18.
Cell Mesh Projection
The next stage of processing involves projecting the 2D cell mesh (Figure 2 (Right) ) onto the upper (apical) surface of the reconstructed wing imaginal disc model (Figure 4 (Left)) to produce a 3D model of the apical cell boundaries. There are two coordinate systems in the projection process. One is the volume coordinate system which is associated with the reconstructed MPU surface. The other is associated with the pixels of the input images and directly reflects the measurements of the Drosophila wing disc. The cell mesh is defined in the 2D pixel coordinate system, and is transformed into the 3D volume coordinate system before the projection. After the coordinate system transformation, we then assign zero to the Z coordinate of each vertex of the transformed mesh. This step generates a flat 3D mesh in the volume coordinate system, with the mesh positioned above the reconstructed surface. See Figure 5 (Left).
The mesh is then "dropped" onto the apical surface by incrementing the Z coordinate of each vertex. Since the MPU volume that represents the reconstructed surface has negative values outside of the object and positive values inside, the intersection point is defined by a zero-crossing in the scalar field represented by the MPU voume. Each vertex is dropped until a sign change is detected, thus indicating that the surface is embedded in the current voxel. A linear interpolation of the MPU scalar value in the Z direction then computes the exact intersection point. A 2D cell mesh projected onto a reconstructed surface is presented in Figure 5 (Right). Another projection in the Z direction is performed in order to map
3D Epithelial Cell Defini/on
Each 3D epithelial cell model is defined by -apical face polygon -apical face centroid -basal face polygon -basal face centroid -cell centreline the cell mesh onto the basal surface of the wing imaginal disc model. This step uses a similar approach for finding the basal surface intersection, except this time it searches for a positive-to-negative sign transition in the MPU volume.
Creation and Quantification of 3D Epithelial Cell Models
The apical-to-basal projection creates two 3D faces, one on each surface, for each cell in the wing imaginal disc. These two faces are connected to create a closed 3D geometric model of the cell by joining the corresponding vertexes on the two faces, as shown in Figure 6 . The new edges define polygons along the lateral sides of the cell, thus enclosing the model. It is understood that this 3D model is an approximation of the actual cell associated with the apical face identified with Packing Analyzer. Since we are interested in computing the averages of cell geometric parameters for each specimen, the discrepancy in any single cell model is insignificant, and the approximation is acceptable for our purposes.
The resulting 3D epithelial cell model is defined by a number of components. They are:
• Cell Face -Ordered set of 3D vertexes, i.e. a 3D polygon. Each cell has two faces, one on the apical surface and another on the basal surface of the wing imaginal disc model.
• Cell Face Centre -Average location of a cell face's vertexes. A centre point is calculated for both apical and basal cell faces.
• Cell Centreline -Vector pointing from the basal cell face centre to the apical cell face centre.
Given these components, a set of geometric parameters can be computed for each cell. The height of a cell i (H i ) is the distance between the apical and basal face centres. The apical face area is calculated as the sum of the areas of the triangles produced by connecting the cell face centre to pairs of vertexes that make up the cell face. The volume of the cell can be calculated as the following. For each 3D cell face a 2D projected cell face is calculated. The 3D vertexes of a cell face are projected into the plane defined by the cell face centre and the cell centreline, making the projected cell face planar and perpendicular to the centreline. The area of the projected cell face A proj is calculated as the sum of the areas of the triangles produced by connecting the cell face centre to pairs of vertexes of the projected cell face.
The areas of the projected, planar cell faces are calculated, instead of using the areas of the tilted (with respect to the cell's centreline), non-planar, possibly distorted apical/basal faces, in order to produce a more accurate cell volume (V ol i ) calculation, which is defined as
which is the average of the two projected cell face areas times the height of the cell, H i .
Visualisation of Epithelial Cell Parameters
For visualisation purposes the calculated apical face areas, cell heights and volumes are mapped to the Hue channel of the HSV colour space. The linear mapping
is used to visualise cell heights and produces a colour that is applied to the cells' faces. The quadratic mapping
is utilised for visualising apical face area and cell volume. For these mappings, the resulting colour distribution ranges from dark blue for the smallest cells to bright red for the largest. The quotient is squared in the area/volume-to-hue mapping in order to produce a greater colour spread in the blue to green range, which provides better differentiation of the cells in the centre of the disc. Since a few large, dividing cells skew the colour map in the yellow to red range, changing the colour mapping from linear to quadratic improves the colour distribution in the most populated range of cell face areas and volumes.
Results
Figures 4 and 5 present the results of applying our reconstruction technique to a CLSM image stack of a wing imaginal disc from an 84-hr AEL Drosophila larva. The input dataset consisted of a stack of 60 confocal images, with a resolution of 1970 × 1960 pixels. The surface reconstruction process produced a volumetric representation of the wing imaginal disc with a resolution of 562 × 860 × 189 voxels and identified 3,958 cell faces on its apical surface. Once the model was defined, its cells' areas, heights and volumes were computed and visualised. Figure 7 presents visualisations of the wing imaginal disc model of Figure  4 with its cells colour-coded for apical face area, cell height and cell volume. The total computation time needed to complete all of the steps for generating and evaluating a single 3D model is approximately 5 CPU-minutes on a 2.66 GHz dual-core MacBook Pro with 8 GB of memory. Our techniques have been applied to confocal image stacks acquired from 20 Drosophila wing imaginal discs. Each specimen has been reconstructed and measured. The purpose of our study is to quantitatively document and substantiate observed trends in cell shape change during wing imaginal disc development. Our initial results are presented in Figure  8 . This figure contains plots of average apical face area, average cell height and average cell volume, for each of the 20 specimens, as a function of the number of cells in the wing imaginal disc. Since the rate of disc development can vary greatly, we use the number of cells in the wing imaginal disc as the independent variable that represents development time, i.e. how far along the wing imaginal disc is in its development process. While the results produced so far are preliminary and many more specimens are needed to make a definitive, quantitative statement about how the shape of epithelial cells change during wing imaginal disc development, the initial data do exhibit the expected trends. The cross-sectional areas of the cells constrict and the heights lengthen as development proceeds. It appears that cell volumes remain approximately constant during this transformation.
Conclusion
We have described a set of techniques for the 3D reconstruction of epithelial tissue whose apical and basal surfaces can be imaged, which does not need structural information inside the tissue. When applied to a 3D stack of confocal microscopy images the techniques produce a volumetric model of the tissue, as well as a mesh model of it apicolateral cell boundaries. Via a projection step, detailed 3D models that approximate the individual cells in the epithelium are then defined. Once the individual cells are generated, their apical face area, height and volume may be computed and visualised, providing quantitative and visual data about the patterns of cells within the tissue. We have applied the techniques to the analysis of the developing wing imaginal disc of a late-larval Drosophila melanogaster in an investigation that intends to quantitatively substantiate the cell shape changes that occur during wing imaginal disc development. The resulting 3D models are produced with a data processing pipeline that include: maximum intensity projection, watershed cell segmentation, contouring of images, 3D surface reconstruction, cell mesh projection, and cell model construction, quantification and visualisation.
Future work will apply these techniques to significant numbers of wing imaginal disc specimens from different developmental stages. The quantitative geometric data on dynamic cell shape and cell topology derived from the 3D models will provide the groundwork for future biomechanical models of tissue morphogenesis.
