Introduction
Gene network inference (GNI) algorithms allow inferring gene interactions from an expression dataset, which estimates the genome-wide working mechanism of genes and helps elucidate cell physiology and pathogenesis (Rual et al., 2005; Schadt, 2009; Altay and Emmert-Streib, 2010a) . Having an accurate estimate of the genome-wide network map allows more subtle drug development, as it specifies direct targets of gene interactions of interest. Nonetheless, this task is extremely difficult, as it is currently typical to come across gene expression datasets with around 50,000 probes and 1000 samples. This number gets higher when working on the intron and exon levels, which may have approximately 600,000 probes. Accumulated experimental and computational noise in such a large-scale dataset causes many false positives (FPs) and reduces the accuracy of the estimated gene network with a GNI algorithm. Therefore, it is essential to know the inference performance of a GNI method before employing it on a new dataset in a biological experiment. The inference performance of gene network inference algorithms is usually assessed with a synthetic and a few real biological datasets. This may cause variations in the performances of the methods over different datasets and makes it difficult to assess the algorithms. However, there is no consensus on a single algorithm that performs best in general because the performance may vary as the datasets vary (Altay and Emmert-Streib, 2010b; Narendra et.al, 2011) . Therefore, a methodology is needed to be able to assess the performance of a GNI algorithm when applied to a de novo dataset. Similarly, it would be useful to be able to compare various GNI methods on a de novo dataset, as the performances may change.
In this paper, we set up a framework and provide an R software package with the ability to make this kind of global assessment via the available literature of interaction databases. Since the proposed framework allows a global assessment of networks predicted by any GNI algorithm independent from the dataset used, we call it ganet hereafter for ease of writing and reading.
Using ganet, one can assess the performance of any de novo application of a GNI method on any new real dataset of any size. We implemented ganet on 5 popular GNI methods that are known to infer large-scale gene networks and compared them based on the available literature. For the global assessments and comparisons of the GNI methods, we used 2 different gene expression datasets of probes with sizes of around 30,000 and 12,000, which are the highest sizes of real datasets used for global assessments of GNI methods, although it is possible to use any size of dataset using the proposed approach. We elaborate the details of the comparisons and ganet in the following sections. In summary, our approach can be used for a global assessment of the predictions of gene/ protein interactions of inference algorithms employing the literature.
Materials and methods
The block diagram of the proposed framework, ganet, for assessing the inference performances of GNI algorithms, is illustrated in Figure 1 . A gene network is estimated by a GNI method and it is compared with the available interaction literature to assess its accuracy. Since the available literature is far from being complete, we use precision as well as the significance of the overlap between the 2 networks to get a complete picture of the relative accuracy of the predictions.
We are aware of the fact that the available literature might show interactions of completely different biological conditions, but predicting an edge with a significant correlation value between the gene pairs and having experimental support from any other biological condition provides a strong assumption for accepting these interactions as a true positive (TP) and computing the performance accordingly. In fact, these supposedly validated interactions of other biological conditions appear as the strongest candidate for performing experiments to validate and show if they are also interacting in the biological condition of the current dataset, which may then provide new insights on the biology of interest.
In order to determine that the overlapping interactions from the inferred set were not caused by chance alone, or in other words, to compute the significance of the overlap, we employed a widely used statistical method, Fisher's exact test (Fisher, 1934) , that utilizes the hypergeometric distribution of overlapping probability (Fury et al., 2006) . Figure 2 and Table 1 are presented to better explain the usage of Fisher's exact test for our global assessment of inference performances. As seen from the figures, given 2 networks (e.g., inferred and literature), we determine whether the overlap is statistically significant or not with respect to all the possible gene interactions in the universe of the dataset under consideration. Table 1 helps to better classify the regions shown in Figure 2 and used as entries in Fisher's exact test in R.
Databases in ganet
We combined all the major gene/protein interaction databases in the literature. Our ultimate goal is to unify all the available gene/protein interactions in the literature and provide a single combined database. The software also allows accessing and using any database combination available in the package in R, which is the common platform of the community. The interaction databases have different biological meanings. One reason for this is because interaction of genes might be obtained via various experimental methods. Regarding the GNI methods, we can classify the databases into 2 categories: first, the interaction databases that include gene/protein interactions obtained via a biochemical experiment for each gene pair; and second, the pathway databases that include groups of genes that share the same biological pathway and have been identified via a biochemical experiment. In the former set, the interactions do not necessarily mean that the gene pairs are causally interacting; they may be just sharing the same biological function. Since this is also a kind of interaction, although a weak one, we also include those databases as optional since they have been obtained through expensive biological experiments and might be useful for assessing GNI methods, too.
We do not include any computational databases in ganet that were obtained via estimates of gene/protein interactions, as they may be biased due to the estimator algorithm used and thus are not suitable for GNI method assessments. However, as a third classification, we also included the kind of database that mines the literature from the internet via a software program rather than manually. Below, we go briefly through all the included databases that we downloaded prior to November 2011. 
IntAct
IntAct provides protein interaction data that are populated by either curating from the literature or from direct data depositions (Kerrien et al., 2012) . It has 174,011 unique links and may be downloaded from http://www. pathwaycommons.org; IntAct is also available at http:// www.ebi.ac.uk/intact/. These 5 databases are the major databases that we suggest using when assessing the global inference performance of a GNI algorithm that infers gene/ protein causal interactions network rather than just an association network. In the following, we go through the other databases that are mainly pathway databases in the form of gene/protein interactions. When assessing a GNI algorithm that infers associations as well, combining all the available databases in the package is more suitable, and thus all are included in the package.
BCI: B-Cell

IMID: General Repository for Interaction Datasets
IMID has 1533 unique links and may also be downloaded from http://www.pathwaycommons.org (http://www. sbcny.org; November 2011).
CELL: The Cancer Cell Map
CELL contains selected cancer-related signaling pathways (http://cancer.cellmap.org/cellmap; November 2011).
NAT: Nature Pathway Interaction Database NAT includes bimolecular interactions and cellular processes assembled into authoritative human signaling pathways. It has 12,944 unique links and may be downloaded from http://www.pathwaycommons.org (http://pid.nci.nih.gov/PID/index.shtml; November 2011). 2.1.8. REACTOME REACTOME is an open-source, open-access, manually curated and peer-reviewed pathway database (http:// www.reactome.org; November 2011). It is not a pathway, but rather is a curated database with an automated computational approach and is thus deemed to be less important. 2.1.9. ID-serve ID-serve (Ramani et al., 2005 ) is an automated literaturemined human protein interaction dataset and denoted as UniHI in ganet. It has 31,182 unique links.
Results and discussion
The performances of GNI algorithms are mostly assessed based on synthetic networks via simulations of kinetic equations, which with arguable accuracy mimic all types of biological gene expression datasets. Synthetic analysis is useful as it allows the comparison of methods with a complete underlying true network of the synthetic dataset and is thus somewhat useful when any new GNI method is introduced. On the other hand, biologists are mostly interested in seeing performances based on real biological datasets with their true interaction networks obtained via biochemical validations. In order to see the performance of methods in real applications, a few such biological datasets are being used individually (e.g., E. coli and S. cerevisiae species that can be downloaded from the M3D database of Faith et al. (2007) ). However, these are only for a few species and are incomplete datasets, to be employed individually. Many algorithms with parameters set for these real networks may cause bias when applied to other biological datasets. Our global assessment approach, ganet, which combines the available gene/protein interaction databases, might help to assess the performances of GNI algorithms on a global level and might thus be considered as the most general approach for the most general interaction databases available in the literature. Bioinformatics tools are required to reach useful conclusions from biological datasets (Varışlı and Çen, 2007; Demir et al., 2012) , and so we provide a bioinformatics tool for using ganet.
Along with this paper, we also provide the R software package, also named ganet, as a convenient tool to apply the proposed framework. We have combined all major interaction databases, but we aim to continue adding more databases as we get feedback from the community and as updates of the current ones are released. In order to demonstrate the benefits and contributions of ganet, we have applied it to 5 different GNI algorithms and have compared these algorithms based on the available literature or, to put it another way, compared with what is already known as global preknowledge in the literature. We selected mutual information based on popular GNI methods, as they are able to predict networks from very high-throughput datasets, and their applications are available in R software. These methods are CLR (Context Likelihood of Relatedness; Faith et al., 2007) , Relevance Network (RELNET) (Butte et al., 2000) , ARACNE , MRNET (Meyer et al., 2007) , and C3NET (Altay and Emmert-Streib, 2010a) , which are widely cited in the literature and are available to use in the R platform (Meyer et al., 2008; Altay and Emmert-Streib, 2011 ). We refer interested readers to the work of Altay and Emmert-Streib (2010a, 2010b) for an overview of these methods.
Assessments of methods are performed using metrics, usually with area under receiver operating characteristics (AUROC), F-score, or area under precision-recall curve (AUPR) (Altay and Emmert-Streib, 2010b; Narendra et al., 2011) . Nonetheless, in our approach, since the interaction databases of the literature are far from being complete, these may cause too many FPs and thus are not suitable metrics. The only somewhat suitable metric from among the conventional ones is the precision (precision = TP / (TP + FP)), as it shows the rate of accuracy (TPs) of the predicted network with respect to what is available in the literature. Therefore, in our approach, this metric is used along with a statistical overlapping test (e.g., Fisher's exact test) to decide if the number of TPs that overlap with the available literature is significant or whether it is due to chance alone. We illustrate the block diagram and describe the details of the proposed framework in Section 2. Below, we show the application results of the proposed approach, ganet, using its implementation software on the selected GNI methods, as presented in Table 2 .
None of these GNI methods have previously been assessed with respect to what is available in the literature, apart from a few relatively small databases of a particular species. Our results reveal very different aspects of the inference performances of the methods, which complements the results of other conventional assessment methods. The application results in Table 2 are based on the prostate cancer dataset with 12,558 probes. Please see the details of the datasets in Section 4.2. C3NET followed by MRNET gave the best performances, and then ARACNE, CLR, and RELNET, in that order, when assessed based on conventional global approaches as presented by Altay and Emmert-Streib (2010a, 2010b) . Here our results somewhat coincide with their observations using the precision metric, as the methods were ranked with MRNET, C3NET, CLR, ARACNE, and RELNET from best to worst. Very close scores of MRNET and C3NET also appeared in our case, but we additionally reveal that the number of predicted The results are obtained by combining all the available databases in ganet.
links of MRNET is small, similar to C3NET, which suggests that MRNET is also a conservative inference algorithm, as C3NET is. We also show here that CLR has a better precision score than ARACNE and that they both predict a very large number of links. As expected, RELNET has the lowest precision since it infers the highest number of predicted links. Precision itself is widely used, but the precision scores we present here are novel, as they are ideally based on what is available in the current literature. Precision alone is not sufficient to assess performance, as we also need to know whether it is statistically significant. Having said that, when considering the significance of the overlap, the ranking of the performances changes to RELNET, CLR, ARACNE, MRNET, and C3NET. The dramatic change in the ranking of the performances reveals a very novel aspect of the performance of these algorithms, which has not been demonstrated before. We now know that even the worst method, RELNET, can infer more significant numbers of TPs at the cost of more FPs. We observe that if the number of inferred interactions increases, it becomes possible to infer a higher number of significant TP interactions. However, we show that not all the algorithms are able to provide this. We observed that ARACNE has the highest P-value, though significant, despite the fact that it has inferred the highest number of interactions after RELNET. We then observed the close P-values of MRNET and C3NET in the overlapping analysis, too, which confirms the close performance of these methods. The main conclusion of our performance analysis comes by considering the 2 performance scores together. Considering Table 2 in total, we have reached the following conclusions. First, we conclude that there are many more TP interactions to be inferred than the current methods allow, and thus there is much more to be done in the area of developing GNI algorithms. Second, if one wishes to be flexible and infer a very large gene network, then CLR appears to be better performing overall than ARACNE. Third, however, if one wishes to be conservative and infer a small network with higher accuracy, then MRNET and C3NET are similarly good alternatives, considering the relevant comparison results of Altay and Emmert-Streib (2010a) as well. We now compare the GNI algorithms on a larger prostate cancer expression dataset with 26,107 probes, which is, to the best of our knowledge, the highest probe size dataset that has been used for comparing GNI algorithms' global inference performances. We illustrate the results in Table  3 . The results have revealed very interesting conclusions, and it would not be wrong to say that the larger the size of the benchmark dataset, the better the performance comparisons are, as it magnifies the comparisons and discloses some hidden disadvantages of the GNI methods (Altay, 2012) . The observations of CLR, ARACNE, and RELNET are similar, as in the previous finding, with better P-values for CLR and ARACNE. Again, in this application, C3NET provides the highest precision, but with a much higher P-value. However, we discovered that MRNET is not a practical GNI method to apply to a very large probe dataset, because the program did not give a result after 4 days. We terminated the program as it was not clear when we would get an output, and our focus is on practical algorithms that can be applied to real datasets with current technology. We have been using a MAC computer with 32 GB memory and 2.26 GHz processors. Regarding the duration that each algorithm takes, RELNET is the slowest of all the algorithms; it is not included in this comparison and that duration is not counted. For the rest of the required time, C3NET is the fastest, with a result in 1 min; CLR and ARACNE took 59 and 66 min, respectively.
In order to have more general results, we further evaluated the approach over a very recent breast cancer dataset, which is the largest available (Curtis et al., 2012) . The results of simulations to measure performance using ganet are shown in Table 4 . In fact, this new, very largescale dataset showed that it is not possible to implement CLR on very large datasets as memory becomes insufficient, although we used a desktop computer with very high memory (32 GB). MRNET was seen again to be computationally impractical as it did not respond after a week of waiting to run the simulations. C3NET, ARACNE, The results are obtained by combining all the available databases in ganet.
and RELNET were able to run in reasonable durations and provided consistent results with previous performanceassessing simulations. The performance results matched the previous performances with respect to the success rank of the algorithms, considering only the 3 that were able to work on the very large-scale dataset. Additionally, using the same dataset, we provide individual performances of each of the databases in Tables 5-7 for various GNI algorithms. Overall, considering the precisions and P-values of the presented tables together, we can conclude that if one wishes to be conservative with higher accuracy in inferring the gene network, then C3NET should be used for any dataset size. If one wishes to be less stringent and infer as large as possible a network, then we suggest using CLR.
As demonstrated in this study, our proposed approach, along with the easy-to-use R package ganet, is expected to be an essential additional framework for globally assessing the inference performance of any new GNI algorithm when introduced. It allows assessing the performance on any real dataset of any size based on ideally what is known in the literature. It also provides a common platform to compare all methods with a unique benchmarking network, i.e. the literature. Furthermore, it provides the unique opportunity to assess the performance of the application of a GNI method on a de novo dataset, which helps detect possible errors during the implementation, because the methods have many steps and parameters that are open to error.
Other efforts to provide a common platform to assess GNI methods include the DREAM conference series, which is a kind of competition (Stolovitzky et al., 2009 ). However, as argued by Narendra et al. (2011) , this series has not provided a definitive answer as to what the best performing techniques are for genome-scale observational data. In addition, the assessments are mostly based on synthetic datasets. The only real gene expression data used for the assessment of the methods was in DREAM2 (Stolovitzky et al., 2009) . It has been argued that as this competition involved a single dataset to which many methods had been applied, the results may be over-fitted and thus may not generalize to other datasets (Narendra et al., 2011) . Therefore, our proposed framework and the software ganet are a significant contribution to global assessment of networking methods on a single platform that is independent from the dataset. 3.1. Implementation: usage example of ganet The R software package to implement ganet is currently available for download at https://sites.google.com/site/ gokmenaltay/ganet, and it is planned for the software to also be available in CRAN following publication. The provided source file can be installed on all platforms (Mac, Windows, Linux). To install the latest R software, set the working directory in the same folder that ganet is placed. Then, in the R console, write the following: install. packages ("GAnet_1.0.tar.gz", type="source") . Make sure first that the dependent igraph package is already installed. Then run: library(GAnet), and you are ready to use ganet.
In order to run examples on ganet, we have given an exemplary list of interactions, named ganet.ex.net, that is used instead of the inferred gene network of a GNI algorithm. It is in the form of a matrix of 2 columns, and each row corresponds to an interaction of a gene pair. This matrix must consist of a unique set of rows while entering the functions of the software. Now we check to see if the predicted interactions are significantly validated by the HPRD (Human Protein Reference Database). We first load the networks from the package for the exemplary run in the R console as follows: data (ganet.ex.net); data(hprd) . Now the overlapped links are derived: Validated <-ganet. ComLinks(netlist=as.matrix(ganet.ex.net), netdata=as. matrix(hprd) ). We now need the number of unique links in HPRD considering the genes available in our dataset. For this exemplary run, we label those genes from the package data(ganet.ex.genes). We can now compute the universe of interactions possible with the genes of the dataset used. The maximum value of the universe can be computed with nUniverse <-length(ganet.ex.genes)*(length(ganet.ex .genes) -1)/2. This number can be safely used while comparing the performance of GNI methods. However, if we are applying this to a de novo dataset with an algorithm and wish to see individual performance, then we suggest using at most half of this number, as it would not be correct to assume that all the genes might interact with each other in a biological condition. Now the significance of overlapping statistics of this validated list of interactions can be computed as The results are obtained by combining all the available databases in ganet. The results are obtained via the available databases in ganet. The results are obtained via the available databases in ganet. The results are obtained via the available databases in ganet.
follows: res <-ganet. FEtest(nOverlap=nrow(Validated), nPredicted=nrow(ganet.ex.net), nFocusedSet=nFocusedSet, nUniverse=nUniverse) . In order to see the results, we write res$stats$p.value, which outputs 5.35e-43, and res$precision, which outputs 0.0725. In general, in order to consider the P-value to be statistically significant, it is expected to be lower than 0.05. In this example, the overlap is considered as very significant. The precision shows that 7.2% of the predicted interactions of the network are validated by the HPRD, and from the P-value we decide that this number is statistically significant and not by chance alone. In this example, if in considering the P-value we had concluded that the validated interactions were not significant enough, then we should check the GNI method used to determine if it has been properly applied, because those results may also be caused by an erroneous set-up of the GNI method while running. As we see, this example shows another unique advantage of ganet: it not only assesses the performance of GNI methods, but it also provides a feedback mechanism that gives the opportunity to check whether the implementation of a GNI method has been performed correctly for each new dataset. One can also combine some or all of the databases in the package to assess the performance of GNI methods. This is the ideal usage of ganet, as it allows for finding the validations of the prediction network from all of the literature available from the major interaction databases. In order to combine all the available databases in ganet, run the following: CombinedDatabases BIOGRID=1, HPRD=1, INTACT=1, MINT=1, UNIHI=1, IMID=1, CELL=1, NAT=1, REACT=1) . Here, 1 means include and 0 means exclude the database while combining. We have now demonstrated the usage of the main functions of ganet. One can refer to the help section of the ganet functions for details of the package.
The biological dataset
In order to perform exemplary assessments of the inference performances of the popular GNI algorithms on real and large biological datasets, we first used the dataset of Singh et al. (2002) in Table 2 . This dataset, which has 12,558 probes and 8802 unique genes and was used to study clinical prostate cancer behavior, is a widely used dataset in the literature. High-quality expression profiles of 52 prostate tumor samples were used in our application. The raw data were downloaded from http://www-genome. wi.mit.edu/MPR/prostate. The dataset was preprocessed as described in detail by . We also used the larger and more recent prostate cancer dataset of Taylor et al. (2010) with 26,107 probes and 18,547 unique genes. We used 131 primary tumor samples of this dataset. Primary tumor samples of the recent breast cancer dataset of Curtis et al. (2012) were also used.
