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complementary space E il2(n) to L ie2(n), give a pairing between
L ie2(n) and E il2(n), and show that the pairing is perfect.
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1. Introduction
Fix a commutative ring R with unit. We recall a Lie algebra over R is an R-module V equipped
with a bilinear binary operation [·,·], called a Lie bracket, satisfying two properties: for any x, y, z ∈ V ,
antisymmetry [x, y] = −[y, x],
Jacobi identity
[
x, [y, z]]+ [y, [z, x]]+ [z, [x, y]]= 0.
A closely related type of algebra is the Poisson algebra. A Poisson algebra over R is an R-module
V equipped with two bilinear binary operations: a Lie bracket [·,·] and an associative commutative
multiplication such that the Lie bracket is a derivation of the commutative multiplication: that is, for
any x, y, z ∈ V , we have
[x, yz] = [x, y]z + y[x, z].
✩ In the print version of this article, in Figs. 1, 2, 5 and 8, dashed lines represent blue lines and dash-dotted lines represent
red lines; in Figs. 3, 4, 9 and 10, grey vertices represent blue vertices and white vertices represent red vertices. Please refer to
the online version for color ﬁgures.
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algebra over R that is generated by all possible Lie bracketings of elements of X with no relations
other than antisymmetries and Jacobi identities. Let L ie(n) be the multilinear part of this free Lie
algebra: i.e., the subspace consisting of all elements containing each xi exactly once. We deﬁne the
free Poisson algebra on X similarly, and let P(n) be its multilinear part. It is well known that the
rank of L ie(n) is (n − 1)! and P(n) is n!.
In this paper, we consider a free algebra on X with two Lie brackets [·,·] and 〈·,·〉, which are
compatible: that is, any linear combination of them is a Lie bracket. In fact, if we write out this
condition explicitly, the compatibility gives one condition in addition to the antisymmetry and Jacoby
identity for each of the two brackets. We call this additional condition the mixed Jacobi identity. For
easy reference, we put these ﬁve relations together here: for any x, y, z,
(S1) [x, y] + [y, x] = 0,
(S2) 〈x, y〉 + 〈y, x〉 = 0,
(J1) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0,
(J2) 〈x, 〈y, z〉〉 + 〈y, 〈z, x〉〉 + 〈z, 〈x, y〉〉 = 0,
(MJ) [x, 〈y, z〉] + [y, 〈z, x〉] + [z, 〈x, y〉] + 〈x, [y, z]〉 + 〈y, [z, x]〉 + 〈z, [x, y]〉 = 0.
Let L ie2(n) be the multilinear part of this free algebra. Similarly, we let P2(n) be the multilinear
part of the free algebra with two compatible Lie brackets and one associative commutative multipli-
cation, where both of the Lie brackets are derivations of the commutative multiplication. Therefore,
in addition to (S1), (S2), (J1), (J2) and (MJ), there are two more kinds of relations in P2(n): for any
x, y, z,
(D1) [x, yz] − [x, y]z − y[x, z] = 0,
(D2) 〈x, yz〉 − 〈x, y〉z − y〈x, z〉 = 0.
Several years ago, B. Feigin conjectured that these spaces may be connected with the work of
M. Haiman. As a result, Feigin gave conjectural formulas for the ranks of L ie2(n) and P2(n), which
are two of the main theorems of this paper.
Theorem 1.1.L ie2(n) is free of rank nn−1 .
Theorem 1.2.P2(n) is free of rank (n + 1)n−1 .
It turns out these two theorems are equivalent to each other (Corollary 9.4). Therefore, it is enough
to show one of the theorems. We will focus on Theorem 1.1 in this paper. The basic idea is to con-
struct a set of nn−1 monomials which spans L ie2(n), and to prove linear independence via the use
of a perfect pairing.
The plan of this paper is as follows: In Sections 2 and 3, we deﬁne basic combinatorial objects Gn ,
construct a set of monomials Bn(X) from Gn and show Bn(X) spans L ie2(n). Section 4 is indepen-
dent from the rest of the paper. It gives a purely algebraic way to show the independence of Bn(X),
and thus conclude Theorem 1.1. In Sections 5–7, we give another approach to proving the indepen-
dence of Bn(X). We introduces new combinatorial objects to describe L ie2(n) as well as another
space E il2(n), and deﬁne a pairing between these two spaces. Then by showing this pairing is a
perfect pairing (Theorem 7.1), we conclude Bn(X) is a basis for L ie2(n) and Theorem 1.1. In Sec-
tion 8, we give a suﬃcient condition for a set of monomials of L ie2(n) to be a basis (Theorem 8.6),
which provides us more bases for L ie2(n). Based on the relation between L ie2(n) and P2(n), in
Section 9, we build bases for P2(n) from bases for L ie2(n) (Proposition 9.1), which we show in
Section 10 are indeed bases for P2(n). The equivalence between Theorem 1.1 and Theorem 1.2 is an
immediate corollary to this result, and then we can complete the proof of Theorem 1.2. We complete
our paper with Section 11, where we propose some possible direction for future research.
Finally, we mention that Dotsenko and Khoroshkin independently prove Theorems 1.1 and 1.2 in [3]
using the theory of operads. They also obtain character formulas for the representation of the sym-
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from [3]. Our method is more combinatorial, and we create more bases for L ie2(n). We expect that
our additional bases will have applications to the theory of operads [2].
2. Two-colored graphs and rooted trees
Our chosen alphabet X = {x1 < x2 < · · · < xn} will form the vertex set of the combinatorial objects
we are going to deﬁne.
Deﬁnition 2.1. A two-colored graph is a connected graph whose edges are colored by two colors, red
and blue. We denote by Gn the set of all two-colored graphs on X .
Deﬁnition 2.2. A tree is a connected acyclic graph. A rooted tree is a tree with one special vertex,
which we call it the root of the tree. (Note the edges of rooted trees here are not colored.) Let Rn be
the set of all rooted trees on X .
For any edge {i, j} in a rooted tree, if i is closer to the root than j, then we call i the parent of
j and j a child of i. (It is clear that any non-root vertex has a unique parent, but can have multiple
children.) Furthermore, if i is the parent of j, we call the edge {i, j} an increasing edge if i < j and a
decreasing edge if i > j.
It is well known that the cardinality of Rn is |X ||X |−1 = nn−1 [7, Proposition 5.3.2].
We deﬁne a color map c from Rn to Gn as follows. Given any tree T ∈ Rn , we color all of the
increasing edges by red and all of the decreasing edges by blue, and denote the resulting two-colored
tree by c(T ) (by treating the root of T as a regular vertex).
Before we discuss the color map, we deﬁne a special subset of Gn .
Deﬁnition 2.3. Let G be a two-colored graph,
(i) If ∃i < j < k, such that {i,k}, { j,k} are both red edges in T , we say T has pattern 1r3r2 (or 2r3r1)
where “r” stands for a red edge.
(ii) If ∃i < j < k, such that {i, j}, {i,k} are both blue edges in T , we say T has pattern 2b1b3 (or
3b1b2), where “b” stands for a blue edge.
(iii) If ∃i < j < k, such that {i, j} is a red edge and { j,k} is a blue edge in T , we say T has pattern
1r2b3 (or 3b2r1).
Let Gn be the set of all two-colored trees in Gn avoiding patterns 1r3r2, 2b1b3, and 1r2b3.
Lemma 2.4. The color map c gives a bijection between Rn and Gn. Hence, the cardinality of Gn is nn−1 .
Proof. Given any rooted tree T with root r, suppose pattern 1r3r2 appears in c(T ), which means
∃i < j < k, such that {i,k}, { j,k} are both red edges in c(T ). That {i,k} is a red edge in c(T ) implies
that it is an increasing edge in T , and thus i is the parent of k. However, we similarly see that j is the
parent of k. This contradicts the fact that k can only have a unique parent. Hence, c(T ) does not have
pattern 1r3r2. By similar arguments, we can exclude patterns 2b1b3 and 1r2b3. Therefore, c(T ) is a
two-colored tree in Gn , for any T ∈ Rn . Thus, we can consider our color map to be a map from Rn
to Gn .
Conversely, for any two-colored tree G ∈ Gn , we construct an oriented graph G ′ on X from G as
follows: for each edge e = {i, j} in G with i < j, we point i to j in G ′ if e is red in G , and point j to i
in G ′ if e is blue in G . Then the condition that G avoids the patterns 1r3r2, 2b1b3, and 1r2b3 implies
that each vertex in G ′ can have at most one edge pointing towards it. Because G is acyclic, there is
a unique vertex r in G ′ without edges pointing towards it. Therefore, we can recover a rooted tree
in Rn from G by choosing r to be the root and forgetting the colors. 
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Remark 2.5. Because of this bijection between Rn and Gn , in the rest of the paper, we will always
consider these two sets to be the same set. In other words, when we talk about a rooted tree or an
acyclic graph G ∈ Rn = Gn , we consider it is a two-colored rooted tree such that
(a) G avoids patterns 1r3r2, 2b1b3, and 1r2b3;
(b) each red edge is an increasing edge, and each blue edge is a decreasing edge.
Example 2.6. In Fig. 1, we show an example of how the color map gives a bijection between Rn
and Gn . The tree on the left side is a rooted tree in R3. We circle x3 to indicate it is the root. Under
the color map c, we map the tree to the graph on the right side, which is in G3. The graph in the
middle is the two-colored rooted tree in G3 = Rn we will consider from now on. In Fig. 1, we still
include the circle to indicate x3 is the root, but in the ﬁgures of the rest of the paper, we will always
draw the root on the highest level of a rooted tree to indicate the root instead of drawing circles.
3. A basis candidate forL ie2(n)
We will give a set of monomials of L ie2(n) constructed from Gn = Rn , and show it spans
L ie2(n). We denote by Mn the set of all monomials of L ie2(n).
3.1. The construction of Bn(X)
Deﬁnition 3.1. For any graph G in Gn = Rn with root r, we deﬁne a monomial bG ∈ Mn recursively as
follows:
(i) If G = r, let bG := r.
(ii) If G = r, let c1 < · · · < ck be the vertices connected to r, and G1, . . . ,Gk be the corresponding
subtrees:
– If r < ck , i.e., there are red edges adjacent to r, choose the smallest ci such that {r, ci} is a red
edge. Let bG := [bG\Gi ,bGi ].
– If r > ck , i.e., all the edges adjacent to r are blue, let bG := 〈bGk ,bG\Gk 〉.
We deﬁne Bn(X) to be the set of all monomials obtained from Gn = Rn:
Bn(X) := {bG | G ∈ Gn}.
Remark 3.2. From the way we construct bG , it is clear that each red edge (or increasing edge) becomes
[·,·], and each blue edge (or decreasing edge) becomes 〈·,·〉.
One checks that different trees give different monomials. Thus, the cardinality of Bn(X) is nn−1 as
well.
Example 3.3. When n = 3, there are 33−1 = 9 rooted trees in Gn = Rn . In Fig. 2, we show these 9
graphs together with their corresponding bG ’s deﬁned in Deﬁnition 3.1. The 9 monomials bG ’s shown
in Fig. 2 are the elements in B3(X).
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We need to discuss properties of Bn(X) before showing it spans L ie2(n).
Deﬁnition 3.4. For any monomial m ∈ Mn , we deﬁne the graphical root of m recursively:
(i) If m = x, a single variable, let gr(m) := x.
(ii) If m = [m1,m2], let gr(m) :=min{gr(m1),gr(m2)}.
(iii) If m = 〈m1,m2〉, let gr(m) :=max{gr(m1),gr(m2)}.
It is clear from our deﬁnition that for G ∈ Gn = Rn , the graphical root of the monomial bG is
exactly the root of G . Using this deﬁnition, we are able to give an equivalent deﬁnition of Bn(X).
Lemma 3.5. Bn(X) is the set of all monomials m inL ie2(n) satisfying:
(a) If n = 1 and X = {x}, then m = x.
(b) If m = {m1,m2}, where {·,·} = [·,·] or 〈·,·〉, and suppose Xi is the set of letters in mi , for i = 1,2, then
gr(m1) < gr(m2) and mi ∈ B|Xi |(Xi), for i = 1,2.
(c) If m = [[m1,m3],m2], then gr(m2) < gr(m3).
(d) If m = 〈m1,m2〉, then m2 is a letter or has the form 〈·,·〉.
(e) If m = 〈m2, 〈m1,m3〉〉, then gr(m1) < gr(m2).
Proof. One checks that the conditions (b)–(e) correspond to the recursive step (ii) in Deﬁnition 3.1.
Using this, the lemma can be checked by induction on n. 
3.2. Bn(X) spansL ie2(n)
We deﬁne an algorithm recursively that takes a monomial m ∈ Mn as input, and expresses m as a
linear combination of monomials in Bn(X). We show the algorithm below ﬁrst, and then prove the
algorithm will terminate on any monomial m ∈ Mn .
Algorithm LC.
(1) If m is in Bn(X), then output LC(m) =m. Otherwise, m /∈ Bn(X), and then m must have the form
{m1,m2}, where {·,·} = [·,·] or 〈·,·〉. Suppose Xi is the set of letters in mi , for i = 1,2.
(2) If m1 /∈ B|X1|(X1) or m2 /∈ B|X2|(X2), then run LC on m1 and m2. Suppose we get
LC(m1) =
∑
bi∈B|X1 |(X1)
αibi, LC(m2) =
∑
b′j∈B|X2 |(X2)
β jb
′
j.
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LC(m) =
∑
i, j
αiβ jLC
({
bi,b
′
j
})
.
(3) If gr(m1) > gr(m2), output LC(m) = −LC({m2,m1}).
(4) If the algorithm reaches this step, we must have m /∈ Bn(X) and m satisﬁes condition (b) in
Lemma 3.5. There are two more situations we need to deal with.
(i) If {·,·} = [·,·], then m does not satisfy Lemma 3.5(c). Hence m1 = [m′1,m′′1], so m =[[m′1,m′′1],m2] where gr(m′′1) < gr(m2). Note m1 ∈ B|X1|(X1), so gr(m′1) < gr(m′′1) < gr(m2).
Output
LC(m) = LC([[m′1,m2],m′′1])+ LC([m′1, [m′′1,m2]]).
(ii) If {·,·} = 〈·,·〉, then m does not satisfy either condition (d) or (c) of Lemma 3.5. Thus, m2
has the form [m′2,m′′2] or 〈m′2,m′′2〉. In either case, one can conclude that gr(m1) < gr(m′2) <
gr(m′′2).
(a) If m2 = [m′2,m′′2], then m = 〈m1, [m′2,m′′2]〉. Output
LC(m) = −LC(〈[m1,m′′2],m′2〉)+ LC(〈[m1,m′2],m′′2〉)
− LC([m1, 〈m′2,m′′2〉])+ LC([m′2, 〈m1,m′′2〉])+ LC([〈m1,m′2〉,m′′2]).
(b) If m2 = 〈m′2,m′′2〉, then m = 〈m1, 〈m′2,m′′2〉〉. Output
LC(m) = LC(〈m′2, 〈m1,m′′2〉〉)+ LC(〈〈m1,m′2〉,m′′2〉).
Lemma 3.6. Suppose m is a monomial inL ie2(n) satisfying condition (b) in Lemma 3.5, i.e., m = {m1,m2}
with gr(m1) < gr(m2) and mi ∈ B|Xi |(Xi), for i = 1,2, where {·,·} = [·,·] or 〈·,·〉, and Xi is the set of letters in
mi , for i = 1,2. Then we have the following results:
(1) If {·,·} = [·,·], then LC(m) terminates. Furthermore, for anymonomial b ∈ Bn(X) appearing in LC(m)with
nonzero coeﬃcient, we have gr(b) = gr(m) and the outermost bracket of b is [·,·].
(2) If {·,·} = 〈·,·〉, then LC(m) terminates. Furthermore, for any monomial b ∈ Bn(X) appearing in LC(m)
with nonzero coeﬃcient, if the outermost bracket of b is 〈·,·〉 then gr(b) gr(m).
Proof. We prove the lemma by induction on n. The base case n = 1 is clearly true. Assume the lemma
is true when the size of the alphabet smaller than n. Under this assumption, we prove separately
that (1) and (2) hold when |X | = n.
• If m = [m1,m2], we prove (1) by induction on gr(m2). The smallest possibility for gr(m2) is x2
in which case gr(m1) = x1. Hence, if m = [[m′1,m′′1],m2], we must have gr(m′′1) > x2 = gr(m2).
Thus, m ∈ Bn(X) and LC(m) = m, so (1) holds. Now we assume (1) holds for the cases where
gr(m2) < xk . Suppose gr(m2) = xk . It is clear we only need to consider the case that m /∈ Bn(X).
In this case, m has the form [[m′1,m′′1],m2], where gr(m′1) < gr(m′′1) < gr(m2). (Note since m1 =[m′1,m′′1] is in Bn(X), we must have that m′1 ∈ B(X ′1) and m′′1 ∈ B(X ′′1), where X ′1 and X ′′1 are
the corresponding alphabets.) By how the algorithm LC is designed, we will use the formula in
step (4)(i), so it suﬃces to show that both LC([[m′1,m2],m′′1]) and LC([m′1, [m′′1,m2]]) terminate,
and for each monomial b appearing in the output, b satisﬁes gr(b) = gr(m) = gr(m′1) and the
outermost bracket of b is [·,·].
We only show it for LC([[m′1,m2],m′′1]), since a similar argument applies to LC([m′1, [m′′1,m2]]).
Since the size of the supporting alphabet of [m′1,m2] is smaller than n, we can apply the induction
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∑
i αibi , where all the bi appearing in the linear combina-
tion satisfy gr(bi) = gr([m′1,m2]) = gr(m′1). Using step (2) in the algorithm, LC([[m′1,m2],m′′1]) =∑
i αiLC([bi,m′′1]). For each bi , gr(bi) = gr(m′1) < gr(m′′1), so gr([bi,m′′1]) = gr(m′1). Hence [bi,m′′1]
satisﬁes the hypothesis in the lemma with gr(m′′1) < gr(m2) = xk . By the induction hypothesis,
LC([bi,m′′1]), and therefore LC([[m′1,m2],m′′1]), terminates and outputs a linear combination of
monomials satisfying the desired properties.
• If m = 〈m1,m2〉, we prove (2) by reverse induction on gr(m1). The highest possible value for
gr(m1) is xn−1, in which case gr(m2) = xn . Similarly to the case when m = [m1,m2], one shows
m ∈ Bn(X) and so LC(m) = m. Thus, (2) holds. Now assume (2) holds whenever gr(m2) > xk .
Suppose gr(m2) = xk . We discuss two possibilities for m2.
(i) If m2 = 〈m′2,m′′2〉, we can show (2) holds by similar arguments to those we used for the cases
where m = [m1,m2].
(ii) If m2 is a single letter or m2 = [m′2,m′′2], we use another level of induction on the size of
X2, the supporting alphabet of m2. If |X2| = 1, then m2 is a single letter. Thus, m ∈ Bn(X) and
LC(m) =m, so (2) holds. Assume (2) holds whenever |X2| < . Suppose |X2| = (> 1); then m2
has the form [m′2,m′′2]. We have gr(m1) < gr(m2) = gr(m′2) < gr(m′′2). For this case, we will use
the formula in step(4)(ii)(a), so it remains to show that LC(〈[m1,m′′2],m′2〉), LC(〈[m1,m′2],m′′2〉),
LC([m1, 〈m′2,m′′2〉]), LC([m′2, 〈m1,m′′2〉]) and LC([〈m1,m′2〉,m′′2]) all terminate with output hav-
ing the desired properties. However, the outermost brackets of the last three monomials are
[·,·]. Thus, using step (2) of the algorithm, they all become linear combinations of mono-
mials of the form [m3,m4], which we have already showed will terminate under LC, and
all the monomials appearing in the output satisfy the desired properties in (1), which leads
to the desired properties in (2). Therefore, we only need to check LC(〈[m1,m′′2],m′2〉) and
LC(〈[m1,m′2],m′′2〉).
We only check LC(〈[m1,m′2],m′′2〉); similar arguments would hold for LC(〈[m1,m′′2],m′2〉). First,
we have
gr
(〈[
m1,m
′
2
]
,m′′2
〉)= gr(m′′2) gr(m′2)= gr(m).
If m′′2 has the form 〈m3,m4〉, i.e., case (i), we have shown LC will terminate and for each
monomial b in the output, if the outermost bracket is 〈·,·〉, then gr(b) gr(〈[m1,m′2],m′′2〉)
gr(m). If m′′2 is a letter or m′′2 = [m3,m4], then since the supporting alphabet of m′′2 is a proper
subset of X2, it is strictly smaller than |X2| = . Therefore, we can apply the induction hy-
pothesis to get the desired result. 
Lemma 3.7. For any monomial m ∈L ie2(n), LC(m) terminates and the output expresses m as a linear com-
bination of monomials in Bn(X).
Proof. First, as we discussed inside the algorithm, the steps (1)–(4) include all possible situations.
Hence, it won’t happen that the algorithm becomes stuck without giving output. Then, the statement
of termination can be proved by induction on n and using Lemma 3.6.
It is left to show the linear combination of monomials LC(m) output is equal to m. This can be
done by checking all the formulas involved agree with the properties of the operations: bilinearity,
antisymmetry, Jacobi identity and the compatibility of two brackets. 
We have shown that our algorithm LC works. Hence, we conclude:
Proposition 3.8. Bn(X) spansL ie2(n).
4. The ﬁrst proof of Theorem 1.1
In this section, we will use the following two lemmas suggested by Brian Osserman to prove
L ie2(n) is isomorphic to a free R-module of rank nn−1, thus conclude Theorem 1.1. Because we will
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The reason we include this section is that the idea we use here does not require deﬁning or using
new objects and we believe it is easier to apply this idea more generally in similar situations, when
one wants to prove a basis candidate is indeed a basis provided we know a way to write any element
in the module as a linear combination of the elements in the basis candidate.
Lemma 4.1. Let U , V ,W be three R-modules. Suppose there exist homomorphisms f : U → V , g : U → W
and h : W → V satisfying the following conditions:
(i) f , g and h are surjective.
(ii) f = h ◦ g.
(iii) ker( f ) ⊂ ker(g).
Then V ∼= W .
Proof. It is enough to show that h is injective, i.e., ker(h) = 0. Suppose we have x ∈ W , such that
h(x) = 0. Since g is surjective, there exists y ∈ U , such that g(y) = x. Then we have f (y) = h(g(y)) =
h(x) = 0. Thus, y ∈ ker( f ). Since ker( f ) ⊂ ker(g), we have x = g(y) = 0. 
This lemma gives one way to verify whether a set of elements spans a module is a basis.
Lemma 4.2. Suppose V is an R-module spanned by a set of elements M = {m1, . . . ,m} with relations given
by the set Rel. Let B = {b1, . . . ,bk} be a subset of M such that B spans V . In particular, for any element mi
of M, it can be written as linear combination of B. Although there might be multiple ways to write mi , we ﬁx
one of them:
mi =
k∑
j=1
αi, jb j = (αi,1, . . . ,αi,k) · (b1, . . . ,bk)T .
We write
αi = (αi,1, . . . ,αi,k) ∈ Rk.
If for any relation r in Rel, we have
r is
∑
j
γ jm j = 0 ⇒
∑
j
γ jα j = 0, (4.1)
then V is free of rank k. Furthermore, B is a basis for V .
Proof. We do the following setup.
• Let U be a free R-module of rank  with a basis {u1, . . . ,u}.
• Let W be a free R-module of rank k with a basis {w1, . . . ,wk}.
• Let f be the homomorphism from U to V obtained by mapping each ui to mi in M .
• Let g be the homomorphism from U to W obtained by mapping each ui to
g(ui) = αi · (w1, . . . ,wk)T =
∑
j
αi, j w j .
• Let h be the homomorphism from W to V by mapping each wi to bi .
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rank(V ) = rank(W ) = k. Since B has cardinality k and spans V , B is a basis for V . Therefore, our goal
is to verify the three conditions in Lemma 4.1.
It is clear that f , g and h are all surjections. For any ui ,
h
(
g(ui)
)= h(∑
j
αi, j w j
)
=
∑
j
αi, jb j =mi = f (ui).
Hence, f = h ◦ g .
∑
j
γ ju j ∈ ker( f ) ⇒
∑
j
γ jm j = f
(∑
j
γ ju j
)
= 0 ∈ Rel
⇒
∑
j
γ jα j = 0
⇒ g
(∑
j
γ ju j
)
=
∑
j
γ jα j(w1, . . . ,wk)
T = 0
⇒
∑
j
γ ju j ∈ ker(g).
Therefore, ker( f ) ⊂ ker(g). 
Remark 4.3. Note that if we have a set of relations {ri} that satisfy (4.1), then any ﬁnite linear combi-
nations of ri ’s satisfy (4.1) as well. Therefore, if Rel is an R-module generated by a set of relations {ri},
such that for each r ∈ {ri}, r satisﬁes (4.1), then we can make the conclusions in Lemma 4.2.
We will use Lemma 4.2 (and this remark) to prove Theorem 1.1. We ﬁrst describe the elements
that generate the relation set for our problem.
Deﬁnition 4.4. We say a relation is of the form (S1) if it can be written as
[x, y] + [y, x] = 0, or a multiple of it, e.g., [z, 〈[x, y],w〉]+ [z, 〈[y, x],w〉],
for some x, y (and z, w).
Similarly, we deﬁne relations that are of the forms (S2), (J1), (J2) and (MJ).
In our problem, V =L ie2(n) is an R-module spanned by the set of all monomials Mn of L ie2(n)
with a set of relations Reln , which are generated by relations that are of the forms (S1), (S2), (J1), (J2)
and (MJ). Bn(X) spans L ie2(n). In particular, the algorithm LC gives one way to write any monomial
m ∈ Mn as a linear combinations of bG ∈ Bn(X). We naturally deﬁne α in terms of LC. For any m ∈ Mn ,
if LC(m) =∑i,T αGbG , let
αm = (αG | G ∈ Gn).
Note that we can ﬁx an ordering of graphs in Gn = Rn , and consider αm as a vector in Rnn−1 .
Lemma 4.5. For any relation
∑
γmm = 0 of monomials inL ie2(n) of the form (S1), (S2), (J1), (J2), or (MJ),
we have
∑
γmαm = 0.
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basis for L ie2(n).
Hence, it is left to prove Lemma 4.5. As we mentioned at the beginning of the section, we will
only give a partial proof of Lemma 4.5. We prove the case when the relation is of the form (S1). In
fact, for all other cases, one can argue similarly but with more complicated arguments.
(Incomplete) proof of Lemma 4.5. We prove the lemma by induction on n, the cardinality of the
alphabet X . The base case n = 1 is trivial. Now assume the lemma is true when the size of the
alphabet is smaller than n ( 2). Suppose |X | = n.
If the relation
∑
γmm = 0 is of the form (S1), then there are three possible cases:
(i) {m1,m2} + {m′1,m2} = 0, where m1 + m′1 = 0 is a relation of the form (S1) for corresponding
alphabet X1.
(ii) {m1,m2} + {m1,m′2} = 0, where m2 + m′2 = 0 is a relation of the form (S1) for corresponding
alphabet X2.
(iii) [m1,m2] + [m2,m1] = 0.
In case (i), suppose LC(m1) =∑bi∈B(X1) αibi,LC(m′1) =∑bi∈B(X1) α′ibi , and LC(m2) =∑bi∈B(X2) β jb j .
Hence, αm1 = (α1, . . . ,α|B(X1)|) and αm′1 = (α′1, . . . ,α′|B(X1)|). By the induction hypothesis,
αm1 + αm′1 = 0 ⇒ αi + α′i = 0, ∀i.
According to step (2) of the algorithm LC,
LC
({m1,m2})=∑
i, j
αiβ jLC
({bi,b j}),
LC
({
m′1,m2
})=∑
i, j
α′iβ jLC
({bi,b j})= −∑
i, j
αiβ jLC
({bi,b j}).
Therefore, the coeﬃcients in LC({m1,m2}) are exactly the negative of those in LC({m′1,m2}). Thus,
α{m1,m2} + α{m′1,m2} = 0.
Case (ii) can be showed similarly to case (i).
In case (iii), suppose LC(m1) =∑bi∈B(X1) αibi , and LC(m2) =∑bi∈B(X2) β jb j . Again, according to
step (2) of LC,
LC
([m1,m2])=∑
i, j
αiβ jLC
([bi,b j]),
LC
([m2,m1])=∑
i, j
αiβ jLC
([b j,bi]).
If we continue to step (3) of LC, depending on whether gr(bi) is bigger or smaller than gr(b j), one of
[bi,b j] and [b j,bi] is going to be changed to the negative of the other. Therefore, the coeﬃcients in
LC([m1,m2]) are exactly the negative of those in LC([m2,m1]). Thus, α[m1,m2] + α[m2,m1] = 0. 
5. Oriented colored trees and plane binary trees
One common way to show a set of elements spanning a module is a basis is to ﬁnd another
module and ﬁnd a perfect pairing between them. Because our basis candidate is built from Rn = Gn ,
where Gn is the set of all two-colored trees in Gn avoiding patterns 1r3r2,2b1b3 and 1r2b3, a natural
object to use is the two-colored graphs. For convenience in deﬁning the pairing, we add orientations
onto the edges of the graphs.
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Deﬁnition 5.1. An oriented two-colored graph is a two-colored graph whose edges have directions. We
denote by OGn the set of all oriented two-colored graphs on X .
We call an edge i → j consistent if i < j and the color is red, or i > j and the color is blue; and
inconsistent otherwise.
An oriented two-colored graph is consistent if all of its edges are consistent.
Although we can deﬁne pairing between an oriented two-colored tree in OGn and a monomial in
L ie2(n) directly, it is easier to do so if we convert monomials in L ie2(n) into combinatorial objects.
Deﬁnition 5.2. A binary tree is an ordered (rooted) tree, where all of its internal vertices (i.e., vertices
that are not leaves) have exactly two children. See the Appendix of [8] for a precise deﬁnition.
A 2v-colored binary tree is a binary tree whose internal vertices are colored by red or blue. We
denote by BTn the set of all 2v-colored binary trees whose leaves are labeled by X .
One checks for any 2v-colored binary tree in BTn , since the number of leaves is |X | = n, it has
exactly n − 1 internal vertices.
Remark 5.3. Recall Mn is the set of all the monomials in L ie2(n). There is a canonical bijection
between BTn and Mn: given a 2v-colored binary tree, each leaf denotes a letter in X , and we can
construct a monomial in Mn recursively by interpreting each internal vertex as a bracket of the left
and right subtrees, with red vertices corresponding to [·,·] and blue vertices corresponding to 〈·,·〉.
Because of this natural correspondence, we can consider Bn(X) a subset of BTn . In the rest of
the paper, when we refer to bG as an element of BTn , we mean the corresponding binary tree of
bG ∈ Bn(X).
Example 5.4 (Example of the bijection between BTn and Mn). The left graph in Fig. 3 shows the 2v-
colored binary tree in bijection to the monomial 〈[x2, x3], x1〉.
The following deﬁnition of a pairing between BTn and OGn is an analogue of [6] by Dev Sinha.
Deﬁnition 5.5. Given a 2v-colored binary tree T in BTn and an oriented two-colored graph G in OGn ,
deﬁne
βG,T : {edges of G} → {internal vertices of T }
by sending an edge e : i → j in G to the nadir of the unique (simple) path pT (e) from i to j on T ,
where the nadir of a path on a rooted tree is deﬁned to be the (internal) vertex on the path that is
closest to the root. Let τG,T = (−1)N , where N is the number of edges e in G for which pT (e) travels
counterclockwise at its nadir. We say βG,T is color-preserving if for any edge e ∈ G , the color of e is
the same as the color of βG,T (e).
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〈〈G, T 〉〉 =
{
τG,T , if βG,T is a bijection and is color-preserving;
0, otherwise.
Deﬁnition 5.6. Let Θn be the free R-module generated by the 2v-colored binary trees in BTn and Γn
be the free R-module generated by the oriented two-colored graphs in OGn . Extend the pairing 〈〈 , 〉〉
of Deﬁnition 5.5 to one between Θn and Γn by linearity.
Θn is not isomorphic to L ie2(n), because we did not deﬁne relations between the elements
of BTn . We now deﬁne a submodule of Θn which corresponds to the relations in L ie2(n).
Deﬁnition 5.7. For brevity, given a binary tree T ∈ BTn , we call the subtree of T below the left child
of the root of T the left subtree of T and denote it by ls(T ). Similarly, we deﬁne the right subtree of T
and denote it by rs(T ).
(a) A symmetry combination in Θn is the sum of two binary trees T1, T2 ∈ BTn where there exists a
subtree S1 of T1 such that one obtains T2 from T1 by switching the left subtree and right subtree
of S1. We say a symmetry combination is of type (S1) or (S2), depending on the color of the root
of S1.
(b) A Jacobi combination in Θn is the sum of three binary trees T1, T2, T3 ∈ BTn where there exists
a subtree S1 of T1 such that the color of the root of S1 is the same as the color of the right
child of the root of S1, and one can obtain T2 and T3 by cyclic rotation of ls(S1), ls(rs(S1)) and
rs(rs(S1)). In other words, if we name the subtrees of T2 and T3 corresponding to S1 of T1 to
be S2 and S3, we have ls(S1) = ls(rs(S3)) = rs(rs(S2)), etc. We say a Jacobi combination is of type
(J1) or (J2), depending on the color of the root of S1.
(c) A mixed Jacobi combination in Θn is corresponding to the mixed Jacobi identity (MJ) in L ie2(n).
It can be obtained by summing two copies of a Jacobi combination of type (J1) and changing the
color of the right child of the root of Si ’s in the ﬁrst copy and the color of the root of Si ’s in the
second copy from red to blue, where Si ’s are the involving subtrees of Ti ’s in the copy of Jacobi
combination we use. We say this combination is of type (MJ).
Fig. 4 demonstrates the combinations of types (S1), (J2), and (MJ) in Θn .
Let Jn ⊂ Θn be the submodule generated by symmetry combinations, Jacobi combinations and
mixed Jacobi combinations.
Note that Jn is in fact same as the relation set Reln we have used in last section. Since we use
them in different contexts, we give them different names.
Because of the correspondence between the monomials in L ie2(n) and the binary trees in BTn ,
and the correspondence between the relations in L ie2(n) and the generators of Jn , the following
lemma immediately follows.
Lemma 5.8.
L ie2(n) ∼= Θn/ Jn.
Proposition 5.9. The pairing 〈〈β,α〉〉 vanishes whenever α ∈ Jn.
Proof. It is suﬃcient to check the case that β = G is a graph in OGn and α is one of the combinations
deﬁned in Deﬁnition 5.7. When α = T1 + T2 is a symmetry combination, it is clear that 〈〈G, T1〉〉
and 〈〈G, T1〉〉 either both are equal to zero or both are nonzero and only differ by a sign. Suppose
α = T1 + T2 + T3 is a Jacobi combination. Without loss of generality, we assume α is of type (J2).
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Hence, we can consider T1, T2, T3 to be the three trees in the sum labeled (J2) in Fig. 4, and in the
same order. If the pairing between G and each of the three trees is zero, then there is nothing to
check. Suppose at least one of them is nonzero. Let XA , XB and XC be the labels of the subtrees A, B
and C , respectively, and XD = X \(XA ∪ XB ∪ XC ). If XD is empty, we let G ′ = G; otherwise, there exists
an edge e in G such that after removing e, graph G breaks into two graphs GD and G ′ on vertices XD
and XA ∪ XB ∪ XC . Now we must be able to ﬁnd two edges e1 and e2 in G ′ , such that after removing
these two edges, G ′ breaks into three graphs GA,GB ,GC on vertices XA, XB , XC , respectively. Two
edges connecting three graphs implies that one of the graphs is connected to both edges. Without loss
of generality, we assume GA is connected to both edges. Therefore, we can assume that e1 connects
GA and GB and e2 connects GA and GC . One checks that the 〈〈G, T1〉〉 = 0 since pT1 (e1) and pT1 (e2)
have the same nadir, and 〈〈G, T2〉〉 = −〈〈G, T3〉〉. If α is a mixed Jacobi combination, we can similarly
show that 〈〈G,α〉〉 vanishes. 
We now deﬁne relations on oriented graphs.
Deﬁnition 5.10.
(a) A symmetry combination in Γn is the sum of two graphs G1,G2 ∈ OGn such that one obtains G2 by
switching the orientation of one edge e in G1. To be consistent, we say a symmetry combination
is of type (S1) or (S2) depending on the color of e.
(b) A Jacobi combination in Γn is the sum of three graphs G1,G2,G3 ∈ OGn , where Gi has subgraph
Si for each i, such that G1 \ S1 = G2 \ S2 = G3 \ S3, S1 is a graph with two same-colored edges
i → j and j → k, for some i, j,k ∈ X , and one can obtain S2, S3 by cyclicly rotating i, j,k. Again,
we say a Jacobi combination is of type (J1) or (J2) depending on the color of the edges in Si .
(c) A mixed Jacobi combination in Γn is obtained by summing two copies of a Jacobi combination in
Γn of type (J1) and changing the color of one edge of Si in the ﬁrst copy and the color of the
other edge of Si in the second copy from red to blue. We say this combination is of type (MJ).
Fig. 5 demonstrates the subgraphs Si ’s in the combinations of types (S1), (J2), and (MJ) in Γn .
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Let In ⊂ Γn be the submodule generated by symmetry combinations, Jacobi combinations and
mixed Jacobi combinations, as well as the graphs with more than one edge between two vertices
and disconnected graphs.
Proposition 5.11. The pairing 〈〈β,α〉〉 vanishes whenever β ∈ In.
Proof. It is suﬃcient to check when α = T is a binary tree in BTn and β is an oriented graph G with
multiple edges between two vertices, a disconnected graph, or one of the combinations deﬁned in
Deﬁnition 5.10. If β = G with multiple edges between two vertices, or G is disconnected, then βG,T
cannot be a bijection. Thus, 〈〈G, T 〉〉 = 0. When β = G1 + G2 is a symmetric combination, one checks
that 〈〈G1, T 〉〉 and 〈〈G2, T 〉〉 either are both zero or only differ by a sign. If β is a Jacobi combination,
without loss of generality, we assume β is of type (J1) in Γn . Hence, we assume β is the sum of three
oriented two-colored graphs which differ only on the subgraphs shown in (J1) in Fig. 5, and call them
G1, G2, and G3 by order. Let vi, j , v j,k , vk,i be the nadirs of the paths pT (i → j), pT ( j → k), pT (k → i),
respectively. It is easy to see two of vi, j , v j,k , vk,i must agree. Without loss of generality, we assume
vi, j = v j,k Then 〈〈G1, T 〉〉 = 0 and 〈〈G2, T 〉〉 = −〈〈G3, T 〉〉. If β is a mixed Jacobi combination, we can
similarly show that 〈〈β, T 〉〉 vanishes. 
Deﬁnition 5.12. Let
E il2(n) = Γn/In.
By Propositions 5.9 and 5.11, the pairing 〈〈 , 〉〉 between Θn and Γn induces a pairing between
L ie2(n) and E il2(n). We still use the same notation 〈〈 , 〉〉 to denote the pairing. We will show in one
of the main results in Section 7 that the pairing 〈〈 , 〉〉 between L ie2(n) and E il2(n) is perfect. We
remark that the pairing deﬁned in [1, Deﬁnition 12] is closely related to our pairing between L ie2(n)
and E il2(n), but in the context of operads. One can view our pairing as a combinatorial description
of the one in [1].
We have already shown that Bn(X) = {bG | G ∈ Gn} spans L ie2(n). In the next section, we will
deﬁne a set On(X) and show it spans E il2(n). Then, in Section 7, we show the matrix associated to
the pairing between Bn(X) and On(X) is upper triangular to conclude our theorems.
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The elements of Bn(X) are obtained from elements in Gn . It is natural to deﬁne a set in Γn from Gn
as well. Because of the relation between two-colored graphs and oriented two-colored graphs, we give
the following deﬁnition.
Deﬁnition 6.1.
(a) For any oriented two-colored graph G ∈ OGn , we deﬁne the unoriented copy of G , denoted by nG ,
to be the two-colored graph obtained from G by removing the orientations on the edges of G .
We say G is a tree on X , if nG is a tree on X , i.e., nG is connected and acyclic. (Note nG is con-
nected if and only if G is connected. Therefore, the condition can be replaced by “G is connected
and nG is acyclic”.)
(b) For any two-colored graph G ∈ Gn , we deﬁne the oriented copy of G , denoted by oG , to be the
unique consistent oriented two-colored graph obtained from G . In other words, for any edge
e = {i, j} with i < j in G , we orient it as i → j if it is red, and orient it as j → i if it is blue, and
call the resulting oriented graph oG .
In particular, we deﬁne On(X) to be the set of all oriented copies of graphs in Gn = Rn:
On(X) = {oG | G ∈ Gn}.
We state without proof in the following lemma some easy results on the objects we just deﬁned.
Lemma 6.2.
(i) For any G1,G2 ∈ OGn, if the unoriented copy of G1 is the same as the unoriented copy of G2 , then G1 is
equal to G2 or only differs by a sign in E il2(n).
(ii) The map G → oG gives a bijection between Gn and the set of all consistent graphs in OGn.
(iii) For any oriented two-colored graph G ∈ OGn, G is in On(X) if and only if G is a consistent tree on X, and
there is a unique source r in G, i.e., r is the unique vertex in G without incoming edges. (One can check
that r is in fact the root of nG .)
Proposition 6.3. On(X) spans E il2(n).
We break the proof of this proposition into the following two lemmas.
Lemma 6.4. For any oriented two-colored graph G, we have G = 0 in E il2(n) unless G is a tree on X, i.e., G is
connected and nG is acyclic.
Lemma 6.5. For any oriented two-colored graph G, if G is a tree on X, then G, as an element in E il2(n), can
be written as a linear combination of elements in On(X).
It is clear that Proposition 6.3 follows from Lemmas 6.4 and 6.5.
Proof of Lemma 6.4. If G is disconnected, then G ∈ In , thus is 0 in E il2(n). Hence, it is left to show
that if nG has a cycle (i1, i2, . . . , ik), then G = 0 in E il2(n). We prove this by induction on the size k
of the cycle. If k = 2, then there are at least two edges connecting some vertices i1 and i2 in G . Thus,
G ∈ In and G = 0 in E il2(n). Suppose the lemma holds when k < k0 (where k0  3); we consider
k = k0. Because of the symmetric combination, we can assume the directions of the edges in the cycle
in G are i1 → i2 → ·· · → ik → i1. If there are two edges consecutive in the cycle which have the
same color, then without loss of generality we assume the edges (i1 → i2) and (i2 → i3) have the
same color. Let G ′ be the graph obtained from G by replacing edge (i1 → i2) with (i3 → i1) and G ′′
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keep the color of the edges. Then G + G ′ + G ′′ is a Jacobi combination in Γn . Thus, G + G ′ + G ′′ = 0
in E il2(n). However, both of nG ′ and nG ′′ have cycles of size < k0. Hence, G = 0 in E il2(n). If any two
consecutive edges in the cycle have different colors, then by using the mixed Jacobi combination on
the vertices i1, i2 and i3, we can show G plus ﬁve graphs is 0 in E il2(n), where the unoriented copy
of each of these ﬁve graphs either has a cycle of size smaller than k0, or has a cycle of size k0 with
consecutive same-colored edges. Therefore, by using the induction hypothesis together with the ﬁrst
case we proved, G = 0 in E il2(n). 
Proof of Lemma 6.5. We prove the lemma by induction on n. When n = 1, it is trivial. Now assuming
the lemma is true when the size of the alphabet is smaller than n, we will prove the lemma is true
when |X | = n in three cases. Recall a leaf of a tree is a vertex connected to only one edge. The cases
are the following:
(i) There exists an edge e with two ends x and y in G such that x is a leaf and the color of e is red
if y < x and is blue if y > x.
(ii) There does not exist an edge e satisfying the conditions in (i). There exists a red edge e with two
ends x and y in G , such that x= xn .
(iii) There does not exist an edge e satisfying the conditions in (i). All the edges in G that adjacent
to xn are blue. Let e be one of them with two ends x = xn and y.
In all cases, we are going to use the following idea and notation: suppose e is an edge in G with
two ends x and y. By removing e, we divide G into two trees Gx and Gy on alphabets X1 and X2
respectively, where x ∈ X1 and y ∈ X2. Let ni be the size of Xi , for i = 1,2. Since n1 + n2 = |X | = n
and both of X1 and X2 are nonempty, we have ni < n, for i = 1,2. Thus, by the induction hypothesis,
we can write Gx and Gy as linear combinations of elements in On1 (X1) and On2 (X2), respectively:
Gx =
∑
G1∈On1 (X1)
αG1G1, Gy =
∑
G2∈On2 (X2)
βG2G2.
For convenience, given two disjoint graphs G ′ and G ′′ and an oriented two-colored edge e′ , where
one end of e′ is in G ′ and the other end of e′ is in G ′′ , we denote by (G ′, e′,G ′′) the graph obtained
by adding e′ to connect G ′ and G ′′ . With this notation, we have G = (Gx, e,Gy). Moreover,
G =
∑
G1∈On1 (X1),G2∈On2 (X2)
αG1βG2(G1, e,G2). (6.1)
We will apply this formula to each of the three cases with respect to the e given in each case.
Since changing the orientation of an edge only changes the sign of the involved formula, without loss
of generality, we assume e is a consistent edge.
For case (i), because Gx = x, Eq. (6.1) becomes
G =
∑
G2∈Gn2
βG2(x, e,G2).
It is suﬃcient to check that each (x, e,G2) is in On(X). However, G2 is in On−1(X2), so according to
Lemma 6.2(iii), G2 is a consistent tree on X2, and there is a unique source r. Because e is consistent,
it is clear (x, e,G2) is a consistent tree on X . By Lemma 6.2(iii), it is left to check that (x, e,G2) has
a unique source. But the only new vertex (x, e,G2) has is x, which is connected to y by the edge e.
Since e is consistent and e is red if y < x and is blue if y > x, we can determine the orientation of e
is y → x. Hence, x cannot be a new source. Therefore, r is the unique source in (x, e,G2).
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formula (6.1) falls into case (i), then we are done. In other words, we only need to show that we can
write any (G1, e,G2) that is not covered by (i) as a linear combination of elements in On(X). Again
by Lemma 6.2(iii), for i = 1,2, we have that oGi is a consistent tree on Xi , and there is a unique
source ri . If G1 has a leaf u = x, let e˜ be the edge adjacent to u in G1 and w be the other end of e˜.
Since G1 is a consistent tree, the orientation of e˜ is w → u and the color of e˜ is red if w < u and
is blue if w > u. Since u = x, u is still a leaf in the new graph (G1, e,G2). Hence, (G1, e,G2) is in
case (i). Similarly, if G2 has a leaf u′ = y, we have that (G1, e,G2) is in case (i) as well. Therefore, the
only possibility that (G1, e,G2) is not covered by (i) happens if, for i = 1 and 2, oGi is a tree with
only one leaf x or y. In other words, oGi is a directed path from ri to x or y. Now, we will deal with
this situation separately for cases (ii) and (iii).
For case (ii), recall xn is the largest letter in X , so we have x > y. Since e does not satisfy the
conditions in (i), we have that x = xn is not a leaf. Hence, n1 = |X1| > 1, and there exists a unique
vertex z in G1 that is connected to x by an edge e′. Since x = xn > z and G1 is consistent, we conclude
that e′ is red. Because e is consistent and is colored red, the orientation of e is y → x. It is easy to
see that (G1, e,G2) consists of two directed paths from r1 to x and from r2 to x, and the last edge
on each path are the red edges e′ = (z → x) and e = (y → x). We apply (J1) (and (S1)) deﬁned
in Deﬁnition 5.10 to the subgraph of (G1, e,G2) that consists of edges e and e′ , and we get that
(G1, e,G2) is equal to a sum of two graphs that are both covered by case (i).
For case (iii), similarly to case (ii), we can show that (G1, e,G2) consists of two directed paths
from r1 to y and from r2 to y, and the last edge on the former path is the blue edge e = (x→ y) and
the last edge on the latter path is an edge e′ = (z → y), for some z ∈ X2. The color of e′ can be either
red or blue. If e′ is blue, since e′ = (z → y) ∈ G2 is consistent, we have z > y. Similarly to before,
by applying (J2) (and (S2)) deﬁned in Deﬁnition 5.10 to the subgraph of (G1, e,G2) that consists
of edges e and e′ , we get that (G1, e,G2) is equal to a sum of two graphs that are both covered by
case (i). If e′ is red, the fact that e′ is consistent implies that z < y. Thus z < y < x= xn . Applying (MJ)
(and symmetry combinations) deﬁned in Deﬁnition 5.10 to the subgraph of (G1, e,G2) that consists
of edges e and e′ , we get that (G1, e,G2) is equal to a sum of ﬁve graphs that are covered either by
case (i) or by case (ii). 
7. A perfect pairing
We have shown that Bn(X) spans L ie2(n) (Proposition 3.8) and On(X) spans E il2(n) (Proposi-
tion 6.3). We will show in this section that the matrix of the pairing 〈〈 , 〉〉 between Bn(X) and On(X)
is nonsingular, and then conclude the following theorem.
Theorem 7.1. The pairing 〈〈 , 〉〉 betweenL ie2(n) and E il2(n) is perfect.
We ﬁrst review some terminology related to orderings on a set. (See Chapter 3 in [8] for details.)
Deﬁnition 7.2. Given a set S , we say a binary relation  on S is a partial order if it satisﬁes the
following three axioms:
(i) Reﬂexivity: for all a ∈ S , a a.
(ii) Antisymmetry: if a b and b a, then a = b.
(iii) Transitivity: if a b and b c, then a c.
Given a partial order  on a set S , we use the notation a < b to mean a b and a = b.
A partial order on S is a total order if any two elements a,b of S are comparable, i.e., either a  b
or b  a. Given two binary relations ∼1 and ∼2 on S , we say ∼1 is a reﬁnement of ∼2 if for any
a,b ∈ S , a ∼2 b implies a ∼1 b. If a total order 1 is a reﬁnement of a partial order 2, we call 1
a linear extension of 2.
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deﬁnition.
Deﬁnition 7.3. Given a total order  on Gn = Rn , suppose under , the two-colored graphs in Gn (or
the rooted trees in Rn) are ordered as G1 < G2 < · · · < Gnn−1 . We deﬁne the matrix of the pairing 〈〈 , 〉〉
with respect to  between Bn(X) and On(X), denoted by Mn , to be the nn−1 × nn−1 matrix where
the (i, j)-entry is given by 〈〈oGi ,bG j 〉〉, for 1 i, j  nn−1.
To show 〈〈 , 〉〉 is perfect between L ie2(n) and E il2(n), it is enough to show Mn is nonsingular for
some/all total order(s)  on Gn = Rn . Our goal is to ﬁnd a certain total order such that it is relatively
easier to show Mn is nonsingular. In fact, what we will do is to ﬁnd a partial order on Gn = Rn
such that any linear extension of this partial order has the desired properties. The plan for the rest of
the section is as follows: We will deﬁne two kinds of binary relations ind (Deﬁnition 7.5) and op
(Deﬁnition 7.11) on Gn = Rn , where ind is easily shown to be a partial order and op has a close
relationship to the construction of Bn(X) (Lemma 7.16). We then show that ind is a reﬁnement of
op (Lemma 7.15) and use the fact that ind is a partial order to deduce that op is a partial order as
well. Finally, we will be able to show Mn is an upper triangular matrix when  is a linear extension
of op (Proposition 7.17), which leads to our main theorems.
Deﬁnition 7.4. Suppose G is a two-colored rooted tree in Gn = Rn with root r.
(a) For any edge e = {x, y} in G , where x is closer to the root r than y (or equivalently, x is the
parent of y) we deﬁne x to be the tail of e, and y to be the head of e. Note that because we can
consider G as a rooted tree, the map (e → head of e) gives a bijection between the set of edges
in G and the set of non-root vertices in G . We deﬁne the inverse map e, that is, for any non-root
vertex x, we denote by e(x) the unique edge in G such that the head of e(x) is x. In other words,
e(x) is the ﬁrst edge in the unique path from x to the root r in G .
(b) We deﬁne the index of G to be ι(G) = (k1,k2, . . . ,kn), where
ki =
⎧⎨
⎩
+1, if xi is the head of a red edge in G;
−1, if xi is the head of a blue edge in G;
0, if xi = r, is the root of G .
We use the reverse lexicographic order to order the indices of graphs, i.e. ι(G) <rlex ι(H) if and
only if the rightmost nonzero entry in ι(G) − ι(H) is negative.
(c) We call a vertex x an -level vertex of G if the length of the unique path from x to the root r is .
For any non-root vertex x, by removing the edge e(x), we divide G into two graphs. We denote
by G(x) and G˜(x) the subgraphs including x and r, respectively. By convention, we deﬁne G(r) to
be the original graph G . Note when consider G(x) as a rooted tree, x is its root. We call G(x) an
-level subgraph of G if x is an -level vertex.
Deﬁnition 7.5. We deﬁne a binary relation ind on Gn = Rn recursively.
For any two graphs G1 and G2 in Gn = Rn with root r1 and r2, if n = 1, then G1 = G2 = x1, and
we deﬁne G1 ind G2.
If n > 1, suppose we have deﬁned a binary relation ind on Gm = Rm , for any m < n. There are
three situations where we deﬁne G1 ind G2.
(i) If G1 and G2 have the same numbers of blue edges and red edges and ι(G1) <rlex ι(G2), we
deﬁne G1 ind G2.
(ii) If ι(G1) = ι(G2) (note this implies that r1 = r2, and G1 and G2 have the same numbers of blue
edges, and red edges), and the number of 1-level vertices (and/or subgraphs) of G1 is less than
that of G2, then we deﬁne G1 ind G2.
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i = 1 and 2, let Gi,1, . . . ,Gi,k be 1-level subgraphs of Gi . If for any 1 j  k, we have that G1, j
and G2, j are on a same vertex set, and also G1, j ind G2, j , then we deﬁne G1 ind G2.
Lemma 7.6. ind is a well-deﬁned partial order on Gn = Rn.
Proof. We prove the lemma by induction on n, the size of the alphabet X . When n = 1, there is only
one element in Gn , so ind is well deﬁned. Assuming that for any alphabet of size smaller than n, we
have ind well-deﬁned, we check the case |X | = n.
It is clear that ind is reﬂexive.
If G1 ind G2 and G2 ind G1, by the deﬁnition of ind we must have ι(G1) = ι(G2), and G1, G2
have same number of 1-level vertices (or/and subgraphs). In addition, suppose Gi,1, . . . ,Gi,k are 1-
level subgraphs of Gi for i = 1,2; then G1, j ind G2, j and G2, j ind G1, j for any 1  j  k. By the
induction hypothesis, G1, j = G2, j for all j. In particular, G1, j and G2, j has the same root, say, r j . Since
ι(G1) = ι(G2), the edges connecting r j and r in G1 and G2 have the same color. Therefore, G1 = G2.
Thus, ind is antisymmetric.
If G1 ind G2 and G2 ind G3, we discuss three possibilities. If ι(G1) <rlex ι(G2) or ι(G2) <rlex ι(G3),
we must have ι(G1) <rlex ι(G3). Thus, G1 ind G3. Now we can assume ι(G1) = ι(G2) = ι(G3). If the
number of 1-level vertices of G1 is less than that of G2 or the number of 1-level vertices of G2
is less than that of G3, then similarly we have G1 ind G3. If the numbers of 1-level vertices
of G1, G2 and G3 are the same, then for all j, G1, j,G2, j,G3, j are on the same vertex set, and
G1, j ind G2, j and G2, j ind G3, j , where Gi, j ’s are the 1-level subgraphs of Gi . By the induction hy-
pothesis, G1, j ind G3, j . Hence, G1 ind G3. Thus, ind is transitive.
Therefore, ind is a well-deﬁned partial order on Gn = Rn . 
Let X1 ∪ X2 be a disjoint partition of X . Suppose Gi ∈ G|Xi | and xi ∈ Xi for i = 1,2. Let e be an
edge {x1, x2} with some color (red or blue). We denote by (G1, e,G2) the graph obtained by adding
e to connect G1 and G2. We state without proof in the following lemma two results on (G1, e,G2)
when Gi ∈ G|Xi | = R|Xi | for each i.
Lemma 7.7. Suppose Gi ∈ G|Xi | = R|Xi | and xi ∈ Xi for i = 1,2. Let e be an edge {x1, x2} with some color (red
or blue). Then we have the following results:
(i) If xi is the root of Gi for each i, then the two-colored graph (G1, e,G2) is in Gn = Rn. In particular, when
we consider it as a rooted tree, its root is min(x1, x2) if e is red and is max(x1, x2) if e is blue.
(ii) If x1 is a non-root vertex of G1 and x2 is the root of G2 , then the two-colored graph (G1, e,G2) is in
Gn = Rn if and only if x1 < x2 and e is red, or x1 > x2 and e is blue.
Lemma 7.7(i) states that if we connect two two-colored rooted trees (on two disjoint alphabets) by
adding an edge connecting their roots, then the new two-colored graph is still a two-colored rooted
tree. We will use this result in the construction of the second partial order op on Gn .
Deﬁnition 7.8. Suppose G is a two-colored graph (or rooted tree) in Gn = Rn with root r.
(a) Let y be a non-root vertex of G and e = e(y). Let e′ = {r, y} with the same color as e. We deﬁne
the graph operated from G with respect to y to be the graph
H := (G˜(y), e′,G(y)).
Fig. 6 shows how we construct H from G and y. By Lemma 7.7(i), we have that H is in Gn .
(b) We deﬁne a binary relation →op on Gn = Rn recursively. For any distinct two-colored graphs (or
rooted trees) G, H in Gn = Rn , we write G →op H if one of the following is satisﬁed.
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Fig. 7. G →op H , corresponding to a 1-level vertex x. Note the color of e′ is the same as e.
– H is operated from G with respect to y, for some non-root vertex y.
– If there exists a 1-level vertex x of G , such that H is obtained from G by replacing the 1-level
subgraph G(x) with H ′ , where G(x) →op H ′ . In other words, H = (G˜(x), e′, H ′), where e′ is an
edge connecting r, the original root of G , and the root y of H ′ , with the same color as e = e(x).
Fig. 7 shows how we obtain H from G in this case. In Fig. 7, we do not explicitly mark the root
of H . The root is determined by Lemma 7.7(i) as shown in Fig. 6.
Remark 7.9. In our deﬁnition of G →op H , we require G and H to be different graphs. Therefore, we
do not have G →op G for any G ∈ Gn . Thus, if H is operated from G with respect to y for some non-
root vertex y, then G →op H if and only if y is not a 1-level vertex. However, it is possible to modify
our deﬁnition to include “G →op G”, i.e., removing the requirement that G = H . All the results related
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to this binary relation →op still hold under this modiﬁcation. We choose to exclude “G →op G” from
our deﬁnition of →op to avoid trivial relations.
Example 7.10. Fig. 8 shows how the binary relation →op is deﬁned on G3 = R3 together with the
index of each graph.
Deﬁnition 7.11. We deﬁne a binary relation op on Gn generated by →op: for any G, H ∈ Gn , G op H
if there exist k 0 and a sequence of graphs G0 = G,G1, . . . ,Gk−1,Gk = H in Gn such that
G0 →op G1 →op · · · →op Gk−1 →op Gk.
Remark 7.12. Because we allow k = 0 in the deﬁnition of op, we have G op G , for any G ∈ Gn .
Therefore, if H is operated from G with respect to some non-root vertex y, we always have G op H ,
even if y is a 1-level vertex.
Lemma 7.13. op is a well-deﬁned partial order on Gn = Rn.
Before we prove Lemma 7.13, we will investigate the connection between the binary relation →op
and the index function ι( ) on two-colored rooted trees, and then conclude a relationship between
op and ind.
Lemma 7.14. If G, H ∈ Gn = Rn and G →op H, then we have the following:
(i) G and H have the same number of red edges and blue edges.
(ii) ι(G)rlex ι(H). In particular, if ι(G) <rlex ι(H), then ι(G) and ι(H) differ at exactly two coordinates.
Proof. It is trivial to prove (i) by checking the deﬁnition of →op. We show (ii) by induction on n, the
size of alphabet X . Note that →op is only deﬁned when n 3.
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n > 3, and that (ii) holds when the size of X is smaller than n.
Suppose H is operated from G with respect to y, for some vertex y. If e is red and r > y, or
e is blue and r < y, then the root of H is y. The only difference between ι(G) and ι(H) is on the
coordinates corresponding to r and y. One checks that ι(G) <rlex ι(H) in both cases. If e is red and
r < y, or e is blue and r > y, then the root of H is still r, and it is easy to see that ι(G) = ι(H). Thus,
(ii) holds.
Suppose there exists a 1-level vertex x of G , such that H is obtained from G by replacing the
1-level subgraph G(x) with H ′ , where G(x) →op H ′ . Let y be the root of H ′ , and r be the root of G;
then we have H = (G˜(x), e′, H ′), where e′ = {r, y} has the same color as e = e(x) in G . The size of the
alphabet of G(x) and H ′ is smaller than n. By the induction hypothesis, we have ι(G(x)) rlex ι(H ′),
and if ι(G(x)) <rlex ι(H ′), then ι(G(x)) and ι(H ′) differ at exactly two coordinates. If ι(G(x)) = ι(H ′),
then we have x = y and e′ = e. Hence, the root of H is still r and ι(G) = ι(H). Now we assume
ι(G(x)) <rlex ι(H ′), and ι(G(x)) and ι(H ′) differ at exactly two coordinates. If x = y, then e′ = e and
r is the root of H . Thus, ι(G) and ι(H) differ at exactly the same places as ι(G(x)) and ι(H ′) differ.
Therefore, (ii) holds. If x = y, it is clear that ι(G(x)) and ι(H ′) differ at exactly the coordinates corre-
sponding to x and y. The situation in this case is complicated; we only check the case when x < y,
and the case when x> y is analogous.
Since x < y, and ι(G(x)) and ι(H ′) only differ at the coordinates corresponding to x and y, we
only write the two coordinates corresponding to x and y in the order of (x, y) to present ι(G(x))
and ι(H ′). Because x and y are the roots of G(x) and H ′ respectively, and G(x) and H have the same
number of blue edges and red edges, we have ι(G(x)) = (0, 
), and ι(H ′) = (
,0), where 
 = ±1.
We know ι(G(x)) = (0, 
) <rlex (
,0) = ι(H ′). Hence 
 = −1. Clearly, the only possible places ι(G)
and ι(H) could differ are the coordinate corresponding to r, x and y, so we only look at these three
coordinates. We discuss the three cases according to the position of r comparing with x and y.
(1) If r < x< y, then the colors of e and e′ are red, so r is the root of H . The coordinates of ι(G) and
ι(H) corresponding to r, x, y (in this order) are (0,1,−1) and (0,−1,1).
(2) If x < r < y, then the colors of e and e′ are blue, so y is the root of H . The coordinates of ι(G)
and ι(H) corresponding to x, r, y (in this order) are (−1,0,−1) and (−1,−1,0).
(3) If x < y < r, then the colors of e and e′ are blue, so r is the root of H . The coordinates of ι(G)
and ι(H) corresponding to x, y, r (in this order) are (−1,−1,0) and (−1,−1,0).
Therefore, in all cases, (ii) holds. 
Lemma 7.15. ind is a reﬁnement of op .
Proof. Because op is generated by the relation →op, and ind is a partial order and thus is transitive,
it is suﬃcient to show that for any G, H ∈ Gn = Rn ,
G →op H implies G ind H .
We will show this by induction on n, the size of the alphabet X . When n = 1,2, →op is not deﬁned
between any two distinct graphs. Therefore, our assertion that G →op H implies G ind H is tautolog-
ically true. Assuming G →op H ⇒ G ind H when |X | < n, we consider when |X | = n. Given G →op H ,
by Lemma 7.14, we have ι(G) rlex ι(H). If ι(G) <rlex ι(H), together with Lemma 7.14(i), we already
have G ind H . Therefore, we can assume ι(G) = ι(H). Suppose r is the root of G .
Suppose H is the graph operated from G with respect to some non-root vertex y. Let e := e(y)
be the edge connecting y and its parent in G . It is clear that ι(G) = ι(H) only when e is red and
r < y, or e is blue and r > y, where the root of H is still r. As we mentioned in Remark 7.9, if y is a
1-level vertex of G , then G = H and we do not have that G →op H . Hence, we assume that y is not a
1-level vertex of G . Then the number of 1-level vertices in G is one less than that in H , so G ind H .
Therefore, we have G ind H .
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level subgraph G(x) with H ′ , where G(x) →op H ′ . The size of the alphabet of G(x) and H ′ is smaller
than n, so by the induction hypothesis, we have that G(x)ind H ′ . Hence, we have ι(G) = ι(H), all but
one 1-level subgraphs of G and H are the same, and the different ones are G(x)ind H ′ . We conclude
that G ind H . 
Proof of Lemma 7.13. It is clear that op is reﬂexive and transitive, so it’s left to show it is antisym-
metric. If G op H and H op G , by Lemma 7.15, we have G ind H and H ind G . Since ind is a
well-deﬁned partial order, so is antisymmetric, we have G = H . Therefore, op is antisymmetric as
well. 
Lemma 7.16. For any G, H ∈ Gn = Rn, we have the following:
(i) 〈〈oG ,bH 〉〉 = 0 unless G op H.
(ii) 〈〈oG ,bH 〉〉 = ±1 if G = H.
We will show a stronger result (Proposition 8.9) than this lemma and prove this lemma as a
corollary of that result in the next section.
Assuming Lemma 7.16, we have the following proposition.
Proposition 7.17. Let  be a linear extension of op on Gn = Rn. Then Mn is an upper triangular matrix
with invertible entries on the diagonal, and thus is nonsingular.
Proof. By Lemma 7.16(i) and the deﬁnition of linear extension, we have that 〈〈oG ,bH 〉〉 = 0 unless
G  H . Hence, Mn is an upper triangular matrix. Lemma 7.16(ii) implies that the diagonal entries
of Mn are ±1, thus are invertible. 
Theorems 1.1 and 7.1 immediately follow from Proposition 7.17. We also have the following corol-
laries.
Corollary 7.18. Bn(X) is a basis forL ie2(n).
Corollary 7.19. E il2(n) is free of rank nn−1 , and On(X) is a basis for E il2(n).
8. More bases forL ie2(n)
In this section, we will show that we can obtain more bases for L ie2(n) from Gn = Rn . We will
discuss a property of Bn(X) and show that having this particular property is enough to guarantee
that a subset of Mn (the set of all monomials in L ie2(n)) is a basis for L ie2(n).
The map G → bG (deﬁned in Deﬁnition 3.1) gives a map from Gn = Rn to Mn . As we discussed
earlier, we can consider Mn and BTn to be the same sets. We deﬁne a natural inverse map from
Mn = BTn to Gn = Rn as follows. Recall we deﬁned the graphical root gr(m) of a monomial m in
Deﬁnition 3.4.
Deﬁnition 8.1. For any monomial m ∈ Mn , we deﬁne the two-colored graph corresponding to m, denoted
by G (m), recursively:
(i) If m = x a single variable, let G (m) := x.
(ii) If m = {m1,m2}, let G (m) := (G (m1), e,G (m2)), where e is an edge connecting gr(m1) and gr(m2)
with color red if {·,·} = [·,·] or blue if {·,·} = 〈·,·〉.
Example 8.2. Let G be the second two-colored graph shown in the ﬁrst row of Fig. 2. When m =
[[x1, x3], x2], [[x3, x1], x2], or [[x1, x2], x3], we have G (m) = G .
F. Liu / Journal of Algebra 323 (2010) 132–166 155We have the following lemma about G (m), which can be shown by induction on n and by using
Lemma 7.7(i) recursively. We omit the details of the proof.
Lemma 8.3. For any monomial m ∈ Mn = BTn, we have that G (m) is in Gn = Rn. In particular, the root of
G (m) is exactly the graphical root gr(m) of m.
Hence, the map G :m →G (m) gives a map from Mn = BTn to Gn = Rn . If we restrict the map G
to the set Bn(X) ⊂ Mn , it is clear that G and G → bG are inverse to one another. Hence, we have the
following lemma.
Lemma 8.4. The map G induces a bijection between Bn(X) and Gn.
Example 8.5. In Fig. 2, G maps each monomial to the two-colored rooted tree shown above it. This
demonstrates the bijection between B3(X) and G3 given by G .
It turns out the property described in Lemma 8.4 is a suﬃcient condition for a subset of Mn = BTn
to be a basis for L ie2(n).
Theorem 8.6. For any subset S of Mn = BTn, if the map G induces a bijection between S and Gn, then S is a
basis forL ie2(n).
Remark 8.7. For each G ∈ Gn , we let G−1(G) be the set of monomials m ∈ Mn satisfying G (m) = G .
The condition that the map G induces a bijection between S and Gn is equivalent to having that
|S ∩G−1(G)| = 1 for each G ∈ Gn .
Example 8.8. B3(X), the set of the 9 monomials shown in Fig. 2, is a basis for L ie2(3).
Let G be the second two-colored rooted tree shown in the ﬁrst row of Fig. 2. Both bG = [[x1, x3], x2]
and m = [[x1, x2], x3] are in G−1(G). Therefore, if we let S be the set obtained from B3(X) by replac-
ing bG by m, then by Theorem 8.6, S is a basis for L ie2(3) as well.
It will be shown later that Theorem 8.6 and Lemma 7.16 are corollaries of the following key result
of this section.
Proposition 8.9. For any s ∈ Mn = BTn and any G ∈ Gn = Rn, we have the following:
(i) 〈〈oG , s〉〉 = 0 unless G op G (s).
(ii) 〈〈oG , s〉〉 = ±1 if G =G (s).
Because the pairing 〈〈 , 〉〉 is deﬁned between OGn and BTn , when we show Proposition 8.9, it is
more convenient if we consider s to be an element in BTn . Therefore, for easy reference, we rewrite
Deﬁnition 8.1 in terms of BTn .
Deﬁnition 8.10. For any 2v-colored binary tree T ∈ BTn we deﬁne the two-colored graph corresponding
to T , denoted by G (T ), recursively:
(i) If T = x has only one vertex, let G (T ) := x.
(ii) If T1 and T2 are the left subtree and right subtree of T , let G (T ) := (G (T1), e,G (T2)), where e
is an edge connecting the roots of G (T1) and G (T2) with the same color as the root of T .
Remark 8.11. It is easy to verify that Deﬁnition 8.10 is equivalent to Deﬁnition 8.1 when we consider
Mn = BTn . Therefore, we still have G (T ) ∈ Gn = Rn . Also, by Lemma 8.3, we are able to use “roots of
G (T1) and G (T2)” instead of “gr(T1) and gr(T2)” in the description of the deﬁnition.
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Lemma 8.12. Let X1 ∪ X2 be a disjoint partition of X . Suppose Gi and Hi are in G|Xi | = R|Xi | with roots xi
and yi in Xi , for i = 1,2. Let e = {x1, x2} be an edge connecting the roots of G1 and G2 of color κ , where κ is
blue or red. Let G := (G1, e,G2). Then we have the following:
(i) If G1 op H1 , then G op (H1, e′,G2), where e′ = {y1, x2} is an edge connecting the roots of H1 and G2
of color κ .
(ii) If G2 op H2 , then G op (G1, e′, H2), where e′ = {x1, y2} is an edge connecting the roots of G1 and H2
of color κ .
(iii) If G1 op H1 and G2 op H2 , then G op (H1, e′, H2), where e′ = {y1, y2} is an edge connecting the
roots of H1 and H2 of color κ .
Proof. (iii) follows from (i) and (ii). Also, (i) and (ii) are symmetric. Hence, it is enough to show (i).
Because op is generated by →op and is transitive, it is suﬃcient to show (i) when we assume
G1 →op H1. Let H := (H1, e′,G2). We discuss the two possibilities for the root of G .
• If the root of G is x2, the root of G2, then the root of G1 is a 1-level vertex in G . Thus, G1 →op H1
implies that G →op H . So G op H .
• If the root of G is x1, the root of G1, then by Lemma 7.7(i), we have that x1 < x2 and e is red, or
x1 > x2 and e is blue. Let H ′ = (H1, e,G2). Note that the root of H1 is not necessarily to be x1.
If the root of H1 is x1, then H ′ ∈ Gn by Lemma 7.7(i); otherwise, we still have H ′ ∈ Gn according
to Lemma 7.7(ii). One checks that G1 →op H1 implies that G →op H ′ . However, H is operated
from H ′ with respect to x2. Therefore, G op H . 
Corollary 8.13. For any G ∈ Gn = Rn, let y be a non-root vertex of G and e = e(y). Suppose the color of e is κ ,
where κ is blue or red. Let G1 = G˜(y) and G2 = G(y) be the graphs obtained from G by removing the edge e.
Let Hi be a two-colored rooted tree on the same alphabet as Gi , for i = 1,2. Let H = (H1, e′, H2), where e′ is
an edge connecting the roots of H1 and H2 of color κ .
If G1 op H1 and G2 op H2 , then G op H.
Proof. Let H ′ = (G1, e′′,G2), where e′′ is an edge connecting the roots of G1 and G2 of color κ . H ′ is
operated from G with respect to y. Thus, G op H ′ . But by Lemma 8.12, we have that H ′ op H . Thus,
G op H . 
Proof of Proposition 8.9. If n = 1, it is trivial to check that the proposition is true. Hence, we assume
n 2.
We prove (i) ﬁrst. 〈〈oG , T 〉〉 = 0 unless βoG ,T is a color-preserving bijection. It is enough to show
that
βoG ,T : {edges of oG} → {internal vertices of T }
being a color-preserving bijection implies that G op G (T ). Recall the map βoG ,T is deﬁned in Deﬁni-
tion 5.5. In fact, the deﬁnition of this map has nothing to do with the orientation of the edges of oG .
Therefore, we can deﬁne an equivalent map in terms of G , the unoriented copy of oG :
β˜G,T : {edges of G} → {internal vertices of T }
sends an edge e = {i, j} in G to the nadir of the shortest path pT (e) between i and j on T . Our goal
becomes to show that
β˜G,T is a color-preserving bijection ⇒ G op G (T ). ()
F. Liu / Journal of Algebra 323 (2010) 132–166 157We will show () by induction on n, the size of the alphabet X . When n = 2, one checks β˜G,T is a
color-preserving bijection if and only if G = G (T ). Assuming () holds when |X | < n, we will show
() holds when |X | = n. Suppose β˜G,T is a color-preserving bijection. Let e = {x, y} be the edge of
G that is in color-preserving bijection with the root of T under β˜G,T . Without loss of generality, we
assume x is the parent of y in G . Let G1 = G˜(y) and G2 = G(y) be the two graphs obtained by
removing the edge e in G . Suppose Gi is on alphabet Xi , for i = 1,2. Let T1 and T2 be the left
subtree and the right subtree of T . Without loss of generality, we assume x is a leaf of T1 and y is
a leaf of T2, respectively. Since β˜G,T is a color-preserving bijection, we must have, for i = 1 and 2,
that the leaves of Ti are labeled by Xi , and β˜Gi ,Ti is a color-preserving bijection. The size of Xi is
smaller than n, so by the induction hypothesis, Gi op G (Ti), for i = 1,2. Applying Corollary 8.13, we
get G op G (T ).
Now we will prove (ii). Note that 〈〈oG , T 〉〉 = ±1 if and only if βoG ,T is a color-preserving bijection
if and only if β˜G,T is a color-preserving bijection. Hence, it is enough to show that
G =G (T ) ⇒ β˜G,T is a color-preserving bijection. ()
We show () by induction on n. As we stated earlier, when n = 2, we have that β˜G,T is a color-
preserving bijection if and only if G = G (T ). Assuming () holds when |X | < n, we will show ()
holds when |X | = n. We still let T1 and T2 be the left subtree and the right subtree of T . Let
G1 =G (T1) with root r1, G2 =G (T2) with root r2, and e = {r1, r2} is an edge with the same color as
the root of T . Then G = (G1, e,G2). By induction hypothesis, β˜Gi ,Ti is a color-preserving bijection, for
i = 1,2. Let e′ be an edge in G . If e′ is in Gi for i = 1 or 2, then β˜G,T sends e′ to β˜Gi ,Ti (e′); otherwise,
e′ = e = {r1, r2}, then β˜G,T sends e′ to the root of T , which has the same color as e′. Therefore, β˜G,T is
a color-preserving bijection. 
Lemma 7.16 follows from Lemma 8.4 and Proposition 8.9. Because we had assumed Lemma 7.16 in
the proof of Proposition 7.17, only now can we consider the proofs of Theorem 1.1 and Theorem 7.1,
as well as of the two corollaries stated at the end of the last section, to be truly complete.
Since we know that the rank of L ie2(n) is nn−1, for any (nn−1)-subset of monomials S of Mn , if
the matrix of the pairing 〈〈 , 〉〉 between S and On(X) is nonsingular, then we can conclude that S is
a basis for L ie2(n). Using this observation, we are able to prove Theorem 8.6.
Proof of Theorem 8.6. G induces a bijection between S and Gn , so the cardinality of S is nn−1. Also,
we can index the elements in S by Gn:
S = {sG | G ∈ Gn},
where sG is the element in S that maps to G under G , i.e., G (sG) = G .
Let  be a linear extension of op on Gn . Suppose under , the graphs in Gn are ordered by
G1 < G2 < · · · < Gnn−1 . We deﬁne the matrix of the pairing 〈〈 , 〉〉 with respect to  between S and
On(X), denoted by Mn (S), to be the nn−1×nn−1 matrix where the (i, j)-entry is given by 〈〈oGi , sG j 〉〉,
for 1 i, j  nn−1. Similarly to the proof of Proposition 7.17, we can show that Mn (S) is an upper
triangular matrix with invertible entries on the diagonal. Hence, Mn (S) is nonsingular. Therefore,
S is a basis for L ie2(n). 
9. Equivalence of Theorem 1.1 and Theorem 1.2
In this section, we will establish a connection between the bases for L ie2(n) and the bases for
P2(n) and show that Theorems 1.1 and 1.2 are equivalent to one another.
Proposition 9.1. Fix the alphabet X. Suppose for any subset Y of X , we have a basis B(Y ) for L ie2(|Y |)
on the alphabet Y . We deﬁne BComn (X) to be the set of products (under the commutative multiplication in
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a partition of X with max(X1) < · · · <max(Xk). ThenBComn (X) is a basis forP2(n).
The reason we deﬁne this set is natural: it is easy to prove by induction that each monomial in
P2(n) can be written as a linear combinations of elements of the form of m1m2 · · ·mk , where mi is
a monomial in L ie2(|Xi|) for each i, and ⋃ki=1 Xi is a partition of X with max(X1) < · · · <max(Xk).
Therefore, we have the following proposition.
Proposition 9.2.BComn (X) spansP2(n).
Therefore, BComn (X) is a basis candidate for P2(n). As usual, the proof of independence is more
complicated. Proposition 9.1 can be proved directly by more abstract methods; see Corollary 1 in [3].
To make our paper self-contained, however, we include a different proof. We put the proof of inde-
pendence in the next section, so that the uninterested reader can easily skip it.
Assuming Proposition 9.1, we can immediately construct a basis for P2(n) from Bn(X), a basis
for L ie2(n).
Corollary 9.3. Let BComn (X) be the set of products bG1 · · ·bGk , where G1, . . . ,Gk are components (or rooted
trees) in the forest of rooted trees on X withmax(G1) < · · · <max(Gk). Then BComn (X) is a basis forP2(n).
Below is another corollary to Proposition 9.1.
Corollary 9.4. Theorem 1.1 is equivalent to Theorem 1.2.
Proof. Let l(n) and p(n) be the ranks of L ie2(n) and P2(n), respectively. By convention, we set
l(0) = 0 and p(0) = 1. Deﬁne the exponential generating functions of l(n) and p(n) to be
L(x) =
∞∑
n=0
l(n)
xn
n! , P (x) =
∞∑
n=0
p(n)
xn
n! .
By Proposition 9.1, we have
p
(|X |)=∑ l(|X1|)l(|X2|) · · · l(|Xk|),
where the sum is over all partitions
⋃k
i=1 Xi of X with max(X1) < · · · < max(Xk). Then by Corol-
lary 5.1.6 of [7], we have
P (x) = eL(x).
It is well known that if two exponential generating functions L(x) and P (x) satisfy the above formula,
then l(n) = nn−1 if and only if p(n) = (n + 1)n−1. (See Section 5.3 of [7] for a proof.) 
Since we already proved Theorem 1.1, Theorem 1.2 follows from this corollary.
10. Another perfect pairing and quasi-binary trees
The basic idea of the proof of the independence of BComn (X) is the same as for the independence
of Bn(X): we use a perfect pairing. We ﬁrst need to describe P2(n) in terms of combinatorial objects.
Deﬁnition 10.1. A quasi-binary tree is a rooted tree with root r such that all leaves are odd-level
vertices, and with the following orderings and degree restrictions:
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(a) For any non-leaf odd-level vertex, it has degree two, and its children are ordered. In other words,
we distinguish its left child and right child. If we switch the order of the left child and right child
of an odd level vertex, we consider the newly obtained tree to be different from the original one.
(b) For any even-level vertex, it can have any nonzero degrees, and its children are not ordered.
Here, we use the same deﬁnition of the level of a vertex as in Deﬁnition 7.4(c): a vertex x of T is
an -level vertex if the unique path from x to r has length .
A 2v-colored quasi-binary tree is a quasi-binary tree whose odd-level vertices are colored by red or
blue. We denote by QBTn the set of all 2v-colored quasi-binary trees whose leaves are labeled by X .
Remark 10.2. We denote by MComn the set of all the monomials in P2(n). Similarly to the case
of BTn and Mn , there is a canonical bijection between QBTn and MComn : given a 2v-colored quasi-
binary tree, each leaf denotes a letter in X , and we can construct a monomial in MComn recursively
by interpreting each odd-level vertex as a bracket of the left and right subtrees, with red vertices
corresponding to [·,·] and blue vertices corresponding to 〈·,·〉, and interpreting each even-level vertex
as a commutative product of its children.
Example 10.3 (Example of the bijection between QBTn and MComn ). Fig. 9 shows the 2v-colored quasi-
binary tree corresponding to the monomial x1[x2x3x4, 〈x5, x6x7〉]. We use dotted lines to indicate
edges below even-level vertices and solid lines to indicate edges below odd-level vertices. Black ver-
tices are even-level vertices.
Since we can consider L ie2(n) to be a submodule of P2(n), BTn = Mn is a subset of MComn . Un-
der the canonical bijection between QBTn and MComn , it is easy to see that BTn = Mn is in bijection
with the set of trees T in QBTn satisfying
each even-level vertex of T has exact one child. ()
In fact, for any tree T in QBTn satisfying (), if we contract all the edges below even-level vertices,
then we obtain exactly the corresponding tree in BTn . Therefore, we use the same notation BTn to
denote the set of trees T in QBTn satisfying (), and we can consider BTn to be a subset of QBTn .
The graphs in Fig. 3 show the 2v-colored binary tree and quasi-binary tree corresponding to the
monomial 〈[x2, x3], x1〉. It is easy to see one obtains the left graph by contracting all the edges below
even-level vertices (or the dotted edges) in the right graph.
It is natural to extend the pairing we deﬁned between BTn and OGn (Deﬁnition 5.5) to a pairing
between QBTn and OGn .
Deﬁnition 10.4. Given a 2v-colored quasi-binary tree T in QBTn and an oriented two-colored graph G
in OGn , deﬁne
βG,T : {edges of G} → {internal vertices of T }
by sending an edge e : i → j in G to the nadir of the shortest path pT (e) from i to j on T . Let
τG,T = (−1)N , where N is the number of edges e in G for which pT (e) travels counterclockwise at its
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nadir. We say βG,T is color-preserving if for any edge e ∈ G , βG,T (e) is an odd-level vertex of T and
the color of βG,T (e) is the same as the color of e.
Deﬁne the pairing of G , T as
〈〈G, T 〉〉Com =
⎧⎨
⎩
τG,T , if βG,T is color-preserving, and gives a bijection between
{edges of G} and {internal odd-level vertices of T };
0, otherwise.
It is easy to check that this deﬁnition of βG,T is consistent with the one we deﬁned in Deﬁni-
tion 5.5 when T ∈ BTn . We immediately conclude the following lemma.
Lemma 10.5. For any T ∈ BTn and any G ∈ OGn, we have
〈〈G, T 〉〉Com = 〈〈G, T 〉〉.
Deﬁnition 10.6. Let ΘComn be the free R-module generated by the 2v-colored quasi-binary trees in
QBTn and recall that Γn is the free R-module generated by the oriented two-colored graphs in OGn .
Extend the pairing 〈〈 , 〉〉Com deﬁned in Deﬁnition 10.4 to one between ΘComn and Γn by linearity.
ΘComn is not isomorphic to P2(n), because we did not deﬁne relations between the elements
of QBTn . We now deﬁne a submodule of ΘComn which corresponds to the relations in P2(n). Besides
symmetry combinations, Jacobi combinations, and mixed Jacobi combinations, the extra combinations
we need to deﬁne are the ones corresponding to the derivation relations (D1) and (D2).
We will not formally deﬁne symmetry combinations, Jacobi combinations, and mixed Jacobi com-
binations for ΘComn , because they are very similar to the combinations we deﬁned for Θn . In fact, the
pictures of symmetry combinations in ΘComn look exactly the same as those in Θn . The pictures of
(mixed) Jacobi combinations look very similar. In Fig. 10, we show what a Jacobi combination corre-
sponding to the relation (J2) in P2(n) looks like. Comparing with the (J2) in Fig. 4, the only difference
is that there is an extra (dotted) edge between the two involved colored vertices.
Deﬁnition 10.7. A derivation combination in ΘComn has the form T1−T2−T3, where T1, T2, T3 ∈ QBTn
satisfy the following: there exists an even-level vertex v of T1, and another vertex w which is the
right child of a child of v , such that we can divide the subtrees under w into two groups, say B and C
such that T2 is obtained from T1 by removing all the subtrees in group C and connecting all of them
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all of them under vertex v . We say a derivation combination is of type (D1) or (D2), depending on
the color of the parent of w . In Fig. 10, we show what a derivation combination of type (D1) looks
like.
Let JComn ⊂ ΘComn be the submodule generated by symmetry combinations, Jacobi combinations,
mixed Jacobi combinations and derivation combinations.
We now can describe P2(n) in terms of ΘComn and J
Com
n .
Lemma 10.8.
P2(n) ∼= ΘComn / JComn .
Proposition 10.9. The pairing 〈〈β,α〉〉Com vanishes whenever α ∈ JComn .
We omit the proof of this Proposition, which can be shown analogously to the proof of Proposi-
tion 5.9.
We next deﬁne a space Q2(n) corresponding to P2(n), and then show that 〈〈 , 〉〉Com is a perfect
paring between P2(n) and Q2(n).
Deﬁnition 10.10. Let IComn ⊂ Γn be the submodule generated by symmetry combinations, Jacobi com-
binations and mixed Jacobi combinations (deﬁned in Deﬁnition 5.10), as well as the graphs with more
than one edge between two vertices. Let
Q2(n) := Γn/IComn .
Note that IComn is a submodule of In . The difference between them is that In contains disconnected
graphs. Hence, E il2(n) is a submodule of Q2(n).
We have the following proposition and lemma on IComn and Q2(n). We omit the proofs of them,
which are very similar to those of Proposition 5.11 and Lemma 6.4.
Proposition 10.11. The pairing 〈〈β,α〉〉Com vanishes whenever β ∈ IComn .
Lemma 10.12. For any oriented two-colored graph G, we have G = 0 in Q2(n) unless G is a forest of trees
on X.
Remark 10.13. It is not true that 〈〈β,α〉〉Com vanishes whenever β ∈ In , because when α = T ∈ QBTn \
BTn and β = G is a disconnected graph in OGn , the map βG,T could give a bijection between {edges
of G} and {internal odd-level vertices of T }. For example, if T is the tree in Fig. 9 and G is the graph
on vertex {x1, . . . , x7} with a red edge x3 → x6 and a blue edge x5 → x7, then 〈〈G, T 〉〉Com = 1.
By Propositions 10.9 and 10.11, we can pass from the pairing 〈〈 , 〉〉Com between ΘComn and Γn to
a pairing between P2(n) and Q2(n). We still use the same notation 〈〈 , 〉〉Com to denote the pairing.
Proposition 10.14. Fix the alphabet X. Suppose for any subset Y of X , we have a basisO(Y ) for E il2(|Y |) on
the alphabet Y . We deﬁneOComn (X) to be the set of elements o1o2 · · ·ok, where each oi is in the basisO(Xi)
for E il2(|Xi|) (on the alphabet Xi), and ⋃ki=1 Xi is a partition of X with max(X1) < · · · < max(Xk). Then
OComn (X) is a basis forQ2(n).
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trees on Xi . Suppose for each i, we have oi =∑ ci, jGi, j for some ci, j in R , where Gi, j ’s are trees on Xi .
In the deﬁnition of OComn (X) in the proposition, by “element o1o2 · · ·ok”, we mean the element
∑
j1,..., jk
(
k∏
i=1
ci, ji
)
× (graph with k components G1, j1 , . . . ,Gk, jk )
in Γn .
The proof of this proposition takes the remainder of this section.
Lemma 10.16. If
∑m
j=1 a jG j = 0 in E il2(n), and for each j, a j = 0 and G j is a tree on X, then
∑m
j=1 a jG j is
generated by symmetry combinations, Jacobi combinations and mixed Jacobi combinations (deﬁned in Deﬁni-
tion 5.10).
Proof.
∑m
j=1 a jG j = 0 implies that
∑m
j=1 a jG j ∈ In is generated by ﬁve possible relations: symmetry
combinations, Jacobi combinations and mixed Jacobi combinations, graphs with more than one edge
between two vertices, and disconnected graphs. Therefore, we can ﬁnd a sequence of elements in In:
m∑
j=1
a jG j =
m1∑
j=1
a1, jG1, j →
m2∑
j=1
a2, jG2, j → ·· · →
m∑
j=1
a, jG, j → 0,
such that each element in the sequence is obtained by applying one of the ﬁve relations to the
previous element and then possibly canceling out some graphs. We will prove the lemma by induction
on .
If  = 1, then ∑mj=1 a jG j is one of the ﬁve relations (up to a scalar). Since all of G1, . . . ,Gm are
trees on X , they cannot be graphs with more than one edge between two vertices or disconnected
graphs.
Assuming the proposition holds for  < 0, for some 0  2, we consider the case  = 0. Since
all of G1, . . . ,Gm are trees on X , we can only apply a symmetry combination, a Jacobi combination
or a mixed Jacobi combination on
∑m
j=1 a jG j to obtain
∑m2
j=1 a2, jG2, j . One checks, in any of these
three kinds of combinations, if one of the involved graphs is a tree, then the rest are trees as well.
Therefore, all of the G2, j ’s are trees on X . By the induction hypothesis,
∑m2
j=1 a2, jG2, j is generated
by symmetry combinations, Jacobi combinations and mixed Jacobi combinations. The desired result
follows. 
Proposition 10.17.OComn (X) spansQ2(n).
Proof. For any nonzero two-colored oriented graph G ∈Q2(n), by Lemma 10.12, G is a forest of trees
on X , that is, there exists a partition of X =⋃ki=1 Xi with max(X1) < · · · < max(Xk) such that G has
k connected components G1, . . . ,Gk , where Gi ∈ OG |Xi | is an oriented two-colored tree on Xi , for
each i.
For each i, because O(Xi) is a basis for E il2(|Xi |), we can write Gi as a linear combination of
elements in O(Xi). Hence, for some ai, j ∈ R , we have that
Gi =
∑
oi, j∈O(Xi)
ai, joi, j in E il2
(|Xi |).
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erated by symmetry combinations, Jacobi combinations and mixed Jacobi combinations (deﬁned in
Deﬁnition 5.10).
Therefore,
G −
∑
j1,..., jk
(
k∏
i=1
ai, ji
)
× (element o1, j1 , . . . ,ok, jk )
is generated by symmetry combinations, Jacobi combinations and mixed Jacobi combinations, and
thus is an element in IComn . Hence, G can be written as a linear combination of elements o1o2 · · ·ok
in Q2(n), where each oi is in the basis O(Xi). 
Now we have basis candidates for both P2(n) and Q2(n). So it is enough to show that the matrix
of the pairing 〈〈 , 〉〉Com between BCom(X) and OCom(X) is nonsingular.
Lemma 10.18. Suppose α ∈BCom(X) is the element inΘComn corresponding to a product b1b2 · · ·bk, where⋃k
i=1 Xi is a partition of X and each bi is in the basisB(Xi) forL ie2(|Xi|), and β ∈OCom(X) is an element
o1o2 · · ·ok′ , where⋃k′i=1 X ′i is a partition of X and each oi is in the basisO(X ′i).
〈〈β,α〉〉Com = 0 unless k = k′ , and⋃ki=1 Xi and⋃k′i=1 X ′i are the same partition.
Remark 10.19. For any monomials m1, . . . ,mk in MComn , suppose the 2v-colored quasi-binary tree
corresponding to mi is Ti , for each i. Then the 2v-colored quasi-binary tree corresponds to the product
m1m2 · · ·mk is the tree obtained by gluing the roots of all the Ti ’s together.
Proof. Suppose bi =∑ ci, jmi, j , where each mi, j is a monomial in L ie2(|Xi |), and oi =∑ c′i, jGi, j ,
where each Gi, j is a tree on X ′i . We denote by G j1,..., jk′ the graph with k
′ components G1, j1 , . . . ,Gk′, jk′ .
Then
〈〈G, T 〉〉Com =
〈〈 ∑
j1,..., jk′
(
k′∏
i=1
c′i, ji
)
× G j1,..., jk′ ,
∑
j′1,..., j′k
(
k∏
i=1
ci, j′i
)
× (m1, j′1 · · ·mk, j′k )
〉〉
Com
=
∑
j1,..., jk′
∑
j′1,..., j′k
(
k′∏
i=1
c′i, ji
)(
k∏
i=1
ci, j′i
)
〈〈G j1,..., jk′ , m1, j′1 · · ·mk, j′k 〉〉Com.
Note that 〈〈β,α〉〉Com = 0 implies that one of the 〈〈G j1,..., jk′ , m1, j′1 · · ·mk, j′k 〉〉Com is not zero.
Therefore, it is suﬃcient to check the case when α = T is the tree in QBTn corresponding to a
product b1b2 · · ·bk , where each bi is a monomial in L ie2(|Xi|), and β = G ∈ OGn is a graph with k′
components o1 · · ·ok′ , where each oi is a tree on X ′i .
If 〈〈G, T 〉〉Com = 0, then βG,T gives a bijection between {edges of G} and {internal odd-level vertices
of T }. Since each oi is a tree on X ′i , the number of edges in G is n − k′ . Thus, the number of internal
odd-level vertices of T is n − k′ . However, for T , we have
n− 1=
∑
v: an internal vertex of T
(−1+ # children of v).
Each internal odd-level vertex of T has exactly two children. Because each bi is a monomial in
L ie2(|Xi|), all the even-level vertices of the 2v-colored quasi-binary tree corresponding to bi has
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have
n− 1= (# internal odd-level vertices of T ) + (−1+ # children of the root of T ).
The number of children of the root of T is k. Therefore, the number of internal odd-level vertices of T
is n − k. So k = k′ .
For any x, y ∈ X , if x ∈ Xi and y ∈ X j with i = j, then e = x → y or y → x is not an edge in G ,
because otherwise the nadir of pT (e) is the root of T . Hence, e is an edge of G only when the two
ends of e are in the same set Xi , for some i. Therefore, each X ′i has to be a subset of X ji for some ji .
Given k = k′ , we must have that ⋃ki=1 Xi and ⋃k′i=1 X ′i are the same partition. 
Lemma 10.18 implies that if we choose a proper order, the matrix of the pairing 〈〈 , 〉〉Com between
BCom(X) and OCom(X) is a block diagonal matrix, where the blocks on the diagonal correspond to
all the partitions
⋃k
i=1 Xi of X with max(X1) < · · · <max(Xk).
Proposition 10.20. Suppose par := ⋃ki=1 Xi is a partition of X with max(X1) < · · · < max(Xk), let
BCompar (X) and O
Com
par (X) be the subsets of B
Com(X) and OCom(X) respectively, corresponding to this
partition. (Note that it is easy to verify that BCompar (X) and O
Com
par (X) have the same cardinality.) Then the
matrix of the pairing 〈〈 , 〉〉Com betweenBCompar (X) andOCompar (X) is nonsingular.
Before we prove Proposition 10.20, we ﬁrst review some basic results on Kronecker products of
matrices [4, Section 4.2], which we will need in the proof. Recall the Kronecker product of an n × n
matrix A = (ai, j) and an m×m matrix B is the mn×mn matrix
A ⊗ B =
⎛
⎜⎝
a1,1B · · · a1,nB
...
. . .
...
an,1B · · · an,nB
⎞
⎟⎠ .
The Kronecker product is bilinear and associative. We have the following lemma:
Lemma 10.21. (See [4, Corollary 4.2.11].) If A and B are both nonsingular, then so is A ⊗ B.
Proof of Proposition 10.20. It is enough to give certain orders on the elements of BCompar (X) and
OCompar (X), and show the matrix of the pairing 〈〈 , 〉〉Com according to the given orders is nonsingular.
For each Xi , we already know that the cardinality of both B(Xi) and O(Xi) is |Xi||Xi |−1 (The-
orem 1.1 and Corollary 7.19). For simplicity, we let ji := |Xi||Xi |−1. We ﬁx an order for elements in
B(Xi) = {bi,1 < · · · < bi, ji } and an order for the elements in O(Xi) = {oi,1 < · · · < oi, ji }. Let Mi be
the matrix of the pairing 〈〈 , 〉〉Com between B(Xi) and O(Xi) according to the ﬁxed ordering, i.e.,
the (,m)-entry of Mi is given by 〈〈oi,,bi,m〉〉Com . By Lemma 10.5, Mi is in fact the matrix of the
pairing 〈〈 , 〉〉 between B(Xi) and O(Xi). Because 〈〈 , 〉〉 is a perfect pairing between L ie2(|Xi |) and
E il2(|Xi|) (Theorem 7.1), the matrix Mi is nonsingular.
We give a lexicographic order on the elements of BCompar (X) according to the orders we ﬁxed on
B(Xi)’s: for any two distinct elements b1 · · ·bk and b′1 · · ·b′k in BCompar (X), where bi,b′i ∈B(Xi) for
each i, we say b1 · · ·bk < b′1 · · ·b′k in BCompar (X) if at the ﬁrst position, say , these two elements differ,
we have b < b′ in B(Xi). Hence, the order of the elements in BCompar (X) looks like:
b1,1 · · ·bk−1,1bk,1
< b1,1 · · ·bk−1,1bk,2 < · · · < b1,1 · · ·bk−1,1bk, jk
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...
< b1, j1 · · ·bk−1, jk−1bk,1 < b1, j1 · · ·bk−1, jk−1bk,2 < · · · < b1, j1 · · ·bk−1, jk−1bk, jk .
Similarly, we give a lexicographic order on the elements of OCompar (X) according to the orders we ﬁxed
on O(Xi)’s. Let M be the matrix of the pairing 〈〈 , 〉〉Com between BCompar (X) and OCompar (X) according
the two orders we just deﬁned. One can check that M is the Kronecker products of M1, . . . ,Mk:
M = M1 ⊗ · · · ⊗ Mk.
Since all of M1, . . . ,Mk are nonsingular, by using Lemma 10.21 k− 1 times, we conclude that M is
nonsingular. 
Propositions 9.1 and 10.14 follow from Proposition 10.20 and Lemma 10.18. We can also conclude:
Theorem 10.22. The pairing 〈〈 , 〉〉Com betweenP2(n) andQ2(n) is perfect.
11. Further discussion and questions
One notices that for all the relations (S1), (S2), (J1), (J2) and (MJ) we have in L ie2(n), the elements
in each of them has exactly the same number of [·,·]’s and 〈·,·〉’s. Therefore, it is natural to consider
the following submodules of L ie2(n):
Deﬁnition 11.1. For any i = 0,1, . . . ,n− 1, we deﬁne L ie2(n, i) to be the submodule of L ie2(n) that
is generated by all the monomials in L ie2(n) with exactly i [·,·]’s (and n − 1− i 〈·,·〉’s).
It is clear that we can write L ie2(n) as the direct sum of n submodules:
Lemma 11.2.
L ie2(n) =
n−1⊕
i=0
L ie2(n, i).
Bn(X) = {bG | G ∈ Gn = Rn} is a basis for L ie2(n), and for any G ∈ Gn , the number of [·,·]’s in bG
is equal to the number of red edges in G , or equivalently, the number of increasing edges in G when
considering G as a rooted tree. Thus, we obtain the bases for L ie2(n, i)’s.
Proposition 11.3. The set Bn,i(X) := {bG | G ∈ Gn has i red edges} = {bG | G ∈ Rn has i increasing edges} is
a basis forL ie2(n, i).
Hence, the rank ofL ie2(n, i) equals to the number of rooted trees on n vertices with i increasing edges.
Noting that L ie(n) ∼=L ie2(n,n − 1), we recover the formulas for the rank of L ie(n).
Corollary 11.4.L ie(n) is free of rank (n − 1)!.
Proof. The rank of L ie(n) equals to the rank of L ie2(n,n − 1). By Proposition 11.3, the rank is the
number of increasing trees on n vertices. (Here by increasing trees, we mean rooted trees with all
the edges being increasing edges.) However, it is well known [5, p. 82] that the number of increasing
trees on n vertices is (n − 1)!. 
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by the exponential generating function for the SL2-characters for L ie2(n) with SL2 action obtained
in [3], we get the generating function for a(n, i).
Corollary 11.5.
n−1∑
i=0
a(n, i)xi =
n−1∏
k=1
(
kx+ (n − k)). (11.1)
Hence, the number of rooted trees on n vertices with i increasing edges is given by
a(n, i) =
∑
K : a i-subset of [n− 1]
∏
k∈K
k
∏
k′∈[n−1]\K
(
n− k′). (11.2)
Proof. By formula (16) in [3], we have
n−1∑
i=0
a(n, i)qn−1−2i =
n−1∑
k=1
(
kq + (n − k)q−1).
We can obtain (11.1) by multiplying qn−1 on both sides of the above formula, setting x= q2, reindex-
ing the left side, and then applying the fact a(n, i) = a(n,n − 1− i). 
We ask the following question:
Question 11.6. Can one ﬁnd a combinatorial proof for formulas 11.1 and 11.2?
As we see, L ie(n) is a submodule of L ie2(n). Thus, we can consider L ie2(n) to be a general-
ization of L ie(n). Hence, another question which might be interesting is:
Question 11.7. Can we generalize L ie(n) further? Is it possible to deﬁne L iek(n) for any k  1 so
that it has nice rank formulas like those for L ie(n) and L ie2(n)? What are the right combinatorial
objects for L iek(n), if it can be deﬁned?
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