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ABSTRACT
Kester, Merve. Ph.D. The University of Memphis. May 2016. Approximations
by Generalized Discrete Singular Operators. Major Professor: George Anastassiou,
Ph.D.
Here, we give the approximation properties with rates of generalized discrete
versions of Picard, Gauss-Weierstrass, and Poisson-Cauchy singular operators. We
cover both the unitary and non-unitary cases of the operators above. We present
quantitatively the point-wise and uniform convergences of these operators to the
unit operator by involving the higher modulus of smoothness of a uniformly
continuous function. We also establish our results with respect to Lp norm,
1 ≤ p <∞. Additionally, we state asymptotic Voronovskaya type expansions for
these operators. Moreover, we study the fractional generalized smooth discrete
singular operators on the real line regarding their convergence to the unit operator
with fractional rates in the uniform norm. Then, we give our results for the
operators mentioned above over the real line regarding their simultaneous global
smoothness preservation property with respect to Lp norm for 1 ≤ p ≤ ∞, by
involving higher order moduli of smoothness. Here we also obtain Jackson type
inequalities of simultaneous approximation which are almost sharp, containing neat
constants, and they reflect the high order of differentiability of involved function.
Next, we cover the approximation properties of on the general complex-valued
discrete singular operators over the real line regarding their convergence to the unit
operator with rates in the Lp norm for 1 ≤ p ≤ ∞. Finally, we establish the
approximation properties of multivariate generalized discrete versions of these
operators over RN , N ≥ 1. We give pointwise, uniform, and Lp convergence of the
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In this dissertation, we study the rate of convergence of generalized discrete singular
operators to the unit operator. This is given for various cases and different
operators via inequalities and using the modulus of smoothness of the higher order
derivative of the engaged function. We cover all possible cases of convergence and
we give asymptotic expansions for the related errors of approximation. We also
study the related global smoothness of these operators.
Here, at first, we present all the necessary background to be used in the subsequent
chapters. So, we recall some general definitions and theorems needed next.
For Chapter 2, we need the following:
In [17], p.271-279, the authors studied smooth general singular integral operators
Θr,ξ(f, x) defined as follows. Let ξ > 0 and let µξ be Borel probability measures on

































The operators Θr,ξ are not necessarily positive linear operators. Indeed we have:
Let r = 2, n = 3. Then α0 =
23
8
, α1 = −2, α2 = 18 . Consider f(t) = t



























Authors assumed that Θr,ξ(f, x) ∈ R for all x ∈ R.
In [17], p.272, the rth modulus of smoothness finite given as
ωr(f
(n), h) := sup
|t|≤h
‖∆rtf (n)(x)‖∞,x <∞, h > 0, (1.4)
















k, k = 1, . . . , n ∈ N, (1.6)







(n), w)dw, n ∈ N (1.7)
with
G0(t) := ωr(f, |t|), t ∈ R. (1.8)
In [17], p.273, they proved
1.1. Theorem. The integrals ck,ξ :=
∫∞
−∞ t
kdµξ(t), k = 1, . . . , n, are assumed to be










Moreover, they showed ([17], p.274)
1.2. Corollary. Suppose ωr(f , ξ) <∞, ξ > 0 . Then it holds for n = 0 that
|Θr,ξ(f ;x)− f(x)| ≤
∫ ∞
−∞
ωr (f, |t|) dµξ (t) . (1.10)










































Additionally, they demonstrated ([17], p.279)
1.3. Theorem.Let f ∈ Cn(R), n ∈ Z+. Set ck,ξ :=
∫∞
−∞ t
kdµξ(t), k = 1, . . . , n.
Suppose also ωr(f





























When n = 0, the sum in L.H.S (1.16) collapses.
For Chapter 3, we recall:
In [17], p.290, the rth Lp modulus of smoothness finite given as
ωr(f
(n), h)p := sup
|t|≤h
‖∆rtf (n)(x)‖p,x <∞, h > 0, (1.17)










f (n)(x+ jt), (1.18)
see also [18], p.44. Here we have that ωr(f
(n), h)p <∞, h > 0.











tkdµξ(t), k = 1, . . . , n. (1.20)
They supposed that ck,ξ ∈ R, k = 1, . . . , n. Then, by using the terminology above,
they derived






In [17], p.291, they proved










































If Mξ ≤ λ, ∀ξ > 0, λ > 0, and as ξ → 0 we obtain that ‖∆(x)‖p → 0.
Moreover, they showed ([17], p.293)





































|t|n−1 dµξ(t) ≤ λ, λ > 0, (1.26)
∀ξ > 0. Hence as ξ → 0 we get ‖∆(x)‖1 → 0.
They also demonstrated the case of n = 0 ([17], p.295)





























Additionally assume that ρξ ≤ λ, λ > 0, ∀ξ > 0, then as ξ → 0 we get Θr,ξ → unit
operator I in the Lp norm, p > 1.
Finally, they gave also ([17], p.296)



























dµξ(t) ≤ λ, λ > 0, (1.31)
∀ξ > 0, we obtain as ξ → 0 that Θr,ξ → I in the L1 norm.
For Chapter 4, we remind:
In [17], p.307-310, the authors studied the smooth general singular integral






















αj = 1. Let f : R→ R be Borel measurable. For each ξ > 0, µξ is a
probability Borel measure on R.










and they assumed Θr,n,ξ(f ;x) ∈ R, ∀x ∈ R. They also stated the fact that the
operators Θr,n,ξ are not in general positive. They gave their main result as
5
1.8. Theorem. Suppose ξ−n
∫∞
−∞ |t|




kdµξ(t), k = 1, . . . , n− 1. Let f : R→ R be such that f (n) exists, n ∈ N,
and is bounded and let ξ → 0+, 0 < γ ≤ 1. Then













When n = 1 the sum collapses.
They also covered the following special cases:
1.9. Corollary. (n=1 case) Let f such that f ′exists and it is bounded. Let
ξ → 0+, 0 < γ ≤ 1. Here suppose ξ−1
∫∞
−∞ |t| dµξ(t) ≤ ρ, ∀ξ ∈ (0, 1] , ρ > 0. Then





1.10. Corollary. (n=2 case) Let f such that f ′′ exists and it is bounded. Let
ξ → 0+, 0 < γ ≤ 1. Here suppose ξ−2
∫∞
−∞ t
2dµξ(t) ≤ ρ, ∀ξ ∈ (0, 1] , ρ > 0. Then











1.11. Corollary. (n=3 case) Let f such that f (3) exists and it is bounded. Let
ξ → 0+, 0 < γ ≤ 1, with ξ−3
∫∞
−∞ |t|
3 dµξ(t) ≤ ρ, ∀ξ ∈ (0, 1] , ρ > 0. Then


















1.12. Corollary. (n=4 case) Let f such that f (4) exists and it is bounded. Let
ξ → 0+, 0 < γ ≤ 1, with ξ−4
∫∞
−∞ t
4dµξ(t) ≤ ρ, ∀ξ ∈ (0, 1] , ρ > 0. Then



























For Chapter 5, we give:
1.13. Definition. ([17], pp.317− 330) Let ν ≥ 0, n = dνe (d·e is the ceiling of the
6







(x− t)n−ν−1 f (n)(t)dt, (1.39)
∀x ≥ x0 ∈ R fixed, where Γ is the gamma function Γ (ν) =
∫∞
0
e−ttν−1dt, ν > 0.
We set D0∗x0f(x) = f(x),∀x ≥ x0.
We assume Dν∗x0f(x) = 0, for x < x0.
We also need
1.14. Definition. ([21], [22]) Let f ∈ Cm (R), γ > 0, m = dγe. The right Caputo






(ζ − x)m−γ−1 f (m)(ζ)dζ, (1.40)
∀x ≤ x0 ∈ R fixed
.
We assume Dγx0−f(x) = 0,∀x > x0.
We mention
1.15. Proposition. ([7]) Let f ∈ Cm (R), with
∥∥f (m)∥∥∞ <∞, m = dγe, γ /∈ N,
γ > 0, x, x0 ∈ R. Then Dγ∗x0f(x), D
γ
x0−f(x) are jointly continuous functions in
(x, x0) from R2 into R.
We state
1.16. Definition. ([17], p.319) Let fm (R),
∥∥f (m)∥∥∞ <∞, m = dγe, γ /∈ N, γ > 0,















(x+ jw) , (1.41)







∥∥(∆rt (Dγ∗x0f)) (x)∥∥∞,x,R . (1.42)
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(x+ jw) , (1.44)







∥∥(∆rt (Dγx0−f)) (x)∥∥∞,x,R . (1.45)







1.17. Proposition. ([7]) Let f ∈ Cm (R),
∥∥f (m)∥∥∞ <∞, m = dγe, γ /∈ N, γ > 0,
r ∈ N, x ∈ R. Then ωr (Dγ∗xf, h)[x,+∞) , ωr (D
γ
x−f, h)(−∞,x] are continuous functions
of x ∈ R, h > 0 fixed.
We recall
1.18. Remark. ([7]) Let g continuous and bounded from R to R. Then we know
that
ωr (g, t) ≤ 2r ‖g‖∞ <∞.
Assuming that (Dγ∗xf) (t) , (D
γ
x−f) (t), are both continuous and bounded in
(x, t) ∈ R2, that is
‖Dγ∗xf‖∞ ≤ K1,∀x ∈ R;
‖Dγx−f‖∞ ≤ K2, ∀x ∈ R,
where K1, K2 > 0, we get
ωr (D
γ




x−f, ξ) ≤ 2rK2, ∀ξ ≥ 0,





∗xf, ξ) , ωr (D
γ
x−f, ξ))]
≤ 2r max (K1, K2) ≤ ∞. (1.47)
So in this setting, for f ∈ Cm (R),
∥∥f (m)∥∥∞ <∞, m = dγe, γ /∈ N, γ > 0, by
Proposition 1.15, both (Dγ∗xf) (t) , (D
γ
x−f) (t) are jointly continuous in (t, x) on R2.
Assuming further that they are both bounded on R2 we get (1.47) valid. In
particular, each of ωr (D
γ
∗xf, ξ) , ωr (D
γ
x−f, ξ) is finite for any ξ ≥ 0.
We mention
1.19. Remark. ([7]) Again let f ∈ Cm (R) , m = dγe, γ /∈ N, γ > 0;
f (m) (x) = 1,∀x ∈ R; x0 ∈ R. Notice 0 < m− γ < 1. Then
Dγ∗x0f (x) =
(x− x0)m−γ
Γ (m− γ + 1)
,∀x ≥ x0.
We consider x, y ≥ x0, then∣∣Dγ∗x0f (x)−Dγ∗x0f (y)∣∣ ≤ |x− y|m−γΓ (m− γ + 1) .
So it is not strange to suppose that∣∣Dγ∗x0f (x1)−Dγ∗x0f (x2)∣∣ ≤ K |x1 − x2|µ , (1.48)
K > 0, 0 < µ ≤ 1, ∀x1, x2 ∈ R, any x0 ∈ R, here more generally
∥∥f (m)∥∥∞ <∞.
In general, one may assume
ωr (D
γ




∗xf, ξ) ≤M2ξr−1+µ2 , (1.50)
where 0 < µ1, µ2 ≤ 1, ∀ξ > 0, r ∈ N; M1,M2 > 0; any x ∈ R.
9
Setting µ = min (µ1, µ2) and M = max (M1,M2), in that case we obtain
sup
x∈R
{max (ωr (Dγx−f, ξ) , ωr (Dγ∗xf, ξ))}
≤Mξr−1+µ → 0, as ξ → 0 + . (1.51)
We require























k, k = 1, . . . ,m− 1, (1.53)
where m = dγe.
In the next, let ξ > 0, x, x0 ∈ R, f ∈ Cm (R), m = dγe, γ > 0, with
∥∥f (m)∥∥∞ <∞.
Here µξ is a probability Borel measure on R, ∀ξ > 0.











where Θr,ξ (f, x) ∈ R, ∀x ∈ R.
We observe Θr,ξ (c, x) = c, c constant.
We will apply




tkdµξ(t), k = 1, . . . ,m− 1. (1.55)
Assume also existence of
∫∞
−∞ |t|
γ+k dµξ(t), k = 0, 1, . . . , r. Then
10














































{max [ωr (Dγx−f, ξ) , ωr (Dγ∗xf, ξ)]} . (1.57)
(Above if m = 1 the sum disappears).
Next, we recall a Voronovskaya type result
1.22. Theorem.([17], p.326) Here f ∈ Cm (R), m ∈ N, m = dγe, γ > 0,∥∥f (m)∥∥∞ <∞, and ‖Dγx−f (y)‖∞ ≤M1, ‖Dγ∗xf (y)‖∞ ≤M2, where M1, M2 > 0, for
any x, y ∈ R. Assume ξ−γ
∫∞
−∞ |t|




kdµξ(t), k = 1, . . . ,m− 1. Then










0 < η < γ, as ξ → 0+.
(Above if m = 1 the sum disappears.)
For Chapter 6, we have:
In [17], the authors studied the global smoothness preservation properties and
differentiability, also approximations, of smooth general singular integral operators
Θr,ξ(f ;x), defined as follows.


































They supposed Θr,ξ(f ;x) ∈ R, ∀x ∈ R.
Let f ∈ C(R), for m ∈ N the mth modulus of smoothness for 1 ≤ p ≤ ∞, is given by













see also [18, p. 44].
Denote
ωm(f, h)∞ = ωm(f, h). (1.63)
Notice that
ωm(cf, h)p = |c|ωm(f, h)p (1.64)
where c is a real constant.
They gave the main global smoothness preservation result in [17] as follows:
1.23. Theorem. Let h > 0, f ∈ C(R).
















Next, in [17], the authors discussed about the derivatives of Θr,ξ (f ;x) and their
impact to simultaneous global smoothness preservation and convergence of these
12
operators.
In [17], they obtained also the next differentiation result
1.24. Theorem. Let f ∈ Cn−1(R), such that f (n) exists, n, r ∈ N. Furthermore
assume that for each x ∈ R the function f (i)(x+ jt) ∈ L1(R, µξ) as a function of t,
for all i = 0, 1, . . . , n− 1; j = 1, . . . , r. Suppose that there exist gi,j ≥ 0, i = 1, . . . , n;
j = 1, . . . , r, with gi,j ∈ L1(R, µξ) such that for each x ∈ R we have
|f (i)(x+ jt)| ≤ gi,j(t), (1.67)
for µξ− almost all t ∈ R, all i = 1, . . . , n; j = 1, 2, . . . , r. Then f (i)(x+ jt) defines a
µξ− integrable function with respect to t for each x ∈ R, all i = 1, . . . , n;







for all x ∈ R, all i = 1, . . . , n.
For Chapter 7, we remind:
In [17], Chapter 19, the authors studied the approximation propeties of the general
complex- valued singular integral operators Θr,ξ(f ;x) defined as follows:
They considered the complex valued Borel measurable functions f : R→ C such
that f = f1 + if2, i :=
√
−1. Here f1, f2 : R→ R are implied to be real valued Borel
measurable functions.














i−n, j = 0.
(1.69)









dµξ(t),∀ξ > 0. (1.70)
Clearly by the definition of R.H.S.(1.70) they had
Θr,ξ(f ;x) = Θr,ξ(f1;x) + iΘr,ξ(f2;x). (1.71)
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They supposed that Θr,ξ(fj;x) ∈ R, ∀x ∈ R, j = 1, 2.
In [17], Chapter 19, the authors defined the modulus of smoothness finite as follows:


























j̃ = 1, 2.
In [17], Chapter 19, The authors also defined the rth Lp-modulus of smoothness for
f1, f2 ∈ Cn(R) with f (n)1 , f
(n)









(x)‖p,x, h > 0, with j̃ = 1, 2. (1.74)
There they supposed that ωr(f
(n)
j̃






k, k = 1, . . . , n ∈ N.





are finite, k = 1, . . . , n.
They noticed the inequalities
|Θr,ξ(f ;x)− f(x)| ≤ |Θr,ξ(f1;x)− f1(x)|
+ |Θr,ξ(f2;x)− f2(x)| , (1.75)
‖Θr,ξ(f)− f‖∞ ≤‖Θr,ξ(f1)− f1‖∞
+ ‖Θr,ξ(f2)− f2‖∞ , (1.76)
and
‖Θr,ξ(f)− f‖p ≤‖Θr,ξ(f1)− f1‖p
+ ‖Θr,ξ(f2)− f2‖p , (1.77)
14
where p ≥ 1.
Furthermore, they stated that the equality
f (k)(x) = f
(k)
1 (x) + if
(k)
2 (x), (1.78)
holds for all k = 1, . . . , n.
The authors stated
1.25. Theorem. ([17], p.365) Let f : R→ C such that f = f1 + if2. Here j = 1, 2.









Suppose also that ωr(f
(n)





























When n = 0 the sum in L.H.S. (1.79) collapses.
They gave their results for the n = 0 case as follows.
1.26. Corollary. ([17], p.366) Let f : R→ C : f = f1 + if2. Here j = 1, 2. Let



















× (ωr(f1, ξ) + ωr(f2, ξ)) . (1.80)
Next they stated
1.27. Theorem. ([17], p.366) Let g ∈ Cn−1(R), such that g(n) exists, n, r ∈ N.
Furthermore assume that for each x ∈ R the function g(j̃)(x+ jt) ∈ L1(R, µξ) as a
function of t, for all j̃ = 0, 1, . . . , n− 1; j = 1, . . . , r. Suppose that there exist λ
15
j̃,j ≥ 0, j̃ = 1, . . . , n;j = 1, . . . , r, with λ j̃,j ∈ L1(R, µξ) such that for each x ∈ R we
have
|g(j̃)(x+ jt)| ≤ λj̃,j(t), (1.81)
for µξ−almost all t ∈ R, all j̃ = 1, . . . , n; j = 1, 2, . . . , r. Then g(j̃)(x+ jt) defines a
µξ−integrable function with respect to t for each x ∈ R, all j̃ = 1, . . . , n;







for all x ∈ R, all j̃ = 1, . . . , n.
They presented the following approximation result
1.28. Theorem. ([17], p.366) Let f : R→ C, such that f = f1 + if2. Here j = 1, 2.







































for all j̃ = 0, 1, . . . , ρ. When n = 0 the sum in L.H.S. (1.83) collapses.
They started to present their Lp results with the following theorem
1.29. Theorem. ([17], p.367) Let f : R→ C such that f = f1 + if2. Here j = 1, 2.
Let fj ∈ Cn (R) with f (n)j ∈ Lp (R), n ∈ N, p, q > 1 : 1p +
1
q

















































For the case of p = 1, they obtained
1.30. Theorem. ([17], p.368) Let f : R→ C such that f = f1 + if2. Here j = 1, 2.








































For n = 0, they showed
1.31. Proposition. ([17], p.368) Let f : R→ C such that f = f1 + if2, where
f1, f2 ∈ (C (R) ∩ Lp (R)); p, q > 1 : 1p +
1
q




















× (ωr(f1, ξ)p + ωr(f2, ξ)p) . (1.86)
Finally, they gave the case of n = 0, p = 1 as
1.32. Proposition. ([17], p.368) Let f : R→ C such that f = f1 + if2, where
17



















× (ωr(f1, ξ)1 + ωr(f2, ξ)1) . (1.87)
Next, the authors demonstrated their simultenous Lp approximation results. They
started with
1.33. Theorem. ([17], p.369) Let f : R→ C, such that f = f1 + if2. Here j = 1, 2.
Let fj ∈ Cn+ρ (R), n ∈ N, ρ ∈ Z+, with f (n+j̃)j ∈ Lp (R), j̃ = 0, 1, . . . , ρ. Let













|t|np−1 dµξ(t) <∞, and
ck,ξ ∈ R, k = 1, . . . , n. We consider the assumptions of Theorem 1.27 valid regarding






































for all j̃ = 0, 1, . . . , ρ.
They had





2 ∈ (C (R) ∩ Lp (R)), j̃ = 0, 1, . . . , ρ ∈ Z+; p, q > 1 : 1p +
1
q































j̃ = 0, 1, . . . , ρ.
Next they gave the related L1 result as
1.35. Theorem. ([17], p.369) Let f : R→ C, such that f = f1 + if2, and j = 1, 2.











and ck,ξ ∈ R, k = 1, . . . , n. We consider the assumptions of Theorem 1.27 valid































for all j̃ = 0, 1, . . . , ρ.
Their last simultaneous approximation result follows
































for all j = 0, 1, . . . , ρ.
Next in [17], Chapter 19, the authors defined the generalized complex fractional
19
integral operators as follows:
Let ξ > 0, x, x0 ∈ R, f : R→ C Borel measurable, such that f = f1 + if2. Suppose
f1, f2 ∈ Cm (R), with
∥∥∥f (m)1 ∥∥∥∞ <∞, ∥∥∥f (m)2 ∥∥∥∞ <∞. Let µξ probability Borel









































i−γ, j = 0.
(1.93)






k, k = 1, . . . ,m− 1, (1.94)
where m = dγe , d·e is the ceiling of a number.
They supposed here that Θr,ξ (f1, x) ,Θr,ξ (f2, x) ∈ R, ∀x ∈ R.
The authors also assumed existence of ck,ξ :=
∫∞
−∞ t




γ+k dµξ(t), k = 0, 1, . . . , r.
Finally, they gave their fractional result as






















{max [ωr (Dγx−f1, ξ) , ωr (Dγ∗xf1, ξ)]}
+ sup
x∈R




If m = 1 the sum disappears in L.H.S.(1.95).







(ζ − x)m−γ−1 f (m)j (ζ)dζ, (1.96)
∀x ≤ x0 ∈ R fixed.
They supposed Dγx0−f(x) = 0,∀x > x0.






(x− t)m−γ−1 f (m)j (t)dt, (1.97)
∀x ≥ x0 ∈ R fixed, where Γ (ν) =
∫∞
0
e−ttν−1dt, ν > 0.
They assumed Dγ∗x0fj(x) = 0, for x < x0.
For Chapter 8, we need:






























k, k = 1, 2, ...,m ∈ N. (1.99)





















In [5], the author let µξn be a probability Borel measure on RN , N ≥ 1, ξn > 0 for
n ∈ N. Then, the author defined the multiple smooth singular integral operators as








f (x1 + s1j, x2 + s2j, ..., xN + sNj) dµξn (s) ,
(1.102)
where s := (s1, ..., sN), x := (x1, ..., xN) ∈ RN ; n, r ∈ Z, m ∈ Z+, f : RN → R is a
21
Borel measurable function, and also (ξn)n∈N is a bounded sequence of positive real
numbers.
In [5], the author stated
1.38. Remark. The operators θ
[m]
r,n are not in general positive.
Furthermore, the author observed
1.39. Lemma. The operators θ
[m]
r,n preserve the constant functions in N variables.
In [5], the author needed




, the space of all bounded and continuous
functions on RN . Then, the rth multivariate modulus of smoothness of f is given by




∥∥∆ru1,u2,...,uN (f)∥∥∞ <∞, h > 0, (1.103)
where ‖·‖∞ is the sup-norm and
∆ruf (x) := ∆
r
u1,u2,...,uN









f (x1 + ju1, x2 + ju2, ..., xN + juN) . (1.104)




. Assume that all partial derivatives of f of order m








In [5], the author proved












<∞, for all αj ∈ Z+, j = 1, ..., N : |α| :=
N∑
j=1
αj = m. Let µξn be a
Borel probability measure on RN , for ξn > 0, (ξn)n∈N bounded sequence. Assume
that for all α := (α1, ..., αN), αi ∈ Z+, i = 1, ..., N , |α| :=
N∑
i=1













dµξn (s) <∞. (1.106)
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For j̃ = 1, ...,m, and α := (α1, ..., αN), αi ∈ Z+, i = 1, ..., N , |α| :=
N∑
i=1
αi = j̃, call





sαii dµξn (s1, ..., sN) . (1.107)
Then











































ii) ∥∥E[m]r,n ∥∥∞ ≤ R.H.S.(1.108). (1.109)
Given that ξn → 0, as n→∞, and uξn is uniformly bounded, then we obtain that∥∥∥E[m]r,n ∥∥∥
∞
→ 0 with rates.
iii) It holds also that














given that ‖fα‖∞ <∞, for all α : |α| = j̃, j̃ = 1, ...,m. Furthermore, as ξn → 0 when
n→∞, assuming that cα,n,̃j → 0, while uξn is uniformly bounded, we conclude that∥∥θ[m]r,n (f)− f∥∥∞ → 0 (1.111)
with rates.
In [5], for the case of m = 0, the author gave




(the space of all bounded and continuous
23



















dµξn (s) <∞. (1.113)
As n→∞ and ξn → 0, given that Φξn are uniformly bounded, we obtain that∥∥θ[0]r,nf − f∥∥∞ → 0 (1.114)
with rates.
Finally, for Chapter 9, we recall:
































k, k = 1, 2, ...,m ∈ N. (1.117)
Moreover, the author stated
∆ruf (x) := ∆
r
u1,u2,...,uN







 f (x1 + ju1, x2 + ju2, ..., xN + juN) , (1.118)
and the modulus of smoothness of order r as
ωr (f ;h)p := sup
‖u‖2≤h
‖∆ru (f)‖p , (1.119)
where p ≥ 1 and h > 0.
Then, in [8], the author introduced the multiple smooth singular integral operators
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as









f (x1 + s1j, x2 + s2j, ..., xN + sNj) dµξn (s) , (1.120)
where µξn be a probability Borel measure on RN , N ≥ 1, ξn > 0, n ∈ N,
s := (s1, ..., sN), x := (x1, ..., xN) ∈ RN ; r ∈ N, m ∈ Z+, f : RN → R is a Borel
measurable function, and also (ξn)n∈N is a bounded sequence of positive real
numbers.








, |α| = m ∈ Z+, p ≥ 1; where











j̃ = 1, ...,m, the author gave the following results:








, |α| = m,




= 1. Here µξn is a Borel probability measure on RN for
ξn > 0, (ξn)n∈N bounded sequence. Assume for all α := (α1, ..., αN) , αi ∈ Z+,
i = 1, ..., N , |α| :=
N∑
i=1











dµξn (s) <∞. (1.121)
For j̃ = 1, ...,m, and α := (α1, ..., αN), αi ∈ Z+, i = 1, ..., N , |α| :=
N∑
i=1
























































ωr (fα, ξn)p . (1.123)
As n→∞ and ξn → 0, by (1.123), we obtain that
∥∥∥E[m]r,n ∥∥∥
p
→ 0 with rates.
One also gets by (1.123) that














given that ‖fα‖p <∞, |α| = j̃, j̃ = 1, ...,m.
Assuming that cα,n,̃j → 0, ξn → 0, as n→∞, we get
∥∥∥θ[m]r,n (f)− f∥∥∥
p
→ 0, that is
θ
[m]
r,n → I the unit operator, in Lp norm, with rates.
For the case of m = 0 and p > 1, the author gave






















dµξn (s) <∞. (1.125)












ωr (f, ξn)p . (1.126)
As ξn → 0, when n→∞, we obtain
∥∥∥θ[0]r,n (f)− f∥∥∥
p
→ 0, i.e. θ[0]r,n → I, the unit
operator, in Lp norm.
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Next, the case of m = 0 and p = 1 followed as










, N ≥ 1. Assume µξn probability







dµξn (s) <∞. (1.127)











ωr (f, ξn)1 . (1.128)
As ξn → 0, we get θ[0]r,n → I in L1 norm. Finally, the case of m ∈ N and p = 1
covered as








, |α| = m,
x ∈ RN . Here µξn is a Borel probability measure on RN for ξn > 0, (ξn)n∈N is a















dµξn (s) <∞. (1.129)
For j̃ = 1, ...,m, and α := (α1, ..., αN), αi ∈ Z+, i = 1, ..., N, |α| :=
N∑
i=1













































dµξn (s) . (1.131)
As ξn → 0, we get
∥∥∥E[m]r,n ∥∥∥
1
→ 0 with rates.
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From (1.131) we get














given that ‖fα‖1 <∞, |α| = j̃, j̃ = 1, ...,m.
As n→∞, assuming ξn → 0 and cα,n,̃j → 0, we get
∥∥∥θ[m]r,n f − f∥∥∥
1
→ 0, that is
θ
[m]
r,n → I in L1 norm, with rates.
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CHAPTER 2
QUANTITATIVE UNIFORM APPROXIMATION BY GENERALIZED
DISCRETE SINGULAR OPERATORS
In this chapter, we study the approximation properties with rates of generalized
discrete versions of Picard, Gauss-Weierstrass, and Poisson-Cauchy singular
operators. We treat both the unitary and non-unitary cases of the operators above.
We establish quantitatively the point-wise and uniform convergences of these
operators to the unit operator by involving the uniform higher modulus of
smoothness of a uniformly continuous function.
2.1 Introduction
This chapter is motivated mainly by [20], where J. Favard in 1944, for n ∈ N,


















which has the property that (Fnf) (x) converges to f(x) pointwise for each x ∈ R,
and uniformly on any compact subinterval of R for each continuous function f
(f ∈ C(R)) that fulfills |f(t)| ≤ AeBt2 , t ∈ R, where A, B are positive constants.












We are also motivated by [6], [3], and [17] where the authors studied extensively the
approximation properties of particular generalized singular integral operators such
as Picard, Gauss-Weierstrass, and Poisson-Cauchy as well as the general cases of
singular integral operators.These operators are not necessarily positive linear
operators.
In this chapter, we define the discrete versions of the operators mentioned above
and we study quantitatively their uniform approximation properties regarding




In this section we study important special cases of Θr,ξ operators for discrete
probability measures µξ.












we define the generalized discrete Picard operators as
P ∗r,n,ξ (f ;x) := P
∗




























we define the generalized discrete Gauss-Weierstrass operators as
W ∗r,n,ξ (f ;x) := W
∗



























we define the generalized discrete Poisson-Cauchy operators as
Q∗r,n,ξ (f ;x) := Q
∗














Observe that for c constant we have
P ∗r,ξ (c;x) = W
∗
r,ξ (c;x) = Q
∗
r,ξ (c;x) = c. (2.2.7)
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We assume that the operators P ∗r,ξ (f ;x), W
∗
r,ξ (f ;x), and Q
∗
r,ξ (f ;x) ∈ R, for x ∈ R.
This is the case when ‖f‖∞,R <∞.
iv) Let f ∈ Cu(R) (uniformly continuous functions) or f ∈ Cb(R) (continuous and
bounded functions). When








we define the generalized discrete non-unitary Picard operators as







































which is the probability measure (2.2.1) defining the operators P ∗r,ξ.
v) Let f ∈ Cu(R) or f ∈ Cb(R). When




















dt, erf(∞) = 1, we define the generalized discrete
non-unitary Gauss-Weierstrass operators as




















































which is the probability measure (2.2.2) defining the operators W ∗r,ξ.
Clearly, here Pr,ξ (f ;x), Wr,ξ (f ;x) ∈ R, for x ∈ R.
We present our first result.
















≤ K1 <∞ (2.2.16)
for all ξ ∈ (0, 1].










































































Since we have ν
ξ






















































Now, we define the function f(ν) = νne
−ν










. Thus, f(ν) is positive, continuous, and decreasing for






































2 dν + (2n+ 1)ne−
(2n+1)
2






















2 dν = n!2n+1. (2.2.25)
Thus, by (2.2.22) , (2.2.23), and (2.2.25), we get
R1 ≤22r+1r!
(






for all ξ ∈ (0, 1]. Let K1 := 22r+1r!
(






(2.2.17) and (2.2.26), the proof is done.












, k = 1, ..., n, (2.2.27)




















where Gn(t) is defined as in (1.7). Clearly the operators P
∗
r,ξ are not necessarily
positive operators.













ξ , k is even
. (2.2.29)


















































for all ξ ∈ (0, 1]. Therefore, by Theorem 1.1, we derive (2.2.28).
For n = 0, we have the following result
2.2.3. Corollary. Let f ∈ Cu(R).Then


















































2.2.5. Remark. By (1.12)and (1.13), we obtain
K∗1 :=



















































































by Proposition 2.2.1, for f ∈ Cu(R), we get K∗2 → 0 as ξ → 0+.
Based on Remark 2.2.5, we have






























Proof. By Proposition 2.2.1 and Remark 2.2.5.
Next, we present our results for generalized discrete Gauss-Weierstrass operators.
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≤ K2 <∞ (2.2.37)
for all ξ ∈ (0, 1].


















































































= R1 <∞ (2.2.40)
for all ξ ∈ (0, 1].
37












, k = 1, ..., n, (2.2.41)




















Clearly the operators W ∗r,ξ are not necessarily positive operators.













ξ , k is even
. (2.2.43)

















































for all ξ ∈ (0, 1] . Therefore, by Theorem 1.2, we derive (2.2.42).
For n = 0, we have the following result.
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2.2.9. Corollary. Suppose f ∈ Cu(R). Then












Proof. By Corollary 1.2.



































2.2.11. Remark. By (1.12) and (1.13),we obtain
M∗1 :=




















































































by Proposition 2.2.7, for f ∈ Cu(R), we get M∗2 → 0 as ξ → 0+.
By previous Remark 2.2.11, we have






























Proof. By Proposition 2.2.7 and Remark 2.2.11.
Now, we present our results for generalized discrete Poisson-Cauchy operators.
2.2.13. Proposition. Let n ∈ N, β > n+r+1
2α














≤ K3 <∞ (2.2.51)





























































We notice that (
ν2α + ξ2α
)−β ≤ ν−2αβ. (2.2.55)










































for all ξ ∈ (0, 1].









, k = 1, ..., n, (2.2.57)
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are finite where β > n+r+1
2α


















Clearly the operators Q∗r,ξ are not necessarily positive operators.













νk (ν2α + ξ2α)
−β
, k is even
. (2.2.59)
















































for all ξ ∈ (0, 1] . Therefore, by Theorem 1.1, we derive (2.2.58).
For n = 0, we have following result.
2.2.15. Corollary. Suppose f ∈ Cu(R). Then
∣∣Q∗r,ξ (f ;x)− f(x)∣∣ ≤
∞∑
ν=−∞





Proof. By Corollary 1.2.
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∥∥Q∗r,ξ (f)− f∥∥∞ ≤
∞∑
ν=−∞





2.2.17. Remark. By (1.12) and (1.13),we obtain
F ∗1 :=







































































by Proposition 2.2.13, for f ∈ Cu(R), we get F ∗2 → 0 as ξ → 0+.
As a conclusion, we state
43
2.2.18. Theorem. Let f ∈ Cn(R) with f (n) ∈ Cu(R), n ∈ N, and β > n+r+12α .



























Proof. By Proposition 2.2.13 and Remark 2.2.17.
2.2.19. Remark. Let µ be a positive finite Borel measure on R with mass m, i.e.











































































∣∣∣∣∣∣+ |f(x)| |m− 1| , (2.2.69)
where now µ
m
is a probability measure on R.
44
We prove that mξ,P → 1 and mξ,W → 1 as ξ → 0+. We observe that the function
g(ν) = e−
v










































ξ dν = ξe−
1













We have 1 + 2ξe−
1




















→ 1 as ξ → 0+. (2.2.74)
Now, define the function h(ν) = e−
ν2
ξ for ν ≥ 1. Observe that h(ν) is positive,




























































































































)) → 1 as ξ → 0+. (2.2.80)
We define the following error quantities:






































Furthermore, we define the errors (n ∈ N):
En,P (f, x)







































Next, working as in inequality (2.2.69) to the errors E0,P , E0,W , En,P , and En,W , we
obtain
|E0,P (f, x)| ≤ mξ,P
∣∣P ∗r,ξ(f ;x)− f(x)∣∣+ |f(x)| |mξ,P − 1| (2.2.85)
and
|E0,W (f, x)| ≤ mξ,W
∣∣W ∗r,ξ(f ;x)− f(x)∣∣+ |f(x)| |mξ,W − 1| . (2.2.86)
Furthermore, we obtain (n ∈ N):
|En,P (f, x)|
≤ mξ,P




















∣∣∣∣∣+ |f(x)| |mξ,W − 1| . (2.2.88)
Based on Remark 2.2.19, we derive
2.2.20. Theorem. It holds










+ |f(x)| |mξ,P − 1| . (2.2.89)
Clearly, the operators Pr,ξ(f ;x) are not necessarily positive operators.
Proof. By (2.2.28) and (2.2.87).
For n = 0,we have the following result
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2.2.21. Corollary. Let f ∈ Cu(R). Then










+ |f(x)| |mξ,P − 1| . (2.2.90)
Proof. By (2.2.31) and (2.2.85).
We have also the following result




















+ ‖f‖∞ |mξ,P − 1| . (2.2.91)
Proof. By (2.2.36) and (2.2.87).
Next, we present our results for E0,W (f, x) and En,W (f, x).
2.2.23. Theorem. It holds

















+ |f(x)| |mξ,W − 1| . (2.2.92)
Clearly, the operators Wr,ξ(f ;x) are not necessarily positive operators.
Proof. By (2.2.42) and (2.2.88).
For n = 0, we have following result
2.2.24. Corollary. Let f ∈ Cu(R). Then
















+ |f(x)| |mξ,W − 1| . (2.2.93)
Proof. By (2.2.45) and (2.2.86).
We have also the following result
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+ ‖f‖∞ |mξ,W − 1| . (2.2.94)
Proof. By (2.2.50) and (2.2.88).
2.2.26. Conclusion. All of our results presented above imply the higher order of









LP APPROXIMATION WITH RATES BY GENERALIZED
DISCRETE SINGULAR OPERATORS
In this chapter, we give the approximation properties with rates of generalized
discrete versions of Picard, Gauss-Weierstrass, and Poisson-Cauchy singular
operators. We treat both the unitary and non-unitary cases of the operators above.
We derive quantitatively Lp convergence of these operators to the unit operator by
involving the Lp higher modulus of smoothness of an Lp(R) function.
3.1 Introduction
This chapter is motivated mainly by [17], Chapter 15, and [20]. We are also
motivated by [6] and [3] where the authors studied extensively the approximation
properties of particular generalized singular integral operators such as Picard,
Gauss-Weierstrass, and Poisson-Cauchy as well as the general cases of singular
integral operators.These operators are not necessarily positive linear operators.
Here we study quantitatively Lp approximation properties of Picard,
Gauss-Weierstrass, and Poisson-Cauchy generalized singular discrete operators
defined as in (2.2.2) -(2.2.15) regarding convergence to the unit. We examine
thoroughly the unitary and non-unitary cases and their interconnections.
3.2 Main Results
Let here f ∈ Cn(R), f (n) ∈ Lp(R) where 1 ≤ p <∞, n ∈ Z+, 0 < ξ ≤ 1, x ∈ R.
First, we present our results for generalized discrete Picard operators.
3.2.1. Proposition. Let 0 < ξ ≤ 1, 1 ≤ p <∞, n ∈ N such that np 6= 1. Then,


















≤ K1 <∞ (3.2.1)
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for all ξ ∈ (0, 1].








































































Since we have ν
ξ








































≤ 2drpe+1 (drpe+ 1)!. (3.2.6)
Hence, by (3.2.3) , (3.2.4) , and (3.2.6), we have
51












Now, we define the function f(ν) = νnp−1e
−ν










. Thus, f(ν) is positive, continuous, and decreasing
for ν > 2 (np− 1). Let A := d2 (np− 1)e . Hence, by shifted triple inequality similar






































2 dν + (A+ 1)np−1e−
A+1
2





















2 dν = (dnp− 1e)!2dnp−1e+1. (3.2.10)
Thus, by (3.2.7) , (3.2.8), and (3.2.10), we get
R1 ≤ 22drpe+3 (drpe+ 1)!
×
[
λn + (A+ 1)
np−1e−
A+1
2 + (dnp− 1e)!2dnp−1e+1
]
:= K1 <∞ (3.2.11)
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for all ξ ∈ (0, 1]. Then, by (3.2.2) and (3.2.11), the proof is done.
We have the following quantitative result.




= 1, n ∈ N, and the rest as above in
























where c∗k,ξ is defined as in Theorem 2.2.2. Additionally, as ξ → 0+ we obtain that
R.H.S. of (3.2.12) goes to zero.
Proof. By Theorem 1.4 and Proposition 3.2.1.
We present the related result for the case of p = 1.











(n− 1)! (r + 1)
M∗1,ξξωr(f
(n), ξ)1 (3.2.13)
holds. Hence, as ξ → 0+, we obtain that R.H.S. of (3.2.13) goes to zero.
Proof. By Theorem 1.5 and Proposition 3.2.1
Next, we demonstrate the following result.

















≤ K2 <∞ (3.2.14)
for all ξ ∈ (0, 1].
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Therefore, by Proposition 3.2.1, we get the desired result.
We give the special case of n = 0.




= 1 and the rest as above in this
section. Then ∥∥P ∗r,ξ (f)− f∥∥p ≤ (M̄∗p,ξ)1/p ωr(f, ξ)p (3.2.16)
holds. Hence, as ξ → 0+, we obtain that P ∗r,ξ → unit operator I in the Lp norm for
p > 1.
Proof. By Proposition 1.6 and Proposition 3.2.4.
Next result is for the special case of n = 0 and p = 1.
3.2.6. Proposition. The inequality∥∥P ∗r,ξ (f)− f∥∥1 ≤ M̄∗1,ξωr(f, ξ)1 (3.2.17)
holds. Furthermore, we get P ∗r,ξ → I in the L1 norm as ξ → 0+.
Proof. By Proposition 1.7 and Proposition 3.2.4.
Next, we present our results for generalized discrete Gauss-Weierstrass operators.
3.2.7. Proposition. Let 0 < ξ ≤ 1, 1 ≤ p <∞ , n ∈ Nsuch that np 6= 1. Then,


















≤ K3 <∞ (3.2.18)
for all ξ ∈ (0, 1].
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Hence, by Proposition 3.2.1, we get the desired result.
We have the following quantitative result.




= 1, n ∈ N, and the rest as above in
























where p∗k,ξ is defined as in Theorem 2.2.8. Additionally, as ξ → 0+ we obtain that
R.H.S. of (3.2.21) goes to zero.
Proof. By Theorem 1.4 and Proposition 3.2.7.
We have the following result for the special case of p = 1.
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(n− 1)! (r + 1)
N∗1,ξξωr(f
(n), ξ)1 (3.2.22)
holds. Hence, as ξ → 0+, we obtain that R.H.S. of (3.2.22) goes to zero.
Proof. By Theorem 1.5 and Proposition 3.2.7.
Next, we demonstrate

















≤ K4 <∞ (3.2.23)
for all ξ ∈ (0, 1].























≤ R1 <∞ (3.2.24)
for all ξ ∈ (0, 1].
We give the next result for the special case of n = 0.




= 1 and the rest as above in this
section. Then ∥∥W ∗r,ξ (f)− f∥∥p ≤ (N̄∗p,ξ)1/p ωr(f, ξ)p (3.2.25)
holds. Hence, as ξ → 0+, we obtain that W ∗r,ξ → unit operator I in the Lp norm for
p > 1.
Proof. By Proposition 1.6 and Proposition 3.2.10.
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Next result is for the special case of n = 0 and p = 1.
3.2.12. Proposition. The inequality∥∥W ∗r,ξ (f)− f∥∥1 ≤ N̄∗1,ξωr(f, ξ)1 (3.2.26)
holds. Furthermore, we get W ∗r,ξ → I in the L1 norm as ξ → 0+.
Proof. By Proposition 1.7 and Proposition 3.2.10.
Next, we give our results for generalized discrete Poisson-Cauchy operators.
3.2.13. Proposition. Let 0 < ξ ≤ 1, 1 ≤ p <∞, n ∈ N such that np 6= 1, and
β > p(r+n)+1
2α














≤ K5 <∞ (3.2.27)
for all ξ ∈ (0, 1].



























































































for all ξ ∈ (0, 1] since 2αβ − p (r + n) > 1.
We have the following quantitative result




= 1, n ∈ N, β > p(r+n)+1
2α
,and the























where q∗k,ξ is defined as in Theorem 2.2.14. Additionally, as ξ → 0+, we obtain that
R.H.S. of (3.2.33) goes to zero.
Proof. By Theorem 1.4 and Proposition 3.2.13.
We have the following result for the special case of p = 1.
3.2.15. Theorem. Let f ∈ Cn(R), f (n) ∈ L1(R), β > r+n+12α , and n ∈ N− {1}.
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(n− 1)! (r + 1)
S∗1,ξξωr(f
(n), ξ)1 (3.2.34)
holds. Hence, as ξ → 0+, we obtain that R.H.S. of (3.2.34) goes to zero.
Proof. By Theorem 1.5 and Proposition 3.2.13.
Next, we demonstrate
3.2.16. Proposition. Let 0 < ξ ≤ 1, β > p(r+2)+1
2α
, and 1 ≤ p <∞. Then there













≤ K6 <∞ (3.2.35)
for all ξ ∈ (0, 1].

























≤ R2 <∞, (3.2.36)
for all n ≥ 2. Therefore, by Proposition 3.2.13, we get the desired result.
We give the next result for the special case of n = 0.




= 1, β > p(r+2)+1
2α
, and the rest
as above in this section. Then∥∥Q∗r,ξ (f)− f∥∥p ≤ (S̄∗p,ξ)1/p ωr(f, ξ)p (3.2.37)
holds. Hence, as ξ → 0+, we obtain that Q∗r,ξ → unit operator I in the Lp norm for
p > 1.
Proof. By Proposition 1.6 and Proposition 3.2.16.
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Next result is for the special case of n = 0 and p = 1.
3.2.18. Proposition. Let β > r+3
2α
and the rest as above in this section. The
inequality ∥∥Q∗r,ξ (f)− f∥∥1 ≤ S̄∗1,ξωr(f, ξ)1 (3.2.38)
holds. Furthermore, we get Q∗r,ξ → I in the L1 norm as ξ → 0+.
Proof. By Proposition 1.7 and Proposition 3.2.16.
Next, we give our results for the error quantities E0,P (f, x), E0,W (f, x) and the
errors En,P (f, x), En,W (f, x) defined as in (2.2.81) -(2.2.84).




= 1, n ∈ N such that np 6= 1,









































+ ‖f‖p |mξ,P − 1| (3.2.39)
holds. Additionally, as ξ → 0+, we obtain that R.H.S. of (3.2.39) goes to zero.
Proof. By (2.2.74), (2.2.87), (3.2.2) , (3.2.11), and Theorem 3.2.2.
For the special case of p = 1, we have the following result
























+ ‖f‖1 |mξ,P − 1| (3.2.40)
holds. Additionally, as ξ → 0+, we obtain that R.H.S. of (3.2.40) goes to zero.
Proof. By (2.2.74), (2.2.87), (3.2.2) , (3.2.11) , and Theorem 3.2.3.
For the special case of n = 0, we have the following result




= 1, f ∈ Lp(R), and the rest as
above in this section. Then


























+ ‖f‖p |mξ,P − 1| (3.2.41)
holds. Hence, as ξ → 0+, we obtain that R.H.S. of (3.2.41) goes to zero.
Proof. By (2.2.74), (2.2.85), (3.2.15), and Proposition 3.2.5.
Next, we demonstrate the special case of n = 0 and p = 1
















+ ‖f‖1 |mξ,P − 1| (3.2.42)
holds. Hence, as ξ → 0+, we obtain that R.H.S. of (3.2.41) goes to zero.
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Proof. By (2.2.74), (2.2.85), (3.2.15), and Proposition 3.2.6.
Next, we have the following quantitative result for En,W (f, x)




= 1, n ∈ N such that np 6= 1,















































+ ‖f‖p |mξ,W − 1| (3.2.43)
holds. Additionally, as ξ → 0+, we obtain that R.H.S. of (3.2.43) goes to zero.
Proof. By (2.2.80), (2.2.88), (3.2.20), and Theorem 3.2.8.
For the special case of p = 1, we have the following result





























+ ‖f‖1 |mξ,W − 1| (3.2.44)
holds. Additionally, as ξ → 0+, we obtain that R.H.S. of (3.2.44) goes to zero.
Proof. By (2.2.80), (2.2.88), (3.2.20), and Theorem 3.2.9.
For the special case of n = 0, we have the following result
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= 1, f ∈ Lp(R), and the rest as
above in this section. Then

































+ ‖f‖p |mξ,W − 1| (3.2.45)
holds. Hence, as ξ → 0+, we obtain that R.H.S. of (3.2.45) goes to zero.
Proof. By (2.2.80), (2.2.86), (3.2.24), and Proposition 3.2.11.
Next, we demonstrate the special case of n = 0 and p = 1.






















+ ‖f‖1 |mξ,W − 1| (3.2.46)
holds. Hence, as ξ → 0+, we obtain that R.H.S. of (3.2.46) goes to zero.
Proof. By (2.2.80), (2.2.86), (3.2.24), and Proposition 3.2.12.
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CHAPTER 4
VORONOVSKAYA TYPE ASYMPTOTIC EXPANSIONS FOR
GENERALIZED DISCRETE SINGULAR OPERATORS
In this chapter, we give asymptotic expansions for the generalized discrete versions
of unitary Picard, Gauss-Weierstrass, and Poisson-Cauchy singular operators
defined as in (2.2.1) -(2.2.6). These are of Voronovskaya type expansions and they
are connected to the approximation properties of these operators.
4.1 Main Results
First, we present our results for the generalized discrete Picard operators.












< K1 <∞ (4.1.1)

























































































































































Define the function g(ν) = e−
ν





























:= K1 <∞ (4.1.10)
for all ξ ∈ (0, 1].
Now, we present our main result for P ∗r,n,ξ.
4.1.2. Theorem. Let f : R→ R be such that f (n) exists, n ∈ N, and is bounded.
Let ξ → 0+ and 0 < γ ≤ 1. Then













When n = 1, the sum on R.H.S. collapses.
Proof. Theorem 1.8, Theorem 2.2.2, and Proposition 4.1.2.
For n = 1, we have
4.1.3. Corollary. Let f : R→ R be such that f ′ exists, and is bounded. Let
ξ → 0+ and 0 < γ ≤ 1. Then
P ∗r,1,ξ(f ;x)− f(x) = o(ξ1−γ). (4.1.12)
Proof. By Theorem 4.1.2.
For n = 2, we get
4.1.4. Corollary. Let f : R→ R be such that f ′′ exists, and is bounded. Let
ξ → 0+ and 0 < γ ≤ 1. Then








Proof. By Theorem 4.1.2.
For n = 3, we obtain
4.1.5. Corollary. Let f : R→ R be such that f ′′′ exists, and is bounded. Let
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ξ → 0+ and 0 < γ ≤ 1. Then


















Proof. By Theorem 4.1.2.
For n = 4, we derive
4.1.6. Corollary. Let f : R→ R be such that f (4) exists, and is bounded. Let
ξ → 0+ and 0 < γ ≤ 1. Then



























Proof. By Theorem 4.1.2.
Next, we present our results for the generalized discrete Gauss-Weierstrass
operators.












< K2 <∞ (4.1.16)
for all ξ ∈ (0, 1].
Proof. Since
|ν| ≤ ν2






















































































Hence, by (4.1.10), we obtain the desired result.
Now, we present our main result for W ∗r,n,ξ.
4.1.8. Theorem. Let f : R→ R be such that f (n) exists, n ∈ N, and is bounded.
Let ξ → 0+ and 0 < γ ≤ 1. Then













When n = 1, the sum on R.H.S. collapses.
Proof. By Theorem 1.8, Theorem 2.2.8, and Proposition 4.1.7.
For n = 1, we have
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4.1.9. Corollary. Let f : R→ R be such that f ′ exists, and is bounded. Let
ξ → 0+ and 0 < γ ≤ 1. Then
W ∗r,1,ξ(f ;x)− f(x) = o(ξ1−γ). (4.1.22)
Proof. By Theorem 4.1.8.
For n = 2, we get
4.1.10. Corollary. Let f : R→ R be such that f ′′ exists, and is bounded. Let
ξ → 0+ and 0 < γ ≤ 1. Then








Proof. By Theorem 4.1.8.
For n = 3, we obtain
4.1.11. Corollary. Let f : R→ R be such that f ′′′ exists, and is bounded. Let
ξ → 0+ and 0 < γ ≤ 1.Then


















Proof. By Theorem 4.1.8.
For n = 4, we derive
4.1.12. Corollary. Let f : R→ R be such that f (4) exists, and is bounded. Let
ξ → 0+ and 0 < γ ≤ 1. Then



























Proof. By Theorem 4.1.8.
Finally, we present our results for the generalized discrete Poisson-Cauchy operators.
4.1.13. Proposition. Let α, n ∈ N and β > n+1
2α










< K3 <∞ (4.1.26)
for all ξ ∈ (0, 1].


























































for all ξ ∈ (0, 1] since 2αβ − n > 1.
Now, we present our main result for Q∗r,n,ξ.
4.1.14. Theorem. Let f : R→ R be such that f (n) exists, n ∈ N, and is bounded.
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Let ξ → 0+, 0 < γ ≤ 1, and β > n+r+1
2α
. Then













When n = 1, the sum on R.H.S. collapses.
Proof. By Theorem 1.8, Theorem 2.2.14, and Proposition 4.1.13.
For n = 1, we have
4.1.15. Corollary. Let f : R→ R be such that f ′ exists, and is bounded. Let
β > r+2
2α
, ξ → 0+, and 0 < γ ≤ 1. Then
Q∗r,1,ξ(f ;x)− f(x) = o(ξ1−γ). (4.1.31)
Proof. By Theorem 4.1.14.
For n = 2, we get
4.1.16. Corollary. Let f : R→ R be such that f ′′ exists, and is bounded. Let
β > r+3
2α
, ξ → 0+, and 0 < γ ≤ 1. Then








Proof. By Theorem 4.1.14.
For n = 3, we obtain
4.1.17. Corollary. Let f : R→ R be such that f ′′′ exists, and is bounded. Let
β > r+4
2α
, ξ → 0+, and 0 < γ ≤ 1. Then


















Proof. By Theorem 4.1.14.
For n = 4, we derive




, ξ → 0+, and 0 < γ ≤ 1. Then



























Proof. By Theorem 4.1.14.
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CHAPTER 5
QUANTITATIVE APPROXIMATION BY FRACTIONAL
GENERALIZED DISCRETE SINGULAR OPERATORS
In this chapter, we study the fractional generalized smooth discrete singular
operators on the real line, the univariate and non-univariate cases, regarding their
convergence to the unit operator with fractional rates in the uniform norm. The
related established inequalities involve the higher order moduli of smoothness of
associated right and left Caputo fractional derivatives of engaged function.
Furthermore we produce fractional Voronovskaya type results giving the fractional
asymptotic expansion of the basic error of our approximation. We also give
applications of our operators which are not in general positive.
5.1 Main Results
In this article, we study the approximation properties of important special cases of
Θr,ξ operators defined as in (1.54) for discrete probability measures µξ. Let












we define the fractional generalized discrete Picard operators as





























we define the fractional generalized discrete Gauss-Weierstrass operators as



























we define the fractional generalized discrete Poisson-Cauchy operators as














Observe that for c constant we have
P ∗r,ξ (c;x) = W
∗
r,ξ (c;x) = Q
∗
r,ξ (c;x) = c. (5.1.7)
We assume that the operators P ∗r,ξ (f ;x), W
∗
r,ξ (f ;x), and Q
∗
r,ξ (f ;x) ∈ R, for x ∈ R.
This is the case when ‖f‖∞ <∞.
iv) When








we define the fractional generalized discrete non-unitary Picard operators as








































which is the probability measure (5.1.1) defining the operators P ∗r,ξ.
v) When




















dt, erf(∞) = 1, we define the fractional generalized discrete
non-unitary Gauss-Weierstrass operators as



















































which is the probability measure (5.1.3) defining the operators W ∗r,ξ.
Clearly, here Pr,ξ (f ;x), Wr,ξ (f ;x) ∈ R, for x ∈ R.
Firstly, we give our results for fractional generalized discrete Picard operators. We
start with the following
5.1.1. Propostion. Let r ∈ N, γ > 0, and k = 0, 1, ..., r. Then there exists a












≤ K1 <∞, (5.1.16)


































































νm+ke−ν := R1, (5.1.19)













2m+k(m+ k)! ≥ νm+ke−
ν
2 . (5.1.21)


















Now, define the function g(ν) = e−
ν



























Thus, by (5.1.22) and (5.1.23), we have
R1 ≤ 3e−
1
2 2m+r+1 (m+ r)!
:= K1 <∞, (5.1.24)
for all ξ ∈ (0, 1].
Next, we state
5.1.2. Theorem. Let f ∈ Cm (R), m = dγe, γ > 0, with
∥∥f (m)∥∥∞ <∞, 0 < ξ ≤ 1,
x0 ∈ R. Then














































{max [ωr (Dγx−f, ξ) , ωr (Dγ∗xf, ξ)]} . (5.1.26)
When m = 1, the sums on the R.H.S of (5.1.25) and (5.1.26) disappear.
Proof By Theorem 1.21, Theorem 2.2.2, and Proposition 5.1.1.
Additionally, we get
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≤ K2 <∞, (5.1.27)
for all ξ ∈ (0, 1].





































ξ := R2. (5.1.28)























































2 2m+1m! := K2 <∞, (5.1.32)
for all ξ ∈ (0, 1].
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Next, we present our Voronovskaya type result for the fractional generalized discrete
Picard operators
5.1.4. Theorem. Let f ∈ Cm (R) , m ∈ N, m = dγe , γ > 0,
∥∥f (m)∥∥∞ <∞, and
|Dγx−f (y) | ≤M1, |Dγ∗xf (y) | ≤M2, where M1,M2 > 0, for any x, y ∈ R. Then












0 < η < γ, as ξ → 0 + . When m = 1, the sum on R.H.S. of (5.1.33) collapses.
Proof. By Theorem 1.22, Theorem 2.2.2, and Proposition 5.1.3.
Now, we present our results for fractional generalized discrete Gauss-Weierstrass
operators. We have
5.1.5. Proposition. Let r ∈ N, γ > 0, and k = 0, 1, ..., r. Then there exists a












≤ K3 <∞, (5.1.34)
for all ξ ∈ (0, 1].
Proof. Since
|ν| ≤ ν2









































































ξ ≤ R1, (5.1.38)
where R1 as in (5.1.19). Therefore, by (5.1.24), we get the desired result.
We obtain
5.1.6. Theorem. Let f ∈ Cm (R), m = dγe, γ > 0, with
∥∥f (m)∥∥∞ <∞, 0 < ξ ≤ 1,
x0 ∈ R.Then















































{max [ωr (Dγx−f, ξ) , ωr (Dγ∗xf, ξ)]} . (5.1.40)
When m = 1, the sums on the R.H.S of (5.1.39) and (5.1.40) disappear.
Proof. By Theorem 1.21, Theorem 2.2.8, and Proposition 5.1.5.
We derive













≤ K4 <∞, (5.1.41)
for all ξ ∈ (0, 1].

























where R2 as in (5.1.28). Thus, by (5.1.32), we are done.
Now, we give the Voronovskaya type result for the fractional generalized discrete
Gauss-Weierstrass operators
5.1.8. Theorem. Let f ∈ Cm (R), m ∈ N, m = dγe, γ > 0,
∥∥f (m)∥∥∞ <∞, and
|Dγx−f (y) | ≤M1, |Dγ∗xf (y) | ≤M2, where M1,M2 > 0, for any x, y ∈ R. Then













0 < η < γ, as ξ → 0+. When m = 1, the sum on R.H.S. of (5.1.43) collapses.
Proof. By Theorem 1.22, Theorem 2.2.8, and Proposition 5.1.7.
Now, we show our results for the fractional generalized discrete Poisson-Cauchy
operators. We need
5.1.9. Proposition. Let α, r ∈ N, γ > 0, β > γ+r+1
2α
and k = 0, 1, ..., r. Then there








≤ K5 <∞, (5.1.44)
for all ξ ∈ (0, 1].





























































for all ξ ∈ (0, 1], since 2αβ − γ − k > 1.
We get




, α ∈ N, 0 < ξ ≤ 1, x0 ∈ R. Then














































{max [ωr (Dγx−f, ξ) , ωr (Dγ∗xf, ξ)]} . (5.1.49)
When m = 1, the sums on the R.H.S of (5.1.48) and (5.1.49) disappear.
Proof. By Theorem 1.21, Theorem 2.2.14, and Proposition 5.1.9.
Next, we observe
5.1.11. Proposition. Let γ > 0, β > γ+1
2α
, α ∈ N, and 0 < ξ ≤ 1. Then there exist
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≤ K6 <∞, (5.1.50)
for all ξ ∈ (0, 1].






































for all ξ ∈ (0, 1], since 2αβ − γ > 1.
We present the following Voronovskaya type result for the fractional generalized
discrete Poisson-Cauchy operators
5.1.12. Theorem. Let f ∈ Cm (R) , m ∈ N, m = dγe , γ > 0, β > γ+r+1
2α
, α ∈ N,∥∥f (m)∥∥∞ <∞, and |Dγx−f (y) | ≤M1, |Dγ∗xf (y) | ≤M2, where M1,M2 > 0, for any
x, y ∈ R. Then












0 < η < γ, as ξ → 0+. When m = 1, the sum on R.H.S. of (5.1.52) collapses.
Proof. By Theorem 1.22, Theorem 2.2.14, and Proposition 5.1.11.
In the next, we state our results for the non-unitary fractional generalized discrete
operators. We start with
5.1.13. Proposition. Let r ∈ N, γ > 0, and k = 0, 1, ..., r. Then, there exists a
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≤ K7 <∞, (5.1.53)
for all ξ ∈ (0, 1].
















where R1 as in (5.1.19). Then, by (5.1.24), we get the desired result.
Then, we have the following result for the non-unitary Picard operators
5.1.14. Theorem. Let f ∈ Cm (R), m = dγe, γ > 0, with
∥∥f (m)∥∥∞ <∞,


































{max [ωr (Dγx−f, ξ) , ωr (Dγ∗xf, ξ)]}
+ ‖f‖∞ |mξ,P − 1| . (5.1.56)
When m = 1, the sums on the L.H.S of (5.1.55) and (5.1.56) disappear.
Proof. By Theorem 1.21, (2.2.87), Theorem 5.1.2, and Proposition 5.1.13.
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Finally, we demonstrate our results for non-unitary Gauss-Weierstrass operators.
We start with
5.1.15. Proposition. Let r ∈ N, γ > 0, and k = 0, 1, ..., r. Then, there exists a
















≤ K8 <∞, (5.1.57)
for all ξ ∈ (0, 1].





















then, by (5.1.38), we get the desired result.
Then, we have
5.1.16. Theorem. Let f ∈ Cm (R) , m = dγe , γ > 0, with
∥∥f (m)∥∥∞ <∞,


































{max [ωr (Dγx−f, ξ) , ωr (Dγ∗xf, ξ)]}
+ ‖f‖∞ |mξ,W − 1| . (5.1.60)
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When m = 1, the sums on the L.H.S of (5.1.59) and (5.1.60) disappear.
Proof. By Theorem 1.21, (2.2.88), Theorem 5.1.6, and Proposition 5.1.15.
5.2 Applications







= 1, f ∈ C1 (R), ‖f ′‖∞ <∞, ξ ∈ (0, 1], x0 ∈ R. Then, by


















































































(y) are bounded in (x, y) ∈ R2.
Under our assumptions above and by Theorem 5.1.4, we have the Voronovskaya
type result as








where 0 < η < 1
2
, as ξ → 0+.







= 2, f ∈ C2 (R), ‖f ′′‖∞ <∞, ξ ∈ (0, 1], x0 ∈ R. Then, by










































































x−f (y) | ≤M1 and |D
3
2
∗xf (y) | ≤M2, (5.2.6)
where 0 < M1,M2 <∞, for any x, y ∈ R. Hence, by Theorem 5.1.8, we have








where 0 < η < 3
2
, as ξ → 0+.
Similarly, we can give other applications for different values of γ > 0 and any of
above operators studied here.




r,ξ, Pr,ξ, and Wr,ξ are not in general












































































































GLOBAL SMOOTHNESS AND APPROXIMATION BY
GENERALIZED DISCRETE SINGULAR OPERATORS
In this chapter we continue with the study of generalized discrete singular operators
over the real line regarding their simultaneus global smoothness preservation
property with respect to Lp norm for 1 ≤ p ≤ ∞, by involving higher order moduli
of smoothness. Additionally we study their simultaneous approximation to the unit
operator with rates involving the modulus of smoothness. The Jackson type
inequalities that produced in this chapter are almost sharp, containing neat
constants, and they reflect the high order of differentiability of involved function.
6.1 Introduction
This chapter is motivated mainly by [4], [17], Chapter 18, and [20].
Furthermore, we are inspired by [9] and [10] where the authors studied pointwise,
uniform, and Lp, p ≥ 1, approximation properties of generalized discrete singular
operators of Picard, Gauss- Weierstrass, and Poisson- Cauchy type and their
non-unitary analogs.
In this chapter, we study the discrete operators mentioned above regarding their
global smoothness preservation properties, additionally we study their simultaneous
global smoothness and approximation properties in Lp norm for 1 ≤ p ≤ ∞.
6.2 Main Results
We start with global smoothness preservation properties of the operators P ∗r,ξ, W
∗
r,ξ,
and Q∗r,ξ defined as in (2.2.1) -(2.2.15).
6.2.1. Theorem. Let h > 0 and 0 < ξ ≤ 1.
i) Suppose f ∈ C (R), and P ∗r,ξ (f ;x), W ∗r,ξ (f ;x), Q∗r,ξ (f ;x) ∈ R for all x ∈ R,



























































Proof. By Theorem 1.23.
For r = 1, we get α0 = 0 and α1 = 1. Hence, we obtain
P ∗1,ξ (f ;x) = P
∗
ξ (f ;x) =
∞∑
ν=−∞









W ∗1,ξ (f ;x) = W
∗
ξ (f ;x) =
∞∑
ν=−∞









and for β > 1
α
, α ∈ N
Q∗1,ξ (f ;x) = Q
∗
ξ (f ;x) =
∞∑
ν=−∞






Therefore, by Theorem 6.2.1, we have
6.2.2. Theorem. Let h > 0 and 0 < ξ ≤ 1.
i) Suppose f ∈ C (R), and P ∗ξ (f ;x), W ∗ξ (f ;x), Q∗ξ (f ;x) ∈ R for all x ∈ R,
ωm(f, h) <∞. Then
ωm(P
∗








ξf, h) ≤ ωm(f, h). (6.2.12)
Inequalities (6.2.10), (6.2.11), and (6.2.12) are sharp, that is attained by
f (x) = g (x) = xm.
ii) Suppose f ∈ (C (R) ∩ Lp (R)) , p ≥ 1. Then
ωm(P
∗
ξ f, h)p ≤ ωm(f, h)p, (6.2.13)
ωm(W
∗




ξf, h)p ≤ ωm(f, h)p. (6.2.15)
Proof. It suffices to show the attainability of the inequalities (6.2.10), (6.2.11), and
(6.2.12). We notice that
ωm(g, h) = ωm(x
m, h) = m!hm. (6.2.16)
On the other hand, we have
∆mt (P
∗












































ωm(g, h) = ωm(P
∗
ξ g, h). (6.2.18)
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Similarly, we obtain
ωm(g, h) = ωm(W
∗
ξ g, h), (6.2.19)
and
ωm(g, h) = ωm(Q
∗
ξg, h). (6.2.20)
Next, we present the following theorem for the non-unitary operators Pr,ξ and Wr,ξ
6.2.3. Theorem. Let h > 0 and 0 < ξ ≤ 1.
i) Suppose that f ∈ C (R), and P ∗r,ξ (f ;x), W ∗r,ξ (f ;x) ∈ R for all x ∈ R,






































































Proof. We notice that
Pr,ξ (f ;x) = λ1 (ξ)P
∗














Wr,ξ (f ;x) = λ2 (ξ)W
∗


















Therefore, by (1.64), Theorem 1.23, (6.2.24), and (6.2.26), we have





















































Thus, by (6.2.29)- (6.2.34), we obtain the inequalities (6.2.21)- (6.2.24).
Now, we give our results for the derivatives of the unitary operators P ∗r,ξ (f ;x) ,
W ∗r,ξ (f ;x) , and Q
∗
r,ξ (f ;x) mentioned above. First, we get
6.2.4. Theorem. Let f ∈ Cn−1(R), such that f (n) exists, n, r ∈ N, 0 < ξ ≤ 1.
Additionally, suppose that for each x ∈ R the function f (i)(x+ jν) ∈ L1(R, µξ) as a
function of ν, for all i = 0, 1, . . . , n− 1; j = 1, . . . , r. Assume that there exist gi,j ≥ 0,
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i = 1, . . . , n; j = 1, . . . , r, with gi,j ∈ L1(R, µξ) such that for each x ∈ R we have
|f (i)(x+ jν)| ≤ gi,j(ν), (6.2.35)
for µξ−almost all ν ∈ R, all i = 1, . . . , n; j = 1, 2, . . . , r. Then, f (i)(x+ jν) defines a
µξ−integrable function with respect to ν for each x ∈ R, all i = 1, . . . , n;






































for all x ∈ R, and for all i = 1, . . . , n.


















for all x ∈ R, and for all i = 1, . . . , n.
Proof. By Theorem 1.24.
Next, we present our results for the derivatives of non-unitary operators Pr,ξ (f ;x)
and Wr,ξ (f ;x).
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for all x ∈ R, and for all i = 1, . . . , n.
Proof. By (6.2.24) and (6.2.26) we have
(Pr,ξ (f ;x))
(i) = λ1 (ξ)
(





(i) = λ2 (ξ)
(
W ∗r,ξ (f ;x)
)(i)
. (6.2.42)
Thus by Theorem 6.2.4, we get
(Pr,ξ (f ;x))
























We have the following application of the Theorem 6.2.4 for the case of r = 1.
6.2.6. Proposition. Let f ∈ Cn−1(R), such that f (n) exists, n ∈ N, 0 < ξ ≤ 1.
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Additionally, suppose that for each x ∈ R the function f (i)(x+ ν) ∈ L1(R, µξ) as a
function of ν, for all i = 0, 1, . . . , n− 1. Assume that there exist gi ≥ 0, i = 1, . . . , n
with gi ∈ L1(R, µξ) such that for each x ∈ R we have
|f (i)(x+ ν)| ≤ gi(ν), (6.2.45)
for µξ−almost all ν ∈ R, all i = 1, . . . , n. Then, f (i)(x+ ν) defines a µξ−integrable






































for all x ∈ R, and for all i = 1, . . . , n.


















for all x ∈ R, and for all i = 1, . . . , n.
We obtain
6.2.7. Theorem. Let h > 0 and the assumptions of the Theorem 6.2.4 be valid.
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i) Suppose that ωm(f












































































Proof. By Theorem 6.2.1 and Theorem 6.2.4.
Next, we state our results for the non-unitary operators
6.2.8. Theorem. Let h > 0 and the assumptions of the Theorem 6.2.4 be valid.
i) Suppose that ωm(f
(i), h) <∞, for all i = 0, 1, ..., n. Then
ωm((Pr,ξf)







































ii) Assume f (i) ∈ (C (R) ∩ Lp (R)), i = 0, 1, ..., n, p ≥ 1. Then
ωm((Pr,ξf)






































Proof. By (6.2.25) , (6.2.27), (6.2.33), (6.2.34), and Theorem 6.2.7.
For the case of r = 1 we have
6.2.9. Proposition. Let h > 0 and the assumptions of the Proposition 6.2.6 be
valid.
i) Assume that ωm(f
















, h) ≤ ωm(f (i), h). (6.2.61)
















, h)p ≤ ωm(f (i), h)p. (6.2.64)
Proof. By Theorem 6.2.2 and Proposition 6.2.6.







6.2.10. Theorem. Let f ∈ Cn+ρ(R), n ∈ N, ρ ∈ Z+ and f (n+i) ∈ Cu(R),
i = 0, 1, . . . , ρ, and 0 < ξ ≤ 1. We consider the assumptions of Theorem 6.2.4 valid
for n = ρ there.
































































































where β > n+r+1
2α
, α ∈ N.
Proof. By Theorems 2.2.6, 2.2.12, and 2.2.18.
Next we have
6.2.11. Theorem. Let f ∈ Cn+ρ(R), with f (n+i) ∈ Lp (R) , n ∈ N,




= 1. We consider the assumptions of
Theorem 6.2.4 as valid for n = ρ there. Then
100
























































iii) for β > p(n+r)+1
2α




























Proof. By Theorems 3.2.2, 3.2.8, and 3.2.14.
Now, we give our results for the special case of n = 0.





= 1. We consider the assumptions of Theorem 6.2.4 as valid for
n = ρ there. Then for all i = 0, 1, . . . , ρ, we have

























iii) for β > p(r+2)+1
2α












Proof. By Propositions 3.2.5, 3.2.11, and 3.2.17.
For the special case of p = 1, we obtain
6.2.13. Theorem. Let f ∈ Cn+ρ(R), with f (n+i) ∈ L1 (R), n ∈ N−{1},
i = 0, 1, . . . , ρ ∈ Z+. We consider the assumptions of Theorem 6.2.4 as valid for
n = ρ there. Then for all i = 0, 1, . . . , ρ, we have




































iii) for β > n+r+1
2α


















Proof. By Theorems 3.2.3, 3.2.9, and 3.2.15.
For p = 1 and n = 0, we give
6.2.14. Proposition. Let f (i) ∈ (C (R) ∩ L1 (R)), i = 0, 1, . . . , ρ ∈ Z+. We
consider the assumptions of Theorem 6.2.4 as valid for n = ρthere. Then for all
i = 0, 1, . . . , ρ, we have

















iii) for β > r+3
2α








Proof. By Propositions 3.2.6, 3.2.12, and 3.2.18.
Next, we state our simultaneous approximation results for the errors E0,P , E0,W ,
En,P , and En,W defined as in (2.2.81) -(2.2.84). We obtain
6.2.15. Corollary. Let f (i) ∈ Cu(R), i = 0, 1, . . . , ρ, ρ ∈ Z+, and 0 < ξ ≤ 1. We
consider the assumptions of Theorem 6.2.4 as valid for n = ρ there. Then for all
i = 0, 1, . . . , ρ, we have
i)













∣∣f (i)(x)∣∣ |mξ,P − 1| , (6.2.80)
ii)



















∣∣f (i)(x)∣∣ |mξ,W − 1| . (6.2.81)
Proof. By Corollary 2.2.21, Corollary 2.2.24, also by (E0,P (f, x))
(i) = E0,P (f
(i), x)
and (E0,W (f, x))
(i) = E0,W (f
(i), x).
6.2.16. Theorem. Let f ∈ Cn+ρ(R), n ∈ N, ρ ∈ Z+ and f (n+i) ∈ Cu(R),
i = 0, 1, . . . , ρ, 0 < ξ ≤ 1, and
∥∥f (i)∥∥∞,R <∞. We consider the assumptions of




















































∥∥f (i)∥∥∞ |mξ,W − 1| . (6.2.83)
Proof. By Theorem 2.2.22, Theorem 2.2.25, also by (En,P (f, x))
(i) = En,P (f
(i), x)
and (En,W (f, x))
(i) = En,W (f
(i), x).
6.2.17. Theorem. i) Let f ∈ Cn+ρ(R), with f (n+i) ∈ Lp (R), n ∈ N,




= 1, np 6= 1. We consider the assumptions












































|mξ,P − 1| (6.2.84)
holds.
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ii) Let f ∈ Cn+ρ(R), with f (n+i) ∈ L1 (R), n ∈ N−{1}, i = 0, 1, . . . , ρ ∈ Z+. We
consider the assumptions of Theorem 6.2.4 as valid for n = ρ there. Then for all

























|mξ,P − 1| (6.2.85)
holds.




We consider the assumptions of Theorem 6.2.4 as valid for n = ρ there. Then for all
i = 0, 1, . . . , ρ, ∥∥∥(E0,P (f))(i)∥∥∥
p





























|mξ,P − 1| (6.2.86)
holds.
iv) Let f (i) ∈ (C (R) ∩ L1 (R)), i = 0, 1, . . . , ρ ∈ Z+. We consider the assumptions of





















|mξ,P − 1| (6.2.87)
holds.
105
Proof. By Theorem 3.2.19, Theorem 3.2.20, Proposition 3.2.21, Proposition 3.2.22,
and by (En,P (f, x))
(i) = En,P (f
(i), x) for n ∈ Z+.
6.2.18. Theorem. i) Let f ∈ Cn+ρ(R), with f (n+i) ∈ Lp (R), n ∈ N,




= 1, np 6= 1. We consider the assumptions


















































|mξ,W − 1| (6.2.88)
holds.
ii) Let f ∈ Cn+ρ(R), with f (n+i) ∈ L1 (R), n ∈ N−{1}, i = 0, 1, . . . , ρ ∈ Z+. We
consider the assumptions of Theorem 6.2.4 as valid for n = ρ there. Then for all
































|mξ,W − 1| (6.2.89)
holds.





We consider the assumptions of Theorem 6.2.4 as valid for n = ρ there. Then for all
i = 0, 1, . . . , ρ, ∥∥∥(E0,W (f))(i)∥∥∥
p




































|mξ,W − 1| (6.2.90)
holds.
iv) Let f (i) ∈ (C (R) ∩ L1 (R)), i = 0, 1, . . . , ρ ∈ Z+. We consider the assumptions of



























|mξ,W − 1| (6.2.91)
holds.
Proof. By Theorem 3.2.23, Theorem 3.3.24, Proposition 3.2.25, Proposition 3.2.26,
and by (En,W (f, x))
(i) = En,W (f
(i), x) for n ∈ Z+.
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CHAPTER 7
APPROXIMATION BY COMPLEX GENERALIZED DISCRETE
SINGULAR OPERATORS
In this chapter, we work on the general complex-valued discrete singular operators
over the real line regarding their convergence to the unit operator with rates in the
Lp norm for 1 ≤ p ≤ ∞. The related established inequalities contain the higher
order Lp modulus of smoothness of the engaged function or its higher order
derivative. Also we study the complex-valued fractional generalized discrete singular
operators on the real line, regarding their convergence to the unit operator with
rates in the uniform norm. The related established inequalities involve the higher
order moduli of smoothness of the associated right and left Caputo fractional
derivatives of the related function.
7.1 Main Results
Here we study important special cases of Θr,ξ operators defined as in (1.70) for
discrete probability measures µξ.
Let f : R→ C be Borel measurable complex valued function such that f = f1 + if2
where f1, f2 : R→ R are real valued Borel measurable functions and i =
√
−1.












we define the complex generalized discrete Picard operators as

















Here we observe that
P ∗r,ξ (f ;x) = P
∗
r,ξ (f1;x) + iP
∗
r,ξ (f2;x) , (7.1.3)
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∣∣P ∗r,ξ (f ;x)− f (x)∣∣ ≤ ∣∣P ∗r,ξ (f1;x)− f1 (x)∣∣
+
∣∣P ∗r,ξ (f2;x)− f2 (x)∣∣ , (7.1.4)∥∥P ∗r,ξ (f)− f∥∥∞ ≤∥∥P ∗r,ξ (f1)− f1∥∥∞
+
∥∥P ∗r,ξ (f2)− f2∥∥∞ , (7.1.5)
and for p ≥ 1, ∥∥P ∗r,ξ (f)− f∥∥p ≤∥∥P ∗r,ξ (f1)− f1∥∥p
+












we define the complex generalized discrete Gauss-Weierstrass operators as

















Here we observe that,
W ∗r,ξ (f ;x) = W
∗
r,ξ (f1;x) + iW
∗
r,ξ (f2;x) , (7.1.9)∣∣W ∗r,ξ (f ;x)− f (x)∣∣ ≤ ∣∣W ∗r,ξ (f1;x)− f1 (x)∣∣
+
∣∣W ∗r,ξ (f2;x)− f2 (x)∣∣ , (7.1.10)∥∥W ∗r,ξ (f)− f∥∥∞ ≤∥∥W ∗r,ξ (f1)− f1∥∥∞
+
∥∥W ∗r,ξ (f2)− f2∥∥∞ , (7.1.11)
and for p ≥ 1, ∥∥W ∗r,ξ (f)− f∥∥p ≤∥∥W ∗r,ξ (f1)− f1∥∥p
+
∥∥W ∗r,ξ (f2)− f2∥∥p . (7.1.12)
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we define the complex generalized discrete Poisson-Cauchy operators as














Here we observe that
Q∗r,ξ (f ;x) = Q
∗
r,ξ (f1;x) + iQ
∗
r,ξ (f2;x) , (7.1.15)∣∣Q∗r,ξ (f ;x)− f (x)∣∣ ≤ ∣∣Q∗r,ξ (f1;x)− f1 (x)∣∣
+
∣∣Q∗r,ξ (f2;x)− f2 (x)∣∣ , (7.1.16)∥∥Q∗r,ξ (f)− f∥∥∞ ≤∥∥Q∗r,ξ (f1)− f1∥∥∞
+
∥∥Q∗r,ξ (f2)− f2∥∥∞ , (7.1.17)
and for p ≥ 1, ∥∥Q∗r,ξ (f)− f∥∥p ≤∥∥Q∗r,ξ (f1)− f1∥∥p
+
∥∥Q∗r,ξ (f2)− f2∥∥p . (7.1.18)
Observe that for c ∈ C constant we have
P ∗r,ξ (c;x) = W
∗
r,ξ (c;x) = Q
∗
r,ξ (c;x) = c. (7.1.19)
We assume that for x ∈ R, the operators P ∗r,ξ (fj;x), W ∗r,ξ (fj;x), and Q∗r,ξ (fj;x) ∈ R
where j = 1, 2. This is the case when ‖fj‖∞ <∞ for j = 1, 2.
iv) When









we define the complex generalized discrete non-unitary Picard operators as







































which is the probability measure (7.1.1) defining the operators P ∗r,ξ.
v) When














we define the complex generalized discrete non-unitary Gauss-Weierstrass operators
as



















































which is the probability measure (7.1.7) defining the operators W ∗r,ξ.
We state our first result as follows
7.1.1. Theorem. Let f : R→ C such that f = f1 + if2. Here fj ∈ Cn (R),
f
(n)
j ∈ Cu (R), j = 1, 2, and n ∈ N. Then
111










































































iii) for α ∈ N and β > n+r+1
2α



































Proof. By Theorems 1.25, 2.2.6, 2.2.12, and 2.2.18.
For the case of n = 0, we give the following result
7.1.2. Corollary. Let f : R→ C such that f = f1 + if2. Here fj ∈ Cu (R) for
j = 1, 2. Then





































iii) for α ∈ N and β > r+1
2α















Proof. By Corollary 1.26, (2.2.35), (2.2.49), and (2.2.65).





7.1.3. Theorem. Let f : R→ C, such that f = f1 + if2 and 0 < ξ ≤ 1. Here
fj ∈ Cn+ρ, n ∈ N, ρ ∈ Z+, j = 1, 2, and f(n+j̃) ∈ Cu (R) where j̃ = 0, 1, . . . , ρ. We
consider the assumptions of the Theorem 6.2.4 valid for n = ρ there. Then































































































































where β > n+r+1
2α
, α ∈ N.
Proof. By Theorem 6.2.4 and Theorem 7.1.1.






r,ξ. We start with
7.1.4. Theorem. Let f : R→ C such that f = f1 + if2 and 0 < ξ ≤ 1.





















1 , ξ)p + ωr(f
(n)
2 , ξ)p





























which is uniformly bounded for all ξ ∈ (0, 1].














1 , ξ)1 + ωr(f
(n)
2 , ξ)1
(n− 1)! (r + 1)
)
M∗1,ξ (7.1.39)
holds where M∗1,ξ is defined as in (7.1.38).





= 1. Then ∥∥P ∗r,ξ (f)− f∥∥p






















which is uniformly bounded for all ξ ∈ (0, 1].
iv) When n = 0 and p = 1, let fj ∈ (C (R) ∩ L1(R)), j = 1, 2. Then the inequality∥∥P ∗r,ξ (f)− f∥∥1
≤ (ωr(f1, ξ)1 + ωr(f2, ξ)1) M̄∗1,ξ (7.1.42)
holds where M̄∗1,ξ is defined as in (7.1.41).
Proof. By Theorems 1.29, 1.30, 3.2.2, 3.2.3, and Propositions 1.31, 1.32, 3.2.5,
3.2.6.
For the operators W ∗r,ξ, we obtain
7.1.5. Theorem. Let f : R→ C such that f = f1 + if2 and 0 < ξ ≤ 1.





















1 , ξ)p + ωr(f
(n)
2 , ξ)p




























which is uniformly bounded for all ξ ∈ (0, 1].














1 , ξ)1 + ωr(f
(n)
2 , ξ)1
(n− 1)! (r + 1)
)
N∗1,ξ (7.1.45)
holds where N∗1,ξ is defined as in (7.1.44).





= 1. Then ∥∥W ∗r,ξ (f)− f∥∥p






















which is uniformly bounded for all ξ ∈ (0, 1].
iv) When n = 0 and p = 1, let fj ∈ (C (R) ∩ L1(R)), j = 1, 2. Then the inequality∥∥W ∗r,ξ (f)− f∥∥1
≤ (ωr(f1, ξ)1 + ωr(f2, ξ)1) N̄∗1,ξ (7.1.48)
holds where N̄∗1,ξ is defined as in (7.1.47).
Proof. By Theorems 1.29, 1.30, 3.2.8, 3.2.9, and Propositions 1.31, 1.32, 3.2.11,
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3.2.12.
For the operators Q∗r,ξ, we get
7.1.6. Theorem. Let f : R→ C such that f = f1 + if2 and 0 < ξ ≤ 1.






















1 , ξ)p + ωr(f
(n)
2 , ξ)p
























is uniformly bounded for all ξ ∈ (0, 1].
ii) When p = 1, let fj ∈ Cn(R), f (n)j ∈ L1(R), j = 1, 2, n ∈ N− {1}, and β > r+n+12α .














1 , ξ)1 + ωr(f
(n)
2 , ξ)1
(n− 1)! (r + 1)
)
S∗1,ξ (7.1.51)
holds where S∗1,ξ is defined as in (7.1.50).






. Then ∥∥Q∗r,ξ (f)− f∥∥p



















which is uniformly bounded for all ξ ∈ (0, 1].
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iv) When n = 0 and p = 1, let fj ∈ (C (R) ∩ L1(R)), j = 1, 2, β > r+32α . The
inequality ∥∥Q∗r,ξ (f)− f∥∥1
≤ (ωr(f1, ξ)1 + ωr(f2, ξ)1) S̄∗1,ξ (7.1.54)
holds where S̄∗1,ξ is defined as in (7.1.53).
Proof. By Theorems 1.29, 1.30, 3.2.14, 3.2.15, and Propositions 1.31, 1.32, 3.2.17,
3.2.18.
Now, we give our simultaneous results for Lp norm. For the case of p > 1, we have
7.1.7. Theorem. Here f : R→ C such that f = f1 + if2 and 0 < ξ ≤ 1. Let
fj ∈ Cn+ρ(R), with f (n+j̃)j ∈ Lp (R), n ∈ N, j̃ = 0, 1, . . . , ρ ∈ Z+. Let




= 1. We consider the assumptions of Theorem 6.2.4 as valid for
n = ρ there. Then
















1 , ξ)p + ωr(f
(n+j̃)
2 , ξ)p

























1 , ξ)p + ωr(f
(n+j̃)
2 , ξ)p










iii) for β > p(n+r)+1
2α
















1 , ξ)p + ωr(f
(n+j̃)
2 , ξ)p









Proof. By Theorems 1.33, 6.2.4, 7.1.4, 7.1.5, and 7.1.6.
Now, we give our results for the special case of n = 0.
7.1.8. Proposition. Here f : R→ C such that f = f1 + if2 and 0 < ξ ≤ 1. Let
f
(j̃)




We consider the assumptions of Theorem 6.2.4 as valid for n = ρ there. Then for all
j̃ = 0, 1, . . . , ρ, we have


























iii) for β > p(r+2)+1
2α













Proof. By Proposition 1.34, and Theorems 6.2.4, 7.1.4, 7.1.5 7.1.6.
For the special case of p = 1, we obtain
7.1.9. Theorem. Here f : R→ C such that f = f1 + if2 and 0 < ξ ≤ 1. Let
fj ∈ Cn+ρ(R), with f (n+j̃)j ∈ L1 (R), n ∈ N−{1} , j̃ = 0, 1, . . . , ρ ∈ Z+. We consider
the assumptions of Theorem 6.2.4 as valid for n = ρ there. Then for all
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j̃ = 0, 1, . . . , ρ, we have














1 , ξ)1 + ωr(f
(n+j̃)
2 , ξ)1
(n− 1)! (r + 1)
)
M∗1,ξ, (7.1.61)














1 , ξ)1 + ωr(f
(n+j̃)
2 , ξ)1
(n− 1)! (r + 1)
)
N∗1,ξ, (7.1.62)
iii) for β > n+r+1
2α














1 , ξ)1 + ωr(f
(n+j̃)
2 , ξ)1
(n− 1)! (r + 1)
)
S∗1,ξ. (7.1.63)
Proof. By Theorems 1.35, 6.2.4, 7.1.4, 7.1.5, and 7.1.6.
For p = 1 and n = 0, we give
7.1.10. Proposition. Here f : R→ C such that f = f1 + if2 and 0 < ξ ≤ 1. Let
f (j̃) ∈ (C (R) ∩ L1 (R)), j̃ = 0, 1, . . . , ρ ∈ Z+. We consider the assumptions of
Theorem 6.2.4 as valid for n = ρthere. Then for all j̃ = 0, 1, . . . , ρ, we have






















iii) for β > r+3
2α











Proof. By Proposition 1.36, and Theorems 6.2.4, 7.1.4, 7.1.5, 7.1.6.
Next, we give the fractional approximation results for the operators P ∗r,ξ, W
∗
r,ξ, and
Q∗r,ξ. We start with
7.1.11. Theorem. Here f : R→ C such that f = f1 + if2 and 0 < ξ ≤ 1. Let
fj ∈ Cm (R), m = dγe, γ > 0, with
∥∥∥f (m)j ∥∥∥∞ <∞, j = 1, 2. Then





















{max [ωr (Dγx−f1, ξ) , ωr (Dγ∗xf1, ξ)]}
+ sup
x∈R
{max [ωr (Dγx−f2, ξ) , ωr (Dγ∗xf2, ξ)]}
)
, (7.1.67)


































{max [ωr (Dγx−f1, ξ) , ωr (Dγ∗xf1, ξ)]}
+ sup
x∈R
















iii) For β > γ+r+1
2α





















{max [ωr (Dγx−f1, ξ) , ωr (Dγ∗xf1, ξ)]}
+ sup
x∈R
{max [ωr (Dγx−f2, ξ) , ωr (Dγ∗xf2, ξ)]}
)
, (7.1.69)








Proof. By Theorems 1.37, 5.1.2, 5.1.6, and 5.1.10.
Let f : R→ C such that f = f1 + if2. We define the following error quantities:







































Additionally, we introduce the errors (n ∈ N):









































≤ |E0,P (f1, x)|+ |E0,P (f2, x)| , (7.1.74)
|E0,W (f, x)|
≤ |E0,W (f1, x)|+ |E0,W (f2, x)| . (7.1.75)
Next, we give following results for errors E0,P (f, x) and E0,W (f, x).
7.1.12. Corollary. Here f : R→ C such that f = f1 + if2. Let fj ∈ Cu(R) for
j = 1, 2. Then
i)











+ (|f1(x)|+ |f2(x)|) |mξ,P − 1| , (7.1.76)
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ii)

















+ (|f1(x)|+ |f2(x)|) |mξ,W − 1| . (7.1.77)
Proof. By Corollary 2.2.21, Corollary 2.2.24, (7.1.74), and (7.1.75).
We also observe that
‖En,P (f)‖∞
≤ ‖En,P (f1)‖∞ + ‖En,P (f2)‖∞ (7.1.78)
and
‖En,W (f)‖∞
≤ ‖En,W (f1)‖∞ + ‖En,W (f2)‖∞ . (7.1.79)
For En,P and En,W , we present
7.1.13. Theorem. Here f : R→ C such that f = f1 + if2. Let fj ∈ Cn(R) with
f
(n)





























































+ (‖f1‖∞ + ‖f2‖∞) |mξ,W − 1| . (7.1.81)
In the above inequalities (7.1.80) - (7.1.81), the ratios of sums in their R.H.S. are
uniformly bounded with respect to ξ ∈ (0, 1].
Proof. By Theorems 2.2.22, 2.2.25, (7.1.78), and (7.1.79).
Furthermore, for p ≥ 1, we obtain that
‖En,P (f)‖p
≤ ‖En,P (f1)‖p + ‖En,P (f2)‖p (7.1.82)
and
‖En,W (f)‖p
≤ ‖En,W (f1)‖p + ‖En,W (f2)‖p . (7.1.83)
Next, we state our Lp approximation results for the errors E0,P , E0,W , En,P , and
En,W . We start with




= 1, n ∈ N such that np 6= 1,
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|mξ,P − 1| (7.1.84)
holds.




























+ (‖f1‖1 + ‖f2‖1) |mξ,P − 1| (7.1.85)
holds.




= 1, fj ∈ Lp(R),and the rest as above
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in this section. Then






























|mξ,P − 1| (7.1.86)
holds.
iv) When n = 0 and p = 1, the inequality
















+ (‖f1‖1 + ‖f2‖1) |mξ,P − 1| (7.1.87)
holds.
Proof. By Theorems 3.2.19, 3.2.20, Propositions 3.2.21, 3.2.22, and (7.1.82).
We have also




= 1, n ∈ N such that np 6= 1,
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|mξ,W − 1| (7.1.88)
holds.



































+ (‖f1‖1 + ‖f2‖1) |mξ,W − 1| (7.1.89)
holds.




= 1, fj ∈ Lp(R), and the rest as above in
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this section. Then





































|mξ,W − 1| (7.1.90)
holds.


































|mξ,W − 1| (7.1.91)
holds.
Proof. By Theorems 3.2.23, 3.2.24, Propositions 3.2.25, 3.2.26, and (7.1.83).
Next, we demonstrate our simultaneous approximation results for the derivatives of
the errors E0,P , E0,W , En,P , and En,W . We start with
7.1.16. Corollary. Let f
(j̃)
j ∈ Cu(R), j̃ = 0, 1, . . . , ρ, ρ ∈ Z+, and 0 < ξ ≤ 1. We
consider the assumptions of Theorem 6.2.4 as valid for n = ρ there. Then for all
j̃ = 0, 1, . . . , ρ, we have
i)



















(∣∣∣f(j̃)(x)∣∣∣+ ∣∣∣f(j̃)(x)∣∣∣) |mξ,P − 1| , (7.1.92)
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ii)

























(∣∣∣f(j̃)(x)∣∣∣+ ∣∣∣f(j̃)(x)∣∣∣) |mξ,W − 1| . (7.1.93)
Proof. By Theorem 6.2.4 and Corollary 7.1.12.
We have also
7.1.17. Theorem. Let fj ∈ Cn+ρ(R), n ∈ N, ρ ∈ Z+ and f (n+j̃)j ∈ Cu(R),
j̃ = 0, 1, . . . , ρ, 0 < ξ ≤ 1, and
∥∥∥f(j̃)∥∥∥
∞,R
<∞. We consider the assumptions of













































































|mξ,W − 1| . (7.1.95)
Proof. By Theorems 6.2.4 and 7.1.13.
Next, we give following Lp approximation results. We obtain
7.1.18. Theorem. i) Let fj ∈ Cn+ρ(R), with f (n+j̃)j ∈ Lp (R), n ∈ N,
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= 1, np 6= 1. We consider the assumptions

























































|mξ,P − 1| (7.1.96)
holds.
ii) Let fj ∈ Cn+ρ(R), with f (n+j̃)j ∈ L1 (R), n ∈ N−{1}, j̃ = 0, 1, . . . , ρ ∈ Z+. We
consider the assumptions of Theorem 6.2.4 as valid for n = ρ there. Then for all











































We consider the assumptions of Theorem 6.2.4 as valid for n = ρ there. Then for all
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j ∈ (C (R) ∩ L1 (R)), j̃ = 0, 1, . . . , ρ ∈ Z+. We consider the assumptions of
































|mξ,P − 1| (7.1.99)
holds.
Proof. By Theorems 6.2.4 and 7.1.14.
For En,W (f, x), we have
7.1.19. Theorem. i) Let fj ∈ Cn+ρ(R), with f (n+j̃)j ∈ Lp (R), n ∈ N,




= 1, np 6= 1. We consider the assumptions
132































































|mξ,W − 1| (7.1.100)
holds.
ii) Let f ∈ Cn+ρ(R), with f (n+j̃) ∈ L1 (R), n ∈ N−{1}, j̃ = 0, 1, . . . , ρ ∈ Z+. We
consider the assumptions of Theorem 6.2.4 as valid for n = ρ there. Then for all









































|mξ,W − 1| (7.1.101)
holds.




We consider the assumptions of Theorem 6.2.4 as valid for n = ρ there. Then for all
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|mξ,W − 1| (7.1.102)
holds.
iv) Let f (j̃) ∈ (C (R) ∩ L1 (R)), j̃ = 0, 1, . . . , ρ ∈ Z+. We consider the assumptions of






































|mξ,W − 1| (7.1.103)
holds.
Proof. By Theorems 6.2.4 and 7.1.15.
Finally, we give the fractional results for the error terms as
7.1.20. Theorem. Here f : R→ C such that f = f1 + if2. Let fj ∈ Cm (R),
m = dγe, γ > 0, with
















{max [ωr (Dγx−f1, ξ) , ωr (Dγ∗xf1, ξ)]}
+ sup
x∈R
{max [ωr (Dγx−f2, ξ) , ωr (Dγ∗xf2, ξ)]}
)
+ (‖f1‖∞ + ‖f2‖∞) |mξ,P − 1| , (7.1.104)















{max [ωr (Dγx−f1, ξ) , ωr (Dγ∗xf1, ξ)]}
+ sup
x∈R
{max [ωr (Dγx−f2, ξ) , ωr (Dγ∗xf2, ξ)]}
)
+ (‖f1‖∞ + ‖f2‖∞) |mξ,W − 1| , (7.1.105)
where S5γ,k is defined as in (5.1.57).
Proof. By Theorems 1.37, 5.1.14, and 5.1.16.
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CHAPTER 8
UNIFORM APPROXIMATION WITH RATES BY MULTIVARIATE
GENERALIZED DISCRETE SINGULAR OPERATORS
In this chapter, we establish the uniform approximation properties of multivariate
generalized discrete versions of Picard, Gauss-Weierstrass, and Poisson-Cauchy
singular operators over RN , N ≥ 1. We treat both the unitary and non-unitary
cases of the operators above. We give quantitatively the pointwise and uniform
convergence of these operators to the unit operator by involving the multivariate
higher order modulus of smoothness.
8.1 Main Results
Here, let µξn be a Borel probability measure on RN , N ≥ 1, 0 < ξn ≤ 1, n ∈ N.




















we define generalized multiple discrete Picard operators as:


















































we define generalized multiple discrete Gauss-Weierstrass operators as:






















































we define the generalized multiple discrete Poisson-Cauchy operators as:













































we define the generalized multiple discrete non- unitary Picard operators as:









































we define the generalized multiple discrete non- unitary Gauss- Weierstrass
operators as:



































dt with erf(∞) = 1.
Additionally , in this article we assume that 00 = 1.
We observe




































≤ K1 <∞, (8.1.11)
for all ξn ∈ (0, 1] where n ∈ N and ν = (ν1, ..., νN).















































































































≤ 2rξ−rn N r
N∏
i=1












































































































So if αk ∈ N, by (8.1.17), (8.1.18), and (8.1.19), we obtain
u∗P,ξn (8.1.20)











for all ξn ∈ (0, 1].
























= M1,1 <∞, (8.1.21)
so that, by (8.1.18), we have
M1,0 <∞ (8.1.22)
for all ξn ∈ (0, 1]. Thus, by (8.1.17), (8.1.20), and (8.1.22), we get
u∗P,ξn ≤ R1,αi <∞, (8.1.23)
so that the proof is complete.
Next, we have






































≤ K2 <∞, (8.1.24)
for all ξn ∈ (0, 1] where n ∈ N and ν = (ν1, ..., νN).


































On the other hand, we have


































Therefore, by (8.1.13), (8.1.26), and (8.1.30), we get
u∗W,ξn ≤ R2,αi ≤ R1,αi . (8.1.31)
Hence, by Proposition 8.1.1, the proof is done.
We get
















































for all i = 1, ..., N , and
ν = (ν1, ..., νN).







)−β ≥ ξ−2α̂βn (8.1.33)





























Hence, by (8.1.14), (8.1.16) , and (8.1.34), we get









































































































for all ξn ∈ (0, 1]. Clearly we also have that
R3,αi <∞. (8.1.37)






for all ξn ∈ (0, 1], αi ∈ N, β > 1+r+αi2α̂ , and i = 1, ..., N .




































for all ξn ∈ (0, 1], and β > r+22α̂ . Therefore by (8.1.38) and (8.1.40), the proof is
done.
We need


































































































































































































αi = j̃, we have that



























for all ξn ∈ (0, 1] . Additionally, let αi ∈ N, then as ξn → 0 when n→∞, we get
cα,n,̃j → 0.





























for all ξn ∈ (0, 1]. Moreover, by (8.1.13) and (8.1.23), we observe that
















≤ R1,αi <∞. (8.1.47)
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ξn if αi is even,
(8.1.48)
see also Chapter 2.





























Observe that the function f(x) = xαie−
x
ξn is positive, continuous, and decreasing on







































→ 0, as ξn → 0. (8.1.52)
Thus, by (8.1.47), and (8.1.52) we have as ξn → 0 when n→∞, cα,n,̃j → 0.
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 = 1 <∞. (8.1.54)
Next, we give our results for P
∗ [m]
r,n












<∞, for all αj ∈ Z+, j = 1, ..., N : |α| :=
N∑
j=1
αj = m. Let µξn be a
Borel probability measure on RN defined as in (8.1.1), for ξn ∈ (0, 1]. Then for all
x ∈ RN , we have
i) ∣∣∣∣∣∣∣∣P
∗ [m]













































When ξn → 0, as n→∞, we obtain that∥∥∥∥∥∥∥∥P
∗ [m]


















iii) it holds also that














given that ‖fα‖∞ <∞, for all α : |α| = j̃, j̃ = 1, ...,m. Furthermore, for αj ∈ N, as
ξn → 0 when n→∞, cα,n,̃j → 0, and u∗P,ξn is uniformly bounded, we conclude that∥∥P ∗ [m]r,n (f)− f∥∥∞ → 0 (8.1.58)
with rates.
Proof. By Theorem 1.41 Proposition 8.1.1, and Lemma 8.1.5.
For the case of m = 0, we have



















































≤ R1,1 <∞. (8.1.61)
Thus, by Theorem 1.42 and (8.1.23), the proof is done.
Next we show




αi = j̃, we have that




























for all ξn ∈ (0, 1]. Additionally, let αi ∈ N, then as ξn → 0 when n→∞, we get
pα,n,̃j → 0.













for all ξn ∈ (0, 1]. Therefore, by (8.1.42) and (8.1.63), we obtain
pα,n,̃j <∞, (8.1.64)
for all ξn ∈ (0, 1].
Additionally, when αi ∈ N, by (8.1.30), (8.1.49), and (8.1.52), we have




















see also Chapter 2.
Thus, we have as ξn → 0 when n→∞, pα,n,̃j → 0.
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 = 1 <∞. (8.1.67)
Next, we state our results for the operators W
∗[m]
r,n












<∞, for all αj ∈ Z+, j = 1, ..., N : |α| :=
N∑
j=1
αj = m. Let µξn be a
Borel probability measure on RN defined as in (8.1.3), for ξn ∈ (0, 1]. Then for all
x ∈ RN , we have
i) ∣∣∣∣∣∣∣∣W
∗ [m]













































When ξn → 0, as n→∞, we obtain that∥∥∥∥∥∥∥∥W
∗ [m]


















iii) it holds also that














given that ‖fα‖∞ <∞, for all α : |α| = j̃, j̃ = 1, ...,m. Furthermore, for αj ∈ N, as
ξn → 0 when n→∞, pα,n,̃j → 0, and u∗W,ξn is uniformly bounded, we conclude that∥∥W ∗ [m]r,n (f)− f∥∥∞ → 0 (8.1.71)
with rates.
Proof. By Theorem 1.41, Proposition 8.1.2, and Lemma 8.1.8.
For the case of m = 0, we have




















































≤ R2,1 <∞. (8.1.74)
Thus, by Theorem 1.42 and (8.1.31), the proof is done.
We also need




αi = j̃, we have that



























for all ξn ∈ (0, 1] where α̂ ∈ N and β > αi+r+12α̂ . Additionally, let αi ∈ N, then as
ξn → 0 when n→∞, we get qα,n,̃j → 0.
















for all ξn ∈ (0, 1] where α̂ ∈ N and β > αi+r+12α̂ . Therefore, by (8.1.43) and (8.1.76),
we obtain
qα,n,̃j <∞, (8.1.77)
for all ξn ∈ (0, 1] where α̂ ∈ N and β > αi+r+12α̂ .
Moreover, we observe that when αi ∈ N, by the proof of Proposition 8.1.3, we have





















































, if αi is even.
(8.1.80)
see also Chapter 2.

























for all νi when β >
αi+1
2α̂
. Thus, we have
K3ξn,νi <∞. (8.1.83)




→ 0, as ξn → 0. (8.1.84)
Thus, by (8.1.78) and (8.1.84), for α̂ ∈ N and β > αi+1
2α̂
, we have as ξn → 0 when
n→∞, qα,n,̃j → 0.


































































 = 1 <∞. (8.1.86)
Next, we state our results for the operators Q
∗[m]
r,n





















<∞, for all αj ∈ Z+,
j = 1, ..., N : |α| :=
N∑
j=1
αj = m. Let µξn be a Borel probability measure on RN
defined as (8.1.5), for ξn ∈ (0, 1]. Then for all x ∈ RN , we have
i) ∣∣∣∣∣∣∣∣Q
∗ [m]
























) u∗Q,ξn , (8.1.87)
ii) ∥∥∥∥∥∥∥∥Q
∗ [m]

















When ξn → 0, as n→∞, we obtain that∥∥∥∥∥∥∥∥Q
∗ [m]



















iii) it holds also that














given that ‖fα‖∞ <∞, for all α : |α| = j̃, j̃ = 1, ...,m. Furthermore, for αj ∈ N, as
ξn → 0 when n→∞, qα,n,̃j → 0, and u∗Q,ξn is uniformly bounded, we conclude that∥∥Q∗ [m]r,n (f)− f∥∥∞ → 0 (8.1.90)
with rates.
Proof. By Theorem 1.41, Proposition 8.1.3, and Lemma 8.1.11.
For the case of m = 0, we have




, α̂, N ∈ N, β > r+2
2α̂































is uniformly bounded for all ξn ∈ (0, 1].
Proof. We observe that
Φ∗Q,ξn ≤ R3,1 <∞, (8.1.93)
when β > r+2
2α̂
. Thus, by Theorem 1.42, the proof is done.
Our final result for unitary case is the following




r,n , and Q
∗ [m]
r,n are not in general
positive. For instance, consider the function g (x1, ..., xN) =
N∑
i=1
x2i and also take
155
r = 2, m = 3. Observe that g ≥ 0, however




























































































r,n . We start
with
8.1.15. Definition. We define the following error quantities
E
[0]
n,P (f ;x) := P
[0]




n,W (f ;x) := W
[0]
r,n (f ;x)− f(x). (8.1.98)
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n,W (f ;x) (8.1.100)






























































































































































→ 1 as ξn → 0+. (8.1.107)
Furthermore, we observe that
E
[0]
n,P (f ;x) := P
[0]















= P ∗[0]r,n (f ;x), (8.1.109)
we get ∣∣∣E[0]n,P (f ;x)∣∣∣ ≤mξn,P ∣∣P ∗[0]r,n (f ;x)− f(x)∣∣
+ |f(x)| |mξn,P − 1| . (8.1.110)
Similarly we obtain the inequalities∣∣∣E[0]n,W (f ;x)∣∣∣ ≤mξn,W ∣∣W ∗[0]r,n (f ;x)− f(x)∣∣
+ |f(x)| |mξn,W − 1| , (8.1.111)
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∣∣∣E[m]n,P (f ;x)∣∣∣ ≤mξn,P
















+ |f(x)| |mξn,P − 1| , (8.1.112)
and ∣∣∣E[m]n,W (f ;x)∣∣∣ ≤mξn,W
















+ |f(x)| |mξn,W − 1| . (8.1.113)
Thus, we derive












<∞, for all αj ∈ Z+, j = 1, ..., N : |α| :=
N∑
j=1
αj = m. Let µξn be a
Borel measure on RN defined as in (8.1.7), for ξn ∈ (0, 1]. Then for all x ∈ RN , we
have
























+ ‖f‖∞ |mξn,P − 1| . (8.1.115)
When ξn → 0, as n→∞, we obtain that
∥∥∥E[m]n,P (f ;x)∥∥∥∞ → 0 with rates.
Proof. By Theorem 8.1.6 and (8.1.112).
For the case of m = 0, we have




, N ≥ 1. Then∥∥∥E[0]n,P (f)∥∥∥∞
≤ mξn,PΦ∗P,ξnωr(f, ξn) + ‖f‖∞ |mξn,P − 1| . (8.1.116)
Proof. By Theorem 8.1.7 and (8.1.110).
We demonstrate also












<∞, for all αj ∈ Z+, j = 1, ..., N : |α| :=
N∑
j=1
αj = m. Let µξn be a
Borel measure on RN defined as in (8.1.9), for ξn ∈ (0, 1]. Then for all x ∈ RN , we
have
























+ ‖f‖∞ |mξn,W − 1| . (8.1.118)
When ξn → 0, as n→∞, we obtain that
∥∥∥E[m]n,W (f)∥∥∥∞ → 0 with rates.
Proof. By Theorem 8.1.9 and (8.1.113).
Our final result is for the case of m = 0




, N ≥ 1. Then∥∥∥E[0]n,W (f)∥∥∥∞
≤ mξn,WΦ∗W,ξnωr(f, ξn) + ‖f‖∞ |mξn,W − 1| . (8.1.119)
Proof. By Theorem 8.1.10 and (8.1.111).
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CHAPTER 9
LP APPROXIMATION WITH RATES BY MULTIVARIATE
GENERALIZED DISCRETE SINGULAR OPERATORS
Here we give the approximation properties with rates of multivariate generalized
discrete versions of Picard, Gauss-Weierstrass, and Poisson-Cauchy singular
operators over RN , N ≥ 1. We treat both the unitary and non-unitary cases of the
operators above. We derive quantitatively Lp convergence of these operators to the
unit operator by involving the Lp higher modulus of smoothness of an Lp function.
9.1 Main Results
We start with
9.1.1. Proposition. Let ν := (ν1, ..., νN), α := (α1,...,αN) ∈ RN , αi ∈ Z+,
i = 1, ..., N ∈ N, |α| :=
N∑
i=1































≤ K1 <∞, (9.1.1)




































































:= RP ∗,ξn . (9.1.4)















Thus, by (9.1.4) and (9.1.5), we have
RP ∗,ξn






































































where d.e is the ceiling of the number.
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for all ξn ∈ (0, 1].
Hence, by (9.1.7) and (9.1.8), we obtain
M1,dαipe <∞, (9.1.9)
for all ξn ∈ (0, 1], and dαipe ∈ N.























ξn := M1,1. (9.1.10)
Then, by (9.1.9) and (9.1.10), we have
M1,0 <∞, (9.1.11)
for all ξn ∈ (0, 1].
Thus, by (9.1.6), (9.1.7), (9.1.9), and (9.1.11), we get
Sp,mP ∗,ξn ≤ RP ∗,ξn <∞, (9.1.12)
for all ξn ∈ (0, 1].
Next, we have
9.1.2. Proposition. Let ν := (ν1, ..., νN), α := (α1,...,αN) ∈ RN , αi ∈ Z+,
164
i = 1, ..., N ∈ N, |α| :=
N∑
i=1
































≤ K2 <∞, (9.1.13)
for all ξn ∈ (0, 1], n ∈ N.










ξn > 1. (9.1.14)












































:= RW ∗,ξn. (9.1.15)
Additionally, for νi ≥ 1, we get











Therefore, by (9.1.12), (9.1.15), and (9.1.17), we have
Sp,mW ∗,ξn ≤ RW ∗,ξn. ≤ RP ∗,ξn <∞, (9.1.18)
for all ξn ∈ (0, 1], n ∈ N.
We demonstrate also
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9.1.3. Proposition. Let ν := (ν1, ..., νN), α := (α1,...,αN) ∈ RN , αi ∈ Z+,
i = 1, ..., N ∈ N, |α| :=
N∑
i=1















































































































































































































for all ξn ∈ (0, 1] , n ∈ N.





























Therefore, by (9.1.22) and (9.1.24), we get
M2,0 <∞, (9.1.25)
for β > 2+drpe
2α̂
. Hence, we have
Sp,mQ∗,ξn <∞, (9.1.26)








Next, we state our results for the operators P
∗ [m]
r,n








, |α| = m,








































(Sp,mP ∗,ξn) 1p ωr (fα, ξn)p . (9.1.27)
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→ 0 with rates.
One also gets by (9.1.27) that














given that ‖fα‖p <∞, |α| = j̃, j̃ = 1, ...,m. Then, for αi ∈ N, as n→∞, we get∥∥∥P ∗ [m]r,n (f)− f∥∥∥
p
→ 0, that is P ∗ [m]r,n → I the unit operator, in Lp norm, with rates.
Proof. Theorem 1.43, Lemma 8.1.5, and Proposition 9.1.1.
Next, we give our result for the case of m = 0 and p > 1.















0 < ξn ≤ 1, n ∈ N. Then∥∥P ∗ [0]r,n (f)− f∥∥p ≤ (Sp,0P ∗,ξn) 1p ωr (f, ξn)p . (9.1.29)
As ξn → 0, when n→∞, we obtain
∥∥∥P ∗ [0]r,n (f)− f∥∥∥
p
→ 0, i.e. P ∗ [0]r,n → I, the unit
operator, in Lp norm.
Proof. Theorem 1.44 and Proposition 9.1.1.
For the case of m = 0 and p = 1, we have










, N ≥ 1, and 0 < ξn ≤ 1,
n ∈ N.Then ∥∥P ∗ [0]r,n (f)− f∥∥1 ≤ S1,0P ∗,ξnωr (f, ξn)1 (9.1.30)
As ξn → 0, we get P ∗ [0]r,n → I in L1 norm.
Proof. Theorem 1.45 and Proposition 9.1.1.
Our final result for the operators P
∗ [m]
r,n is for the case of m ∈ N and p = 1








, |α| = m,
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S1,mP ∗,ξnωr (fα, ξn)1 . (9.1.31)




→ 0 with rates.
One also gets by (9.1.31) that














given that ‖fα‖1 <∞, |α| = j̃, j̃ = 1, ...,m. Then, for αi ∈ N, as n→∞, we get∥∥∥P ∗ [m]r,n (f)− f∥∥∥
1
→ 0, that is P ∗ [m]r,n → I the unit operator, in L1 norm, with rates.
Proof. Theorem 1.46, Lemma 8.1.5, and Proposition 9.1.1.
Now, we state our results for the operators W
∗ [m]
r,n . We begin with








, |α| = m,








































(Sp,mW ∗,ξn) 1p ωr (fα, ξn)p . (9.1.33)




→ 0 with rates.
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One also gets by (9.1.33) that














given that ‖fα‖p <∞, |α| = j̃, j̃ = 1, ...,m. Then, for αi ∈ N, as n→∞, we get∥∥∥W ∗ [m]r,n (f)− f∥∥∥
p
→ 0, that is W ∗ [m]r,n → I the unit operator, in Lp norm, with rates.
Proof. Theorem 1.43, Lemma 8.1.8, and Proposition 9.1.2.
Next, we present our result for the case of m = 0 and p > 1.















0 < ξn ≤ 1, n ∈ N. Then∥∥W ∗ [0]r,n (f)− f∥∥p ≤ (Sp,0W ∗,ξn) 1p ωr (f, ξn)p . (9.1.35)
As ξn → 0, when n→∞, we obtain
∥∥∥W ∗ [0]r,n (f)− f∥∥∥
p
→ 0, i.e. W ∗ [0]r,n → I, the unit
operator, in Lp norm.
Proof. Theorem 1.44 and Proposition 9.1.2.
For the case of m = 0 and p = 1, we obtain










, N ≥ 1, and 0 < ξn ≤ 1, n ∈ N.
Then ∥∥W ∗ [0]r,n (f)− f∥∥1 ≤ S1,0W ∗,ξnωr (f, ξn)1 (9.1.36)
As ξn → 0, we get W ∗ [0]r,n → I in L1 norm.
Proof. Theorem 1.45 and Proposition 9.1.2.
For case of m ∈ N and p = 1, we demonstrate








, |α| = m,
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S1,mW ∗,ξnωr (fα, ξn)1 . (9.1.37)




→ 0 with rates.
One also gets by (9.1.37) that














given that ‖fα‖1 <∞, |α| = j̃, j̃ = 1, ...,m. Then, for αi ∈ N, as n→∞, we get∥∥∥W ∗ [m]r,n (f)− f∥∥∥
1
→ 0, that is W ∗ [m]r,n → I the unit operator, in L1 norm, with rates.
Proof. Theorem 1.46, Lemma 8.1.8, and Proposition 9.1.2.
We continue with the results for the operators Q
∗ [m]
r,n . Firstly, we have








, |α| = m,
















































(Sp,mQ∗,ξn) 1p ωr (fα, ξn)p . (9.1.39)




→ 0 with rates.
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One also gets by (9.1.39) that














given that ‖fα‖p <∞, |α| = j̃, j̃ = 1, ...,m. Then, for αi ∈ N, as n→∞, we get∥∥∥Q∗ [m]r,n (f)− f∥∥∥
p
→ 0, that is Q∗ [m]r,n → I the unit operator, in Lp norm, with rates.
Proof. Theorem 1.43, Lemma 8.1.11, and Proposition 9.1.3.
Next, we present our result for the case of m = 0 and p > 1.















0 < ξn ≤ 1, n, α̂ ∈ N , β > 2+drpe2α̂ . Then∥∥Q∗ [0]r,n (f)− f∥∥p ≤ (Sp,0Q∗,ξn) 1p ωr (f, ξn)p . (9.1.41)
As ξn → 0, when n→∞, we obtain
∥∥∥Q∗ [0]r,n (f)− f∥∥∥
p
→ 0, i.e. Q∗ [0]r,n → I, the unit
operator, in Lp norm.
Proof. Theorem 1.44 and Proposition 9.1.2.
For the case of m = 0 and p = 1, we obtain










, N ≥ 1, and 0 < ξn ≤ 1, n, α̂ ∈ N,
β > 2+r
2α̂
. Then ∥∥Q∗ [0]r,n (f)− f∥∥1 ≤ S1,0Q∗,ξnωr (f, ξn)1 (9.1.42)
As ξn → 0, we get Q∗ [0]r,n → I in L1 norm.
Proof. Theorem 1.45 and Proposition 9.1.2.
For case of m ∈ N and p = 1, we demonstrate








, |α| = m,
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S1,mQ∗,ξnωr (fα, ξn)1 . (9.1.43)




→ 0 with rates.
One also gets by (9.1.43) that














given that ‖fα‖1 <∞, |α| = j̃, j̃ = 1, ...,m. Then, for αi ∈ N, as n→∞, we get∥∥∥Q∗ [m]r,n (f)− f∥∥∥
1
→ 0, that is Q∗ [m]r,n → I the unit operator, in L1 norm, with rates.
Proof. Theorem 1.46, Lemma 8.1.11, and Proposition 9.1.2.
Now, we give our results for the error quantities E
[0]
n,P (f ;x), E
[0]
n,P (f ;x), and the
errors E
[m]
n,P (f ;x), E
[m]
n,P (f ;x) defined as in Definition 8.1.15.
9.1.16. Remark. We observe that, since
E
[0]
n,P (f ;x) = P
[0]
r,n (f ;x)− f(x)− f(x)mξn,P + f(x)mξn,P , (9.1.45)















∥∥∥∥∥P [0]r,n (f)mξn,P − f
∥∥∥∥∥
p






= P ∗[0]r,n (f ;x), (9.1.47)
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we get ∥∥∥E[0]n,P (f)∥∥∥
p
≤ mξn,P
∥∥P ∗[0]r,n (f)− f∥∥p + ‖f‖p |mξn,P − 1| . (9.1.48)
Similarly we obtain the inequalities∥∥∥E[0]n,W (f)∥∥∥
p
≤ mξn,W
∥∥W ∗[0]r,n (f)− f∥∥p + ‖f‖p |mξn,W − 1| , (9.1.49)










































+ ‖f‖p |mξn,W − 1| . (9.1.51)
Next, we have








, |α| = m,








m (Sp,mP ∗,ξn) 1p ωr (fα, ξn)p















m (Sp,mW ∗,ξn) 1p ωr (fα, ξn)p









+ ‖f‖p |mξn,W − 1| . (9.1.53)








Proof. By (8.1.106), (8.1.107), (9.1.50), (9.1.51), and Theorems 9.1.4 and 9.1.8.
We present our result for the case of m = 0 and p > 1 as






























p ωr (f, ξn)p + ‖f‖p |mξn,W − 1| . (9.1.55)







Proof. By (8.1.106), (8.1.107), (9.1.48), (9.1.49), and Theorems 9.1.5 and 9.1.9.
For the case of m = 0 and p = 1, we obtain




















Sp,1W ∗,ξnωr (f, ξn)1 + ‖f‖1 |mξn,W − 1| . (9.1.57)
As ξn → 0, we get E[0]n,P (f)→ I and E
[0]
n,W (f)→ I in L1 norm.
Proof. By (8.1.106), (8.1.107), (9.1.48), (9.1.49), and Theorems 9.1.6 and
9.1.10.
Our final result is for the case of m ∈ N and p = 1








, |α| = m,
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S1,mP ∗,ξnωr (fα, ξn)1











S1,mW ∗,ξnωr (fα, ξn)1
+ ‖f‖1 |mξn,W − 1| . (9.1.59)
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