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ABSTRACT
Thompson, Charles A. MSEE, Purdue University, May 1992. A Study of Numerical
Intjegration Techniques for use in the Companion Circuit Mcthod of Tr,lnsicn~Circuit
Analysis. Major Professor: Gerald T. Heydt.
Circuit transient analysis packages such as SPICE and EMTP are very widely
used, but detailed information on the internal structure and error chal-acteristics for
these software packages is lacking. Both SPICE and EMTP rely on numerical
integration to approximate the transient response of circuit elements. 'The numerical
integration methods used in the packages are not necessarily the most accurate
ap~lroximationsto the actual response of a circuit. The study of these numerical
inkgration methods and their error characteristics is the focus of this thesis.
Coinparisons are made between several methods in terms of accuracy and stability a s
well as algorithm and time complexity involved with implementing tlhe integration
me~hodolagies.

CHAF'TER 1
INTRODUCTION

1.1. Background and motivation
This thesis concerns numerical intergration techniques used in the resistive
cotnpanion circuit method for calculation of electrical transients. The motivation for
this work came originally from the Electromagnetic Transients Program (EMTP) which
is widely used computer software designed for the analysis of electric power networks.
The essence of EMTP software is the use of resistive equivalent circuits ("companion
circuits") which model general RLC networks. Once the network has been reduced to a
resistive companion, numerical integration is used to calculate bus voltages and
injection currents at discrete time intervals. The main objective of this thesis is to study
alternative integration methods in this application.
An additional motivation of this work relates to the use of electronic devices in
power transmission, distribution, and utilization. The proliferation of the devices, due
to: advances in semiconductor device technology; consequences of deregulation of the
power industry; and need for expanded flexibility in power flow control, has prompted
much interest in the transient analysis of power systems with such devices. For
example, the characteristic "staircase" signal waveform of the load current for an
industrial three phase rectifier propagates in both the distribution ancl transmission
systems. It is often necessary to examine network waveforms far from the nonlinear
load in order to assess the impact of those loads. This may entail the solution of
network voltages and currents which are responses to the nonsinusoidal load current.
Power semiconductor devices result in signal waveforms which are characteristic of
switches, thus electric circuit analysis methods must accommodale rapidly switched
voli.ages and currents. In this regard, the critical procedure in the resistive companion
circuit analysis method is the numerical integration methodology which is employed.

1.2 A brief history of transient analysis methods
For large networks it becomes quite challenging to perform hand calculations to
solve for electromagnetic transients. Due to the increasing size of power networks and
increased interconnection between networks, the Transient Network Analyzer (TNA)
was developed in the late 1930's to alleviate difficulties in solving these systems. The
TNA is a device which models power networks through the use of common circuit
elements (mainly inductors and resistors) connected in a fashion to re.present, or model,
various network characteristics. The TNA was the primary means of power network
analysis until the mid 1960's when it became possible to do transient analysis on a
digital computer. Today TNA's are still in use in many different sites, however most
modern analyzers make use of the digital computer in addition to, or instead of, the
TNA to form a hybrid or purely digital system.
In the early 1960's H.W. Dommel, working at the Munich Institute of
Technology, developed the first working version of EMTP. After moving to the
Bonneville Power Administration (BPA), he continued work on EMTP with W. S.
Meyer. Thc EMTP package created at BPA was distrihuted freely for quite some time
to any individual who requested it. Sometime in the mid 1980's EMTP underwent
some changing of hands until finally there existed two versions: one distributed by
BPA, the other by the Electric Power Research Institute (EPRI). Due to this splitting,
Meyer (at BPA) spent much of his personal time developing an improved version of
EMTP entitled the Alternative Transients Program (ATP). The program ATP was
created as a royalty free non-public domain software package designed to protect itself
from the commercial exploitation experienced by EMTP[27]. The ATP package is free
for the asking, provided the user signs a licensing agreement. The Electric Power
Research Institute also markets a version of EMTP entitled EMTP Version 2.0. This is
available at a cost to non-members. Although both versions are in existence, any
reference to the the EMTP code, within this thesis, is based upon either the precommercialization of said code (pre 1984), or the current ATP versioi~.
1.3 Literature summary
The following is a brief literature search conducted which covers the broad topics
of: numerical solutions to differential equations, computer aided circuit analysis, and
EMTP. The list is by no means comprehensive. It is, however, an attempt to cover

some of the primary sources which served as reference for this thcsis.
1.3.1 Numerical solutions to differential equations
Table 1.1 contains a brief list of some of the many methods which are currently
used to numerically solve differential equations. These numerical integration schemes
can be found in many text books [13,17,18,19]. One classic text covering these
mlzthods is Hamming [13]. In the text. Hamming introduces the Euler, trapezoidal,
R~inge-Kutta,and Simpson's methods. Derivation of formulas for the ahove schemes is
presented as well as brief studies of stability regions and usage.
A more modem text which covers numerical integration methods is Conte and
deBoor [14]. This text covers many of the modern schemes used in numerical
inregration at an introductory level. Although this book does not devote very much
attention to the derivation of integration formulas, it does present an analysis on the
errors associated with different integration schemes. There is also some discussion of
stalbility regions and accuracy expectations within this text.
1.3.2 Computer aided circuit analysis
There are not many books devoted to computer aided circuit analys~s.Two books,
however, do cover the topic in great detail [12,15]. These books are: based on the
varying methods of digital solutions to circuit analysis. A large part of each text is
devoted to transient circuit analysis and methods of modeling the circuit to solve for the
expected transients.
The classic source for computer aided analysis is Chua and Lin [12]. This text
covers all topics necessary for the basic understanding of transient analysis. Particular
emphasis is placed on numerical integration schemes which can be used to achieve a
companion circuit model. The integration schemes are studied for their accuracy as
well as for regions of stability. There is also considerahle space devoteld to nodal and
matrix techniques. One disadvantage to this text is that it is somewhat dated--it has not
been revised since its original copyright in 1975, therefore some newer computer
methods are not covered in this text. One particular example is the modified nodal
technique for modeling and solving circuit transients. (This technique is currently
widely used and will be discussed in Chapter 2 of this thesis). Also, Chua and Lin do
not give special consideration to electric power circuits.

Table 1.1 Common Numerical Integration Methods
Method

*
References
-

Taylor Series
Forward Euler
Hamming Midpoint
Backward Euler
Trapezoidal
Parabolic
Sirnpson's Rule
Corrected Trapezoidal
Romberg Integration
Gear's Integration Methods
Bode's Integration Methods
Gaussian Quadrature
Milne's PredictorICorrector
Newton-Cotes
~ u n g e - Ktta
U

13.34
12,15
13'34
12'15
12,14,15
28
13,14
14
14
12
34
17
12
11,14
14,34

* Representative references only
The second source which addresses computer aided circuit analysis is Vlach &
Singhal [15]. This is a more modem text which covers the same basic materials as does
Chua and Lin [12] with less emphasis on integration methods. In contrast Vlach makes
mention of the modified nodal approach to solving circuits. Although neither book
makes mention of the EMTP, the topics covered in these texts are directly applicable to
the EMTP source code. Therefore, these texts will be extremely helpful to the person
interested in computer solutions to transient analysis as it relates to programs such as
EMTP.
A recently published book by Greenwood [21] is somewhat of a comprehensive
study of power system transients and methods of studying and simulating them.
Although most of this book focuses on the types and sources of power system
transients, there is a brief section which covers computer transient analysis schemes,
including EMTP. The section devoted to EMTP is introduced by a brief history of the
program and then covers the internal structure of the program, including methods of

solution using the trapezoidal rule. Although EMTP coverage is quite substantial, it

shtould be pointed out that it is merely a summary of the Dommel articles which appear
below.
Two recent papers by LaScala [32,33] describe methods in which transient
analysis of power systems can be performed using parallel processing. These papers
discuss methods of implementing integration methods on a parallel system such that
optimum processing can be achieved. Parallel methods such as parallel-in-space as
well a s parallel-in-time are discussed. Also, much writing within these articles explains
implementations of the code and compares stabilities and accuracies of the techniques
presented.

1.3.3 EMTP literature
The most comprehensive source of literature covering EMTP is that of H.W.
Dommel [1,2,3,4]. The articles of Dommel completely describe the theory and logic of
the: algorithms used in EMTP operation. These articles published throughout the 1970's
are: by far the most useful sources describing the theory of EMTP operation.
The first of Dommel's articles [ l ] addresses the fundamental algorithm used in
EhlTP. This paper covers a variety of topics which include the trapezoidal rule and its
u s : in companion circuits, nodal analysis, and matrix techniques employed to solve
linear systems by means of the computer. This article also addresses the accuracy of
approximations a s well as the effects of time variance on the solutions. A second
Dommel [2] article does not derive the EMTP in the detail presented in the first article;
the main focus of this paper is to study methods of the simulation of non- linear and
time varying elements in transient analysis. Much discussion within this paper is
focussed on methods of compensation for non-linear, time-varying elements as they
relate to linear elements. Some discussion is also made on Newton-Raphson methods
as well as piece-wise linear methods of finding discrete operating points (for non-linear
eleinents).
A third paper of Dommel [3] was an invited paper to the IEEE proceedings. This
paper recapitulates much of his original papers and then proceeds to make some
conlparisons between TNA's and the digital computer. In addition, much of this third
paper deals with methods of, and prohlems associated with, physical topologies such as:
multiple networks, parallel lines. frequency dependence, and non-linear effects. Some
discussion is presented on comparisons between the solutions obtained on the digital

computer and the actual response of the network which had been simulated. This paper
was co-authored by W. S. Meyer.
Meyer also presented EMTP structure and theory. In reference [4], Meyer
discusses methods of modeling frequency-dependent transmissiot~line parameters.
This article discusses Fourier methods and the principles of convolultion and how these
are necessary for the calculation and modeling of certain frequency dependent
parameters. Mentioned also are problems associated with the modeling of ground
return paths for power systems (zero-sequence circuit). The purpose of this article was
to describe the problems in analyzing frequency dependent elemenls and describe the
means in which EMTP software was written to handle these problem:;.
There have been some writings describing attempts to improve the EMTP sourcecode. Two papers have been written which primarily discuss methods in which to
improve the trapezoidal analysis to reduce the effects of circuits being modeled within
regions of instability. Both Lin [5] and Alvarado [6] address means of decreasing
oscillations due to trapezoidal instabilities by use of damping !echniques. These
techniques employ functions which damp the normal operation of the trapezoidal
integration schemes when appropriate. Lin [5] covers methods in which critical
damping could be used in the EMTP code and also gives several examples of
applications requiring the damping procedure. Alvarado devotes much of his paper
exploring many of the integration methods (Euler, trapezoidal, and Gear) and performs
a comparison of these routines with a trapezoidal method which employs his damping
routine. Both sources provide good coverage into the mechanics of trapezoidal
integration and methods in which it could be improved if s o desired.
In addition to the papers written on the internal structure of the EMTP program,
there has been quite a proliferation of papers written on the applications of the code. A
paper by Martinez [7] addresses the concern with EMTP's lack of' user friendliness.
This paper is written to show some of the special structures of the ATP program and
how certain techniques can be taught in the classroom to aid in the operation of the
EMTPIATP. Emphasis of this paper is on data sorting and data modu~larization.
Even though EMTP was intended primarily for use in the pourer industry, it has
found application in other areas of engineering as well. One interesting paper presents
the use of EMTP in the modeling of the poloid21 windings of an experimental fusion
reactor. This article, by Benfatto [26] shows methods in which EMTP could be used to
simulate the transients in the poloidal circuit. Methods in which the source code has

solution using the trapezoidal rule. Although EM'l'P coverage is quite substantial, lt

k e n changed in an attempt to model the large number of inductive cornponents in the
poloidal circuit is presented.

CHAPTER 2
THE COMPANION CIRCUIT METHOD FOR THE NUMERICAL
SOLUTION O F ELECTRIC TRANSIENTS

2.1 Introduction
The companion circuit concept makes use of numerical integration schemes to
model inductors and capacitors using resistors and current sources. These "equivalent"
circuits are then easily solved at discrete time points with the use of nodal circuit
techniques. A further advantage is that the formulation is purely real and the nodal
conductance matrix is very sparse. The solution entails the LU factorization of the
conductance matrix. Of course, the LU factorization is done only once and the LU
factors are also sparse.
The intention of this chapter is to study some possible integration methods and
how they are applicable to the companion circuit methodology.

2.2: Alternative numerical integration techniques
The key to understanding the companion circuit methodology of transient analysis
is to understand the numerical integration scheme that is employed. Also, one must
comprehend how to formulate the companion circuits. This is the motivation for an
exposition of alternative numerical integration methodologies and techniques for the
formulation of the nodal admittance matrix.

2.2.1 First order approximation schemes
The first commonly used integration method is the forward Euler (Method 1-- also
known as Euler's method). The forward Euler method employs a first order (linear)
approximation of the function being integrated. This approximation^ is made by
discretizing a function, f(x,t), into k points and then finding the area associated with the
k-1 successive polygons which result. In Figure 2.1 the integral of this first order
system is approximated by the summation of successive polygons such as ABCD

located between time points (n) and (n+l). In this figure, if x' = f(:~,t)then Equation
(2.1) is the integral approximation,
x,,+1= x,, + hx,, = x,, + hf(x,, t,) .

(2.1)

The prime notation in Equation (2.1) refers to a time derivative. Eqluation (2.1) states
that the integral at timc (n+ 1) is equal to the integral calculated at the previous time step
(n) summed with the arca of the newly created polygon. The polygo~ialarea is equal to
h (the time step) multiplied by the height of the function f(x,t) at time n. It can be
shown that the forward Euler method is merely the expansion of the first two terms of
the Taylor series,

t Foward Euler

+

Figure 2.1 Approximation of x(t) by forward Euler method.
Due, in part, to the approximation of the integral based on the past value of f(xn,tn),the
introduction of instabilities into the solution is quite possible. A rnodification of the
forward Euler method is to base the area of the polygon on the present value of f(x,t) (at
time= n+l). This modification is called the backward Euler metho'd (Method 2--also
known as the modified Euler method). This technique is quite similar to forward Euler
approach except Equation (2.1) is modified to represent the (n+l)st value which results
in,
Xw1 = Xn + hxn+l = xn + hf(xn+l ,twl)

(2.2)

Again, successive polygonal areas are summed to approximate the integral. This sum

bears resemblance to the Riemann sum definition of a definite integral [19]. In Figure
2.:2 the value of the linear component

(E
on

the polygon) is constructed based on

value of the function at the (n+l)st point. (This also refers to being based on the
derivative of x at n+l).

Figure 2.2 Approximation of x(t) by backward Euler method.
A quick view of Figures 2.1 and 2.2 shows that the forward Euler approximation is
greater than the actual integral, while the backward Euler calculation is, indeed. less
than the actual integral. In general, if the first method is greater tlhan the actual
solution, then the second method is less (and vice-versa). Since this is the case, it
wc~uld make sense to take the average of the two and use this more accurate
aplproximation. This is precisely how the trapezoidal rule is constructed. The
trapezoidal rule (Method 4) is probably the most widely used integration scheme for
circuit analysis. The primary reasons for its use are its simplicity of application. its
self-starting nature, and its relative stability. The latter point will be cliscussed later.
These reasons have made it the primary choice for EMTP [1,2,3] as well as other
widely used packages such as SPICE.
Trapezoidal integration involves the summation of a successive number of
trapezoidal regions which approximate the integral of a function. Given the function
f(x,t) as seen in Figure 2.3, the approximate area under the curve from tirne (n) to (n+l)
1
is q u a 1 to the area of trapezoid ABCD. (Note: Trapezoidal Area = - (]HI + HZ)x B).
2
Therefore the area from (n) to (n+l) is found using.

and the total area (integral approximation) is found using,

closeup vlew

/ at right

Figure 2.3 Approximation of x(t) by trapezoidal rult:.

2.2.2 Second order approximation schemes
Second order approximations are based on fitting parabolic cuwes to the function
which is to be integrated. In general, a function is approximated by a parabola passing
through three known points. The integral of this function is then found from the
summation of the areas under the parabolas. The key reason to studlying second-order
systems is that, in general, due to storage elements within most transient circuits the
characteristic transient solution is a somewhat curved function. It is expected that since
the desired output is a smooth curve, a better approximation woulcl be made using a
higher order curve fitting routine. A question that may now arise is why one should
stop at the second order'? It .seems the higher the order of the polynomial, the better the
approximation. However, due to the complexity of the computer program as well as
available computer memory and finite word length, this thesis cover!; only the first and
second order approximations making only brief mentions of other methods.

The fourth method to be studied is Simpson's rule. Simpson's rule is an
approximation of an integral obtained by passing a parabolic curve (second-order)
through three points: f(x,_l, tn-1 ), f(x,, t,), f(xn+1,t,+l ). The general solution for
Simpson's rule is based on Hamming [13] and is found as

and the approximation for the integral of the function is found to be,

t

fo0)

view
/ closeup
at rig.

Figure 2.4 Approximation of x(t) by Simpson's rule.
The fifth method to be discussed will be referred to as the parabolic
approximation. This method is based on the personal workings of Heydt [28]. It can
also be found [12] as a third order Adams-Moulton predictor formula. The parabolic
method is quite similar to Simpson's rule in that the function is approximated by a
second order polynomial of which an area is calculated beneath to form tlhe integral.
T o achieve a function of second-order similar to f(x,t) the general1 equation of a
pa1:abola was used, Equation (2.7). In Figure 2.5 the value of the function f ( ~ , -,t,-I),
~
f(xn,tn),and f ( ~ , +,t+l)
~ has been used in conjunction with Equation (2.7) to solve for
the: parabolic approximation,

Figure 2.5 Parabolic approximation to x(t).

Figure 2.6 Gear approximation to x(t). {Note: graph is of x(t) vs. t}.

c-a
kl = 2h

c-a
f(t) = 2h

a - 2 kt2
2h2

'+

+

,,

To find the area under this curve the integration of Equation (2.7) is performed with the
value of kl substituted from Equation (2.8)'
c-a
A r e a = oI I T t +

I

a-2b4-c
2
2h2 t + b dt

Tlierefore, the parabolic approximation gives Equation (2.13) as the numerical
integration of function f(x,t),
Xn+l

[ I:

= x n + h --f(xn-l,tn-l)+

2
5
-f(xn,tn)+-f(x,l,tn+l)
3
12

I

-

(2.13)

The sixth and final method to be discussed in this section is known as Gear's
second order algorithm (also called the backward differentiation formula). The Gear
method makes use of derivatives to form the second order function. Again, the
parabolic function of Equation (2.7) is used [12],
f(paraho1a) = kl t + k 2 t 2 + b

(2.7)

i ( 2 h ) = k l +4k2h.
T o solve Equations (2.14)-(2.18) it will serve to place them in matrix form,

The function is then approximated by Equation (2.20),

.

And reduction of Equation (2.20) gives the Gear approximation for the integral,

2.2.3 Conclusions on approximating schemes
Although the first order schemes approximate a linear function to what most
probahly is a smooth curve, it does provide some notahle advantages over the second
order schemes. The first of these advantages is its self-starting nature. Since second
order methods often rely on past values of the function (n-1 terms), it is not possible to
solve for the (n+l)st term when n=O due to the (n-1)st term heing evaluated at negative
time. Therefore, it is necessary to "start" these second order methods at n=2 and use the
first two time points as calculated hy a first order method.
A further advantage of first order systems relates to the memory savings as
compared to the second order methods. Since second order methods rely on the (n-1)st
terms for the present solution, it is necessary to store an extra set of data points (in
csscncc--twice the amounl of data). AL one lime this was a serior~sdisadvantage of
sccond order methods. hut the advent of high memory capacity obviates this
disadvantage.
Second order methods do hold an attraction due to the smooth curves used to
repre.wnt certain func~ions.Electric circuit solutions are generally e~cponentials. These
transcendental terms could he viewed as an infinite order polynomial. Therefore, one
would expect that the paraholic approximation would yield better results for electric
circuit solutions than linear approximations. (These remarks apply for a given time

s k p , h). (It should be noted that as h gets much smaller, the linear function becomes a
very good approximation to the curve). We could take this argument much further and
assume that as the order of the approximation function grows, the more accurate the
solution obtained would be. This observation is appropriate only for infinite corrlputer
resolution.
It could also be reasoned that since most transient solutions are exponential in
nature, a good approximating function would be that which contains exponentials.
Table 2.1 contains a summary of the methods presented above.
Table 2.1 Comparative Properties of Methods 1-6
Basis of
Method

Method

3

Fornard
Euler
Backward
Euler
Trapezoidal
Rule

4

Simpson's
Rule

5

Parabolic
Approximation

1

2

6

'

1

Integration
Formula

I

A s z & n

I

Szfg?

x n +=~ xn+ hxh

1

yes

X ~ + =xn
I

1

yes

Xn+i

+hxh+l

h ,
=xn +-[xn + xn+1I
2

1

1

Gear's 2nd

Order

2.3 Error Analysis
Numerical methods generally result in errors associated with each integration step
(the exception occurring when the approximation is of a simple rational number which
corresponds to a function of equal or lesser order). The main error complonents are due
to round-off and truncation of the mathematical approximation to the integral. Roundoff errors are the errors associated with using finite digital computer word lengths.
Tht:se types of errors are machine as well as language dependent. Round-off errors are
present any time the exact number desired requires more digits to he represented than
the computer uses. The second type of error associated with numerical integration

methods is the truncation, or theoretical, error. Truncation error is ]independent of the
machine and language used; it is the error associated with the algorithm employed.
Each numerical integration method approximates integrals in various ways. The
truncation error is dependent on the way (and to what order) this approximation is
made.
The truhcation error for the forward Euler method can be best understood by
drawing the correlation between a Taylor series expansion and the forward Euler
method. Using a Taylor series expansion, the exact solution for x' = f(x,t) can be
found. The form of the Taylor series used to solve for x at time (n+l:~is,

In this expression xg) refers to the ith derivative at the nth sample time. Usually the
Taylor series is carried out for a number of terms (k) until the desired accuracy of the
approximation is achieved. Expanding the series, as well as substituting the time step
(h) for the (tn+1- t,) terms, results in the approximation,

The E term above represents truncation error which is the difference between the exact
solution and the approximation due to the truncation of the series after the kth position.
The integral form of this error is,

The order of the associated error can be thought of as the largest term following the
truncation. Therefore, it is O(hk+') or

Since the forward Euler method is based on the truncation of the Taylor series at k=l, it
is reasonable to assume the error associated with this method is 0(h2:, or

Using the observation made in Section (2.2) as to the similarities between forward
Elder and backward Euler methods, it is safe to reason that these methods are of the
same order. Further reasoning shows the two methods have errors of the same
magnitude, but with opposite signs. Therefore, the truncation error of the backward
E~ilermethod is,

The trapezoidal method relies on the truncation of the Taylor series calculated after one
additional point (when compared with the previous two methods). A derivation of the
trapezoidal rule is as follows: the Taylor series is,

Scllving for the x i term,

gives the following,

And this is the equation for the trapezoidal rule. Since the derivation of the trapezoidal
ru1.e shows the truncation of the Taylor series at the second term, the order of the
truncation error is ~ ( h " . It has been shown [12] that the error associated with the
trapezoidal rule is:

Moving toward the higher order methods, Simpson's rule can be derived from the
Taylor series as well. The derivation is as follows,

Expanding f(x) into a Taylor series results in,

Integrating f(x),

By expanding the right hand side, one finds,
a L l = ax; - ax,

a
1
a
+ -xr)
- -xL4) + -xf) + . . .
2!
3!
4!

bxo = bx,
CXl

= cx;

C
C
C
+ cxo + -xh3)
+
-xh4) + -xh5) + .. .
2!
3!
4!

Setting the two sides equal results in,

Therefore,

Due to the nature in which we solved for the Simpson rule it was necessary to truncate
the Taylor series such that the order of the error term is 0(h5). More specifically,

In a similar manner the errors associated with the final two methods can be shown. For
the sake of brevity, the error terms are presented without proof. For a detailed
derivation consult Chua and Lin [12] or Hamming [I?]. Parabolic error is found to be
0 ( h 4 ) and is cqual to

Gear's second order has an error of ~ ( h "with

2.4 Stability analysis
As an algorithm passes through each time step, it is desired that the total error
(summation of the local truncation errors) decays with time. An algorithm which
exhibits this behavior is said to be numerically stable. Stability is a function of the
equation to be solved, the time step of integration, and the method of numerical
inlcgration employed. The methods shown in Section (2.2) can be studied for their
regions of stability in an attempt to further realize the merits of each method.
Fclllowing the analysis of stability in Chua and Lin [12], the study of stability will be
performed using an equation of the form,

which is a first order system with time constant (eigenvalue) of h. The analytic solution
of this is,

where xo is the initial condition. The choice of Equation (2.39) is ma.de because, in
general, the solution to many differential equations can be approxirr~atedby small
exlponential arguments [12]. If Equation (2.39) is now substituted into the general
eq~aationsfor the numerical methods as shown in Table 2.1, the forms of solutions are
as follows,
Forward Euler:

Backward Euler:

1

Trapezoidal:

xn+1 =

hh
1+-

(2.43)

For the first three methods it is important that the values of the equation are such that,
Forward Euler:
11 -hhI

1

~ ( 0 )1s-de

020227~

Backward Euler:

Trapezoidal:

The value a(0) corresponds to the polar notation of hh, which is explained below. The
previous equations can be used as a basis for determining the relative stability of the
algorithms. Applying similar techniques it is found that the regions of stability for the
other algorithms are as follows,
Simpson's:

Ruabolic:

Gear 2nd Order:

Stability analysis can be studied through the use of z-transforms. Substituting
Equation (2.39) into the integration equations found in Table 2.1 gives 6 equations
which can be solved for the values of hh. Performing a z-transform on these equations
and realizing zk
the stability region for hh can be solved for real and imaginary
values. The regions of hh stability are bounded by the functions above labeled a(€)).

A simple example of this technique uses the forward Euler method. Given
Equation (2.2),
x,l

= x,

+ hxh

and substituting Equation (2.39)
X'

= -hx

leads to Equation (2.41)
xn+l = X, - hhx, = (1 - hh)x, .

(2.41)

Pe:rforming a z-transform and solving for hh on Equation (2.41) results in the following,

Realizing the z into its equivalent exponential results in,
1 - de 2 ~ ( 8 )

(2.44)

which bounds the region of stability for the forward Euler method.
Due to a discrepancy between results obtained for stability regions for Gear's
aligorithm from that of [12], the work is presented below.

Given Gear's algorithm as

then Equation (2.39) can be substituted resulting in

Solving for hh results in,

Performing z-transform gives

And finally, we can reduce the Z-' terms by multiplying through by zifz.

and this results in Equation (2.49),

Note: The above equation is in contrast with results in Chapter 13 of Chua and Lin.
The difference being opposite signs between the above results and 11121. It is believed
that the discrepancy is due to the notation of h. In this thesis h is considered positive
whereas [12] may consider it negative.
2.5 Companion circuit techniques
The methods illustrated in Section (2.2) can now be employed for transient circuit
analysis. The equations necessary for the circuit discretization are the terminal
relations for inductors and capacitors,

Fclr example, given the inductor in Figure 2.7, the terminal equation take,sthe form,

If Equation (2.50) is rewritten as an integral, one can then use any of the integration

Figure 2.7 Inductor from node k to node m.
techniques mentioned in Section (2.2) to form the resistive companion circuit. For
example, using the backward Euler method,

now becomes.

where i is the current from node k to m and v is the voltage from node k to node m. If
we now re-expand the solution found in Equation (2.14) into the resistive companion,
we obtain the circuit in Figure 2.8. By using similar techniques, the cornpanion circuit
is easily found for the other integration methods. By applying the trapezoidal rule, the
folm of the solution becomes,

in

Figure 2.8 Backward Euler resistive companion circuit for an inductor.

Applying Equation (2.53) we can now show the resistive companion for an inductor
using the trapezoidal rule, Figure 2.9.
Simpson's method can he used to also obtain a resistive companiion circuit. Using

Figure 2.9 Trapezoidal method resistive companion circuit for an inductor.
Equation (2.6) we can suhstitute the inductive terminal equation to find the resistive
companion equation,

Equation (2.54) above can now he used to find the Simpson's equivalent circuit. Figure
2.10 shows the Simpson's resistive companion.
Through similar reasonings, resistive companions can he found for each of the
mcthods prcscntcd in Scction (2.2). Tablc 2.2 contains a summary of relations found
hetwcen the integration methods and the corresponding companion circuits. By using
the concept of duality, it can be shown that the resistive companion of a capacitive
circuit can he found by forming the dual to the resistive companion of an inductive
circuit. The descritized capacitive circuit and solution formulas can he found in Table

-

Figure 2.10 Simpson's method resistive companion circuit for an inductor.

Finally, by replacing each capacitive and inductive element by its corresponding
resistive companion circuit, the transient solution can he found iterative.1~using matrix
techniques.

Table 2.2 Summary of Resistive Companion Circuits for Inductors

-

Method

Basis of
Method

1

Forward
Euler

Backward
Euler

Trapzoidal
Rule

Simpson's
Rule

Parabolic

Formula

Resistive Companion

Table 2.3 Summary of Resistive Companion Circuits for Capacitors

Basis of
Method

Forward
Euler

Backward
Euler

rrapezoidal
Rule

Simpson's
Rule

Parabolic

Gear's 2nd
Order

C H r n R3
ILLUSTRATION OF THE TECHNIQUE

3.11 Introduction

This chapter is devoted to the study of the numerical circuit solution methods
pr1:sented in Chapter 2. By means of a few examples, the intent of this chapter is to
shlow how integration methods are used to solve a given circuit. The circuit solutions
will be compared to the expected (analytical) solutions to give insight into the merits of
each method.

3.2 The simple RC circuit (circuit 1)
By replacing the capacitive and inductive elements with the corresponding
companion circuit, the entire circuit takes the form of a purely resistive network. Using
Kirchhoff's current law (KCL) for the currents leaving each circuit nodt:, the equations
modeling the circuit can be written and solved. This is best illustrated by example.
Consider the circuit in Figure 3.1. This circuit is a relatively simplle RC network.
The nodal equations are,

It is desired to replace the capacitor with its equivalent companion circuit. Figure 3.2
shows the equivalent circuit employing the trapezoidal rule as the numerical integration
scheme. The nodal equations for the circuit in Figure 3.2 can be written as follows,

Figure 3.1 Example circuit 1 (RC).

Equations (3.3) and (3.4) can now be solved. One way to do this is to employ matrix

Figure 3.2 Equivalent trapezoidal companion for circuit 1.
techniques. Writing the equations in matrix form gives the following,
1
1
1
-1
+R1
R2
R2
v(l)n+l
.
h
+
i
h
~
[v(2hl
=
--I
+-R2
R2
2C
-

-

7

1

[ev(2).

(3.5)

Equation (3.5) shows the nodal matrix equation for the circuit in Figure 3.2. One
problem associated with Quation (3.5) is that the term of i, is lost within the matrix
and direct solution for this value is quite difficult. To combat this problem a modified
nodal equation is constructed. The idea of the modified nodal technique is to collect all
unknowns in such a way that they are easily solved. Figure 3.3 shows the capacitive
resistive companion replaced by a 'black box'. This 'black box' i.s modeled by the
equation for the
of the branch. Figure 3.3 will be the basis of the modified nodal
equation. By replacing the capacitive branch by the black box, the new set of equations
becomes,

v2 - v1

+ ,i

=0

R2

Equations (3.6)-(3.8) can be written as the modified nodal equation,
r

1

Figure 3.3 Equivalent companion for circuit 1 employing the modified technique.
Ecjuation (3.9) gives rise to 3 equations with 3 unknowns. The solution of this matrix is
fairly straightforward. One method in particular, LU factorization, is very useful. The
adlvantage of the LU factorization is that it is an in-situ algorithm which signilics no
adlditional memory allocation is necessary for finding a solution [29]. Cellail1 LU
m,ethods make use of the sparsity of the matrix to speed solution times [12]. The
triangular factors of the conductance matrix are as sparse as its LU factoi-s.
The general form of the modified nodal matrix is to represent the natural
cclnductances in the upper n x n portion of the matrix (where n corresponds to the
number of nodes). The remainder of the matrix is filled with terms corresponding to the
resistive companion circuits.
To illustrate the solution of the circuit in Figure 3.1, resistance and capacitance
va.lues are provided. The values of R1 = 1 R, R2 = 2 R, and C= 1 F are uscd. Although

were chosen due to the fact that these methods have not been discussed in the literature
for transient analysis.
Figures 3.4-3.6 show the transient response the resistive companion circuit derived
by the trapezoidal rule. These figures also display the error associated with the
integration methodology. There are three figures each corresponding to a different time
step (h). The first figure, Figure 3.4, displays the voltage output of the circuit at node 2
(voltage across the capacitor) at a time step of 5.0 seconds. This figule also displays the
analytic solution as well as the absolute error at node 2.' (Absolute error is defined as
the absolute value of the difference between the analytic and the traipezoidal solution).
Figures 3.5 and 3.6 again show the voltage and absolute error at node 2 using
trapezoidal integration. These figures correspond to time steps of 1 second and 0.1
second, respectively. A cursory comparison between the three figure:^ shows a decrease
in the absolute error which is dependent on the decrease of the time step. Referring
back to Equation (2.31), the error associated with the trapezoidal rule is proportional to
h3 or En = 0(h 3 ). A review of Figures 3.5 and 3.6 reflect this proportionality
(allowing for the effect of the constant terms). A brief note should be made about the
choice of time step in the above example. It is usually wise (but not necessary) to
choose a time step which would give a decent resolution of the time: response (usually
at least one half the value of the smallest eigenvalue (time constant) of the circuit to be
analyzed). The time steps in the example were chosen to show the efifects of a time step
a little larger than the time constant, a little smaller, and an order of trragnitude smaller.
Figures 3.7-3.9 show the companion circuit responses due: to a Simpson's
approximation. Again the output is the voltage across the capacitor (node 2), and the
time steps are 5, 1, and 0.1 second. It is apparent from Figures 3.7 and 3.8 that the error
associated with the Simpson's rule grows with time. As mentioned before, an
algorithm whose error tends to grow over time (rather than decrease) is called instable.
A quick examination of Figure 3.9 seems to show that Simpson's method is quite stable
in this region. It should be noted that this solution is unstable as well: if the solution is
carried out to around 150 seconds, instabilities rapidly appear and destroy the response
curve. However, in the region of interest (0 to 25 seconds), it seems that Simpson's
about
rule will give a very accurate solution to the circuit (errors on the order of
100 times the accuracy of the trapezoidal method at the same time step.

1
o Trapezoidal
solution

+

Analytic solution
Absolute error

Time (seconds)

Figure 3.4 Trapezoidal and analytic solution for circuit 1 (h = 5.0 seconds).
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Figure 3.5 Trapezoidal solution for circuit 1 (h = 1.0 second).
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Figure 3.6 Trapezoidal solution for circuit 1 (h = 0.1 seciond).
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Figure 3.7 Simpson's and analytic solution for circuit 1 (h = 5.10 seconds).
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Figure 3.8 Simpson's solution for circuit 1 (h = 1.0 secondl).
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Figure 3.9 Simpson's solution for circuit 1 (h = 0.1 seconcl).

Figures 3.10-3.12 are the graphs which correspond to the parabolic approximation
of the RC circuit. Again voltage is over node 2 and the time steps were chosen as 5.0,

Analytic solution
H

Absolute error

Time (seconds)

Figure 3.10 Parabolic and analytic solution for circuit 1 (h = 5.0 seconds).
1.0, and 0.1 seconds. The trend in these three graphs is for the error to decrease a s time
increases, this is the trend of a stable algorithm. It should be noted that the parabolic
solution can be made unstable by choosing a time step far too big in comparison to the
eigenvalue (say h=300 seconds). Chapter 2 reviews the regions of stability for the
algorithms. (A case where the parabolic solution is unstable appears in circuit example
3).
For the simple RC circuit, the most accurate solution was obtained using the
Simpson's rule at a time step of 0.1 (1130th the time constant). However, this method is
never stable. Equation (2.32) shows the region of stability for Simpson's rule is
confined to the imaginary axis, therefore, the most accurate, stable method is that of the
parabolic.

O-O

Absolute error

Time (seconds)

Figure 3.1 1 Parabolic solution for circuit 1 (h = 1.0 second).

- Absolute error

Time (seconds)

Figure 3.12 Parabolic solution for circuit 1 (h = 0.1 second).

3.3 Example circuit 2 (RLC)
Figure 3.13 shows a simple RLC circuit (2nd order), this circuit will be example
three. Solving the circuit for the analytical solution gives the followic~gformulas,

Figure 3.13 Example Circuit 2 (RLC).
'These formulas are used for two purposes: one is to have an analytical solution from
*whicherrors of the approximations can be ascertained, the other is to1 provide the two
starting points for the Simpson's and parabolic methods. T o provide a valid
comparison between the methods, the trapezoidal is "started" with the analytical
solution (even though it is not necessary to "start" a trapezoidal approximation).
,9lthough there are two storage elements in the above stated circuit, Ithe design of the
circuit is such that there is only one time constant.
Figures 3.14-3.22 are the graphs which correspond to the three approximations to
the RLC circuit. Again, trapezoidal, Simpson's, the parabolic integration methods were
omploycd. The chosen time steps for purpose of analysis were 1.0, 0.1, and 0.01
second and the output voltage of node 3 is displayed in each graph.

Figures 3.14-3.16 correspond to the trapezoidal companion circuit solution. These
figures show that the error associated with the trapezoidal is still quite dependent on the
tinne step. In this circuit the time steps are 0.01, 0.1, and 1. second (which are
attempting to model a circuit with 0.5 time constant). Because of the similarity
between circuit example 1 and circuit example 2, the plots which correspond to the
voltage response looks fairly similar. A close inspection, however, will show a
noticeable difference in the rise time and the shape of the response during the first 0.5
second. Another noticeable difference between the two circuit responses is found on
the error curves. The most accurate trapezoidal method for Circuit 1 gives a maximum
1
error of 3 x lo-' (time step = - 7). while the most accurate trapezoidal method for
30
1

(time step -7). This somewhat large
50
difference in error is believed to be due, in part, by the addition of the second storage
e1e:ment in circuit 2. The larger the number of circuit elements, the greater the number
of approximations which must take place. In turn, this tends to lead to larger errors.

circuit 2 gives a maximum error of 2 x

Figures 3.17-3.19 refer to the output and errors associated with performing a
Simpson's companion circuit simulation. Again the graphs showing Simpson's method
display how the solution eventually explodes, and therefore proves Simpson's method
unstable for this circuit as well. However, the solution obtained through Simpson's
method is quite accurate for time values not very much greater than the time constant
(in this case about 7 times the time constant, or 3.5 seconds). Therefore, if the
Simpson's method is to be used, it should he used such that the time pe~iodof study is
never significantly greater than the time constant of the circuit.
Figures 3.20-3.22 are the graphs which display the characteristics of the parabolic
meithod of solution. These solutions show the parabolic method to be vely accurate and
to have no problems with instability (at the time steps provided). A quick glance shows
thart the parabolic method is not the most accurate over the entire time. Just as in the
ptr:vious example, Simpson's method provides a more accurate solution for time values
neiir the time constant, but after this, the method proceeds to suffer the effects of its
instabilities.
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Figure 3 .14 Trapezoidal and analytic solution for circuit 2 (h = I .O second).
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Figure 3.15 Trapezoidal solution for circuit 2 (h =0.1 second).

- Absolute error

Time (seconds)

Figure 3.16 Trapezoidal solution for circuit 2 (h = 0.01 second).
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Figure 3.17 Simpson's and analytic solution for circuit 2 (h = 1.0 slecond).
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Figure 3.18 Simpson's solution for circuit 2 (h = 0.1 second).
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Figure 3.19 Simpson's solution for circuit 2 (h = 0.01 second).
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Figure 3.20 Parabolic and analytic solution for circuit 2 (h= 1.0 second).
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Figure 3.21 Parabolic solution for circuit 2 (h =O.l second)..
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Figure 3.22 Parabolic solution for circuit 2 (h = 0.01 second).
3.4 Example circuit 3

The methods were used once again for a final circuit. The circuit which appears in
Figure 3.23 is a relatively simple circuit composed of serially linked .RC, RL, and RLC
circuits. The characteristic equations of the circuit are as follows,

Figure 3.23 Example circuit 3.

These equations, which correspond to the analytical solution, have been incorporated
int'o new programs. The common factor of u(t), the unit step, has been dropped for
corrvenience. Each of these programs is responsible for generating the outputs which
correspond to the three methods which were discussed earlier. Time steps of 0.1,0.01
and 0.0001 second were chosen for which the output of node 1 is displayed. As the
programs were being run it was evident that Simpson's rule would n0.t give a stable
response for any value between h=l to lo4 second. (Solutions using a time step less
than
were abandoned due to the enormous amount of calculations necessary to
display 15 seconds worth of information). The reason for the inability for Simpson's to
prc~videa stable display was due to the large difference in the time constants associated
wilh the circuit. Since one of the time constants is about 100 times less than the other
two, once the Simpson's method would being to solve for times values after reaching

the first time constant the values would begin to explode. By the time the Simpson's
method reached the times of the other two time constants, the approximation was
already too far gone.
Since one time constant in the circuit is approximately two orclers of magnitude
smaller than the other three. Simpson's method experiences in stabiliries early or (soon
after passing through smallest time constant) and by the time the solul.ion is at the other
time constants, it has already become unrecognizable.
Figures 3.24-3.26 display the characteristics of the trapezoidal companion circuit
as calculated for node 1 of the circuit. As before, this method is quitc stable and fairly

- Absolute error

Time (seconds)

Figure 3.24 Trapezoidal solution for circuit 3 (h = 0.1 second).
accurate. For the circuit of Figure 3.23, the trapezoidal method displays very small
errors for the smallest time step of 0.001 second. In fact, the error of the trapezoidal
method is on the same order as Gear's second order method and fits the parabolic error
almost exactly. The reason for the small error of the trapezoidal method is due to the
course resolution of the output time coupled with the large difference. in time constant
values. As mentioned previously, of a linear method is used to approximate a nonlinear
function, accuracy is very good at very small time steps. Although the time step of
10.001 second is only ten times smaller than the smallest time constant, it is believed that
.since the error is displayed at a resolution of 0.1 second, between successive points, the
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Figure 3.25 Trapezoidal solution for circuit 3 (h = 0.01 second).
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Figure 3.26 Trapezoidal solution for circuit 3 (h =0.001 second).

inaccuracies due to trapezoidal approximation near smallest t i n e constant are
outweighed by how will the method approximates and large time constants at 0.001
second.
Figures 3.27-3.29 show the curves corresponding to the para.bolic method of
;solution. An obvious problem is seen in Figure 3.27. The solution obtained using the

-Absolute error
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Figure 3.27 Parabolic solution for circuit 3 (h = 0.1 second).
parabolic method is unstable at the time step (h=0.1 second). The problem occurs
blecause a time step of 0.1 second is used to analyze a circuit with an e:lement having a
d~meconstant of 0.01 (in other words, one of the eigenvalues of circuit 3 is 0.01). By
plugging the appropriate values into Equation (2.33) it can be shown that, indeed, the
values cause the circuit to fall outside of the parabolic stability region. In fact, the time
step would need to be reduced to less than 6 times the time constant to pull the analysis
back into the stability region.
A point which should be noted from the graphs is that the error c:orresponding to
the time step of 0.001 second sweeps out a larger area than that obtained at the time
st.ep of 0.01 second. This contradicts the following "rule of thumb" originally stated as:
the smaller the time step, the smaller the error. A cause of this would be the problems
associated with the large number of calculations required to display 1.5 seconds using
the smaller time step. The error which causes this difference is most likely due to
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Figure 3.28 Parabolic solution for circuit 3 (h=0.01second).
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Figure 3.29 Parabolic solution for circuit 3 (h = 0.001 second).

errors associated with the successive number of computer rounded solutions (it is
important to remember the finite word length of a computer). One solution to this
problem would be to run the code on a computer with greater word length, or perhaps
make use of a corrector formula in an attempt to correct any of the inaccuracies due to
the parabolic method.
Since Simpson's method did not provide any valid solutions, it was decided to
make comparison with Gear's second order method. The circuit was constructed using
the building block shown in Chapter 2. Figures 3.30-3.32 show the results of Gear's
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Figure 3.30 Gear's 2nd order solution for circuit 3 (h =0.1second).
rnethod on the circuit of Figure 3.23. Gear's method shows good stability throughout-it is a fairly robust algorithm (as referenced by the region of stability listed in chapter
;!). The Gear method is also quite accurate, as well.
The parabolic method again seems to be very accurate for the above circuit. But
the other methods are very close behind (even the trapezoidal method). Unfortunately,
when the eigenvalues of a circuit vary over a large range, the parabolic method can
suffer stability problems, as seen above. In order to achieve a fairly accurate solution at
a large time step, Gear's algorithm should be used.
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Figure 3.31 Gear's 2nd order solution for circuit 3 (h = 0.01 second).
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Figure 3.32 Gear's 2nd order solution for circuit 3 (h =0.001 second).

CHAFrER 4
CONCLUSIONS AND RECOMMENDATIONS

4.1. Conclusions
This thesis was written to show some alternative methods for solving circuit
transients. Several numerical integration methodologies were evaluated and the
strc:ngths and weaknesses of these were studied. Focus was then made on how these
methodologies are used to model a linear circuit. Several examples were shown to
cornpare the different methods.
The trapezoidal algorithm is prohahly the most widely used method in transient
circuit analysis. Reasons for this are its ease of programming, its self-starting nature,
wide stability region, and its reasonable accuracy. Although these reasons seem
compelling enough to exclusively use the trapezoidal rule, it should be noted that the
stability, and self-starting capability of the trapezoidal method come at a price. This
price is in terms of accuracy. As shown in this thesis, if a high degree of accuracy is
required, the trapezoidal method may not be the method of choice. It is possible to
malce the trapezoidal method extremely accurate by reducing the time step to very small
amounts, but this achieves accuracy at the expense of execution time (which is not
desirable for large circuits requiring many, many floating point operations). Although
the trend in digital computers is clearly in the direction of very high computation speed,
inefficient computation is not excused entirely hy high speed availability.
A second method studied a good deal in this thesis was Simpson's method.

Simpson's method is a very accurate method for a small portion (time in~terval)of the
output. Unfortunately, the region of stability for Simpson's method is exclusively on
the .imaginary axis of the h h plot. This means that the eigenvalues for the circuit must
be completely imaginary for Simpson's method to provide a stable output. This case is
so unusual as to be dismissed from practical interest. It was also discovered that when a
circuit had a wide range of eigenvalues, the Simpson's rule was incapahle of stability
over any practical time interval. Whereas in simple (single eigenvalur:) circuits, a
region could be found where the instahility of Simpson's method was negligible, a

circuit with a wide span of eigenvalues will never achieve a numlerical solution if
:solved with this method.
The parabolic method is a most promising technique. In terms of accuracy, the
]parabolic method performs better than all of the other integration methodologies
presented in this thesis. Unfortunately there is a drawback to accuracy of the method:
that is, there is a wide region of values which will cause the parabolic method to
become unstable. These values correspond to the points which lie outside of the
bounded stability region set forth in Chapter 2. With a good sense of programming
ability, it is possible to achieve fairly reliable results using the parabollic method. (It is
;is simple as not allowing certain combinations of h and h to occur).
Although Gear's second order method was not fully studied in this thesis, it is
commonly discussed in texts such as [l2] and [15]. Gear's method is also a promising
method for circuit solution; it achieves very good accuracy and also has an excellent
range of stability (as shown by the exterior of the region generated in Chapter 2). These
two significant advantages have made it an alternate, optional method offered in SPICE.
(SPICE has the option of running the trapezoidal method or Gear's 2,3,4,5,or 6th order
methods).
One major drawback to the Simpson, Gear, and parabolic metllods is that they
require two "starting" points to develop a solution. In general, these two starting points
are generated with a first order approximation (usually trapezoidal). 'This requirement
inorstarting points increases the complexity of writing transient programs, as well as
increases the memory requirements for the code.
Second order methods also require the storage of about twice the amount of data
:IS does a single order (linear) method. (This is due to second order systems needing
three points for an approximation, in contrast to the linear requirement of two). In view
of modern memory availability, this is of less concern today as it was in the past, and is
perhaps no longer a valid. But execution time requirements are still a valid concern.
Even though memory allocation for twice the amount of data may be easy, performing
the floating point operations on this extra set of data may slow the solution time of a
second order system down dramatically from that of a linear system. It has been
reasoned that the extra Boating point operations do not seem to be too taxing on running
times. The greatest proportion of running time for a transient prograrn is spent in the
I N decomposition of the conductance matrix. Although conductance matrices tend to
tle sparse and sparse matrix techniques can be used to decompose the rr~atrix,the largest

PI-oportionof time is still spent in this step. However, since the conduct once matrix is
fixed in size (i.e. does not depend on the order of the algorithm), thc solution timcs for
linear approximations are not significantly less than the solutions times fbr second order
approximations. There is some overhead expected since there is the additional amount
of floating point operations performed for second order systems, this only changes the
number of floating point operations by a constant amount (rather than a polynomial
amount). Therefore, the increased order does not significantly add tc~the execution
time.
4.:! Other methods

There are additional methods which can be used to solve transient circuit analysis.
Orre method which is quite common is Laplace transforms. Laplace i:; an extremely
accurate method hut very difficult to invert numerically. Also, Laplacc rncthods do not
allow for the calculation of nonlinear circuit elements. (Although inot mentioned
prr:viously, the transient methods introduced in this thesis are capable of' solving linear
as well and nonlinear circuits. It is required to have a root solver available in the
nonlinear case to solve for the circuit operating point at each time step).
Another method of solution would be to write the differential equations which
correspond to a circuit and then simultaneously solve these equations. This is primarily
how the software package ECAP works. Solving for transients in this m,anner is rather
bulky and subject to limiting constraints in how circuit branches can be constructed.
These constraints inherently have errors associated with them which may prove difficult
in achieving accurate results.
A final method (which was alluded to in chapter 1) is solution by Transient
Network Analyzers. This is an accurate means of solution, but no longer a very
practical one. The TNA's tend to he rather large and expensive, in addition, they are
only dedicated to one particular problem--circuit analysis. The ad~ant~age
to digital
computer techniques is that once a simulation is run, the computer is free to be used for
other tasks. Therefore a TNA may be quite accurate but not economical.

4.3 Recommendations
The bulk of this thesis shows how an increased order of approximation allows a
{nore accurate numerical integration. It is reasonable to assume that since circuit
responses tend to be exponential in form, then an exponential approxi.mation may best
represent the function. Some work was done to find an exponential ,approximation to
give a resistive companion circuit (this is presented in Chapter 2), ilnfortunately the
form of the solution is too complex at this point for practical use. It is recommended
that additional work be completed in this area in an attempt to achieve a more
lnanipulative exponential companion circuit. One possible approach is to carry through
;in exponential numerical integrator using exponential notation; subsequently, the
t:xpressions might he reduced to cubic, quadratic, or linear polynomials in t (time).
This thesis deals with linear circuits and methods of solution. Chua and Lin [12]
mention a means by which transients can be analyzed in nonlinear circuits. This
technique involves the inclusion of a root solver (usually Newton-Raphson) to the
source code. The purpose of the root solver is to obtain the operating points of each
datum (voltage and current) at the discrete time points. Although [12] does not mention
the use of nonlinear elements in the paraholic or Simpson's approximations. Some
work in this area should he completed to determine the stability and accuracy of these
rnethods when used for nonlinear circuits.
In addition to nonlinear elements, some research should be conducted in the use of
transient codes in the study of frequency or time dependent elements (such as resistors).
Currently some methods are used to model time varying resistance:;. The ATP for
e:xample allows a time varying resistance to be modeled by piece-wise linear
a.pproximations. Improvements in modeling these components should be researched
Enore in depth.
Although this thesis considered several integration methods, there are many
niethods which were not studied. Some research should be performed on other
integration methodologies to achieve a more accurate reflection on the advantages and
disadvantages of these methods. For example, a more detailed study should be
conducted on the Gear's method. Other possible areas for research wol~ldbe any of the
other methods listed in Tahle 1.1. Also, methods of using predictiorl and correction
fr~rmulasshould be studied. Chua and Lin [12] devote a large section of text on
niethods of prediction and correction. Some research which should stem from this

work would be to use various predictors and correctors in different transient circuit
applications. Special note should be made to analyze the accuracy benefits as weighed
against the increased algorithm complexity required in a predictor/corrector program.
And the final recommendation would he to research methods to stabilize
Simpson's rule. The method for Simpson's rule which was presented in this thesis was
based upon Hamming [13]. Hamming mentions the possibility of combining Simpson's
rule with what he terms to be the half Simpson's rule (this rule is very similar to the
parabolic method presented in this thesis). Hamming's solution was to run Simpson's
on the even time points and run the half Simpson's on the odd time points. This
method should be considered, however it is quite doubtful that result s would stabilize
Simpson's method. In addition to this method, other means of achit:ving Simpson
formulas should be investigated. There are many Simpson's methods, and it is possible
halt one may produce a high degree of accuracy and which, in conjunction with an
alternative technique, may maintain stability.
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