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Abstract
Stochastic reaction network models are widely utilized
in biology and chemistry to describe the probabilistic
dynamics of biochemical systems in general, and gene
interaction networks in particular. Most often, statistical
analysis and inference of these systems is addressed
by parametric approaches, where the laws governing
exogenous input processes, if present, are themselves
fixed in advance. Motivated by reporter gene systems,
widely utilized in biology to monitor gene activation
at the individual cell level, we address the analysis of
reaction networks with state-affine reaction rates and
arbitrary input processes. We derive a generalization
of the so-called moment equations where the dynamics
of the network statistics are expressed as a function of
the input process statistics. In stationary conditions, we
provide a spectral analysis of the system and elaborate
on connections with linear filtering. We then apply
the theoretical results to develop a method for the
reconstruction of input process statistics, namely the
gene activation autocovariance function, from reporter
gene population snapshot data, and demonstrate its
performance on a simulated case study.
Keywords: Chemical Master Equation; Spectral analysis;
Filtering; Gene networks; Systems Biology
1 Introduction
At the level of individual molecules, biochemical reac-
tion network dynamics are determined by random en-
counters of molecules of the different participating species.
Under suitable assumptions on the reaction volume, the
stochastic dynamics of the network are most often de-
scribed in terms of Continuous-Time Markov Chains
(CTMC) where the abundance of the different species
constitutes the random system state, and determines the
instantaneous propensity of the different reactions [18].
Stochastic reaction network modelling is widely utilized
in nowadays’s research in biology, in particular, to ana-
lyze and understand gene expression dynamics and inter-
actions [43, 39, 53, 26, 40]. Correspondingly, tools such as
∗Inria Grenoble – Rhoˆne-Alpes, 655 Avenue de l’Europe, Mont-
bonnot, 38334 Saint-Ismier cedex, France.
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the Chemical Master Equation (CME, [18]) and the Mo-
ment Equations (ME, [22]) are widely adopted mathemat-
ical tools for analyzing and reconstructing the stochastic
dynamics of the system [35, 57].
A widespread technique to monitor stochastic gene ex-
pression dynamics are reporter gene systems. These are
genetic DNA constructs ensuring that new molecules of
an easily quantifiable (for instance, fluorescent) protein
are synthesized when a gene of interest is expressed. In
a given cell, stochastic expression of the monitored gene
leads to fluctuating trajectories of reporter abundance (re-
fer to illustration in Fig. 1), that can be traced in single
cells by e.g. time-lapse fluorescence microscopy [33, 58].
Alternatively, population snapshot data obtained e.g. by
flow-cytometry [57, 20] provide the distribution of re-
porter abundance levels within independent samples col-
lected at different time instants from a population of cells.
Because the data provide an indirect readout of the phe-
nomenon of interest, a key challenge is to relate gene ac-
tivation statistics with the reporter abundance data and,
conversely, to infer the former from the latter.
From an engineering viewpoint, reporter systems can
be seen as dynamical sensoring devices, with a random
input (gene activation) driving stochastic dynamics that
determine the sensor output (reporter abundance). Mo-
tivated by reporter systems, in this paper we address in
more generality the analysis of stochastic reaction net-
works with input processes. We consider reaction rates
that are affine in the state [15]. Under the assumption
of stochastic causality [19, 32, 3], for an arbitrary in-
put process with finite first- and second-order moments,
we derive exact relationships between input and output
statistics. When restricted to mean and variance, these
equations constitute a generalization of the ME to the
presence of stochastic inputs. We also derive equations re-
lating the input and output autocovariance functions and,
in stationary conditions, we provide a spectral characteri-
zation of the input-output transformation, showing analo-
gies with and differences from linear filtering of stochastic
processes [16, 32].
This first contribution relates with work on the analy-
sis of noise propagation in biochemical networks. Noise
propagation in gene networks and dissection of different
noise sources is treated in [3, 52, 41, 53, 23], among oth-
ers. In [1], spectral analysis is used to investigate the
effects on gene expression noise of different gene regula-
1
ar
X
iv
:1
71
0.
06
25
9v
1 
 [q
-b
io.
QM
]  1
7 O
ct 
20
17
(a)
0 50 100 150 200 250 300 350 400
0
20
40
60
80
t
µ Y
 
± 
σ
Y
0 50 100 150 200 250 300 350 400
0
50
100
U,
 Y
(b)
Figure 1: Reporter gene system. (a) Genetic construc-
tion and functioning of a reporter system. The coding
sequence of a reporter protein is placed under the con-
trol of the promoter of a gene of interest. Upon gene ex-
pression, reporter mRNA molecules are transcribed from
the gene and further translated into visible (quantifiable)
protein molecules. Both mRNA and protein molecules
are subject to degradation. (b) Simulated example of re-
porter system, assuming that no reporter molecules are
present at time 0. Top panel: Individual-cell profile of
reporter abundance (Y , green line) in response to activa-
tion and deactivation over time of the promoter (U , resp.
gray shades and white background) in the same cell; Bot-
tom panel: Mean (µY , thick line) plus/minus standard
deviation (σY , thin lines and shaded region) of reporter
abundance over a population of cells, each with its own
promoter activation pattern, from population snapshot
measurements. Time is in minutes, reporter abundance
is in number of molecules.
tory configurations. In [55], spectral analysis based on the
CME is explicitly performed for a specific parametric gene
expression model. Effects of exogenous or unmodelled dy-
namics on the statistics of a reaction network are treated
with various approaches in [24, 31, 56]. A Langevin ap-
proximation for the frequency-domain analysis of noise
in genetic circuits is proposed in [48, 10]. An approach
to the analysis of stochastic reaction networks similar to
ours is taken in [30], but in absence of inputs and with
a different focus. In a broader perspective, our analysis
falls in the context of stochastic hybrid systems [22, 34],
providing results for a specific class of models that can be
of interest, in particular, to the analysis, estimation and
identification of CTMCs [37].
Next, we exploit our general results to address recon-
struction of input statistics from reporter data. Different
from e.g. [51, 58, 33], where single-cell trajectories are pre-
sumed available, we focus on population snapshot data,
which are experimentally easier to obtain. When confined
to population means, the problem reduces to deconvolu-
tion [12, 42], and has been addressed with success in a
number of works (see e.g. [59, 13, 47]). In the stochastic
setup, the problem is nontrivial, and has been addressed
only indirectly. Most approaches are based on parame-
ter estimation or model selection [29, 28, 20, 36]. Here
we take a nonparametric approach, that is, we propose
a method to reconstruct statistics of an arbitrary input
process in absence of a parametric model governing its
laws. We concentrate on the reconstruction of the auto-
covariance function of promoter activity, which is of par-
ticular interest since it conveys information about time
scales and memory of the gene expression process. Non-
parametric methods for population snapshot data are in
their infancy [38, 21, 45, 7, 6]. Different from correla-
tion analysis [50], time correlation of the output is not
assumed available, which complicates the problem consid-
erably. Yet nonparametric methods carry great potential,
since they enable to decouple statistical characterization
of gene expression from the mechanistic modelling of reg-
ulatory interactions.
The paper, which is a vast extension and generalization
of the preliminary work in [8], is organized as follows.
The formal definition of stochastic reaction network is re-
viewed in Section 2. Moment equations for networks with
stochastic inputs are derived in Section 3. Based on this,
spectral analysis is discussed in Section 4. In all these
sections, the case study of reporter systems is further dis-
cussed as a running example. In Section 5, based on the
previous results, we develop a method for the nonparamet-
ric estimation of a stationary gene promoter autocovari-
ance function from transient population snapshot (mean
and variance) reporter gene data. Theoretical results as
well as the performance of the reconstruction method are
demonstrated via numerical simulations in Section 6. Sec-
tion 7 concludes the paper with a final discussion and
perspectives of the work. All mathematical proofs are
reported in Appendix A.
2
Notation: N, Z, R, R≥0 and C denote natural, integer,
real, nonnegative real and complex numbers, respectively.
For a set T ⊂ R, 1T (·) is the indicator function of T , and
1(·) is the unit step function 1[0,+∞)(·). For three random
vectors X, Y and F , E[X|F ] denotes conditional expecta-
tion of X given F , Cov(X,Y |F ) = E[(X − E[X|F ])(Y −
E[Y |F ])T |F ] (superscript “T ” denoting transposition) and
Var(X|F ) = Cov(X,X|F ). Cov(X,Y ) and Var(X) are
defined similarly, with conditional expectations E[ · |F ] re-
placed by simple expectations E[ · ]. P[ · ] denotes proba-
bility of an event.
2 Stochastic reaction networks
with inputs
A reaction network is a family of chemical species and re-
actions that occur among them in a given reaction volume.
Consider a network with n speciesS1, . . . ,Sn andm reac-
tions R1, . . . ,Rm. To our purposes, the reaction network
is fully described by a stoichiometry matrix S ∈ Zn×m and
by a vector of reaction rates w ∈ Rm. The ith row, jth
column entry of S denotes the net change in the number
of molecules of Si when reaction Rj takes place. Un-
der suitable assumptions on the reaction volume, reaction
rates depend on the abundance of the different species
as dictated by the laws of mass action [18], and describe
the propensity (limiting probability over an infinitesimal
time period) by which the different reactions take place.
Correspondingly, vector
X(t) =
[
X1(t) · · · Xn(t)
]T
,
where Xi(t) is the number of molecules of Si at time t,
describes the system state at time t and follows the laws
of a CTMC.
We consider reaction networks with rates of the form
wf (t) = WX(t) + f(t), (1)
with W ∈ Rm×n≥0 , where f : R → Rm≥0 is a piecewise con-
tinuous function. This form is peculiar of reaction net-
works comprising zero- or first-order reactions, and the
starting point for the approximate description of more
complex reaction dynamics (see e.g. [53]). Possible gen-
eralizations of this assumption will be considered in the
discussion of Section 7.
We are interested in the general case where f is the
random outcome of a stochastic process F that is a causal
input of the system. That is, we assume absence of feed-
back from X to F , so that, independent of the specific
outcome of F , reaction rates (1) can be written as
w(t) = WX(t) + F (t). (2)
We assume that the first- and second-order moments of F
are uniformly bounded. Note that this includes the case
where some (or even all of the) components of F (t) are
deterministic. In agreement with the nonnegativity of the
elements of f(t), we assume that E[F (t)] ≥ 0 elementwise
for all t.
2.1 Case study: Reporter gene systems
Refer to Fig. 1(a). Gene expression kinetics can be de-
scribed by the reaction system
R1 : ∅ kM ·U−−−→M R2 : M dM−−→ ∅
R3 : M
kP−−→M + P R4 : P dP−−→ ∅
(3)
[14, 26] where M and P denote mRNA and protein
species, respectively. Reaction R1 represents transcrip-
tion of the coding sequence of the gene into one mRNA
molecule, while reaction R3 represents translation of one
mRNA into one new molecule of the protein P coded by
the gene. Reactions R2 and R4 describe the degradation
of the mRNA and protein molecules, respectively.
In the context of this paper, P is the fluorescent re-
porter protein. We will not distinguish between imma-
ture (invisible) and mature (visible) protein molecules. If
necessary (e.g. for slow, stochastic maturation), an addi-
tional first-order reaction P → Pmature can be included in
the model (along with Pmature → ∅) to account for pro-
tein maturation (and mature protein degradation). With-
out loss of generality, we ignore possible constant factors
converting molecule abundance into observed fluorescence
level.
In individual cells, reactions are best described as ran-
dom events, so that stochastic network modelling ap-
plies. In accordance with the standard random telegraph
model [40], U is a binary process such that, at time t,
U(t) = 1 if the gene is active, while U(t) = 0 if the gene is
inactive. Propensities of reactions R1–R4 are determined
by the rate parameters θ = (kM , dM , kP , dP ), which we
assume to be positive constants. In this model, transcrip-
tion (reaction R1) occurs at a rate km only when the gene
is active, while it does not occur when the gene is inac-
tive. Note however that the expression kM · U for the
rate of R1 may accommodate more complicated scenar-
ios, such as the existence of multiple on-states [36], and
admits a much larger interpretation where U is any form
of extrinsic noise [29, 52]. Most results in later sections
are developed in such full generality.
Let X1(t) and X2(t) denote the abundance of M and
of P at time t, in the same order. Then, from (3),
S =
[
1 −1 0 0
0 0 1 −1
]
and, from the laws of mass-action [18],
w(t) =
[
kMU(t) dMX1(t) kPX1(t) dPX2(t)
]T
,
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which is in the form (2) provided the definitions
W =

0 0
dM 0
kP 0
0 dP
 , F (t) =

kMU(t)
0
0
0
 . (4)
In this case, from a biological standpoint [3], absence of
feedback from X to F is supported by the fact that fluo-
rescence reporter proteins are by choice not part of the na-
tive proteome of the organism under study, and thus not
part of specific gene expression regulatory mechanisms.
In addition, from the viewpoint of experimental design,
it is a prominent effort of synthetic biology to minimize
cross-talking of the engineered biochemical modules (in
this case, reporter systems) with the native cellular dy-
namics.
From an engineering perspective, a gene reporter sys-
tem can be seen as a sensoring device that transforms the
process of interest U into a measurement process Y via
a stochastic dynamical transformation. Thus, following
standard conventions, we define Y = X2 to emphasize
the role of the reporter protein process as the output Y
of a system with input U and state X.
3 Generalized Moment Equations
For the reaction networks of Section 2 with a random
input F , we seek equations for the mean, variance, and
autocovariance functions of X. We will prove that these
equations can be written in closed form in terms of anal-
ogous statistics of F . To achieve this, we will first con-
sider the conditional statistics of X given a generic out-
come of F and initial condition X(0), and then proceed
by marginalization.
For a given profile F = f and initial condition X(0) =
x0, define the conditional mean, covariance matrix and
autocovariance (matrix) function
µf,x0(t) = E[X(t)|f, x0],
Σf,x0(t) = Var
(
X(t)|f, x0
)
,
ρf,x0(z, t) = Cov
(
X(z), X(t)|f, x0
)
,
in the same order (since ρ(z, t) = ρ(t, z)T by its very def-
inition, we can restrict attention to z ≥ t). For the con-
ditioned process, reaction rates obey (1) by the causality
assumption. Hence, differential equations for the evolu-
tion of µf,x0 and Σf,x0 are provided by the well-known
ME for state-affine rates, which are extensively utilized
in the literature (see e.g. [22, 35, 45]). Partial differen-
tial equations for ρf,x0(z, t) for the case of affine rates can
instead be found in [30] (see also [55] for a specific case
study). To discuss these equations, let us introduce some
notation. Define
`(t) = exp(SWt)1(t) (5)
and, for any matrix function g(·) such that the integrals
are well-defined, the linear operations
Ltg =
∫ +∞
0
dτ `(t− τ)g(τ),
L ∗t g =
∫ +∞
0
dτ g(τ)`(t− τ)T ,
L ◦t g =
∫ +∞
0
dτ `(t− τ)g(τ)`(t− τ)T .
For a matrix function g(·, ·) depending on two arguments,
we let Lt operate on the first argument and L ∗t on
the second argument, such that, for suitable g′ and g′′,
Ltg(·, z) = g′(t, z) and L ∗t g(z, ·) = g′′(z, t). We also for-
mally define the linear operators L , L ∗ and L ◦ trans-
forming g into functions over R defined by (L g)(t) = Ltg,
(L ∗g)(t) = L ∗t g and (L
◦g)(t) = L ◦t g.
The following result recapitulates the differential equa-
tions for mean, variance and autocovariance in the special
case of a fixed initial state x0, and reports their integral
solution.
Proposition 1 For any t and z ≥ t, it holds that
µ˙f,x0(t) = SWµf,x0(t) + Sf(t),
Σ˙f,x0(t) = SWΣf,x0(t) + Σf,x0(t)WTST +Qf,x0(t),
∂
∂z
ρf,x0(z, t) = SWρf,x0(z, t),
with µf,x0(0) = x0, Σ
f,x0(0) = 0 and ρf,x0(t, t) =
Σf,x0(t), where Qf,x0(t) = Sdiag
(
Wµf,x0(t) + f(t)
)
ST .
The solutions are
µf,x0(t) = `(t)x0 +Lt(Sf), (6)
Σf,x0(t) = L ◦t (Q
f,x0), (7)
ρf,x0(z, t) = `(z − t)Σf,x0(t). (8)
Next define the (non-conditional) moments
µF (t) = E[F (t)], ρF (z, t) = Cov
(
F (z), F (t)
)
,
µ(t) = E[X(t)], ρ(z, t) =Cov
(
X(z), X(t)
)
as well as Σ(t) = ρ(t, t), and denote µ0 = µ(0), Σ0 =
Σ(0). (Note that to simplify notation, throughout the
manuscript, the statistics of process X, e.g. µ, are written
without a subscript “X”, contrary to analogous statistics
of other processes, e.g. mean µF of process F .) Also de-
fine ξF (t) = Cov
(
X(0), F (t)
)
. We assume that µ0 and
Σ0 are well-defined (finite). Together with the assump-
tions on F , this also implies that ξF is uniformly bounded.
Marginalization of the conditional moments (6)–(8) even-
tually leads to the following result.
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Proposition 2 For any t ≥ 0 and z ≥ t it holds that
µ(t) = `(t)µ0 +Lt(SµF ),
ρ(z, t) = `(z)Σ0`(t)
T +L ∗t Lz(SρFS
T )+
`(z)L ∗t (ξFS
T ) +Lz(Sξ
T
F )`(t)
T+
`(z − t)L ◦t
(
Sdiag
(
Wµ+ µF
)
ST
)
.
It can be appreciated that µ and ρ are the result of lin-
ear transformations of the mean and autocovariance of F ,
that is µF and ρF , plus terms associated with the initial
distribution of X(0). For X(0) = 0, in particular, the
expressions are in close analogy with the transformations
that would be operated on µF and ρF by a linear filter
with convolution kernel `(·)S applied to F , with the ex-
ception of the term in ρ depending on L ◦t . We will come
back on this point in Section 4.
Corollary 1 For any t ≥ 0 and z ≥ t, and any µ0 and
positive semi-definite Σ0, it holds that
µ˙(t) = SWµ(t) + SµF (t), (9)
Σ˙(t) = SWΣ(t) + Σ(t)WTST +Q(t)+ (10)
Vξ(t, t) + V
T
ξ (t, t) + Vρ(t, t) + V
T
ρ (t, t),
∂
∂z
ρ(z, t) = SWρ(z, t) + Vξ(z, t) + Vρ(z, t), (11)
with µ(0) = µ0, Σ(0) = Σ0 and ρ(t, t) = Σ(t), where
Q(t) = Sdiag
(
Wµ(t) + µF (t)
)
ST ,
Vξ(z, t) = SξF (z)
T `(t)T ,
Vρ(z, t) = L
∗
t (SρF (z, ·)ST ).
This result follows straight from Proposition 2 by taking
derivatives. By comparison with Proposition 1, it shows
that the evolution of first- and second-order moments re-
sembles that of the conditioned process moments, except
for µF (t) in place of f(t) and for the input terms Vξ and
Vρ. These input terms characterize the additional vari-
ability of X as a result of the variability of F .
3.1 GME for reporter systems
For the reporter model of Section 2.1, it is immediately
found that
SW =
[−dM 0
kP −dP
]
.
The explicit form of the matrix exponential (5) is given by
standard formulas. Two different expressions are obtained
depending on whether dM = dP or dM 6= dP . Biologically
speaking, the most relevant case is dP < dM , since mRNA
molecules are usually less stable than proteins. We will
not make this assumption for the time being, but come
back to it for certain explicit calculations later on. In
view of the specific form of F in Eq. (4), it is of interest
to detail the formulas in terms of U . Define
µU (t) = E[U(t)],
ρU (z, t) = Cov
(
U(z), U(t)
)
,
ξU (t) = Cov
(
X(0), U(t)
)
.
By straightforward calculations, one finds that
Q(t) =
[
kMµU (t) + dMµ1(t) 0
0 kPµ1(t) + dPµ2(t)
]
,
(12)
with µi the ith element of µ, as well as the expressions of
Vξ(z, t) and Vρ(z, t), respectively given by[
kMξU (z)
T `(t)T
01×2
]
,
[
k2ML
∗
t ([ ρU (z, ·) 0 ])
01×2
]
. (13)
Together with µF (t) = [ kMµU (t) 0 0 0 ]
T , these expres-
sions can be used to specialize the results in Proposition 2
and Corollary 1. In particular, it is possible to rewrite
the differential equations (9)–(10) in the vectorized form
often encountered in the literature [7, 35], that is, a sys-
tem of linear equations with state vector formed by the
non-redundant entries of µ and Σ. Different from this lit-
erature, the resulting vector field would also include terms
from Vρ and Vξ, accounting for the stochastic nature of
U . We will not detail this vectorized form. The above
expressions will instead be utilized for the developments
of Section 4.1 and 5.
4 Spectral analysis of networks
with inputs
Starting from the general results of Section 3, suppose
now F is second-order stationary [16, 32], that is, µF (t)
is constant and ρF (z, t) depends only on the difference
z − t. Irrespective of t we may thus define µ¯F = µF (t),
ρ¯F (δ) = ρF (t + δ, t). For two generic functions g and g
′
over R taking matrix values of compatible size, let g ∗ g′
denote convolution, (g ∗ g′)(t) = ∫ +∞−∞ dτ g(t− τ)g′(τ).
Proposition 3 Assume that the square matrix SW is
strictly stable, that is, all its eigenvalues λ obey Re(λ) < 0.
Then, for t → +∞ and any δ ≥ 0, µ(t) → µ¯ and
ρ(t+ δ, t)→ ρ¯(δ), where, for `−(·) = `(−·),
µ¯ = −(SW )−1Sµ¯F ,
ρ¯(δ) =
[
` ∗ (Sρ¯FST ) ∗ `T−
]
(δ) + `(δ)Σ¯◦,
where Σ¯◦ = L ◦∞(Q¯) is the unique symmetric solution of
0 = SW Σ¯◦ + Σ¯◦WTST + Q¯, (14)
with Q¯ = Sdiag
(
(I −W (SW )−1S)µ¯F
)
ST .
Thus, a second-order stationary process F leads to a
second-order stationary process X at least asymptotically.
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The expression of ρ¯(δ) for δ < 0 follows from the equal-
ity ρ(t + δ, t) = ρ(t, t + δ)T , such that ρ¯(δ) = ρ¯(−δ)T .
For δ = 0, the stationary covariance matrix Σ¯ = ρ¯(0) is
obtained.
The expression of the stationary autocovariance func-
tion ρ¯ obtained in Proposition 3 is composed of a convo-
lutional term, which is typical of linear filtering, and of an
additional term given by the exponential factor `(·) times
a constant matrix. Starting from this expression, one may
quantify in the frequency domain how the (matrix) power
spectral density of F is reflected into that of X. Recall
that the power spectral density of a (second-order) sta-
tionary process with absolutely integrable (matrix) auto-
covariance function r(·) is given by the Fourier transform
F r [16, 32],
(F r)(iω) =
∫ +∞
−∞
dδ e−iωδr(δ),
with ω ∈ R and i the imaginary unit. For ρ¯F absolutely
integrable, let RF = F ρ¯F be the spectral density of F .
By well-known properties of Fourier analysis, in view of
the expression of ρ¯, the spectral density R = F ρ¯ of X is
given by
R(iω) = L(iω)SRF (iω)S
TL(−iω)T+
L(iω)Σ¯◦ + Σ¯◦L(−iω)T , (15)
where L = F `. By the definition of ` in (5) and the as-
sumption that SW is strictly stable, the entries of L(iω)
are finite for all ω ∈ R. Therefore R is also well-defined.
For s ∈ C, let us interpret L(s)S as the transfer function
of a linear filter with impulse response `(·)S. Then the
first term of (15) is the input-output transformation of
the power spectrum operated by this linear filter, while
the second term introduces an unusual component in the
output spectrum associated with the mean of F via Σ¯◦.
In other words, in terms of first- and second-order statis-
tics, we may interpret stochastic reaction networks as the
superposition of a linear filter operating on the input pro-
cess F , plus a stochastic component introduced by the
randomness of the network reactions. This interpretation
is further elaborated below.
4.1 Spectral analysis of reporter gene sys-
tems
For the reporter gene model introduced in Section 2.1, we
further develop the results of Section 3.1 under the as-
sumption that SW is strictly stable. This holds whenever
the rate constants dM and dP are both strictly positive,
which is generally the case. In view of Proposition 3, for U
stationary, we may then consider the stationary statistics
of X. While the results of Proposition 3 could be spelled
out in full detail for the case at hand, we are mostly in-
terested in the spectrum of the output (reporter protein)
process Y in terms of the spectrum of the input process
Figure 2: Filter representation of the reporter system.
The dashed line branching from U indicates a statistical
property of the process.
U . Let µ¯U and ρ¯U (·) be the stationary mean and auto-
covariance function of U , in the same order. Also let RU
and RY respectively denote the Fourier transforms of ρ¯U
and of the stationary autocovariance function of Y .
Proposition 4 Let U and X be (second-order) station-
ary. The power spectral density of Y is given by
RY (iω) = H(iω)H(−iω)RU (iω) +RE(iω) (16)
where, for α = kP /(dM + dP ), rP = kP /dP and rM =
kM/dM ,
H(iω) =
kP kM
(dP + iω)(dM + iω)
,
RE(iω) = rM
[
αkP
(dP + iω)(dM + iω)
+
rP (1 + α)
(dP + s)
+
αkP
(dP − iω)(dM − iω) +
rP (1 + α)
(dP − iω)
]
µ¯U .
Notice that, from the definition of U as a binary pro-
cess and in agreement with the assumptions on F , µ¯U ≥ 0.
It can thus be appreciated that the reporter system acts
on the spectrum of U as a linear dynamical system with
transfer function H(s), except for the additional term
RE(iω), proportional to the input process mean µ¯U , that
reflects the stochasticity of the reporter system. From
a signal processing viewpoint, we may thus interpret
gene reporters as linear filters introducing colored mea-
surement error E with mean zero and power spectrum
RE(iω) = HE(iω)HE(−iω)µ¯U , for a suitable spectral fac-
tor HE(iω). A pictorial view of this interpretation is given
in Fig. 2.
5 Reconstruction of promoter
statistics from population snap-
shot data
Reporter systems provide an indirect readout of gene ac-
tivation and deactivation. Reconstruction of promoter
activity statistics is thus the core problem in reporter
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gene data analysis. The relationships between second-
order moments of input and state (output) processes that
were established in the previous sections enable one to
address a variety of reconstruction problems. The linear-
ity of these relationships makes mathematical treatment
very neat. In this section, we concentrate on the recon-
struction of the statistics of a promoter process from pop-
ulation snapshot data. To do this, we will elaborate on
the results of Section 3.1. We assume that the reporter
parameters θ are known, with dP < dM , and consider a
scenario where U is in (or has reached) stationary condi-
tions. For the reasons exposed in the introduction, we are
especially interested in the (nonparametric) reconstruc-
tion of the (stationary) autocovariance function ρ¯U . In
the light of (10), with Vρ as in (13), ρ¯U acts as a forcing
input on the dynamics of Σ. This prompts us to address
estimation of ρ¯U from measurements of the transient of
Σ. To avoid that Σ is in steady-state, one must ensure
(mathematically and experimentally) that X is not sta-
tionary. Here we develop a method for the case where
X(0) = 0, which is especially convenient since it avoids
stationarity of X and implies that Vξ = 0 in (10).
We assume that snapshot measurements of the popula-
tion mean, µ˜Y , and of the variance, σ˜
2
Y , are available at in-
creasing measurement times tk ≥ 0, with k = 0, . . . ,M−1.
Because these empirical statistics are drawn from large
and independent samples (typically in flow-cytometry, 104
or more cells per sample), thanks to the law of large num-
bers, measurements can be modelled as
µ˜Y (tk) = µ
∗
2(tk) + e
µ
k , σ˜
2
Y (tk) =Σ
∗
2,2(tk) + e
σ
k ,
where µ∗2 and Σ
∗
2,2 denote the true mean and variance of
process Y , and the errors (eµk , e
σ
k) are approximately Gaus-
sian, zero-mean and uncorrelated across k [57]. Subscript
indices emphasize that µ∗2 and Σ
∗
2,2 are entries of the true
mean vector and covariance matrix of X, denoted with µ∗
and Σ∗. (In the present context, superscript “ * ” is used
to clearly distinguish true process statistics from candi-
date solutions).
The moment equations of the system reduce to
µ˙(t) = SWµ(t) +
[
kM µ¯U 0
]T
, (17)
Σ˙(t) = SWΣ(t) + Σ(t)WTST +Q(t) + Vρ(t) + V
T
ρ (t),
(18)
with µ(0) = 0 and Σ(0) = 0, where Vρ(t) is shorthand for
Vρ(t, t). Using the fact that dM 6= dP , the expression of
Vρ(t) in (13) becomes[
k2MIr(t; dM )
k2MkP
dP−dM
(
Ir(t; dM )−Ir(t; dP )
)
0 0
]
(19)
with r = ρ¯U , where, for a generic measurable function
r : R → R and any constant d◦ > 0, Ir(t; d◦) =∫ t
0
dδ r(δ) exp(−d◦ · δ).
We assume that the model is exact, that is, µ∗ and
Σ∗ are the solution of (17)–(18) corresponding to some
true mean µ¯∗U and autocovariance function ρ¯
∗
U , and denote
with Q∗ and V ∗ρ the corresponding instances of Q and Vρ.
From (12), Q(t) depends on µ¯U and µ(·). In turn, µ(·) is
determined by µ¯U via (17), so that Q(t) is essentially a
function of the constant µ¯U . The true value of the latter
is especially easy to reconstruct from data, since it suffices
to fit the observations µ˜Y (·) with the solution of (17) as
a function of the scalar constant µ¯U . We will not discuss
this trivial problem further, and simply assume that Q∗(·)
is known.
Let Σ(t|r,Q) be the solution of (18)–(19) for some
generic Q and r. Define v(t|r) = Σ2,2(t|r, 0) and v0(t) =
Σ2,2(t|0, Q∗). In view of the linearity of (18) in Vρ and
Q, and the linearity of (19) in r, v(·|r) is a linear func-
tional of r, and it holds that Σ∗2,2 = v(t|ρ¯∗U )+v0(t). Thus,
in principle, estimation of ρ¯U may be formulated as the
linear least-squares problem
inf
r∈C
M−1∑
k=0
α2k ·
(
σ˜2Y (tk)− v0(tk)− v(tk|r)
)2
(20)
where C is the convex cone of stationary autocovariance
(equivalently, positive-semidefinite) functions over R, and,
for every k, weight α2k is fixed to the inverse of the vari-
ance of eσk , which can itself be estimated from the data
as in [57]. However, the problem is ill-posed due to the
sampling of the data and the infinite-dimensional nature
of C [2, 12]. We thus recast the problem into regularized
estimation using a finite-dimensional approximation of C .
Let {r1, . . . , rN} be a fixed set of symmetric measurable
functions. Due to the linearity of v,
v(t|c1r1 + . . .+ cNrN ) =
N∑
`=1
c`v`(t), v`(t) = v(t|r`).
Defining R(·) = [ r1(·) · · · rN (·) ] and V (·) =
[ v1(·) · · · vN (·) ], we may then consider estimates ρˆU of
ρ¯U of the form R(·)cˆ, where cˆ is a solution of
inf
c∈RN
M−1∑
k=0
α2k ·
(
σ˜2Y (tk)− v0(tk)− V (tk)c
)2
+ γQ(c)
(21)
s.t. R(·)c ∈ C , (22)
whereQ(c) is a quadratic penalty function promoting reg-
ular solutions, and γ ≥ 0 [12]. Optimization (21)–(22)
is a linear least-squares problem with convex constraints,
which can be solved efficiently [4]. Of course, the choice of
the r` and of γQ will determine accuracy and regularity of
the estimate ρˆU (·). From an implementation viewpoint, a
convenient choice of the r` may simplify the computation
of the v`. In particular, one may ensure that the integrals
Ir`( · ; d◦) appearing in (19) can be calculated explicitly.
In addition, depending on the choice of the r`, a more ex-
plicit form for the contraints (22) should be determined.
One convenient choice is discussed in detail in the next
section.
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5.1 Solution by expansion over indicator
functions
First of all notice that, for any r, the quantities
v(t0|r), . . . , v(tM−1|r) depend on r(δ) only for δ ∈ T =
[0, tM−1). In view of this, for an N ∈ N, let T1, . . . , TN
be a partitioning of T into intervals T` = [T
−
` , T
+
` ), that
is, T1 ∪ . . . ∪ TN = T and T` ∩ T`′ = ∅ for ` 6= `′.
For ` = 1, . . . , N , define the symmetric functions r` over
(−tM−1, tM−1) as r`(δ) = 1T`(|δ|). By this choice, for
r = r`, Ir takes the explicit form
Ir`(t; d◦) = d
−1
◦
(
exp(−d◦τ1)− exp(−d◦τ2)
)
, (23)
τ1 = min{max{T−` , 0}, t}, τ2 = max{min{T+` , t}, 0}.
Then, the corresponding v`(t) at the increasing sequence
of times tk is efficiently found by numerical integration of
(18), with Q = 0 and Vρ as in (19) with (23) in place of
Ir. Moreover, thanks to the piecewise constant nature of
the r`, positive semi-definiteness of R(·)c is equivalent to
positive semi-definiteness of the symmetric Toeplitz ma-
trix with first row [R(t0)c, · · · , R(tM−1)c ], which we
denote by T (c). Then, constraint (22) may be replaced
by the more practical constraint
T (c) ∈ CM , (24)
with CM the convex cone of symmetric, positive semi-
definite matrices of order M . We further define the
penalty function
Q(c) =
M−2∑
k=1
(R(tk−1)c− 2R(tk)c+R(tk+1)c)2,
a natural adaptation of the standard second-order rough-
ness penalty
∫
(r¨(δ))2dδ to a piecewise-constant func-
tion [12, 54, 44]. The resulting problem can be straight-
forwardly implemented and solved by standard convex op-
timization software [11].
In summary, the estimation procedure is as follows:
• Given σ˜2Y (·), γ, and T1, . . . , TN ;
• Compute v0(tk), with k = 0, . . . ,M−1, by numerical
integration of (18) with Q = Q∗ and Vρ = 0;
• For ` = 1, . . . , N compute v`(tk), with k = 0, . . . ,M−
1, by numerical integration of (18) with Q = 0 and
using expressions (19) and (23) for Vρ;
• Find a solution cˆ to the optimization problem with
objective function (21) subject to constraint (24);
• Return ρˆU (·) = R(·)cˆ.
Clearly, estimate ρˆU (δ) will only be relevant for |δ| ∈ T .
As an extension, the best choice of the regularization
weight γ could be made in several ways, using prior infor-
mation about the expected regularity of ρ¯U , or via clas-
sical cross-validation techniques (see [12] and references
therein). For the latter, notice that repeated optimization
over different candidate values of γ does not require re-
computation of the v`, which turns out to be the computa-
tionally most expensive portion of the procedure. We will
not pursue this point further. Feasibility of reconstruc-
tion and performance of the method are demonstrated on
a numerical case study in the next section.
6 Computational example: Pro-
moter switching with stochastic
rates
We now illustrate the theoretical results of Section 3 and 4
in a simple reporter gene simulation study built upon the
model of Section 2.1. This will also serve as a numeri-
cal case study for the reconstruction method of Section 5.
We focus on a binary promoter process U , and consider a
case where the switching rates of U are stochastic. Note
that for such a system, if the mechanistic model of the
switching rate laws is not known, parametric analysis and
inference approaches are inapplicable. A model for the
switching laws is introduced next for the sake of illus-
tration and simulation. Knowledge of this model is of
course not exploited in the application of our nonpara-
metric analysis and reconstruction methods.
Suppose that the binding of some unknown transcrip-
tional regulator is necessary for enabling activation of the
promoter of interest. Let B be the binary process that
encodes the binding state of the transcriptional regulator
at the promoter site. When the regulator is present, that
is B = 1, activation of the promoter, i.e. transition of U
from 0 to 1, is possible at a rate λ+. When the regulator
is absent, that is B = 0, promoter activation is disabled,
that is no switch of U from 0 to 1 may occur. Overall, this
gives a stochastic switch-on rate for U equal to B ·λ+. Re-
gardless of B, promoter deactivation, that is, transition of
U from 1 to 0, is possible at a switch-off rate λ−. Binding
and unbinding of B are themselves modelled as random
events occurring at rates β+ and β−, respectively.
In order to explore the results of the previous sections,
relating the statistics of U with those of Y , simulations of
the full gene expression process (B,U,X) resulting from
this regulatory mechanism can be easily carried out. Yet,
since the joint process (B,U) is a (continuous-time) finite
Markov chain, the statistics of U can also be determined
analytically. Let pt be the four-dimensional column vector
whose lth entry is the probability that, at time t, (B,U)
is in the lth state of the list {(0, 0), (1, 0), (0, 1), (1, 1)}.
Then pt = exp(Πt)p0, where Π is the transition kernel
Π =

−β+ β− λ− 0
β+ −(β− + λ+) 0 λ−
0 0 −(λ− + β+) β−
0 λ+ β+ −(λ− + β−)
 .
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Proposition 5 Define CU = [ 0 0 1 1 ]
T and, for z ≥ t ≥
0, qTz,t = C
T
U exp(Π(z − t)). It holds that
µU (t) = C
T
U pt, ρU (z, t) = q
T
z,t(diag(CU )− ptCTU )pt.
For strictly positive β+, β−, λ+ and λ−, U has the sta-
tionary statistics µ¯U = C
T
U p∞ and
ρ¯U (δ) = C
T
U exp(δ)(diag(CU )− p∞CTU )p∞,
where p∞ is the unique solution of 0 = Πp∞.
On the basis of this, Fig. 3 illustrates the results of
the previous sections on the computation of the statis-
tics of Y as a function of those of U , for the case
where U is in stationary conditions. Reporter parameters
were fixed to biologically relevant values inspired by [26],
θ = (0.5, 0.1, 0.2, 0.01) [min−1]. Switching process pa-
rameters (λ+, λ−) = (0.1, 0.05) [min−1] and (β+, β−) =
(0.1351, 0.1) [min−1] are such that U spends on aver-
age an equal time in the on and off states (that is,
µ¯U = 0.5 by construction). For comparison, numerical
Monte Carlo simulations of process (B,U,X) were carried
out in StochKit [46]. The initial conditions
(
B(0), U(0)
)
over the 105 simulations were assigned in proportion to
p∞ to obtain sampling of (B,U) in stationary conditions,
while the initial condition of X was fixed to X(0) = 0.
The empirical statistics drawn from these simulations are
also reported in the figure and are found to be in perfect
agreement with the analytic developments.
We now demonstrate the autocovariance reconstruction
procedure of Section 5 on the example introduced above.
In stationary conditions, the statistics of process U are
illustrated in Fig. 3. As illustrated in the bottom plot of
Fig. 3(a), we consider the case where measurements σ˜2Y
are taken at M = 20 time instants tk = 5 · k [min], with
k = 0, . . . ,M − 1, from independent simulated samples of
105 cells, based on the random simulation of (B,U,X).
Sparsity and size of the data set are relevant to real-world
experimental scenarios. The family of basis functions is
defined by N = 96, T1 = [0, 0.5), TN = [94.5, 95) and, for
` = 2, . . . , N − 1, T` = [` − 1.5, ` − 0.5). This essentially
corresponds to a uniform partitioning of the measurement
period T = [0, 95]. Notice that N  M makes regular-
ization crucial. Estimation of ρˆU is performed over 1000
randomly generated datasets, yielding 1000 estimates that
are used to compute empirical mean and standard devia-
tion of ρˆU (δ), with δ ∈ T .
The performance of estimation is illustrated in Fig. 4.
The first observation is that the true covariance func-
tion is, as desired, contained in the confidence band
mean
(
ρˆU (δ)
) ± 2 · std(ρˆU (δ)), δ ∈ T . This band is re-
markably narrow for small lags and is nicely bounded
for δ roughly up to 75. Larger lags are instead affected
by diverging uncertainty. This is a clear sign of the lit-
tle sensitivity of the measurements to the tails of ρ¯U (δ),
that can be understood in terms of the asymptotic sta-
bility of the generalized moment equations, or in other
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Figure 3: Statistics of the example process U and the
resulting process Y (lines: analytical results; red dots:
sample statistics of input U and output Y from 105 sim-
ulations of the stochastic system; red crosses: measure-
ments utilized in a single run of the numerical study of
the covariance reconstruction problem). (a) Top: Sta-
tionary input mean µ¯U (blue) and nonstationary out-
put mean µY (·) (black); Center: Stationary input au-
tocovariance ρ¯U (·); Bottom: Nonstationary output vari-
ance σ2Y (·) (blue), and its decomposition in a compo-
nent independent of µ¯U (dashed magenta) and a com-
ponent depending on µ¯U (dashed black). (b) Top: In-
put spectrum RU (iω); Bottom: Output spectrum RY (iω)
when Y has reached stationarity, and its decomposition
into H(iω)H(−iω)RU (iω) (dashed magenta) and RE(iω)
(dashed black). Empirical spectra are computed from 104
simulated trajectories reaching stationarity. Time unit is
the minute. The dashed-black component in (a)(bottom)
is equal to v0(·) (see Section 5) and is associated with the
same dynamics that give rise to the dashed-black spectral
component in (b)(bottom).
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Figure 4: Statistics of the estimation of ρ¯U (δ) (blue line)
at lags δ = 0, 1, . . . , 95 (γ = 105). Red dots: mean
(
ρˆU (·)
)
from 1000 simulated runs; Shaded red region: Confidence
band defined by mean
(
ρˆU (·)
) ± 2 · std(ρˆU (·)) (bottom-
cropped for better scaling).
words, the decaying memory of the reporter process. A
second observation is that, despite regularization, esti-
mates show very limited bias. For the case into study,
because U is a Bernoulli process, the convex constraint
µ¯∗U (1− µ¯∗U ) = ρ¯U (0), relating the mean (assumed known)
with the variance var(U) = ρ¯U (0) of the process, could
also be added into the optimization problem to amelio-
rate estimation around δ = 0. From the results obtained,
though, this seems superfluous.
7 Conclusions
In this paper we have addressed analysis of first-order
stochastic reaction kinetics with an input process. We
have derived analytic relationships between first- and
second-order statistics of the input process and those of
the random network state. In stationary conditions, we
have provided a spectral characterization of these net-
works and discussed connections with spectral analysis
of linear dynamical systems with stochastic inputs. We
have specialized the results to the case of the gene reporter
systems commonly utilized in biology, and derived an in-
terpretation of these sensoring systems in terms of linear
noisy filters. Then, we have applied the theoretical results
to derive a method for nonparametric reconstruction of a
stationary gene promoter autocovariance function from
transient population snapshot data. On a simulated gene
expression case study, we have demonstrated the theoret-
ical results and assessed feasibility of reconstruction and
performance of the method.
Results of this paper are of immediate interest for the
investigation of gene expression regulation, since autoco-
variance reconstruction allows one to learn about gene ex-
pression time scales and memory. Because our approach
is nonparametric, no a priori assumption on the mech-
anisms of promoter regulation are needed. Rather, in
the perspective of gene network analysis, our approach
should be considered as a first step decoupled from and
enabling the subsequent exploration of regulatory inter-
actions. In this perspective, our results are in the same
spirit of [35, 9], where stochastic analysis is leveraged to
outperform deterministic approaches in reconstruction of
unknown network parameters. Yet the interest of our re-
sults goes beyond gene expression analysis. The theoreti-
cal results presented in the paper apply to any stochastic
reaction network with state-affine rates or that can be ap-
proximated as such. Besides their natural relevance for bi-
ology and chemistry, the analysis and suitable extensions
of the methods proposed are of more general interest to
applications based on CTMC models in particular [37],
and stochastic hybrid systems in general [34].
A number of developments of our work are envisioned.
Concerning biological applications, the input autocovari-
ance reconstruction method has been developed under a
few assumptions, notably input stationarity and deter-
minism of the initial network state. In order to broaden
applicability, it is of interest to relax these assumptions.
More generally, thanks to linearity, the differential equa-
tions relating input and output second-order moments can
be employed to address a variety of inverse problems very
conveniently, for instance, the reconstruction of a non-
stationary input autocovariance from readouts of the re-
porter autocovariance function. This problem resonates
challenges from other fields, for instance, geostatistics [5].
Whereas population snapshot data do not provide time
correlations, other experimental techniques, such as flu-
orescence videomicroscopy, do so and enable in principle
to tackle the problem. In all these problems, data qual-
ity of course determines achievable performance. As a
further application of the work presented, spectral anal-
ysis of reporter systems can be utilized for their optimal
design, such that the error component brought about by
the stochasticity of the network is minimized relative to
the information conveyed about the input process. Gen-
eralization of our results to more complex reaction rate
models would also be of interest. While a time-varying
deterministic expression for the rate matrix W is easily
accommodated in most of our results, nonlinear depen-
dence on the state X, such as for second-order reactions,
should be handled via approximations [45, 27, 17, 49].
From a system-theoretic perspective, fast-developing
experimental biotechnologies provide increasing insight
into the behavior of individual cells, but also open up new
challenges in data processing and model reconstruction.
Optimal exploitation of the data requires new method-
ologies that can profit from the large bulk of knowledge
developed in the automatic control and signal processing
communities. The peculiarities of biological experimen-
tation make these problems nonstandard though, such
that original challenges coming from these applications
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will keep providing new feed to the estimation and iden-
tification research fields.
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A Proofs
Proof of Proposition 1. The differential equations
for µf,x0 , Σf,x0 and ρf,x0 are available in the litera-
ture [22, 30]. The explicit solutions of the differential
equations for the mean µf,x0 , relative to the initial con-
dition µf,x0(0) = x0, and for the autocovariance matrix
ρf,x0 , relative to the initial condition ρf,x0(t) = Σf,x0(t),
are apparent. The solution for Σf,x0 follows from the
general solution of matrix Lyapunov equations of the
form Σ˙(t) = AΣ(t) + Σ(t)AT + Q(t) which is Σ(t) =
exp(At)Σ(0) exp(At)T +
∫ t
0
exp
(
A(t − τ)Q(τ) exp (A(t −
τ
)T
dτ. In the present case, A = SW and Q(t) = Qf,x0(t)
is as defined in the statement, while Σ(0) = Σf,x0(0) = 0.
The results of the proposition thus follow from the defini-
tion of `(t) and of the integral operators Lt and L ◦t .
Proof of Proposition 2. The results follow from
marginalization of the conditional statistics computed
in Proposition 1 with respect to the conditioning pro-
cess F and initial condition X0, also using commuta-
tion of expectation with integration [25]. For the mean,
µ(t) = E[µF,X0(t)] = E[`(t)X(0) + Lt(SF )] = `(t)µ0 +
Lt(SµF ). To compute ρ(z, t) for z ≥ t, the rationale
is to marginalize the centered moments M(z, t)F,X0 ,
E[X(z)X(t)T |F,X0] = ρF,X0(z, t) +µF,X0(z)µF,X0(z)T to
obtain M(z, t) , E[X(z)X(t)T ], and then infer the au-
tocovariance from ρ(z, t) = M(z, t) − µ(z)µ(t)T . We will
first express ρ(z, t) as a function of Σ(t), then work out
the the expression of latter, and finally merge the results.
To express ρ(z, t) as a function of Σ(t), note that one
may also write µf,x0(z) = `(z− t)µf,x0(t) +Lt,z(Sf) and
µ(z) = `(z − t)µ(t) +Lt,z(SµF ), where, for any relevant
g, Lt,zg =
∫ z
t
dτ `(z − τ)g(τ). Then, also using Proposi-
tion 1,
M(z, t) = E
[
M(z, t)F,X0
]
= E
[
ρF,X0(z, t)
]
+ E[µF,X0(z)µF,X0(t)T ]
= E
[
`(z − t)ΣF,X0(t)]+ E [(`(z − t)µF,X0(t)+
Lt,z(SF )
)
µF,X0(t)T
]
= `(z − t)E [ΣF,X0(t) + µF,X0(t)µF,X0(t)T ]+
E
[
Lt,z (SF )µ
F,X0(t)T
]
= `(z − t)M(t) +Lt,z
(
SE
[
FµF,X0(t)T
])
,
ρ(z, t) = M(z, t)− µ(z)µ(t)T
= `(z − t)M(t) +Lt,z
(
SE
[
FµF,X0(t)T
])−
(`(z − t)µ(t) +Lt,z(SµF ))µ(t)T
= `(z − t) (M(t)− µ(t)µ(t)T )+
Lt,z
(
SE
[
FµF,X0(t)T
]− S · µFµ(t)T )
= `(z − t)Σ(t) +Lt,z
(
SCov
(
F, µF,X0(t)
))
.
The rightmost term of the last line can in turn
be expanded as Lt,z
(
SCov
(
F, `(t)X(0) +Lt(SF )
))
=
Lt,z(SξTF )`(t)
T +Lt,zL ∗t
(
SρFS
T
)
, where we have used
the fact that, for the generic g, (L g)T = L ∗(gT ), and
exchanged expectation with integration. We next focus
on the computation of Σ(t), which we perform via that of
M(t). Using Proposition 1, one gets
M(t) = E
[
ΣF,X0(t)
]
+ E[µF,X0(t)µF,X0(t)T ]
= E
[
L ◦t
(
Sdiag
(
WµF,X0 + F
)
ST
)]
+
E
[
(`(t)X(0) +Lt(SF )) (. . .)
T
]
= L ◦t
(
Sdiag
(
Wµ+ µF
)
ST
)
+ `(t)M(0)`(t)T+
E
[
Lt(SF )L
∗
t (F
TST )
]
+ `(t)E [X(0)×
L ∗t (F
TST )
]
+ E
[
Lt(SF )X(0)
T
]
`(t)T .
Substituting the above and the expression of µ(t) into
Σ(t) = M(t) − µ(t)µ(t)T , regrouping terms and using
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M(0)− µ0µT0 = Σ0, one gets that Σ(t) is equal to
L ◦t
(
Sdiag
(
Wµ+ µF
)
ST
)
+ `(t)Σ0`(t)
T+(
E
[
Lt(SF )L
∗
t (F
TST )
]−Lt(SµF )L ∗t (µTFST ))+
`(t)
(
E
[
X(0)L ∗t (F
TST )
]− µ0L ∗t (µTFST ))+(
E
[
Lt(SF )X(0)
T
]−Lt(SµF )µT0 ) `(t)T
= L ◦t
(
Sdiag
(
Wµ+ µF
)
ST
)
+ `(t)Σ0`(t)
T+
LtL
∗
t (SρFS
T ) + `(t)L ∗t
(
ξFS
T
)
+Lt
(
SξTF
)
`(t)T
where, for the relevant g and g′, we have used the fact
that E[(L g)(L ∗g′)] = E[LL ∗(gg′)] = LL ∗(E[gg′]).
Finally, plugging this into the expression of ρ(z, t) above,
using the equality `(z−t)`(t) = `(z) and regrouping terms,
one gets that ρ(z, t) is equal to
`(z − t)L ◦t
(
Sdiag
(
Wµ+ µF
)
ST
)
+ `(z)Σ(0)`(t)T+(
`(z − t)LtL ∗t (SρFST ) +Lt,zL ∗t
(
SρFS
T
))
+(
`(z − t)Lt
(
SξTF
)
`(t)T +Lt,z
(
SξTF `(t)
T
))
+
`(z)L ∗t
(
ξFS
T
)
= `(z − t)L ◦t
(
Sdiag
(
Wµ+ µF
)
ST
)
+ `(z)Σ(0)`(t)T+
LzL
∗
t (SρFS
T ) +Lz
(
SξTF
)
`(t)T + `(z)L ∗t
(
ξFS
T
)
,
where, thanks to Fubini’s theorem, Lz and L ∗t may be
exchanged as in the statement of the result.
Proof of Proposition 3. To find the expression of the
stationary mean µ¯, the easiest way is to recognize that
the expression of µ(t) in Proposition 2 is a solution of the
differential equation µ˙ = SWµ + SµF . For SW strictly
stable and constant µ¯F , regardless of initial conditions,
the asymptotically stable equilibrium µ¯ is the solution in
µ of 0 = µ˙ = SWµ + Sµ¯F . Since SW is invertible, the
expression of µ¯ follows. For the stationary autocovari-
ance matrix function ρ¯(·), first notice that the elements of
ξF are uniformly bounded thanks to the uniform bound-
edness of the second-order moments of F , and that, for
t→ +∞, `(t)→ 0 thanks to strict stability of SW . Then,
from the expression of ρ(z, t) = ρ(t+δ, t) in Proposition 2,
ρ¯(δ) = lim
t→+∞L
∗
t Lt+δ(SρFS
T )+
`(δ) lim
t→+∞L
◦
t
(
Sdiag
(
Wµ+ µF
)
ST
)
,
where we have already eliminated the vanishing term
`(t + δ)Σ0`(t)
T and terms Lt+δ
(
SξTF
)
`(t)T and `(t +
δ)L ∗t
(
ξFS
T
)
, which also vanish since L
(
SξTF
)
and
L ∗
(
ξFS
T
)
are themselves bounded (they are both inte-
grals of an exponentially stable kernel times a uniformly
bounded factor). We are thus left with the computation
of the two limits above. For the first, under the assump-
tion that ρF (t+δ, t) = ρ¯F (δ), note that L ∗t Lt+δ(SρFS
T )
is equal to∫ +∞
0
dζ
∫ +∞
0
dτ `(t+ δ − τ)Sρ¯F (τ − ζ)ST `(t− ζ)T
=
∫ t
−∞
dζ ′
∫ t+δ
−∞
dτ ′ `(τ ′)Sρ¯F (δ + ζ ′ − τ ′)ST `(ζ ′)T
where we have made use of the change of variables τ ′ =
t+ δ − τ , ζ ′ = t− ζ. Thus, in the limit, one gets∫ +∞
−∞
dζ ′
∫ +∞
−∞
dτ ′ `(τ ′)Sρ¯F (δ + ζ ′ − τ ′)ST `(ζ ′)T =∫ +∞
−∞
dζ ′[` ∗ Sρ¯F ](δ + ζ ′)ST `(ζ ′)T =∫ +∞
−∞
dζ ′′[` ∗ Sρ¯F ](δ − ζ ′′)ST `−(ζ ′′)T =[
(` ∗ Sρ¯FST ) ∗ `T−
]
(δ),
where we have made use of the new change of variables
ζ ′′ = −ζ ′, and the final writing may be simplified in view
of the associativity of convolution.
For the second, given µF (t) = µ¯F , it
suffices to show that the limit is equal to
that of L ◦t
(
Sdiag
(
Wµ¯+ µ¯F
)
ST
)
. Indeed,
L ◦t
(
Sdiag
(
Wµ+ µ¯F
)
ST
)
is the solution at t of the
system of ODEs
µ˙ = SWµ+ Sµ¯F
Σ˙◦ = SWΣ◦ + Σ◦WTST + Sdiag
(
Wµ+ µ¯F
)
ST
with the initial condition Σ◦(0) = 0. Since SW is strictly
stable, for t → +∞, the system converges to the unique
equilibrium given by µ = µ¯ and Σ◦ = Σ¯◦, for which
0 = SW Σ¯◦ + Σ¯◦WTST + Sdiag
(
Wµ¯+ µ¯F
)
ST .
In turn, this is also the unique stationary solution of
Σ˙◦ = SWΣ◦ + Σ◦WTST + Sdiag
(
Wµ¯+ µ¯F
)
ST
with Σ◦(0) = 0, whose solution at time t is pre-
cisely L ◦t
(
Sdiag
(
Wµ¯+ µ¯F
)
ST
)
, which is what was
sought. It only remains to notice that the limit of
L ◦t
(
Sdiag
(
Wµ¯+ µ¯F
)
ST
)
is equal to
L ◦∞
(
Sdiag
(−W (SW )−1Sµ¯F + µ¯F )ST ) = L ◦∞(Q¯),
where the expression of µ¯ as a function of µ¯F has been
inserted.
Proof of Proposition 4. For the definition of S, W
and F in Section 2.1, we need to compute the second-
row, second-column element of (15). To do this we
start by computing the expression of Σ¯◦ as the solu-
tion of (14). In turn, this entails the computation of
µ¯F and Q¯. From the definition of F , it is immedi-
ately found that µ¯F = [ kM µ¯U 0 0 0 ]
T . In view of
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the zero entries of µ¯F , by the definition of Q¯, it suf-
fices to compute the first column of I − W (SW )−1S,
which is promptly found to be [ 1 1 kP /dM kP /dM ]
T .
Thus Q¯ = kM µ¯USdiag(1, 1, kP /dM , kP /dM )S
T =
2kM µ¯Udiag(1, kP /dM ). Using this, by the symmetry of
Σ¯◦, the solution of (14) is easily written in terms of a
system of three linear equations (two for the diagonal en-
tries and one for the off-diagonal term). The solution of
this yields Σ¯◦ =
[
1 α
α rP (1 + α)
]
rM µ¯U . To get to the re-
sult of the proposition, it remains to find expressions for
RF (iω) and L(iω). Again by the definition of F , the first
is the Fourier transform of diag(k2M ρ¯U (δ), 0, 0, 0), that is
RF (iω) = diag(k
2
MRU (iω), 0, 0, 0). The second is found
via the Laplace transform of `(t), the latter being the im-
pulse response of a linear dynamical system with state
matrix SW . Therefore
L(s) = (sI − SW )−1 =
[
1
dM+s
0
kP
(dM+s)(dP+s)
1
dP+s
]
.
Finally, inserting the expressions of all factors in (15), the
result follows after basic algebra.
Proof of Proposition 5. Denote with Il the four-
dimensional column vector whose entries are zero ex-
cept for the entry in the lth row taking value 1, with
l = 1, . . . , 4. Note that IT3 pt = P[B(t) = 0, U(t) = 1] and
IT4 pt = P[B(t) = 1, U(t) = 1]. Thus µU (t) = P[U(t) =
1] = IT3 pt + I
T
4 pt = C
T
U pt. To compute ρU (z, t), with
z ≥ t, we use the relation pz = exp
(
Π(z − t))pt to first
compute E[U(z)U(t)] = P[U(z) = 1, U(t) = 1] as
P[U(z) = 1|U(t) = 1, B(t) = 0] · P[U(t) = 1, B(t) = 0]
+P[U(z) = 1|U(t) = 1, B(t) = 1] ·P[U(t) = 1, B(t) = 1]
which is equal to (recall δ = z − t)
(CU exp(Πδ)I3)
(
IT3 pt
)
+ (CU exp(Πδ)I4)
(
IT4 pt
)
=
CU exp(Πδ)
(
I3I
T
3 + I4I
T
4
)
pt = q
T
z,tdiag(CU )pt.
Then, using µU (z) = C
T
U pz = q
T
z,tpt, ρU (z, t) is given by
E[U(z)U(t)]− µU (z)µU (t) = qTz,tdiag(CU )pt−
(qTz,tpt)(C
T
U pt) = q
T
z,t(diag(CU )− ptCTU )pt.
Next, it is easily verified that, for strictly positive pa-
rameters β+, β−, λ+ and λ−, the chain is irreducible and
recurrent. Then, the stationary distribution p∞ satisfying
Πp∞ exists, is unique and is also the limiting distribution
pt as t → +∞, irrespective of p0 The stationary statis-
tics are thus found by replacing z with t+ δ in the above
formulas and taking the limit for t→ +∞.
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