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In出ispaper， we explore a method with neural network to be substituted 
for the game-tree search algorithm used in the computer game. A three layer 
feed-forward neural network for the tic-tac-toe strategy is built， and then a learning 
pattems set and a test signa1 set are organized wi白血epurpose of仕ainingneural 
network and testing the rate of correct answer of the network. After the neural 
network has been trained with back-propagation， the rate of correct answer is 
tested. At the same time， some factors that affect the convergence and the 
property of the neural network a1so are discussed. 
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1 はじめに
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本研究では三日並べ(Tic-tac-toe)を対象として，ゲーム木の表現に BPアルゴリズムを用いたニュー
ラルネットワークを適用する可能性を検討する。
三日並べ、将棋、チェス、オセロ、囲碁等の対戦型ゲームを実行するプログラムでは，一般にゲーム
木探索の方法を用いている [1][2]。この方法では，ゲーム木の探索方法や評価関数の設定方法が重要であ
る。評価関数は対戦局面から得られる局面評価の結果を数量的に示すものであって，一般に最良な評価
関数を得ることは困難である [3]。簡単なゲームでゲーム木の探索空間が大きくない場合は，ゲーム木探
索の方法は有効である。しかし複雑なゲームでは，人間やコンピュータのように限定された情報処理能
・大学院情報工学専攻
“工学部知能システム工学科
242 
力しか持っていないプレイヤにとっては，とうていすべての可能性を探索し尽くすことはできない。そ
こで，ゲーム木を作ってその中の最も良さそうな手を探索するのが普通である [4]0
対戦型ゲームでは，試合時間に有限の時間制限を課すのが普通である O したがって，人間同士の試合
と同じように，プログラムにとっても思考時間には制限がある。そのため，ゲーム木探索に基づくゲー
ムプログラムでは，その探索能力がltiJ限される O こうしたことから，従来の探索方法より効率の良い方
法を見つけることが重要で、ある。
ニューラルネットワークは 入出力データを用いた非線形モデルの近似手法として有効である。ニュー
ラルネットワークは入力空間から出力空間への写像を実現する O ニューラルネットワークはゲームのい
くつかのパターンについて学習した後，それ以外の入力パターンについても結果を返すことができる O
また，ニューラルネットワークは入力パターンを与えるとただちに出力を返す。ニューラルネットワー
クの応答時間は，そのサイズによってのみ変化する O またその時間は従来のゲーム木探索の方法よりも
短い。以上の2点に基づいて，本論文では，ゲーム木探索にニューラルネットワークを適用することに
ついての可能性を検討した。
2 三目並べ戦略のニューラルネットワークによる表現
2.1 三目並べの戦略
三日並べは， 2人のプレイヤがO側(先手)と×側(後手)に別れて， 3 x 3のマス目にQxを書いて，
三つ並べたら勝ちとなるゲームである。三日並べは互いに最善を尽くすと常に引分けになる自明なゲー
ムとして知られている。以下本研究では，人聞を常に先手とし，コンビュータを常に後手とした。
三目並べゲームの終了時の盤面を解析する。一方が勝ちとなる 8種類の盤面を図 1に示す。一方が勝
つためには，図 lの中の一種類の盤面を形成するとともに，相手がこの盤面を形成するのを妨げなけれ
ばならない。対戦にあたっては，戦略的規則Rと経験的作戦Hを組み合わせたもっともらしい戦略s=
{R1， R2， Il1， Il2}を用いる必要がある。
R1: 3つ並べることができればそうせよ
R2:相手が3つ並べるのを妨げよ
Hl:もし可能なら，中央へ着手せよ
I12:もし可能なら，隅へ着手せよ
ニューラルネットワークの教師信号と検証信号を作成する際に，この戦略を用いた。
|* 1 1 1 1 * I 1 1 1 1 * 1 1 * 1 * 
|* 1 1 1 1 * 1 1 1 * 1 1 1 1 
|* 1 1 1 1 * 1 1 1 * 1 1 1 1 
|1 1 1 1 1 1 1 1*11*1 1 1 
|*1*1*¥1 1 1 1 1*1 1 1*1 1 
|1111*1*1*11*111111*1 
図 1:一方が勝ちとなる 8種類の盤面
2.2 三目並べ戦略とニューラルネットワーク
一般に，ニューラルネットワークは教師信号によって学習すると，学官結果を汎化させることで教師
伝号以外の信号にも適応できるようになる O そこで日，if;.べ戦時をニューラルネットワークで獲得さ
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せること考える。本研究では，フィードフォワード・パックプロパゲーション・ニューラルネットワー
ク(FeedForward Back Propagation Neural Nctwork)モデル[6]を用いる O 図2に，このモデルのネッ
トワークの構造を示す。ネットワークは入力層と隠れ層(中間層)及び出力層の三層で構成する O 各層は
次の層と完全結合する O
XI YI 
X1 
Yt 
Xi 
X. Ym 
入力層 隠れ層 出力層
図 2:ニューラルネットワークの構造
入力信号は，最初に入力層の素子へ伝達され，その次に隠れ層の素子へと伝達される。この信号は，隠
れ層の素子の伝達関数によって変換された後に，出力層の素子に伝達される。最後に，出力層で出力信
号が生成される。各層の素子の状態は，後の層の素子の状態に影響を与える。もし出力層で，希望の出
力(教師信号)を得ることができないなら，その場合には出力と希望の出力間に誤差があることになる o
そのときは誤差の逆伝播過程を適用する。誤差信号は元来の通路を逆に伝播する。各層素子の結合の重
みを調整してゆき，誤差を最小にする。隠れ層素子と出力層素子の伝達関数にはシグモイド (Sigmoid)
関数を用いた。使用したニューラルネットワークの詳解は，付録に示した。
三日並べ戦略の表現について，図 3 に示す構造を選択した。入力層の素子は 18 個ある。 1~9 番素子
は"0" の入力を表わす。1O~18 番素子は" X"の入力を表わす。各素子は図3中のマスに対応する。本
研究で， "0"は人間の入力を表わし， "X"はコンピュータの入力を表わす。人間は常に先手である。
出力層の素子は 9個ある。隠れ層の素子数は重要なパラメータであり，ネットワークの教師信号学習の
収束性及びネットワークの正解率に直接影響を及ぼす。それについては，第4章で検討する。
図 3:三日並べ戦略のニューラルネットワークの構造
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戦略獲得実験
三目並べの戦略獲得実験を行うため，戦略Sとゲームルールを用いて 189種類の対戦過程を手作業で
あらかじめ作成した。各対戦過程には，ゲームの開始からゲーム終了までの手をすべて合んで、いる O 一
般には， 1 つの対戦過程には 3~4 個の信号が含まれる o 189種類の対戦過程の中から 75種類をランダ
ムに選んで教師信号集合とした。また，残り 114種類を検証信号集合として，ネットワークの正解性を
検証した。
教師信号と検証信号について，入力側"1"は対応するマスに"0"や門 X"があることを表す。出力
側"1"は対応するマスの位置に"X"を着手することを表す。たとえば，人聞が図 3の 1番のマスに"
。"を書き，コンビュータが5番のマスに"X"を応答する場合を考える O この場合には，教師信号は入
力側 l番目と出力側 5番目の素子が"1刊となり，ほかの素子が"0"となる。すなわち表 lのl行日の
ようになる。続いて，人間が4番のマスに円 0"を書き，コンビュータが7番のマスに"X"を応答する
とする。この場合には，教師信号は入力側 l番目と 4番目と 14番目および出力側7番目の素子がヴ， 1" 
であり，ほかの素子が"0"である O すなわち表1の2行目のようになる。表 1は図4に含まれるゲーム
手数の信号(教師信号と検証信号)を示している。
3 
??
101 101101 xlOI 
101 xl 1101 xl 1 
I XI II XI 
'0・の3手目 ・×・応答
田岡出国
'0・の4手目 ・×・応答'0・の2手目
図 4:三日並べゲーム例
'0'の1手目 'X・応答
ネットワーク教師信号例
入 jJ 側 l 出力側
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教師信号を利用して，図2のネットワークで学習を試みた。実験では，ネットワークの学習収束の条
件は RMSE(RootMean Square Error) < 0.01に指定した。教師信号の学習が完全に収束した後，検証
信号集合を用いてネットワークの正解率を検証した。このネットワークでは，正常な状態では，入力信
号に対して出力側ではただ lつの素子だけが出力信号円 1"を出力し，他の素子は全部門 0"を出力する。
しかも，出力"1"の素子に対応するマスには "0"や"X"が存在してはならない。言い換えれば，出
力"1"の素子に対応する入力側の素子の入力信号は門 0"である。このニューラルネットワークでは，
それ以外の状態は正しくない状態である。ネットワーク正解率の検証において，正解となるのは次の条
件を満たした場合である。:l.ゲームの開始から終了までの各ステップにおいて，ニューラルネットワー
クが正常な状態である。 2.コンピュータは勝ち又は引き分けである(但し，相手がミスプレイした場合
には，コンピュータは勝たなければならない)。検証結果を表2に示す。
ネットワークの隠れ層素子数を変化させた場合の，隠れ層素子数と学習収束性およびネットワークの
正解率との関係を検討した。表3は隠れ層素子数と学習収束状態との関係を示す。衣4は隠れ層素子数
とネットワークの正解率との関係を示す。
過学習 (OverLearning)について，学習終了の条件(RMSE)と正解不の関係を実験した。結果を表5
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衣 2 ネットワーク I十:桝本の検証紡*
fd り-やif(~i 童文 iE解脱舶数 iU瞬5ド(%)
教師信サ集合 75 75 100 
検証信号ー集合 114 82 71.93 
に示す。
表3隠れ層の素子数と収束状態の関係
隠れ層の素子数I25 30 40 I 10 15 20 50 60 70 90 
収束の状態 収束する 収束しない
表4 隠れ層の素子数と正解率の関係 表5RMSEと正解率の関係
4 考察とまとめ
従来のゲーム木探索手法では，ゲームの探索空間が広いことや評価関数の設定が困難であること，ま
た探索速度の問題 [7]等から，プログラムの能力が制限されてしまう。本研究では，ニューラルネット
ワークの学習能力を利用したゲーム木探索手法を提案した。ネットワークの構造を選定し，適当な教師
信号を選択することで，ネットワークにゲーム実行の方法を学習させた。本研究では，ネットワークに
三目並べ戦略問題を学習させた。ネットワークを用いることで，複雑な評価関数を構成する必要がなく
なるo ニューラルネットワークの学習の過程は，実際には入力から出力までの高度な非線形写像を求め
ることである。非線形写像を構成する際に，ゲームのルールや評価関数等の要因が非線形関数に自動的
に包括される。一旦学習が終了すれば，ニューラルネットワークによる三日並べのゲーム実行は簡潔で
高速である o ニューラルネットワークの応答時間はただそのサイズにのみ依存する。ニューラルネット
ワークを用いると，ゲーム実行の高速化が可能である O
表2の検証結果より，このネットワークは教師信号について，正解率が100%，検証信号について，正
解率が71.93%である。このニューラルネットワークを用いれば，三目並べゲームの対戦を実行すること
ができる。本研究では人聞を常に先手としたが，コンピュータを先手とする場合についても，教師信号
を適切に構成することで，本手法を適用することは可能であるo 又，本研究の研究対象は三日並べであ
るが，本研究で採用した方法はゲーム木探索に基づく他のゲームに同様に適用することが可能である。
ネットワークの構造及びパラメータはネットワークの収束状態や正解率に大いに影響する O そこで，
ネットワークの構造及びパラメータについて検討する。
図3のネットワーク構造について，隠れ層の素子数はネットワークの性能に大いに影響する。隠れ層
の素子数を選ぶことには理論的な方法は存在しない [6]。一般には，実験により素子数を選ぶ必要があ
る。表3に示したように，異なる隠れ層素子数に実験を行った O 素子数が25，30， 40のとき，学習が収
束する。素子数が多すぎたり少なすぎたりするときには，収束しない。学習が収束する場合についても，
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隠れ層素子数を変化させると，ネットワークの正解半が影響を受けることがわかる(去 4)0 表3と4を
総合すると，隠れ層素子数が2.5個のとき，ネットワークの性能が最も良くなることが分かる O
RMSEの選び方が学習に与える影響を考察する。表5より，異なる RAfSEを選ぶと，ネットワーク
の正解率が異なることがわかる oRMSEが適当な大きさのとき，正解率が高くなる O しかし，RMSEが
小さすぎると，正解率はむしろ低くなる。たとえば RMSE= 0.005とRMSE= 0.001のときでは，後
者の方が正解率が低くなる。これは， RMSEが低すぎるとネットワークが過学習の状態に陥るためであ
ると考えられる o 実験結果より，RMSE = 0.01は最も良い結果を与える。
学習率ηと慣性係数αは，ともにネットワークの学習収束速度に影響するパラメータである [5]。今回
の実験では， η と αは [0.6~0.8] の問で，良好な収束速度を与えた。
今回の実験結果より，ニューラルネットワークを用いて三日並べ問題を解決できることを示した。ニュー
ラルネットワークを用いる方法は 三日並べを簡潔かっ高速に実行することが可能である。我々はこの
方法がゲーム木探索に基づく他のゲームにも同様に応用できると考えている。今後，ネットワーク学習
の収束速度を向上させることや，重みの初期値が収束状態に与える影響及び教師信号の分布性が正解率
に与える影響等を検討する予定である。
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付録ニューラルネットワークの構造と学習アルゴリズム
BPニューラルネットワークの数学モデル
1)素子の伝達関数
入力層
fI(x)ニ Z 、 ? ，???? ，?? 、
隠れ層
ん(x)=品コ (2) 
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出力層
fo(x・)=J-
1十(
(3) 
2)ネットワークの数学モデル
入力層
xiut = h(xin) = x ( iごしえ…，N1) (4 ) 
隠れ層
N[ NI 
H;Hこ乞バJ・xfut-()j = L tル (5) 
N1 
IfJω= fH(Hjη) = fH(乞叫.xiut) (j = 1，2ぃ .，NH 、?????， ? ? ? ?
出力層
NJl NH 
31n=乞tujk・II;ut-OKニエ1ujk・Htt (k = 1，2，…，No) (7) 
j=1 j=O 
No 
Y:1d = fo(y;n) = fo(乞イk.H;ut) (k = 1，2，…，No) (8) 
J=O 
ここで:NIは入力層の素子数で、ある oNHは隠れ層の素子数で、ある oNoは出力層の素子数で、ある。 wlj
は入力層の i番素子と隠れ層のj番素子問の重みである。イkは隠れ層のj番素子と出力層のk番素子間
の重みである。 ()j，()k'ましきい値である。 xon -1.0， Hgut 1ー.0であり， ω;1ニ内， ωふ=()kで、あるo
3)ネットワーク学習収束の評価関数
RMSE(Root Mean Square Error)によって，ネットワークの収束性と収束速度を評価する。
ηN仇~ (9況:一 y~わ)2
止 1?; {; \Y~ • ~: 
ここで:η は教師信号数である。がまネットワークの期待値(教師信号)である。
(9) 
学習アルゴリズム
n No 
学習アルゴリズムは急速降下法を用いる。誤差関数はE=j 乞乞(y~-yf)2とである o Eを最小に
p=lk=l 
するように，重みを計算する。学習アルゴリズムは以下に示すように，第 tステップの値から第t+1ス
テップの値を求める O
ωJk(t+1)=ω九(t)-ηムω;k(t十1)+αd.WJk( t) 
ωし(t+1)=吋(t)一ηムωし(t+ 1) +αムωし(t)
向。E
d.wfk(t + 1)=ー十一awjk( t) 
(10) 
(11) 
(12) 
， θE 
ム叫(t+ 1)=ー→一 (13) 。叩むい)
ここで:ηは学習率， αは・慣'性項である。重みωIj(O)'W]k(O)は[-0ム0.5]のランダムな数ちである。
Step1 random( )を用いて重みを初期化する O
Step2 式 (1)~(9) により， RMSEを計算する。
Stcp3 if RMSEく ε
then学習終了。
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else goto Setwt 0 
St('pι1 式(lO)~(l:~) により，重みを調整する O
Stcp[) 学青|品数>予定1'U? 
Yes，収束しない刊をプリント，学習終了。
No， goto Step 2。
