The relations characterizing the optimal minimal-order observer-based compensators for a linear time-invariant multivariable system in a certain canonical form, with a random initial state (or equivalently, known initial state with white drivinq noise) have been reported by
Introduction
The problem of optimally controlling a timeinvariant linear multivariable system with state x E Rn, control 5 E Rr and output y E Rm(m, r < n) and random initial state ~( 0 ) = on the semi-infinite interval t E [ O r m ) , by s a n s of a minimal-order observer-based compensator has been solved by Miller The input is constrained to be generated by a minimal-order state observer (41 with state where is the unique** positive definite solution of the algebraic Riccati equation where h E K("-") is the solution of the Lyapunov equation
= E + z E + g -P B R -B ' P -

1---
The first term of (15) , which will be denoted J*, is the optimal performance assuming full-state feedback throuqh the Kalman control gains, I C, and the second term [2] is the addLtiona1 cost incurred by the observer, denoted AJ*.
0
In order to apply these results to an arbi-
it is necessary to (a) transform the plant to canonical form (b) transform the performance index in a compatible manner (c) solve for the cjains of the transformed problem using (7)-(14) (d) retransform plant and compensator to the original coordinates in an appropriate manner. One might infer from the prior works that this procedure is either trivial or uninteresting. We shall demonstrate that it is neither. Partial results pertaining to (a)-(dl are reported inependently in the theses of Blanvillain [3] and Kothschild (see [4] ), and perhaps in other documents not known to the authors.
Our procedure will be to expose in Section I1 the appropriate transformations (not unique!) for accomplishing (a) and (b) . We show that two equivalent realizations of the plant may be reduced to the same transformed problem (c). Because the transfornation of a problem P to a problem 7 is not unique, "the" optimal compensator is not unique. In Section I11 we show that although the compensator gains in step (c) depend on this transformation, that any two transformations yield compensators with the same performance (after the re-transformation ( d ) ) and that such optimal compensators are in fact always related by a similarity transformation (in R (~-~) ) . The conclusion, then, is that for a given performance index, the Kronecker invariants of the plant uniquely determine the Kronecker invariants of the optimal compensator, and that is all: the engineer is free to construct whatever realization of the optimal compensator suits him best, e.g. from the standpoint of reliability, component cost, etc. Further implications are discussed in Section IV. , ( 2 ) , ( 6 ) subject to the constraint that is generated by an observer ( 4 ) , ( 5 ) of the unmeasured states. using the definition of equivalence given above.
Proposition 2.2
Assume that P and P are equivalent well-set Compensation problems wit2 m = n. Then the output feedback problems consisting of (11, (2) and ( 4 ) -(6) with E, g and E set of zero have the same optimal gains, same closed-loop dynamics, and numerically equal optimum performances.
1
Proof
The optimal gai; for -9is problem are wellknown to be $ = -R, 'Et!P,gi , i = 1, 2, where P.
denotes the solutia o ? % with overbars replaFkd by subscripts (i) . Let p, and p2 be related by 5
as in the definition. Then it is a matter of algebra to verify that P = (S1)-lElg-l (see [3, p.
17]), and by equivalezze wesee innnediately that M = M and that the closed-loop roots Suppose the equivalent well-set compensation problems P and P2 are related by the transformation g E R""" and suppose furthermore that P, is equivalent to problem 7 in state output canonical form through transformation gl; then there exists a transformation g2 which makes P2 equivalent to 1 P also.
Simply take g2 = g1g-l. Verify Let P be a well-set compensation problem (m < n) and let ;I, -T2 E R(n'm)xn define (as in Proposition 2.1) equivalent state-output problems PI, P2. The optimal compensators for these problems are defined by (7)-(14) (with overbars replaced by subscripts 1, 2 respectively). Then these optimal compensators are equivalent realizations of ( 4 ) -( 5 ) , and lead to the ,same closedloop performance, i.e. there exists a nonsingular
The proof of this theorem requirles some prelinimary results, which are stated in the following sequence of l e m s (see Appendix ,for proofs).
Lemma 3.1
Let 2 E Rmn, of full rank m < n, be given. Let 5, 2 be as in Lemma 3.1, and let 7 denote the equivalent state-output problem resulting from t h e t r a n s f o r m a t i o n E. Then the dependence of the p a r a m e t e r s i n 7 upon 2 = + E i s given by 
Evidently, we i n t e n d t o make u s e of Lema 3.2, b u t t h i s r e q u i r e s u s t o show t h a t t h e o p t i m a l
compensator g a i n s are independent of 1 , , as well as having the desired dependence on g1 o r . Also, fl = , s i n c e I f P, and P, are equivalent compensation problems, then they have equivalent optimal cornpensators, i.e. any optimal compensator realization of one problem is a l s o o p t i m a l f o r t h e o t h e r .
L e t El, d e n o t e t h e s o l u t i o n s o f
Proof -s u p p o s e t h a t P, and P, are r e l a t e d by 2, and t h a t a p p l i c a t i o n of gi t o P. y i e l d s a state-output problem pi which r e s u l t s i n optimal compensator parameters hi,~i,€li,fli~, i = 1, 2. These two *Or tr(gl~l) = = t r ( 2 ) t g i v i n g a s h o r t e r p r o o f .
---- 
I V . Discussion and Conclusions
The degree of non-uniqueness of the solution of the optimal minimal-order observer-based compensator has been precisely displayed, and is in fact intuitively pleasing, because the engineer retains the freedom to choose a realization of the optimal compensator. Possibly this property is so pleasing that it has been presumed to hold by several authors, although in fact it represents a rather unusual special feature for a constrained optimization problem. We illustrate the procedure for simplifying the first term of this expression:
