We propose to learn a curriculum or a syllabus for supervised learning with deep neural networks. Specifically, we learn weights for each sample in training by an attached neural network, called ScreenerNet, to the original network and jointly train them in an end-to-end fashion. We show the networks augmented with our ScreenerNet achieve early convergence with better accuracy than the state-of-the-art rule-based curricular learning methods in extensive experiments using three popular vision datasets including MNIST, CIFAR10 and Pascal VOC2012, and a Cartpole task using Deep Q-learning.
Introduction
Training a machine learning model with chosen training samples in a certain order improves the speed of learning and is called Curriculum Learning [3] . The curriculum learning recently gain much attention due to the difficulty of training deep models for reinforcement learning [1, 7, 19] . However, selecting and ordering is a hard-decision and deprives the chances of samples being selected in the later iterations. In addition, the decision criteria are mostly defined by a set of hand-crafted rules; most of them are from classification error or confidence of the original network in the majority of previous work [2, 4, 7] . For those hand-crafted rules require additional rules to handle the bias that leads to the early rejection of the samples or solution changes to which the model converges.
To address both the hard decision and early rejection problems, we present a scheme to determine a weight value of every training sample for building a curriculum. This is a generalization to the hard decision by considering all samples at every curriculum update, thus never ignore the samples at any iteration to maximize the efficacy of the curricular learning, similar to [8, 17] . Moreover, to discover the rules for curriculum that are beyond our intuition, we propose to learn the curriculum by an attachable neural network, called ScreenerNet, to the original network. The ScreenerNet computes soft decision values for each sample to be selected, motivated from the recent work of efficiently exploring spaces of state, action, and goal through the learning [1, 19] . More importantly, the ScreenerNet is jointly trained with the original network in an end-to-end fashion as shown in Figure 1 , thus it provides the locally most accurate weights per the original network is being trained. Particularly, the ScreenerNet maps training samples to their influences on the learning of the main task in the form of error or loss value.
Unlike the previous approaches that are only applied to deep reinforcement learning problems, we empirically show that our ScreenerNet can be applied to various types of network including convolutional neural network for visual recognition and deep reinforcement learning. More interestingly, the ScreenerNet improves the accuracy at the end of the training. Finally, as the ScreenerNet is complementary to the previous approaches, we combine ScreenerNet with existing approaches to show further improvement in the final accuracy.
Related Work
As a pioneering work of the field, Hinton [8] introduced an error-based non-uniform sampling scheme with importance sampling to speed-up training of a network signifi-cantly on a digit classification using MNIST dataset. The idea of error-based correction has been widely used as one of the most popular cue in the curriculum learning literature. Since Bengio et al. [4] coin the term curriculum learning for the method, number of approaches [7, 12, 14, 17] have been proposed to sample, weigh, or sort the training examples to improve accuracy and/or expedite the training.
Recently, Schaul et al. [17] proposed a sampling scheme to increase the replay probability of training samples that have a high expected learning progress determined by optimization loss during the training. They also proposed weighted importance sampling to address the bias of sampling, which is similar to the idea of our sample-wise weighting. In stochastic gradient-based optimization perspective, Loshchilov and Hutter [15] also proposed to sample mini-batches non-uniformly, called AdaDelta [21] and Adam [9] .
Most recently, Graves et al. [7] proposed automatic curriculum learning for LSTM with the NLP application. They define a stochastic syllabus by a non-stationary multi-armed bandit algorithm of getting a reward signal from each training sample. They defined mappings from the rates of increase in prediction accuracy and network complexity to the reward signal.
Koh and Liang [10] adopted influence functions from robust statistics to measure the effect of parameter changes or perturbations of the training data like pixel values. It was applied to debugging models, detecting dataset error, and training-set attack. Although the direct application to curriculum learning is not presented, it presents a way of predicting the significance of training samples, which can be useful for learning curriculum.
Similar to our idea of learning the curriculum, self-play between the policy and a task-setting was proposed by Sukhbaatar et al. [19] . The task-setter tries to find the simplest tasks that the policy can not complete, which makes learning for the policy be easy because the selected task is likely to be only just beyond the capability of the policy. Similarly, Andrychowicz et al. [1] recently proposed to learn a curriculum but with a hindsight replay. They use unshaped reward signals even when they are sparse and binary, without requiring domain knowledges. These recent approaches focus on addressing the sparsity and complexity of solution spaces in deep reinforcement learning, which is not a main issue for the supervised learning.
Very recently, Zhou et al. [22] proposed an adaptive feeding method that classifies an input sample into easy or hard in order to forward the input to an appropriate one of a fast but less accurate neural network and an accurate but slow network. However, they only showed the speed up of the inference preserving the accuracy of the main classifier.
Unlike the previous approaches, our ScreenerNet has two benefits: First, it includes all samples to update weight even though the samples have weight values close to zero. Hence, it is less likely to introduce the sampling bias in training. This benefit is particularly significant as in stochastic sampling approaches, if an important sample is assigned a low sampling priority at the early stage of training, it may not be likely to be picked again and may not be significantly used for the training until other samples have low sampling priority as well. Second, it can learn a direct mapping of a training sample to its significance, even if the training sample is unseen unlike the other memory-based methods.
To the best of our knowledge, ScreenerNet is the first approach of attachable deep weight regressor to both speed up the training and improve the accuracy without modifying the main network. Moreover, it is complementary to previous approaches and can be combined with them to improve further by taking the benefits of both methods.
Approach
We formulate the problem of building a curriculum by learning the importance of each sample as a form of training weight in a joint learning framework. Particularly, we define the online importance of a training sample x as a random variable w x . Since we want to train the original network better in speed and accuracy, the objective of the curriculum learner minimizes the error between the prediction of the main network for x and its target. Then, the maximum likelihood estimator of w x can be obtained as follows:
where W c and E are the parameters of the main network and its error, respectively. Since E is a function of W c , Equation 1 can be reduced to
The ScreenerNet is a neural network to optimize the objective.
ScreenerNet
Specifically, we define the ScreenerNet as a neural network that observes an input and predicts its significance, w x in Equation 2. If ScreenerNet is an oracle, it can always exactly valuate the significance of each training sample to maximize the final accuracy of the main network, which may be computationally intractable [7] . The influence functions in [10] could be a potential solution to estimate the final accuracy with less computational burden but still requires significant computational cost at the initialization of every iteration of training the main network. Instead of estimating the final accuracy, we propose to simplify the problem of sample-wise significance valuation to a local optimal policy that predicts the weights of training samples at the current iteration of the training. Since the ScreenerNet only requires the training samples and its error defined in the main network (in Equation 2) to predict its weights, it is independent to the architecture of the main network.
Let w x be a weight of training sample, x, predicted by ScreenerNet, S. Let L F (F(x), t x ) be an objective function for the main network F(·) to compute an error between F(x) and its target label t x . We define an objective function that ScreenerNet minimizes as follows:
where
, α is a constant for the regularization, and W S is parameters in ScreenerNet S. X is a batch of x and M is a margin constant. We plot L S except the L 1 regularizer in Figure 2 . As shown in the Figure 2 , the objective function is a non-negative saddle like function with the minimum point at (w x , e x ) = (0, 0) or (1, 1). Thus, the L S promotes the sample weight to be high when the error of the sample in the original network is high and vice versa.
Optimization. Optimizing the loss of the network attached with the ScreenerNet is not trivial as the gradient path is complicated as depicted in Figure 3 . Thus, we employ the block-coordinate descent to optimize the network in the order shown in the Figure 3 .
By the block coordinate descent, at each iteration of the epochs in the training phase, we predict the weight, w x of the training sample x to update the main network F using the error, e x from x and the weight w x . Then, we update ScreenerNet using the error, e x . The training procedure of ScreenerNet augmented deep network is summarized as Algorithm 1. We observed that training ScreenerNet with the weights caused overfitting of ScreenerNet and resulted in the bias.
Architecture of ScreenerNet. A larger ScreenerNet than the original network would have more capacity than the main network, then it may require more sample to reliably predict the significance of the samples. On the other hand, a simple ScreenerNet could not predict the significance better than uniform. As large as main network or slightly simpler one would be favorable and they show the best performance in our empirical validations. Further, we also tried to reuse an architecture and also weight parameters of the main network and replacing its last one or several layers to a full connected layer to a scalar of which output will be the weight (see Section 4.2 for details).
Algorithm 1 Training main network and ScreenerNet
procedure TRAIN Given: training samples X. main network F ScreenerNet S Initially:
Initialize F, S For each iteration of the training:
x ← Sample(X). sample a mini-batch from X w x ← S(x).
predict an weight of a sample y ← F(x).
prediction from the main network e w x ← L F (y, w x ).
compute a weighted error e x ← L F (y, 1).
compute an error of the sample UpdateNetwork(F, e w x ). train main network UpdateNetwork(S, e x ).
train ScreenerNet
Sample Significance
The sample-wise weighting of ScreenerNet and stochastic sampling can be converged if the predicted weight w x has the same probability distribution as that of the stochastic sampling approaches. Setting the weight of a sample to be zero corresponds to exclude samples from the current training task. Thus, stochastic curriculum learning is a special case of our approach. The weight value from ScreenerNet is bounded to be in (0, 1) by a Sigmoid layer at the end of the network in our experiments, since its multiplication to the gradient without the bound may cause overshooting or undershooting of the main network [8] .
Even though a sample of the near-zero weight hardly contributes to update the main network at the current iteration, it is still evaluated by the main network to update its prediction error. The uniform probability of all samples to update ScreenerNet is a significant benefit as it removes the sampling bias in all iterations.
Combination with Stochastic Sampling
We can design a cascade of stochastic sampling approaches followed by ScreenerNet in order to mitigate the computational overhead due to the ScreenerNet. We combine the ScreenerNet with the Prioritized Experience Replay (PER), the state-of-the-art sampling approach proposed in [17] . The PER determines the probability of a training sample to be selected by
where p x > 0 is the priority of a sample x and α controls how much prioritization is used. When α = 0, it is equivalent to the uniform sampling. Otherwise the priority is defined as:
where is a very small constant to prevent from assigning zero priority to x. To combine ScreenerNet with PER, we can simply predict weights of x that PER selects.
Experiments

Datasets
We have evaluated our algorithm with three popular vision datasets; MNIST [13] , CIFAR10 [11] and Pascal VOC 2012 [6] , and a Cart-pole example using the deep Qlearning [20, 16] , which is one of the most popular tasks in deep reinforcement learning.
MNIST dataset has 28×28 60, 000 images in training and 10, 000 images in testing set. CIFAR10 has 32×32 50, 000 images in training and 10, 000 images in testing set. Pascal VOC 2012 has 5, 717 images in training and 5, 823 images in validation set. Both MNIST and CIFAR10 are 
Faster and Better Convergence by ScreenerNet
Our evaluation metrics is two fold; speed of convergence in training, and the final classification accuracy for recognition tasks (MNIST, CIFAR10, and Pascal VOC 2012) and an average reward per episode for the Cart-pole.
For all experiments, we used the identical configurations of main networks for the baseline and its combination with ScreenerNet such as neural network architecture, learning algorithm, replay memory, weight initialization, and evaluation method unless mentioned.
For the description of the neural network architectures, let Convk m denotes a convolution layer of k × k kernel and m output channels. FC m denotes a fully connected layer of which output dimension is m. MaxPool denotes 2x2 max pooling. Dropout probability is set to 0.5.
CIFAR10. We designed a main network as a simple CNN adopted from the tutorial of PyTorch and reused architecture of the main network for its ScreenerNet except the final layer. The architectures and the parameters we used are summarized in Table 1 and Table 2 . As shown in Table 2 , we used mini-batches of 64 samples for both the baseline and the network augmented with the ScreenerNet (denoted as ScreenerNet), and α = 0.01 in Equation 3. We used the negative log-likelihood loss criterion for the main network and that in Equation 3 for ScreenerNet. Here, we linearly annealed the margin parameter from 20 to 5 through 50 epochs, since the error from the log-likelihood of the main network was big at the early stage.
Learning curve of the baseline (main network only) and the ScreenerNet followed by the main network for training and test sets over epochs are presented in Figure 4 . Screen-erNet showed higher accuracy than the baseline for both the training and test sets. We observed that ScreenerNet yielded a substantial improvement of the learning speed and final accuracy. 10 20 MNIST. We simplified the CNN used for our CIFAR10 experiment to design a main network (see Table 1 ). In this experiment, we use a simpler ScreenerNet than the main network. We used mini-batches of 64 samples, α = 0.01, and the margin of 1.0, respectively (see Table 2 ). Figure 5 illustrates the accuracy of classifications by baseline and ScreenerNet. Since MNIST dataset has less visual variations than CIFAR10, both the networks converge quickly and the learning curves at the early stage of training are similar. But, again ScreenerNet leads to a finally better solution than the baseline.
Pascal VOC 2012. We fine-tune a pre-trained VGG-19 [18] by replacing its final layer with a new sequence of layers for both the main network and ScreenerNet as described in Table 1 . We used a multi-label one-vs-all loss for the optimization, mini-batches of 32 samples, the margin of 1.0, and α = 0.001 as in Table 2 . For the evaluation metric, we use the standard mean Average Precision (mAP) as shown in Figure 6 . Even though VGG-19 is pre-trained with much larger dataset (ImageNet), ScreenerNet still shows significant improvement in the learning speed at early epochs. Also ScreenerNet improves accuracy when the networks are close to convergence. Note that at the early stage of the training where the test accuracy is even higher than training. 10 20 Cartpole. To evaluate the application of ScreenerNet to Deep Q-Learning [16] , we consider two baseline algorithms; 1) Double DQN [20] and 2) its combination with Prioritized Experience Replay (PER) [17] . We limit the maximum reward from an episode to be 200, at which the episode finished. We designed a simple CNN for Q-network of the baseline and use the same architecture for Screener-Net as shown in Table 1 . We used α = 0.001 and the margin of 2.0. For PER, we used importance-sampling weights w i = ( 1 N · 1 P (i) ) β of which β is linearly annealed from an initial value β 0 = 0.4 to a final value 1.0 after 40, 000 steps. For both baselines, we set the discount parameter to be γ = 0.99 and the replay memory to be a sliding window memory of which size is 50, 000. The algorithm processes minibatches of 32 transitions sampled from the memory. One mini-batch update is done for every new transitions entering the memory. Target network for the Double DQN is interpolated with a smoothness parameter value of 0.01 at every step. Figure 7 shows the average reward obtained at every 5, 000 training step. We use epsilon greedy exploration that linearly anneals epsilon value from 1.0 to 0.1 in the first 1, 000 steps. For the evaluation at every 5, 000 step, we disabled the exploration to prevent random behavior. The evaluation is repeated 100 times to get the final average reward. ScreenerNet begins with higher average reward than the baseline Double DQN and shows the higher overall gain comparing with the other two baselines. The PER also provides noticeably fast training in the beginning of training with high average reward.
Extension 1: Combination with PER. We tried a combination of the stochastic sampling by PER and weighting the samples by ScreenerNet. Here, we used a priority determination and sampling scheme of PER and its weighted importance sampling was replaced by ScreenerNet. Interestingly, it shows the learning progress similar as both the original ScreenerNet and the baseline Double DQN. It begins with high accuracy but goes down then gradually increases. Overall accuracy from this extension is in-between Screen-erNet and PER, since ScreenerNet is applied to alreadysampled training examples.
Extension 2: ScreenerNet Stochastic Sampling. We also tried stochastic sampling using the output of ScreenerNet as the sampling priority by setting α = 1 in Equation 4
and modifying Equation 5 to p x = S(x) + ε, where ε is a small constant to prevent from dividing by zero. The final sampling probability is determined in proportional to the priority. Until ScreenerNet is trained enough to learn the mapping between errors from the main network and weights of the samples, it does not show the accuracy of PER, which directly computes the probability of sampling (see Figure 7 -(b)). As it becomes comparable with other approaches from the middle of the training, the gain is not substantial.
Qualitative Analysis
Error Analysis with MNIST. To understand the effect of ScreenerNet, we investigate failure cases of ScreenerNet and the baseline evaluated for the MNIST dataset, which is a single label classification. We present confusion matrices of the baseline and ScreenerNetin Figure 8 only with failed examples. It is clearly observed that the widely spread confusions of the baseline are reduced overall by ScreenerNet.
But it also has a few new failures like mis-classification of 4 into 9, although the mis-classification of 4 into 9 are not visually distinct (see annotation, 944, in Figure 9 ). Instead, ScreenerNet increases the precision of recognizing 4, being more strict with classifying 1, 7, 8, and 9 into 4. Similarly ScreenerNet increases recall for 8 at the expense of reduced precision. Figure 9 and Figure 10 show the failure cases that any one of ScreenerNet or the baseline classifies incorrectly and the examples that both of ScreenerNet and the baseline fail, respectively. In Figure 10 , we can observe both the baseline and ScreenerNet yield the same classification accuracy for most of the common failure cases. higher attention in the training procedure as a form of weight while easy samples should receive lower attention. We plot the tracked weight of easy and difficult samples as the learning proceeds in Fig. 11-(a) . We also present the samples with highest and lowest weights at the end of the training in Fig. 11-(b) and (c). As shown in the figures, the samples with high weights are difficult, i.e., visually confusing, while the ones with low weights are visually distinctive to the other class thus training with these in the later epoch would not add much value to improve the accuracy. Architecture Choice for ScreenerNet. In our experiments, we use ScreenerNet architectures that mostly reuse the main network or slightly simpler variation. We also tried the network parameter sharing between common layers of the main network and ScreenerNet for the CIFAR10 experiment. We evaluated two scenarios; 1) ScreenerNet does not change the parameter of shared layers but fine-tunes the last FC 1 layer and 2) ScreenerNet also updates the parameter of the shared layers. As illustrated in Figure 12 -(a), parameter sharing was not successful. Furthermore, updating the shared parameters by both the main network and Screen-erNet degrades the accuracy of the main network more. It implies that ScreenerNet does not learn the same features that the main network learns, although it learns the behavior of the main network. We designed the ScreenerNet architecture resembling the main network with the expectation that its output distribution may resemble that of the main network so that ScreenerNet could serve as a conjugate prior and the final classification distribution still follows the same distribution with and without ScreenerNet. Figure 12 -(b) shows learning curves when Screener-Net is too simple or heavy comparing with the main network. Their architectures are Conv5 4-ReLU-MaxPool-Conv5 4-ReLU-MaxPool-FC 1-Sigmoid for the simple one and a feature extractor network of the pre-trained VGG-19 followed by FC 512-FC 1-Sigmoid for the heavy one. We used CIFAR10 dataset for the evaluation. The simple ScreenerNet reduces the accuracy to lower than the baseline. It begins with the accuracy as high as the Screener-Net in previous CIFAR10 experiment, although the learning progresses slower. The heavy ScreenerNet shows even worse accuracy from the beginning. Our insight is that the simple ScreenerNet works well at the early stage of the training because the main network are not very different from their initial states, thus even the simple ScreenerNet can learn and predict the behavior of the main network. In the later epochs, however, the simple one is not strong enough to learn details of the behavior. The heavy network can be expected to be strong to learn the behavior, but it is not easy to make the heavy ScreenerNet quickly catch up the progress of the main network to predict its behavior. More iterations of optimization or higher learning rate were helpful but not much according to the experiments. with PER for the classification tasks in Section 4.2: MNIST, CIFAR10, and Pascal VOC 2012 in Figure 13 . We observe that ScreenerNet shows better learning of the main network, even better than the combination with PER sampling as in Figure 7 -(b). However, there could be opportunities to bring a synergy from the combinations to better training, because ScreenerNet are independent to other curriculum task selection approaches such as [7, 15, 17] and even can be combined with them.
Comparison with the
Computational Cost
Since ScreenerNet needs weight prediction of every training sample and update of ScreenerNet, it poses an additional overhead of computation and memory to training. Table 3 shows the comparison of the baselind and its combination with ScreenerNet in terms of required computation and network size. The training performance is measured for PyTorch implementations on a single NVIDIA GTX 1080.
When computation overhead is an issue, it can be approximated to use a subset of mini-batches to update ScreenerNet while weight prediction is done for all training samples. For example, choosing one of every two samples to update ScreenerNet reduced around 10 − 20% of the computation time in our experiment, with the acceptable degradation of the accuracy. Alternative approach is to combine PER sampler to ScreenerNet weight prediction as in Figure 7 -(b). The proper sampling of PER can reduce overall training time.
Conclusion
We propose to estimate the significance prediction of the training samples for effective curriculum learning by augmenting a deep neural network, called ScreenerNet to the original network and jointly train them. We demonstrated ScreenerNet achieves both fast and better convergence in training deep neural network for various tasks including visual classification and deep reinforcement learnings. Moreover, the ScreenerNet can be combined with existing curriculum learning methods to be more beneficial.
We found that an learning objective of ScreenerNet is not the same as learning the main network as other work is trying to model. Instead, the ScreenerNet estimates the probability that the main network will correctly classify the given sample or not. We designed ScreenerNet to be slightly lighter than and thus can be trained ahead of the main network in terms of training maturity, which leads to best improvement in our empirical validations.
Since ScreenerNet is not a memory-based model, it can be also considered as an error estimator of the current state of the main network for the new sample. Thus it can be extended to confidence estimation of the main network at the inference time, which can be useful for the real environment system based on reinforcement learning, similarly to the adaptive classifier in [22] .
Limitation. Since ScreenerNet regards training samples with large errors as significant ones to train the main network, it possibly boosts weight values of mislabeled training samples which may perturb a decision boundary of the main network.
Future work. We can extend our idea to be a progressive ScreenerNet that begins with a simple network, and then progressively increases its size as the progress of the training. As newly added layers to ScreenerNet may lead the system to be unstable, we can use linear interpolation, in which the weights are determined by w x = λS old (x)+(1− λ)S new (x), where S old and S new are respectively previous and current networks, and λ is a constant progressively increasing from 0 to 1.
