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Resources, such as corpora, are important for 
researchers working on Arabic Natural Language 
Processing (NLP) (Al-Sulaiti et al. 2006). For this 
reason we came up with the idea of generating an 
Arabic multipurpose corpus, which we call 
KALIMAT1 (Arabic transliteration of “WORDS”). 
The automatically created corpus could benefit 
researchers working on different Arabic NLP areas.  
In our work on Arabic we developed, enhanced 
and tested many Arabic NLP tools. We tuned these 
tools to provide high quality results. The tools 
include auto-summarisers, Part of Speech Tagger, 
Morphological Analyser and Named Entity 
Recognition (NER). We ran these tools using the 
same document collection. We provide the output 
corpus freely for researchers to evaluate their work 
and to run experiments for different Arabic NLP 
purposes using one corpus.  
2 KALIMAT Corpus 
KALIMAT consists of: 1) 20,291 Arabic articles 
collected from the Omani newspaper Alwatan2 by 
(Abbas et al. 2011). 2) 20,291 extractive single-
document system summaries. 3) 2,057 multi-
document system summaries. 4) 20,291 Named 
Entity Recognised articles. 5) 20,291 part of speech 
tagged articles. 6) 20,291 morphologically analyse 
articles. 
The data collection articles fall into six categories: 
culture, economy, local-news, international-news, 





Culture 2,782 1,359,210 
Economy 3,468 3,122,565 
International News 2,035 855,945 
Local news 3,596 1,460,462 
Religion 3,860 1,555,635 
Sports 4,550 9,813,366 
Total: 20,291 18,167,183 
Table 1: Document Collection Statistics 
                                                            
1 http://www.lancs.ac.uk/staff/elhaj/corpora.htm 
2 http://www.alwatan.com/ 
The reason behind selecting Alwatan’s articles 
was that they contain real text written and used by 
native Arabic speakers. The collected articles were 
written by many authors from different backgrounds 
and they cover a range of topics from different 
subject areas, each with a credible amount of data. 
Figure 1 in the Appendix shows a random text 
sample of Alwatan’s articles. 
3 Corpus Creation Process 
The process of creating KALIMAT was applied to 
the entire data collection (20,291 articles).  
Firstly, we summarised the document collection 
using two Arabic summarisers, Gen–Summ and 
Arabic Cluster-based.  
Gen-Summ (El-Haj et al. 2010) is a single 
document summariser based on the VSM model 
(Salton et al. 1975) that takes an Arabic document 
and its first sentence and returns an extractive 
summary. A number of 20,291 system summaries 
have been generated. Cluster-based (El-Haj et al. 
2011) is a multi-document summariser that treats all 
documents to be summarised as a single bag of 
sentences. The sentences of all the documents are 
clustered using different number of clusters. A 
summary is created by selecting sentences from the 
biggest cluster only (if there are two we select the 
first biggest cluster). We generated 2,057 multi-
document extractive system summaries with a 
summary for each 10, 100 and 500 articles in each 
category, in addition to a summary for all the articles 
in each category. Table 2 shows the multi-document 
summaries distribution. Figures 2 and 3 show 
samples of the generated single and multi document 
summaries. 
 
Topic 10 100 500 all Total 
Culture 250 25 5 1 281 
Economy 327 33 7 1 368 
International 
News 169 17 4 1 191 
Local news 324 33 7 1 365 
Religion 348 35 7 1 391 
Sports 410 41 9 1 461 
Table 2: Multi-document Summaries Statistics 
 
Secondly, we used an Arabic Named Entity 
Recognition system (ANER) (Koulali and Meziane 
2012) to annotate the data collection. ANER was 
developed using dependent and independent binary 
features and SVM implementation for sequence 
tagging based on HMM. To annotate the data 
collection we followed the Computational Natural 
Language Learning (CoNLL) 2002 3  and 2003 4 
                                                            
3 http://www.cnts.ua.ac.be/conll2002/ 
4 http://www.cnts.ua.ac.be/conll2003/ 
shared tasks formed by tags falling into any of the 
following four categories:  
• Person Names:   شیيوورردد ددومحم (Mahmoud Darwish).  
• Location names:   ببرغملاا (Morocco). 
• Organisation Names:  ةةدحتملاا مملأاا (United Nations). 
• Miscellaneous Names: NEs not belonging to 
any of the previous classes and include date, 
time, number, monetary expressions, 
measurement expressions and percentages. 
ANER system was trained using ANERCorpus 
(Benajiba et al. 2007), a manually annotated corpus 
following the CoNLL shared task. The reason 
behind choosing ANERCorpus to train our system 
was that the corpus articles were chosen from Arabic 
newswires and Wikipedia Arabic, which is quite 
close to Alwatan’s data collection, see Section 2. 
ANERCorpus contains more than 150,000 tokens 
tagged according to the IBO2 annotation:   
• B-PERS: the beginning of a person name.  
• I-PERS: the continuation (inside) of a person 
name.  
• B-LOC: the beginning of a location name.  
• I-LOC: the inside of a location name. 
• B-ORG: the beginning of an organisation name. 
• I-ORG: the inside of an organisation name.  
• B-MISC: the beginning of the name of an entity 
which does not belong to any of the previous 
classes (Miscellaneous).  
• I-MISC: the inside of the name of an entity 
which does not belong to any of the previous 
classes.  
• O: The word is not a named entity (Other). 
A percentage of 90% of the ANERCorpus was 
used for training and the remaining 10% was used 
for testing. 
To improve the performance of the developed 
ANER system, an automatic pattern extractor 
framework was implemented. The extracter was 
based on POS tags information and linguistic filters 
including trigger words and stop-word elimination. 
The ANER system achieved an overall F-measure of 
83.20%.  
We used the ANER system to generate 20,291 
NER annotated documents following IBO2 
annotation. The annotated data collection could 
benefit researchers working on the Information 
Extraction, Question Answering and Machine 
Translation.  Figure 5 in the Appendix shows a text 
sample annotated using ANER. 
 
Thirdly, we used Stanford POSTagger 
(Toutanova et al. 2003) to annotate the 20,291 
document collection. The system is a Java 
implementation of the log-linear part-of-speech 
taggers. The strength of the Stanford POSTagger 
relies on the following points: 
§ Explicit use of both preceding and following 
tag contexts via a dependency network 
representation.  
§ Broad use of lexical features, including jointly 
conditioning on multiple consecutive words. 
§ Effective use of priors in conditional log-linear 
models. 
§ Fine-grained modeling of unknown word 
features 
The Stanford POSTagger is a supervised system 
depending on different trained models for many 
languages including Arabic. The accurate model for 
Arabic was trained using the Arabic Tree-bank p1-3 
corpus based on maximum entropy and using 
augmented Bies 5 mapping of ATB tags. The 
POStagger identifies 33 part of speeches, using the 
Penn Treebank project codification such as: Noun 
(NN), Plural Noun (NNS), Proper Noun (NNP), 
Verb (VB), Adjective (JJ). The tagger reached an 
accuracy of 96.50%.  
The POST annotated 20,291 documents could 
help researchers working on Arabic IR, Word Sense 
Disambiguation and supervised learning systems. 
Figure 6 in the Appendix shows the output of the 
Stanford POSTagger. 
Finally, we applied a morphological analysis 
process on the data collection using Alkhalil 
morphological analyser (Mazroui et al. 2011).  
Alkhalil6 Morphological Analyzer was written in 
Java, the lexical resources consist of several classes, 
each representing a type of the same nature and 
morphological features. The Analysis was carried 
out in the following steps: pre-processing (removal 
of diacritics), segmentation (each word is considered 
as [proclitic + stem + enclitic]). Alkhalil identifies 
possible solutions of the segmented words using 
their morphosyntactic features (i.e. vowelisation, 
nature of the-word, vowelled patterns, stems, roots, 
suffixes, prefixes and syntactic-forms), see Figure 4 
in the Appendix. 
Applying Alkhalil analyser on the data collection 
we reached an accuracy of 96%. We implemented a 
Viterbi algorithm to get one solution that is relevant 
to the context of the analyzed article.  
The morphological analysis of 20,291 documents 
could help in improving the performance of many 
tools such as: automatic vocalization, spell checking, 
automatic summarization. See Figure 4 for a 
morphologically analysed text sample using 
Alkhalil’s system. 
 





We provide KALIMAT 7  for free including the 
articles, annotated text, entities and summaries to 
help advancing the work on Arabic NLP. The corpus 
can be downloaded directly from: 
https://sourceforge.net/projects/kalimat/. 
The corpus and the results we achieved can be 
used by researchers as gold-standards and or 
baselines to test and evaluate their Arabic tools. We 
also welcome any amendments to the corpus by 
other researchers. 
In our work we address the  shortage of relevant 
data for Arabic natural language processing, taking 
into consideration the lack of Arab participants to 
come up with resources that are important for 
researchers working on Arabic NLP.  
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تنطلق االیيومم االدووررةة االبراامجیية االجدیيدةة للتلیيفزیيونن وواالاذذااعة ووبرنامج االشبابب وواالتي  : سالم االرحبي
ریيل وومایيو وویيونیيو ووتحمل في ططیياتھها االعدیيد من االبراامج االجدیيدةة وواالفقرااتت تستمر ططواالل ااشھهر ااب
ددووررةة االبراامج  . االشیيقة االتي تتناسب مع ااذذووااقق جمیيع االمشاھھھهدیين وواالمستمعیين على حد سوااء
االحالیية ررااعى فیيھها االمسؤوولونن في ووززااررةة االاعلامم االتنوعع وواالتجدیيد في االبراامج ااضافة االى مرااعاةة 
لمستمعیين بجمیيع فئاتھهم حیيث تم االاعداادد االمسبق لخاررططة االتلیيفزیيونن بشكل ااووقاتت االمشاھھھهدیين وواا
منھهجي من خلالل نوعیياتت منتقاةة من االبراامج كما تم تعدیيل تشكیيلة االسھهرااتت االاسبوعیية ووتغیيیير 
جدوولل االبراامج االوثائقیية بحیيث تشمل االتنوعع االثقافي مع االتركیيز على ططرحح االبراامج االمحلیية 
تت ااددااررةة االتلیيفزیيونن في االلقاء االصحفي االذيي عقدتھه ظظھهر اامس بمكتب مدیير ووقد ااكد . االتجدیيد فیيھها
عامم االتلیيفزیيونن االمھهندسس عبدالله االعبريي ووبوجودد صالح بن محفوظظ االقاسمي مدیير االبراامج االعامة 
االخرووجج  ااجل بالتلیيفزیيونن ووززوویينة االرااشديي منسقة مكتبة االتلیيفزیيونن اانن االاددااررةة سعت جاھھھهدةة
ع ررغباتت االمشاھھھهد االعماني بالدررجة االاوولى مع االتركیيز اایيضا على بدووررةة متمیيزةة تتماشى م
االمنافسة االصحیية بیين باقي االقنوااتت االفضائیية مشیيریين االى اانن ااددااررةة االتلیيفزیيونن ااصبحت تختارر 
االبراامج االتي تریيد اانن تطرحھها في االدووررةة االبراامجیية بعد اانن كانت تفرضض بعض االبراامج ووجوددھھھها 
  .لخرووجج بالصوررةة االلائقة أأمامھهووذذلك من ااجل ااررضاء االمشاھھھهد وواا
 elpmaS txeT noitcelloC ataD :1 erugiF
ددووررةة االبراامج االحالیية ررااعى فیيھها االمسؤوولونن في ووززااررةة االاعلامم االتنوعع وواالتجدیيد في االبراامج 
ااضافة االى مرااعاةة ااووقاتت االمشاھھھهدیين وواالمستمعیين بجمیيع فئاتھهم حیيث تم االاعداادد االمسبق لخاررططة 
نھهجي من خلالل نوعیياتت منتقاةة من االبراامج كما تم تعدیيل تشكیيلة االسھهرااتت االتلیيفزیيونن بشكل م
االاسبوعیية ووتغیيیير جدوولل االبراامج االوثائقیية بحیيث تشمل االتنوعع االثقافي مع االتركیيز على ططرحح 
  . االبراامج االمحلیية االتجدیيد فیيھها
 elpmaS txeT yrammuS tnemucod-elgniS :2 erugiF
ممدووحح عدوواانن لیيس بحاجة لأيي مقدمة فھهذاا االشاعر وواالمسرحي  االقاھھھهرةة ) االوططن ( : االحواارر مع
وواالروواائي وواالسیينارریيست وواالمترجم االسورريي حالة لا تقبل االاررتھهانن لأيي سلطة أأوو قاعدةة سوىى ما 
یيقولھه في ھھھهذاا االحواارر عن االخضوعع للإنسانیية وواالإبدااعع كحالتیين مطلقتیين تحكمانن حیياتھه ! ! 
عفویيا ووصاددقا یيناكف االحقائق االرااسخة في قعر ممدووحح عدوواانن في ھھھهذاا االحواارر االذيي یيجيء 
االوعي وویيمضي في االتارریيخ االشخصي بعیيداا ووفي ززوواایيا غیير معرووفة وومن ووضعھه االصحي إإلى 
االعدیيد من االتفاصیيل في االمشھهد االثقافي إإلى متاھھھهة االمبدعع بیين االأشكالل االفنیية االمتعدددةة في االبداایية 
یين من قراائك في االبداایية سأووجز عن أأوودد أأنن أأسألك عن ووضعك االصحي ووھھھهو ما یيشغل االكثیير
بدأأتت أأحس بتغیيرااتت غیير صحیية أأوو تغیيرااتت مزااجیية في  3002حكایية االمرضض : ففي بداایية عامم 
ططبعي فمثلا أأنا في االعاددةة أأحكي كثیيراا ووأأضحك كثیيراا وولم أأعد أأضحك أأوو أأحكي أأوو بالأحرىى 
ظاتت من االأصدقاء فقدتت شیيئا من حیيویيتي ووبعدھھھها سافرتت إإلى االقاھھھهرةة ووعدتت ووكانت ھھھهناكك ملاح
علي یيقولونن فیيھها : ما بھه ممدووحح ووأأنا لم أأحس بشيء غیير ططبیيعي في ووحیينما عدتت للعمل 
لاحظت أأنني بدأأتت أأنسي بشكل غیير ططبیيعي فعندما كنت أأكتب حواارریية ما بیين شخصیين كنت 
  .أأنسى أأحدھھھهما ! أأوو حیين كنت أأرردد على االھهاتف إإذذ حیين أأررفع االسماعة كنت أأعودد لأغلقھها مباشرةة
 elpmaS txeT yrammuS tnemucod-itluM :3 erugiF
 xiffus toor nrettap epyt mets xiferp slewov drow
 #  شھهر  ااْفَعل ْ  فعل أأمر  ااشھهر #  ااْشھهَر ْ  ااشھهر
  تشكیيلة #  تَْشِكیيلَة ِ  تشكیيلة
مصدرر 
  شكل  تَْفِعیيلَة ِ  مرةة
ةة: تاء 
  االتأنیيث
  ددووررةة #  َددْووَررةةُ   ددووررةة
مصدرر 
  ددوورر  فَْعلَةُ   مرةة
ةة: تاء 
  لتأنیيثاا
  ططواالل #  ِططَواالل ُ  ططواالل
مصدرر 
 #  ططولل  فَِعالل ُ  أأصلي
  منتقاةة #  ُمْنتَقَاةة ٍ  منتقاةة
ااسم 
  نقو  ُمْفتََعاةة ٍ  مفعولل
ةة: تاء 
  االتأنیيث




  نوعع  فَْعلِیيَّاتت ِ  صناعي
ااتت:تاء 
  االتأنیيث
  ووززااررةة #  ِووَززااَررةةُ   ووززااررةة
ااسم 




 elpmaS resylanA lacigolohproM :4 erugiF
 
 االبراامجیية:O االدووررةة:O االیيومم:O تنطلق:O :O االرحبي:SREP-I سالم:SREP-B كتب:O 
 ططواالل:O تستمر:O وواالتي:O االشبابب:O ووبرنامج:O وواالاذذااعة:O للتلیيفزیيونن:O االجدیيدةة:O
 االبراامج:O من:O االعدیيد:O ططیياتھها:O في:O ووتحمل:O وویيونیيو:O وومایيو:O اابریيل:O ااشھهر:O
 االمشاھھھهدیين:O جمیيع:O ااذذووااقق:O مع:O تتناسب:O االتي:O االشیيقة:O وواالفقرااتت:O االجدیيدةة:O
 فیيھها:O ررااعى:O االحالیية:O االبراامج:O ددووررةة:O .:O سوااء:O حد:O على:O وواالمستمعیين:O
 ااضافة:O االبراامج:O في:O وواالتجدیيد:O االتنوعع:O االاعلامم:O ووززااررةة:O في:O االمسؤوولونن:O
 حیيث:O فئاتھهم:SREP-B بجمیيع:O وواالمستمعیين:O االمشاھھھهدیين:O ااووقاتت:O مرااعاةة:O االى:O
 خلالل:O من:O منھهجي:O بشكل:O االتلیيفزیيونن:O لخاررططة:O االمسبق:O االاعداادد:O تم:O
 االسھهرااتت:O تشكیيلة:O تعدیيل:O تم:O كما:O االبراامج:O من:O منتقاةة:O نوعیياتت:O
 االتنوعع:O تشمل:O بحیيث:O ائقیيةاالوث:O االبراامج:O جدوولل:O ووتغیيیير:O االاسبوعیية:O
 .:O فیيھها:O االتجدیيد:O االمحلیية:O االبراامج:O ططرحح:O على:O االتركیيز:O مع:O االثقافي:O
 ظظھهر:O عقدتھه:O االذيي:O االصحفي:O االلقاء:O في:O االتلیيفزیيونن:O ااددااررةة:O ااكدتت:O ووقد:O
 عبدالله:SREP-B االمھهندسس:O االتلیيفزیيونن:O عامم:COL-I مدیير:COL-B بمكتب:O اامس:O
-I محفوظظ:SREP-B بن:SREP-I صالح:SREP-B ووبوجودد:O االعبريي:SREP-I
 االرااشديي:O ووززوویينة:O بالتلیيفزیيونن:O االعامة:O االبراامج:O مدیير:O االقاسمي:SREP
 ااجل:O من:O جاھھھهدةة:O سعت:O االاددااررةة:O اانن:O االتلیيفزیيونن:O مكتبة:O منسقة:O
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