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Abstract
We consider the numerical approximation of a general second order semi–linear parabolic
partial differential equation. Equations of this type arise in many contexts, such as transport
in porous media which is fundamental in many geo-engineering applications, including oil and
gas recovery from subsurface. Using the finite volume with two-point flux approximation on
regular mesh combined with exponential time differencing of order one (ETD1) for temporal
discretization, we derive the L2 estimate under the assumption that the non linear term is
locally Lipschitz. Numerical simulations to sustain the theoretical results are provided.
Keywords: Parabolic partial differential equation, Finite volume method, Exponential
integrators, Errors estimate
1. Introduction
Flow and transport are fundamental in many geo-engineering applications, including oil and
gas recovery from hydrocarbon reservoirs, groundwater contamination and sustainable use
of groundwater resources, storing greenhouse gases (e.g. CO2) or radioactive waste in the
subsurface, or mining heat from geothermal reservoirs. In porous media, a non-degenerated
advection-diffusion-reaction is given by
∂X
∂t
= ∇ · (D(x)∇X)−∇ · (q(x)X) + f(x, X) (x, t) ∈ Ω× [0, T ] , (1)
where Ω is an open domain of Rd, d ∈ {2, 3}, D is the symmetric dispersion tensor, X is
the unknown concentration of the contaminant, q the Darcy’s velocity and f the reaction
and source term. For the sake of simplicity, without loss of generality, we assume that f is
explicitly independent of time. The model equation (1) finds interest in many engineering
problems with specific coefficients. Finite element, finite volume or the combination finite
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element-finite volume methods are mostly used for space discretization of the problem (1) while
explicit, semi implicit and fully implicit methods are usually used for time discretization (see
[27, 6, 8, 1, 9]). Due to time step size constraints, fully implicit schemes are more popular for
time discretization for quite a long time compared to explicit Euler schemes. However, implicit
schemes need at each time step a solution of large systems of nonlinear equations. This can
be the bottleneck in computations. In recent years, exponential integrators have become an
attractive alternative in many evolutions equations (see [4, 10, 11, 5, 7, 12, 17, 16, 12, 13, 15]).
In contrast to classical methods, they are robust with respect to the Pe´clet number, they do
not require the solution of large linear systems. Instead they make explicit use of the matrix
exponential and related matrix functions. The price to pay is the computing of the matrix
exponential functions of the non diagonal matrices, which has revived interest and significance
progresses nowadays (see [7, 5, 12, 16, 12, 13]).
In this work, we combine a finite volume method with the first order exponential time differ-
encing scheme of order 1 (ETD1). Although both discretization techniques have been together
used for solving evolutionary problems like (1) (see [4, 10, 11]), a proper combination of rig-
orous convergence proof of them has been lacking so far. Furthermore the nonlinear term
is assumed to be locally Lipschitz, which covers many reaction functions in geo-engineering
applications.
The paper is organised as follows. In Section 2, we present the semi group formulation of (1),
the existence and uniqueness of the solution along with some proprieties of the mild solution.
In Section 4, we present the finite volume space discretization of (1), the existence and the
uniqueness of the corresponding semi-discrete problem, and the L2 error estimate between the
exact solution and the semi-discrete solution. We end by presenting in Section 5 The time
discretization of the semi-discrete problem based on ETD1 scheme is presented in Section 5,
along with the convergence proof of the fully discrete scheme based on finite volume method
and ETD1 scheme. We end by providing numerical simulations to sustain the theoretical
results in Section 6. These results also show the efficiency of the ETD1 scheme compared to
the standard time integrators, from which ETD1 scheme is ten times faster that the standard
implicit scheme.
2. Semi group formulation and well posedness
Let us start by presenting briefly the notation of the main function spaces and norms that
we will use in this paper. We denote by ‖ · ‖ the norm associated to the inner product
(·, ·) of the Hilbert space H = L2(Ω). The norms in the Sobolev spaces Hm(Ω), m > 0
will be denoted by ‖.‖m. The space H−1(Ω) is the dual of H10 (Ω) equipped with the norm
‖u‖−1 = sup
v∈H1
0
(Ω)
|(u, v)|
‖u‖1 . For a Banach space V we denote by L(V) the set of bounded linear
mapping from V to V. We assume that the domain Ω is bounded, has a smooth boundary
or is a convex polygon. For the sake of simplicity, without loss of generality, we use the
homogeneous Dirichlet boundary condition. We also assume that the Darcy velocity q is
known, and satisfies the mass conservation for incompressible fluids without internal source,
that is ∇ · q = 0.
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For a given initial solutionX0 ∈ H , the model problem (1) is reformulated as: find the function
X(t) ∈ H1(Ω) such that

∂X/∂t +AX = f(x, X) (x, t) ∈ Ω× [0, T ]
X(x, 0) = X0 x ∈ Ω
X(x, t) = 0 (x, t) ∈ ∂Ω × [0, T ] ,
(2)
where
AX = A(x)X = −∇ · (D∇X) +∇ · (q(x)X)
= −
d∑
i,j=1
∂
∂xi
(
Di,j(x)
∂X
∂xj
)
+
d∑
i=1
qi(x)
∂X
∂xi
+ (∇ · q)X
= −
d∑
i,j=1
∂
∂xi
(
Di,j(x)
∂X
∂xj
)
+
d∑
i=1
qi(x)
∂X
∂xi
.
For well posedness of (2), we assume that D is symmetric, Di,j ∈ L∞(Ω), qi ∈ L∞(Ω) and
there exists a positive constant c1 > 0 such that
d∑
i,j=1
Di,j(x)ξiξj ≥ c1|ξ|2 ∀ξ ∈ Rd x ∈ Ω c1 > 0, (3)
and
|f(x, u)− f(x, v)| ≤ L (1 + |u|γ + |v|γ) |u− v| ∀u, v ∈ R x ∈ Ω, t ∈ [0, T ], (4)
or
|f(x, u)− f(x, v)| ≤ L (1 + u+ v + |u|γ + |v|γ) |u− v| ∀u, v ∈ R x ∈ Ω, t ∈ [0, T ], (5)
with γ = 2 for d = 3 and γ ∈ [0,∞) for d = 2.
Set V = H10 (Ω), the bilinear form associated to the operator A is given by
a(u, v) =
∫
Ω
(
d∑
i,j=1
Di,j
∂u
∂xj
∂v
∂xi
+
d∑
i=1
qi
∂u
∂xj
v
)
dx u, v ∈ V. (6)
According to G˚arding’ s inequality (see [5, 3]), there exists two positive constants c0 and λ0
such that
a(v, v) + c0‖v‖2 ≥ λ0‖v‖21 ∀v ∈ V. (7)
By adding c0X in both side of the first equation of (1) we have a new operator that we still call
A corresponding to the new bilinear form that we still call a such that the following coercivity
property holds
a(v, v) ≥ λ0‖v‖21 ∀v ∈ V. (8)
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For sake of simplicity, we will still call the right hand side of the first equation of (2) f . We
define the following Nemytskii operator F : H → H by
(F (X))(x) = f(x,X). (9)
Using the Green’s formula, the weak form of (2) consists to find the function X(t) ∈ V such
that {
(Xt, χ) + a(X,χ) = (F (X), χ) ∀χ ∈ V, t ∈ [0, T ]
X(0) = X0.
(10)
Note that a(, ) is bounded in V × V , so the following operator A : V → V ∗ is well defined by
Riez’s representation Theorem
a(u, v) = 〈Au, v〉, ∀u, v ∈ V, (11)
where V ∗ is the adjoint space (or dual space) of V and 〈, 〉 the duality pairing between V ∗
and V . By identifying H to its adjoint space H∗, we get the following continuous and dense
inclusions
V ⊂ H ⊂ V ∗. (12)
So, we have
(u, v) = 〈u, v〉 ∀u ∈ H, ∀v ∈ V. (13)
The domain of A denoted by D(A) is defined by
D(A) = {u ∈ V, Au ∈ H}. (14)
We write the restriction of A : V → V ∗ to D(A) again by A, which is therefore regarded as
an operator of H (more precisely the H realization of A [3, p. 812]). In the abstract setting,
equation (10) is equivalent to find the function X(t) ∈ V such that
{
Xt + AX = F (X), t ∈ [0, T ]
X(0) = X0,
(15)
where equation (15) is understood in the space V ∗ using (12) and (13). As the domain Ω has
a smooth boundary or is a convex polygon, we therefore have (see [3])
D(A) = H10 (Ω) ∩H2(Ω). (16)
The V−ellipticity (8) implies that −A is a sectorial on H = L2(Ω) (see [2, 3]) i.e. there exists
C1, θ ∈ (12π, π) such that
‖(λI + A)−1‖L(H) ≤ C1|λ| λ ∈ Sθ, (17)
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where Sθ =
{
λ ∈ C : λ = ρeiφ, ρ > 0, 0 ≤ |φ| ≤ θ}.
Then −A is the infinitesimal generator of bounded analytic semigroups S(t) := e−tA on L2(Ω)
such that
S(t) := e−tA =
1
2πi
∫
C
et λ(λI + A)−1dλ, t > 0 (18)
where C denotes a path that surrounds the spectrum of −A.
The coercivity property in (8) implies also that the set of the real part of the spectrum of A is
non negative, which allows the definition of the fractional power of A as: for any α > 0

A−α =
1
Γ(α)
∫∞
0
tα−1e−Atdt
Aα = (A−α)
−1
(19)
where Γ(α) is the Gamma function of α (see [2]). It is well known that ‖.‖α ≡ ‖Aα/2.‖ in
the space D(Aα/2), and that V = D(A1/2) = D(A∗ 1/2) (see [27, 28]). Note that A∗ 1/2 is the
adjoint of A 1/2.
For the nonlinear reaction term we make the following assumption
Proposition 2.1. [Lipschitz condition for F ]
Under the assumption (4) or (5) on the nonlinear function f , let F the Nemytskii operator
corresponding to f defined by (9). For each bounded set B ⊂ V there is a constant C(B) such
that
‖F (u)− F (v)‖−1 ≤ C(B)‖u− v‖, ∀u, v ∈ B (20)
‖F (u)− F (v)‖ ≤ C(B)‖u− v‖1, ∀u, v ∈ B . (21)
Proof. The proofs of (20) and (21) can be found in [27] for function f of type (4). The proofs
for function f of type (5) can easily be deducted. Indeed using Holder inequality yields
‖F (u)− F (v)‖ (22)
≤ C
((‖u‖Lq1 (Ω) + ‖u‖Lq1 (Ω)) ‖u− v‖Lp1 (Ω) + (1 + ‖u‖γLq(Ω) + ‖v‖γLq(Ω)) ‖u− v‖Lp(Ω))
∀u, v ∈ B,
where 1
p
+ γ
q
= 1
2
with p = q = 6 if d = 3, and arbitrary p ∈ (1,∞) if d = 2, 1
p1
+ 1
q1
= 1
2
with
p1 ∈ [3, 6]1 if d = 3 and arbitrary p1 ∈ (2,∞) if d = 2 . Since Ω is bounded, Lr(Ω) →֒ Ls(Ω)
for r ≥ s, combining with Sobolev the embedding theorem, we therefore have
‖F (u)− F (v)‖ ≤ C (1 + ‖u‖1 + ‖v‖1 + ‖u‖γ1 + ‖v‖γ1) ‖u− v‖1. (23)
Lipschitz condition (20) is proved in the same manner using the one in [27] for function f of
type (4).
1The corresponding q1 is in the same interval
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By Duhamel’s principle we may represent the solution of (15) by the following integral equa-
tion
X(t) = S(t)X0 +
∫ t
0
S(t− s)F (X(s))ds, t ∈ [0, T ] . (24)
Theorem 2.1. Assume that −A is the infinitesimal generator of bounded analytic semigroup
(D is symmetric, Di,j ∈ L∞(Ω), qi ∈ L∞(Ω) and the inequality (3) is fulfilled) and (4) (or
(5)) is satisfied. For any bounded set B0 ⊂ V there is t∗ = t∗(B0) such that equation (24) has
an unique solution X ∈ C([0, t∗], H1(Ω) for any X0 ∈ B0.
Proof. Applying the contraction mapping principle in the topology of the Banach space
C([0, T ], H1(Ω)) to the integral equation (24) [2, Theorem 3.3.3] or [21, Theorem 6.3.1] ensure
the existence and uniqueness of X .
Remark 2.1. The regularity of the solution X depends of the regularity of the coefficients
D = (Di,j)1≤i,j≤d,q = (qi)1≤i≤d as we can observe in [26].
The following proposition will be largely used in this work
Proposition 2.2. [Smoothing properties of the semi group [2]]
Let β ≥ 0 and 0 ≤ γ ≤ 1, then there exists C > 0 such that
‖AβS(t)‖L(H) ≤ Ct−β for t > 0,
‖A−γ(I− S(t))‖L(H) ≤ Ctγ for t ≥ 0.
In addition, the following results hold
AβS(t) = S(t)Aβ on D(Aβ).
If β ≥ α then D(Aβ) ⊂ D(Aα).
‖DltS(t)v‖β ≤ Ct−l−(β−α)/2 ‖v‖α, t > 0, v ∈ D(Aα/2) l = 0, 1,
where Dlt :=
dl
dtl
, ‖.‖α := ‖Aα/2.‖.
The following lemma will be also used in our errors estimates.
Lemma 2.1. Let X be the mild solution of (2) given in (24). Let B ⊂ V be a bounded set
such that ∀t ∈ [0, t∗(B)], X(t) ∈ B. Let t1, t2 ∈ [0, T ] ⊂ [0, t∗(B)], t1 < t2, the following
estimates hold :
• (i) If X0 ∈ D(A) then
‖X(t2)−X(t1)‖ ≤ C(B)(t2 − t1)1−ǫ (‖X0‖2 + 1) ,
for ǫ ∈ (0, 1/4) small enough.
• (ii) If X0 ∈ D(A) and F satisfies the Lipschitz condition in (20) then
‖X(t2)−X(t1)‖ ≤ C(B)(t2 − t1) (‖X0‖2 + 1)) .
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Proof. Part (i).
Consider the difference
X(t2)−X(t1)
= (S(t2)− S(t1))X0 +
(∫ t2
0
S(t2 − s)F (X(s))ds−
∫ t1
0
S(t1 − s)F (X(s))ds
)
= I + II, (25)
so that ‖X(t2)−X(t1)‖ ≤ ‖I‖+ ‖II‖. We estimate each of the terms ‖I‖ and ‖II‖. For ‖I‖,
using Proposition 2.2 yields
‖I‖ = ‖S(t1)A−1(I− S(t2 − t1))A1X0‖ ≤ C(t2 − t1)‖X0‖2.
For the term II, we have
II =
∫ t1
0
(S(t2 − s)− S(t1 − s))F (X(s))ds+
∫ t2
t1
S(t2 − s)F (X(s))ds
= II1 + II2,
with
‖II‖ ≤ ‖II1‖+ ‖II2‖.
We now estimate each term ‖II1‖ and ‖II2‖. For ‖II1‖
‖II1‖ = ‖
∫ t1
0
(S(t2 − s)− S(t1 − s))F (X(s))ds‖
≤
∫ t1
0
‖(S(t2 − s)− S(t1 − s))F (X(s))‖ds
≤
(∫ t1
0
‖(S(t2 − s)− S(t1 − s))‖L(H)ds
) (
sup
0≤s≤T
‖F (X(s))‖
)
.
For ǫ ∈ (0, 1/4) small enough, using Proposition 2.2 yields
‖II1‖ ≤
(∫ t1
0
‖S(t1 − s)A1−ǫA−1+ǫ(I− S(t2 − t1))‖L(H)ds
) (
sup
0≤s≤T
‖F (X(s))‖
)
≤
(∫ t1
0
‖A1−ǫS(t1 − s)A−1+ǫ(I− S(t2 − t1))‖L(H)ds
) (
sup
0≤s≤T
‖F (X(s))‖
)
≤ C(t2 − t1)1−ǫ
(∫ t1
0
(t1 − s)−1+ǫds
) (
sup
0≤s≤T
‖F (X(s))‖
)
≤ C(t2 − t1)1−ǫ
(
sup
0≤s≤T
‖F (X(s))‖
)
.
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For ‖II2‖, using the fact that the semigroup is bounded, we have
‖II2‖ = ‖
∫ t2
t1
S(t2 − s)F (X(s))ds‖
≤
(∫ t2
t1
‖S(t2 − s)F (X(s))‖ds
)
≤
(∫ t2
t1
‖F (X(s))‖ds
)
≤ C(t2 − t1)
(
sup
0≤s≤T
‖F (X(s))‖
)
.
Hence
‖II‖ ≤ ‖II1‖+ ‖II2‖) ≤ C(t2 − t1)1−ǫ
(
sup
0≤s≤T
(‖F (X(s))‖)
)
.
Using the fact that F satisfies (21), we therefore have
‖F (X(t))‖ ≤ ‖F (X0)‖+ ‖F (X(t))− F (X0)‖
≤ ‖F (X0)‖+ L‖X(t)−X0‖1
≤ C(B, X0, F ). (26)
Combining (26) and previous estimations of ‖I‖ and ‖II‖ ends the proof of part (i).
Proof of part (ii). We consider again the difference in (25). The difference with the proof
of part (i) comes from the estimation of II1. This time we write
II1 =
∫ t1
0
(S(t2 − s)− S(t1 − s))F (X(s))ds
=
∫ t1
0
(S(t2 − s)− S(t1 − s)) (F (X(s))− F (X(t1))) ds
+
∫ t1
0
(S(t2 − s)− S(t1 − s))F (X(t1))ds
= II11 + II12.
Remember that ‖.‖−1 = ‖A−1/2.‖ in V ∗, since H−1(Ω) = V ∗ = D(A−1/2) as V = D(A1/2).
If F satisfies the Lipschitz condition given in (20), then using the result in part (i) together
with Proposition 2.2 yields
‖II11‖ ≤
(∫ t1
0
‖ (S(t2 − s)− S(t1 − s))A1/2‖L(H)‖A−1/2 (F (X(s))− F (X(t1)) ‖ds
)
≤ C(B)
(∫ t1
0
‖A1/2 (S(t2 − s)− S(t1 − s)) ‖L(H)‖X(s)−X(t1)‖ds
)
≤ C(B)
(∫ t1
0
‖A3/2S(t1 − s)A−1 (I − S(t2 − t1)) ‖L(H)‖X(s)−X(t1)‖ds
)
≤ C(B)
(
(t2 − t1)
∫ t1
0
(t1 − s)−ǫ−1/2ds
)
≤ C(B) (t2 − t1) .
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We also have
‖II12‖ ≤ ‖F (X(t1)‖‖
∫ t1
0
(S(t2 − s)− S(t1 − s))ds‖L(H)
≤ C(B)‖
∫ t1
0
S(t2 − s)− S(t1 − s)ds‖L(H).
Using the two transformations y = t2 − s, y = t1 − s, we find
‖II12‖ = C(B)‖
∫ t2
t2−t1
S(y)dy −
∫ t1
0
S(y)dy‖L(L2(Ω))
= C(B)‖
∫ t1
t2−t1
S(y)dy +
∫ t2
t1
S(y)dy −
∫ t1
0
S(y)dy‖L(H)
= C(B)‖
∫ t2
t1
S(y)dy −
∫ t2−t1
0
S(y)dy‖L(H)
≤ C(B)(t2 − t1).
The estimate of II1 combined with (26) in the estimate of II2 ends the proof.
3. Finite Element method for semi-linear parabolic problem
Finite element method for space discretization has been used in [27] for semilinear problem (1),
time discretization has been performed using first order implicit and semi-implicit methods
under the locally Lipschitz condition (4) or (5). The convergence proofs of parabolic stochastic
partial differential equations with multiplicative or additive noise are provided in [20, 18,
19] where the space and time discretizations are performed using respectively finite element
method and exponential integrators schemes. The convergence proof for deterministic problem
(1) using locally Lipschitz condition (4) can easily be deducted by canceling the noise term in
[20, 18, 19] and combined with different results in [27].
The keys features while using finite element method for space discretization comes from the
fact that the corresponding semi-discrete problem shares the same bilinear form (6) with the
continuous problem (1). The convergence proof for deterministic problem (1) using locally
Lipschitz condition (4) or (5) will be more difficult with finite volume method (or finite
difference method) for space discretization since the corresponding bilinear form of the semi-
discrete problem (37) is different with the one of the continuous problem.
4. Finite volume for space discretization
4.1. Admissible mesh
A cell–centred finite volume methods for heterogeneous and anisotropic diffusion problems
remains a challenging problem. An active area of research consists to make the approximation
of the diffusion flux more efficient and simple as possible (see [24] for the references). The finite
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volume method is widely applied when the differential equations are in divergence form. To
obtain a finite volume discretization, the domain Ω is subdivided into subdomains (Ai)i∈I , I
being the corresponding set of indices, called control volumes or control domains such that
the collection of all those subdomains forms a partition of Ω. The common feature of all
finite volume methods is to integrate the equation over each control volume Ai, i ∈ I and
apply Gauss’s divergence theorem to convert the volume integral to a surface integral. For our
parabolic problem (2), finite volume methods differ in the way they approximate the diffusion
flux F = −D∇X . Two techniques are mostly used: the finite volume with two-point flux
approximation (TPFA) (see [6, 24]) and the finite volume with multi-point flux approximations
(MPFA)([22, 23]).
An advantage of the two-point approximation is that it provides monotonicity properties,
under the form of a local maximum principle. It is efficient and mostly used in industrial
simulations. In this paper we use the TPFA as developed in [6]. The main drawback of TPFA
is that it is applicable in the so called “ admissible mesh ” or ”D-orthogonal mesh” and not
in general mesh.
Definition 4.1. [Admissible mesh]
An admissible mesh T for problem (2) with the full diffusion tensor D is defined by:
• A set {Ai}i∈I of control volumes such that Ω = ∪i∈IAi with the corresponding local inner
product induced by D−1Ai where
DAi =
1
mes(Ai)
∫
Ai
D(x)dx.
• The corresponding set of center points {xi}i∈I such that
(a) xi ∈ Ai, i ∈ I.
(b) xi is the intersection of the straight lines perpendicular to the boundary of Ai with
respect to the inner product induced by D−1Ai .
Let h = size(T ) be the maximum mesh size of T . We denote by Th a dual Delaunay trian-
gulation of T i.e. a Delaunay triangulation where {xi}i∈I is the set of vertices (2-D delaunay
Triangulation with triangular mesh or 3-D delaunay Triangulation with tetrahedal mesh).
For a given set {xi}i∈I , a dual mesh Th can easily be constructed with the Matlab function
delaunayTriangulation.m.
Let us illustre Definition 4.1 to make it more understandable.
Example 1. • In the case where the diffusion tensor D is diagonal and Ω is a rectangular
or parallelepiped domain, any rectangular grid (d = 2) or parallelepiped grid (d = 3) is
an admissible mesh. The set {xi} is the set of centers of gravity of the rectangular
grid or parallelepiped grid (see Figure 1). The inner product induced locally by D−1Ai is
equivalent to the standard inner product corresponding to the Euclidean norm |.|. This
mesh will yield a 5-point scheme (d = 2) and 7-point scheme (d = 3) for our model
problem (2).
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Figure 1: Example of admissible mesh in d = 2 for diagonal diffusion tensor D. The mesh T is the set of
rectangular grid (in black line ) and a corresponding dual Delaunay triangulation Th(triangle mesh) is in red
line. For d = 3, this figure can represent the upper view of the set of parallelepiped grid with the corresponding
dual Delaunay triangulation (tetrahedal mesh). Note that the dual triangulation Th is not unique here.
• If d = 2, for isotropic and heterogeneous media (D(x) = b(x)I2 x ∈ Ω, I2 being the
identity matrix of dimension 2) we can define a triangular admissible mesh T to be a
family of open triangular disjoint subsets of Ω such that two triangles having a common
edge have also two common vertices. The angles of the triangles are assumed to be less
than π
2
to allow the orthogonal bisectors to intersect inside each triangle, thus naturally
defining the center point xi of the control volume Ai. The finite volume scheme defined
on such mesh will yield a 4-point scheme for our model problem (2). The inner product
induced locally by D−1Ai is equivalence to the standard inner product corresponding to the
Euclidean norm |.|.
4.2. Finite volume space discretization and semi-discrete solution
Consider the modified model problem of (2) where c0X is added on both sides of the first
equation of problem (2), c0 is defined in (7). Consider an admissible mesh T in the sense of
Definition 4.1. Denote by E the set of edges of control volume of T , Eint the set of interior
edges of control volume of T , Xi(t) the approximation of X at time t at the center (or at
any point) of the control volume Ai ∈ T and Xσ(t) the approximation of X at time t at the
center (or at any point)of the edge σ ∈ E . For a control volume Ai ∈ T , denote by Ei the set
of edges of Ai, mes(Ai) the Lebesgue measure of the control volume Ai ∈ T .
As in [6, 25], integration over any control volume Ai ∈ T , using the divergence theorem
to convert the integral over Ai to a surface integral, finite differences for the diffusion flux
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approximation [6] and the upwind technique for the advection flux approximation yields

mes(Ai)
dXi(t)
dt
+
∑
σ∈Ei
(Fi,σ(t) + qi,σXσ,+(t)) + c0mes(Ai)Xi(t)
= mes(Ai) f(xi, Xi(t)),
Di,σ = |DAi ni,σ|, DAi =
1
mes(Ai)
∫
Ai
D(x)dx,
Fi,σ(t) = mes(σ) Di,σ
Xσ(t)−Xi(t)
di,σ
,
qi,σ =
∫
σ
q · ni,σdσ ∀Ai ∈ T , ∀σ ∈ Ei.
(27)
Here ni,σ is the normal unit vector to σ outward to Ai, mes(σ) is the Lebesgue measure of
the edge σ ∈ Ei and di,σ the distance between the center of Ai and the edge σ.
Since the flux is continuous at the interface of two control volumes Ai and Aj (denoted by
i | j) we therefore have Fi,σ(t) = −Fj,σ(t) for σ = i | j, which yields

Fi,σ(t) = −τσ (Xj(t)−Xi(t)) = −µσ mes(σ)
di,j
(Xj(t)−Xi(t)) , σ = i | j
τσ = mes(σ)
Di,σDj,σ
Di,σ di,σ +Dj,σdj,σ
(transmissibility through σ)
(28)
with
µσ = di,j
Di,σDj,σ
Di,σ di,σ +Dj,σdj,σ
, (29)
where di,j is the distance between the center of Ai and center of Aj. We will set di,j = di,σ for
σ = Ei ∩ ∂Ω. For σ ⊂ ∂Ω, we also write
Fi,σ(t) = −τσ (Xj(t)−Xi(t))
= −mes(σ)µσ
di,σ
(Xj(t)−Xi(t)) .
with 

Xj(t) = Xσ(t) = 0
τσ =
mes(σ)Di,σ
di,σ
µσ = Di,σ.
(30)
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The upwind term for advection flux Xσ,+ is defined as
Xσ,+(t) =


Xi(t) if qi,σ > 0
Xj(t) if qi,σ < 0
for σ = i | j (31)
Xσ,+(t) =


Xi(t) if qi,σ > 0
Xσ(t) if qi,σ < 0
for σ ∈ Ei ∩ ∂Ω. (32)
We can write Xσ,+ as
Xσ,+ = rσXi(t) + (1− rσ)Xj(t), σ = i | j (33)
where rσ =
1
2
(sign(qi,σ) + 1). Note that according to (9), we have
(F (Xi))(xi) = f(xi, Xi(t)). (34)
Using previous approximations, the finite volume space discretization for the model problem
(2) is given by

mes(Ai)
dXi(t)
dt
+
∑
σ∈Ei
(
−mes(σ)µσ
di,j
(Xj(t)−Xi(t))
+qi,σ (rσXi(t) + (1− rσ)Xj(t))) + c0mes(Ai)Xi(t) = mes(Ai)F (Xi(t))
Xi(t) = 0, di,j = di,σ if σ ⊂ ∂Ω, ∀Ai ∈ T .
(35)
The scheme (35) clearly indicates the affinity of the finite volume method to the finite difference
method. However, for the subsequent analysis it is more convenient to rewrite scheme (35) in
a discrete variational form.
Multiplying the first equation of (35) by arbitrary numbers vi ∈ R and summing the results
over all control volume in T yields

∑
Ai∈T
[
mes(Ai)
dXi(t)
dt
+
∑
σ∈Ei
(
mes(σ)µσ
di,j
(Xi(t)−Xj(t))
+qi,σ (rσXi(t) + (1− rσ)Xj(t)))] vi =
∑
Ai∈T
mes(Ai)F (Xi(t))vi.
(36)
Let Vh denote the space of continuous functions that are piecewise linear over the Delaunay
triangulation Th (dual of T ), and X(T ) be the space of the functions constant in each control
volume of T , the following lemma creates a one-to-one correspondence between Vh and X(T ).
Lemma 4.1. There exists a one-to-one correspondence between the space Vh and X(T ), more
precisely we have :
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• For any Uh ∈ Vh corresponds the unique function U = (Uh(xi))i∈I ∈ X(T ).
• For any function U = (Ui)i∈I ∈ X(T ), there exists an unique function Uh ∈ Vh such
that Uh(xi) = Ui.
Proof. The first correspondence is obvious. The proof of the second correspondence can be
found in [25, Lemma 2.10, p.58].
Let us consider equation (36), according to Lemma 4.1, there are unique functions Xh(t), vh ∈
Vh such that Xh(t)(xi) = Xi(t) and vh(xi) = vi for all Ai ∈ T , where xi is a center of the
control volume Ai ∈ T (xi is also a vertex in Th).
Denote by ah the bilinear form defined by

ah(uh, vh) =
∑
Ai∈T
∑
σ∈Ei
(
−mes(σ)µσ
di,j
(uj − ui) + qi,σ (rσui + (1− rσ)uj)
)
vi
+c0mes(Ai)uivi ∀uh, vh ∈ Vh,
(37)
and by 〈., .〉0,h the scalar product on C(Ω) ⊃ Vh defined by
〈u, v〉0,h =
∑
i∈T
mes(Ai)uivi, ui = u(xi), vi = v(xi), u, v ∈ C(Ω). (38)
Note that this scalar product can be extended in L2(Ω) (see [30]) by
〈u, v〉0,h =
∑
i∈T
mes(Ai)uivi, ui =
1
mes(Ai)
∫
Ai
udx, vi =
1
mes(Ai)
∫
Ai
vdx, u, v ∈ L2(Ω).(39)
Note also that when u ∈ C(Ω) we will use ui = u(xi) in (39). We can easily observe for
u, v ∈ X(T ) 2 〈u, v〉0,h = (u, v). The corresponding norm of 〈., .〉0,h is the discrete L2(Ω)
norm denoted by ‖.‖0,h. We therefore have the following variational form of our finite volume
scheme (36).

〈 d
dt
Xh, ϕ〉0,h + ah(Xh(t), ϕ) = 〈F (Xh(t)), ϕ〉0,h, ∀ϕ ∈ Vh, t ∈ (0, T ] ,
Xh(0) = Xh 0.
(40)
Consider the operator Ah : Vh → Vh such that
〈Ahψ, χ〉0,h = ah(ψ, χ) ∀ψ, χ ∈ Vh. (41)
The semidiscrete solution in Vh is then given by: find Xh(t) ∈ Vh such that

dXh
dt
+ AhXh = PhF (Xh) t ∈ (0, T ]
Xh(0) = X0h
(42)
2Remember that this is the space of the functions constant in each control volume of T
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where Ph is the orthogonal projection defined from L
2(Ω) to Vh by
〈Phu, χ〉0,h = 〈u, χ〉0,h ∀χ ∈ Vh, u ∈ L2(Ω). (43)
In order to provide the corresponding mild form of (42), let us define the discrete H10 (Ω) norm.
Definition 4.2. [Discrete H10 (Ω) norm [6]]
Let T be an admissible finite volume mesh in the sense of Definition 4.1, and X(T ) the space
of the functions constant in each control volume of T . For u ∈ X(T ) corresponding to uh ∈ Vh
(according to Lemma 4.1), the discrete H10 (Ω) norm of u and uh is defined by
‖uh‖1,T := ‖u‖1,T :=
(∑
σ∈E
τ ′σ (Dσu)
2
)1/2
(44)
where
τ ′σ =
mes(σ)
dσ
Dσu = |ui − uj| if σ = i|j ∈ Eint
Dσu = |ui| if σ ∈ ∂Ω.
Note that this norm is equivalent in V = H10 (Ω) = D(A1/2) = D(A∗1/2) to the natural norm
of H1(Ω) which is ‖.‖1. Following closely [27, 28] we also have D(A1/2h ) = D(A∗1/2h ) with the
following norm equivalence
‖A1/2h u‖ ≡ ‖A∗1/2h u‖ ≡ ‖u‖1, u ∈ Vh.
We make the following assumption as in [6, Theorem 3.8], very useful for our convergence
proof.
Assumption 4.1. [Regularity of D, q and T ]
We assume thatD is bounded3, the restriction of D to any Ai ∈ T belongs to C1(Ai,Rd×d), qj ∈
C1(Ω), the discontinuities of D coincide with the interfaces of the mesh, and that there exists
ζ1 > 0 such that
ζ1h ≤ di,σ, ∀ Ai ∈ T , ∀ σ ∈ Ei, (45)
where h = size(T ).
The inequality (45) is called regularity property of the mesh T .
Remark 4.1. The regularity property of the dual mesh Th given in [25, Definition 3.28, p
138] states that there exists some constant c > 0 such that
hK
ρK
6 c, ∀K ∈ Th (46)
3From (3), D is bounded below, to be bounded D also need to be bounded above.
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where hK = diam(K) = sup
(x,y)∈K2
d(x, y) and ρK = sup{diam(S) | S is a ball in Rd and S ⊂
K}.
As we are dealing in Th with triangle or tetrahedron, hK denotes the longest edge and ρK the
diameter of the inscribed circle (d = 2) or sphere (d = 3). Using Heron’s formula and its
consequences, one can prove that the regularity of mesh T given by (45) implies the regularity
of the dual mesh Th given by (46).
Assumption 4.1 allows the following Vh− ellipticity of ah.
Theorem 4.1. Under the regularity of the admissible mesh T in Assumption 4.1, there exists
a constant α > 0 independent of h such that
ah(vh, vh) ≥ α ‖vh‖21,T ∀vh ∈ Vh. (47)
Proof. Let b1h, b
2
h and b
3
h the bilinear forms defined in Vh × Vh by
b1h(uh, vh) =
∑
Ai∈T
∑
σ∈Ei
− mes(σ)µσ
di,j
(uj − ui) vi, (48)
b2h(uh, vh) =
∑
Ai∈T
∑
σ∈Ei
qi,σ (rσui + (1− rσ)uj) vi =
∑
Ai∈T
∑
σ∈Ei
qi,σuσ,+vi, (49)
b3h(uh, vh) = c0
∑
Ai∈T
mes(Ai) uivi. (50)
Note that according to Lemma 4.1, we have identified uh ∈ Vh and vh ∈ Vh to their correspon-
dent (ui)i∈T = (uh(xi))i∈T ∈ X(T ) and (vi)i∈T = (vh(xi)) ∈ X(T ) in the definition of b1h, b2h
and b3h.
Using Assumption 4.1, mainly the regularity of T (ζ1h ≤ di,σ ≤ h) and the fact that the
coefficients of the diffusion tensor D are bounded, there exists two constants C5(Ω, ζ1,D) and
C ′5(Ω, ζ1,D) such that
C5 ≤ µσ = di,j Di,σDj,σ
Di,σ di,σ +Dj,σdj,σ
≤ C ′5, σ = i|j, (51)
and
C5 ≤ µσ = Di,σ ≤ C ′5, σ ∈ Ei ∩ ∂Ω, (52)
so that
C5 ≤ µσ ≤ C ′5 , ∀σ ∈ E , (53)
where µσ is defined in (30) and (29).
Using the fact that the transmissibility given in (28) is symmetric, i.e. τi|j = τj|i and reorga-
nizing the summation, we therefore have
C5 ‖vh‖21,T ≤ b1h(vh, vh) ≤ C ′5 ‖vh‖21,T . (54)
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Let use some important results from [6]. Indeed as in [6] reordering the summation over the
set of edges yields
b2h(vh, vh) =
∑
σ∈E
qσ (vσ,+ − vσ,−) vσ,+ (55)
where
vσ,− =


vi if qi,σ ≤ 0
vj (or vσ) if qi,σ > 0
σ ∈ Eint (or σ ∈ Ei ∩ ∂Ω), (56)
qσ = |
∫
σ
q · ni,σdσ|. (57)
Note that ∑
σ∈E
qσ (vσ,+ − vσ,−) vσ,+ = 1
2
∑
σ∈E
qσ
(
(vσ,+ − vσ,−)2 +
(
v2σ,+ − v2σ,−
))
. (58)
As we have assumed divergence-free flow, we therefore have
∑
σ∈E
qσ
(
v2σ,+ − v2σ,−
)
=
∑
Ai∈T
(∫
Ai
q · ni,σdσ
)
v2i =
∫
Ω
∇ · q(x) v2h (x)dx = 0. (59)
Then from (58), we have
b2h(vh, vh) ≥ 0. (60)
We also have
b3h(vh, vh) = c0‖vh‖0,h ≥ 0, (61)
Combining (54),(60) and (61) yields
ah(vh, vh) ≥ C5 ‖vh‖21,T ∀vh ∈ Vh. (62)
So we should take α = C5.
The following Vh− ellipticity of ah implies that −Ah is a sectorial on H = L2(Ω) (uniformly
in h) i.e. there exists C1, θ ∈ (12π, π), such that
‖(λI + Ah)−1‖L(H) ≤ C1|λ| , λ ∈ Sθ, (63)
where Sθ =
{
λ ∈ C : λ = ρeiφ, ρ > 0, 0 ≤ |φ| ≤ θ}.
The discrete operator −Ah therefore is the infinitesimal generator of bounded analytic semi-
group (or exponential operator) Sh(t) := e
−tAh on Vh such that
Sh(t) := e
−tAh =
1
2πi
∫
C′
et λ(λI + Ah)
−1dλ , t > 0 (64)
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where C′ denotes a path that surrounds the spectrum of −Ah. As for the continuous case,
Theorem 2.1 and Duhamel’s principle ensure the existence and uniqueness of the solution of
(42) represented by the following integral equations (mild form)
Xh(t) = Sh(t)X0h +
∫ t
0
Sh(t− s)PhF (Xh(s))ds, t ∈ [0, T ] . (65)
The solution X converges to the semi-discrete solution Xh according to the following theorem.
Theorem 4.2. Let B ⊂ V be bounded, consider the solution X of (2) and the semi-discrete
solution Xh of (42) represented by (35) or (65) in the interval [0, t
∗], t∗ = t∗(B) defined
in Theorem 2.1, such that X(t) ∈ B and Xh(t) ∈ B
⋂
Vh for all t ≤ T ≤ t∗. We assume
that the unique mild solution X of (2) is the classical solution (i.e. X is twice continuously
differentiable with respect to x and differentiable with respect to t), Assumption 4.1 is satisfied
and the reaction function F satisfies (20). Furthermore assume that X0 ∈ C(Ω)
⋂B, X0h ∈
Vh
⋂B and f(x, u) is differentiable respect to x and u with
|f
x
(x, u)|+ |fu(x, u)| ≤ C(1 + |u|γ), ∀ x ∈ Ω, u ∈ R, (66)
for function of type f of type (4) and
|f
x
(x, u)|+ |fu(x, u)| ≤ C(1 + |u|+ |u|γ), ∀ x ∈ Ω, u ∈ R, (67)
for function of type f of type (5), then the following estimate holds
‖X(t)−Xh(t)‖0,h ≤ C(B)(‖X0 −X0h‖0,h + h), ∀t ∈ [0, T ],
where C = C(B,Ω, X, F,D,q, T, ζ1).
Before given the proof, let us give this lemma which will be very useful in the proof.
As for the elliptic case [6, Proof of Theorem 2.3 or Theorem 3.8] or linear parabolic case [6,
Proof of Theorem 4.1 ], we have the following fluxes consistency.
Lemma 4.2. [ Fluxes consistency]
Let Ri,σ(t) and ri,σ(t) be respectively the errors of diffusion flux and advective flux through the
the edge σ (interface of control volume Ai and control volume Aj, or edge of control volume
Ai if σ ⊂ ∂Ω) at time t given by
Ri,σ(t) =
1
mes(σ)
[
mes(σ)µσ
d(i, j)
(X(xi, t)−X(xj , t))−
∫
σ
−D∇X · ni,σdσ
]
, (68)
(69)
ri,σ(t) =
1
mes(σ)
[
qi,σX(xσ,+, t)−
∫
σ
qX(t) · ni,σ
]
,
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4 where 

xσ,+ =


xi if q · nσ ≥ 0,
xj if q · nσ < 0,
σ = i|j,
xσ,+ =


xi if q · nσ ≥ 0,
xσ, xσ ∈ ∂Ω if q · nσ < 0
σ ∈ Ei ∩ ∂Ω.
(70)
Under the Assumption 4.1, if X is twice continuously differentiable with respect to x, there
exists three positive constants C2, C
′
2 and C3 such that

|Ri,σ(t)| ≤ C2 (D, X, T,Ω) h,
|ri,σ(t)| ≤ C ′2 (q, X, T,Ω) h,
|Ri,σ(t)|+ |ri,σ(t)| ≤ C3 (q,D, X, TΩ) h.
(71)
Proof. The proof of this lemma can be done in the same manner as the one in [6] in 1 D. Let
us provide some details. By setting
F i,σ =
∫
σ
−D∇X · ni,σdσ, F ∗i,σ =
mes(σ)µσ
d(i, j)
(X(xi, t)−X(xj, t)) = −τσ(X(xj, t)−X(xi, t)),(72)
let us prove that there exists C2 = C2(D, X, T,Ω) such that
F ∗i,σ = F i,σ +Ri,σ(t), where |Ri,σ| ≤ C2mes(σ)h. (73)
Case 1: σ = Ai | Aj ∈ Ei. Let yσ = σ
⋂Di,σ = σ⋂Dj,σ, where Di,σ and Dj,σ are respectively
the straight lines perpendicular to σ = Ai | Aj with respect to the inner product induced by
D−1Ai and D
−1
Aj
. Let us set
F ∗,ii,σ = −Di,σmes(σ)
X(yσ, t)−X(xi, t)
di,σ
, F ∗,jj,σ = −Dj,σmes(σ)
X(yσ, t)−X(xj, t)
di,σ
. (74)
Since X is twice continuously differentiable with respect to x, using Assumption 4.1 and
Definition 4.1 and combined with Taylor expansion yields
F ∗,ii,σ = F i,σ + t
i
i,σ with |tii,σ| ≤ α1mes(σ)h (75)
F ∗,jj,σ = F j,σ + t
j
j,σ with |tjj,σ| ≤ α1mes(σ)h (76)
First of all let us proof the (75). As the restriction of D to Ai is differentiable, there exists a
positive constant C = C(D) such that
D(x) = DAi +mi ∀x ∈ Ai, with ‖mi‖Rd×d ≤ Ch, (77)
4Remember that X(xj , t) = X(xσ, t) = 0 if σ ⊂ ∂Ω.
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So, using the fact that X is dfferentiable yields∫
σ
D∇X · ni,σdσ =
∫
σ
DAi∇X · ni,σdσ +Mi, with |Mi| ≤ C(Ω, T,D)mes(σ)h. (78)
As X is twice continuously differentiable with respect to x, Taylor expansion yields
X(yσ, t)−X(xi, t) = ∇X · (yσ − xi) +
∫ 1
0
H(X)(txi + (1− t)yσ)(yσ − xi) · (yσ − xi)tdt.
where H(X)(z) denotes the Hessian matrix of X at point z. Note that
yσ − xi = di,σn∗i,σ, (79)
where n∗i,σ is the normal unit vector to σ outward to Ai with respect to the inner product
induced by D−1Ai , which is different to ni,σ(the normal unit vector to σ outward to Ai with the
with respect to the inner product of Rd). We therefore have
X(yσ, t)−X(xi, t)
di,σ
= ∇X · n∗i,σ +
1
di,σ
∫ 1
0
H(X)(txi + (1− t)yσ)(yσ − xi) · (yσ − xi)tdt.(80)
Note that by definition of the scalar product induced by D−1Ai (Definition 4.1), we have
(yσ − a)TD−1Ai n∗i,σ = 0, ∀a ∈ σ. (81)
Since
(yσ − a)TD−1Ai (DAini,σ) = (yσ − a)Tni,σ = 0, ∀a ∈ σ, (82)
we can therefore take
n∗i,σ =
DAini,σ
|DAini,σ|
. (83)
So, (80) becomes
|DAini,σ|
X(yσ, t)−X(xi, t)
di,σ
(84)
= ∇X ·DAini,σ +
|DAini,σ|
di,σ
∫ 1
0
H(X)(txi + (1− t)yσ)(yσ − xi) · (yσ − xi)tdt. (85)
Using the fact that DAi is symmetric, we have
DAi∇X · ni,σ = (DAi∇X)Tni,σ = (∇X)T (DAi)Tni,σ = (∇X)TDAini,σ = ∇X ·DAini,σ. (86)
By integrating (84) over σ, using the fact thatX is twice differentiable respect to x, combining
(78) and (86) yields
F ∗,ii,σ = F i,σ + t
i
i,σ with |tii,σ| ≤ α1(D, X, T,Ω)mes(σ)h, (87)
and this conclude the proof of (75).
20
Let us continue with the proof of the lemma. The continuity of the fluxes, i.e. F i,σ = −F j,σ
implies
X(yσ, t) = −
tii,σ + t
j
j,σ(
Di,σ
di,σ
+
Dj,σ
dj,σ
)
mes(σ)
+
1(
Di,σ
di,σ
+
Dj,σ
dj,σ
) (Di,σ
di,σ
X(xi, t) +
Dj,σ
dj,σ
X(xj, t)
)
. (88)
We therefore have
F ∗,ii,σ =
Di,σ
di,σ
tii,σ + t
j
j,σ(
Di,σ
di,σ
+
Dj,σ
dj,σ
) − τσ(X(xj, t)−X(xi, t)). (89)
Combining (75) and(89) yields
F i,σ = F
∗,i
i,σ − tii,σ =
Di,σ
di,σ
tii,σ + t
j
j,σ(
Di,σ
di,σ
+
Dj,σ
dj,σ
) + F ∗i,σ − tii,σ (90)
= F ∗i,σ − Ri,σ (91)
where
−Ri,σ = Di,σ
di,σ
tii,σ + t
j
j,σ(
Di,σ
di,σ
+
Dj,σ
dj,σ
) − tii,σ (92)
|Ri,σ| ≤ |tii,σ|+ |
Di,σ
di,σ
tii,σ + t
j
j,σ(
Di,σ
di,σ
+
Dj,σ
dj,σ
) | (93)
≤ |tii,σ|+
Di,σdj,σ
dj,σDi,σ + di,σDj,σ
(|tii,σ|+ |tjj,σ|) (94)
≤ 3α1mes(σ)h, (95)
since
Di,σdj,σ
dj,σDi,σ + di,σDj,σ
≤ 1. (96)
Case 2: σ ∈ ∂Ω⋂ Ei. As we have in Case 1, since X is twice continuously differentiable
with respect to x, using Assumption 4.1 and Definition 4.1 combined with Taylor expansion
yields
F ∗i,σ =
mes(σ)Di,σ
di,σ
(X(xi, t)) = τσX(xi, t) = F i,σ +Ri,σ, with |Ri,σ| ≤ αmes(σ)h. (97)
To conclude the proof of the diffusion error Ri,σ(t), we can take C2 = 3α1.
The proof of the convection error ri,σ(t) is done by using Tayor expansion of X and q (since
q is assumed to be differentiable according to Assumption 4.1). Some details can be found in
[6].
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Let us now prove our first main result in Theorem 4.2.
Proof. Integrating the shifted version (by adding c0X in both size) of equation (2) over each
control volume Ai ∈ T and using the divergence theorem yields∫
Ai
Xt(x, t)dx−
∑
σ∈Ei
∫
σ
(D∇X − qX) · nσdσ + c0
∫
Ai
Xdx =
∫
Ai
f(x, X(x, t))dx. (98)
For t ∈ [0, T ] , Ai ∈ T and σ ∈ Ei using the same notation as in [6], let us set

pi(t) = X(xi, t)− 1
mes(Ai)
∫
Ai
X(x, t)dx,
̺i(t) =
1
mes(Ai)
∫
Ai
f(x, X(x, t))dx− f(xi, Xi(t)).
(99)
As we have assumed that the unique solution X of (2) is the regular, Taylor expansion
yields

Xt(x, t) = Xt(xi, t) + si(x, t), |si(x, t)| ≤ C1 (X, T ) h∫
Ai
Xt(x, t)dx = mes(Ai)Xt(xi, t) + Si, Si =
∫
Ai
si(x, t)dx, |Si| ≤ mes(Ai)C1 (X, T ) h.
(100)
Using again the regularity of the solution X , we also have
X(x, t) = X(xi, t) + s
′
i(x, t), |s′i(x, t)| ≤ C ′1 (X, T ) h,
therefore
|pi(t)| ≤ C ′3 (X, T ) h. (101)
Using the expressions (99) and (100) in (98) yields the following decomposition of our initial
continuous problem (98)
mes(Ai)Xt(xi, t) + Si −
∑
σ∈Ei
mes(σ) (Ri,σ(t) + ri,σ(t)) +
∑
σ∈Ei
[
mes(σ)µσ
d(i, j)
(X(xi, t)−X(xj, t))
]
+
∑
σ∈Ei
[qi,σX(xσ,+, t)] + c0mes(Ai) (X(xi, t)− pi(t)) =
∫
Ai
f(x, X(x, t))dx. (102)
Let Xh(t) ∈ Vh solution of (40) 5 such that Xh(t)(xi) = Xi(t). Subtracting the first equation
of (35) from (102) yields

mes(Ai)
dei(t)
dt
+
∑
σ∈Ei
Gi,σ(t) +Wi,σ(t) + c0mes(Ai)ei(t)
=
∫
Ai
(f(x, X(x, t))− f(xi, Xi(t))) dx
+c0mes(Ai)pi(t) +
∑
σ∈Ei
mes(σ)(Ri,σ(t) + ri,σ(t))− Si(t), ∀Ai ∈ T
(103)
5 also solution of (42) or (35)
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with 

ei(t) = X(xi, t)−Xi(t) = X(xi, t)−Xh(t)(xi), t ∈ [0, T ] ,
Gi,σ(t) = −τσ(ej(t)− ei(t)), σ = i|j,
Gi,σ(t) = τσei(t), σ ∈ Ei ∩ ∂Ω,
Wi,σ(t) = qi,σ(X(xσ,+, t)−Xσ,+(t)).
(104)
Multipling equation (103) by ei(t) and summing for Ai ∈ T yields

∑
Ai∈T
[
mes(Ai)
2
d(e2i (t))
dt
+
∑
σ∈Ei
ei(t)(Gi,σ(t) +Wi,σ(t)) + c0mes(Ai)e
2
i (t)
]
=
∑
Ai∈T
ei(t)
[∫
Ai
(f(x, X(x, t))− f(xi, Xi(t))) dx
]
+
∑
Ai∈T
[
c0mes(Ai)pi(t)ei(t) +
∑
σ∈Ei
mes(σ)ei(t)(Ri,σ(t) + ri,σ(t))− ei(t)Si(t)
]
.
(105)
Using the fact that f is differentiable with respect to X and x, Taylor expansion yields
mes(Ai)̺i(t)
=
∫
Ai
f(x, X(x, t))dx−mes(Ai)f(xi, Xi(t))
=
∫
Ai
(f(x, X(x, t))− f(xi, Xi(t))) dx,
= mes(Ai) (f(xi, X(xi, t))− f(xi, Xi(t))) +
∫
Ai
Z1(x, t)(X(x, t)−X(xi, t))dx
+
∫
Ai
Z2(x, t)(x− xi)dx
= mes(Ai) (f(xi, X(xi, t))− f(xi, Xi(t))) + κ(xi, X, f), (106)
where
κ(xi, X, f) =
∫
Ai
Z1(x, t)(X(x, t)−X(xi, t))dx+
∫
Ai
Z2(x, t)(x− xi)dx
Z1(x, t) =
∫ 1
0
∂f
∂X
(xi + τ(x− xi), X(xi, t) + τ(X(x, t)−X(xi, t))) dτ
Z2(x, t) =
∫ 1
0
∂f
∂x
(xi + τ(x− xi), X(xi, t) + τ(X(x, t)−X(xi, t))) dτ.
As we have assumed that the solution X(t) ∈ B is differentiable with respect x and f differ-
entiable with respect to the two variables with derivatives satisfying (66) or (67), one more
Taylor expansion yields
|κ(xi, t, X, f)| ≤ mes(Ai)C4(B,Ω, f, T,X) h.
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Using (4), (5) or Proposition 2.1, and the fact thatX(t) ∈ B andXh(t) ∈ B allow to have
mes(Ai)̺i(t) ≤ mes(Ai) (C ′4(B,Ω, f, T,X)|X(xi, t)−Xi(t)|+ C4(B,Ω, T,X) h) . (107)
Let eh(t) ∈ Vh a piecewise constant function defined by
eh(t)(xi) = ei(t) = X(xi, t)−Xh(t)(xi) Ai ∈ T , t ∈ [0, T ] . (108)
Since
τσ =
mes
dσ
µσ. (109)
Using (104), reordering the summation and the fact that the transmissibility is symmetric,
i.e. τi|j = τj|i, we have
‖eh(t)‖21,h :=
∑
Ai∈T
∑
σ∈Ei
ei(t)Gi,σ(t),
=
∑
σ∈E
|Dσeh(t)|2mes(σ)µσ
dσ
. (110)
Note that µσ is defined in (30) and (29). As in the proof of Theorem 4.1, using the regularity
of the mesh T (ζ1h ≤ di,σ ≤ h), we have
C5 ≤ µσ ≤ C ′5 , ∀σ ∈ E . (111)
So
C5‖eh(t)‖21,T ≤ ‖eh(t)‖21,h ≤ C ′5 ‖eh(t)‖21,T . (112)
Note that 

|Dσeh(t)| = |ei(t)− ej(t)|, if σ = i|j,
|Dσeh(t)| = |ei(t)|, if σ ∈ Ei ∩ ∂Ω.
(113)
Setting eσ,+(t) = X(xσ,+, t)−Xσ,+(t), as in the proof of Theorem 4.1, using the same technique
as in bilinear form b2h(.) (see (55)-(60)) yields∑
Ai∈T
∑
σ∈Ei
ei(t)Wi,σ(t) =
∑
i∈T
∑
σ∈Ei
qi,σei(t)(X(xσ,+, t)−Xσ,+(t))
=
∑
Ai∈T
∑
σ∈Ei
qi,σei(t)eσ,+(t) ≥ 0. (114)
Using (114) and (107) in the expression (105) yields

1
2
∑
Ai∈T
mes(Ai)
d(e2i (t))
dt
+ ‖eh(t)‖21,h + c0‖eh(t)‖20,h 6 C ′4(B)‖eh(t)‖20,h
+C4(B) h
∑
Ai∈T
mes(Ai)|ei(t)|+ c0C ′3 h
∑
Ai∈T
mes(Ai)|ei(t)|
+
∑
Ai∈T
∑
σ∈Ei
mes(σ)ei(t)(Ri,σ(t) + ri,σ(t)) + C1 h
∑
Ai∈T
mes(Ai)|ei(t)|.
(115)
24
The continuity of the diffusion and advection flux at each interface yields
Ri,σ(t) = −Rj,σ(t), ri,σ(t) = −rj,σ(t), for σ = i|j ∈ Eint.
Set
Rσ(t) = |Ri,σ(t)|, rσ(t) = |Ri,σ(t)|, Ai ∈ T , σ ∈ Eint.
Using the Cauchy-Schwarz inequality as in [6] for stationary elliptic problems, and reordering
the summation over the edges yields∑
Ai∈T
∑
σ∈Ei
mes(σ)ei(t)(Ri,σ(t) + ri,σ(t))
6
∑
σ∈E
mes(σ)Dσeh(t)(Rσ(t) + rσ(t))
6
(∑
σ∈E
mes(σ)
dσ
(Dσeh(t))
2
) 1
2
(∑
σ∈E
mes(σ)dσ(Rσ + rσ)
2
) 1
2
,
where dσ = di,σ, for σ ∈ Ei. Using the fact that
∑
σ∈E
mes(σ)dσ 6 d mes(Ω), Lemma 4.2 and
relation (112) yields ∑
Ai∈T
∑
σ∈Ei
mes(σ)ei(t)(Ri,σ(t) + ri,σ(t))
6 C3 h (mes(Ω) d)
1
2‖eh(t)‖1,T
6 (C5)
−1C3 h (mes(Ω) d)
1
2‖eh(t)‖1,h. (116)
For an arbitrary constant C > 0, Young’s inequality implies that

|C h ∑
Ai∈T
mes(Ai)ei(t)| = |
∑
Ai∈T
(C h mes(Ai)
1
2 )(mes(Ai)
1
2 ei(t))|
6
1
2
‖eh(t)‖20,h +
1
2
C2h2 mes(Ω)
C h‖eh(t)‖1,h 6 1
2
C2h2 +
1
2
‖eh(t)‖21,h.
(117)
Using expression (116) and (117) in expression (115) yields

1
2
[ ∑
Ai∈T
mes(Ai)
d(e2i (t))
dt
+ ‖eh(t)‖21,h + 2c0 ‖eh(t)‖20,h
]
6 (C7‖eh(t)‖20,h + C6 h2
C6 = C6(c0, C1, C3, C
′
3, C4, C5), C7 = C7(C
′
4).
(118)
Bounding the left hand side of expression (118) below yields
∑
Ai∈T
mes(Ai)
d(e2i (s))
ds
6 2C7‖eh(s)‖20,h + 2C6 h2, ∀s ∈ [0, T ]. (119)
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Integrating both sides of expression (119) through interval [0, t] , 0 ≤ t ≤ T yields
‖eh(t)‖20,h ≤ ‖eh(0)‖20,h + 2C6 T h2 + 2C7
∫ t
0
‖eh(s)‖20,hds, ∀t ∈ [0, T ]. (120)
Applying the discrete Gronwall yields
‖eh(t)‖20,h ≤ C
(‖eh(0)‖20,h + h2) , (121)
C = C(B,Ω, X, F,D,q, T, ζ1).
5. Full discretization and main result
5.1. Exponential Euler method for time discretization
For simplicity we consider a constant time-step ∆t > 0. At time tm = m∆t ∈ [0, T ], the mild
solution (65) is given by
Xh(tm) = Sh(tm)X0h +
∫ tm
0
Sh(tm − s)PhF (Xh(s))ds. (122)
Then, given the solution Xh at the time tm, we can construct the corresponding solution at
tm+1 as
Xh(tm+1) = Sh(∆t)Xh(tm) +
∫ ∆t
0
Sh(∆t− s)PhF (Xh(tm + s))ds. (123)
Note that the expression in (123) is still an exact form ofXh. The idea behind exponential time
differencing is to approximate PhF (Xh(tm+s)) by a suitable polynomial [14, 15]. We consider
the simplest case where PhF (Xh(tm + s)) is approximated by the constant PhF (Xh(tm)) and
the corresponding scheme (ETD1) is given by
Xn+1h = e
−∆tAhXnh +∆tϕ1(−∆tAh)PhF (Xmh ) (124)
where
ϕ1(−∆tAh) = (−∆t Ah)−1
(
e−∆tAh − I) = 1
∆t
∫ ∆t
0
e−(∆t−s)Ahds.
Note that the ETD1 scheme in (124) can be rewritten as
Xm+1h = X
m
h +∆tϕ1(−∆tAh)(−AhXmh + PhF (Xmh )). (125)
This new expression has the advantage that it is computationally more efficient as only one
matrix exponential function needs to be evaluated at each step.
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5.2. Main result
To achieve the optimal orders of convergence in time and space, the solution X need to be
regular.
Theorem 5.1. Let B ⊂ V be bounded, consider the solution X of (2) and Xmh the numerical
solution (125) given by combining the finite volume method in space discretization and ETD1
scheme in time integration. Assume that X(tk) ∈ B, Xkh ∈ B
⋂
Vh and Xh(tk)
6 ∈ B⋂Vh
for all tk = k∆t ≤ T ≤ t∗, k ∈ N. We aslo assume that the unique mild solution X of
(2) is the classical solution (i.e. X is twice continuously differentiable with respect to x and
differentiable with respect to t), Assumption 4.1 is satisfied and the reaction function F satisfies
(20). Furthermore assume that X0 ∈ D(A)
⋂B, X0h ∈ Vh⋂B and f(x, u) is differentiable
respect to x and u with (66) or (67), then the following estimate holds
‖X(tm)−Xmh ‖0,h ≤ C (‖X0 −X0h‖0,h +∆t+ h) ,
where C = C(B,Ω, X, F,D,q, T, ζ1).
Before give the proof, let us provide two important results.
Lemma 5.1. [Norms equivalence]
Consider the discrete L2(Ω) norm ‖.‖0,h associated to the discrete scalar product (38)or (39)
and the discrete norm ‖.‖0,H defined with the dual mesh Th such that for v ∈ C(Ω)
‖v‖0,H =
√∑
K∈Th
hdK
∑
xi∈K
v(xi)2. (126)
Assume that T is regular (Assumption 4.1 is satisfied, so Th is regular according to Remark
4.1), the norms ‖.‖0,h ,‖.‖0,H, and the L2(Ω) norm ‖.‖ are equivalent in Vh uniformly with
respect to h.
Proof. See [25, Remark 6.16, p. 275] and [25, Theorem 3.43, p. 163].
Proposition 5.1. [Interpolation error]
Let T be an admissible mesh in the sense of Definition 4.1 and Th its dual Delaunay triangu-
lation (remember that {xi} are vertices of Th and centers of T ). Let Ih : C(Ω) → Vh defined
by
Ih(u) =
∑
i∈T
u(xi)ϕxi, u ∈ C(Ω) (127)
where {ϕ
xi
}i∈T is the nodal basis corresponding to {xi}i∈T in the sense of finite element method
(ϕxi(xj) = δi,j). Let X the solution of (2) given by (24). If X(t) ∈ H2(Ω), then there exists
a positive constant C0 > 0 independent of X and t such that the following estimate holds
‖X(t)− Ih(X(t))‖ ≤ C0|X(t)|2 h2, (128)
6This is the solution of (35) or (65)
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where |.|2 denotes the semi norm of H2(Ω) 7. Furthermore, if X ∈ C([0, T ], H2(Ω)), there
exists C0 = C0(X, T ) such that
‖X(t)− Ih(X(t))‖ ≤ C0(X, T )h2, ∀t ∈ [0, T ]. (129)
Proof. For (128), see [25, Section 3.4, Theorem 3.29, page 138] or [3, Theorem 17.1, page
132] with k = 1 and m = 0. Recall that C([0, T ], H2(Ω)) is the set of continuous functions
v : [0, T ]→ H2(Ω) such that sup
t∈[0,T ]
‖v(t)‖2 <∞. To have (129), we obviously have
‖X(t)− Ih(X(t))‖ ≤ C0|X(t)|2 h2 ≤ C0 sup
t∈[0,T ]
‖X(t)‖2h2 = C0(X, T )h2, ∀t ∈ [0, T ]. (130)
As the preparatory results are provided, let us proof our main result (Theorem 5.1).
Proof. We use the equivalence of the norms ‖.‖ and ‖.‖0,h in Vh as we have assumed that the
mesh T is regular (see Lemma 5.1). Using the triangle inequality yields
‖X(tm)−Xmh ‖0,h ≤ ‖X(tm)−Xh(tm)‖0,h + ‖Xh(tm)−Xmh ‖0,h
= I + II. (131)
As I is already estimated in Theorem 4.2, let us estimate II. From (122) and (124), we
have
Xh(tm) = Sh(tm)X0h +
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)PhF (Xh(s))ds, (132)
and
Xmh = Sh(tm)X0h +
m−1∑
k=0
∫ tk+1
tk
Sh(tm − s)PhF (Xkh)ds. (133)
The smoothing properties of the semigroup Sh in Proposition 2.2 and the equivalence ‖.‖ ≡
‖.‖0,h in Vh yields
‖Xh(tm)−Xmh ‖0,h ≡ ‖Xh(tm)−Xmh ‖
≤
m−1∑
k=0
∫ tk+1
tk
‖Sh(tm − s)Ph
(
F (Xh(s))− F (Xkh)
) ‖ds.
Following [27] we should prove that
‖A−1/2h Phv‖ ≤ Ch‖v‖+ ‖v‖−1, ∀v ∈ L2(Ω). (134)
From [30, (18)] it is well known that
|(u, v)− 〈u, v〉0,h| ≤ Chs+p‖u‖s‖v‖p, ∀u ∈ Hs(Ω), v ∈ Hp(Ω), s, p ∈ {0, 1}. (135)
7Note that this semi norm uses only second order derivatives which belong to L2(Ω).
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Indeed identifying L2(Ω) to its dual, as A
∗−1/2
h is uniformly bounded, using (135) and the
definition of the projection Ph yields
‖A−1/2h Phv‖ = sup
uh∈Vh
|(A−1/2h Phv, uh)|
‖uh‖1
= sup
uh∈Vh
|(Phv,A∗−1/2h uh)|
‖uh‖1
≤ C1h‖v‖ + sup
uh∈Vh
|〈Phv,A∗−1/2h uh〉0,h|
‖uh‖1
= C1h‖v‖ + sup
uh∈Vh
|〈v,A∗ −1/2h uh〉0,h|
‖uh‖1
≤ Ch‖v‖ + sup
wh∈Vh
|(v,wh)|
‖A∗1/2h wh‖1
≤ Ch‖v‖ + ‖v‖−1. (136)
Comparing with the results in [27], the estimation (134) clearly shows the difference be-
tween the finite element method and the finite element method while performing the space
discretization of problem of type (1).
Let us back in our main proof. Using (134), Proposition 2.2, the Lipschitz conditions (20)
and (21) and the fact that both the full discrete and semi discrete solutions are in B allows
to have
‖Xh(tm)−Xmh ‖0,h
≤
m−1∑
k=0
∫ tk+1
tk
‖Sh(tm − s)A1/2h A−1/2h Ph
(
F (Xh(s))− F (Xkh)
) ‖ds,
≤
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2
(
Ch‖F (Xh(s))− F (Xkh)‖+ ‖F (Xh(s))− F (Xkh)‖−1
)
ds
≤
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2
(
Ch‖Xh(s)−Xkh‖1 + ‖Xh(s)−Xkh‖
)
ds
≤ C(B)h+
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2
(‖Xh(s)−Xkh‖) ds
≤ C(B)h+ C(B)
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2 (‖Xh(s)−X(s)‖) ds
+ C(B)
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2
(‖X(s)−Xkh‖) ds
= C(B) (h+ II1 + II2) . (137)
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For s ∈ [0, T ], as the solution X is assumed to be regular, Proposition 5.1 yields
‖Xh(s)−X(s)‖ ≤ ‖Xh(s)− Ih(X(s)) + Ih(X(s))−X(s)‖
≤ (‖Xh(s)− Ih(X(s))‖+ ‖Ih(X(s))−X(s)‖)
≤ (‖Xh(s)− Ih(X(s))‖+ C0(X, T )h2) . (138)
Since Xh(s) − Ih(X(s)) ∈ Vh, the equivalence ‖.‖ ≡ ‖.‖0,h and the uniform estimate of the
term I in [0, T ] yields
‖Xh(s)− Ih(X(s))‖ ≡ ‖Xh(s)− Ih(X(s))‖0,h
= ‖Xh(s)−X(s)‖0,h (by definition of ‖.‖0,h, and Ih)
≤ C(B,Ω, X, F,D,q, ζ1)(‖X0h −X0‖0,h + h), (139)
which yields
II1 ≤ C(B) (‖X0h −X0‖0,h + h)
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2ds+ C0(X, T )h2 (140)
≤ C(B)(‖X0h −X0‖0,h + h)
(
m−1∑
k=0
∫ T
0
(tm − s)−1/2ds
)
+ C0(X, T )h
2 (141)
≤ C(B,Ω, X, F,D,q, T, ζ1) (‖X0h −X0‖0,h + h) . (142)
We also have
II2 =
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖X(s)−Xkh‖ds
≤
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖X(s)−X(tk)‖ds
+
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖X(tk)−Xkh‖ds
= II12 + II
2
2 . (143)
Using Lemma 2.1 yields
II12 ≤ C(B)
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2(s− tk)ds
≤ C(B)∆t
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2ds
≤ C(B)∆t
∫ T
0
(tm − s)−1/2ds
≤ C(B, T )∆t. (144)
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Using the equivalence ‖.‖ ≡ ‖.‖0,h in Vh (Lemma 5.1) allow to have
II22 ≤
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖X(tk)− Ih(X(tk)) + Ih(X(tk))−Xkh‖ds (145)
≤
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖X(tk)− Ih(X(tk))‖+ ‖Ih(X(tk))−Xkh‖0,hds (146)
≤ C(X, T )
(
h2 +
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖X(tk)−Xkh‖0,hds
)
(147)
Then
II ≤ C(B)
(
(‖X0h −X0‖0,h +∆t + h) +
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖X(tk)−Xkh‖0,hds
)
,
Combining estimates I and II yields
‖X(tm)−Xmh )‖0,h
≤ C(B)
(
‖X0h −X0‖0,h +∆t+ h+
m−1∑
k=0
∫ tk+1
tk
(tm − s)−1/2‖X(tk)−Xkh‖0,hds
)
, (148)
where C(B) = C(B,Ω, X, F,D,q, ζ1). Applying the generalized discrete Gronwall in (148)
ends the proof.
Remark 5.1. Using Proposition 5.1, if the initial solution X0 ∈ D(A) ⊂ H2(Ω) ⊂ C(Ω),
and X0h = Ih(X0), we obviously have the following estimate
‖X(tm)−Xmh )‖0,h ≤ C(B) (∆t+ h) . (149)
Remark 5.2. Although optimal orders in time and space are achieved for X0 ∈ D(A), this
condition is not enough to ensure the regularity of the solution as stated in Theorem 5.1 and
Theorem 4.2, which requires that X0 ∈ C2(Ω).
6. Numerical simulations
The goal here is to illustre the theoretical result (149) and to compare ETD1 scheme with
standard time-stepping methods, implicit Euler and semi implicit schemes. The difference
between these schemes is the time integration as the space discretization is performed using
finite volume method. So our main focus will be the errrors in time. In [4, Section 4, Figure
2], the convergence in space has been studied for linear with exact solution and the optimal
order in space (149) has been reached. Here we compare the time errors and the efficiency of
the schemes.
Our code was implemented in Matlab 7.7. In the legends of all of our graphs we use the
following notation
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• “Implicit with Newton” denotes results from the implicit Euler with standard Newton’s
method.
• “Implicit with Newton V” denotes results from the implicit Euler with a variant of
Newton’s method where the Jacobian is kept constant [4].
• “Le´ja ETD1” denotes results from ETD1 with real fast Le´ja points for matrix exponen-
tial.
• “Krylov ETD1” denotes results from ETD1 with Krylov subspace for matrix exponential.
• “Semi implicit” denotes results from the semi-implicit scheme.
We now evaluate the ETD1 method for a non-linear ADR problem where the non-linear
reaction term is given by f(x, u) = −θu2(1− u). We take θ = 100, use a constant velocity of
q = [−0.01,−0.01]T , and the dispersion tensor has the entries D1 = D2 = 10−4. The domain
is Ω = [0, 1)× [0, 1), which we discretise with h = ∆x = ∆y = 10−2. We can observe that f
satisfies the local Lipschitz condition (5), so existence and uniqueness of the local solution is
ensured. Indeed the global solution exists and is given by [29]
C(x, y, t) = (1 + exp (a(x+ y − bt) + a(b− 1)))−1 (150)
where a =
√
θ/ (4× 10−4) and b = −0.02 +√θ × 10−4. The initial condition and boundary
conditions are defined with respect to the exact solution (150).
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Figure 2: (a) Convergence of the L2 norm at T = 1 as a function of ∆t. (b) The L2 norm at T = 1 as a
function of CPU time. Both are for the the non-linear ADR in homogeneous porous media (Problem 2).
Figure 2(a) shows the convergence as a function of the chosen time-step ∆t, measuring the
error at the final time T = 1. The semi-implicit time-stepping method and the ETD1 methods
have similar error constants. All schemes have the same rate of convergence O(∆t), which
is predicted in our convergence result (149). Figure 2(b) shows the L2 error as a function of
CPU time, which is given in Figure 2(a). ETD1 graphs are also similar to the semi-implicit
one. However, all three methods, ETD1 with Leja points and Krylov subspace technique and
semi-implicit time-stepping, outperform the implicit time-stepping methods.
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