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ABSTRACT
This paper focuses on the contention resolution problem on a shared
communication channel that does not support collision detection. A
shared communication channel is a multiple access channel, which
consists of a sequence of synchronized time slots. Players on the
channel may attempt to broadcast a packet (message) in any time
slot. A player’s broadcast succeeds if no other player broadcasts
during that slot. If two or more players broadcast in the same time
slot, then the broadcasts collide and both broadcasts fail. The lack
of collision detection means that a player monitoring the channel
cannot differentiate between the case of two or more players broad-
casting in the same slot (a collision) and zero players broadcasting.
In the contention-resolution problem, players arrive on the channel
over time, and each player has one packet to transmit. The goal is
to coordinate the players so that each player is able to successfully
transmit its packet within reasonable time. However, the players
can only communicate via the shared channel by choosing to either
broadcast or not. A contention-resolution protocol is measured in
terms of its throughput (channel utilization). Previous work on
contention resolution that achieved constant throughput assumed
that either players could detect collisions, or the players’ arrival
pattern is generated by a memoryless (non-adversarial) process.
The foundational question answered by this paper is whether
collision detection is a luxury or necessity when the objective is to
achieve constant throughput. We show that even without collision
detection, one can solve contention resolution, achieving constant
throughput, with high probability.
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1 INTRODUCTION
In the abstract contention resolution problem, there are multiple
players that need to coordinate temporary and exclusive access
to a shared resource. In this paper we use the terminology of one
particular application, namely of many players, each of which must
successfully transmit a single packet on a shared multiple-access
communications channel. Contention resolution schemes are ap-
plied to many fundamental tasks in computer science and engineer-
ing, such as wireless communications using the IEEE 802.11 family
of standards [1], transactional memory [36], lock acquisition [44],
email retransmission [13, 22], congestion control (e.g., TCP) [37, 40],
and a variety of cloud computing applications [32, 42, 50].
The classic algorithm for dealing with contention is the expo-
nential backoff protocol [39]. The idea behind exponential backoff
is that when a player p has a packet to send on the channel, then p
must keep attempting broadcasts until p has a successful transmis-
sion (in which no other players were broadcasting). If a broadcast
by p fails (due to a collision), then p waits for a random amount of
time, proportional to how long p has been in the system, and then
p attempts another broadcast.
Multiple access channels and the contention-resolution
problem. Formally, the shared communication channel is mod-
eled as amultiple access channel, which consists of a sequence
of synchronized time slots (sometimes also called steps). Players
on the channel may attempt to broadcast a packet (message) in any
time slot. A player’s broadcast succeeds (successfully transmits) if
no other player broadcasts during that slot. If two or more players
broadcast in the same slot, then the broadcasts collide and fail.
Although the slots are synchronized among all the players, there
is no notion of a global clock (i.e., the players do not share a common
time). Moreover, players are anonymous, i.e., players do not have
ids. Players can see when successes occur on the channel, allowing
for them to, for example, reduce their broadcast frequency when
they see a long time interval without any successes. Players cannot
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distinguish slots in which a collision occurred from slots in which
no broadcast attempts were made, however.
In the contention-resolution problem, players arrive on the
channel dynamically over time. A player p has one packet that
p needs to broadcast. Player p automatically leaves the system
once p’s packet has been successfully transmitted. The goal is to
coordinate the players so that each player is able to successfully
transmit its packet within reasonable time. We are interested in
adversarial arrivals, that is, arrivals determined by an adaptive
adversary. The adversary is able to see which time slots contain
successes, and which player has succeeded in each of those steps.
The input to the contention-resolution problem can be either a
finite stream of n players, or an infinite stream of players.
Metrics. The primary objective of contention resolution is to opti-
mize the implicit throughput (sometimes simply referred to as
the throughput) of the channel. A slot is active if at least one player
is in the system during that slot. For an n-player stream, the implicit
throughput is defined to be n divided by the total number of active
slots. More generally, if nt is the number of players that arrive by
time t and st is the number of active slots until time t , then the
implicit throughput at time t is ntst , and the goal is to show that
for each time t , the throughput is lower bounded by some positive
constant with high probability in nt . In other words, the number of
active steps should be no more than a constant factor larger than
the number of player arrivals.
By considering the ratio between players and active steps (rather
than the ratio between successes and active steps), the implicit
throughput gives each player the leeway to each cause collisions
in a constant number of active steps without substantially dam-
aging the metric performance. Bounds on the implicit throughput
immediately imply bounds on player successes, in the following
sense: If the implicit throughput is some constant c at step t , and if
the number of players that arrive by time t is less than εt/c , then
at least one of the most recent εt steps must be inactive, meaning
that any player that arrived prior to step (1 − ε)t has succeeded. In
Corollary 7.2, we present more general results relating constant
implicit throughput to player successes.
Subject to small implicit throughput, we also want to minimize
the number of broadcast attempts (i.e., we want the players to be
energy efficient). That is, for an n-player input, players should, on
average, make at most polylog n attempts to broadcast.
Achieving constant throughputwith fewbroadcast attempts.
In this paper, we show that constant throughput is achievable, with
high probability in the number of participating players. Moreover,
if n players arrive in the first t steps, then with high probability in n,
the average number of broadcast attempts per player is O(log2 n).
Existing protocols and collision detection. Exponential backoff
cannot even come close to achieving constant throughput (see the
landmark paper by [2] and Section 2). Indeed, as we explain in
Section 2, it is not hard to construct a situation where an arbitrarily
small constant fraction of steps contain player arrivals, but at most
a 1/poly(n) fraction of the slots are successes [7].
The challenge with designing contention-resolution protocols
on a multiple-access channel is how to interpret failures in slots.
Are these failures due to collisions or silence? How can a player use
the information provided by the channel to adjust the broadcast
probabilities? The players’ behavior provably needs to be a function
of what they hear on the channel. That is, the players need to
adjust (increase or decrease) their broadcast probabilities based on
observing the channel (which slots have successful transmissions).
Until now it has been unknown how to use such a mechanism to
achieveΘ(1) throughput.
Thus, previous claims on constant throughput rely on restricting
the model of player arrivals [28, 29, 31, 35, 43] and/or altering the
communication channel to convey extra information to the players—
for example, by having a collisions detector [10, 12, 15, 16].
The idea of collision detection is that when a player listens on the
channel, not only does the player hear successful transmissions, but
also the player can distinguish between slots that are empty and slots
with collisions.1 Collision detection allows players to differentiate
between periods of true quiescence and high contention, typically
increasing broadcast probabilities in the former case and decreasing
in the latter. Collision detection has been a critical tool in designing
protocols, e.g., by allowing protocols to use “busy signals” as a
synchronization mechanism [10] or a multiplicative-weight update
approach to discovering optimal transmission probabilities [15].
Achieving constant throughput with collision detection is relatively
straightforward using the notion of a busy signal2; it becomes more
challenging to simultaneously achieve other properties, such as
resistance to a jamming adversary [10, 15] or guaranteeing O(1)
expected transmission attempts [15] per player.
In order to eliminate the need for collision detection, researchers
have considered weaker versions of the contention-resolution prob-
lem. De Marco and Stachowiak considered a setting in which, even
after a player successfully transmits, it can continue to send mes-
sages within the system [24]. This allows for a single player to be
elected as a leader, and then to send a large stream of messages (one
message everO(1) steps) in order to help synchronize other players.
In this setting the authors were able to achieve constant through-
put3 for a finite stream of messages [23]. Garncarek et al. considered
a related problem in which players never leave the system, and
instead are given new messages to send [25]; the algorithms for this
problem have required that players have access to a global clock,
however. Whether constant throughput can be achieved for the
vanilla contention-resolution problem, without the use of conflict
detection, has remained an open question.
Our results. In this paper we prove that it is possible to solve
contention resolution with constant throughput without collision
detection. In particular, let nt be the total number of players to
arrive in the first t steps. We guarantee that with high probability
in nt , the protocol achieves throughput of Ω(1) in the first t steps.4
1Traditional hardware does not support collision detection in a reasonable way [4].
2A busy signal occurs when some synchronized subset of players all broadcast on
every other step in order to signify to all other players in the system that they should be
silent; this allows for the synchronized subset of players to all achieve their successes
without ever having to interact with newly arriving players.
3The definition of throughput used in [23] is slightly weaker than the one in this paper.
Rather than considering the ratio of players to active slots, they consider the ratio of
players to the longest lifespan of any player (i.e., the most consecutive active slots
during which any individual player is active).
4Without loss of generality, nt ≤ O (t ). In particular, if nt ≥ Ω(t ), then the number
of player arrivals per active step will necessarily be Ω(1), regardless of the protocol.
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Moreover, the players make a total of O(nt log2 nt ) transmission
attempts in the first t steps.
We also investigate the contention-resolution problem in the
presence of adversarial jamming (the adversary has the power to
block the broadcast attempts in some slots). Here, we prove that
collision detection is fundamentally necessary. Whereas algorithms
using collision detection [10, 15] can handle a small fraction of
slots being jammed while still maintaining high-probability guar-
antees on the throughput, we prove a lower bound prohibiting any
algorithm without collision detection from achieving even a first
broadcast in time linear in the number of players with better than
constant probability in the number of players. Moreover, this lower
bound holds even when the adversary determining the jammed
slots and arrival times of players is oblivious.
Additional related work.Willard [52] considered a contention-
resolution problem where the goal is to minimize the first time
that any player transmits. Sharp time bounds of Θ(log logN ) (in
expectation) are proved when the N players begin at the same time.
For many years, most of the analytic results on backoff assumed
statistical queuing-theory models and focused on the question of
what packet-arrival rates are stable (see [28, 29, 31, 35, 43]). Inter-
estingly, even with Poisson arrivals, there are better protocols than
binary exponential backoff, such as polynomial backoff [35]. The
notion of saturated throughput—roughly, the maximum throughput
under stable packet arrival rates—has been examined [14, 51]. The
guarantees in our paper are much stronger because we guarantee
constant utilization for arbitrarily large arrival rates.
There has been work on adversarial queueing theory, looking at
the worst-case performance of these protocols [3, 5, 7, 8, 19, 20, 27,
30, 33, 52]. A common theme throughout these papers, however, is
that dynamic arrivals are hard to cope with. When all the players
begin at the same time, efficient protocols are possible [5, 7, 8, 26,
27, 33, 34, 52]. When players begin at different times, the problem
is harder. The dynamic-arrival setting has been explicitly studied
in the context of the wake-up problem [17, 18, 21], which looks at
how long it takes for a single transmission to succeed when packets
arrive dynamically.
A number of elegant results exist on contention resolution when
the channel is subject to (possibly malicious) noise [6, 41, 45–49].
A recent result [9, 15] also addresses worst-case online arrivals of
players and, in the face of an unknown j noisy slots scheduled by
an adaptive adversary, achieves expected constant utilization with
an expected polylog(n + j) number of broadcasts per player.
Paper outline. The remainder of the paper proceeds as follows.
In Section 2 we give a technical overview of our algorithm and
of the ideas behind its design. In Section 3 we describe the algo-
rithm formally, and in Section 4 we give technical preliminaries
needed for the analysis of the algorithm. In Sections 5 and 6, we
develop lemmas bounding the time needed by protocols in order
to achieve their first success. These lemmas then play a critical
role in Section 7, where we prove our main result concerning the
(implicit) throughput of our algorithm. Finally, in Sections 8 and 9,
we analyze the energy efficiency of our algorithm (i.e., the average
number of broadcast attempts by each player) and we prove a lower
bound prohibiting algorithms from behaving well (with better than
constant probability) in the presence of a jamming adversary.
2 TECHNICAL OVERVIEW
We begin by discussing what causes exponential backoff to fail, and
why batch protocols are easier.
Contention and exponential backoff. Define the contentionCt
on a slot t to be the sum of the broadcast probabilities on that slot,
i.e., the expected number of players that attempt a broadcast during
that slot. In order for a slot t to have a constant probability of a
successful transmission, Ct must be Θ(1). When Ct = Ω(1), the
probability of a successful transmission in slot t is 2−Θ(Ct ), and
when Ct = O(1) the probability of a successful transmission is
Θ(Ct ). Thus, if we want n players to run a contention-resolution
protocol and achieve a constant throughput, then we needΘ(n) of
the active slots to have constant contention.
To develop intuition, we use a contention-based argument to
show that exponential backoff does not achieveΘ(1) throughput.
In exponential backoff, the probability that a player broadcasts
in slot t (conditioned on no prior successful transmission) isΘ(1/t).
This means that if a player is in the system for Θ(n) time steps,
then that player makesΘ(logn) broadcast attempts. Now suppose
all n players spend Θ(n) time in the system (which an adversary
can guarantee with aΘ(n)-sized burst of player arrivals). Then the
sum of the contentions of all slots isΘ(n logn). Achieving constant
throughput means havingΘ(n) active slots, which means an aver-
age ofΘ(logn) contention per slot. If an adversary spreads player
arrivals overΘ(n) slots (after the initial burst of arrivals), then this
contention is distributed so that every slot has Ω(logn) contention.
But then at most a 1/poly(n) fraction of the packets can have been
successfully transmitted, and there cannot be constant throughput.
Why the batch problem is easier. In contrast, a synchronized
batch protocol, where all the players arrive at the same time, can
achieve constant throughput [7]. Because the players start synchro-
nized, they can use repeated doubling to guess the value of n. Then
as players succeed, the players progressively back on, increasing
the broadcast probabilities as more players transmit successfully
and leave the system. The success of a batch strategy is not a con-
sequence of having small average contention. In fact, the batch
strategy described above has an average contention ofΘ(log2 n) [7].
However, because the players are synchronized, this contention is
spread out unevenly so that a constant fraction of the slots do have
constant contention.
Interestingly, even when the players arrive in a batch, exponen-
tial backoff does not achieve constant throughput due to the fact
that it backs off in its broadcasting probabilities but does not back
on as players succeed [7]. It is worth understanding how a batch
instance of exponential backoff fails to achieve constant through-
put, because our protocol uses this analysis to its advantage. When
an n-player batch instance of exponential backoff starts, at first the
contention is too high, and essentially no slots are successful. But
aboutΘ(n) slots into the protocol, there areΘ(n) slots, all of which
haveΘ(1) contention. Then, the contention gradually drops to o(1)
with the result that stragglers stay in the system forΩ(n polylog(n))
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time before they all succeed in transmitting [7]. Thus, for exponen-
tial backoff on batch arrivals, even though the protocol does not
achieve constant throughput overall, a constant fraction of the first
Θ(n) time steps are successful.
2.1 Components of Our Protocol
The players use the even-numbered slots and the odd-numbered
slots to simulate two separate channels. Because the players cannot
access a global clock, there is no global agreement as to which
channel is odd-numbered versus even-numbered.
At any given moment, each player in our protocol performs a
variant of exponential backoff on either one or both of the channels.
The key algorithmic contribution of the protocol is a simple set of
rules that allow for each player to decide on which channel(s) to
perform exponential backoff (and with what backoff parameters)
in a way that ensures high throughput.
Two alternating channels and an invariant. Channels are used
to run synchronized batches, while maintaining the invariant that
at any time, at most one of the channels is running a batch protocol,
and the other channel is silent.
When a synchronized collection of players begin a batch protocol
on one channel, they jam the other channel in order to keep it silent.
The jamming is performed probabilistically so that, once the
batch protocol has run for time roughly proportional the number
of players involved in it, the jamming on the silent channel will fail
with high probability.
When a successful transmission occurs on the silent channel, the
two channels then reverse roles, with the previously silent channel
becoming the batch channel.
Selecting which channel not to be on. When a player first ar-
rives in the system, the player has no way of knowing which chan-
nel is currently in batch-mode and which is currently silent. Ideally,
the player would stay silent until seeing a successful transmission
on one of the two channels, allowing them to identify which chan-
nel is currently in batch-mode. The player cannot do this, however,
since it may be that the only players currently in the system are
newly arrived players, and that no channel is currently performing
a batch. Thus, newly arriving players select a channel arbitrarily
and perform exponential backoff on that channel.
The newly arrived player continues to perform the exponential
backoff until seeing at least one success on some channel, at which
point the player knows to treat that channel as the current batch
channel. Once the player has identified the current batch channel,
the player queues (i.e., performs backoff) on the silent channel and
waits to join the next batch protocol.
Exponential backoff: give up on constant throughput and
aim for one success. When new players enter the system, the
exponential backoffs that they perform can have the effect of es-
sentially jamming the current batch-protocol channel.
Nonetheless, we show that the total time that a batch-protocol
spends being jammed by new arrivals is, with high probability, at
most proportional to the size of the batch plus the total number
of new arrivals. The key insight is that, although the exponential
backoffs performed by new arrivals do not obtain good throughput
(and, can in fact severely diminish throughput), they are efficient
at achieving at least one (total) success in time proportional to the
number of exponential backoffs being concurrently performed.
In particular, considern new arrivals that all perform exponential
backoffs on some channel (and with different arrival times). In order
for there to be collisions in allΘ(n) of the next slots of the channel,
the contention in each slot must be at least c logn for a sufficiently
large c . A simple counting argument for exponential backoff shows
that there are not enough broadcasts in total to achieve contention
c logn in more than a constant fraction of the slots. Thus, with high
probability, although most slots have collisions, at least one slot will
contain a success. Moreover, this continues to be true even if other
activity is occurring on the same channel (e.g., a batch operation),
unless that other activity is so dense that almost all of the n slots
would have contained collisions anyway.
Three phases of the protocol.Wenow describe the protocol from
the perspective of a player arriving in the system.
Phase 1: Channel choosing. The player arbitrarily chooses a
channel and runs a version of an exponential-backoff protocol. In
particular, the player performs c-backoff for some large constant c ,
in which for every interval of the form (cℓ , cℓ+1], the player selects
c random steps during which to broadcast.
The player continues to run the backoff protocol up until it sees
a successful slot on some channel. Once the player sees a successful
slot, then the player switches to the channel on which the success
did not occur, and starts phase 2. Note that the players running
phase 1 are not synchronized. Moreover, the successful slot that
the player sees could come from a player running a later phase.
Phase 2: Batch synchronization. The player runs another c-
backoff protocol on its chosen channel, up until it sees a successful
slot on that channel. Once the player sees a successful slot, then it
starts phase 3 (again, on that channel).
Note that the players running phase 2 are not synchronized, and
can even conflict with players running phase 1 on the same channel.
However, all the players running phase 2 on the channel switch to
phase 3 at the same time.
Phase 3: Batch execution. The player runs a third (modified and
tuned) backoff protocol, with the purpose of achieving a constant
fraction of successes during the protocol. At step t of the batch
protocol, each player broadcasts with probability exactly 1t .
While the player runs the batch protocol on its channel, it also
runs a jamming protocol on the other channel. The purpose of the
jamming is to prevent a new batch from immediately starting on
the other channel. A player running the jamming protocol does not
jam in every slot. Rather t time steps into the jamming protocol,
the player broadcasts (jams) on the other channel with probability
Θ((log t)/t). The batch protocol ends when there is a jamming fail-
ure, resulting in a successful transmission on the other channel. At
this point, any remaining players in the batch immediately switch
to the batch protocol starting on the other channel.
The parameterΘ((log t)/t) simultaneously serves two purposes.
First, because the players jam probabilistically, there are not too
many additional broadcast attempts per player, which helps mini-
mize the subsidiary metric. Second, this imperfect jamming allows
the batch protocol to end quickly once its length is sufficiently
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large in Ω(b), where b is the number of players participating in
the protocol; this prevents the protocol from continuing into the
regime where the broadcast probabilities of players are too low to
result in consistent successes.56
2.2 Analysis Overview
In order to analyze the implicit throughput of our algorithm, an
essential idea is to charge the length of each component of the
algorithm to the number of player arrivals and successes that occur
during that portion of the algorithm. Roughly speaking, each batch
operation will, with high probability in the number of participating
players, either contain a large number of new player arrivals (pro-
portional to the length of the batch operation) or a large number of
player successes (proportional to the length of the batch operation).
Analyzing batch operations with low interference. The first
step in the analysis is to show that, if a batch operation consists of
n players, and fewer than εn new players arrive during the batch
operation (for some constant ε ∈ (0, 1)), then the first O(n) slots
of the batch operation containΘ(n) successful transmissions (with
high probability in n).
Let I denote the interval of steps n/2,n/2+1, . . . ,n/2+dn in the
batch operation for some large constant d . Let Ij ⊆ I be the interval
of steps between the j-th and (j + 1)-th successes in I . Call Ij light
if the number of new players that arrive during Ij is significantly
smaller than |Ij |, and heavy otherwise. We show that for all t ∈ N,
the probability of an interval Ij being both light and of length t or
greater is at most 1poly(t ) . This implies that,∑
j ∈[1,n/10]
{
|Ij | if Ij light
0 otherwise
<
dn
2 ,
with high probability in n.
Since the sum of the lengths of the heavy intervals Ij is necessar-
ily O(n) (recall that heavy intervals are densily filled with arrivals),
it follows that ∑
j ∈[1,n/10]
|Ij | < dn,
and thus that there are, with high probability in n, at least n/10
successes during the interval I .7
Analyzing batch operations that overstay their welcome.
During a batch operation B with n participants, the silent channel
is jammed probabilistically in order to try to ensure that, with high
probability in n, the jamming fails at some point in the first O(n)
steps (but not within the first dn steps for the constant d used in
5Because the probabilistic jamming performed by the batch-participants naturally
fails on its own, it may seem unnecessary for the players in phase 2 to also perform
exponential backoff on the silent channel. The purpose of the phase-2 exponential
backoff is primarily to handle the case in which, in fact, no batch operation is occurring
on the other channel (or all of the participants in the batch operation have succeeded).
6There are technical reasons as to why having players in the batch ever increase their
broadcast probability is problematic (in particular, it makes the potential interference
between players in phase 1 and players in phase 3 much more problematic), and so
by using a probabilistic jamming protocol, the batch ends naturally without players
having to increase their broadcasting probabilities to make the continuation of the
protocol effective.
7Note that additional care must also be taken to ensure that the very first success in I
occurs within a reasonably small time frame.
the analysis above). However, activity by other players in the sys-
tem (in either phases 1 or 2) could potentially interfere with the
termination of the batch (by preventing a successful transmission
on the silent channel).
To handle this, we consider the amortized length of a batch B,
which is defined to be 0 if the sum of the number of successes plus
the number of new arrivals during the batch is at least Ω(ℓ), where
ℓ is the true length of the batch; and to be the true batch length ℓ
otherwise. In the former case, we consider the length of B to be
charged, in an amortized sense, to the successes and new arrivals
during the batch. The nice property that amortized lengths satisfy
is that, for all t ∈ N, the probability of a given batch B having
amortized length t or greater is 1poly(t ) .
A unified analysis of first successes. Many parts of the algo-
rithm analysis require us to argue that, under certain conditions,
the probability of there being a long window of silence is small.
This is necessary both to bound the sum of the lengths of the light
intervals during a batch operation, as well as to establish that batch
operations do not have large amortized lengths.
In order to unify these analyses, we define the notion of a bal-
anced protocol P, in which many (possibly non-synchronized)
players are all following back-off-like protocols simultaneously. We
use a balls-in-bins style analysis to show that, as long as the average
contention is not too large during a balanced protocol, then at least
one success will occur with high probability.
The analysis of the first success in a balanced protocol splits
into two cases. When the average contention of the protocol is
very small, one can focus on a constant number of players and
show that, with high probability, one of them achieves a successful
transmission. On other hand, when the average contention of the
protocol is larger (but still not too large), then the expected number
of total successes becomes polynomially large, and thus it suffices
to prove a concentration bound on the number of successes. To do
this, we take advantage of the fact that each time a player makes a
randomized decision about when to broadcast, the decision affects
the total number of successful transmissions by at most ±1; this
enables the use of McDiarmid’s inequality in order to prove the
desired concentration inequality.
Analyzing throughput and energy efficiency. To analyze the
(implicit) throughput of the system, we combine the analysis over
many batches in order to show that, with high probability, the
combined sizes of the batches that achieve poor throughput can be
amortized to the total number of player arrivals in the system.
To analyze energy efficiency, we wish to show that each player,
on average, only makes O(log2 n) total broadcast attempts in the
firstO(n) active steps. Since each player participates in phases 1 and
2 at most once, these phases contribute at most O(logn) attempted
broadcasts per player. A single player could potentially engage in
many different batches (and thus many different instances of phase
3). Nonetheless amortizing the broadcast attempts in each batch
either to the successes during that batch, or to the new arrivals that
occur during that batch, we can prove a high-probability bound on
the average number of broadcast attempts per player.
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3 PROTOCOL COMPONENTS
Let c, c1, c2 be large constants, with c1 sufficiently large as a function
of c , and c2 sufficiently large as a function of c1. (One can think of
c1 as being the geometric mean between c2 and c). The algorithm
will be defined in terms of c and c2; the role of c1 will appear only
in the algorithm analysis.
Let α1,α2 refer to the odd-numbered-steps and even-numbered-
steps, also known as channels; for a given channel α , we use α to
refer to the other channel. When we say that a player p executes
some protocol on channel α we mean that p skips over steps in α ,
and uses only steps in α for the protocol.
3.1 𝑐-Backoff
We begin by introducing a simple exponential backoff strategy
called c-backoff, which is used in phases 1 and 2. The goal of c-
backoff is to guarantee a success within a reasonable number of
steps, thereby providing a synchronization mechanism.
Definition 3.1. For integer c ≥ 2, a player performs a c-backoff
protocol starting at time-step t as follows: For each ℓ ∈ N where
ℓ ≥ 1, the player selects a broadcast set Bℓ of c random (and not
necessarily distinct) time steps in the range Rℓ = (t + cℓ , t + cℓ+1].
The player then broadcasts during all time-steps in Bℓ for all ℓ.
Notice that in Definition 3.1 there is no stopping condition, even
after a success. This is by design since in our algorithms there may
be a subset of the players in the system executing one protocol (such
as c-backoff), while additional players may be executing another
protocol, and so the executions may be jamming each other. Thus,
having exactly one broadcasting player from the players that are
executing c-backoff at a given time step does not guarantee a true
success for that player. As a result, it useful for analysis to treat
c-backoff as continuing indefinitely.
Lemma 3.2. If a player p performs c-backoff for τ time, then the
number of times p broadcasts is at most c logc τ .
Proof. Until time c ⌈logc τ ⌉ ≥ τ , p broadcasts c times for each
1 ≤ ℓ ≤ ⌈logc τ ⌉ − 1, for a total of c(⌈logc τ ⌉ − 1) ≤ c logc τ
broadcasts. □
Lemma 3.3. If a player p performs c-backoff starting at time t ,
then at time t + τ the probability that p broadcasts is at least 1τ and
at most 2cτ .
Proof. Let k = ⌈logc τ ⌉. Then at time τ the probability of a
broadcast is c
ck−ck−1 =
1
ck−1−ck−2 . For the lower bound,
1
ck−1−ck−2 ≥
1
ck−1 ≥
1
τ . For the upper bound, notice that c
k−2 ≤ ck−1/2, and so
1
ck−1−ck−2 ≤
2
ck−1 =
2c
ck
≤ 2cτ . □
3.2 The Batch and Jamming Protocols
We now introduce the batch protocol and the jamming protocol
used by players in phase 3.
The goal of the batch protocol is to utilize synchronization be-
tween a batch of players (all starting at the same time), in order to
enable a constant fraction of those players to succeed in a reason-
able amount of time. The jamming protocol is simultaneously used
on the other channel in order to prevent activity on that channel.
Definition 3.4. A player performs a batch protocol starting at
time-step t as follows: during the i-th step of the protocol, the player
broadcasts with probability 1i .
The goal of the jamming protocol is to prevent unsynchronized
players in the system from disturbing an execution of a (synchro-
nized) batched protocol.
Definition 3.5. A player performs a c2-jamming protocol start-
ing at time-step t as follows: during the i-th step of the protocol,
the player broadcasts with probability c2 log ii .
Balanced executions. An important property of both the batch
protocol and the jamming protocol is that both protocols are bal-
anced in the sense that the contribution of each protocol to the
contention is well controlled. The following definition of a balanced
protocol captures this notion formally in a way that will be useful
in our analysis; specifically we will show that balanced protocols
interact with c-backoff protocols in a constructive manner when
attempting to achieve a first success.
Definition 3.6. Let d > 1 be some constant. An execution of a
protocol P starting at time 0 is said to be (d, τ )- balanced if the
following conditions hold:
• (Monotone size requirement) If at step s , there are ms
players executing P in the system, thenm0,m1,m2, . . . is a
(weakly) monotonically decreasing sequence.
• (Monotone probability requirement) If at step s , each
player that is executing P broadcasts with probability qs ,
then q0,q1,q2, . . . is a (weakly) monotonically decreasing
sequence.
• (τ -lower bound requirement) for s > τ ,msqs ≤ log τd .
• (τ -upper bound requirement) for s ≤ d6τ , msqs ≥
d log τ
τ .
3.3 The Main Protocol
We are now prepared to present the algorithm in detail. Upon
arrival, each player enters the following three phases, continuing
until the player succeeds:
(1) Channel-choosing phase: Execute c-backoff on an arbi-
trary αi until witnessing a success on some channel α .
(2) Batch-synchronization phase: Execute c-backoff on
channel α until witnessing a success on channel α .
(3) Batch-execution phase: Execute a batch protocol on chan-
nelα and a jamming protocol on channelα , until a success oc-
curs on channel α , in which case restart the Batch-execution
phase in channel α (while jamming channel α ).
Defining the start and end points of batch protocols. The no-
tion of when a batch protocol terminates is, at least initially, am-
biguous. For example, one might assume that a batch protocol
terminates after all of the players of the batch have succeeded, or al-
ternatively assume that a batch terminates when a success is heard
on the other channel. In order to avoid these types of ambiguity we
allow a batch operation on a channel α to extend beyond the suc-
cesses of all its participants, as long as there are still other players
in the system and no successes have yet occurred on α .
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We also need a clear definition for the beginning and end of a
batch operation. We consider the success marking the beginning
of a batch operation not to be part of the batch operation, and the
success marking the end of a batch operation (if there is such a
success) to be part of the batch operation.
Basic properties.The algorithmhas several useful properties, each
of which can be proven by induction:
(1) Property 1. There can be at most one batch operation taking
place at a time.
(2) Property 2. Any player broadcasting on a channel α in
which a batch operation is occurring either (a) is participat-
ing in that batch operation; or (b) arrived during the batch
operation, is engaged in Phase 1 (Signal Generation), and
will vacate the channel α upon seeing any successes.
(3) Property 3. During a batch operation in α , every player not
in the batch operation either arrived after the batch operation
began, or began Phase 2 (Synchronization) in channel α
when the batch operation began.
When analyzing the algorithm, we will often assume Properties
1 and 2 implicitly (since they are used quite heavily). When using
Property 3, we reference it directly.
4 PRELIMINARIES
Throughout the paper, we say that an event occurs with high
probability inn if the probability of the event occurring is 1− 1Ω(nc )
for a constant c of our choice (depending on the constants used to
define the event).
An essential ingredient several of our proofs will be the use of
McDiarmid’s Inequality.
Theorem 4.1 (McDiarmid’s Ineqality [38]). Let X1, . . . ,Xm
be independent random variables over an arbitrary probability space.
Let F be a function mappingX1, . . . ,Xm to R, and suppose F satisfies,
sup
x1,x2, ...,xn,x i
|F (x1,x2, . . . ,xi−1,xi ,xi+1, . . . ,xn )
− F (x1,x2, . . . ,xi−1,x i ,xi+1, . . . ,xn )| ≤ c,
for some c > 0 and for all 1 ≤ i ≤ n. That is, if
X1,X2, . . . ,Xi−1,Xi+1, . . . ,Xn are fixed, then the value of Xi can
affect the value of F (X1, . . . ,Xn ) by at most c . Then for all R > 0,
Pr[F (X1, . . . ,Xn ) − E[F (X1, . . . ,Xn )] ≥ R] ≤ e−2R2/(c2n),
and
Pr[F (X1, . . . ,Xn ) − E[F (X1, . . . ,Xn )] ≤ −R] ≤ e−2R2/(c2n).
We will also make extensive use of the following lemma, which
is a consequence of the Azuma-Hoeffding inequality for super-
martingales with bounded differences. The proof appears in Ap-
pendix A.
Lemma 4.2. SupposeX1, . . . ,Xn are (dependent) random variables
such that
E[Xi | X1 = a1,X2 = a2, . . . ,Xi−1 = ai−1] ≤ O(1),
for all values a1, . . . ,ai−1 of X1, . . . ,Xi−1, and for all i . Moreover,
suppose that deterministically |Xi | ≤ O(n0.1) for each i . Then with
probability 1 − n−ω(1), ∑
i
Xi ≤ O(n).
Finally, it will be useful to have the following lemma which
examines the probability that the sum of independent zero-one
random variables takes value either 0 or 1. The proof appears in
Appendix A.
Lemma 4.3. Let X = X1 + · · · + Xt be the sum of t independent
0-1 random variables. Suppose each Xi takes value 1 with probability
pi ≤ 1/2. Then
Pr[X = 1] ≥ Ω
(
min(E[X ], 1/22E[X ])
)
and Pr[X = 0] ≥ 1/22E[X ].
5 ANALYZING 𝑐-BACKOFF
Suppose that a c-backoff protocol is the only protocol being ex-
ecuted in a system, and that the first player arrives at time 0. In
this section it is proven that if n players arrive by step τ for a care-
fully chosen τ , then there are at least
√
c successes by time τ (with
high probability), and more specifically, during a carefully chosen
interval of steps that ends at step τ . The reason for proving that
there are at least
√
c successes (as opposed to just 1) is that in later
analysis this will ensure there is still at least one success even when
c-backoff is being executed in congruence with other protocols
during the same steps; see Lemma 6.1. Whereas in general we will
allow the arrival-times of players to be determined by an adaptive
adversary, in this section we consider only oblivious adversaries;
this is allowable because all applications of the lemma will be con-
cerned with generating only a single success (and prior to the first
success, adaptive and oblivious adversaries are indistinguishable).
We begin by focusing on a sparse case in which the number of
players that have entered the system by time τ is polynomially
smaller than τ . This case is formally stated in Lemma 5.1. We then
focus on a more general case where the number of players that
have entered the system by time τ is O(τ ). This case is formally
stated in Lemma 5.2. Notice that the case in which the number of
players in the system by time τ is Ω(τ ) with a sufficiently large
constant will not concern us.
Lemma 5.1. Let 0 ≤ ε ≤ 1/2 be a constant and let c ∈ N be a
sufficiently large constant (such that
√
c ≫ 1/ε). Suppose n players
performing c-backoff arrive into the system by time τ = ck+1 for some
integer k ≥ 2, where the first player arrives at time 0 and the arrival
times of the other players are determined by an oblivious adversary.
If n = O(τ 1−ε ) then with high probability in τ there are at least √c
successes in the range (τ/c,τ ].
Proof. Let p be the first player, and so p arrives at time 0. By the
definition of the protocol, at time τ/c + 1 player p enters the k-th
integer range Rk = (ck , ck+1] = (τ/c,τ ] of the c-backoff protocol.
In order to prove the lemma, we will prove that p has at least
√
c
successes within the range Rk , with high probability in τ .
Player p selects a set Bk of c steps from Rk during which to
broadcast. (In fact, Bk is a multiset, because the steps are chosen
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with replacement.) Let S1, . . . , S√c be a partition of Bk such that
for 1 ≤ i ≤ √c , |Si | = √c .
For a given Si in the partition, a step s ∈ Rk is said to be bad if
either s ∈ Bk \ Si or if one of the other n − 1 players (excluding p)
chooses to broadcast during step s . The number of bad steps due to
Bk \ Si is at most c −
√
c . By Lemma 3.2, the number of bad steps
due to any one of the n − 1 other players is O(c logc τ ), and so the
number of bad steps due to all of the n − 1 other players is at most
O(cn logc τ ). Thus, the total number of bad steps, for any arbitrary
choices of Bk \ Si and of the broadcast-times made by the n − 1
other players, is at most O(cn logc τ ).
Notice that |Rk | = Θ(τ ). Since each element s ∈ Si is a random
step in Rk , the probability that s is a bad step is
O
(
cn logc τ
|Rk |
)
= O˜
(
τ 1−ε
τ
)
= O˜
(
1
τ ε
)
.
LetAi be the event that no broadcast in Si was successful, which
happens if and only if all of the steps in Si are bad. Since the
elements in Si are independent, Pr[Ai ] = O˜
(
1
τ ε
√
c
)
. By the union
bound, the probability that in each Si at least one broadcast was
successful is 1 − O˜
( √
c
τ ε
√
c
)
. For a large enough choice of c , the
number of successes is at least
√
c with high probability in τ . □
Lemma 5.2. Let c ∈ N be a sufficiently large square constant.
Suppose n players performing c-backoff arrive into the system by time
τ = ck+2 for some integer k ≥ 2, where the first player arrives at
time 0 and the arrival times of the other players is determined by an
oblivious adversary. If n ≤ ck , then with high probability in τ there
are at least
√
c successful transmissions in the range (τ/c2,τ ].
Proof. Let τ ′ = τ/c = ck+1, and fix a constant 0 ≤ ε ≤ 1/2.
There are two cases to consider depending on the number of players
n′ that arrived by time τ ′. If n′ = O((τ ′)1−ε ) then, by Lemma 5.1,
for a large enough choice of c , there are
√
c successes in the range
(τ ′/c,τ ′] ⊂ (τ/c2,τ ] with high probability in τ ′ (and thus in τ ).
Next, consider the case where n′ = Ω((τ ′)1−ε ). For each step
s ∈ (τ ′,τ ], let bs be the number of players that broadcast at step s .
Thus, the contention at step s is, by definition, E[bs ]. Step s is said
to be light if E[bs ] ≤ 1c logτ and heavy otherwise. Since n ≤ ck ,
and since by Lemma 3.2, each one of the players broadcasts at most
c logc τ times by time τ , the number of broadcasts by all players
within time range (τ ′,τ ] is at most cn logc τ , and so,
τ∑
s=τ ′+1
E[bs ] = E
[ τ∑
s=τ ′+1
bs
]
≤ cn logc τ .
Thus, the number of heavy steps s ∈ (τ ′,τ ] is at most c2n/log c ,
which is at most a c2n(τ−τ ′) log c fraction of the steps in (τ ′,τ ]. Since
τ ′ = τ/c ≤ τ/2 and since c2n ≤ ck+2 = τ , the fraction of light steps
in (τ ′,τ ] is at least
1 − c
2n
(τ − τ ′) log c ≥ 1 −
2c2n
τ log c ≥ 1 −
2
log c .
Thus, if c ≥ 16 then at least half of the steps in (τ ′,τ ] are light.
On the other hand, since there are at leastn′ = Ω((τ ′)1−ε ) players
in the system at time s ∈ (τ ′,τ ] and, by Lemma 3.3, each one of
these players broadcasts at step s with probability of at least 1τ−τ ′ ,
then E[bs ] ≥ 1τ−τ ′Ω(τ ′1−ε ) = Ω(τ−ε ). Therefore, for any light step
s ∈ (τ ′,τ ] we have
Ω(τ−ε ) ≤ E[bs ] ≤ 1
c
logτ .
Notice that bs depends on the random choices made by the
players that are in the system at time s , and, in particular, bs is
a sum of independent random 0-1 variables, each of which takes
value 1 with probability at most 1/(c − 1) ≤ 1/2 (assuming c ≥ 3).
Thus, by Lemma 4.3, the probability of a success at a light step s is
at least
Ω
(
min(E[bs ], 2−2E[bs ])
)
= Ω
(
min(τ−ε ,τ−2/c )
)
.
By setting c ≥ 2ε , the probability becomes Ω( 1τ ε ).
Let N be the number of successes in (τ ′,τ ]. Since at least half of
the steps in (τ ′,τ ] are light steps, E[N ] = Ω(τ 1−ε ).
In order to obtain a high probability bound on N notice that N is
a function of O(n logτ ) independent random variables (specifically,
these correspond with each of the time steps chosen by each player
during which to broadcast). Moreover, changing a single variable
can affect N by at most 1. It follows by McDiarmid’s inequality
(Theorem 4.1), that with probability 1− 1/τω(1), N does not deviate
from E[N ] by more than τ 0.4 = o(τ 1−ε ) (since ε ≤ 1/2). Thus with
(very) high probability in τ , N = Ω(τ 1−ε ) which is much larger
than
√
c , as required. □
6 FIRST SUCCESS IN THE PRESENCE OF
BALANCED EXECUTIONS
Recall that the intuition described in the previous section for re-
quiring at least
√
c successes in Lemma 5.2 was that if the c-backoff
protocol is not the only protocol being executed in the system, then
multiple successes may be necessary before one of them is able
to avoid conflicting with other concurrent protocols. Lemma 6.1
generalizes Lemma 5.2 to the more advanced setting in which there
are also players in the system that are not performing c-backoff.
Lemma 6.1. Let c ∈ N be a sufficiently large square constant.
Suppose n primary players performing c-backoff arrive into the
system by time τ = ck+5 for some integer k ≥ 2, where n ≤ ck , and
where the arrival times of the primary players are determined by an
oblivious adversary. Suppose additionally that there are secondary
players in the system participating in a (c, ck )-balanced execution of
some protocol. Then with high probability in ck there will be at least
one success in the time interval (ck , ck+5]:
Proof. Throughout the proof, for a step s letms be the num-
ber of secondary players in the system at step s and let qs be the
probability of a secondary player broadcasting at step s . Due to
the monotone size and monotone probability requirements, the
sequences M = m0,m1,m2 . . . and Q = q0,q1,q2, . . . are (weakly)
monotonically decreasing.
The proof begins by considering the case where there are only
secondary players during the first ck+1 steps.
Claim 1. If no primary players arrive during the first ck+1 steps
then at least one of the steps in the interval (ck , ck+1] is a success of
a secondary player, with high probability in ck .
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Proof. By the ck -upper bound requirement, for all s ≤ ck+1 we
have thatms · qs ≥ c log c
k
ck
. In this case, we show that with high
probability in ck there is a success for some s ∈ (ck , ck+1]. Since
s > ck , by the ck -lower bound requirement we havems ·qs ≤ log c
k
c .
Since there are no primary players during (ck , ck+1], only secondary
players are broadcasting during (ck , ck+1]. Thus, by Lemma 4.3, for
each s ∈ (ck , ck+1], the probability of a success at step s is at least
Ω
(
min
(
c log ck
ck
,
1
2
2 log ck
c
))
,
where the constant in the Ω is independent of c . Since c is a suffi-
ciently large constant the probability of a successful broadcast at
each such step s is Ω(
√
c log ck
ck
) (where again the constant in the Ω
is independent of c). Since the steps in the interval (ck , ck+1] are
independent, the probability that at least one such step successfully
broadcasting is at least with high probability in ck , at least(
1 −Ω
(√
c log ck
ck
))ck /2
≤ 1
poly ck
.
□
It remains to consider the more general case in which at least one
primary player arrives during the first ck+1 steps. For simplicity,
relabel the step at which the first primary player arrives as time 0.
The rest of the proof shows that with high probability in ck there
is a success in relabeled interval (ck , ck+4] (which in the original
relabeling is a subinterval of interval (ck , ck+5]).
The rest of the proof focuses on two cases, depending on whether
the contention contributed by the secondary players at relabeled
time ck+2 is high (at least 1
c0.1k
) or low (at most 1
c0.1k
). The claims
for both cases follow the natural intuition that if the contribution
of the secondary players to the contention is low then one of the
primary players will successfully broadcast, and if the contribution
of the secondary players to the contention is high (but not too high
due to the ck -lower bound requirement) then one of the secondary
players will successfully broadcast.
Claim 2. If at least one primary player arrives at time 0 andmck+2 ·
qck+2 ≤ 1c0.1k , then there will be at least one success by a primary
player during interval (ck+2, ck+4], with high probability in ck .
Proof. By Lemma 5.2, with high probability in ck , there exist at
least
√
c steps in (ck+2, ck+4], denoted by s1, s2, s3 . . ., such that for
each si there is either a success prior to si in (ck+2, ck+4] or exactly
one primary player will broadcast at step si . For the following, focus
on the first
√
c of these steps.
For each 1 ≤ i ≤ √c , the secondary players have probability at
mostmsi ·qsi ≤ 1c0.1k of conflicting with si . Thus, the probability of
the secondary players conflictingwith all si for 1 ≤ i ≤ √c is atmost
1
c0.1kc
. If c is a large enough constant, then with high probability in
ck , there exists 1 ≤ i ≤ √c such that si is a success. □
Claim 3. If at least one primary player arrives at time 0 andmck+2 ·
qck+2 >
1
c0.1k
, then there will be at least one success by a secondary
player during the interval (ck , ck+1].
Proof. By the ck -lower bound requirement, for each step s >
ck , we have ms · qs ≤ log c
k
c . Moreover, by assumption and the
monotonicity ofM andQ , for each s ≤ ck+2, we havems ·qs > 1c0.1k .
Thus, for a sufficiently large c , by Lemma 4.3, for each s ∈ (ck , ck+2],
the probability that exactly one secondary player broadcasts is at
least Ω(c−0.1k )
For each step s ∈ (ck , ck+1], let bs be the number of primary
players that broadcast at step s . Notice that the contribution of
primary players to the contention at step s is E[bs ]. Step s is said
to be light if E[bs ] ≤ 1c log ck and heavy otherwise. Since n ≤ ck ,
and since by Lemma 3.2, each one of the primary players broadcasts
at most c logc ck+1 = c(k + 1) times by time ck+1, then the number
of broadcasts by all primary players within time range (ck , ck+1] is
at most ck (k + 1), and so,
ck+1∑
s=ck+1
E[bs ] = E

ck+1∑
s=ck+1
bs
 ≤ ck (k + 1).
Thus, the number of heavy steps s ∈ (ck , ck+1] is at most ck+1(k +
1)/(k log c), which is at most a ck+1(k+1)(ck+1−ck )k log c fraction of the steps
in (ck , ck+1]. Since ck = ck+1/c ≤ ck+1/2, the fraction of light steps
in (ck , ck+1] is at least
1− c
k+1(k + 1)
(ck+1 − ck )k log c ≥ 1−
2ck+1(k + 1)
(ck+1)k log c = 1−
2(k + 1)
k log c > 1−
4
log c .
Thus, if c ≥ 32 then at least half of the steps in (ck , ck+1] are light.
Notice that bs depends on the random choices made by the
primary players that are in the system at time s , and, in particular,
bs is a sum of independent random 0-1 variables, each of which
takes value 1 with probability at most 1/(c − 1) ≤ 1/2 for c ≥ 3.
Thus, for c ≥ 5, by Lemma 4.3, every light step s satisfies,
Pr[bs = 0] = Ω
(
1
22E[bs ]
)
= Ω
(
1
2
2
c log ck
)
= Ω
(
1
c0.4k
)
.
Let N be the number of slots in (ck , ck+1] in which no primary
players are broadcasting. Since at least half of the steps in (ck , ck+1]
are light steps, E[N ] = Ω((ck+1 − ck )/c0.4k ) = Ω(c0.6k ).
In order to obtain a high probability bound on N notice that
N is a function of O(ck logc ck ) independent random variables,
which are the decisions of when to broadcast for each of the at
most ck players. Moreover, changing a single variable can affect
N by at most 1. It follows by McDiarmid’s inequality (Theorem
4.1), that with probability 1 − 1/cω(k ), N does not deviate from
E[N ] by more than c0.5k . Thus with (very) high probability in
ck , N = Ω(c0.6k ), and so the probability of there being a step in
which a single secondary player broadcasts and no primary player
broadcasts is at least
1 −
(
1 −Ω
(
1/c0.1k
))Ω(c0.6k )
,
which is high probability in ck . □
Thus the lemma is proven. □
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Remark 1. Lemmas 5.2 and 6.1 treat the arrival times and broadcast
probabilities of players as being predetermined by an oblivious adver-
sary. Recall that, in general, however, we wish to consider adaptive
adversaries against our algorithm. Lemmas 5.2 and 6.1 will only be
applied to settings in which we are attempting to obtain a first success,
however, and in these settings an adaptive adversary has no addi-
tional power over an oblivious adversary (since there are no successes
to adapt to). One subtlety, however, is that when we apply Lemmas 5.2
and 6.1, we will typically be applying them to only one channel α (i.e.,
the odd-indexed steps or the even-indexed steps), while other activity
occurs on the other channel α . Critically, the activity on channel α
will only affect when (a) new backoff players arrive on channel α and
(b) the values ofm0,m1, . . . and q0,q1, . . .; and the randomness used
by players in channel α will be independent of the activity (and the
random bits used) in channel α (at least until after the next success
in channel α ). Thus one can think of the arrival times of players on
channel α , and the values ofm0,m1, . . . and q0,q1, . . . as being fully
determined by α prior to the application of Lemma 5.2 or 6.1 to α .
Remark 2. For the sake of avoiding clutter, throughout the rest of
the paper we use Lemma 6.1 without forcing τ to be a power of c . This
relaxation adds at most a factor of c to the length of the interval in
which there is at least one success with high probability.
7 ANALYZING THROUGHPUT
In this section, we analyze the (implicit) throughput of our algo-
rithm, using Lemma 6.1 as an important building block. We will
prove the following theorem about implicit throughput:
Theorem 7.1. Recall that a step is active if at least one player is
present during that step. Suppose n players arrive in the first t time
steps. Then with high probability in n, at mostO(n) of the first t time
steps are active.
We will also prove a corollary transforming the implicit-
throughput result of Theorem 7.1 into a statement about the success
times of players.
Corollary 7.2. Call a time-step t k-smooth if for all j ≥ k , the
number of arrivals in steps t − j + 1, . . . , t is sufficiently small in
O(j). If a time-step t is k-smooth, then with high probability in k , all
players that entered the system prior to step t − k + 1 are no longer in
the system after time-step t .
We begin the proof of Theorem 7.1 by considering the number of
successes within the firstO(n) steps of an n-player batch operation
B, assuming that not too many new players arrive during the
execution of the batch operation. In particular, we will use Lemma
6.1 to show that, even though non-batch-operation players can
add substantial contention to a given time slot of B, at least a
constant fraction of the time slots in B will, with high probability
in n, contain only batch-operation players; these steps will then
guarantee a large number of successes for the batch operation.
Lemma 7.3. Consider a batch operation B involving n participants
in channel α , and condition on at most n/c1 players joining the system
during the first τ = c1n steps of the batch operation (or the first |B|
steps if |B| ≤ c1n). Then with high probability in n, there are Ω(n)
successes during the first min(|B|,τ ) steps of the batch operation.
Proof. We begin by showing that, with high probability in n,
either there are at least n/2 successes during the execution of B, or
|B| ≥ τ . The proof is based on the intuition that if more than n/2
players are executing B on channel α , then these players are, with
high probability in n, preventing any success from channel α .
Claim 4. Assuming that c2 is sufficiently large with respect to c1,
then with high probability in n, there are either at least n/2 successes
during B, or B lasts for at least τ steps.
Proof. If there are fewer than n/2 successes (in channel α ) dur-
ing the first min(|B|,τ ) steps of B in channel α , then during each
one of those steps in channel α there will be at least n/2 players
each broadcasting with probability at least c2 log ττ =
c2 log(c1n)
c1n . For
c2 sufficiently large relative to c1, this ensures for each step in α ,
that with high probability in n, at least two players broadcast. Thus
with high probability in n, either there are more than n/2 successes
during the first min(|B|,τ ) steps of B, or there are no successes in
α during those steps (in which case |B| > τ ). □
Define s0 = 0, and for i > 0, define si to be the step-number
(counting only steps in α ) of the i-th success during B (or to be |B|
if there is no such success). If si > τ , then we truncate si to be τ
(i.e., we cap each si by τ ). For i ≥ 1, let Xi be the interval (si−1, si ].
We prove that, with high probability in n,
n/10∑
i=1
|Xi | < τ . (1)
Thus, sn/10 < τ which together with Claim 4 implies that, with
high probability in n, either there are at least n/2 successes in the
first min(|B|,τ ) steps of B, or sn/10 < τ ≤ |B|. In both cases, the
number of successes in the first min(|B|,τ ) steps of B is at least
n/10, as desired.
Call an interval I = [i1, i2] light if the number of new players
that arrive during I is at most 2|I |/c1, and heavy otherwise. Since
at most n/c1 players join the system during the first τ steps, the
sum of the lengths of the heavy intervals Xi satisfies∑
heavy Xi
|Xi | ≤ n/2 ≤ τ/2.
To prove Eq. 1, it therefore suffices to show that∑
i ∈[1,n/10], Xi light
|Xi | < τ/2. (2)
To prove Eq. 2, we begin by considering intervals Xi where
si−1 ≥ n/2. The next claim establishes that the interval Xi is with
high probability either heavy (in which case it does not contribute
to Eq. 2) or is relatively small.
Claim 5. Consider arbitrary fixed values for s1, . . . , si−1 such
that si−1 ≥ n/2, and such that i ≤ n/10. Then, conditioning on
s1, . . . , si−1, and for any value t ∈ N, we have that, with high proba-
bility in t , either |Xi | ≤ t or Xi is heavy.
Proof. Without loss of generality, assume that t is at least a
sufficiently large constant, since otherwise the claim trivially holds.
The value of si (and hence also of |Xi |) is determined by the first
success following si−1 (or by the termination of B). In order for Xi
to be light and to also satisfy |Xi | > t , there must be some j ≥ t
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(specifically j = |Xi | − 1) such that the interval (si−1, si−1 + j + 1]
in α is light; the interval (si−1, si−1 + j] contains no successes; and
si−1 + j + 1 is at most τ (since si is defined to be truncated to at
most τ ). Define j∗ to be the smallest j ≥ t such that the interval
(si−1, si−1 + j + 1] is light.8 Since j∗ ≤ j, it must also be that the
interval Ij∗ = (si−1, si−1 + j∗] contains no successes. To prove the
claim, it suffices to show that the probability of Ij∗ containing no
successes is polynomially small in j∗ (and thus also polynomially
small in t ).
The rest of the proof establishes that the execution ofB is (c,n/2)-
balanced (in α ), thereby enabling an application of Lemma 6.1 on
Ij∗ . Letms denote the number of players executing B that are still
in the system at time s . Let qs denote the probability that a player
executing B broadcasts at step s . For all s ∈ Xi , we have qs = 1s
andms = n − i + 1, exactly. Thus, B has both the monotone size
requirement and the monotone probability requirement
Since Ij∗∪{si−1+j∗+1} is light, then there are at most 2(j∗+1)/c1
new players that enter the system during Ij∗ . Recall that there are
at least 9n/10 players from B that are still in the system at step si−1
(since i ≤ n/10), and so for any s ∈ Ij∗ , we have 9n/10 ≤ ms ≤ n.
Moreover, the probability that a player executing B broadcasts
during step s is qs = 1s , and soms · qs ∈ [ 910 · n/s,n/s]. For any
s ∈ Ij∗ , since si−1 ≥ n/2 it must be that s > n/2. Moreover, since
si ≤ τ it must be that s ≤ τ − 1 = c1n − 1. Thus, for each s ∈
Ij∗ , 910·c1 < ms · qs ≤ 2, and so B fulfills both the n/2-lower
bound requirement and the n/2-upper bound requirement. Thus,
the execution of B is (c,n/2)-balanced.
We now apply Lemma 6.1 where the secondary players are the
players participating in B during Ij∗ , and the primary players are
players that are executing c-backoff on channel α while B is be-
ing executed during Ij∗ (these players are a subset of the players
that joined the system during Ij∗ ). Notice that the application of
Lemma 6.1 is possible since the number of primary players is at
most n/c1 which is at most n/2 for c1 ≥ 2. Thus, as long as t
is at least a sufficiently large constant, it follows by Lemma 6.1
that the probability of not having a success during Ij∗ is at most
1/poly(j∗) ≤ 1/poly(t). □
By Claim 5 and Lemma 4.2,∑
i ∈[1,n/10], Xi light, si−1≥n/2
|Xi | < O(n),
with high probability in n. For c1 sufficiently large, it follows that
with high probability in n,∑
i ∈[1,n/10], Xi light, si−1≥n/2
|Xi | < τ/4.
8Note that j∗ is a function of when new players arrive after step si−1 . Thus j∗ is
determined by the adaptive adversary who selects player-arrival times. However, since
our analysis is only concerned with the value that j∗ would take in the event that
no successes were to happen in the interval (si−1, si−1 + j∗], we can think of j∗
as being a function of only s1, . . . , si−1 (and possibly of random bits used by the
adversary). Importantly this means that j∗ can be thought of as being determined prior
to the execution of steps si−1 + 1, si−1 + 2, . . ., rather than being a random variable
depending on what occurs in those steps.
To prove Eq. 2, it therefore suffices to show that with high prob-
ability in n, ∑
i ∈[1,n/10], Xi light, si−1<n/2
|Xi | < τ/4. (3)
Notice that
∑
light Xi ⊆[0,n/2] |Xi | is trivially bounded by n/2 ≤ τ/8,
assuming that c1 ≥ 4. Thus the only interval that it remains to
consider is the Xi for which si−1 < n/2 but si > n/2 (if such an
interval Xi exists). Notice that if |Xi | ≤ τ/8, then the proof will
be complete. Assuming that c1 is sufficiently large, the desired
statement |Xi | ≤ τ/8 is implied by the following claim.
Claim 6. With high probability in n, there is at least one success in
the interval [n/2, c6 · n/2).9
Proof. Note that the interval [1, c6 · n/2) is necessarily light by
virtue of the fact that at most n/c1 players can arrive in the first τ
steps of B. Letms denote the number of players executing B that
are still in the system at time s . Let qs denote the probability that a
player executing B broadcasts at step s . For any s ∈ [n/2, c6 · n/2)
(prior to the first success in the interval) we have qs = 1s and
n/2 ≤ ms ≤ n. Thus, B has both the monotone size requirement
and the monotone probability requirement Moreover, ms · qs is
in the range [1/(2 · c6), 2]. Assuming n is at least a sufficiently
large constant (which is w.l.o.g. since otherwise the entire lemma
is immediate), both the n/2-upper bound requirement and the n/2-
lower bound requirement hold for B.
We apply Lemma 6.1, where the secondary players are the players
participating in B, and the primary players are players that are
executing c-backoff on channel α while B is being executed (these
players are a subset of the players that joined the system during
B). Notice that the application of Lemma 6.1 is possible since the
number of primary players is at most n/c1 which is at most n/2 for
c1 ≥ 2. Thus, by Lemma 6.1, with high probability in n, there is at
least one success in the interval [n/2, c6 · n/2), as desired. □
This completes the proof of the lemma. □
Lemma 7.3 ensures that the first O(n) steps of an n-player batch
operation B will either contain a large number of successful broad-
casts, or a large number of new player arrivals. The length of the
batch operation B could be substantially larger thanΩ(n), however,
which would damage the implicit throughput of the system. The
next lemma shows that either the batch operation B will be small
(at most length O(n)), or the length of B can be attributed to a
large number of player arrivals during B (which we will later use
to amortize any damage incurred on the implicit throughput by B).
Lemma 7.4. Consider a batch operation B involving n participants
in channel α . Let l be the length of B, which is the number of steps
of B in channel α . Define the truncated length l of B to be zero if
either the number of successes or the number of new arrivals during
B is Ω(l), and to be l otherwise. Then, for all t ∈ N,
Pr[l = t] ≤ 1poly(t) .
9See Remark 2 for an explanation regarding why the exponent here is 6 and not 5.
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Proof. We begin by considering the case in which t ≤ O(n).
By Lemma 7.3, with high probability in n, either the number of
successes or the number of arrivals during the first min(|B|, c1 · n)
steps is Ω(n). Therefore, with high probability in n (which is also
high probability in t ), l is zero.
Next, consider the case in which t is sufficiently large in Ω(n).
Claim 7 shows that with high probability there are only three cases:
Claim 7. Consider a batch operation B that starts at time 0 in
channel α , and has n participants. If t is sufficiently large in Ω(n)
then during the first t/c1 steps on channel α , with high probability in
t , one of the following occurs:
• B terminates.
• All the participants in B successfully broadcast.
• There are Ω(t) arrivals of new players.
Proof. Notice that Property 3 of the algorithm ensures that all
players performing c-backoff on channel α began their c-backoff
after (or at the same time as) the beginning of the batch B. Let
ms denote the number of players participating in B during the
s-th step on channel α . Let qs denote the probability of a player
in B to broadcast during the s-th step on channel α . Notice that
the sequencesm0,m1,m2, . . . and q0,q1,q2, . . . fulfill the monotone
size requirement and the monotone probability requirement.
Suppose that B does not terminate by step t/c1 and that there
are fewer than O(n) arrivals of new players by step t/c1, since
otherwise the lemma holds automatically. If mt/c1 = 0 then the
proof is complete. Thus, suppose thatmt/c1 > 0. Let τ = t/(c6c1),
and notice that τ = Ω(n) (i.e., τ ≥ c ′n for a constant c ′ of our
choice). Then, for step τ ≤ s ≤ t/c1, c2c1 log(t/c1)t ≤ qs ≤
c2 log τ
τ
and 1 ≤ ms ≤ n. Thus, for a sufficiently large constant hidden
in the Ω(n) bound on τ , msqs ∈ [ c log ττ ,
log τ
c ] . Thus, both the
τ -upper bound requirement and the τ -lower bound requirement
hold for B on channel α , and so the execution of B over channel
α is (c,τ )-balanced. Since the number of new players that arrived
in channel α is O(n) and t is assumed to be sufficiently large in
Ω(n), by Lemma 6.1 (with high probability in n) there is a success in
channel α during the first t/c1 steps, thereby terminating B, which
is a contradiction. □
In the first and third cases of Claim 7, we have that l < t . Thus
we need only focus on the second case, in which all of the players
of B successfully broadcast by step t/c1.
If all of the players of B successfully broadcast by step t/c1 and
there are no more players in the system, then l < t . Thus, the
remaining option to consider is that there are still players in the
system at step t/c1, but none of them are participating in B. In this
case, by Lemma 5.2, with high probability in t , there is at least one
success in some channel between step t/c1 and step t/√c1. If the
success takes place in channel α , then B terminates and thus l < t .
To consider the remaining case, suppose that the success takes place
in channel α and let r be the number of players in the system at
the end of the step. If r = 0, then B terminates (and thus again we
have l < t ). Otherwise, if r > 0, then right after the success all of
the remaining r − 1 players are running c-backoff in channel α . In
this case, by applying Lemma 5.2, with high probability in t , there
is a success in channel α prior to step t , and again l < t . In every
case we get that with high probability in t , l , t . □
So far we have focused on the behavior of batch operations
B, showing that with good probability, the length of B can be
charged either to a proportionally large number of successes or
to a proportionally large number of new player arrivals. The next
lemma focuses on the active steps during which no batch operation
is occurring. We show that with good probability, the number of
consecutive such steps prior to the start of the next batch operation
(or prior to a non-active step) is either small or can be attributed to
a large number of player arrivals during those steps.
Lemma 7.5. Consider an arrival at step t0 such that all of the
players that are in the system at time t0 were not in the system at step
t0 − 1. Let s be the minimum between the number of steps before the
beginning of the next synchronized batch operation, and the number
of steps before the next time τ where all of the players in the system
at time τ were not in the system at time τ − 1. Let s be 0 if there are
Ω(s) arrivals during those s steps, or s otherwise. Then for all t > 0,
Pr[s = t + 1] ≤ 1poly(t) .
Proof. If there are Ω(t) arrivals during the first t steps, then
0 = s , t . Thus, the rest of the proof is conditioned on there being
a sufficiently small O(t) number of arrivals during the first t steps.
Let α be the channel on which the first player to arrive at time
t0 performs their c-backoff in Phase 1 of the algorithm. Then either
there will be a success in channel α during the first t/2 steps after
t0, or, by Lemma 5.2, with high probability in t , there will be at
least one success in channel α during the first t/2 steps after t0. Let
β be the channel that achieves the first success after time t0, and
condition on that success occurring within the first t/2 steps after
t0. When the first success occurs, all players currently in the system
will begin Phase 2 of the algorithm on channel β . If there are no
such players, then the system must be empty and s = t/2 < t + 1.
Otherwise, apply Lemma 5.2 to deduce that, with high probability
in t , a success occurs in channel β within the following t/2 time
steps. Thus, with high probability in t , the first t steps will contain a
success, marking the beginning of a batch operation, and so s < t+1,
as desired. □
The preceding lemmas analyze individual components of the
algorithm in order to show that when a step in the algorithm takes
a large number of steps, the number of such steps can be attrib-
uted either to a correspondingly large number of successes or to a
correspondingly large number of new player arrivals. To complete
the proof of Theorem 7.1, we use the Azuma-Hoeffding inequality
(i.e., Lemma 4.2) in order to consider all the steps of the algorithm
concurrently (rather than each individually), and then we perform
an amortization argument in which we charge (almost all) active
steps either to successes or to player arrivals, thereby bounding the
number of active steps by O(n), the number of player arrivals.
Proof of Theorem 7.1. Let l1, . . . , ln be the lengths of the first
batch operations that take place prior to step t (with li = 0 if
fewer than i such batch operation occur), and let l1, . . . , ln be the
truncated lengths of the batch operations (as defined by Lemma 7.4).
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Similarly, let s1, . . . , sn be the lengths of the runs of active steps
prior to step t in which no batch operation is occurring (with si = 0
if fewer than i such runs occur), and let s1, . . . , sn be the truncated
lengths of the runs (as defined by Lemma 7.5). By Lemmas 7.4, 7.5,
and 4.2, we have with high probability in n that
n∑
i=1
l i +
n∑
i=1
si ≤ O(n).
Since at most n arrivals and at most n successes occur during the
first t steps, the definitions of the truncated values si and l i imply
that
n∑
i=1
li +
n∑
i=1
si ≤
n∑
i=1
l i +
n∑
i=1
si +O(n) ≤ O(n).
Since the left-hand side is the number of active steps, the theorem
follows. □
We conclude the section by proving Corollary 7.2.
Proof. Consider the event E that some player p that entered
the system prior to step t − k + 1 is still present in the system
after time-step t . Then all of steps t − k + 1, . . . , t must be active.
Therefore, if event E holds, then there exists some j ≥ k such that
all of the j steps t − j + 1, . . . , t preceding step t are active, and such
that at the end of step t − j no players were in the system. (Note that
j may equal t if all steps prior to t have been active.) However, by
Theorem 7.1 the probability of any particular j having this property
is 1poly(j) . Summing over all j ≥ k , we get that with high probability
in k , the event E does not occur. □
8 ANALYZING ENERGY EFFICIENCY
The next theorem analyzes the energy efficiency of the algorithm,
bounding the total number of broadcast attempts by players to be,
on average, at most polylogarithmic.
Theorem 8.1. Suppose n players arrive in the first t steps. Then
there are at most O(n · log2 n) broadcast attempts in the first t steps,
with high probability in n.
Proof. Define r to be the number of active steps in the first n
steps. By Theorem 7.1, with high probability in n, r is at most O(n).
For each player, each of Step 1 and Step 2 of the algorithm in-
volves at mostO(log r ) broadcast attempts (which with high proba-
bility in n is at most O(logn)).
Consider a batch operation involving some number k of partici-
pant players. Within the firstO(n) steps of the batch operation, the
number of broadcast attempts by participant players is bounded
above by a sum of independent indicator random variables with
meanO(k · log2 n). (Specifically, for each player, and each step, there
is an indicator random variable corresponding with whether the
player will attempt to that broadcast during that step, in the event
that the player has not succeeded prior to that step.) By a Chernoff
bound, with high probability in n, the total number of broadcast
attempts by participant players in the first O(n) steps of the batch
operation is no greater than O(k · log2 n).
Let kB denote the number of participants in a batch operation
B, and |B| denote the length of the batch operation. With high
probability in n, the sum of the number of broadcast attempts in
all batch operations B1,B2, . . . that occur (at least partially) within
the first O(n) active steps (and thus within the first r active steps,
which includes all of the first t steps), is at most
O(log2 n ·
∑
i
kBi ). (4)
To complete the proof, it therefore suffices to bound
∑
i kBi by
O(n), with high probability in n. We will consider only the Bi ’s
contained entirely within the first t steps (ignoring the at-most-one
Bi that begins in the first t steps but finishes after, since that Bi can
contribute at most n to
∑
i kBi ).
There are two types of Bi ’s, good batch operations Bi for which
|Bi | ≥ kBi /2, and bad batch operationsBi for which |Bi | < kBi /2.
Since
∑
i |Bi | ≤ r , the sum ∑
Bi good
kBi
is at most 2r (which, in turn, is at most O(n) with high probability
in n).
Next we consider the bad Bi ’s. Call Bi k-bad if k = kBi and
Bi is bad. Each batch operation B lasts for at least kB/2 steps
with high probability in kB , since during each of those steps there
will be at least kB/2 participants remaining in B, and with high
probability in kB those participants will successfully jam (i.e., cause
collision-based failures) on the channel that B is not occurring on.
Thus for a given Bi and k , with high probability in k , Bi is not
k-bad, regardless of the outcomes of B1, . . . ,Bi−1. By Lemma 4.2, it
follows that the
∑
Bi bad kBi is, with high probability in n, at most
O(n), completing the proof of the theorem. (Note that we implicitly
use here that the number of Bi ’s is at most n, since each Bi begins
on a successful broadcast.) □
9 THE POWER OF JAMMING
In this section we consider contention resolution in the presence
of a jamming adversary, which is able to jam a step by forcing
it to unconditionally fail at successfully transmitting.
We show that, in the presence of jamming, even achieving a
single success becomes difficult. This demonstrates a fundamental
separation between contention-resolution with and without colli-
sion detection. In particular, algorithms in which players are able
to perform collision detection can not only achieve a first success,
but can also achieve high implicit throughput even in the presence
of adversarial jamming [15].
We begin by defining what it means for an algorithn whose goal
is to achieve a single success to be resistant to jamming:
Definition 9.1. Consider a contention resolution algorithm A
and let c be a sufficiently large constant. Consider a sequence of
steps such that one player arrives at time 0; at most n/c additional
players arrive before time n; all arriving players perform algorithm
A; and at most n/c steps are jammed by an adversary. We say
that A is f (n)-resilient to jamming if in this setting, at least one
success occurs in the first n steps with probability at least 1 − f (n)
(and for any value of n).
The next theorem establishes that no contention resolution algo-
rithmA can handle jamming with better than constant probability.
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Theorem 9.2. No algorithm can be f (n)-resilient to jamming for
any monotone decreasing f (n) satisfying f (n) ≤ o(1).
Proof. Suppose A is f (n)-resilient to jamming for some mono-
tone decreasing function f (n) satisfying f (n) ≤ o(1).
Consider an adversary that first jams the system for n2c steps
(for convenience assume n is a power of 2c), and then selects at
random (with replacement) n2c additional steps in [n] to jam. With
probability at least 1 − f (n), A must achieve at least one success
against this adversary, even if there is only a single player p in the
system (who arrives at time one). Define x to be a value sufficiently
small in O(log1/c f (n)). If the player p attempts to broadcast fewer
than x times in the interval (n/2c,n], then p has a greater than
2 · f (n) probability of failing to successfully transmit; thus A must
guarantee that with probability at least 1/2, p broadcasts at least x
times during the interval (n/2c,n]. Hence the expected number of
broadcasts by p in interval (n/2c,n] is Ω(log 1f (n) ).
Summing over the intervals (1, 2c], (2c, 4c2], . . . , (n/2c,n], we
get that the expected number of broadcasts by a player in its first
n steps is asymptotically larger than logn (i.e., ω(logn)). We will
now exploit this property, in order to reach a contradiction.
Consider a new adversary that jams only the steps 1, . . . ,n/c ,
inserts one player into the system prior to step one, and then inserts
n/c−1 players each at an independent random time step in 1, . . . ,n.
For any step t ∈ (n/c,n], and for a player p that is inserted at a
random time step, we claim that the probability that p broadcasts at
time t is at least ω(logn/n). In particular, with probability at least
1/c , p arrives at a random time step in the range (t − n/c, t], in
which case t appears to p to be a random step in the range [1,n/c].
Since the expected number of broadcasts by p in its first n/c steps
is ω(logn), the probability of p broadcasting at time t is ω
(
logn
n
)
.
For a given time step t ∈ (n/c,n], we have shown that the num-
ber of players that attempt to broadcast in t is a sum of independent
indicator random variables with mean at least ω(logn) (i.e., asymp-
totically greater than logn). It follows that, with high probability
in n, there are multiple broadcast attempts at time t . Since this is
true for every t ∈ (n/c,n], we find that with high probability in n,
the algorithm A fails to achieve any successes in the first n steps.
This contradicts the fact that A is f (n)-resilient to jamming. □
A MISSING PROOFS
Proof of Lemma 4.2. Consider the sequence of random vari-
ables Y1,Y2, . . . ,Yn such that Yi = X1 + · · · + Xi + (n − i) · c . Then
for any values a1, . . . ai of X1, . . . ,Xi , we have that
E[Yi+1 | X1 = a1, . . . ,Xi = ai ] ≤ Yi .
Thus the sequence (Y1, . . . ,Yn ) is a super-martingale. Addition-
ally, the Yi ’s have bounded differences, satisfying |Yi − Yi+1 | ≤
O(n0.1) deterministically. By the Azuma-Hoeffding inequality for
super-martingales with bounded differences, we get that
Pr[Yn ≥ E[Yn ] + t] ≤ exp
(
−t2/O(n1.2)
)
.
Noting that E[Yn ] = ∑i E[Xi ] ≤ O(n), and plugging in t = n,
we see that with probability at least 1 − e−Ω(n0.8), the inequality∑
i Xi ≤ O(n) holds. □
Proof of Lemma 4.3. Expanding Pr[X = 1] yields
Pr[X = 1] =
t∑
i=1
pi ·
∏
j,i
(1 − pj ) ≥
(∑
i
pi
)
· ©­«
∏
j
(1 − pj )ª®¬ .
If
∑
i pi ≤ 1/2, then the right side is at least 1/2, and thus Pr[X =
1] ≥ Ω(∑i pi ). If, on the other hand, ∑i pi ≥ 1/2, then
Pr[X = 1] ≥ 12
©­«
∏
j
(1 − pj )ª®¬ .
Since the product
∏
j (1−pj ) is only decreased when we increase
the difference between two pj ’s (while maintaining their sum), it
follows that the product is minimized by setting ⌊2∑i pi ⌋ of the
pj ’s to 1/2, and all of the other pj ’s (except possibly for one pj as
an edge case) to zero. Thus
Pr[X = 1] ≥ Ω
(
1/2(2
∑
i pi )
)
= Ω
(
1/2(2E[X ])
)
.
By the same analysis of
∏
j (1 − pj ), we also have that
Pr[X = 0] =
∏
j
(1 − pj ) ≥ Ω
(
1/2(2
∑
i pj )) = Ω (1/2(2E[X ])) .
□
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