Learning that certain actions lead to risky rewards is critical for biological, social, and economic survival, but the precise neural mechanisms of such reward-guided learning remain unclear. Here, we show that the human nucleus accumbens plays a key role in learning about risks by representing reward value. We recorded electrophysiological activity directly from the nucleus accumbens of five patients undergoing deep brain stimulation for treatment of refractory major depression. Patients engaged in a simple reward-learning task in which they first learned stimulus-outcome associations (learning task), and then were able to choose from among the learned stimuli (choosing task). During the learning task, nucleus accumbens activity reflected potential and received reward values both during the cue stimulus and during the feedback. During the choosing task, there was no nucleus accumbens activity during the cue stimulus, but feedback-related activity was pronounced and similar to that during the learning task. This pattern of results is inconsistent with a prediction error response. Finally, analyses of cross-correlations between the accumbens and simultaneous recordings of medial frontal cortex suggest a dynamic interaction between these structures. The high spatial and temporal resolution of these recordings provides novel insights into the timing of activity in the human nucleus accumbens, its functions during reward-guided learning and decision-making, and its interactions with medial frontal cortex.
William Congreve, the seventeenth century English playwright, wrote: 'Uncertainty and expectation are the joys of life.' Risk-taking, perhaps the epitome of uncertainty and expectation, is an integral component of economic, social, and biological decision-making, and typically incites positive and appetitive emotions. Although functional MRI has provided evidence that the human nucleus accumbens becomes active during reward learning and risk-taking (Breiter and Rosen, 1999; Delgado et al, 2000; Knutson et al, 2001; Matthews et al, 2004; O'Doherty et al, 2004) , many questions about the functional properties of the human nucleus accumbens remain debated or unknown. Some of these properties are difficult or impossible to ascertain using functional MRI, given limitations of measuring slow changes in blood flow rather than rapid changes in neural activity. In addition, the neuronal processes within this structure cannot be assessed directly by functional MRI. Here, we recorded electrophysiological activity directly from the nucleus accumbens of five awake human patients who underwent deep brain stimulation surgery for treatment of major depression (Schlaepfer et al, 2008) . This provided a rare opportunity to examine the functioning of the human nucleus accumbens. We addressed the following issues, which remain debated or largely unknown.
First, although the nucleus accumbens clearly is involved in reinforcement processing, different accounts for what information it represents have been put forth. Some have proposed that nucleus accumbens activity reflects errors in reward prediction (McClure et al, 2003; O'Doherty et al, 2004; Abler et al, 2006; Rodriguez et al, 2006) , which is the difference between the reward or reward cue experienced, and the reward that was predicted. Others have suggested that it represents the rewarding value of reinforcements such as food or money (Knutson et al, 2001; Small et al, 2001; Cromwell et al, 2005) . Although not typically dissociated in experiments, these two accounts can make different predictions. For example, a perfectly predictable reward has a prediction error of zero but the reward value greater than zero. Relatedly, some have argued for a ventral/ dorsal striatum distinction, with the ventral region being involved in learning about rewards and the dorsal regions being involved in selecting actions based on learned reward values (O'Doherty et al, 2004; Morgane et al, 2005; Atallah et al, 2007) .
Second, it is unknown how quickly the human nucleus accumbens can process task-related information. Scalprecorded EEG studies have demonstrated that the medial frontal cortex can process reinforcement information as early as 200 ms (Gehring and Willoughby, 2002) , but nucleus accumbens activity cannot be measured from the scalp, so the timing of activity in the human nucleus accumbens, relative to the timing of other structures including the medial frontal cortex, is unknown. Although functional MRI can resolve activity changes on the order of seconds, EEG can provide insight into the speed with which information is processed within the nucleus accumbens (eg on the order of tens or hundreds of milliseconds).
Finally, the electrophysiological interactions with the medial frontal cortex, which has direct efferent projections to the nucleus accumbens (Finch, 1996; Haber and McFarland, 1999; Morgane et al, 2005) , are largely unknown in humans. Functional MRI studies have suggested that functional connectivity between the nucleus accumbens and the medial frontal cortex increases in response to risks and rewards (Cohen et al, 2005) . However, the latency and direction of the functional interactions between the nucleus accumbens and medial frontal cortex, which may occur in tens or hundreds of milliseconds (Kasanetz et al, 2006) , is below the temporal resolution of functional MRI. Intracranial EEG provides a unique opportunity to examine the time courses of the interactions between these regions with high temporal precision. Thus, a final goal of the study was to examine the latency and direction of interactions between the electrophysiological responses of the nucleus accumbens and medial frontal cortex (measured via surface EEG).
MATERIALS AND METHODS

Patients
All five patients (3 male; aged 37-55, average: 45) suffered from treatment refractory (refractory to multiple medications, psychotherapy, and electroconvulsive therapy) major depression. Electrode placement was planned using MRIs, as described elsewhere (Sturm et al, 2003; Schlaepfer et al, 2008) . The target structure was the postero-ventro-medial part of the nucleus accumbens (see Figure 1d ). The location of electrode placement was made entirely on clinical grounds. This experiment, and the larger clinical study of the use of deep brain stimulation as a treatment option for major depression, was approved by the ethics committees at the Universities of Bonn and Cologne. This study is registered with the Trials Registry (www.clinicaltrials.gov) under the number NCT00122031.
EEG Recording
Electroencephalogram recordings were conducted in a quiet testing room the day after surgical implantation of the DBS electrodes. The DBS electrodes are Medtronic model 3387, and are made of a mixture of platinum/iridium (90/10%). At this time, electrode leads remained externalized and could be hooked up to our mobile EEG recording system. Continuous EEG data were sampled at 1000 Hz with a 300 Hz anti-alias filter and referenced to linked mastoids. The recordings reported here were taken from the ventralmost contact in the left hemisphere. Results were similar for other contacts. Anatomically, this contact is located in the purported shell of the nucleus accumbens, as confirmed by visual inspection of postoperative X-ray scans. However, it is not possible for us to determine whether the activity we observed was generated by neurons located within the shell subregion, or whether other neurons around the ventral striatum contributed to the signal. Further, because of the surface area of the contacts, it is likely that many neurons within the ventral striatum contributed to the signal recorded here. We also recorded from several surface EEG electrodes, including Cz. Patients had taken their standard antidepressant medication, but were not sedated. Patients sat in a comfortable chair in front of a desk and performed the experiment on a laptop computer. The laptop was equipped with a parallel output cable that delivered triggers to the EEG recording system at the onset of each visual stimulus and button press with millisecond precision.
Event-Related Potential Statistical Analyses
Electroencephalogram data were band-pass filtered off-line at 0.1 to 15 Hz using filtering methods provided by eeglab software (www.sccn.ucsd.edu/eeglab/). Event-Related Potentials (ERPs) were computed by taking EEG windows around the onset of each event of interest (eg cue) from À200 to + 1000 ms. Single trial epochs were baseline corrected from À200 to 0 ms. Analyses were conducted using ANOVAs of voltage changes from 400-600 ms postcue or 300-400 ms post-outcome in SPSS 12.0 software package. Task-related data for Cz are presented in the Supplementary Information section.
Cross-correlation vectors were computed as follows. First, we calculated the correlation coefficient between the nucleus accumbens and Cz time series within a window of 0 to + 1000 ms around each triggering event (eg feedback onset). This is the cross-correlation with a time lag of 0 ms. Next, we shifted one time course with respect to the other by 1 ms; the resulting correlation coefficient is the crosscorrelation with a time lag of 1 ms. This procedure was repeated in 1 ms steps from À500 to + 500 ms. The result is a vector of correlation coefficients, where the coefficient at each time lag represents the extent to which activity at one electrode can be predicted from the lagged activity at the other electrode. Positive values indicate that Cz activity predicts future nucleus accumbens activity, and negative values indicate that nucleus accumbens activity predicts future Cz activity. This procedure was carried out for each trial, and then separately averaged together for separate conditions. Finally, we averaged across conditions. To assess statistical significance of the cross-correlations, we used the following boot-strapping procedure. First, we computed all cross-correlations from each patient's data, but randomized (1) the trial pairing within each category (eg nucleus accumbens activity from trial 1 might be cross-correlated with Cz activity from trial 14), and (2) the onset time used to compute the correlations. Thus, the temporal characteristics of both time courses are preserved, but their position in time with respect to each other is randomized. This boot-strapping procedure was repeated 100 times for each condition and for each patient; displayed in Figure 5 is the grand average.
Experimental Protocol
On the day following surgery, we were able to obtain electrophysiological recordings while patients were awake, outside of surgery, not sedated, and engaged in a rewardlearning task. Before the start of the experiment, patients were explained the procedures of the experiment and signed informed consent documents. The entire experiment, including instructions and breaks, lasted B30 min.
Our reward-learning task was designed to allow a distinction between learning stimulus-action-reward associations and freely choosing between actions with already learned associations (O'Doherty et al, 2003; Morris et al, 2006; Atallah et al, 2007) . This distinction is important because learning these associations and using them to guide behavior might be subserved by different neural circuits (Cardinal, 2006; Atallah et al, 2007) . The experiment thus comprised two tasks, a 'learning' task and a 'choosing' task. In the learning task, patients pressed the left or right mouse button when a visual stimulus (cue) appeared on the left or right side of a computer monitor. The cues remained on screen until patients made a response (all patients responded correctly on 100% of trials). After a 1500 ms delay, feedback appeared on the screen to indicate whether patients won or lost a small amount of money (see Figure 1a ). The feedback remained onscreen for 2000 ms. The amount won or lost was determined by reinforcement contingencies (Figure 1 ), which we did not tell patients, but which they quickly learned and could spontaneously report following the experiment. Specifically, there was a 'safe' cue, which predicted a future reward of 0.06 h with 100% certainty, and a 'risky' cue, which predicted a 75% chance of a 0.12 h reward, but also a 25% chance of losing 0.12 h. Note that the expected value of these two options is the same; this is important for distinguishing prediction errors from reward signals, as described below. There were 152 trials during the learning task (76 of each cue type). A pleasant or unpleasant sound (for wins or losses) was simultaneously played to provide poly-modal reinforcement. We used a game show-type buzzer for losses, the Windows chime for safe rewards, and the Windows 'Tada!' sound for risky wins. Patients started each trial by pressing the space bar.
When the learning phase finished, patients were told that there was a second part to the experiment, in which they would see both shapes at the same time and were free to choose whichever they wanted (but could only choose one per trial), and that sometimes they would win money and sometimes they would lose money (Figure 1b ). Patients were not told that how much money they could win or lose was related to which shape was displayed or chosen, nor were they told that the reinforcement contingencies were the same as experienced in the learning task. Patients began this task when they indicated they understood the instructions and were ready to begin. There were 200 trials in the choosing task. On each trial, patients saw both stimuli on the screen. When patients indicated their choice with a button press, a black box appeared behind the chosen stimulus for 500 ms to provide visual confirmation of the response. After a 1500 ms delay, feedback was presented for 2000 ms. The experiment was programmed using Presentation software (www.neuro-bs.com). Patients were paid what they won immediately following the experiment (9.00 h during the learning task, and an average of 10.85 h during the choosing task).
RESULTS
Behavior
During the learning task, there were no differences in reaction time to the two cues (mean for risky/safe: 613/ 577 ms, repeated-measures ANOVA: F 1,4 ¼ 0.288, p ¼ 0.62). During the choosing task, patients selected the safe (mean±std.: 68±8%) option more often than the risky option (32 ± 8%). Reaction times during the choosing task were numerically but not significantly faster for risky than for safe choices (mean for risky/safe: 498/683 ms, F 1,4 ¼ 1.53, p ¼ 0.28; Figure 1c) . We also examined whether feedback during the choosing task influenced the decision patients made on the subsequent trial. Although patients were more likely to choose the risky option after a risky win or loss compared to after safe wins (percent choose risky following safe, risky win, risky loss: 20, 58, 48%; see Figure 1c ), these differences was not statistically significant (F 1.5,6.3 ¼ 2.55, p ¼ 0.158).
Nucleus Accumbens Activity During Learning
As seen in Figure 2a , nucleus accumbens activity was significantly greater following the risky than safe cues. This difference began around 400 ms after onset of the cue and continued until around 700 ms (ANOVA; F 1,4 ¼ 8.74, p ¼ 0.042; see Figure 2b ), and was observed individually in four of five patients (see Supplementary Information) . During feedback, we observed that nucleus accumbens activity following safe rewards was significantly greater than baseline activity (t 4 ¼ À2.79, po0.025), as was the increase in activity from risky losses to safe rewards to risky rewards (linear increase across condition: F 1,4 ¼ 23.07, po0.01; Figure 2c ). The loss-reward difference was maximal around 300 ms (Figure 2d ), but inverted at around B450-500 ms, which was because of a sharp negative-going potential following losses. This inversion effect (more negative for loss compared to win from 450-550 ms) was significant across patients (t 4 ¼ À2.15, p ¼ 0.048). Finally, to examine learning effects throughout the experiment, we plotted separately the first and last 10 trials of each condition. Activity increased slightly from the beginning of the experiment to the end of the experiment (Figure 3 ).
Learning vs Choosing
We next examined whether the nucleus accumbens is equally sensitive to rewards and their predictors during both learning and reward-guided decision-making. We thus examined accumbens activity during the choosing task, which was similar to the learning task except patients were free to choose which of the two cues they wanted on each trial. In contrast to the cue-related activity observed during the learning task, we observed no changes in activity following the cue during the choosing task (Figure 4a and  b) . Indeed, activity did not even reliably depart from baseline at the time of the peak response in the learning phase (P40.5; see Supplementary Information for activity plotted separately for each patient). In contrast to these cuelocked differences between the learning and choosing tasks, feedback-locked ERPs during the choosing task were similar to those recorded during the learning task (Figure 4c and d) . Safe rewards continued to elicit activity greater than baseline (t 4 ¼ À2.77, po0.025), and the increase in activity from losses to safe rewards to risky rewards was also significant (F 1,4 ¼ 11.36, po0.001; Figure 4c) . Further, the later increase in activity for losses was visually similar to that observed during the learning phase and was marginally significant (t 4 ¼ À1.53, p ¼ 0.10). Finally, we examined whether feedback-related ERPs predicted the choice patients made on the subsequent trial, but no reliable results emerged.
Functional Interactions Between the Nucleus Accumbens and Medial Frontal Cortex
To investigate possible directional relationships between the accumbens and medial frontal cortex, we computed crosscorrelations, in which time courses of activity in the accumbens and scalp electrode Cz were repeatedly correlated, each time lagging one time course relative to the other by 1 ms (see Materials and methods). Cross-correlation patterns were similar across all conditions, so we averaged them together; separate plots are displayed in the Supplementary Information. The cross-correlation peaked at zero time lag, and was significant during both cue (F 1,4 ¼ 44.5, p ¼ 0.003) and feedback (F 1,4 ¼ 9.34, p ¼ 0.038), but was stronger during cue than feedback (F 1,4 ¼ 8.79, p ¼ 0.04; Figure 5a ). This zero time lag suggests that much of the coactivation between the medial frontal cortex and nucleus accumbens is simultaneous, ie, driven by a third region. To investigate whether this connectivity also contained topdown and bottom-up processes, we examined the asymmetry in the cross-correlations by subtracting the correlation value at each negative time lag from the correlation value at the corresponding positive time lag (Figure 5b ). In this subtraction, positive values indicate that medial frontal activity predicts future nucleus accumbens activity, and negative values indicate that nucleus accumbens activity predicts future medial frontal activity. Here, we observed a dynamic relationship between the medial frontal cortex and nucleus accumbens: Medial frontal cortex initially preceded nucleus accumbens activity with a lag from 0 to 100 ms that peaked at 46 ms on average (standard deviation: 14 ms), similar to the time lag observed in rats (Kasanetz et al, 2006) . However, the direction of this effect reversed later in time, with nucleus accumbens activity preceding medial frontal activity from around 200-400 ms with a peak at 302 ms (standard deviation: 90 ms). This correlation reversal was significant both during the cue (F 1,4 ¼ 122, po0.001) and feedback (F 1,4 ¼ 7.45, p ¼ 0.05) phases.
DISCUSSION
Our findings provide novel evidence for the function of the nucleus accumbens in representing risk and rewards, and its interactions with the medial frontal cortex during reward processes. In particular, this study revealed four primary findings.
First, nucleus accumbens activity was increased during risky compared to safe reward cues, and exhibited a linear increase in activity during feedback from losses to safe and risky outcomes that extended during most of feedback presentation, with the exception of the brief inversion between risky losses and wins, which is driven by a sharp negative deflection to losses at around 450 ms (discussed more below). These findings are consistent with a role of the nucleus accumbens in encoding the potential and received value of a reward, rather than prediction error. For example, reward prediction errors should be zero during safe rewards, because these rewards can be perfectly predicted. Additionally, the prediction error at the time of cue is equal for risky and safe trials, because their expected value is the same. Our results are in accord with suggestions that the nucleus accumbens is sensitive to the magnitude of rewards (eg Knutson et al, 2001; Small et al, 2001; Cromwell et al, 2005) . In addition to the potential value of the reward, the risky and safe cues were also associated with differences in variance (ie uncertainty or risk) of the associated outcome. Could this have explained the difference in activity seen in Figure 2a and b? Although we cannot rule out the possibility that variance contributed to this effect, several considerations suggest that this alone did not drive the risky vs safe cue ERP difference. First, cue-related spiking activity in midbrain dopamine neurons (Fiorillo et al, 2003) , and the BOLD response in the striatum (Preuschoff et al, 2006) , increases for increasingly predictive cues, which is the exact opposite pattern of results to what we found. This suggests that our findings reflected reward magnitude, and not reward predictability. Second, if the nucleus accumbens encoded the variance of associated outcomes rather than the reward magnitude, one would expect the response to safe cues to decrease over the course of the learning task, as patients learned that the safe cue was associated with a zerovariance outcome. However, we observed the opposite result (Figure 3) . Thus, although it is possible that variance contributed to the results, it seems likely that, as in other studies (Schultz et al, 1992; Bowman et al, 1996; Shidara et al, 1998; Knutson et al, 2001; Yacubian et al, 2006) , nucleus accumbens cue-related activity was sensitive to the magnitude of the potential future reward. One further possibility is that if patients had 'hoped for' the risky cue, then it is possible that the appearance of the safe cue would trigger a negative prediction error. However, this explanation is unlikely, for two reasons. First, during the choosing task, patients exhibited a preference for the safe over the risky option (the safe option was selected on 68% of trials), thus arguing against an expectation/hope for the risky cue during the learning task. Second, if patients did experience a subjectively negative prediction error during the safe cue in the learning task, one might expect the ERP response to have an inverted polarity, as is seen following losses (ie a true negative prediction error). Instead, the ERP to the safe cue exhibited a similar-looking response but B50% of the amplitude compared to the risky cue (compare with 50% of the possible reward ensuing reward value).
One curious and unexpected finding was the increase in activity following losses that peaked around 450-500 ms postfeedback. This was observed in both the learning and choosing tasks, and can be seen within individual patients (see Supplementary Information) . The nucleus accumbens is known to increase activity following punishments and aversive stimuli (Becerra et al, 2001; Young, 2004; Roitman et al, 2005) , and this loss-related increase may be a reflection of this. It is also possible that this peak reflects the added salience or low probability of risky losses. Because of the novelty of this finding, and because it has no surface ERP correlate that we are aware of, further experimentation will be required to more confidently attach psychological significance to this effect. The second finding was that the nucleus accumbens was significantly more active during the cue phase in the learning task than during the choosing task, suggesting a pronounced role of the nucleus accumbens in learning stimulus-reward mappings (Pothuizen et al, 2005; Cardinal, 2006) . Why was the nucleus accumbens not active during the cue phase of the choosing task? This effect is not likely because of initial learning of cue-reward associations: ERPs to safe cues did not change over the course of the learning task, suggesting that much of the learning took place in the first few trials. The primary difference between the learning and choosing tasks is that the learning task was Pavlovian (passive learning) whereas in the choosing task, outcomes depended on patients' behavior. Evidence from rat lesion and human neuroimaging studies suggests that the nucleus accumbens is involved in Pavlovian conditioning as well as initial learning during instrumental tasks (Atallah et al, 2007; Day and Carelli, 2007) . In contrast, evidence suggests that the dorsal striatum is more involved in reward-guidedfree choice selection (Lauwereyns et al, 2002; Samejima et al, 2005) . Curiously, feedback-locked ERPs were similar across the two tasks. These findings suggest that during cue presentation, the nucleus accumbens helps to learn and maintain stimulus-reward associations, and is no longer needed during the choosing task, when actions must be taken based on learned associations. During feedback, the nucleus accumbens used reward information to update learned representations of these associations, possibly mediated by the dorsal striatum (Lauwereyns et al, 2002; Samejima et al, 2005) . It is also possible that these differences were driven by the difference in number of visual cues presented (one during the learning phase but two during the choosing phase), although it is not clear why this would produce no change in activity (instead of the average activity as seen in the learning task), nor is it clear that patients processed only the visually presented cue (as opposed to thinking about the other cue as well) during the learning phase. Finally, it is possible that during the learning task, the cues themselves acquired rewarding properties, thus eliciting a 'reward' response, although in this case, it is unclear why the cues during the choosing task would fail to elicit a reward-like response, or to reflect the decision chosen on that trial.
The third main finding was the timing with which the nucleus accumbens processes reward-related information. Cue-related ERPs, and the difference between risky and safe conditions, peaked at 554 ms, whereas feedback-related ERPs peaked at 328 ms during the learning task and 315 ms during the choosing task (see Figures 2b, d and 4b, d) . This difference could not be explained by visual input, because there was more visual information to decode in the feedback phase (see Figure 1) . The time course of the feedback-locked findings provides a novel link between activity in the medial frontal cortex observed in previous scalp EEG studies (Gehring and Willoughby, 2002; Nieuwenhuis et al, 2004; Frank et al, 2005; Cohen and Ranganath, 2007) , in which it is observed that ERPs can distinguish positive from negative feedback at around 200-300 ms.
The fourth finding was of functional connectivity between the nucleus accumbens and medial frontal cortex. Functional interactions between these areas are expected given the anatomical projections from the medial prefrontal cortex to the nucleus accumbens (Haber et al, 2000 (Haber et al, , 2006 . It also is consistent with functional MRI studies suggesting enhanced connectivity between the medial frontal cortex and nucleus accumbens during risk-taking (Cohen et al, 2005) . The strongest correlations were observed at a time lag of 0 ms. This suggests that the two time courses share temporally simultaneous variance. Most likely, these zerolag coactivations were driven by a third region projecting to both the nucleus accumbens and the medial frontal cortex. One possibility is the mediodorsal nuclei of the thalamus, which projects to both structures (Berendse and Groenewegen, 1990) , and which is necessary for some reward-related behavior adaptations (Block et al, 2007) . Another possible route is through the midbrain dopamine centers, which receive projections from the nucleus accumbens (via the globus pallidus) and project back to medial frontal cortex (Powell and Leman, 1976; Mogenson et al, 1983; Haber and McFarland, 1999) .
Aside from the zero-lag correlations, we also observed significant asymmetry in the cross-correlations. Specifically, at short delays (B100 ms), medial frontal activity predicted future nucleus accumbens activity, whereas with larger delays of B300 ms, nucleus accumbens activity predicted future medial frontal activity. This seems consistent with the proposal that the nucleus accumbens is a dynamic gateway to integrate reinforcement signals to bias rewardseeking behavior. Specifically, multiple afferent signals from medial frontal structures about possible actions, and from amygdala and orbitofrontal cortex about possible rewards, converge in the nucleus accumbens, likely providing synaptic inputs to the same accumbens neurons (Groenewegen et al, 1999) . With the LTP-potentiating action of dopamine (Wolf et al, 2003) , the nucleus accumbens forms stimulus-reward associations, and in turn biases or reinforces actions that might lead to larger rewards (Redgrave and Gurney, 2006) . This possibility is consistent with the anatomical connectivity of this circuit: Medial frontal cortex directly projects to, and can modulate neural activity and dopamine levels in, the nucleus accumbens (Jackson et al, 2001; Brady and O'Donnell, 2004) . The nucleus accumbens in turn can project back to the medial frontal cortex via indirect connections such as the ventral tegmental area (Carr and Sesack, 2000; Haber et al, 2000) .
The DBS electrodes measure local field potentials, which comprise largely the sum of dendritic activity. Although several reports have linked local field potential activity to the functional MRI BOLD response (Logothetis, 2002) , some recent reports demonstrate that findings from single-unit recordings, EEG, and MEG (which measures magnetic field potentials, closely related to electrical potentials) do not always conform to patterns of BOLD activity (Maier et al, 2008) . Thus, although it is likely that our findings are applicable to interpreting functional MRI studies, it is possible that some aspects of intracranial EEG findings might not map perfectly onto patterns of activation from functional MRI studies. However, the observation that activity closely followed the value or magnitude of reward is consistent with some functional MRI results (Breiter and Rosen, 1999; Knutson et al, 2001; Ernst et al, 2005) .
One must ask how generalizable the accumbens electrophysiological findings are, given that these patients might have dysfunctional reward systems. It is not possible to measure electrophysiological activity from the nucleus accumbens of healthy humans, so we cannot determine whether patients' depression influenced our results. However, it is not clear that electrophysiological functions of the Asymmetry in cross-correlation suggests that at short delays (0-100 ms), medial frontal cortex activity predicts nucleus accumbens activity, whereas at longer delays (200-400 ms), nucleus accumbens activity predicts medial frontal activity. Dotted black line shows cross-correlations expected by chance, determined from a boot-strapping procedure. Floating error bars reflect standard error of the mean.
nucleus accumbens investigated here are pathological in these patients. That is, although it is clear that DBS to this region alleviates symptoms of depression (Schlaepfer et al, 2008) , the mechanism of this improvement remains unknown. For example, it is possible that DBS-driven overstimulation of nucleus accumbens target or afferent regions (McIntyre et al, 2004; McCracken and Grace, 2007) drives the efficacy of this procedure. Consistent with this 'network modulation' idea, DBS to other brain regions such as the subgenual cingulate is also effective at alleviating depression symptoms (Mayberg et al, 2005) . Further, although some studies show differences in ventral striatal activation between depression and control subjects (Epstein et al, 2006) , other studies have found no differences between depression and controls during simple reward tasks (Knutson et al, 2008) . In the present dataset, we found no significant correlations between the presurgery Hamilton depression scores and the voltage change of ERP components (all p's40.2), although it is possible that depression severity-ERP links are too subtle to be detected with a small sample size. Nonetheless, several aspects of our findings are consistent with those of animal studies, particularly that activity reflected the value of cued and received rewards (Schultz et al, 1992; Carelli and Deadwyler, 1997; Albertin et al, 2000; Cardinal and Howes, 2005; Cromwell et al, 2005) . Patients' behavioral performance and self-reported motivation, and our anecdotal observation of them, suggest that they were engaged in the task. The best route to knowing whether depression contributed to our findings would be to conduct similar studies in rats or nonhuman primates, for example, in rat models of depression (Overstreet et al, 2005) . At the time of recording, stimulation had not yet begun, so any possible longer-lasting effects of DBS could not have influenced our findings.
