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Abstract
The purpose of few-shot recognition is to recognize novel
categories with a limited number of labeled examples in
each class. To encourage learning from a supplementary
view, recent approaches have introduced auxiliary seman-
tic modalities into effective metric-learning frameworks that
aim to learn a feature similarity between training sam-
ples (support set) and test samples (query set). However,
these approaches only augment the representations of sam-
ples with available semantics while ignoring the query set,
which loses the potential for the improvement and may
lead to a shift between the modalities combination and
the pure-visual representation. In this paper, we devise
an attributes-guided attention module (AGAM) to utilize
human-annotated attributes and learn more discriminative
features. This plug-and-play module enables visual con-
tents and corresponding attributes to collectively focus on
important channels and regions for support set. And the fea-
ture selection is also achieved for query set with only visual
information while the attributes are not available. There-
fore, representations from both sets are improved in a fine-
grained manner. Moreover, an attention alignment mecha-
nism is proposed to distill knowledge from the guidance of
attributes to the pure-visual branch for samples without at-
tributes. Extensive experiments and analysis show that our
proposed module can significantly improve simple metric-
based approaches to achieve state-of-the-art performance
on different datasets and settings. 1
1. Introduction
The recent success of visual recognition tasks commonly
relies on supervised learning from a large number of la-
beled samples. However, in many practical applications,
it is expensive and time-consuming to collect sufficient la-
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Figure 1. An illustration of the effect of our proposed attention
alignment mechanism. The network learns to focus more on dis-
criminative features of support samples with the guidance of aux-
iliary attributes. And the attention alignment mechanism helps the
self-guided branch to learn to select important features without at-
tributes. Best viewed in color.
beled samples for each category. Inspired by the fact that
humans are good at learning to identify objects with very lit-
tle direct supervision, few-shot learning (FSL) has attracted
considerable attention. Trained on sufficient labeled sam-
ples from known categories (seen classes) and given very
few labeled samples (support set) of a set of new categories
(unseen classes), few-shot recognition methods aim at clas-
sifying unlabeled samples (query set) into these new cat-
egories. To imitate the process of learning new concepts,
seen and unseen classes do not overlap, which makes clas-
sical deep learning methods to have generalization issues.
Meanwhile, only very few labeled samples are available for
the test unseen classes, which may cause severe overfitting
when trying common fine-tuning strategies.
An effective approach to the few-shot recognition prob-
lem is to train a neural network to embed support and query
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samples into a smaller embedding space, where categories
can distinguish with each other based on a distance met-
ric [21, 23]. Existing works have achieved promising re-
sults by improving the informativeness and discriminabil-
ity of the learned representations. Ulteriorly, inspired by
the hypothesis that language helps infants to learn to rec-
ognize new visual objects [8], some recent approaches in-
troduce auxiliary semantic modalities such as label embed-
dings [28] and attribute annotations [22] to compensate for
the lack of supervision. These approaches assume that aux-
iliary semantic information is only available for support set,
but not for query set that is regarded as the prediction ob-
ject. However, while following this realistic setting, these
approaches only focus on the learning of support represen-
tations via information mixture or constraint with the help
of semantics. The necessity of explicitly designing special
mechanisms for query samples has been ignored, resulting
in a potential loss of performance. Moreover, as visual and
semantic feature spaces naturally have heterogeneous struc-
tures, query representations directly obtained from visual
contents may shift from same-labeled support representa-
tions mixed of both visual and semantic modalities. This is
shown as the failure of increasing the intra-class similarity
and reducing the inter-class similarity, which damages the
accuracy of recognition.
In this paper, we propose a novel attributes-guided atten-
tion module (AGAM) to utilize human-annotated attributes
as auxiliary semantics and learn more discriminative fea-
tures. AGAM contains two parallel branches, i.e., the
attributes-guided branch and the self-guided branch. Each
branch sequentially applies two attention modules, first a
channel-wise attention module to blend cross-channel in-
formation and learn which channels to focus, then a spatial-
wise attention module to learn which areas to focus. The
difference between the two branches is that corresponding
attributes of support samples can guide the feature selection
in the attributes-guided branch, leading to more represen-
tative and discriminative representations due to the promi-
nence of relevant elements and noise reduction of irrelevant
clutters. And the self-guided branch also helps to refine the
pure-visual representations of samples when attributes are
not available. Different from existing modality mixture ap-
proaches [18,28] that directly mix multiple modalities with
an adaptive proportion, we use the attention mechanism to
enhance the informativeness of representations more finely,
while ensuring the support representations modified with
attributes live in the same space of pure-visual query rep-
resentations.
Although query representations output by the self-
guided branch go through a similar process to support ones,
the lack of semantic information may lead to an inaccu-
rate focus on important channels or regions, which increases
the distance between same-labeled support and query sam-
ples. To handle the issue, we propose an attention align-
ment mechanism for AGAM, which aligns the attention
weights from both branches with a specially-designed atten-
tion alignment loss during the learning of support represen-
tations. As the features to be emphasized or suppressed by
the two branches tend to be similar, the alignment can be re-
garded as a special case of knowledge distillation [7], which
means the branch with less information can learn from the
branch with more information. Therefore, as shown in Fig-
ure 1, the self-guided branch can better locate informative
features without the guidance of attributes. Note that our
AGAM can be viewed as a plug-and-play module, mak-
ing existing metric-learning approaches more effective. To
summarize, our main contributions are in several folds:
1. We utilize powerful channel-wise and spatial-wise at-
tention to learn what information to emphasize or suppress.
While considerably improving the representativeness and
discriminability of representations in a fine-grained man-
ner, features extracted by both visual contents and corre-
sponding attributes share the same space with pure-visual
features.
2. We propose an attention alignment mechanism be-
tween the attributes-guided and self-guided branches. The
mechanism contributes to learning the query representa-
tions by matching the focus of two branches, so that the
supervision signal from the attributes-guided branch pro-
motes the self-guided branch to concatenate on more im-
portant features even without attributes.
3. We conduct extensive experiments to demonstrate that
the performance of various metric-based methods is greatly
improved by plugging our light-weight module.
2. Related Work
2.1. Few-Shot Recognition
Few-shot recognition aims to learn to classify unseen
data examples into a set of new categories given only a few
labeled samples. Having made significant progress, most
meta-learning approaches can be roughly divided into two
categories. The first is optimization-based methods, which
learn a meta-learner to adjust the optimization algorithm so
that the model can be good at learning with a few examples,
usually by providing the search steps [16] or a good initial-
ization to begin the search [5, 12]. The second is metric-
based methods [13, 20, 21, 23], which learn a generalizable
embedding model to transform all instances into a common
metric space, and in this metric space, simple classifiers can
be executed directly. For example, Matching Network [23]
combines both embedding and classification to form an end-
to-end differentiable nearest neighbor classifier. Prototypi-
cal Network [20] learns a metric space where embeddings
of query samples of one category are close to the centroid
(or prototype) of support samples of the same category, and
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far from centroids of other classes in the episode. Relation
Network [21] applies a neural network instead of a fixed
nearest-neighbor or linear classifier to evaluate the relation-
ship of each query-support pair.
2.2. Learning with Semantic Modalities
With the rapid growth of multimedia data, multimodal
analysis has attracted a lot of attention in recent years. In
particular, zero-shot learning methods use various semantic
modalities to recognize unseen classes without any avail-
able labeled samples [17,27]. The common practice in zero-
shot learning is to train a projection between visual and se-
mantic feature spaces with labeled samples in seen classes,
and apply the learned projection to unseen classes when in-
ferring. Although the setting of zero-shot learning seems
similar to that of few-shot learning, simply fine-tuning zero-
shot methods with few samples in few-shot problems may
lead to overfitting.
Recently, building upon existing metric-based meta-
learning methods, some few-shot learning works propose
to utilize auxiliary semantic modalities in a quite different
manner from zero-shot learning. [3] maps samples into a
concept space and synthesizes instance features by interpo-
lating among the concepts. [22] proposes a simple attribute-
based regularization approach to learn compositional image
representations. [28] models the representation as a convex
combination of the two modalities. And [18] proposes a
benchmark for few-shot learning with multiple semantics.
In our work, with the help of attributes as the only seman-
tic modality, we utilize channel-wise and spatial-wise atten-
tion to learn a better metric space in a fine-grained manner.
Furthermore, we design an attention alignment mechanism
to align the focus of the attributes-guided and self-guided
branches, helping to reduce mismatches of same-labeled
query and support samples.
3. Methodology
3.1. Preliminaries
As only a few labeled samples are available in each un-
seen class, all approaches in our experiments follow the
episodic training paradigm, which has been demonstrated
as an effective approach for few-shot recognition [20, 21].
In general, models are trained on K-shot N -way episodes,
and each episode can be seen as an independent task. An
episode is created by first randomly sampling N categories
from seen classes and then randomly sampling support and
query samples from these categories. Our method hypoth-
esizes that both visual contents and attributes as semantic
information can be useful for few-shot learning. Therefore,
the support set S = {(si, ai, yi)}N×Ki=1 contains K labeled
examples for each of the N categories. Here, si is the i-
th image, ai denotes the attributes vector to the image, and
yi ∈ {1, . . . , N} denotes the class label to the image. How-
ever, the attributes for query samples are considered to be
unavailable, and the query set Q = {(qi, yi)}Qi=1. Here, qi
is the i-th image, and Q denotes the number of query sam-
ples. The training phase aims to minimize the loss of the
prediction in the query set for each episode, and the perfor-
mance of the method is measured by the prediction accu-
racy of new episodes sampling from unseen classes. Note
that attributes are not used in some of the experimental com-
parison approaches.
3.2. Algorithm Overview
In this work, we resort to metric-based methods to obtain
proper feature representations for support and query sam-
ples, and propose an attributes-guided attention module
(AGAM) to modify the features by taking into account the
attribute annotations to the images. Figure 2 presents an
overview of our proposed AGAM. Inspired by [26], we uti-
lize channel-wise attention and spatial-wise attention mod-
ules to obtain the final refined features. However, different
from the previous work, we design two parallel branches,
i.e., attributes-guided branch (denoted by ag) and self-
guided branch (denoted by sg). For samples with attributes
annotations, the attributes-guided branch learns the atten-
tion weights by incorporating both attributes and visual con-
tents. And the self-guided branch is designed for the infer-
ence of samples without the guidance of attributes. Further-
more, we propose an attention alignment mechanism in
AGAM, which aims to pull the focus of the two branches
closer, so that the self-guided branch can capture more in-
formative features for query samples without the guidance
of attributes. Note that AGAM is a flexible module and can
be easily added into any part of convolutional neural net-
works.
3.3. Channel-Wise Attention Module
Firstly, as each channel of a feature map can be consid-
ered as a feature detector [30], we produce a 1D channel-
wise attention map to focus on “what” is meaningful in the
given image, as shown in Figure 2(a). Given an interme-
diate feature map F ∈ RC×H×W output by an established
convolutional backbone network, based on whether the at-
tributes vector a ∈ RD corresponding to the original image
is available, the input of the channel-wise attention module
can be different. As the attributes vector is not available
in the self-guided branch, the input Fsgc inp is the same as F,
where c inp denotes the input of the channel attention mod-
ule. And for samples with attributes, we firstly broadcast a
along height and width dimension of F to obtain a tensor
A ∈ RD×H×W , then concatenate F and A on the channel
dimension to get the input of the attributes-guided branch
Fagc inp = [F;A] ∈ RC
′×H×W , where C
′
= C +D and [; ]
denotes the concatenation.
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Figure 2. The overall framework of AGAM. Based on whether attributes to the image are available, one of the attributes-guided branch and
the self-guided branch is selected. The input features sequentially pass a channel-wise attention module (a) and a spatial-wise attention
module (b) to obtain the final-refined features. Best viewed in color.
To compute the channel-wise attention efficiently, max-
pooling and average-pooling are first used in paral-
lel to squeeze the spatial dimension of the input fea-
ture. As shown in the later ablation study, using
both pooling strategies simultaneously can bring com-
plementary and distinctive features. Here we have
MaxPool(Fsgc inp),AvgPool(F
sg
c inp) ∈ RC×1×1, and
MaxPool(Fagc inp),AvgPool(F
ag
c inp) ∈ RC
′×1×1. For each
branch, features pooled by each pooling layer are then for-
warded to an attention generating network, which consists
of two convolutions with kernel size 1 and can also be
seen as two linear transformations with a ReLU activation
in between [10]. The purpose of this attention generat-
ing network is to generate channel-wise attention after ex-
ploiting the inter-channel relationship of features, and note
that parameters of this network are not shared between two
branches. The element-wise summation is used to merge
the results of the same branch. In short, we have
Magc =σ(W
ag
1 (W
ag
0 (MaxPool(F
ag
c inp)))
+Wag1 (W
ag
0 (AvgPool(F
ag
c inp)))), (1)
Msgc =σ(W
sg
1 (W
sg
0 (MaxPool(F
sg
c inp)))
+Wsg1 (W
sg
0 (AvgPool(F
sg
c inp)))), (2)
where σ denotes the sigmoid activation function, Wag0 ∈
R(C
′
/r)×C′ , Wag1 ∈ RC×(C
′
/r), Wsg0 ∈ R(C/r)×C ,
Wsg1 ∈ RC×(C/r) are parameters of convolutions, and r
is a reduction ratio to reduce parameter overhead. Note that
the ReLU activation followed by W0 is omitted for clearer
expression. To obtain the channel-refined features, we mul-
tiply Magc ,M
sg
c ∈ RC×1×1 with the feature map F, ex-
pressed as
Fagc out =M
ag
c ⊗ F, Fsgc out =Msgc ⊗ F, (3)
where Fc out ∈ RC×H×W represents the output of the
channel-wise attention module in the corresponding branch,
and ⊗ denotes element-wise multiplication. During multi-
plication, the channel-wise attention values are broadcasted
along the spatial dimension.
3.4. Spatial-Wise Attention Module
As illustrated in Figure 2(b), we also generate a 2D
spatial-wise attention map to focus “where” is an infor-
mative region. The input of the module is Fsgs inp =
Fsgc out ∈ RC×H×W for the self-guided branch, and
Fags inp = [F
ag
c out;A] ∈ RC
′×H×W for the attributes-
guided branch. For both two branches, we first apply max-
pooling and average-pooling operations along the channel
4
dimension and concatenate the pooled features. Then for
each branch, a convolution layer is used to generate the
spatial-wise attention map. In short, the attention map is
computed as
Mags = σ(f
ag(
[
AvgPool(Fags inp);MaxPool(F
ag
s inp)
]
)),
(4)
Msgs = σ(f
sg(
[
AvgPool(Fsgs inp);MaxPool(F
sg
s inp)
]
)),
(5)
where σ denotes the sigmoid activation function. f repre-
sents a convolution operation with the filter size of 7×7 and
the number of zero-paddings on both sides of 3, whose pa-
rameters are also not shared between the two branches. To
obtain the final refined features, we multiply Mags ,M
sg
s ∈
R1×H×W with the channel-refined features in the corre-
sponding branch, which can be expressed briefly as
Fags out =M
ag
s ⊗ Fagc out, Fsgs out =Msgs ⊗ Fsgc out, (6)
where Fs out ∈ RC×H×W represents the output of the cor-
responding branch. During multiplication, we broadcast the
spatial-wise attention values along the channel dimension.
3.5. Attention Alignment Mechanism
As AGAM works with other metric-learning approaches,
these improved feature embeddings are finally fed into a
metric-based learner. For aK-shotN -way episode contain-
ing Q query samples, the metric-based classification loss
can be defined as the negative log-probability according to
the true class label yn ∈ {1, 2, . . . , N}:
Lmbc = −
Q∑
b=1
log p(y = yn|vqb ), (7)
where vqb denotes the feature embedding of the b-th query
sample. Note that p(y = yn|vqb ) is the probability of pre-
dicting vqb as the n-th class and can be different in various
metric-learning approaches, hence, the specific representa-
tion of probability depends on the chosen approach.
Furthermore, as the lack of attributes annotations may
lead the self-guided branch to concatenate on suboptimal
features, the metric-based learner is likely to make wrong
predictions for query images as the located channels and
regions are shifted from those of the same-labeled support
samples. Therefore, to make the self-guided branch learn to
emphasize or suppress the same features as if attributes have
participated in learning, we design an attention alignment
mechanism between the attributes-guided branch and the
self-guided branch. This is achieved by applying an atten-
tion alignment loss to the same type of attention maps ob-
tained from the same support sample but different branches.
Among various types of losses that can be used to measure
the similarity of attention maps, we choose the soft margin
loss according to the experimental results. Specifically, the
attention alignment loss from channel-wise and spatial-wise
attention maps of the i-th sample can be expressed as
lcasi =
∑
j
log(1 + exp(−Magc (j)⊗Msgc (j))), (8)
lsasi =
∑
j
log(1 + exp(−Mags (j)⊗Msgs (j))), (9)
where (j) denotes the j-th element of the attention map. For
each episode, all support samples are taken into account:
Lcas =
N∗K∑
i
lcasi , Lsas =
N∗K∑
i
lsasi . (10)
It is noted that our attention alignment mechanism can
be regarded as a special case of knowledge distillation [7],
where attention maps (referred to the “knowledge”) of
the attributes-guided branch (viewed as a teacher model)
become the distillation targets for the self-guided branch
(viewed as a student model). By mimicking the focusing
behaviors of the attributes-guided branch, the self-guided
branch with only unimodal input is expected to concatenate
on more informative features.
Accordingly, the overall loss of each episode is defined
as L = Lmbc+αLcas+βLsas, where α, β are the trade-off
hyperparameters to balance the effects of different losses.
The time complexity of AGAM is O(C
′
HW ), and the
space complexity is O(C
′2
). As the complexities vary with
the size of the input features, we note that in our experi-
ments, AGAM is inserted after the last convolutional layer
of the backbone network to avoid excessive cost.
4. Experiments
4.1. Experimental Setup
Datasets. We use two datasets with high-quality at-
tribute annotations to conduct experiments: (1) Caltech-
UCSD-Birds 200-2011 (CUB) [24], a fine-grained dataset
of bird species, containing 11,788 bird images from 200
species and 312 attributes, (2) SUN Attribute Database
(SUN) [15], a fine-grained scene recognition dataset, con-
taining 14,340 images from 717 different categories and
102 attributes. To perform meta-validation and meta-test
on unseen classes, both datasets are split so that class sets
are disjoint. CUB is divided into 100 classes for training,
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Method
CUB SUN
5-way 1-shot 5-way 5-shot 5-way 1-shot 5-way 5-shot
MatchingNet [23], paper 61.16 ± 0.89 72.86 ± 0.70 - -
MatchingNet [23], our implementation 62.82 ± 0.36 73.22 ± 0.23 55.72 ± 0.40 76.59 ± 0.21
MatchingNet [23] with AGAM 71.58 ± 0.30 75.46 ± 0.28 64.95 ± 0.35 79.06 ± 0.19
+8.76 +2.24 +9.23 +2.47
ProtoNet [20], paper 51.31 ± 0.91 70.77 ± 0.69 - -
ProtoNet [20], our implementation 53.01 ± 0.34 71.91 ± 0.22 57.76 ± 0.29 79.27 ± 0.19
ProtoNet [20] with AGAM 75.87 ± 0.29 81.66 ± 0.25 65.15 ± 0.31 80.08 ± 0.21
+22.86 +9.75 +7.39 +0.81
RelationNet [21], paper 62.45 ± 0.98 76.11 ± 0.69 - -
RelationNet [21], our implementation 58.62 ± 0.37 78.98 ± 0.24 49.58 ± 0.35 76.21 ± 0.19
RelationNet [21] with AGAM 66.98 ± 0.31 80.33 ± 0.40 59.05 ± 0.32 77.52 ± 0.18
+8.36 +1.35 +9.47 +1.31
Table 1. Average accuracy (%) comparison with 95% confidence intervals before and after incorporating AGAM into existing methods
using a Conv-4 backbone. Best results are displayed in boldface, and improvements are displayed in italics.
50 classes for validation, and 50 classes for testing as in [2].
SUN is divided into 580 classes for training, 65 classes for
validation, and 72 classes for testing as in [27]. Note that we
use category-level attributes on the CUB and image-level
attributes on the SUN dataset.
Experimental Settings. We experiment with our ap-
proach on 5-way 1-shot and 5-way 5-shot settings, and in
each episode, 15 query samples per class are used for both
training and inference. We report the average accuracy
(%) and the corresponding 95% confidence interval over the
10,000 episodes randomly sampled from the test set.
Implementation Details. Our method is trained from
scratch and uses the Adam [9] optimizer with an initial
learning rate 10−3. Following the settings of [2], we ap-
ply standard data augmentation including random crop, left-
right flip, and color jitter in the meta-training stage. And for
meta-learning methods, we train 60,000 episodes for 1-shot
and 40,000 episodes for 5-shot settings. For AGAM, we
set trade-off hyperparameters α = 1.0 and β = 0.1 for
all experiments. For all our implementations, each method
including our AGAM runs three times to compute each re-
ported result, and each mini-batch contains four episodes.
PyTorch [14] is used to implement our experiments, and we
use one NVIDIA Tesla V100 GPU for all experiments.
4.2. Adapting AGAM into Existing Frameworks
To verify the effectiveness of our proposed AGAM, we
embed it into three metric-based meta-learning approaches:
Matching Network [23], Prototypical Network [20], and
Relation Network [21]. Table 1 shows the gains obtained by
incorporating AGAM into each approach on two datasets,
and for all three approaches, incorporating AGAM leads to
a significant improvement. An observation is that AGAM
boosts the performance of Prototypical Network nearly by
23% on the 1-shot setting and 10% on the 5-shot setting of
Prototypical Network with AGAM
(a) Results on the CUB dataset.
Prototypical Network with AGAM
(b) Results on the SUN dataset.
Figure 3. The t-SNE visualization of the feature embeddings
learned by Prototypical Network with or without our proposed
AGAM. Only 10 classes from each dataset are shown for a bet-
ter view.
CUB, which is especially prominent when compared with
other metric-based methods. We believe the reason is that
when identifying bird species in such a fine-grained dataset
as CUB, a very detailed comparison between the support
and the query sample is required. While Matching Network
and Relation Network benefit from inputting and analyzing
each support-query pair, the original Prototypical Network
separately embeds each sample and thus perform worse.
However, AGAM supplements the required fine-grained in-
formation for Prototypical Network by concatenating on
discriminative features, helping to better solve those chal-
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Method Backbone
Test Accuracy
5-way 1-shot 5-way 5-shot
MatchingNet [23] Conv-4 61.16 ± 0.89 72.86 ± 0.70
ProtoNet [20] Conv-4 51.31 ± 0.91 70.77 ± 0.69
RelationNet [21] Conv-4 62.45 ± 0.98 76.11 ± 0.69
MACO [6] Conv-4 60.76 74.96
MAML [5] Conv-4 55.92 ± 0.95 72.09 ± 0.76
Baseline [2] Conv-4 47.12 ± 0.74 64.16 ± 0.71
Baseline++ [2] Conv-4 60.53 ± 0.83 79.34 ± 0.61
Comp. [22] ∗ ResNet-10 53.6 74.6
AM3 [28] † ∗ Conv-4 73.78 ± 0.28 81.39 ± 0.26
AGAM (OURS) ∗ Conv-4 75.87 ± 0.29 81.66 ± 0.25
MatchingNet [23] † ResNet-12 60.96 ± 0.35 77.31 ± 0.25
ProtoNet [20] ResNet-12 68.8 76.4
RelationNet [21] † ResNet-12 60.21 ± 0.35 80.18 ± 0.25
TADAM [13] ResNet-12 69.2 78.6
FEAT [29] ResNet-12 68.87 ± 0.22 82.90 ± 0.15
MAML [5] ResNet-18 69.96 ± 1.01 82.70 ± 0.65
Baseline [2] ResNet-18 65.51 ± 0.87 82.85 ± 0.55
Baseline++ [2] ResNet-18 67.02 ± 0.90 83.58 ± 0.54
Delta-encoder [1] ResNet-18 69.8 82.6
Dist. ensemble [4] ResNet-18 68.7 83.5
SimpleShot [25] ResNet-18 70.28 86.37
AM3 [28] ∗ ResNet-12 73.6 79.9
Multiple-Semantics [18] ∗ ◦ • DenseNet-121 76.1 82.9
Dual TriNet [3] ∗ ◦ ResNet-18 69.61 ± 0.46 84.10 ± 0.35
AGAM (OURS) ∗ ResNet-12 79.58 ± 0.25 87.17 ± 0.23
Table 2. Average accuracy (%) comparison to state-of-the-arts with 95% confidence intervals on the CUB dataset. † denotes that it is our
implementation. ∗ denotes that it uses auxiliary attributes. ◦ denotes that it uses auxiliary label embeddings. • denotes that it uses auxiliary
descriptions of the categories. Best results are displayed in boldface.
lenging recognition tasks.
For the qualitative analysis, we also apply t-SNE [11]
to visualize the embedding distributions obtained before
and after equipping our AGAM. As shown in Figure 3, the
model equipped with AGAM has more compact and sepa-
rable clusters on both datasets, indicating that the learned
features are more discriminative due to the guidance of at-
tributes. Moreover, it is observed that in Figure 3(a), the
effect improvement on the CUB dataset is more significant,
which is consistent with the actual accuracy improvement.
4.3. Comparison with State-of-the-Arts
To prove that simple metric-based methods can surpass
the previous state-of-the-art performance after equipping
our proposed AGAM, we report the results of our method
and others on both CUB and SUN datasets. Note that we
choose to display the results of Prototypical Network with
our proposed AGAM as our method. For a fair comparison,
we split the results achieved by all methods into two groups
according to the backbones, and our AGAM uses the same
or a smaller backbone network in each group.
As shown in Table 2 and Table 3, our proposed AGAM
Method Backbone
Test Accuracy
5-way 1-shot 5-way 5-shot
MatchingNet [23] † Conv-4 55.72 ± 0.40 76.59 ± 0.21
ProtoNet [20] † Conv-4 57.76 ± 0.29 79.27 ± 0.19
RelationNet [21] † Conv-4 49.58 ± 0.35 76.21 ± 0.19
Comp. [22] ∗ ResNet-10 45.9 67.1
AM3 [28] † ∗ Conv-4 62.79 ± 0.32 79.69 ± 0.23
AGAM (OURS) ∗ Conv-4 65.15 ± 0.31 80.08 ± 0.21
Table 3. Average accuracy (%) comparison to state-of-the-arts
with 95% confidence intervals on the SUN dataset. † denotes that
it is our implementation. ∗ denotes that it uses auxiliary attributes.
Best results are displayed in boldface.
further improves over Prototypical Network and achieves
the best performance among all approaches. It is pointed
out that AGAM not only outperforms methods that only use
visual contents, but also outperforms methods of utilizing
auxiliary semantic information. We attribute this success to
two things. The first is that AGAM uses channel-wise and
spatial-wise attention to refine the representations from both
support and query set in a fine-grained manner, making full
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use of visual contents and auxiliary attributes. The second
is that the attention alignment mechanism matches the focus
of two branches, which helps to alleviate the shift between
pure-visual query representations and the same-labeled sup-
port representations learned with the guidance of attributes.
4.4. Ablation Study on Framework Design
To empirically show the effectiveness of our framework
design, a careful ablation study is conducted. Specifically,
we do one of the following operations at a time: (1) Ex-
change the order of two attention modules. (2) Remove one
of the two pooling layers in both branches. (3) Remove one
of the two attention modules in both branches. (4) Remove
one or both Lcas and Lsas. We evaluate all these models
on the CUB dataset based on Prototypical Network with a
Conv-4 backbone, and the results are shown in Table 4.
Method
Test Accuracy
5-way 1-shot 5-way 5-shot
AGAM 75.87 ± 0.29 81.66 ± 0.25
AGAM SACA 74.22 ± 0.27 79.72 ± 0.26
w/o avgpool 66.27 ± 0.29 76.58 ± 0.25
w/o maxpool 67.60 ± 0.29 77.09 ± 0.22
w/o CA 54.91 ± 0.36 80.52 ± 0.24
w/o SA 69.66 ± 0.31 76.24 ± 0.27
w/o Lcas 74.88 ± 0.26 77.78 ± 0.26
w/o Lsas 74.29 ± 0.27 77.87 ± 0.23
w/o Lcas&Lsas 75.37 ± 0.31 78.92 ± 0.27
Table 4. Ablation test results of AGAM on CUB. Average accura-
cies (%) with 95% confidence intervals of each model are reported.
Best results are displayed in boldface.
Influence of the Order of Attention Modules. We
first exchange the order of channel-wise attention and
spatial-wise attention in AGAM, with spatial-wise atten-
tion in the front and channel-wise attention in the back
(AGAM SACA). This leads to about 2% performance
drops on both 1-shot and 5-shot settings. The results show
that the design of the module sequence is effective.
Influence of Pooling Layers. Removing either of the
average-pooling (w/o avgpool) and the max-pooling (w/o
maxpool) leads to 8% to 9% performance drops on the 1-
shot setting and 4% to 5% performance drops on the 5-shot
setting. This demonstrates that using both pooling strategies
simultaneously captures more useful information.
Influence of Attention Modules. Removing the
channel-wise attention (w/o CA) leads to about 1% per-
formance drops on the 5-shot setting, and more than 20%
drops on the 1-shot setting. This fully demonstrates the im-
portance of channel-wise attention in our proposed AGAM
when labeled data is particularly scarce. Removing the
spatial-wise attention (w/o SA) drops the performance by
5% to 6% on both 1-shot and 5-shot settings, which attests
that the spatial-wise attention brings stable and significant
improvement.
Influence of Attention Alignment Loss. To prove the
effectiveness of our proposed attention alignment mecha-
nism, we also remove one or both Lcas and Lsas. An obser-
vation from the results is that removing both Lcas and Lsas
(w/o Lcas&Lsas) obtains about 1% performance higher
than removing one of them alone (w/o Lcas, w/o Lsas)
on both 1-shot and 5-shot settings. We believe the reason
is that when only aligning weights from the channel-wise
or spatial-wise attention modules, the important features of
query samples can not be consistently selected using only
visual information in the other attention module, and there-
fore it is better to use neither Lcas nor Lsas. However, com-
pared to the complete AGAM model, all three models still
perform less than 1% worse on the 1-shot setting and 2%
to 3% worse on the 5-shot setting, demonstrating that the
joint use of two attention alignment loss items can lead to
improvement.
4.5. Ablation Study on Attention Alignment Loss
To prove that the soft margin loss is an ideal choice for
the attention alignment mechanism, we compare the results
on CUB and SUN with four different candidate losses: (1)
L1: measuring the mean absolute error (MAE) between
each element in the pair of attention maps. (2) MSE: mea-
suring the mean squared error (squared L2 norm) between
each element in the pair of attention maps. (3) smoothL1: a
squared term if the absolute element-wise error falls below
1 and an L1 term otherwise, less sensitive to outliers than
the MSE loss. (4) soft margin: A deformation of the logis-
tic loss between each element in the pair of attention maps,
as expressed in Eq. 8 and 9.
Loss Type
CUB
5-way 1-shot 5-way 5-shot
L1 66.95 ± 0.30 78.40 ± 0.25
MSE 69.83 ± 0.30 77.35 ± 0.22
smoothL1 72.42 ± 0.30 75.72 ± 0.31
soft margin 75.87 ± 0.29 81.66 ± 0.25
Loss Type
SUN
5-way 1-shot 5-way 5-shot
L1 60.56 ± 0.33 76.14 ± 0.26
MSE 59.54 ± 0.35 78.35 ± 0.26
smoothL1 62.07 ± 0.31 78.42 ± 0.23
soft margin 65.15 ± 0.31 80.08 ± 0.21
Table 5. Ablation test results of different attention alignment losses
based on AGAM with a Conv-4 backbone. Average accuracies (%)
with 95% confidence intervals of each model are reported. Best
results are displayed in boldface.
The results are reported in Table 5. On both CUB and
SUN datasets, choosing the soft margin loss in the attention
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alignment mechanism brings in better performance.
4.6. Visualization Analysis
To qualitatively evaluate whether AGAM indeed exploits
the important features with the help of the attention align-
ment mechanism, Figure 4 visualizes the gradient-weighted
class activation maps [19] from Prototypical Network, with
AGAM but removing the attention alignment mechanism,
and with the complete AGAM. It is observed that incor-
porating AGAM helps to attend to more representative lo-
cal features than the original Prototypical Network, which
contributes to better recognition performance. Also, the
masks of AGAM-integrated model cover the representa-
tive regions better for query samples when using the atten-
tion alignment mechanism, indicating that the self-guided
branch benefits from the attention alignment mechanism.
(b) (c)(a) (d)
Figure 4. Gradient-weighted class activation mapping (Grad-
CAM) visualization of query samples. Each row is the result of
the same query sample, and each column is: (a) Original images.
(b) Results of Prototypical Network. (c) Results of AGAM but
removing the attention alignment mechanism. (d) Results of the
complete AGAM. Best viewed in color.
5. Conclusion
In this paper, we propose an attributes-guided atten-
tion module (AGAM) to fully utilize manually-encoded at-
tributes in few-shot recognition. Owing to the channel-wise
attention and spatial-wise attention, the enhanced represen-
tations are more unique and discriminative for both sup-
port and query samples. Furthermore, through the well-
designed attention alignment mechanism, attention align-
ment is achieved between the attributes-guided branch and
the self-guided branch, which narrows the gap between the
representations learned with and without attributes. We
have demonstrated that our proposed AGAM boosts the per-
formance of metric-based meta-learning approaches by a
large margin, which are superior to that of state-of-the-arts.
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