The flux-flux plot (FFP) method can provide model-independent clues regarding the X-ray variability of active galactic nuclei. To use it properly, the bin size of the light curves should be as short as possible, provided the average counts in the light curve bins are larger than ∼ 200. We apply the FFP method to the 2013, simultaneous XMM-Newton and NuSTAR observations of the Seyfert galaxy MCG-6-30-15, in the 0.3-40 keV range. The FFPs above ∼ 1.6 keV are well-described by a straight line. This result rules out spectral slope variations and the hypothesis of absorption driven variability. Our results are fully consistent with a power-law component varying in normalization only, with a spectral slope of ∼ 2, plus a variable, relativistic reflection arising from the inner accretion disc around a rotating black hole. We also detect spectral components which remain constant over ∼ 4.5 days (at least). At energies above ∼ 1.5 keV, the stable component is consistent with reflection from distant, neutral material. The constant component at low energies is consistent with a blackbody spectrum of kT BB ∼ 100 eV. The fluxes of these components are ∼ 10 − 20% of the average continuum flux (in the respective bands). They should always be included in the models that are used to fit the spectrum of the source. The FFPs below 1.6 keV are non-linear, which could be due to the variable warm absorber in this source.
INTRODUCTION
According to the current paradigm, active galactic nuclei (AGN) are thought to be powered by accretion of matter, in the form of a disc, onto a central supermassive black hole (BH) of mass M BH ∼ 10 6−9 M ⊙ . AGN are strong X-ray emitters, and it is widely accepted that the X-rays are produced by Compton up-scattering of ultraviolet (UV)/soft X-ray disc photons off hot electron (∼ 10 9 K; e.g. Shapiro et al. 1976; Haardt & Maraschi 1993) . Since the X-ray luminosity is a substantial part of the bolometric luminosity in these objects, it is believed that the X-ray source (which is usually referred to as the 'X-ray corona') is located close to the central black hole, where most of the accretion power is released. AGN are highly variable in X-rays, both in flux and spectral shape. The amplitude of the X-ray flux variations is the highest, and the variability time scales are the shortest, among the variations at all wavelengths in radio-quiet AGN. This observational characteristic indicates that the X-ray source should also be small. Because of these charac-⋆ E-mail: ekammoun@sissa.it teristics, it is believed that X-ray spectral and timing studies can provide important clues regarding the physical processes that operate in the innermost region of AGN.
In this work, we apply the flux-flux plot (FFP) method to the simultaneous XMM-Newton and NuSTAR observations of the Seyfert 1 galaxy MCG-6-30-15 (z = 0.00775), performed in January 2013. Our main objective is to study its X-ray flux and spectral variability properties. The FFP method was first developed by Churazov et al. (2001) and was applied to the study of the X-ray variability of the black hole binary Cygnus X-1. It was first applied to AGN studies by Taylor et al. (2003) , with the aim to study the X-ray spectral variability of X-ray bright Seyferts. It has been used since then in numerous AGN X-ray variability studies.
MCG-6-30-15 is the archetype of Seyferts with broad iron lines in their X-ray spectra. It was the first source where a broad Fe Kα line with a red tail was detected. The line shape was interpreted as being due to relativistic reflection, implying an almost maximally spinning Kerr black hole (e.g. Tanaka et al. 1995; Iwasawa et al. 1996 Iwasawa et al. , 1999 Miniutti et al. 2007; Marinucci et al. 2014 ). This interpretation was supported by the detection of short delays between the X-ray continuum and the soft band (i.e. X-rays below ∼ 1.5 keV) emission (e.g. Emmanoulopoulos et al. 2011 Emmanoulopoulos et al. , 2014 Kara et al. 2014) . Epitropakis et al. (2016) showed that the iron line/continuum time delays are consistent with the delays between the hard (i.e. > 2 keV) and soft band variations.
MCG-6-30-15 is highly variable in X-rays. It shows large amplitude flux and spectral variations on short (minutes/hours) and long (days/years) time scales. Its spectral variations have been interpreted within the context of a two component model which consists of: 1) a highly variable power-law (PL) continuum (with an almost constant spectral slope of Γ ∼ 2), and 2) a less variable ionized reflection spectrum arising within a few gravitational radii (Shih et al. 2002; Taylor et al. 2003; Parker et al. 2014 ). The soft Xray spectrum of the source is affected by a complex warm absorber (e.g. Otani et al. 1996; Reynolds et al. 1997; Branduardi-Raymont et al. 2001; Turner et al. 2003 Turner et al. , 2004 , whose properties vary in time, and should add to the observed variability of the source. In fact, Miller et al. (2008 Miller et al. ( , 2009 ) proposed a complex absorption-dominated model in order to explain the red-tail of the iron line and the spectral variability of . According to this model, partial-covering absorbers in the line of sight (having column densities in the 10 22 − 10 24 cm −2 range), can produce an apparent broadening of the Fe Kα line similar to the one caused by relativistic effects (e.g. Miller et al. 2007; Turner et al. 2007) . Variability in the covering fraction of these absorbers could also explain the observed spectral variations.
We recently applied the FFP method to the narrow-line Seyfert 1 galaxy IRAS 13224-3809 (Kammoun et al. 2015) . We found that, if the source is highly variable and the intrinsic FFP is non-linear, the shape of the observed FFPs may be affected by the light curves' bin size. We suggested the use of the shortest possible bin size in the construction of the FFPs. In this work, we investigate the effects of the Poisson noise to the observed FFPs, and we provide practical guidelines for their estimation.
Although the main objective in the past applications of the FFP method was the determination of constant spectral components, in this work we use the FFPs to also study the variable spectral components in the X-ray spectrum of . FFPs can provide model-independent information on the origin of the spectral variability in AGN, and MCG-6-30-15 is an ideal target for this: it is highly variable and X-ray bright. As a result, we can use the NuSTAR data to study the FFPs at energies up to 40 keV. This was not possible to achieve in the case of IRAS 13224-3809, whose flux is low above ∼ 3 − 4 keV. We detect a constant component at energies above ∼ 1.5 keV, which is indicative of X-ray reflection from neutral material. We find that the hard X-ray emission is variable in amplitude, but not in shape (contrary to IRAS 13224-3809), and that it cannot be due to absorption related variations only. Similar to IRAS 13224-3809, we find strong evidence of a variable X-ray reflection component originating from an ionized disc, which extends to the inner stable circular orbit around a maximally rotating BH. We also find evidence of a constant component at low energies, which may arise from the inner disc.
OBSERVATIONS AND DATA REDUCTION

XMM-Newton
The XMM-Newton sattelite (Jansen et al. 2001 ) observed MCG-6-30-15 simultaneously with NuSTAR (Harrison et al. 2013) , starting on 2013 January 29 during three consecutive revolutions (Obs. IDs 0693781201, 0693781301, and 0693781401). The data are available in the XMM-Newton Science Archive 1 (XSA). We considered data provided by the EPIC-pn camera (Strüder et al. 2001) only, that was operating in small window/medium filter imaging mode. We do not consider the data from the two EPIC-MOS (Turner et al. 2001 ) detectors because they were affected by a high level of pile-up .
We reduced the data using the XMM-Newton Science Analysis System (SAS v15.0.1) and the latest calibration files. The data were cleaned for strong background flares and were selected using the criterion PATTERN ≤ 4. Source light curves were extracted from a circle of radius 40 ′′ , while the background light curves were extracted from an off-source circular region of radius 50 ′′ . We checked for pileup and we found it to be negligible in all observations. Backgroundsubtracted light curves were produced using the SAS task EPICLCCORR.
NuSTAR
MCG-6-30-15 was observed by NuSTAR with its two coaligned telescopes with corresponding Focal Plane Modules A (FPMA) and B (FPMB) starting on 2013 January 29 (Obs. IDs 60001047002, 60001047003, and 60001047005). We reduced the NuSTAR data following the standard pipeline in the NuSTAR Data Analysis Software (NuSTARDAS v1.6.0). We used the instrumental responses from the latest calibration files available in the NuSTAR calibration database (CALDB). The unfiltered event files were cleaned with the standard depth correction, which reduces the internal background at high energies, and we excluded South Atlantic Anomaly passages from our analysis. The source and background light curves were extracted from circular regions of radii 1. ′ 5 and 3 ′ , respectively, for both FPMA and FPMB, using the HEASoft task NUPRODUCT, and requiring an exposure fraction larger than 50 %. We checked that the background-subtracted light curves of the two NuSTAR modules were consistent with each other as follows. We divided the FPMA over the FPMB light curves (binned at ∆t = 1 ks), in all the energy bands we consider in this work (see next Section), and we fitted the ratio as a function of time with a constant, C. The fit was acceptable in all cases, indicating that the FPMA and FPMB light curves are consistent (C being consistent with 1 in all cases). Given this result, we added the FPMA and FPMB light curves in the various energy bands considered in this work, using the FTOOLS (Blackburn 1995) command LCMATH, in order to increase the signal-to-noise of the NuSTAR light curves. Figure 1 shows the XMM-Newton and NuSTAR light curves in the 3-4 keV band (chosen to be the reference band; see next Section), normalized to the mean average count rate. We plot data during the four time periods when both satellites were observing the source (we considered data from these periods only, by merging the good time intervals tables of the two satellites using the FTOOLS command MGTIME). This figure shows the large variability range of the source (the max-to-min flux ratio is ∼ 7) but also the consistency between the instruments.
FLUX-FLUX ANALYSIS
Choice of the energy bands
The first task in the flux-flux analysis is to define the reference band. Ideally, the flux in this band should be representative of the X-ray primary emission mainly, and should have the largest possible signal-to-noise ratio. In our case this band should also be common in both XMM-Newton and NuSTAR data. For these reasons, we chose 3-4 keV as the reference band. Table 1 lists the net exposure time and the average 3-4 keV count rate for each of the 4 time intervals and for the various detectors. To construct the FFPs at energies above 4 keV (the high-energy FFPs, hereafter) we divided the 4-40 keV band into 10 sub-bands. The first five were common to both XMM-Newton and NuSTAR, with ∆E = 1 keV in the energy range 4-8 keV, and ∆E = 2 keV for the fifth sub-band (8-10 keV). Using data from these bands and the reference band we constructed FFPs (plotted in Fig. B1 ). At energies larger than 10 keV, we used NuSTAR data only (Fig. B2) . We considered two sub-bands with ∆E = 2 keV. Then we chose a width of ∆E = 3 keV and 5 keV for the following two sub-bands. We also considered the light curve in the 25-40 keV sub-band (∆E = 15 keV). We did not consider the data at energies higher than 40 keV, because of the rapid decrease of the signal-to-noise ratio at these energies.
At energies below 3 keV, we extracted XMM-Newton light curves from 7 sub-bands in the energy range 0.3-1 keV with a width of ∆E = 0.1 keV. Then we considered two sub-bands with ∆E = 0.3 keV, one with ∆E = 0.4 keV, and ∆E = 1 keV for the last sub-band (2-3 keV). Using these light curves, and the reference band, we constructed the lowenergy FFPs (plotted in Fig. B3 ).
Choice of the time bin size
The time bin size of the light curves, ∆t bin , plays a significant role in the FFP analysis (Kammoun et al. 2015) . To investigate this issue, we used XMM-Newton and Nustar light curves with ∆t bin = 100 s, 1 ks, and 5.8 ks (equal to the NuS-TAR orbit) to create the low and high-energy FFPs (the 100s, 1ks, and 5.8ks FFPs, hereafter). We fitted them with a power-law plus constant (PLc) model of the form,
(x in this, and all equations hereafter, represents the count rate in the reference band). We used the MPFIT 2 package (Markwardt 2009 ), taking into account the errors on the yaxis only.
In general, the best-fit parameters in the case of the 1 and 5.8 ks high-energy FFPs are consistent with each other. This is not the case with the low-energy FFPs. This is similar to what was observed in IRAS 13224-3809 (Kammoun et al. 2015) and suggests that the intrinsic FFPs are not linear at energies below ∼ 2 − 3 keV (see § 3.4). The model parameters from the best-fits to the 100 s binned FFPs are significantly different, at all energies. As we demonstrate in Appendix A, this discrepancy is due to Poisson noise effects, which become significant when the count rate is low and ∆t bin is small. We find that the average number of counts per bin in each light curve should be larger than ∼ 200 photons in order to be able to determine the intrinsic FFP shape, without any distortions due to Poisson noise. Given this result, and the disagreement between the 1 ks and 5.8 ks results in the low-energy FFPs, we decided to study the FFPs which are constructed with the use of the 1 ks binned light curves at all energy bands, except the two highest NuSTAR energy bands, where we used the 5.8 ks binned light curves (to satisfy the high count rate criterion).
The high-energy flux-flux plots
We fitted the high-energy FFPs with the PLc model (eq. 1). We fitted both the data of the four time intervals shown in Fig. 1 separately, and the data from all intervals combined together. The fits were statistically accepted in all cases, and the best-fit slopes were consistent with one (at all energies). This result suggests that a straight line can also fit the FFPs. So we re-fitted them with a linear model of the form,
using the MPFFITEXY routine (Williams et al. 2010 ) which takes into account the errors on both x and y variables. Tables C1 and C2 in Appendix C list the best-fit results to the individual and the combined FFPs. The solid lines in Fig. B1 and B2 show the best-fit lines to the combined highenergy FFPs. The resulting A L and C L values from the best-fits to the FFPs of the individual intervals were consistent within the errors, at all energy bands. Filled symbols in Fig. 2 show their weighted mean (A L,wm and C L,wm ) plotted as a function of the mean energy of each energy bin. Empty symbols in the same figure show the best-fit A L,all and C L,all values we get when we fit the combined FFPs (using the data from all four segments). They are consistent with A L,wm and C L,wm (within 3σ). Since the errors of A L,all and C L,all are smaller than the errors of A L,wm and C L,wm , we will use the former in our analysis. In order to show the consistency of the results derived from the XMM-Newton and NuSTAR FFPs, we can re-write eq. 2 as follows,
where y and x are the mean count rates. Figure 3 shows the normalized NuSTAR best-fit values (i.e. A ′ = A L,all x / y and C ′ = C L,all / y ), versus the respective XMM-Newton values. This plot shows that the results from the analysis of the XMM-Newton FFPs are consistent with those from the NuSTAR FFPs.
The best-fit model constants, C L , are significantly larger than zero, even at the highest energy band. This result suggests the presence of a spectral component which is not variable, at least on time scales comparable to the duration of the MCG-06-30-15 observations (∼ 4.5 days). Secondly, the high-energy FFPs are well described by a straight line. This is consistent with the hypothesis of a power-law like X-ray continuum which varies in normalization only. In this case, the slope of the line which fits the FFPs, A L , should be equal to the ratio of y over x.
To investigate this issue further, we created fake powerlaw spectra using the XSPEC (Arnaud 1996) command FAKEIT, assuming an absorbed PL model with Γ in the range 1.95-2.2, with a step of ∆Γ = 0.01. We considered only Galactic absorption in the line of sight of the source (N H = 3.92 × 10 20 cm −2 ; Kalberla et al. 2005) , and the response matrices of EPIC-pn and FPMA/B. We estimated the expected count rate in each one of the high energy subbands, and we computed their ratio over the 3-4 keV model count rate. In this way, we were able to compute A L,mod , and then "A L,mod −vs-Energy" data sets for each Γ value.
Then we fitted the observed A L,all − E data (empty symbols in Fig. 2 ) to the A L,mod − E lines. We found that the observed A L 's are best reproduced in the case when Γ X = 2.04 ± 0.02 ( χ 2 X /degrees of freedoom (dof) = 7.4/4), and Γ N = 2.18 ± 0.02 ( χ 2 N /dof = 22/9) for the XMM-Newton and NuSTAR FFPs 3 , respectively. The XMM-Newton and NuS-TAR best-fit A L,mod − E models are plotted with the solid and dashed lines, respectively, in Fig. 2 . . We note that the best-fit A L,mod − E lines do not give a statistically accepted fit to the data ( χ 2 X+N = 29.4/13 dof, p null = 5.7 × 10 −3 ). The weighted mean of the residuals ratio (
over the 4-40 keV band is (1.96 ± 0.49)%. Therefore, a PL component which varies in normalization accounts for most, but not all, of the observed variations. We further discuss this issue in § 4.4.
The low-energy flux-flux plots
As with the high-energy FFPs, first we fit a PLc model to the low-energy FFPs of the individual time intervals. Figure B3 in Appendix B shows the resulting best-fit PLc models. The best-fit results, the mean value of the best-fit parameters, and the best-fit parameters obtained by fitting all the data together are listed in Table C3 . The model parameters from the best-fits to the individual time intervals were consistent with each other, in all bands. However, contrary to the high-energy FFPs, the best-fit values derived by fitting all the data together do not agree with the mean value of parameters obtained by fitting the FFPs of the individual time intervals. Strictly speaking, the PLc model is not statistically accepted, neither when we fit the individual nor the combined low-energy FFPs. The residual plots show significant, random data fluctuations around the best-fit models, indicative of short-amplitude, fast variations in the low energy bands which are independent of the continuum variations. When we fit a straight line to the best-fit residuals of the individual FFPs, the best-fit slope turns out to be consistent with zero. This suggests that the PLc model represents rather well the general trend in the low-energy FFPs. It takes account of most of the observed variations in the soft bands, and does not result in any large-scale, systematic trends in the residual plots. On the other hand, the residuals from the best-fits to the combined FFPs show systematic trends. We therefore accept the best-fit results to the individual FFPs as representative of the low energy FFPs. Since the best- fit parameters are consistent (within 3σ) at all low-energy FFPs, we use their arithmetic mean 4 in our analysis. Filled symbols in Fig. 4 show the mean model parameters plotted as a function of the centroid energy of each energy bin.
The best-fit model slopes (middle panel in Fig. 4 ) are significantly larger than one at energies below ∼ 1.6 keV. Non-linear FFPs can be produced by intrinsic spectral slope variations, as demonstrated by Kammoun et al. (2015) . However, these authors showed that Γ variations result in FFP slopes which are flatter than one. In addition, the highenergy FFPs argues against intrinsic Γ variations. We therefore conclude that the non-linear FFPs are not the result of spectral slope variations.
The magenta solid lines in Fig. B3 show the expected FFPs assuming a power-law spectrum with Γ X = 2.04, which varies only in normalization, as is the case with the highenergy FFPs (the predicted FFP lines are plotted assuming the Galactic absorption, only). The open circles in the top panel of Fig. 4 show the resulting A PLc . At energies ∼ 1.6 − 3 keV, the observed FFP slopes are consistent with one, and the observed A PLc are consistent with the predicted values. Not surprisingly, the magenta solid lines are also (broadly) consistent with the observed FFPs. We therefore conclude that the FFPs down to ∼ 1.6 keV are consistent with a power-law spectrum with Γ X ∼ 2, which varies only in normalization. The observed FFPs are below the magenta solid lines at energies between ∼ 0.6 − 1.6 keV. Furthermore, the observed A PLc are below the expected values at all energies below ∼ 1.6 keV. This result suggests that the count rate in these energies is smaller than what we would expect based on the variable PL model that is consistent with the high-energy FFPs (even when we take into account the Galactic absorption). The lower than expected count rate can be explained by the well-known variable warm absorber in MCG-6-30-15, which affects mainly the low energy spectrum of the source. At the same time, if the absorber is variable, it can result in FFP slopes which are steeper than one (as we show in Appendix D).
The best-fit model constants (C PLc ) are positive at all energies below ∼ 1 keV (bottom panel in Fig. 4 ). This is indicative of the presence of a spectral component at low energies which does not vary on time scales shorter than the duration of the observations. This agrees with the fact that, despite the warm absorption, the observed FFPs are above the predicted ones (magenta line) in the 0.3-0.6 keV range. This can only be explained by the presence of an extra spectral component (in addition to the variable PL and the warm absorber). 
DISCUSSION
Absorption induced X-ray continuum variability
The fact that a straight line fits well the high energy FFPs provides a model independent evidence against variable, clumpy absorption dominating the X-ray variability in MCG-6-30-15. If that were the case, the observed count rate, y(t), at energy E y , would be equal to:
assuming N obscuring clouds, each one with equivalent hydrogen column, n H,i (t), which is variable in time, while the X-ray continuum spectrum remains constant (σ(E y ) is the photo-electric cross-section). The above equation becomes,
and should also hold for the count rate at energy E x ,
We can solve for − n H,i (t) using eq. 6, and substitute it in eq. 5 in order to reach the following relation between the count rates in the two bands,
wehere C is a constant, and β = σ(E y )/σ(E x ). Equation 7 predicts a non linear relation between y and x, contrary to our results. Even if N varies with time, eq. 7 should still hold. Therefore, our results show that the hypothesis that the Xray variability in MCG-6-30-15 is due to variable absorption only (on the time scales we probe, at least) is not valid.
The constant high energy X-ray component
The linear model defined by eq. 2 consists of two terms. The C L term should be representative of a spectral component, which is not variable (at least over the sampled time scales). We used the best-fit C L,all values and the FTOOLS command ascii2pha to construct the spectrum of this component at energies above 1.6 keV (Fig. 5) . We fitted the spectrum with the neutral reflection model pexmon (Nandra et al. 2007 ).
We fixed the reflection fraction to one and the abundance of heavy elements to solar but we let the iron abundance and the cutoff energy free to vary. We kept all the parameters tied between the XMM-Newton and NuSTAR spectra, but we included a multiplicative cross-calibration constant that we fixed to unity for the XMM-Newton spectrum and we let it free to vary for the NuSTAR spectrum. We found it consistent with one , for all the cases that we considered.
The best-fit results are listed in Table 2 for various inclinations, up to 60 degrees. The model fits well the data in all cases, which implies that we cannot constrain the inclination. The photon index is consistent with 2 (within the errors), and the iron abundance is subsolar in all cases. We also found a low value for the high-energy cutoff, similar to the one found for the variable component in § 4.4 (the 3 σ upper limit is 120 keV). Our results indicate that the constant component can result from reflection off neutral material. This component is constant over at least ∼ 4.5 days, which places a lower limit on the distance of the reflector from the central source. Assuming that the BH mass is M BH ≃ 1.6 × 10 6 M ⊙ (Bentz et al. 2016) , this implies that the reflecting material is located at a distance D ≥ 5 × 10 4 r g (r g = GM BH /c 2 , is the gravitational radius). This is ∼ 1.7 times larger than the broad line region radius in this source ).
The constant low energy X-ray component
The model defined by eq. 1, which fits well the low-energy FFPs, also consists of two terms. The C PLc term could be representative of a low-energy spectral component which remains constant on time-scales of a few days (at least). However, this is not straight forward in this case. The soft X-ray spectrum of MCG-6-30-15 is charaterized by complex and variable warm absorption. We demonstrate in Appendix D that variable warm absorption can result in non-linear FFPs at low energies, with slopes steeper than one, as observed. The simulated FFPs are well fitted by a PLc model, with either positive or negative constants, C PLc,sim . In the cases that we considered, the absolute value of these constants is much smaller than the constants we measure in the observed low-energy FFPs, C PLc,obs . Although we cannot prove that this will always be the case, it is possible that C PLc,obs are indicative of a spectral component which does not vary, at least over the duration of the observations. We used the best-fit C PLc,obs values listed in Table C3 (and the FTOOLS command ascii2pha) to construct the lowenergy, constant spectral component of MCG-6-3015 (plotted in Fig. 6 ). We fit the spectrum with an absorbed blackbody (BB) spectrum, taking into account the Galactic absorption only. The fit (blue solid line in Fig. 6 ) is statistically accepted ( χ 2 /d.o.f. = 4.7/7). The best-fit temperature and normalization are kT BB = 100 ± 6 eV and N BB = (1.99 ± 0.3) × 10 −4 , respectively.
Such a component could be due to the intrinsic emission of the inner disc. In this case, this component should be variable on the local viscous time scale, which even for a source with a BH mass of the order of a million solar masses could be of the order of many days. In order to investigate the possibility of this component being representative of disc emission, we considered the optxagnf model (Done et al. 2012) which gives the spectral energy distribution of an accretion disc around a rotating SMBH, assuming Novikov-Thorne emissivity. We fitted this model to the data, assuming a BH mass of 1.6×10 6 M ⊙ , a spin parameter of 0.998, and the emission from the inner part of the disc only (i.e. we fixed the model parameter r out to 2 r g ). The model fits the data well ( χ 2 = 12.9/8 dof, p null = 0.11), with the best-fit Eddington ratio being log λ Edd = −1.19 ± 0.02. We therefore conclude that, the constant component in the soft-band of MCG-6-30-15 can be indicative of the inner disc emission, if the BH is maximally rotating, and the accretion rate is ∼ 6 per cent of the Eddington limit.
We note that the best-fit residuals plot in Fig. 6 indicate an absorption feature at energies ∼ 0.6 − 0.8 keV. It is not significant but this feature is reminiscent of warm absorption. It suggests that the constant soft spectral component is emitted by a region close to the central source, in agreement with the assumption that this is the intrinsic emission from the inner disc.
The variable X-ray spectral component
The A PLc x β and A L x terms in eqs. 1 and 2 should account for the variable, X-ray continuum spectral component in MCG-6-30-15, at low and high energies, respectively. We considered the mean 3-4 keV count rate with the best-fit A L,all and A PLc values (at energies above and below 1.6 keV, respectively), and we used the FTOOLS command ascii2pha to create the spectrum of this component. In principle, we could use any 3-4 keV count rate value to create the spectrum. We chose the mean so that the resulting spectrum is representative of the variable component in the average-flux state of the source (during these observations). The high energy variable component, y var,h , is plotted with the filled symbols in the top panel of Fig. 7 (circles and triangles indicate the data using the best-fit XMM-Newton and NuSTAR A L,all values, respectively). The low-energy variable component, y var,l , is plotted with the open circles in the same panel.
We fitted y var,h with a PL model, taking into consideration the Galactic absorption in the line of sight of the source. The model provides a rather poor fit to the data ( χ 2 = 30/15 dof; p null = 0.01), in agreement with the results we presented in §3.3. The weighted mean of the residuals ratio in the 2-10 keV band is 1.5± 0.5%. This in agreement with the results from the principle component analysis (PCA) method which reveals that the variability in the normalization of the PL component can account for ∼ 97% of the variability in this source (Parker et al. 2014 (Parker et al. , 2015 .
The best-fit residuals (shown in the middle panel in Fig. 7) indicate a deficit at ∼ 3 keV and an excess at around ∼ 6.5 and 20 keV, and are are suggestive of an X-ray reflection component. We therefore re-fitted y var,h with relxill (Dauser et al. 2013; García et al. 2014 ) (accounting for Galactic absorption). We assumed a maximally spinning black hole, a power-law emissivity profile with q = 3, and a reflection fraction of 1. We fixed the inner and outer disc radius to the ISCO and to 400 r g , respectively. The model fits the data well ( χ 2 /dof = 10.8/11; the best-fit residuals are plotted in the bottom panel of Fig. 7) .
The best-fit results are listed in the second column of Table 3 . The best-fit spectral slopes are consistent with the spectral slopes we found in §3.3. The best-fit PL cut-off energy is rather low when compared to other AGN (e.g. Marinucci et al. 2016 ) but it is not well constrained. The 3σ confidence range is [34-295 keV] . We note that the respective E cut range from the pexmon best-fit to the constant component (for all inclinations) is [12-120 keV] . When combined together, the two results indicate a cut-off energy between 34-120 keV in MCG-6-30-15. We also note that the best-fit iron abundances from the relxill fit to the variable component and from the pexmon fit to the constant component The average, X-ray variable spectrum in MCG-6-30-15 using the best model fit results to the XMMNewton and NuSTAR FFPs (circles and triangles, respectively). The vertical dashed line at 1.6 keV indicates the boundary between the high and low energy parts of the spectrum (assuming that the FFPs at energies 1.6-3 keV are similar to the high-energy FFPs, as we argued in § 3.4). The solid line above 1.6 keV indicates the best-fit relxill model to the data. The dotted line indicates the extrapolation of the model to lower energies. The solid line below 1.6 keV indicates the best-fit zxipcf × relxill model to the data. Middle and bottom panels: The PL and the zxipcf × relxill best-fit residuals, respectively (see § 4.4 for details).
are not in agreement. We cannot explain this discrepancy. It could either mean that our modelling is not complete, or it may be indicative of the degree that one (or both) of the models approximate well the respective spectral components.
The extrapolation of the best-fit relxill model to low energies (< 1.6 keV) is indicated by the dotted blue line in the top panel of Fig. 7 . The model exceeds the average variable component in this energy range. This is due to the effects of the warm absorber. Hence, we fitted the full band (0.3-40 keV) variable component with the model: zxipcf × relxill (accounting for Galactic absorption). First, we fixed the relxill parameters to their best-fit values obtained from fitting y var,h . The fit was statistically acceptable ( χ 2 /dof = 17/23). The best-fit warm absorber parameters are listed in the third column of Table 3 . The best-fit model and the corresponding residuals are shown in the top and bottom panel of Fig. 7 , respectively. We re-fitted the full band variable spectrum with the same model but letting the relxill parameters free. The fit was also acceptable ( χ 2 /dof = 11/17). The best-fit parameters are reported in the last column of Table 3 . There are differences between the best-fit values listed in the first and third columns of Table 3 , notably in the PL spectral slopes, but they are within 2 σ. Our results imply that the observed variations in MCG-6-3015 are due to a PL continuum which is variable in normalization only, and a variable, X-ray reflection component from the (ionized) inner disc. Various studies in the past have detected short delays between the continuum and the soft band variations in this source (e.g. Emmanoulopoulos et al. 2014; Kara et al. 2014) . Recently, Epitropakis et al. (2016) also detected similar delays between the continuum and the iron line variations in MCG-6-30-15. To measure time lags, both the continuum and the reflection components must be variable. Our results confirm this scenario.
CONCLUSIONS
To correctly estimate flux-flux plots, the mean counts per bin in both light curves must be larger than 200 in order to avoid distortions in the FFP shape due to the Poisson noise bias. As long as this criterion is fulfilled, the bin size of the light curves should be as small as possible, in order to avoid further distortions due to binning, in the case when the intrinsic FFP has a non-linear shape.
The FFP analysis can provide model independent information on both the constant and variable spectral components in the X-ray spectra of AGN. The latter possibility has not been explored in detail so far, although it has interesting advantages. For example, the FFP shape (linear or power-law like) can show conclusively, and in a model independent way, whether variable absorption operates or not. The spectrum shown in Fig. 7 is not a traditional, observed spectrum. It is a representation of the spectral energy distribution of the source at a certain flux level, using the results from the FFP analysis. Its energy resolution is low, but it is free of non-variable spectral components that complicate the subsequent model fitting. We could construct these spectra at various flux levels, and study the spectral evolution of the source in this way. We plan to explore in detail this possibility in the future. Our conclusions from the study of the MCG-6-30-15 FFPs are summarised below.
A) The non-variable, X-ray spectral components in MCG-6-30-15. A1) We detect spectral component(s) that remain constant at least over the duration of the observations we study (i.e. ∼ 4.5 days). At energies above ∼ 1.6 keV the constant spectral component is consistent with reflection from cold, neutral material, located more than 5 × 10 4 r g away from the central source. Our results are consistent with the results of Taylor et al. (2003) . At energies below ∼ 1.6 keV, the constant component is well fitted by a black-body model with a temperature of ∼ 0.1 keV. This component cannot correspond to the soft-excess expected from X-ray reflection from a milddly ionized disc, as this should be variable (since the reflection at high energies is variable). It could be due to intrinsic thermal emission from the inner disc itself, if the disc extends to the ISCO around a maximmaly spinnign BH.
A2) The 2-10 and 2-40 keV flux of the high energy, constant component is 5 × 10 −12 and 1.9 × 10 −11 erg s −1 cm −2 , respectively, which is 10% and 20% of the average X-ray continuum flux. The 0.3-1.6 keV flux of the low energy component is ∼ 17% of the average X-ray continuum flux in the same band. These are not negligible fractions so, in addition to a PL continuum plus a relativistically blurred reflection component, modelling of the X-ray spectrum of the source should also add: a) a constant reflection component from cold material, and b) a constant, blackbody-like component at low energies.
B) The variable, X-ray spectral components in MCG-6-30-15.
B1) The FFPs at energies above ∼ 1.6 keV are well fitted with a straight line. This result proves that: a) there are no spectral slope variations, and b) the observed variations cannot be caused by variations of the number and/or the covering factor of absorbing clouds. These are straight forward results, which do not depend on any assumptions regarding the model fitting of the source's spectrum. B2) Both the low and the high energy FFPs are fully consistent with a PL continuum, which varies in normalization, plus a variable (on time scales as short as 1 ks), X-ray reflection component, from ionized material close to the central BH. The variable reflection component is consistent with the detection of "soft" time lags in this source, since in order to detect delays between two components, both of them must vary. Part of the observed variations at energies below ∼ 1 keV are due to variations of the warm absorber. The presence of the variable warm absorber is supported by the non-linearity of the FFPs at energies below 1.6 keV are non-linear (like IRAS 13224-3809).
C) The soft excess in MCG-6-30-15.
It consists of both a constant and a variable component. Both could originate from the inner disc, as long as it extends to the ISCO around a fast rotating BH: the former could be due to the disc's intrinsic emission, the latter due to X-ray reprocessing (from the same disc region). Using the best-fit results of the constant and variable components, we estimate that the 0.3-1 keV flux of the constant and the variable component, in excess of the PL, are 6.8 × 10 −12 and 4.3 × 10 −12 ergs s −1 cm −2 , respectively. Therefore, ∼ 60 and 40 per cent of the soft excess flux is due to these two components. We note that that the variable component flux is based on the modeling of the variable component we reported in § 4.4, when the source was in its average-flux state during the 2013 observations. Obviously, the contribution of the variable soft excess component (due to X-ray reprocessing) will be larger/smaller during higher/lower flux states of the source. simulated count rate in both bands, and we used them to construct 1, 2, 3, 4 and 5 ks binned, simulated FFPs. Then, we fitted them with a linear model, exactly as we did with the observed FFPs. Figure A1 shows the best fit A L and C L values (top and bottom panels, respectively), as a function of the square root of the average counts in the (simulated) 25-40 keV band light curve. The two panels in Fig. A1 show that we can retrieve the intrinsic A and C values (indicated by the horizontal line in both panels), only when the average counts in the light curve is at least ∼ 200. The mean count rate in the 3-4 keV NuSTAR band is ten times larger than the mean count rate in the 25-40 keV band (see Fig. B2 ). In fact, the average counts in this band is larger than 200 even if we bin the data into 1 ks bins. For that reason, the best-fit A L and C L values are consistent (with the error), irrespective of the bin size of the 25-40 keV light curves. However, they approach the intrinsic values only when the average counts in the 25-40 keV band light curves reaches the limit of 200. Kammoun et al. (2015) suggested the use of light curves with the shortest possible bin size in order to recover the intrinsic FFP shape in the case of highly variable sources and an intrinsically non-linear relation. We show here that in doing so, particular case should be given to Poisson noise effects, which can affect the observed shape of the FFPs. Although it is usually assumed that the Poisson distribution approaches the Gaussian distribution when the mean (ie the average counts) is ∼ 20 − 50, our results indicate that this assumption is not enough to guarantee the correct estimation of the model parameters when fitting FFPs. We suspect that the reason is due to the nature of the intrinsic count rate distribution. As indicated by the plots in Appendix B, there is usually a small number of high flux points, which can span a large range in fluxes. It appears that a truly large number of counts per bin is necessary to guarantee a good approximation to a Gaussian (which is symmetric), so as to not bias the best-fit results to the FFPs to steeper (than intrinsic) slopes (and hence smaller constants).
We considered light curves affected by Poisson noise, because this is usually the case with X-ray light curves, such as the NuSTAR light curves. Our conclusions should be largely unaffected by the nature of the experimental noise (be it Poissonian or not): as long as the (mean) signal to noise ratio of the observed light curves, defined for example as the ratio of the mean over the mean error, is larger than Figure B3 . Low-energy FFPs in the 0.3-3 keV energy range, for the individual time intervals Int. 1-4 (black circles, blue squares, red triangles, green diamond, respectively). The dashed lines correspond to the best-fit PLc model obtained by fitting the data from each time interval separately, using the same color code. The solid magenta line indicates the predicted FFPs assuming a power-law spectrum with Γ X = 2.04 (see Section 3.3 for details). We did not plot the error bars for clarity reasons. The best-fit residuals are plotted in the lower panel of each plot. 
APPENDIX D: THE EFFECTS OF THE WARM ABSORBER TO THE FFPS
In order to investigate the effect of a variable warm absorber on the low-energy FFPs, we created simulated spectra using the XSPEC command FAKEIT, and the EPIC-pn responses, assuming the following model (in XSPEC terminology):
where TBabs (Wilms et al. 2000) and zxipcf ) account for the Galactic and the warm asborption, respectively. powerlaw varied in normalization (N PL ) only, with Γ fixed at 2.03. N PL varied between N PL,min and N PL,max , so that the respective model 3-4 keV model count rate were equal to the minimum/maximum observed count rate in the same band. As for zxipcf, we fixed N H at 2 × 10 22 cm −2 and we considered 3 different values for the covering fraction (CF): 0.4, 0.6 and 0.8. We assumed that the ionization parameter (ξ) is linearly proportional to the primary flux, as: log ξ = log N PL + 2.97. The constant was chosen so that the model count rate in the 0.6-0.7 keV band (when CF=0.6 and N PL = N PL,max ) is equal to the observed largest value. Given the N PL,min − N PL,max range, log ξ varied between 0.85 and 1.55. To construct the model FFPs, we estimated the model count rate in the reference and the low-energy bands, assuming 10 different values of N PL (between N PL,min and N PL,max ). Then we fitted them with a PLc model, exactly as we did with the observed FFPs. The best-fit simulated PLc parameters are plotted as empty symbols in Fig. D1 .
In general, the assumed variable warm absorber model results in FFPs which are, qualitatively, similar to the observed plots. In all cases, B PLc, sim 's are steeper than one, as observed. Therefore, a variable warm absorber can produce non-linear FFPs, with slopes steeper than one. In addition, variable warm absorption can also result in non-zero, positive constants. But, the value of C PLc, sim , at all energies, below 1 keV is quite smaller than C PLc, obs . We also tried different N H and/or CF values, and we saw that in some cases, a variable warm absorber model may even result in negative C PLc, sim in the FFPs. In this case, the amplitude of the intrinsic constant spectral component will be larger than what C PLc, obs 's imply. This paper has been typeset from a T E X/L A T E X file prepared by the author. 
