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Abstract
Modeling Ion Binding In The Chloride Transporter
by
Zhihong Chen
Doctor of Philosophy in Physics
University of Cincinnati, main campus
Professor Thomas Beck, Chair
The ClC channels and transporters have received intensive research focus in the ﬁelds of
biophysics and medicine, as they are involved in many biological functions, including acidi-
ﬁcation of the stomach[19] and intracellular vesicles, excitability of skeletal muscle, and salt
and water transport.[55] The ﬁrst part of this thesis is mainly concerned with classical simu-
lations of ClC-ecl transporters. The experimental anion binding free energy measured in the
wild-type ClC-ecl channel and its mutants does not reveal its state in the transport cycle.
With the molecular dynamics simulation method, the Local Molecular Field theory(LMFT)
of Weeks and coworkers [65] has been exploited to calculate the absolute hydration free en-
ergy in the central binding site of the wild-type Escherichia Coli ClC transporter and its
mutant E148A. We are able to ﬁnd out the favorable states in the transport cycle as diﬀer-
ent anions are in the binding sites. The present calculations suggest that both protonation
and mutation of the key E148 residue lead to a stronger binding free energy, and the ion
channel exists in an equilibrium of closed(with E148 unprotonated or protonated) and open
states(with E148 protonated).
The second part of this thesis concerns quantum chemical studies of the central bind-
ing site. The central ion-binding site determines selectivity in the CLC transporters and
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channels[63]. It is important to study the diﬀerence in free energies when diﬀerent anions
are bound in the pore. Many ClC transporters display a Cl− > Br− > I− permeabil-
ity sequence and cannot permeate F−[28]. A lock-down mechanism proposed by Miller[52]
suggests a strong hydrogen bond between the central bound F− and the protonated E148
side chain. However, this hypothesis still lacks direct proof from the crystal structure. The
relatively smaller binding free energy of F− compared to Cl−[53] appears to contradict this
hypothesis. Quantum chemical calculations were applied on the central binding site to ex-
amine the diﬀerence in structures with diﬀerent anions inside. Through charge analysis and
binding free energy diﬀerence calculations, we obtain a better understanding of the transport
puzzle.
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Chapter 1
Introduction
1.1 Background
Ion channels are proteins that are embedded in biological membranes[8]. Billions of years ago,
primitive cells evolved into forms that have a lipid ﬁlm, which blocks needed substances from
entering the cells and unwanted substances from getting out. In order to realize metabolism,
ion channels appeared in evolution. Ion transport through channels is of great importance
for life. For a long time, scientists have been trying to explain how ions move in and out
of cells. During the last century, technological developments led to the discovery and better
understanding of ion channels. The patch clamp technique[7], developed by Neher and
Sakmann in 1976 for the measurement of small currents caused by ion transport, is a key
development and is still being used today[14]. The physiological ﬂux measurement was the
main tool that scientists can use to investigate membrane transport prior to 1980. During
that time, two classes of transport mechanisms were proposed, the pores and carriers. In
the pores, a narrow, water-ﬁlled pathway is formed to allow ions and small molecules to go
through it. In the carriers, the membrane protein is considered as a ferryboat that is diﬀusing
back and forth, leading to exchange across the membrane of small molecules bound to the
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stereospeciﬁc binding sites. Later, it was proved incorrect, since the membrane protein is
too large to diﬀuse at high rates. Now, it is viewed that, in the transport of the carriers, the
conformational changes of the membrane protein lead to alternately exposure of the binding
sites to the intracellular and extracellular sides. The physical view of pores(channels) hasn’t
changed with further study, compared to the carrier mechanism[8]. The channels and ions
are playing an important role in the excitability of nerve and muscle[8].
Another great improvement is the recombinant DNA technology, which makes the pro-
duction of large amounts of the protein possible, due to the fact that the protein is coded
by DNA[7]. With this technology, the membrane protein of interest can be made artiﬁcially.
Lots of diseases are found to be associated with genetic mutations of the membrane protein.
For example, cystic ﬁbrosis is one of the common diseases resulted from mutations of the
chloride channels found in the epithelial cells of many tissues, including those of lung, in-
testine, sweat glands and more. It regulates the ﬂuxes of chloride ion in these tissues. As a
consequence of mutations in those chloride channels, the epithelial chloride ion conductance
is completely lost or greatly reduced[7].
With the advent of the ﬁrst crystal structure of a potassium channel in 1998[21], it is
possible to determine the positions of nearly all the atoms in the membrane protein, except
hydrogen atoms. This makes molecular dynamics simulations of all protein atoms and its
environment possible. As a result, researchers are studying this area intensively.
1.2 Classiﬁcation of Ion Channel
Ion channels are proteins with a narrow pore that allows passage of ions or small molecules.
They regulate the ﬂow of ions into and out of the cell, with diﬀerent channel types being
permeable to diﬀerent ion species[31].
Ions can be transported uphill in free energy utilizing ATP, as occurs in protein pumps.
The sodium-potassium pump is one of them. During the 3Na+/2K+ anti-transport cycle,
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both Na+ and K+ are moved in the directions against their concentration gradients. The
energy to move the ions uphill comes directly from ATP.
There are other classes of transport mechanisms: channels and transporters, which do
not directly use the energy source ATP. In channels, ions move passively through the water-
ﬁlled holes following the ionic concentration gradient. No energy consumption is necessary
in this transport process. The transport rate of channels depends on ion size, the length of
the pore, and the ratio of concentration gradient at intracellular side and extracellular side.
The channels can often transport ions or small molecules at the rates of millions per second
or higher. For ion X, the equilibrium potential of it is given by the Nernst equation,
EX =
RT
zF
ln
[X]e
X]i
(1.1)
where EX is the equilibrium potential, and [X]i and [X]e are the intracellular and extracel-
lular concentrations of ion X. R is the gas constant, T is the absolute temperature, F is
the Faraday constant, and z is the valency of the ion X. For most ions, the intracellular
and extracellular concentrations in human are diﬀerent, so the equilibrium potentials are
diﬀerent[7]. For example, in human blood, the equilibrium potential for Na+ is about +66
mV, while the equilibrium potential for K+ is about -93 mV[7].
In transporters, it is more complicated and often involves coupled transport, requiring
two or more substances, and conformational changes to exchange substrate between the in-
tracellular side and extracellular side of the membrane. So the transport rates in transporters
are relatively slow compared to channels, around hundreds to thousands per second. And
the transport rate of protein pumps is lower than channels and transporter. For transporters
that display the same direction of substrate movement, they are called cotransporters; for
transporters that display the opposite direction of substance movement, they are called
antiporters[8]. The transporters can drive one of the substances uphill in electrochemical
potential. As the substances move in the direction of the concentration gradient, the electro-
chemical potential energy transforms into the energy in ATP. As the substances are pumped
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against their concentration gradients in the transport cycle, two energy sources can be used.
One is from ATP. This kind of transporter is called primary active transporter. The other
is from the energy derived from the electrochemical gradient of another substance. So one
substance is pumped against its concentration gradient at the cost of dissipating the electro-
chemical gradient of another substance. This kind of transporter is called secondary active
transporter[17]. Recent studies suggest that the ClC chloride channel in E. coli(EcClC) acts
as a ClC Cl−/H+ secondary active countertransporter or antiporter[2].
1.3 Key properties
Selectivity and gating are the two key properties of ion channels. Ion channels can be
classiﬁed by these diﬀerent properties. Hundreds of diﬀerent types of ion channels have been
identiﬁed in the membranes of all biological cells.
Selectivity refers to a channel’s ability to select one ionic species over others present
in the cell and transport it rapidly through the pore. The ion channels are divided into
calcium channels, potassium channels, sodium channels, chloride channels, proton channels
and non-selective channels, etc[8]. For cation channels, they usually only let one speciﬁc ion
go through the pore. Compared to anion channels, cation channels are more selective.
Gating refers to opening and closing of the pore[26]. There are lots of stimuli that cause
a gate to open or close, such as a change in the membrane potential, binding of a ligand,
a change in temperature or stress on the membrane itself, light and so on[3]. For channels,
as the gate opens, a continuous water-ﬁlled pathway is formed. For transporters, there are
inner and outer gates and they can not be open simultaneously. This is one of the reasons
that the transport rate of channels is higher than transporters.
4
1.4 ClC Gene Family
Proteins of the ClC gene family are widely spread, from bacteria to humans. They are
involved in many physiological functions, such as adjusting cell volume, maintaining the
membrane potential, regulating the transepithelial Cl− transport and so on[17]. Some of this
Gene Family are found to be channels, such as ClC-O, ClC-1, ClC-2, ClC-Ka, and ClC-Kb.
Some members of them are found to be Cl−/H+ transporters, such as ClC-3, ClC-4, ClC-5,
ClC-6, and ClC-7. Among the ClC transport proteins mentioned above, ClC-O is extracted
from the electric organ of torpedo ray. The rest of them can be widely found in humans. The
ClC-O membrane protein is voltage-gated, and it enables the torpedo ray to produce around
80 volts of electricity. The ClC-3, ClC-4, and ClC-5 transport proteins are located on the
membrane of intracellular vesicles and play a important role in maintaining the pH balance
of these areas. Their functional properties conﬁrmed that they work as Cl−/H+ antiporters.
The ClC-5 membrane protein draws a lot of attention, since the genetic mutation of it in
kidney causes Dent’s disease. The ClC-Ka and ClC-Kb membrane proteins, found in kidneys
and ears, are important for transepithelial Cl− transport. Bartter III syndrome is related to
the mutation of ClC-Kb[17].
Genetic study of ClC family shows sequence conservation from bacteria to humans. The
crystal structure of EcClC[26], extracted from E. coli bacteria, makes it possible for a more
detailed study of its transport mechanism. Investigation of principles and characteristics of
EcClC can lead to better understanding of the functions of ClC gene family in human.
1.5 EcClC transporter
Potassium channels regulate membrane excitability, and calcium channels involve the me-
diation of gene expression, muscle contraction, and more. The ClC chloride channels and
transporters, found from bacteria to mammals, are the most ubiquitously expressed of all
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classes of channels[40], and play an important role in various biological functions[31] such
as ion transport, electrical excitability, acidiﬁcation[27], and so on. The EcClC membrane
protein[25], extracted from Escherichia coli, is one important type of ClC chloride channel
family. Conservation of eukaryotic and prokaryotic ClC chloride channels has been shown in
the crystal structures[25]. Studies of the EcClC membrane protein can help us understand
the key properties of eukaryotic ClC channels. It has been found that many diseases, such
as myotonia congenita, Bartter’s syndrome, and Dent’s disease, are caused by genetic muta-
tions of ClC channels[20]. So it is important to understand the transport mechanism in the
EcClC membrane protein.
X-ray diﬀraction was used to determine the crystal structure of ClC chloride trans-
porters[21]. The EcClC membrane protein is α-helical and has a dimer structure(Fig 1.2(a)).
In each monomer, there are three binding sites in or near the selectivity ﬁlter: the intracel-
lular binding site Sint at the intracellular entrance to the pore, the central binding site Scen
in the pore center, and the extracellular binding site Sext at the extracellular entrance to the
pore. The central Cl−-binding site(Scen) is located roughly at he middle of the membrane
and the central Cl− is dehydrated and completely surrounded by coordinating groups such
as, Ser107 and Tyr445, and hydrogen atoms from the amine of Ile356 and Phe357[60]. The
internal Cl− is about 7 A˚ below the central Cl−, and it is partly exposed to water and partly
surrounded by the protein, as is the Cl− bound in Sext, which is about 5 A˚ above the central
central Cl−. The Sext site is either occupied by an anion or by a glutamate residue that acts
as a fast gate, as shown in Fig 1.1(a) and 1.1(b). In the closed structure the pore was found
blocked by a glutamate(E148). In the open structures, with the glutamate residue E148
protonated(E148-P) or mutated, three chloride ions are inside the transporter occupying the
three binding sites respectively[26], as shown in Fig 1.2(b). The E148 residue plays a key
role in the Cl−/H+ exchange mechanism. It is involved in protonation and the resulting
conformational change for H+ transport[61]. Our results suggest that it also determines the
the central Cl− binding free energy in chloride transporter of wild-type E. coli. In addition
6
Figure 1.1: Structural representations of wild-type Escherichia Coli ClC membrane protein(1OTS) and
E148Q mutant.
to the pathway of Cl− inside the transporter, another pathway outside of it is identiﬁed[22].
It is found to be related to the movement of helix O. Experiments have shown that con-
straints on helix O lead to a reduction of the transport rate. The reduction is greater on the
intracellular side than the extracellular side. The Y445 residue is an important part of the
inner gate.
However, for the wild-type E. Coli membrane protein, only the closed state of the trans-
port cycle is caught in the crystal structure. In the mutants E148A and E148Q, open states
are caught in the crystal structure and three Cl− are found to occupy the three binding
sites simultaneously. The lack of apparent conformational changes involving other residues
in the transport cycle leads to the hypothesis that E148 is the only relevant residue that
participates in the transport[22].
Direct measurements of Cl− and H+ ﬂuxes through the membrane conﬁrm a Cl−/H+
exchange stoichiometry of 2[61]. It is found that the Cl−/H+ pathways overlap on the
extracellular side of the protein and split apart at the central binding site[4][22].
7
Figure 1.2: Structural representations of Escherichia Coli ClC membrane protein(1OTS) and E148A mu-
tant. (left), chain A and chain B of 1OTS are shown by blue and green cartoon representation. Chloride ions
are represented as red spheres. (right), three chloride ions are bound to Sext, Scen and Sint, respectively.
The transport mechanism is still poorly understood. Diﬀerent transport mechanisms have
been proposed for the ClC transporters by our group[75], Accardi[1], Maduke[42], Chen[72],
Jordan[30], MacKinnon[48], Miller[61] and Coalson[18]. Study of the protonation impact
on the free energy changes should help us understand the transport mechanism. Accardi’s
group [63] has used the isothermal titration calorimetry method to measure experimental
values of the free energy change for passage of chloride ions from water into the binding
sites in diﬀerent structures of ClC transporters. However, for one Cl− binding to the wild-
type EcClC membrane protein, for which Accardi believed Cl− is binding to Scen, it is not
feasible to determine if the gate is open or closed while performing the measurement, since
the transporter may ﬂuctuate between the two states on a millisecond time scale. Direct
calculations of the binding free energy of open and closed states may lead to a better un-
derstanding of the ion transport cycle. A number of methodological uncertainties, such as
the protein’s dielectric constant εp, the representation of the membrane and the protonation
states of ionizable residues, could lead to poor binding free energy calculation results. Thus,
it is important to ensure that reasonable choices for the system set-up are made[29]. Re-
searchers have not performed many calculations on the binding energies. B. Roux’s group
carried out pKa calculations using the Poisson-Boltzmann framework in order to determine
whether the non-default, protonated state was favorable with the protein-ion-membrane en-
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Figure 1.3: F− in the wild-type E. Coli membrane protein and mutant E148Q. The distances between the
central bound ion and near O or N atoms are labeled.
vironment. They found that Glu113, Asp417A, His175,His281 and His284 prefer to stay in
the protonated state[29], which was how my ClC chloride transporter system was built.
1.6 Selectivity and Lock-down Mechanism
Experiments have shown that only one of the three binding sites determines selectivity of the
Escherichia Coli ClC tranporters, the central binding site(Scen)[63]. Many ClC transporters
display a Cl− > Br− > I− permeability sequence and cannot permeate F−[28]. The binding
free energies for anions[63] have the same trend as the permeability sequence except for F−.
In the wild-type Escherichia Coli ClC transporter, the F− binding free energy is -4.11 ±0.05
kcal/mol, compared to -4.51 ±0.05 kcal/mol for Cl−[53]. It is still poorly understood why
F− does not bind as tightly as Cl− and yet transport of F− is blocked. Miller[52] proposed
an F−-dependent lock-down mechanism, saying that as F− gets into the central site, it forms
a strong hydrogen bond with the protonated E148 side chain and stabilizes it in the closed
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position. His proposal is based on the observation of a hydrogen bond between F− and the
E148Q side chain in the crystal structure. Fig 1.3(b) shows that F− is only about 3 A˚ away
from the E148Q side chain. So it is very likely that a hydrogen bond is formed between them.
In the crystal structure of F− in the wild-type Escherichia Coli ClC transporter, as shown in
Fig 1.3(a), F− is 5.2 A˚ away from the E148 side chain in both monomers. A proposed reason
for this relatively large distance, compared to F− in E148Q, is that it may be in a transport
intermediate state since the E148 side chain is deprotonated[52]. The lock-down mechanism
for F− in the wild-type Escherichia Coli ClC transporter still lacks direct evidence. However,
if the lock-down mechanism is true, for most of the time, F− would be in close contact with
a protonated E148 side chain and a hydrogen bond is formed between them. Following
this argument, F− should bind more strongly. However, experimental binding free energy
measurements for F− and Cl− in the binding site contradict this reasoning. Thus we believe
that the lock-down mechanism for F− is still questionable.
1.7 About my work
In the wild-type EcClC protein, the transport rate of Cl− is about 410 per second. So the
conformational change of E148 side chain occur on the time scale of milliseconds. Due to
the large computational cost of molecular dynamics simulations of the protein-membrane-
water system, the simulation time of it is limited to tens of nanoseconds. It is not possible
to simulate the kinetic process of transport and no large conformational changes should
be expected during simulations. Coalson’s group[18] has used the Potential of Mean Force
method(PMF) to examine the energy barriers to transport a Cl− from the extracellular
side to the intracellular side of the CmClC transporter. In my thesis, I applied free energy
calculations to study the potential energy surface minimuma of Cl− ion in the binding sites
of the EcClC protein. The free energies are the driving forces for Cl− ion movements in the
key steps of the transport cycle. Through learning about the key steps, we can assess several
10
proposed transport mechanisms mentioned above.
To understand how the selectivity ﬁlter transports Cl− and Br− rapidly and selectively
as opposed to F−, we examined the electronic structures of several anions(F−, Cl− and Br−)
in the central binding site. Through charge analysis, I examined the charge transfer from
the anions the their backgrounds. The comparisons of the binding free energies for anions
in water and in the binding sites give an estimate of selectivity.
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Chapter 2
Theory
In this chapter, I will introduce the methods that are applied in the binding free energy
calculation.
2.1 Free energy simulation methods
The free energy is a thermodynamic state function that characterizes the equilibrium of a
system. Hydration free energies of small molecules and protein-ligand binding aﬃnities have
been estimated using free energy methods. It is important for understanding of the ther-
modynamic properties[45]. The Helmholtz free energy can be calculated from the canonical
partition function Q[16],
A = −kBT ln(Q) (2.1)
where kB is the Boltzman constant, and T is the temperature.
For an N-particle system, the partition function Q is deﬁned as[16],
Q =
1
h3NN !
∫ ∫
exp[−βH]dpdr (2.2)
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where the 3N-dimensional vectors p and r corresponds to the conjugate momenta and co-
ordinates of the particles of the system. β is 1
kBT
, h is Planck’s constant and H(p, r) is the
classical Hamiltonian describing the system. The relative free energy diﬀerence ΔA between
two states 1 and 0 of a system is given by[16],
ΔA = A1 − A0 = −kBT ln Q1
Q0
(2.3)
where the ratio of the partition functions Q1 and Q0 corresponds to the probability of ﬁnding
the system in one state with respect to the other. The free energy diﬀerence ΔA can be
estimated using either Molecular Dynamics or Monte Carlo Simulation methods.
The following are two traditional free energy calculation methods:
1. Thermodynamic Integration Method
2. Free Energy Perturbation Method
Thermodynamic Integration Method
In the thermodynamic integration method[16], the free energy diﬀerence between two states
λ0 and λ1 is evaluated as an integral over all the states between the initial and ﬁnal states,
ΔA =
∫ λ1
λ0
〈
δA(λ)
δλ
〉
dλ (2.4)
Further,
δA(λ)
δλ
=
〈
δE(λ)
δλ
〉
λ
(2.5)
where E(λ) is the internal energy of the system expressed as a function of λ.
Perturbation Method
In the perturbation method[16], the free energy diﬀerence between two states is calculated
from the probability of ﬁnding the system in one state while sampling the other:
ΔA = −kBT ln
〈
e
− 1
kBT
[H(p,r,λ1)−H(p,r,λ0)]
〉
λ0
(2.6)
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where H(p, r, λ1) and H(p, r, λ0) are the Hamiltonians for the states λ1 and λ0, respectively.
The ΔA of the total free energy diﬀerence between two states 1 and 0 can be estimated as
a sum of the free energies diﬀerences over diﬀerent intermediate states i, in between states 0
and 1,
ΔA =
∑
i
ΔAi (2.7)
where
ΔAi = −kBT ln
〈
e
[− 1
kBT
(Ei+1−Ei)]
〉
i
(2.8)
2.2 Quasi-Chemical Theory
The two methods above require adequate sampling. The overlaps of the phase spaces sam-
pled can be increased by minimizing the size of the transition step, thus increasing computa-
tional cost[66]. A number of improvements have been made to ensure enough overlap. They
are the histogram overlap[73], Bennett acceptance ratio(BAR)[12], importance(or umbrella)
sampling[71], adaptive biasing force(ABF)[16], weighted histogram(WHAM)[47], replica ex-
change[43], metadynamics[49], and non-equilibrium work methods[38][16].
The Quasi-Chemical theory is derived from the Potential Distribution Theorem(PDT)[70].
It divides the free energy into three parts spatially. For an ion in water, the excess chemical
potential is written as[66],
μex = −kBT ln
〈
e−βΔU
〉
0
(2.9)
〈〉 means averaging. ΔU is the interaction energy of the solute with the solvent.
If a function of the distribution is deﬁned, we can rewrite the right hand side of equation
2.9 as follows, 〈
e−βΔU
〉
0
= e−βμ
ex
=
∫
dP (0)()e−β (2.10)
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Here the distribution of the interaction energies in the uncoupled case is deﬁned as,
P (0)() = 〈δ(−ΔU)〉0 (2.11)
In the coupled case, with the ion fully interacting with the solvent molecules, the distri-
bution of the interaction energies is deﬁned as,
P () = 〈δ(−ΔU)〉 (2.12)
So, the expression of 2.10 in the coupled case is,
〈
eβΔU
〉
= eβμ
ex
=
∫
dP ()eβ (2.13)
The two interaction energy distributions of two diﬀerent states can be linked by the
following equation[70],
PA() = e
−β[−μexAB ]PB(ε) (2.14)
Here μexAB is the free energy change for the system to convert from state A to State B. If one
of the distributions is of a Gaussian form, so is the other. The rhs of equation 2.9 can be
written in the conﬁguration space form as,
〈
e−βΔU
〉
0
=
∫
dxNe−βUN e−βΔU∫
dxNe−βUN
(2.15)
Unity in the form
∫
dxNe−βUN e−βΔUHS(λ)e−βΔU
∫
dxNe−βUN e−βΔUHS(λ)e−βΔU
∫
dxNe−βUN e−βΔUHS(λ)
∫
dxNe−βUN e−βΔUHS(λ) can be inserted in equation
2.15[66], so the equation 2.15 is written in the following form,
〈
e−βΔU
〉
0
=
p0(λ)
x0(λ)
〈
e−βΔU
〉
λ
(2.16)
where
p0(λ) =
〈
e−βΔUHS(λ)
〉
0
(2.17)
and
x0(λ) =
〈
e−βΔUHS(λ)
〉
(2.18)
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Figure 2.1: Diagram of three parts of Quisi-chemical theory. 1) Dig out a cavity in solvent, the second
term in equation 2.19, 2) insert the solute in the center of the cavity, the ﬁrst third term in equation 2.19,
3) remove constraints to let solute interact with nearby solvent, the ﬁrst term in equation 2.19
where ΔUHS(λ) is a hard-sphere potential of size λ. According to λ, the solvent system is
partioned into inner-shell and outer-shell parts. x0(λ) is the probability of ﬁnding no solvent
within size λ during fully coupled sampling and p0(λ) is the probability of ﬁnding no solvent
within size λ in the uncoupled sampling.
Plugging equation 2.16 into equation 2.9, we obtain
βμex = ln x0(λ)− ln p0(λ)− ln
〈
e−βΔU
〉
λ
(2.19)
μex is independent of the chosen λ. The ﬁrst term in equation 2.19 corresponds to the free
energy to bind the solvent molecules within the size λ. The second term in equation 2.19 is
the energy needed to dig out a hole of size λ in the solvent. The ﬁnal term is the free energy
for the solute intracting with the far-away solvent out side of λ. So the solvation free energy
in Quisi-chemical theory is partitioned into three parts.
The ﬁrst two terms in equation 2.19 can be calculated by ﬁnding the corresponding
probabilities. The third long-ranged contribution can be expressed in the following form for
the coupled case,
〈
e−βΔU
〉
λ
=
∫
dxNe−βUN e−βΔUHS(λ)e−βΔU∫
dxNe−βUN e−βΔUHS(λ)
=
∫
dxNe−βUN e−βΔUHS(λ)e−βΔU∫
dxNe−βUN e−βΔUHS(λ)e−βΔUeβΔU
=
〈
eβΔU
〉−1
λ+ΔU
(2.20)
From equation 2.20, equation 2.19 can be rewritten in the following form,
βμex = ln x0(λ)− ln p0(λ) + ln
〈
eβΔU
〉
λ+ΔU
(2.21)
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Due to a near-Gaussian form for the distributions, a second-order cumulant expansion for
the long-ranged contribution is found to be appropriate. The expansion from equation 2.19
is,
− ln 〈e−βΔU〉
λ
≈ β〈ΔU〉λ −
β2
2
[
〈
ΔU2
〉
λ
− 〈ΔU〉λ+ΔU ] + ... (2.22)
Likewise, equation 2.21 can be expanded as,
ln
〈
eβΔU
〉
λ+ΔU
≈ β〈ΔU〉λ+ΔU +
β2
2
[
〈
ΔU2
〉
λ+ΔU
− 〈ΔU〉λ+ΔU ] + ... (2.23)
Thus, the long-range free energy contribution can be estimated from the mean-ﬁeld bounds
〈ΔU〉λ and 〈ΔU〉λ+ΔU . Addition of equation 2.22 and 2.23 roughly cancels the second terms
and yields the following approximate equation,
μexOS,LR(λ) ≈
1
2
[〈ΔU〉λ + 〈ΔU〉λ+ΔU ] (2.24)
2.3 Local Molecular Field Theory
The Local molecular ﬁeld theory(LMFT)[44][24], which has been developed by Weeks and
coworkers, divides the Coulomb interaction into local(real-space) and far-ﬁeld(k-space plus
interactions with images in periodic boundaries) contributions as in the Ewald method.
Motivated by this theory, Dr. Beck further developed it for free energy calculations.[9] This
partitioning scheme starts from the inverse form of the Potential Distribution Theorem.
The following deﬁnitions will be used for diﬀerent interaction energies. ΔUes is the total
electrostatic interaction,which is the sum of local electrostatic energy ΔUes,loc and the far-
ﬁeld electrostatic energy ΔUes,far. And ΔUfar is the interaction energy with both far-ﬁeld
electrostatic energy(ΔUes,far) and the van der Waals part of the interaction energy(ΔULJ)
included.
With the above deﬁnitions, the following equation is derived from the inverse form of the
Potential Distribution Theorem,
βμex = ln
〈
eβ[ΔU−ΔUfar]
〉
+ βμexfar (2.25)
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Further partitioning of μexfar by removing the LJ component leads to the following free energy
expression,
βμex =ln
〈
eβ[ΔU−ΔUfar]
〉
+ ln
〈
eβ[ΔUfar−ΔULJ ]
〉
ΔUfar
+ βμexLJ (2.26)
Here ΔUfar sampling in the second term means the solute interacts with the distant
solvent molecules with the full electrostatics and the LJ interaction, but with no local elec-
trostatics. The ﬁrst and second terms correspond to the local electrostatic and far-ﬁeld
contributions to the free energy. The left part is the LJ component, which is the free energy
for inserting the LJ particle.
As in equation 2.20, the ﬁrst two terms in 2.26 can be re-expressed in the following form,
βμex =− ln〈e−β[ΔU−ΔUfar]〉
ΔUfar
− ln〈e−β[ΔUfar−ΔULJ ]〉
ΔULJ
+ βμexLJ (2.27)
As in QCT, the relationship between (Eq. 2.26) and its inverse form,(Eq. 2.27), is linked by
the following equation[13][11][70],
PA(ε) = e
−β[ε−μexAB ]PB(ε) (2.28)
Here ε is the interaction energy and μexAB is the free energy change for the system to
convert from state A to State B. Taking the calculation of the local electrostatic portion of
free energy, which is the ﬁrst term in equation 2.26 and 2.27, as an example, we can obtain it
by ﬁnding the crossing point of the local electrostatic energy distributions from fully coupled
sampling and far-ﬁeld sampling. If the two interaction energy distributions do not overlap,
an intermediate state, ΔUhalf with half of the local electrostatic interaction turned oﬀ, can be
inserted.[9] Here the coupling length for the partitioning of the electrostatic interaction(η−1)
is chosen to be 5 A˚ for all samplings.
18
The total free energy is then partitioned into three parts; (1) LJ (2) local electrostatic and
(3) far-ﬁeld electrostatic contributions. A numerical strategy is used to compute the elec-
trostatic contributions to the free energy directly from the interaction energy distributions
assembled during the course of molecular simulations[9]. The local contribution requires
three simulations of fully coupled, locally half-coupled,and far-ﬁeld sampling, while the far-
ﬁeld contribution can be accurately estimated at the Gaussian level from far-ﬁeld and LJ
sampling. The LJ free energies are partitioned into the cavity formation energy in the bind-
ing site and an attractive dispersion contribution. The reason for choosing this partitioning
scheme is that it allows fully coupled sampling for the local part of the calculation and thus
Cl− interacts strongly with its binding site without escaping. The far-ﬁeld contribution is
small compared with the other partitioning scheme in Beck’s paper[9] since the solute is
partially coupled with the distant solvent molecules in the calculation. From Eq. 2.29 and
Eq. 2.30, the far-ﬁeld contributions are expressed with a cumulant expansion at the Gaussian
level,
μexes,far ≈ 〈〉ΔUfar +
β
2
〈
δ2
〉
ΔUfar
(2.29)
and
μexes,far ≈ 〈ε〉ΔULJ −
β
2
〈
δε2
〉
ΔULJ
(2.30)
Here ε is the far-ﬁeld electrostatic interaction. As shown above, if the interaction energy
distributions are Gaussian, the quadratic terms cancel and thus the far-ﬁeld electrostatic
contribution can also be estimated as the average of the mean-ﬁeld bounds,
μexes,far ≈
〈ε〉ΔUfar + 〈ε〉ΔULJ
2
(2.31)
It has been shown that Gaussian estimates are in good agreement with the exact results from
the crossing points of the distributions for ions in water[9]. For Cl− in the binding sites, the
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far-ﬁeld distributions may not be exactly Gaussian due to the slight side chain movements
of the protein. As a test of the Gaussian approximation, an intermediate state, ΔUehalffar
with only half of the far-ﬁeld electrostatic interaction and VDW turned on, is inserted to
ensure an appreciable overlap for the far-ﬁeld distributions.[9] It is found that the average of
the mean-ﬁeld bounds agrees well with the exact results from the crossing points for Cl− in
the binding sites. So the far-ﬁeld contributions for Cl− in the binding sites of the wild-type
ClC transporter and its mutant E148A are estimated by averaging the mean-ﬁeld bounds.
The cavity formation free energy is obtained through gradually digging out a Fermi
function[6] in the binding site. Free energy perturbation theory was used to calculate the free
energy change from the Fermi wall to the LJ wall and then from a LJ wall to a LJ interaction.
For the calculation of the cavity formation free energy, around 80 atoms within 6 A˚ of Cl−
in the binding site are divided into diﬀerent atom type groups of diﬀerent LJ parameters.
For each atom type group, a Fermi interaction potential table was created to mimic the LJ
potential.
〈
dU
dλ
〉
was calculated for each atom type group at diﬀerent λ sampling, and added
together as the total
〈
dU
dλ
〉
during the thermodynamic integration. The integration over λ
gives the cavity formation free energy. The addition of the cavity formation free energy and
the free energy changes calculated above from free energy perturbation theory gives the LJ
contribution of the binding free energy.
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Chapter 3
Molecular Dynamics Simulations
Computer simulation is a complement to experiments. It provides an alternative way to
understand the problem in question. Comparison of experiments and computer simulations
can aid in producing a more detailed picture of physical behavior in complex systems. Two
main simulation techniques, molecular dynamics(MD) and Monte Carlo(MC), are used by
researchers to investigate the problems at the molecular level.
Compared with MC, molecular dynamics simulations possesses a lot of advantages. Dy-
namical properties, such as equilibrium quantities, transport coeﬃcients, time-dependent
responses to perturbations, rheological properties and spectra can be investigated[5].
3.1 Newton’s equation of motion
For a system of N particles, the classical Hamiltonian is[39],
H =
N∑
i=1
p2i
2mi
+ V (x1, ..., xN) (3.1)
with masses mi, positions xi and momenta pi. V is the potential energy.
The Newtonian form of equation 3.1 is for particle i,
Fi(t) = −∇iV = miai (3.2)
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where ai is the acceleration and Fi(t) is the force at time t for particle i. So the trajectory
of classical molecular dynamics is generated by integrating equation 3.2.
3.2 Force Fields
Force ﬁelds are obtained by ﬁtting experimental and high-level quantum chemical data into
simple functional forms. Diﬀerent atom types have a diﬀerent set of parameters. A good
force ﬁeld is important to ensure that our simulations are approximating the real move-
ments of particles. In my simulations, the Charmm27 force ﬁeld in the GROMACS software
package[36][54] is used. The potential energy function(Vtot) in equation 3.1 deﬁnes the non-
bonded, bonded, and restraint for the interactions between atoms[39]:
Vtot = Vb + Vθ + VΦ + VLJ + Vcoul (3.3)
The bonded interaction function is,
Vb =
1
2
kb(rij − r0)2 (3.4)
where kb is the force constant, and r0 is the ideal bond length.
The angle vibration function is deﬁne as,
Vθ =
1
2
kθ(θijk − θ0)2 (3.5)
Here kθ is the spring constant, and θ0 is ideal angle for the angular spring.
The dihedral potential for 4 atoms(i,j,k,l) in two planes is deﬁned with the following form,
VΦ =
1
2
kΦ(1 + cos(m(Φijkl + Φoffset))) (3.6)
Here kΦ is the height of the barrier to rotation about the torsion angle Φijkl, m is the
rotational periodicity, and Φoffset is the oﬀset of the minimum energy from a staggered
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arrangement. The bonded interactions, such as bond stretching, angle vibration and dihe-
dral interactions, exist for a ﬁxed list of atoms. Bond stretching and angle vibration are
represented as harmonic energy potentials.
The Coulomb potential between atoms i and j is,
V (coul) =
1
4π0
qiqj
rrij
(3.7)
where 0 is electric permittivity and r is the relative permittivity. The force derived from
this potential is,
Fi(rij) = (12
C
(12)
ij
r12ij
− 6C
(6)
ij
r6ij
) (3.8)
The Lennard-Jones interaction between atom i and j is
VLJ(rij) =
C
(12)
ij
r12ij
− C
(6)
ij
r6ij
(3.9)
For the LJ potential in equation 3.9, the parameters C
(12)
ij and C
(6)
ij are diﬀerent for diﬀerent
atom types. The LJ potential can also be written in the following form,
VLJ(rij) = 4ij[(
σij
rij
)12 − (σij
rij
)6] (3.10)
C
(12)
ij , and C
(6)
ij are LJ interaction parameters between atom i and j. They have following
relations with the LJ parameter of atom i(C
(6)
ii ,C
(12)
ii ) and j(C
(6)
jj ,C
(12)
jj ),
C
(6)
ij = (C
(6)
ii C
(6)
jj )
1/2 (3.11)
C
(12)
ij = (C
(12)
ii C
(12)
jj )
1/2 (3.12)
In the Gromacs package, the geometric average is always applied for ij,
ij = (iijj)
1/2 (3.13)
For the calculation of σij, both geometric and arithmetic average are used. Diﬀerent
force ﬁelds use diﬀerent combination rules. In Charmm27 force ﬁeld, the arithmetic average
is applied for σij calculation.
σij =
1
2
(σii + σjj) (3.14)
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Ion and Water /kJmol−1 σ/nm charges
Cl− 0.6276 0.404468018036 -1
Na+ 0.1962296 0.242992625373 +1
O(TIP3P) 0.636386 0.315058 -0.834
H(TIP3P) 0.00000 0.0000 +0.417
Table 3.1: Lennard-Jones and Coulomb Parameters of the Ions and Water(TIP3P)
It is important to know which combination rule is used in the force ﬁeld if one wants to
change the LJ parameters.
A wide range of water models have been widely used and tested. For the Single Point
Charge(SPC) model, it consists of an oxygen site with a partial negative charge and a
LJ-potential, and two hydrogen sites, which only interact through their positive partial
charges. The TIP3P water model is similar to the SPC model, but diﬀerent partial charges
are assigned. Theses simple models lack polarization eﬀects. In table 3.1, Lennard-Jones
parameters for ions and TIP3P water from CHARM27 force ﬁeld are listed. The arithmetic
and geometric averages are used for σij and ij calculation, respectively, for interactions
between atoms. To save compuational cost and have eneough accuracy, the TIP3P water
model is chosen for my simulation system.
Restraints
Special potentials can be applied on atoms of interest to prevent dramatic changes of struc-
ture or movement of atoms from a position. In Gromacs, restraints can be applied to position,
angle and dihedral movement.
For my simulations of Cl− in the transporter, in order to stop the ion from escaping from
the binding site, a weak position restraint in the form of harmonic potential is applied in
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the x, y , z direction.
Ewald Summation
The Lennard-Jones interaction is short-ranged and often a truncated at distance of 1 nm
during simulations. However, for the Coulomb interaction, it decays slowly and it would be
expensive to calculated directly from equation 3.7.
The Ewald summation method is introduced for calculating electrostatic interactions in
a periodic system. Suppose a cubic box of length L in the periodic boundary conditions.
The total Coulomb interaction energy including the interactions from the images of nearby
boxes is written in the following form[50],
V = − 1
4π0
∑
n
∑
(ij)
qiqj
|rij + nL| (3.15)
The Ewald method uses the complementary error function erfc() to convert the slowly
decaying function into three parts[36][54],
E = Edir + Erec + E0 (3.16)
The Real Space part of the Ewald sum(short-ranged) is
Edir =
1
2
1
4π0
∑
n
N∑
i,j=1
qiqjerfc(η|rij + nL|)
|rij + nL| (3.17)
The Reciprocal Part is calculated with the following formula,
Erec =
1
2πV
1
4π0
N∑
i,j=1
qiqj
∑
mx
∑
my
∑
mz
exp[−(πm/η)2 + 2πim · rij]
m2
(3.18)
Here η is the coupling factor that determine the relative weight of short-range and longe-
range part. Both the two parts converge absolutely. The real-space part is truncated at
about 1 nm, and the Reciprocal Part can be calculated accurately within 10 vectors in each
direction.
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The self correction term is calculated with the following expression,
E0 = − η
4π0
√
π
N∑
i=1
q2i (3.19)
Protonation And Deprotonation
Protonation refers to the addition of a proton (H+). And deprotonation, on the other hand,
is the removal of a proton (H+). The chemical properties of molecules can be completely
diﬀerent in the protonated or deprotonated states. Proton exchange often happens in aqueous
solutions. Amino acids in water can exchange protons with the solution, which leads to
changes in the partial charge distribution. It is important to ensure that the protein have
the correct protonation state, since the binding free energy calculation depends largely on
the choice of protonation states for residues inside the protein. pKa calculations can predict
the ionization states for amino acids.
Deﬁnition of pKa
The pKa is deﬁned as the negative logarithm of the ionization constant Ka, which is the
ratio of conjugated base concentration and conjugated acid concentration multiplied with
the concentration of proton[34]. Suppose we have the following reaction,
HA+H2O ⇀↽ H3O
+ + A− (3.20)
The ionization constant Ka is deﬁned as follows,
Ka =
[H3O
+][A−]
[HA]
(3.21)
where [ ] means the concentration of the reactant or product.
The pKa is calculated from the ionization constant using the following deﬁnition.
pKa = −log10(Ka) = pH + log10( [HA]
[A−]
) (3.22)
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Here pH is the negative log of the proton concentration in an aqueous solution. When the pH
of the solution is equal to pKa, the concentrations of dissociated and undissociated species
are equal. When the pH of the solution is lower than the pKa, the molecule prefers to be
in the protonated state. When the pH of the solution is higher than the pKa, the molecule
prefers to be in the unprotonated state.
For an amino acid, several functional groups, such as α-carboxylic acid, α-amino and side
chains, can exchange protons with the solution. Diﬀerent functional groups in one amino
acid have diﬀerent pKa values. The protonation state for them can be diﬀerent at certain
pH values.
Protonation States in EcClC and pKa calculations
The pKa value of a single amino acid in solution can be diﬀerent when it is in the protein
protein environment. Thus the pKa value in water can not predict that ionization state in
the transporter. Roux’s group[29] did pKa calculations to predict the protonation states of
residues in EcClC proteins. For a protein side chain, the pKa is determined by the following
expression,
pKa = pK
sol
a +
1
ln10kBT
(ΔGutrans −ΔGptrans) (3.23)
Here pKsola is the pKa of the residue in solution. ΔG
u
trans is the free energy cost to transfer
the amino acid from solution to its unpronated state in the transporter and ΔGptrans repre-
sents the free energy cost to transfer the amino acid from solution to its pronated state in
the transporter. To predict the largest pKa shift possible, Roux[29] tried to calculate the
maximum of ΔGutrans and the minimum of ΔG
p
trans. If the largest pKa is still under pH 7,
then the residue would prefer to be in the unprotonated state. Otherwise, if the pKa is above
pH 7, it’s probably in the protonated state.
For a residue of Nr atoms, to have the maximum for ΔG
u
trans and minimum for ΔG
p
trans,
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they are expressed as follows,
max(ΔGutrans) =
1
2
(
Nr∑
i
Qui +
N−Nr∑
i
qui )Φ
uu
i −
1
2
Nr∑
i
QuiΦ
u
i (3.24)
min(ΔGptrans) =
1
2
(
Nr∑
i
Qpi +
N−Nr∑
i
qui )Φ
pu
i −
1
2
Nr∑
i
QpiΦ
p
i (3.25)
Here the charge of each atom in the residue is Qui or Q
p
i in the unprotonated or protonated
form. qui represents the atomic charge of the rest of the atoms with all residues unprotonated.
Φxyi and Φ
x
i denotes the electrostatic potential generated by the residues in the transporter
and residues in solution, respectively. Following this approach, large pKa shifts are found
for residues Glu113, Asp417A, His175, His281 and His284. So these residues prefer to be in
the protonated states at pH 7.
3.3 Set-up of the EcClC transporter-membrane
system
Membrane
Biological membranes form the boundaries of cells. The unwanted molecules from outside
the membrane and wanted molecules from inside the membrane are separated by it. There
are diﬀerent types of membrane proteins scattered in the membrane, which is in charge
of the ﬂowing of particles in and out of the cell. In computer simulations, the membrane
proteins are inserted inside the membrane, which stabilizes the membrane protein. Biological
membranes are composed of lipid molecules. Three major types of the lipid molecules, such as
glycolipids, cholesterol, and phospholipids, are found in the membranes[57]. A phospholipid
is an amphipathic molecule, which contains both a hydrophilic and a hydrophobic part.
POPC is one of the phospholipids that is most commonly found in the membranes of bacteria
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Figure 3.1: The POPC bilayer in solution
like E. Coli. The lipid molecules often form bilayers as shown in Fig 3.1. In my system, the
POPC molecule is one of the building blocks of the cell membrane.
System-setup
The initial EcClC protein structure was taken from the Protein Data Bank(1OTS). The miss-
ing hydrogen atoms were added using PSFGEN in VMD. The N-terminal of each monomer
was capped with -NH2, and the C-terminal was capped with -COOH. The protonation state
of each residue was chosen based on Roux’s 2003 paper[29] as discussed above(the residues
Glu113, Asp417A, His175, His281, and His284 are protonated). The Cl− ion in the intracel-
lular binding site of Monomer A was removed while the other three Cl− ions were preserved.
Water molecules were inserted into the pores of each monomer using DOWSER in VMD.
A total of 50 water molecules were added in the protein structure. Water molecules in the
surrounding aqueous bath of the biomembrane were randomly substituted with 21 Cl− and
7 Na+ ions(150 mM) to keep the system neutral. The resulting conﬁguration consisted of
97906 atoms, which includes 1 1OTS dimer, 24 Cl− , 7 Na+, 281 lipid molecules and 16387
water molecules. For simulations of the system with a protonated GLU148, the structure
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Figure 3.2: Structural representations of Escherichia Coli ClC membrane protein(1OTS) and the simulation
system. 3.2(a), chain A and chain B of 1OTS are shown by blue and green cartoon representation. Chloride
ions are represented as red spheres. 3.2(b), Simulation structure of protein, lipid, water and ions
above after a production run was taken as a basis. For simulation of the Cl− in the binding
site with GLU148 protonated, the GLU148 residue was protonated based on the structure
above from a production run in GROMACS and a Na+ in water was removed to keep the
system neutral. 15 ns simulations were run before collecting data.
The set-up of the EcClC E148A structure(PDB code 1OTT) was performed similar to
that above. The molecular dynamics simulations were run at the Ohio Supercomputer
Center, using the GROMACS package[36][54]. A time step of 1 fs was used for all simulations
with the CHARMM27 force-ﬁeld and the trajectories were saved every 20 steps. I used
periodic boundary conditions in all three dimensions. The temperature was maintained
at 300 K using the Nose-Hoover scheme and the pressure was maintained at 1 atm using
the Parrinello-Rahman coupling. The system was ﬁrst equilibrated for 4 ns with backbone
atoms restrained and then relaxed for 15 ns simulations before data was collected. The
Cl− ion in the central binding site of Monomer A was restrained to keep it from escaping.
The force constants for this position restraint in x, y, z directions are 3000 kJ/mol/nm,
3000 kJ/mol/nm, and 15000 kJ/mol/nm respectively. In order to calculate the binding free
energy of the two chloride ions together in Scen and Sext of E148A, it is sampled ﬁrst with
only one Cl− in Scen. Then another Cl− is inserted in Sext with Scen occupied. Alternatively,
the binding free energy of the two chloride ions together in Scen and Sext of E148A, can be
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calculated by sampling one Cl− in Sext ﬁrst and then another Cl− in Scen with Sext occupied.
Chloride ions in the two binding sites are always restrained during the samplings.
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Chapter 4
Molecular Dynamics Simulation
Results
4.1 Water Surface Potential
To compared aingle-ion hydration free energies calculated in PBC with the experimental
values, one has to consider the water surface potential. Various experiments indicated that
the water surface is charged, and there is extensive debate as to whether it is positive or
negative[15]. The water molecule, by itself, is a very small and highly polar molecule. The
water liquid-vapor surface is a complex interfacial system. The structure of the water surface
is not completely understood. It is believed that the asymmetry at the interface is caused
by a potential shift[6].
Many attempts have been made to explain the diﬀerence between the simulation results
and ion hydration free energy measurements. Our group[6] proposed that the experimental
free energy results are the free energy for inserting the ion into bulk water(Periodic Boundary
Conditions) plus a surface potential contribution[10],
μex = μexint + qΔφsp = μ
ex
bulk + qΔφnp (4.1)
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where μexbulk is the bulk hydration free energy with no surface potential eﬀects, and μ
ex
int is
the intrinsic hydration free energy with no distant surface(Periodic Boundary Conditions).
φnp and φsp are the net potential at the center of a uncharged solute and a water surface
potential, respectively.
φnp and φsp have the following relationship,
Δφnp = Δφsp +Δφlp (4.2)
Here φlp denotes the potential contribution from the nearby waters. From the two equations
above,
μexbulk = μ
ex
int − qΔφlp (4.3)
It is shown that the μexbulk should be shifted by a magnitude of about 9.5 kcal/mol[6](positive
for the anion and negative for the cation) to obtain the experimental free energy results from
Marcus[53]. My calculation results of Cl− hydration free energy are shifted up by about 9.5
kcal/mol compared with the experimental values -81.3 kcal/mol[56], providing validation of
the model.
4.2 Results And Discussion
Cl− In Water
The hydration free energy calculation results depend on the ion size. Diﬀerent choices for
σ and  will lead to sightly diﬀerent results. The selection of the water model should be
consistent with the force ﬁeld of the other parts of the system. In the Charmm27 force ﬁeld,
the ion-water interaction parameters are listed as in table 3.1. The intermolecular σ and  are
0.361 nm and 0.64 kj/mol(p1), respectively. The coupling length(η−1)[9] is set to be 5 A˚ for
the sampling of Cl− in water. As shown in Fig 4.7(a) and 4.7(b), 4 nano seconds simulations
of Cl− in 215 TIP3P water molecules were run for fully-coupled, locally half-coupled, far-ﬁeld
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Table 4.1: Free Energy Data. In order, the columns are: the local electrostatic contribution, the far-ﬁeld
electrostatic contribution, the total electrostatic contribution, the LJ contribution, the ﬁnal hydration free
energy, the calculated free energy change from water to binding site, experimental values for this free energy
change.[63] In order, the rows are Cl− in TIP3P water, Cl− in SPC water,[9] Cl− in the central binding site
of wild-type ClC transporter with residue E148 unprotonated(E148-UP), Cl− in the central binding site of
wild-type ClC transporter with residue E148 protonated(E148-P), Cl− in the central binding site of E148A
mutant, Cl− in the extracellular binding site of E148A mutant with a Cl− occupying the central binding
site, and Cl− in the extracellular binding site of E148A mutant with Scen unoccupied. All energies are in
kcal/mol.
Cl− μexes,loc μ
ex
es,far μ
ex
es μ
ex
LJ μ
ex ΔGcalc. ΔGexp.
In TIP3P Water -64.6 -31.3 -95.9 4.0 -91.9 ±0.6
In SPC Water -61.0 -32.4 -93.4 5.0 -88.4
In Scen, E148-UP -49.3 -38.1 -87.4 1.5 -85.9±1.1 6.0±1.5
In Scen, E148-P -54.3 -44.8 -99.1 1.5 -97.6±1.1 -5.7±1.5 −4.3± 0.1
In Scen, E148A/Sext unoccupied -57.7 -43.3 -101.0 1.5 -99.5±1.1
In Sext, E148A/Scen occupied -59.3 -36.2 -95.5 5.1 -90.4±1.1 -6.1±1.5 −6.7± 0.1
In Sext, E148A/Scen unoccupied -57.0 -51.2 -108.2 5.1 -103.1±1.1 -11.2±1.5
and LJ sampling. The local electrostatic contribution computed from the two crossing points
in Fig 4.7(a) is -64.6 kcal/mol and the far-ﬁeld electrostatic contribution is calculated by the
averaging of mean-ﬁeld bounds with equation 2.31. The far-ﬁeld electrostatic contribution
is -31.3 kcal/mol in Fig 4.7(b). The error in the Cl− hydration free energy(TIP3P) in table
4.1 is estsimated using block averaging. In this method, I divided my trajectory into ten
blocks and calculated the values in each block. The average value of the ten blocks and its
standard error were taken as the ﬁnal hydration free energy result and the corresponding
error.
For the calculation of the LJ free energy contribution, I ﬁrst used a Fermi potential as
Arslanargin and Beck[6] did to mimic the LJ wall potential. The Fermi cavity potential is
of the following form,
U(r, λ) =
λb
1 + exp[a(r − λrc)] (4.4)
where the a and b parameters are chosen as 10 A˚
−1
and 80 kj/mol, respectively, and the rc
parameter was chosen to yield a repulsive wall similar to the wall of the vdW potential. By
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Figure 4.1: (left) energy needed to dig a sized λ hole in pure water. (right) The integrand 〈δU(r, λ)/δλ〉λ
in 4.1(b) as a function of the coupling parameter λ computed during the cavity creation process for the Cl−
ion.
varying the coupling factor λ, a Fermi wall inside the water is dug out. The thermodynamic
Integration method is applied to calculate the energy needed to do so. The free energy
change from the Fermi wall to a LJ wall is obtained using Free energy perturbation theory.
It is found that 6.57 kcal/mol is needed in order to dig a LJ wall. Alternatively, the cavity
formation free energy, in Quasi-chemical theory, is calculated by obtaining the probability
to ﬁnd a size λ hole in pure water(As the left Fig in 4.1(a)).
The dispersion contribution calculated with free energy perturbation theory is -2.57
kcal/mol. So the total excess chemical potential for Cl− in TIP3P water is -91.9 kcal/mol
in Periodic Boundary Conditions(PBC). In SPC/E water model, the total excess chemical
potential is -88.4 kcal/mol[9] with a diﬀerent ion-water interaction parameter.[37] Here the
σ and  are 0.375 nm and 0.537866 kJ/mol(p2).[37] I carried out a number of diﬀerent
hydration free energy calculations using the two sets of ion-water interaction parameters
above with diﬀerent water models(TIP3P, SPC/E and SPC). The results show that, at the
same level of water model, the σ and  parameter could shift the hydration free energy by
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Figure 4.2: Interaction energy distributions for Cl− in SPC water model with σ 0.361 nm and  0.64
kJ/mol(p1). (a) From left to right, the three distributions are half of the local electrostatic contributions for
fully-coupled, locally half-coupled and far-ﬁeld sampling.(b) From left to right, these two distributions are
far-ﬁeld electrostatic contributions for far-ﬁeld and LJ sampling.
several kcal/mol. With the same set of LJ paramters, diﬀerent models produce similar re-
sults. Fig 4.2(a) and 4.2(b) are the interaction energy distributions for Cl− in SPC water
model(p1). Fig 4.3(a) and 4.3(b) are the interaction energy distributions for Cl− in SPC/E
water model(p1). The electrostatic free energy contribution in SPC and SPC/E model are
-96.5 and -97.5 kcal/mol. Fig 4.4(a) and 4.4(b) show the interaction energy distributions for
Cl− in the SPC water model with σ 0.375 nm and  0.537866 kJ/mol(p2), the total elec-
trostatic free energy contribution is -92.7 kcal/mol, which is close to the result with SPC/E
model -93.4 kcal/mol[9].
The water surface potential shifts the bulk value (in PBC from above) up by about 9.5
kcal/mol for the SPC/E model[6]. So the shifted hydration free energy in TIP3P water is
-82.5 kcal/mol, which is close to the experimental value -81.3 kcal/mol[56].
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Figure 4.3: Interaction energy distributions for Cl− in SPC/E water model σ 0.361 nm and  0.64
kJ/mol(p1). (a) From left to right, the three distributions are half of the local electrostatic contributions for
fully-coupled, locally half-coupled and far-ﬁeld sampling.(b) From left to right, these two distributions are
far-ﬁeld electrostatic contributions for far-ﬁeld and LJ sampling.
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Figure 4.4: Interaction energy distributions for Cl− in SPC water model with σ 0.375 nm and  0.537866
kJ/mol(p2). (a) From left to right, the three distributions are half of the local electrostatic contributions for
fully-coupled, locally half-coupled and far-ﬁeld sampling.(b) From left to right, these two distributions are
far-ﬁeld electrostatic contributions for far-ﬁeld and LJ sampling.
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Figure 4.5: The root mean square diﬀerence for backbone atoms of the chloride transporter
in wild-type E. coli, with repect to the crystal structure.
Root Mean Square Diﬀerence
The root-mean-square deviation(RMSD) is the measure of the average distance between
the atoms (usually the backbone atoms) of superimposed proteins. The conformational
stability of a macromolecule can be estimated by RMSD. The RMSD is calculated based
on the deviation of the backbone structure of simulation compared to the crystal backbone
structre.
The RMSD of a set of N atoms at time t, with respect to the initial conformation,
RMSD(t) =
√∑N
i=0 |r⇀i (t)− r⇀i (0)|
N
(4.5)
where |r⇀i (t)−r⇀i (0)| is the displacement of the ith atom at time t from the reference position
ri(0). An increase of the RMSD indicates that the protein moves to a conformation diﬀerent
from the initial structure and thus suggests an incomplete sampling or a conformational
change.
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Figure 4.6: (Left) One Cl− ion occupying the central binding site. (Right) Two Cl− ions occupying the
central and extracellular binding sites of mutant E148A.
Cl− In The Binding Sites
The binding free energies for Cl− ion in the central binding site of wild-type E. coli(as shown
in Fig 4.6(a) left), Cl− ion in the central and extracellular binding sites of mutant E148A(as
shown in Fig 4.6(b) right) are calculated using LMFT. The coupling length(η−1)[9] is set
to be 5 A˚ for all the samplings of Cl− in the binding site. Fig 4.8(a), 4.8(b) and 4.9(a),
4.9(b) show the interaction energy distributions for Cl− in the central binding site of the
system with E148 unprotonated and protonated, respectively. Because the time scale of the
simulation is short, no signiﬁcant movement of the protontaed E148 side chain is observed.
The E148 side chain(oxygen atom of carboxylate group) is about 6 A˚ away from the Cl− ion
in the central binding site. So the pore is still blocked in this process. A large increase in the
free energy of Cl− binding to the protonated E148(E148-P) compared to the unprotonated
E148(E148-UP), -11.7 kcal/mol in table 4.1, is found in the sum of electrostatic interactions
from both the local and far-ﬁeld contributions due to protonation.
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Figure 4.7: Interaction energy distributions for Cl− in tip3p water. (a) From left to right, the three
distributions are half of the local electrostatic contributions for fully-coupled, locally half-coupled and far-
ﬁeld sampling.(b) From left to right, these two distributions are far-ﬁeld electrostatic contributions for
far-ﬁeld and LJ sampling.
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Figure 4.8: Interaction energy distributions for Cl− in the central binding site of system with E148
unprotonated(E148-UP). (a) From left to right, the three distributions are half of the local electrostatic
contributions for fully-coupled, locally half-coupled and far-ﬁeld sampling.(b) From left to right, these two
distributions are far-ﬁeld electrostatic contributions for far-ﬁeld and LJ sampling.
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Figure 4.9: Interaction energy distributions for Cl− in the central binding site of system with E148
protonated(E148-P). (a) From left to right, the three distributions are half of the local electrostatic con-
tributions for fully-coupled, locally half-coupled and far-ﬁeld sampling.(a) From left to right, these two
distributions are far-ﬁeld electrostatic contributions for far-ﬁeld and LJ sampling.
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Figure 4.10: Interaction energy distributions for Cl− in the central binding site of E148A with Sext
unoccupied. (a) From left to right, the three distributions are half of the local electrostatic contributions
for fully-coupled, locally half-coupled and far-ﬁeld sampling.(b) From left to right, these two distributions
are far-ﬁeld electrostatic contributions for far-ﬁeld and LJ sampling.(c)The integrand 〈δU(r, λ)/δλ〉λ as a
function of the coupling parameter λ computed during the cavity creation process for the Cl− ion.
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Figure 4.11: Interaction energy distributions for Cl− in the extracellular binding site of E148A with Scen
occupied. (a) From left to right, the three distributions are half of the local electrostatic contributions for
fully-coupled, locally half-coupled and far-ﬁeld sampling.(b) From left to right, these two distributions are
far-ﬁeld electrostatic contributions for far-ﬁeld and LJ sampling.
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Figure 4.12: Interaction energy distributions for Cl− in the extracellular binding site of E148A with Scen
unoccupied. (a) From left to right, the three distributions are half of the local electrostatic contributions for
fully-coupled, locally half-coupled and far-ﬁeld sampling.(b) From left to right, these two distributions are
far-ﬁeld electrostatic contributions for far-ﬁeld and LJ sampling.
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Fig 4.10(a), 4.10(b) and 4.11(a), 4.11(b) show the interaction energy distributions for Cl−
in the central binding site of system E148A and Cl− in the extracellular binding site with
Scen occupied, respectively. In table 4.1, the central Cl
− binding free energy in E148A is -7.6
kcal/mol and the extracellular Cl− binding free energy with Scen occupied is 1.5 kcal/mol.
So the total binding free energy for the two Cl− at Sext and Scen is -6.1 kcal/mol. Compared
with the experimental value of -6.7 kcal/mol[63], they agree with each other within the
error range. Fig 4.12(a), 4.12(b) show the interaction energy distributions for Cl− in the
extracellular binding site of E148A with Scen unoccupied. This binding free energy, as shown
in table 4.1, is -11.2 kcal/mol. In order to have the total binding free energy for two Cl− ion
of -6.1 kcal/mol in E148A, the Cl− binding free energy in Scen with Sext occupied should be
about 5.1 kcal/mol, which is analogous to the central Cl− binding free energy in wild-type
EcClC with E148 unprotonated. Both protonation and mutation of E148 greatly increase
the central binding free energy. So we think that protonation and mutation of E148 have
similar eﬀects on Cl− binding to Scen.
Experimental measurement of the Cl− binding to wild-type EcClC from Accardi’s group[63]
reveals that the binding free energy for Scen is -4.3 ±0.1 kcal/mol. In table 4.1, the central
Cl− binding free energies in wild-type E148-UP and E148-P system are 6.0 kcal/mol and
-5.7 kcal/mol. So we believe that the chloride ion transporters exists in a equilibrium of
open and closed states in the experimental measurement. For most of the time that a Cl−
occupies the central binding site, the residue E148 should be protonated. The Cl− in the
central binding site is in an unfavorable state when E148 is deprotonated. So we believe that
the E148 residue needs to be protonated as a Cl− enters the central binding site, or protona-
tion and Cl− entering into Scen happen simultaneously. It conﬁrms Accardi’s statement that
Cl− and H+ binding is synergistic and Cl− binding causes protonation of E148[23]. Kuang
et al.[76] also showed that the Cl− in Scen and another one from extracellular side of the
membrane are needed for the E148 side chain to protonate. Voth et al.[77] showed through
reactive molecular dynamics that two Cl− ions in Scen and Sint are needed for proton to be
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transported from the intracellular side to extracellular side.
Diﬀerent transport mechanisms will be examined here to see if their proposed confor-
mations are in favorable states. Let us ﬁrst look at the transport mechanism proposed by
Miller[61]. In the initial state, the Cl− is in the central binding site as the gate is closed and
in the state 4, the Cl− leaves the central binding site as the E148 side chain is protonated.
It is apparent that those two states are very unfavorable based on the binding free energy
calculations above.
In the transport cycle proposed by Accardi[22], in state 3, two Cl− ions enter the central
binding site as the E148 side chain is deprotonated, which is an unfavorable movement. Our
calculations suggest the ion enters the binding site as the E148 side chain is protonated. In
Mackinnon’s hypothesis[48], the mechanism of 2Cl−/1H+ counter-transport was proposed
based on the obtained structures of three diﬀerent transporters(EcClC-E148Q, EcClC-WT,
and CmCLC-WT). He believes that these structures likely represent conformations that can
occur in the transport cycle. The Glutamate gate is protonated ﬁrst from extracellular side
and then Cl− can enter the central binding site. As Cl− is unstable in the central binding site
when the E148 side chain is deprotonated, Cl− escapes from it to complete the transport
cycle. Both of the transport cycles proposed by Mackinnon[48] and Miller[61] include a
intermediate state in which the E148 side chain is either protonated from the extracellular
side or the intracellular side by Cl−.
By far, I think the transport mechanism proposed by Mackinnon is better because it
considers that the protonation of E148 side chain leads to Cl− binding to Scen. But it is still
questionable that in his reverse cycle, the Cl− ions in Scen and Sint push the E148 side chain
up to open the gate, thus Cl− ions can transport from intracellular side to extracellular.
It’s been calculated that the energy barrier for the unprotonated gate to open is about 15
kcal/mol[76]. The gate is not likely to open in this state. In the transport cycles proposed
above, to complete the transport cycle, the ion-push-ion eﬀects are needed for ions to trans-
port in an unfavorable direction. As a push is generated from another ion, the binding free
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energy of the ion can shift from a negative number to a positive number.
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Chapter 5
Quantum Chemical calculations on
the central binding site
5.1 Introduction to Quantum Chemical Methods
Molecular mechanics simulations, as described above, are able to deal with very large sys-
tems of atoms(up to 100,000). With the development of the software and hardware, longer
simulations and larger systems can be realized, at the molecular level[62].
With ab − initio quantum-mechanical methods, ground states, excited and transition
states can be studied. The cost is a heavy consumption of computing resources, and this
limits the size of systems that can be treated. The ab − initio methods start from the
Schrodingder equation,
Hψ = Eψ (5.1)
where H is the Hamiltonian operator. It is not possible to solve the equation 5.1 for a
wave function with more than one particle. So one way to proceed is to apply the Born-
Oppenheimer approximation, which assumes stationary nuclei. With proper basis sets cho-
sen, the variational principle is applied to search for the lowest energy of the system.
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For nuclei with N electrons in Hartree-Fock(HF) theory, the energy can be written as
E = ENN + 2
N/2∑
i=1
hii +
N/2∑
i=1
N/2∑
j=1
(2Jij −Kij) (5.2)
where ENN is the nuclear repulsion energy:
ENN =
∑
A
∑
B>A
ZAZBR
−1
AB (5.3)
ZA and ZB are the charges on nuclei A and B. RAB is the distance between nuclei A and B.
hii =
〈
ψi| − 1
2
∇2ri |ψi
〉
(5.4)
Jij =
〈
ψiψj| 1
rij
|ψiψj
〉
(5.5)
Kij =
〈
ψiψj| 1
rij
|ψjψi
〉
(5.6)
hii is 1-electron integral for electron i, Jij is the coulomb integral, and Kij is the exchange
integral.
Electron correlation is a many-body eﬀect. Reducing it to a one electron eﬀect leads
to poor calculation results. Improved methods, such as perturbation theory expressions
developed by Moller and Plesset, corresponding second-order analysis(MP2), coupled clus-
ter method, multi-conﬁguration self-constant(MCSCF) ﬁeld theory and the complete active
space SCF(CASSCF) lead to signiﬁcantly better results. ab − initio quantum mechanical
calcultions are expensive, so the size of the system is limited to tens of atoms[62].
5.2 Density Functional Theory(DFT)
With DFT, the computational cost is less compared with MP2, at the same level of calcula-
tion accuracy. More accurate structures and vibrational energies can often be obtained with
DFT methods. It is the only suitable choice for large systems.
47
In the HF theory, the wave function for a system of N electrons depends on 4N functions,
including 3N spacial and N spin functions. It is diﬃcult to solve for such a wave function
and the computational diﬃculty increases with size N . The wave function can not be
measured in experiments. However, the charge density is measurable. DFT uses a completely
diﬀerent way of addressing the electron correlation problem. In this theory, the energy
density functional(E[ρr]) is deﬁned to reduce dimensions and diﬀerent densities will give
diﬀerent energies. If n(r) is the correct density function of a system, E[n(r)] should be the
ground energy state for the system. So searching for the ground energy state problem is the
process of searching for the charge density that has the lowest energy[62].
The calculation results of DFT largely depend on the choices of functionals for the ex-
change and correlation energy. The Becke or Becke − 88 correction leads to signiﬁcant
better results for the exchange energy. The LY P method, designed to correct the correla-
tion function, is suggested by Lee, Yang and Parr. A hybrid functional of both(B3LY P ) is a
signiﬁcant improvement for molecular calculations. This method was used for my quantum
chemical calculations.
5.3 Basis set
The molecular orbitals(MO) are deﬁned as linear combination of atomic orbitals. The basis
set is known as the number and mathematical description of AOs. Better basis sets produce
better results. Basic basis sets, such as 3-21G, split the valence. To increase the accuracy of
it, polarization functions(6-31G*) and diﬀuse functions(6-31+G) are added to the orbitals.
It is important to choose the right theory and corresponding basis set, so one can have the
desired accuracy without too much computation cost. Cc-pvdz basis set was used for C,H,O
and N, and aug-cc-pvdz[41][74] basis set was applied for F, Cl and Br. All the quantum
chemical calculations were done using ORCA quantum chemistry software(version 3.0.1).
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5.4 Electronic Structure Calculation of The Binding
Site
Bader Charge Analysis
The charges on each atom of the optimized structure were analyzed using Bader charge
analysis from the Henkelman Group[69][67][35]. In the Bader method, the Bader volumes
are diﬁned according to the gradient of the charge density(∇ρ⇀). ∇ρ⇀ shows the steepest
descent direction of charge density at any point. For a gradient vector connects two atoms,
a point can always be found where the charge density is at a minimum. All the minimum
points along the lines of two atoms form a surface that separates the two atoms. Likewise,
for a system containing N atoms, an atomic volume can be found for each atom. Given the
electron density at a point within this atomic volume, integration gives the atomic charge
for the atom. Thus the atomic volumes and charges can be determined for all the atoms.
The Free Energy Diﬀerences
Quantum chemical calculations on the binding site are applied to investigate the selectivity
and charge transfer. The Cl−-binding site(BS) reaction at room temperature(298.15 K) is,
Cl− +BS ⇀↽ ClBS (5.7)
The equation for the statistical thermodynamic calculation of the equilibrium constant for
this reaction is given by,
Kc(Cl) =
q(ClBS)
qClqBS
e−
ΔECl
kT (5.8)
ΔECl is the diﬀerence in electronic energy between the ground rotational/vibrational reac-
tants and products, and the q’s are the unit-volume partition function for diﬀerent modes of
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motion, such as translational, rotational and vibrational. Here only the vibrational contri-
bution in the partition function is considered, since the translational and rotational factors
will cancel mostly in (Eq. 5.8) and just play a very small role in the free energy change.
ΔECl is calculated with (Eq. 5.9),
ΔECl = EClBS − EdimerCl − EdimerBS (5.9)
where EClBS is the electronic energy of the binding site with the ion inside in the optimized
geometry, EdimerCl is the electronic energy of the ion in the dimer basis sets of all molecules,
and EdimerBS is the electronic energy of the binding site itself in the dimer basis set of all
molecules.
Similarly, the equilibrium constant equation for the reaction of any other ion x in the bindings
site is given by,
Kc(x) =
qxBS
qxqBS
e−
ΔEx
kT (5.10)
Here only the vibrational contribution in the partition function is considered. From (Eq. 5.8)
and (Eq. 5.10), the free energy change ΔΔG from product xBS to ClBS is
ΔΔGx→cl = −kT lnKc(Cl)
Kc(x)
≈ −kT lnq
V ib
ClBS
qV ibxBS
+ (ΔECl −ΔEx) (5.11)
The EdimerBS term in equation 5.9 will cancel in equation 5.11. The free energy change
ΔΔG in the binding site gives an estimate of selectivity if compared to the free energy change
in water, which we obtain from experimental data.
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Chapter 6
Electronic Structure of The Binding
Site
Classical simulations for ClC proteins do not account for the electronic degrees of freedom
when modeling the ions and their interactions with the environment. Critical quantum
eﬀects, such as mutual polarization and partial charge transfer, are missing or under ex-
plored[68]. Experiments have conﬁrmed that substantial charge transfer occurs between
Cl− and its surroundings[64]. The electronic eﬀects are likely playing a role in ClC protein
structures and operating mechanisms.
Quantum-Chemical calculations are used here to explore the quantum eﬀects in the
central binding site. The models for Cl− in the E148-UP and E148-P binding site, as
shown in Fig 6.1(a) and 6.1(b), were built based on the equilibrated structures of wild-type
protein(1OTS) with E148 unprotonated and protonated, after classical simulation. The
bonds were cut at 6 A˚ away from the Cl− in the central binding site and hydrogen atoms
were added to saturate the bonds. The model in Fig 6.1(c) for Cl− in the E148-P binding
site was built by bringing the side chain of E148 closer to form a hydrogen bond with the
bound ion. After optimization of the three models with Cl− inside, a F− or Br− was inserted
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Figure 6.1: Structural representations of the central chloride ion in its E148-UP and E148-P binding sites.
The number near the black dashed line show the distance from Cl− to the side chain of E148, and the red
dashed lines are hydrogen bonds formed (a) Cl− in E148-UP binding site, (b) Cl− in E148-P binding site
with the hydrogen atom from carboxyl group of the protonated Glu148 4.2 A˚ away from the Cl−, (c) Cl−
in E148-P binding site with the hydrogen atom from carboxyl group of protonated Glu148 2.3 A˚ away from
Cl−.
to replace Cl−. The atoms in the binding site could re-coordinate during optimization with
diﬀerent anions inside.
The models should be reasonable for charge transfer and binding free energy difference
calculations since quantum chemical interactions are happening between atoms close to each
other. The B3LYP density functional theory in ORCA is employed in the calculations.
Geometry optimization were carried out employing the 6-311G basis set for all atoms at
ﬁrst[46][58], then using the more accurate cc-pvdz basis set for C,H,O and N, and aug-cc-
pvdz basis set for Cl[41][74]. Starting from the same structure, geometry optimization was
done in the same way with Cl replaced by F or Br. The atom-pairwise dispersion correction
with Becke-Johnson damping scheme(D3BJ) was applied in all calculations[32][33]. The
energies were calculated on the optimized structures using cc-pvtz basis set for C,H,O and
N, and aug-cc-pvtz basis set for Cl, with basis set superposition error included. The charges
on each atom of the optimized structure were analyzed using Bader charge analysis from the
Henkelman Group[69][67][35]. The starting structures for diﬀerent anions in the E148-UP
and E148-P binding sites are shown in Fig 6.1(a), 6.1(b) and 6.1(c). After optimization, F−
is around 1.6 A˚ away from the close-contact hydrogen atoms of the four residues(SER107,
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Table 6.1: Charge Transfer Data of anions in E148-P binding site(Fig 6.1(b)). In order, the columns
are the charge diﬀerence between residues with the anion occupied and unoccupied for SER107, GLY108,
ILE109, GLU148, GLY149, PHE348, GLY355, ILE356, PHE357, TYR445 and Total. In order, the rows are
F−, Cl−, Br− in the central E148-P binding site.
Residue S107 G108 I109 E148 G149 F348 G355 I356 F357 Y445 Total
F− 0.045 0.005 -0.006 0.021 0.004 0.013 0.065 0.011 -0.017 0.054 0.19
Cl− 0.051 0.010 0.008 0.010 0.018 0.016 0.062 0.019 -0.009 0.071 0.25
Br− 0.058 0.009 0.011 0.010 0.009 0.012 0.054 0.021 -0.004 0.069 0.25
Table 6.2: The columns are the hydration free energiy diﬀerences in water [59], the binding energy diﬀer-
ences in E148-UP, E148-P with the E148 carboxyl group at diﬀerent distances to the central ion as shown
in Fig 6.1(b) and 6.1(c) and the binding free energy diﬀerences from water to E148-UP, from water to
E148-P(Fig 6.1(b)) and from water to E148-P(Fig 6.1(c))
Ion In water In E148-UP In E148-P in Fig 6.1(b) In E148-P in Fig 6.1(c) water −→ E148− UP water −→ E148− PinFig 6.1(b) water −→ E148− PinFig 6.1(c)
F− → Cl− 29.8 24.5 29.7 33.2 -5.3 -0.1 3.4
Cl− → Br− 6.4 5.7 6.6 7.0 -0.7 0.2 0.6
GLY355, ILE356 and TYR445), while Cl− andBr− are around 2.3 A˚ away. In the protonated
states, as in Fig 6.1(b) and 6.1(c), four hydrogen bonds are formed between the chloride ion
and the side chains of S107, Y445, and hydrogen atoms from the backbone of I356, F357. In
the optimized structure of E148-UP in Fig 6.1(a), the hydrogen atom from backbone of F357
helps stabilize the side chain of E148 through hydrogen bonding. From table 6.1, a large
amount of charge transfer was seen between the anions and their background in the E148-P
binding site(Fig 6.1(b)). Cl− and Br− have a larger charge transfer than F−. Four close
contact residues SER107, GLY355, ILE356 and TYR445 are the main charge acceptors. The
anions are trying to push electrons from nearby hydrogen atom further away. The charge
transfer amount in the E148-UP(Fig 6.1(a)) and E148-P(Fig 6.1(b)) binding sites are similar.
The bulk hydration free energy diﬀerence of anions in table 6.2 are from Tissandier’s
paper[59]. In Figure 6.1(b), the carboxyl group of Glu148 is 4.2 A˚ from the central bound
ion. So a hydrogen bond between the central ion and the carboxyl group of Glu148 is weak
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or not formed. In Figure 6.1(c), at the distance of 2.3 A˚, the central ion forms a hydrogen
bond with the carboxyl group of Glu148. In table 6.2, the binding free energy diﬀerences
-0.7 kcal/mol from Cl− to Br− in water and in the E148-UP binding site shows that Cl−
doesn’t like to stay in the central binding site when it is unprotonated. For the ion in the
E148-P binding site with the carboxyl group of Glu148 at diﬀerent distances to the bound
ion, Cl− binds 0.2 and 0.6 kcal/mol tighter than Br− in the structures of Fig 6.1(b) and
6.1(c), respectively. Accardi’s group [63] measured the binding free energis of Cl− and Br−
in the central binding site of the wild-type Escherichia Coli ClC transporter. They are -4.3
±0.1 kcal/mol and -3.6 ±0.1 kcal/mol. The experimental value of the free energy diﬀerence
of 0.7 kcal/mol between Cl− and Br− is close to the results(0.2 and 0.6 kcal/mol) in E148-P
binding site as in Fig 6.1(b) and 6.1(c). This shows that the model above is reasonable for
explaining the binding free energy diﬀerence, and the central bound ion prefers to stay in
the binding site with the Glu148 side chain protonated.
As shown in Table 6.2, F− binds less tightly than Cl− in the E148-UP binding site. The
reason may be that a hydrogen bond is missing between the bound ion and the hydrogen
atom from backbone of F357, and F− has more net charge on it than Cl− does due to
smaller charge transfer. So F− loses more binding energy from the missing hydrogen bond
and receives more repulsion from the side chain of unprotonated Glu148. F−, compared to
Cl−, would like to stay less in the binding site of wild-type Escherichia Coli ClC transporter
if the E148 side chain is unprotonated. However, F− binds 3.4 kcal/mol tighter than Cl−
in the E148-P binding site with the carboxyl group of protonated Glu148 about 2 A˚ away
from the bound ion, as shown in Fig 6.1(c). Miller proposed an F−-dependent lock-down
mechanism[52]. In his proposal, F− stabilizes the protonated glutamate carboxyl group in
the closed position. This state is not caught in the crystal structure. When F− is in the
central binding site of the E148Q mutant, the permanently protonated isomer is caught in
the act of hydrogen bonding with F− in the crystal structure. So the lock-down mechanism
is conﬁrmed for F− in the E148Q mutant. It is still uncertain for F− in the wild-type
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Escherichia Coli ClC transporter, since the central F− in the crystal structure of wild-type
Escherichia Coli ClC transporter is found to be 5.2 A˚ away from the side chain of E148 in
both monomers[52]. Based on the calculations above, it is plausible at least that F− attracts
the protonated E148 side chain strongly, thus blocking transport.
However, the binding free energy for F− in the wild-type Escherichia Coli ClC transporter
is -4.11 ±0.05 kcal/mol, compared to that for Cl−(-4.3 ±0.1 kcal/mol). Cl− binds slightly
tighter than F− in the binding site. This would appear to contradict the F−-dependent
lock-down mechanism, which suggests that F− binds tighter than other anions in the central
binding site. Why does this happen? Given that the central bound ion likes to stay in the
binding site when the E148 side chain is protonated, we think that it’s likely that F−, at
the distance of 5.2 A˚ away from the side chain of E148 in both monomers in the crystal
structure, does not form a hydrogen bond with the protonated E148 side chain. However, in
the crystal structures of the wild-type Escherichia Coli ClC transporter reported by Miller[52]
and Mackinnon[26], the glutamate side chain is about 4 A˚ away from central Cl−, as shown
in Fig 6.2.
At that distance for Cl− and Br−, it’s possible for them to form at least a partial
hydrogen bond with the protonated E148 side chain. So the structure with F− inside the
binding site could be similar to Fig 6.1(b) and close to Fig 6.1(c) with Cl−/Br− inside . The
computed binding free energy diﬀerences from F− to Cl−(6.1(b)) and Cl− to Br−(6.1(c))
are close to the experimental results. With F− inside the binding site, the structure(6.1(c))
with the E148 side chain closer displays a F− binding free energy larger than that observed
experimentally.
Thus we suggest that F− transport may be blocked because the glutamate side chain is
far away from the central ion and it is diﬃcult for the protonated glutamate carboxyl group
in that state to exchange the proton with the intracellular solution. Because of the impaired
proton transport, the E148 side chain can not protonate or deprotonate, which are necessary
for the gate to open or close. Thus the E148 side chain is locked in the state as shown in the
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Figure 6.2: Cl− in the wild-type E. Coli membrane protein. The distances between the Cl−
ion and near O or N atoms are labeled.
crystal structure and F− transport would slow or stall. The hydrogen bond between Cl− and
the protonated glutamate carboxyl group leads to tighter binding than F−. The carboxylate
group of E148 transfers a proton between the extracellular solution and the central Cl−
binding site and the central bound ion is coupled with the proton transport[51][76]. In the
E148A mutant, the side chain is short and the gate is always open. So the F− transport in
E148A mutant is open without proton coupling.
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Chapter 7
Conclusions
This thesis has presented computational work aimed at a better understanding of the trans-
port mechanism and F− inhibition in the chloride transporter of E. coli. The mathematical
models provide an alternative view of this biophysical system. The experimental binding
free energies for anions in the chloride transporter cannot reveal the protonation state of the
residue E148. Thus computational modeling of the ions in the binding sites is a good comple-
tion to the experimental investigations. The challenges of this project were the accuracy of
the chosen force ﬁeld, the default protonation state of the residues in the protein-membrane-
ion environment, and the length of the simulation time scale. The free energy results need
to be compared with experimental data in order to validate their accuracy. For quantum
chemical calculations on the central binding site, the structure may have a signiﬁcant change
from the crystal structure during optimization. Thus it is important to ensure that the ﬁnal
structure is close to the crystal structure.
In the classical simulations, I computed the binding free energies of Cl− in the central
binding site of the wild-type EcClC chloride transporter with the E148 side chain unproto-
nated and protonated, respectively. It is found that protonation of E148 greatly increases
the central binding free energy by -11.7 kcal/mol. The Cl− ion is favored to stay in the
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central binding site with the E148 side chain protonated and not likely to occupy the central
binding site with the E148 side chain unprotonated. The chloride transporter likely exists
in an equilibrium of closed and open states. Cl− and H+ binding is synergistic and Cl−
binding causes protonation of E148[23][76].
The binding free energies of Cl− in the central and extracellular binding sites of the
mutant E148A were calculated to compare with the binding free energy calculations in the
wild-type EcClC chloride transporter. The central Cl− binding free energy in the wild-type
EcClC chloride transporter with the E148 side chain unprotonated is analogous to the central
Cl− binding free energy in the E148 mutant with the extracellular binding site occupied,
since the deprotonated E148 has a net charge of -1 e, as does the Cl− ion. The central
Cl− binding free energy in the wild-type EcClC chloride transporter with the E148 side
chain protonated should be similar to the central Cl− binding free energy in the E148A
mutant with the extracellular binding site empty. My results show the two sets of binding
free energies mentioned above are close to each other. And the total binding free energy
-6.1 kcal/mol for two Cl− ions in the central and extracellular binding sites agrees with the
experimental value -6.7 kcal/mol[63] within the error range.
The free energy results in molecular dynamics simulations suggest that a Cl− ion in the
Sext site binds a little tighter than it does in the Scen site. And it was found that protonation
and mutation of E148 have similar eﬀects on Cl− binding to the Scen site. To have two Cl−
ions occupying the Sext and Scen sites respectively from the extracellular side, a push from
other Cl− ions in the extracellular solution is likely needed to move the Cl− ion in Sext to
Scen, then another Cl
− ion occupies the Sext site from the extracellular solution. As the
outer gate closes, the deprotonated E148 side chain pushes the Cl− ions through the inner
barriers.
It’s been calculated that the energy barrier for the unprotonated gate to open with a
Cl− ion occupying the central binding site is about 15 kcal/mol[76]. At such a large energy
barrier, it is not likely for the Cl− ions from the intracellular side of the membrane to push
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the negatively charged side chain to open the gate. So as Cl− ions move from the intracellular
side to the extracellular side, I believe that the gate opens more due to the protonation of
E148 side chain, than from a push from intracellular ions.
As the electronic degrees of freedom can not be handled in classical molecular dynamics,
to understand the selectivity of wild-type chloride transporter of E. coli, I used quantum
chemical calculations to examine the electronic structure of the central binding site with
diﬀerent anions inside. It is found that a large amount of charge transfers from the anions to
their backgrounds in the E148-UP and the E148-P binding site. F− has a net charge higher
than Cl− and Br− due to charge transfer. So this might cause F− to be farther away from
the E148 side chain in the crystal structure of the wild-type E. Coli membrane protein. Since
the distance to the E148 side chain for F− is farther away than other anions, no hydrogen
bond is formed between F− and the E148 side chain. The exchange of proton is not allowed
at this distance, and thus the protonation and deprotonation of the E148 side chain are
inhibited in this process. The required conformational changes can not be realized to open
and close the gate for F− transport. This leads to a weaker binding free energy for F− than
Cl−. The experiments have shown that Cl− binds -0.4 kcal/mol stronger than F− in the
chloride transporter of wild-type E. coli. So following the reasoning above, the lock-down
mechanism[52] is implausible. When Cl− or Br− are inside the central binding site, the
E148 side chain is closer to the central bound ion, as shown in the crystal structure(Fig 6.2).
A weak hydrogen bond is formed between them and the exchange of proton can occur with
no problem.
When the anions are in the central binding site with the E148 side chain unprotonated,
the hydrogen atom from the backbone of P357 helps stabilize the glutamate group in the
closed position. When the anions are in the central binding site with the E148 side chain
protonated, a hydrogen bond is formed between the hydrogen atom from the backbone of
P357 and the central bound ion. The F− binds a lot weaker than Cl− in the E148-UP
binding site, as shown in table 6.2. A reason may be that F− loses a strong hydrogen bond
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formed with the hydrogen atom from the backbone of P357.
Based on the calculated binding free energies and the transport cycles proposed by
our group[75], Accardi[1], Maduke[42], Chen[72], Jordan[30], MacKinnon[48], Miller[61] and
Coalson[18], I propose a possible model for the transport mechanism as following: state (1),
the E148 side chain is deprotonated and in closed position. The three binding sites are un-
occupied. State(2), the inner gate opens as a proton approaches from the intracellular side
(3), the proton moves to the central binding site, meanwhile two Cl− ions enter the central
and intracellular binding site from the intracellular side. State (4), the Cl− in Scen hands
the proton to the E148 side chain, and the outer gate opens. State (5), two Cl− ions from
the extracellular side of the membrane occupy Sext and likely a fourth site above it. Here
the R147 residue of positive charge may be involved in the fourth site. State (6), the E148
side chain rotates back and deprotonated, push two Cl− ions to the intracellular side. State
(7), another proton enters the central binding site from the intracellular side, returning to
state (2). I believe state (2) is a major intermediate state during the transport cycle. As the
transporter is not functioning, it may stay in state (1). The transport cycle above requires
one protonation of the E148 side chain and two Cl− ions move to the intracellular solution.
This agrees with the known 2Cl−/H+ stoichiometry. In the clockwise cycle proposed by
Mackinnon[48], it seems to ﬁt my calculation results more or less.
To understand the transport mechanism of the chloride transporter in the wild-type E.
coli, the eﬀects of the Cl− ion in the fourth binding site on the Cl− in the Sext site should
be investigated. This will require both classical and quantum chemical studies. There are
still a lot of challenges ahead. Since the location of the fourth binding site is not determined
in the crystal structure, extra work is needed to ﬁnd where the Cl− resides.
It is also important to learn the behaviors of proton-anion binding in the central binding
site, since I believe there is tight coupling between them in the Scen site. The hydrogen ﬂuo-
ride compound is less acidic than the hydrogen chloride compound. The proton movement in
the Scen site is a key step of the Anion/H
+ exchange mechanism. As the protons transport
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in diﬀerent directions, the E148 side chain may be protonated from the intracellular or the
extracellular sides. The binding free energy and the positioning of the binding site should
have minor diﬀerences in the two states. Studies of these issues will help to understand the
transport puzzle.
61
Bibliography
[1] A.Accardi. Structure and function of CLC chloride channels and transporters. In Chlo-
ride Movements Across Cellular Membranes. Elsevier,New York, 2007, pp. 59–82.
[2] Alessio Accardi and Christopher Miller. “Secondary active transport mediated by a
prokaryotic homologue of ClC Cl- channels”. en. In: Nature 427.6977 (Feb. 2004),
pp. 803–807. issn: 0028-0836. doi: 10.1038/nature02314. url: http://www.nature.
com/nature/journal/v427/n6977/abs/nature02314.html.
[3] Alessio Accardi and Alessandra Picollo. “CLC channels and transporters:proteins with
borderline personalities”. In: Biochim Biophys Acta. 1798.8 (2010), pp. 1457–1464.
[4] Alessio Accardi et al. “Separate Ion Pathways in a Cl()/H(+) Exchanger”. In: The
Journal of General Physiology 126.6 (Dec. 2005), pp. 563–570. issn: 0022-1295. doi:
10.1085/jgp.200509417. url: http://www.ncbi.nlm.nih.gov/pmc/articles/
PMC2266597/.
[5] Michael P. Allen. “Introduction to Molecular Dynamics Simulation”. In: Computational
Soft Matter 23.11 (2004), pp. 1–24.
[6] Ayse Arslanargin and Thomas L. Beck. “Free energy partitioning analysis of the driving
forces that determine ion density proﬁles near the water liquid-vapor interface”. In:
The Journal of Chemical Physics 136.10 (2012), p. 104503. issn: 0021-9606, 1089-
7690. doi: 10.1063/1.3689749. url: http://scitation.aip.org/content/aip/
journal/jcp/136/10/10.1063/1.3689749.
62
[7] Frances M. Ashcroft. Ionic channels and Disease. Academic Press, 2000.
[8] Hille B. Ionic channels in excitable membranes. Current problems and biophysical ap-
proaches. Vol. 22. Biophysical Journal, 1978.
[9] Thomas L. Beck. “Hydration Free Energies by Energetic Partitioning of the Potential
Distribution Theorem”. In: Journal of Statistical Physics 145.2 (2011), pp. 335–354.
issn: 0022-4715, 1572-9613. doi: 10.1007/s10955-011-0298-4. url: http://link.
springer.com/article/10.1007/s10955-011-0298-4.
[10] Tom Beck. “The inﬂuence of water interfacial potentials on ion hydration free energies
and density proﬁles near the surface”. In: Soft Condensed Matter 1209.4516 (2012).
[11] Dor Ben-Amotz, Fernando O. Raineri, and George Stell. “Solvation thermodynamics:
theory and applications”. In: The Journal of Physical Chemistry. B 109.14 (2005),
pp. 6866–6878. issn: 1520-6106. doi: 10.1021/jp045090z.
[12] Charles H. Bennett. “Eﬃcient estimation of free energy diﬀerences from Monte Carlo
data”. In: Journal of Computational Physics 22.2 (1976), pp. 245–268. issn: 0021-9991.
doi: 10.1016/0021-9991(76)90078-4.
[13] Charles H Bennett. “Eﬃcient estimation of free energy diﬀerences from Monte Carlo
data”. In: Journal of Computational Physics 22.2 (1976), pp. 245–268. issn: 0021-
9991. doi: 10.1016/0021-9991(76)90078-4. url: http://www.sciencedirect.
com/science/article/pii/0021999176900784.
[14] Mary A B Brazier. A history of neurophysiology in the 19th century. New York: Raven
Press, 1987.
[15] MF Chaplin. “Theory Versus Experiment. What is the Charge at the Surface of Wa-
ter?” In: Multidisciplinary Research Journal 2 (2009).
63
[16] Ch.Chipot and A.Pohorille. Free Energy Calculations - Theory and Applications in
Chemistry and Biology. Springer,Berlin, 2007, p. 33. url: http://www.springer.
com/chemistry/theoretical+and+computational+chemistry/book/978-3-540-
38447-2.
[17] T. Chen and T. Hwang. “ClC-0 and CFTR: Chloride Channels Evolved From Trans-
porters”. In: Physiol Rev 88 (2008).
[18] Mary Hongying Cheng and Rob D. Coalson. “Molecular Dynamics Investigation of Cl-
and Water Transport through a Eukaryotic CLC Transporter”. In: Biophysical Journal
102 (2012), pp. 1363–1371.
[19] “CLC chloride channels: correlating structure with function”. In: 1 ().
[20] Ben Corry, Megan O’Mara, and Shin-Ho Chung. “Conduction Mechanisms of Chloride
Ions in ClC-Type Channels”. In: Biophys J 86.2 (Feb. 2004), pp. 846–860. issn: 0006-
3495. url: http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1303932/ (visited on
06/04/2015).
[21] RA Pfuetzner A Kuo JM Gulbis SL Cohen BT Chait R MacKinnon DA Doyle Cabral
J Morais. “The structure of the potassium channel: molecular basis of K+ conduction
and selectivity”. In: Science 280.5360 (1998), pp. 69–77.
[22] Alessandra Picollo Daniel Basilio Kristin Noach and Alessio Accardi. “Conformational
changes required for H+/Cl- exchange mediated by a CLC transporter”. In: nature
structural and molecular biology 21.5 (2014), pp. 456–464.
[23] Alessandra Picollo Daniel Basilio Kristin Noack and Alessio Accardi. “Conformational
changes required for H+/Cl- exchange mediated by a CLC transporter”. In: Natural
Structural and Molecular Biology 21 (2014), pp. 456–463.
64
[24] Natalia A. Denesyuk and John D. Weeks. “A new approach for eﬃcient simulation
of Coulomb interactions in ionic ﬂuids”. In: The Journal of Chemical Physics 128.12
(2008), p. 124109. issn: 0021-9606, 1089-7690. doi: 10.1063/1.2894478. url: http:
//scitation.aip.org/content/aip/journal/jcp/128/12/10.1063/1.2894478.
[25] Campbell Ernest B. Cadene Martine Chait Brian T. MacKinnon Roderick Dutzler
Raimund. “X-ray structure of a CLC chloride channel at 3.0 reveals the molecular
basis of anion selectivity”. In: Nature 415 (2002), pp. 287–294.
[26] Raimund Dutzler, Ernest B. Campbell, and Roderick MacKinnon. “Gating the selec-
tivity ﬁlter in ClC chloride channels”. In: Science (New York, N.Y.) 300.5616 (2003),
pp. 108–112. issn: 1095-9203. doi: 10.1126/science.1082708.
[27] Ral Estvez and Thomas J. Jentsch. “CLC chloride channels: correlating structure with
function”. In: Current Opinion in Structural Biology 12.4 (2002), pp. 531–539. issn:
0959-440X.
[28] Christoph Fahlke. “Ion permeation and selectivity in ClC-type chloride channels”. In:
American Journal of Physiology - Renal Physiology 280.5 (2001), pp. 748–757.
[29] Jos D. Faraldo-Gmez and Benot Roux. “Electrostatics of ion stabilization in a ClC
chloride channel homologue from Escherichia coli”. In: Journal of Molecular Biology
339.4 (2004), pp. 981–1000. issn: 0022-2836. doi: 10.1016/j.jmb.2004.04.023.
[30] Ahmed Hassanein Gennady V. Miloshevsky and Peter C. Jordan. “Antiport Mecha-
nism for Cl/H+ in ClC-ec1 from Normal-Mode Analysis”. In: Biophys.J 98.6 (2010),
pp. 999–1008.
[31] Francesco Luigi Gervasio et al. “Exploring the gating mechanism in the ClC chloride
channel via metadynamics”. In: Journal of Molecular Biology 361.2 (2006), pp. 390–
398. issn: 0022-2836. doi: 10.1016/j.jmb.2006.06.034.
65
[32] Stefan Grimme, Stephan Ehrlich, and Lars Goerigk. “Eﬀect of the damping function in
dispersion corrected density functional theory”. In: Journal of Computational Chem-
istry 32.7 (2011), pp. 1456–1465. issn: 1096-987X. doi: 10.1002/jcc.21759. url:
http://onlinelibrary.wiley.com/doi/10.1002/jcc.21759/abstract.
[33] Stefan Grimme et al. “A consistent and accurate ab initio parametrization of density
functional dispersion correction (DFT-D) for the 94 elements H-Pu”. In: The Journal
of Chemical Physics 132.15 (2010), p. 154104. issn: 0021-9606, 1089-7690. doi: 10.
1063/1.3382344. url: http://scitation.aip.org/content/aip/journal/jcp/
132/15/10.1063/1.3382344.
[34] Daniel Guetta. “Acidity, Basicity and pKa”. In: (2006).
[35] Graeme Henkelman, Andri Arnaldsson, and Hannes Jnsson. “A fast and robust algo-
rithm for Bader decomposition of charge density”. In: Computational Materials Science
36.3 (2006), pp. 354–360. issn: 0927-0256. doi: 10.1016/j.commatsci.2005.04.010.
url: http://www.sciencedirect.com/science/article/pii/S0927025605001849.
[36] D. van der Spoel H.J.C. Berendsen and R. van Drunen. “GROMACS: A message-
passing parallel molecular dynamics implementation”. In: Computer Physics Commu-
nications 91 (1995), pp. 43–56.
[37] Gerhard Hummer, Lawrence R. Pratt, and Angel E. Garca. “Free Energy of Ionic
Hydration”. In: The Journal of Physical Chemistry 100.4 (1996), pp. 1206–1215. doi:
10.1021/jp951011v.
[38] C. Jarzynski. “Nonequilibrium Equality for Free Energy Diﬀerences”. In: Phys. Rev.
Lett. 78.14 (Apr. 1997), pp. 2690–2693. doi: 10.1103/PhysRevLett.78.2690. url:
http://link.aps.org/doi/10.1103/PhysRevLett.78.2690 (visited on 06/10/2015).
[39] Jan H Jensen. Molecular Modeling Basics. Boca Raton, FL: CRC Press, 2010.
66
[40] Thomas J. Jentsch et al. “Molecular structure and physiological function of chloride
channels”. In: Physiological Reviews 82.2 (2002), pp. 503–568. issn: 0031-9333. doi:
10.1152/physrev.00029.2001.
[41] Thom H. Dunning Jr. “Gaussian basis sets for use in correlated molecular calculations.
I. The atoms boron through neon and hydrogen”. In: The Journal of Chemical Physics
90.2 (1989), pp. 1007–1023. issn: 0021-9606, 1089-7690. doi: 10.1063/1.456153. url:
http://scitation.aip.org/content/aip/journal/jcp/90/2/10.1063/1.456153.
[42] M. Maduke K. Matule. “The CLC ’chloride channel’ family: revelations from prokary-
otes”. In: Mol.Membr.Biol. 24.5-6 (2007), pp. 342–350.
[43] Parimal Kar, Walter Nadler, and Ulrich H. E. Hansmann. “Microcanonical replica
exchange molecular dynamics simulation of proteins”. In: Physical Review E 80.5 (Nov.
2009), p. 056703. doi: 10.1103/PhysRevE.80.056703. url: http://link.aps.org/
doi/10.1103/PhysRevE.80.056703.
[44] Kirill Katsov and John D. Weeks. “Incorporating molecular scale structure into the van
der Waals theory of the liquid-vapor interface”. In: arXiv:cond-mat/0206162 (2002).
arXiv: cond-mat/0206162. url: http://arxiv.org/abs/cond-mat/0206162.
[45] Jennifer L. Knight and III Charles L. Brooks. “-dynamics free energy simulation meth-
ods”. In: J Comput Chem. 30.11 (2009), pp. 1692–1700.
[46] R. Krishnan et al. “Selfconsistent molecular orbital methods. XX. A basis set for
correlated wave functions”. In: The Journal of Chemical Physics 72.1 (1980), pp. 650–
654. issn: 0021-9606, 1089-7690. doi: 10.1063/1.438955. url: http://scitation.
aip.org/content/aip/journal/jcp/72/1/10.1063/1.438955.
[47] Shankar Kumar et al. “Multidimensional free-energy calculations using the weighted
histogram analysis method”. en. In: Journal of Computational Chemistry 16.11 (Nov.
67
1995), pp. 1339–1350. issn: 1096-987X. doi: 10.1002/jcc.540161104. url: http:
//onlinelibrary.wiley.com/doi/10.1002/jcc.540161104/abstract.
[48] Y. Hsiung L. Feng E.B. Campbell and R. MacKinnon. “Structure of a eukaryotic CLC
transporter deﬁnes an intermediate state in the transport cycle”. In: Science 330.6004
(2010), pp. 635–641.
[49] Alessandro Laio and Michele Parrinello. “Escaping free-energy minima”. en. In: PNAS
99.20 (Oct. 2002), pp. 12562–12566. issn: 0027-8424, 1091-6490. doi: 10.1073/pnas.
202427399. url: http : / / www . pnas . org / content / 99 / 20 / 12562 (visited on
06/10/2015).
[50] Hark Lee and Wei Cai. “Ewald Summation for Coulomb Interactions in a Periodic
Supercell”. In: (2009).
[51] Ernest B. Campbell Liang Feng and Roderick Mackinnon. “Molecular mechanism of
proton transport in CLC Cl-/H+ exchange transporters”. In: Proc Natl Acad Sci U S
A. 109.29 (2012), pp. 11699–11704.
[52] Hyun-Ho Lim, Randy B. Stockbridge, and Christopher Miller. “Fluoride-dependent
interruption of the transport cycle of a CLC Cl-/H+ antiporter”. In: Nature Chemical
Biology 9.11 (2013), pp. 721–725. issn: 1552-4469. doi: 10.1038/nchembio.1336.
[53] Stockbridge R.B. Miller C. Lim H.-H. “A ﬂuoride interloper in a CLC-type Cl /H+
antiporter”. In: Nat.Chem.Biol. 1038.1336 (2013).
[54] Erik Lindahl, Berk Hess, and David van der Spoel. “GROMACS 3.0: a package for
molecular simulation and trajectory analysis”. English. In: Molecular modeling annual
7.8 (2001), pp. 306–317. issn: 0949-183X. doi: 10.1007/s008940100045. url: http:
//dx.doi.org/10.1007/s008940100045.
68
[55] Miller C Maduke M and Mindell JA. “A decade of CLC chloride channels: structure,
mechanism, and many unsettled questions”. In: Annu Rev Biophys Biomol Struct. 29
(2000), pp. 411–438.
[56] Yizhak Marcus. “Thermodynamics of solvation of Ions”. In: J.CHEM.SOC.FARADAY
TRANS. 87.18 (1991), pp. 2995–2999. url: http://pubs.rsc.org/en/content/
articlepdf/1991/ft/ft9918702995.
[57] David Marreiro. “Eﬃcient particle-base simulation of ion channel”. In: (2006).
[58] A. D. McLean and G. S. Chandler. “Contracted Gaussian basis sets for molecular
calculations. I. Second row atoms, Z=1118”. In: The Journal of Chemical Physics
72.10 (1980), pp. 5639–5648. issn: 0021-9606, 1089-7690. doi: 10.1063/1.438980.
url: http://scitation.aip.org/content/aip/journal/jcp/72/10/10.1063/1.
438980.
[59] Wan Yong Feng Ellen Gundlach Michael H. Cohen Alan D. Earhart Michael D. Tis-
sandier Kenneth A. Cowen and James V. Coe. “The Proton’s Absolute Aqueous En-
thalpy and Gibbs Free Energy of Solvation from Cluster-Ion Solvation Data”. In: J.
Phys. Chem. 102 (1998), pp. 7787–7794.
[60] C. Miller. “ClC chloride channels viewed through a transporter lens”. In: nature 440.7083
(2006), pp. 484–9.
[61] Christopher Miller and Wang Nguitragool. “A provisional transport mechanism for a
chloride channel-type Cl/H+ exchanger”. In: Philosophical Transactions of the Royal
Society B: Biological Sciences 364.1514 (2009), pp. 175–180. issn: 0962-8436. doi:
10.1098/rstb.2008.0138. url: http://www.ncbi.nlm.nih.gov/pmc/articles/
PMC2674093/.
[62] Trevor W. Hambley Peter Comba and Bodo Martin. Molecular Modeling of Inorganic
Compounds. Wiley-vch, 2009, pp. 9–10.
69
[63] Alessandra Picollo et al. “Basis of substrate binding and conservation of selectivity
in the CLC family of channels and transporters”. In: Nature Structural & Molecular
Biology 16.12 (2009), pp. 1294–1301. issn: 1545-9985. doi: 10.1038/nsmb.1704.
[64] William H. Robertson and Mark A. Johnson. “Molecular aspects of halide ion hy-
dration: the cluster approach”. In: Annual Review of Physical Chemistry 54 (2003),
pp. 173–213. issn: 0066-426X. doi: 10.1146/annurev.physchem.54.011002.103801.
[65] Jocelyn M. Rodgers and John D. Weeks. “Local molecular ﬁeld theory for the treatment
of electrostatics”. In: Journal of Physics: Condensed Matter 20.49 (2008), p. 494206.
issn: 0953-8984. doi: 10.1088/0953-8984/20/49/494206. url: http://iopscience.
iop.org/0953-8984/20/49/494206.
[66] David M. Rogers and Thomas L. Beck. “Modeling molecular and ionic absolute sol-
vation free energies with quasi-chemical theory bounds”. In: The Journal of Chemical
Physics 129.13 (2008). arXiv: 0809.1628, p. 134505. issn: 00219606. doi: 10.1063/1.
2985613. url: http://arxiv.org/abs/0809.1628.
[67] Edward Sanville et al. “Improved grid-based algorithm for Bader charge allocation”.
In: Journal of Computational Chemistry 28.5 (2007), pp. 899–908. issn: 0192-8651.
doi: 10.1002/jcc.20575.
[68] Mia Smith and Hai Lin. “Charge delocalization upon chloride ion binding in ClC chlo-
ride ion channels/transporters”. In: Chemical Physics Letters 502.1 (2011), pp. 112–
117. issn: 0009-2614. doi: 10.1016/j.cplett.2010.12.031. url: http://www.
sciencedirect.com/science/article/pii/S0009261410016155.
[69] W. Tang, E. Sanville, and G. Henkelman. “A grid-based Bader analysis algorithm
without lattice bias”. In: Journal of Physics: Condensed Matter 21.8 (2009), p. 084204.
issn: 0953-8984. doi: 10.1088/0953-8984/21/8/084204. url: http://iopscience.
iop.org/0953-8984/21/8/084204.
70
[70] T.L.Beck, M.E.Paulaitis and L.R.Pratt. The Potential Distribution Theorem and Mod-
els of Molecular Solutions. Cambridge University Press. url: http://www.cambridge.
org/us/academic/subjects/engineering/chemical-engineering/potential-
distribution-theorem-and-models-molecular-solutions.
[71] G. M. Torrie and J. P. Valleau. “Nonphysical sampling distributions in Monte Carlo
free-energy estimation: Umbrella sampling”. In: Journal of Computational Physics 23.2
(Feb. 1977), pp. 187–199. issn: 0021-9991. doi: 10.1016/0021-9991(77)90121-8.
url: http://www.sciencedirect.com/science/article/pii/0021999177901218
(visited on 06/10/2015).
[72] T.Y.Chen and T.C.Hwang. “CLC-0 and CFTR: chloride channels evolved from trans-
porters.” In: Physiol.Rev. 88.2 (2008), pp. 351–387.
[73] J. P. Valleau and D. N. Card. “Monte Carlo Estimation of the Free Energy by Mul-
tistage Sampling”. In: The Journal of Chemical Physics 57.12 (Dec. 1972), pp. 5457–
5462. issn: 0021-9606, 1089-7690. doi: 10.1063/1.1678245. url: http://scitation.
aip.org/content/aip/journal/jcp/57/12/10.1063/1.1678245.
[74] David E. Woon and Thom H. Dunning Jr. “Gaussian basis sets for use in correlated
molecular calculations. III. The atoms aluminum through argon”. In: The Journal of
Chemical Physics 98.2 (1993), pp. 1358–1371. issn: 0021-9606, 1089-7690. doi: 10.
1063/1.464303. url: http://scitation.aip.org/content/aip/journal/jcp/98/
2/10.1063/1.464303.
[75] U Mahankali ZF Kuang and TL Beck. “Proton pathways and H+/Cl- stoichiometry
in bacterial chloride transporters”. In: Proteins 68.1 (2007), pp. 26–33.
[76] U Mahankali TL Beck ZF Kuang J Yin. “Ion transit pathways and gating in ClC
chloride channels”. In: PROTEINS 57.2 (2004), pp. 414–21.
71
[77] Yong Zhang and Gregory A. Voth. “The Coupled Proton Transport in the ClC-ec1
Cl/H+ Antiporter”. In: Biophys J. 101.10 (2011), pp. 47–49.
72
