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INSTRUCTIONS TO CANDIDATE: 
[ARAHAN KEPADA CALON:] 
 
• Please ensure that this examination paper contains FOUR questions in NINE printed 
pages before you begin the examination. 
 
 [Sila pastikan bahawa kertas peperiksaan ini mengandungi EMPAT soalan di dalam 
SEMBILAN muka surat yang bercetak sebelum anda memulakan peperiksaan ini.] 
 
• Answer ALL questions.  
 
 [Jawab SEMUA soalan.] 
 
• You may answer the questions either in English or in Bahasa Malaysia. 
 
 [Anda dibenarkan menjawab soalan sama ada dalam bahasa Inggeris atau bahasa Malaysia.] 
 
• In the event of any discrepancies, the English version shall be used. 
 
 [Sekiranya terdapat sebarang percanggahan pada soalan peperiksaan, versi bahasa Inggeris 
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 (b) Name the three (3) modifications made to the von Neumann machine to 

























2. (a) Differentiate how coordination is being handled in Shared Memory platform and 


















 (e) Describe the relationship of process and threads. You may accompany your 
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#define CHUNKSIZE 100 
#define N     1000 
 
main ()   
{ 
 
int i, chunk; 
float a[N], b[N], c[N]; 
 
for (i=0; i < N; i++) 
  a[i] = b[i] = i * 1.0; 
chunk = CHUNKSIZE; 
 
for (i=0; i < N; i++) 











float a[N], b[N], c[N], d[N]; 
 
for (i=0; i < N; i++) { 
  a[i] = i * 1.5; 
  b[i] = i + 22.35; 
  } 
 
for (i=0; i < N; i++) 
      c[i] = a[i] + b[i]; 
 
for (i=0; i < N; i++) 













  (iii) What are the two OpenMP work-sharing constructs that are suitable to be 
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 (e) Write the complete parallel version in OpenMP of Code A and Code B using the 
appropriate OpenMP directives from the following list: 
 
  #pragma omp for schedule(dynamic,chunk) nowait 
  #pragma omp parallel shared(a,b,c,chunk) private(i) 
  #pragma omp parallel shared(a,b,c,d) private(i) 
  #pragma omp sections nowait 
  #pragma omp section 

















#define SIZE 4 
 
main(int argc, char *argv[])  { 
int numtasks, rank, sendcount, recvcount, source; 
float sendbuf[SIZE][SIZE] = { 
  {1.0, 2.0, 3.0, 4.0}, 
  {5.0, 6.0, 7.0, 8.0}, 
  {9.0, 10.0, 11.0, 12.0}, 
  {13.0, 14.0, 15.0, 16.0}  }; 
float recvbuf[SIZE]; 
 
if (numtasks == SIZE) { 
  source = 1; 
  sendcount = SIZE; 
  recvcount = SIZE; 
   
  printf("rank= %d  Results: %f %f %f %f\n",rank,recvbuf[0], 
         recvbuf[1],recvbuf[2],recvbuf[3]); 
  } 
else 
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 (c) Describe the role played by the following CUDA calls: 
 
  (i) cudaMalloc() 
 
  (ii) cudaFree() 
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 (b) Namakan tiga (3) pengubahsuaian yang dibuat kepada mesin von Neumann 


























2. (a) Bezakan bagaimana koordinasi dilaksanakan di dalam platform memori 
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 (e) Huraikan hubungan antara proses dan bebenang. Anda boleh menggunakan 













3. (a) Senaraikan semua objek penyelarasan yang digunakan dalam OpenMP dan 

















#define CHUNKSIZE 100 
#define N     1000 
 
main ()   
{ 
 
int i, chunk; 
float a[N], b[N], c[N]; 
 
for (i=0; i < N; i++) 
  a[i] = b[i] = i * 1.0; 
chunk = CHUNKSIZE; 
 
for (i=0; i < N; i++) 











float a[N], b[N], c[N], d[N]; 
 
for (i=0; i < N; i++) { 
  a[i] = i * 1.5; 
  b[i] = i + 22.35; 
  } 
 
for (i=0; i < N; i++) 
      c[i] = a[i] + b[i]; 
 
for (i=0; i < N; i++) 
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 (e) Tulis atur cara selari dalam OpenMP untuk Kod A dan Kod B menggunakan 
arahan-arahan OpenMP bersesuaian dari senarai berikut: 
 
  #pragma omp for schedule(dynamic,chunk) nowait 
  #pragma omp parallel shared(a,b,c,chunk) private(i) 
  #pragma omp parallel shared(a,b,c,d) private(i) 
  #pragma omp sections nowait 
  #pragma omp section 
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 (b) Tulis atur cara selari yang lengkap dalam MPI untuk kod atur cara berjujukan 
berikut menggunakan MPIScatter. 
 
#include <stdio.h> 
#define SIZE 4 
 
main(int argc, char *argv[])  { 
int numtasks, rank, sendcount, recvcount, source; 
float sendbuf[SIZE][SIZE] = { 
  {1.0, 2.0, 3.0, 4.0}, 
  {5.0, 6.0, 7.0, 8.0}, 
  {9.0, 10.0, 11.0, 12.0}, 
  {13.0, 14.0, 15.0, 16.0}  }; 
float recvbuf[SIZE]; 
 
if (numtasks == SIZE) { 
  source = 1; 
  sendcount = SIZE; 
  recvcount = SIZE; 
   
  printf("rank= %d  Results: %f %f %f %f\n",rank,recvbuf[0], 
         recvbuf[1],recvbuf[2],recvbuf[3]); 
  } 
else 




  Petunjuk: anda mungkin ingin gunakan kenyataan di bawah di dalam atur cara 
anda 





 (c) Huraikan peranan yang dimainkkan oleh panggilan CUDA berikut: 
 
  (i) cudaMalloc()  
 
  (ii) cudaFree() 
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