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МЕТОД СИНТЕЗА ПАРАЛЛЕЛЬНО-ДЕКОМПОЗИЦИОННЫХ МОДЕЛЕЙ  
АЛГОРИТМОВ ДЛЯ ВЫСОКОДИНАМИЧНЫХ КРИТИЧЕСКИХ СИСТЕМ 
 
Рассматриваются результаты решения задачи синтеза параллельно-декомпозиционных моделей 
алгоритмов при задании требований к тактовой частоте или величине такта, элементной базе 
и отсутствии ограничений на сложность аппаратной или программной реализации модели. Опи-
сывается методология,  использующая при построении параллельных моделей алгоритмов метод 
совмещения операций, декомпозиционную обработку и кодово-матричный метод, либо некото-
рую комбинацию этих методов, адекватную системе требований и ограничений и временным па-
раметрам элементной базы. 
 




Существует большой класс систем обработки 
информации и управления, в которых вычислитель-
ные средства должны выдавать результаты обработ-
ки данных в темпе поступления на вход системы 
новых наборов исходных данных от внешних ис-
точников, то есть в реальном масштабе времени 
(РМВ). К числу систем РМВ относятся системы об-
работки радиолокационной информации, системы 
управления полетами аэрокосмических объектов, 
управления быстротечными технологическими про-
цессами, системы цифрового телевидения, телеком-
муникационные системы с цифровым кодированием 
и  декодированием передаваемых данных и т.п. При 
проектировании аппаратных и программных вычис-
лительных средств для таких систем одним из ос-
новных требований является определяемая внешней 
средой величина тактового интервала ввода в сис-
тему очередных наборов данных (тактовое время, 
ТТ) или тактовая частота F = 1/ТТ обработки дан-
ных.  Актуальность  этой проблемы обусловливает 
необходимость разработки  методов и средств син-
теза параллельных моделей алгоритмов с заданной 
тактовой частотой F3 (тактом TT3).  
Рассматриваются результаты решения задачи 
синтеза параллельно-декомпозиционных моделей ал-
горитмов при задании требований к тактовой частоте 
F3 (величине такта TT3), заданной элементной базе и 
отсутствии ограничений на сложность аппаратной или 
программной реализации модели. Описываемая мето-
дология использует при построении параллельных 
моделей алгоритмов метод совмещения операций, де-
композиционную обработку и кодово-матричный ме-
тод (либо некоторую комбинацию этих методов, адек-
ватную системе требований и ограничений и времен-
ным параметрам используемой элементной базы). 
Постановка задачи исследования 
Исходными  данными для синтеза являются: 
– Си-программа, представляющая формальное 
описание рассматриваемого алгоритма; 
– спецификация Си-программы в числовом 
формате (представленная структурами данных со-
става и связей операторов); 
– библиотеки функциональных модулей или про-
цессоров и их технические характеристики: значения 
0
jt  времени реализации операций или функций алго-
ритма (например, с, мс, мкс или нс  при синтезе парал-
 Г.А. Поляков, Е.Г. Толстолужская, Д.А. Толстолужский 




лельных моделей аппаратных средств) или в тактах  – 
при  синтезе параллельных моделей алгоритмов для 
программных средств, а также вентильная сложность 
функциональных модулей и (или) процессоров; 
 требуемое значение тактовой частоты F3 (так-
тового интервала TT3); 
 характер прикладной ориентации модели (для 
аппаратных или для программных средств). 
Необходимо синтезировать в числовом формате 
параллельно-декомпозиционную модель алгоритма, 
удовлетворяющую заданным требованиям к тактовой 
частоте F3, (величине такта TT3). При синтезе моде-
лей алгоритма использовать декомпозиционнный 
метод, метод совмещения независимых операций, 
кодово-матричный метод или их оптимальную ком-
бинацию в зависимости от значений F3 (TT3). 
Основные этапы синтеза параллельно-декомпо-
зиционных моделей алгоритмов представлены на рис. 1. 
На первом этапе (блок 2, рис. 1) для каждого 
оператора jP   Си-программы алгоритма рассчитыва-
ется соответствующее значение коэффициента де-
композиции d 0j j зK t / TT , где 
0
jt  – время выполне-
ния оператора jP , зТТ  – требуемое значение такто-
вого интервала (определяемое значением тактовой 
частоты зF ), j 0, n 1  , где n  – количество опера-
ций/функций в алгоритме. 
На втором этапе (блок 3, рис. 1)  для рассмат-
риваемого алгоритма определяется максимальное 
значение коэффициента декомпозиции 
 d dmax jK max K .                       (1) 
На третьем этапе (блок 4, рис.2) для каждого 
оператора Pj формируется “декомпозиционное рас-
ширение”  j jd dP P    – подмножество djP  опера-
торов 
j
dP  в соответствии со следующими соотно-
шениями: 
 тип оператора 
j
dP  определяется типом опе-
ратора jP  j
d
jtyp P typ P
       
;  




ответствующей операции типа jtyp P    совпадает со 
временем 0jt  оператора jP  j
0 0
jt t  ; 
 момент 
j
Ht  начала выполнения оператора j
dP  




1t t DT    ,                      (2) 
где dj jn   , 
d
max1, 2, ... , K 1   ; 
d
jn  –
количество операторов-вершин в расширении фор-
мата СВМ  к моменту начала формирования множе-
ства djP  для оператора Pj;  




jP P   идентична 
структуре сопряженных и внешних связей базового 
оператора Pj c операторами базового множества P . 
На четвертом этапе (блок 5, рис. 1) формирует-
ся множество (Д)P  операторов 
(Д)
jP  коммутации 
временной последовательности входных наборов 
данных алгоритма на входные операторы 
j
d d
jP P  , 
соответствующих (синтезированных в количестве 
d
maxK 1 ) копий базисного множества  jP P . 
Количество операторов коммутации (демультиплек-
соров) определяется мощностью набора входных 
данных алгоритма, каждый демультиплексор обес-
печивает управляемую номером входного набора 
данных коммутацию конкретного значения данного 
на соответствующий входной оператор памяти каж-
дой из ( dmaxK 1 ) копий базисного множества P  
операторов Pj. Число управляющих входов и выхо-
дов данных каждого оператора – демультиплексора 
K
jP  соответственно равно 
d
2 jlog K 1   
 и djK . 
На данном этапе обеспечивается также формиро-
вание множества MP  операторов MjP  мультиплекси-
рования временной последовательности выходных 
наборов результатов выполнения различных копий 
базисного множества P  операторов Pj. Количество 
операторов – мультиплексоров определяется мощно-
стью набора выходных данных алгоритма, каждый 
мультиплексор обеспечивает управляемую номером 
входного набора данных передачу значения конкрет-
ного результата из соответствующего выходного опе-
ратора памяти каждой из dmaxK 1  копий базисного 
множества P  операторов Pj на соответствующий вы-
ход параллельно-декомпозиционной модели. Число 
управляющих входов и входов данных каждого опера-
тора-мультиплексора (M)jP  равно соответственно 
d
2 jlog (K ) 1   
  и  djK . 
На пятом этапе (блок 6, рис. 1) формируется 
множество cP  операторов  управления cjP , обеспе-
чивающих ввод в модель сигналов временной син-
хронизации clk (оператор cljP ) и операторов под-
счета суммы Sclk тактовых сигналов clk ((операторы 
ct
jP  типа «ct») , определения, тем самым, номеров 
наборов входных данных), а также формирования 
сигналов «ctj» управления операторами-демуль-
типлексорами ДjP  в соответствии с соотношением 








– числовые структуры данных состава 
операторов и связей; 
– требования Fз , TTз ; 
– библиблиотека модулей или 
процессоров и их ТХ. 
1 




0/TTз[ базовых  
операторов Pj  P алгоритма 
2 
Определение максимального 




расширений  Pjd с мощностью 
I PjdI =  Kdmax  для  Pj  P,  
формирование  их атрибутов 
4 
Включение в декомпозиционное  
расширение PD множества  PК  
коммутационных операторов Pj
К,  
формирование их атрибутов 
5 
Включение в декомпозиционное  
расширение PD  множества   PC  
операторов Pj
c управления коммутацией, 
формирование их атрибутов 
6 
Формирование множества Тфр 
значений ярусного времени 
tμ








данных, операторов управления  
и коммутации; nj = 3 
 
10 
Расчет рангов rj  и приоритетов 
bj  операторов  




d (nj) операторов–кандидатов 
Pj  PD на начало реализации 
на nj-м ярусе s-го фрагмента  
12 





d (nj) операторов Pj  Etd (nj), 
выполняемых с момента t  
14 
Ввод связей входных фиксаторов Ф  
и входных операторов 
Pj Gtd  s-го фрагмента 
16 
Новый временной ярус nj = nj + 1 
17 
Расчет момента времени t 
появления свободного ресурса 
18 
           s = s + 1; nj = nj + 1; 
20 
    Ввод входных фиксаторов Фi 
nj-го яруса s-го фрагмента 
21 
Вывод параллельно–декомпозиционной 
модели: структуры данных состава  
и связей операторов модели; значения 
тактовой частоты Fd и значения ТTd 







nj – граничный ярус 
11 
19 Синтез окончен 
15 Gt
d –« входные» Pj 
Нет 
Да 





j clk jct (S )mod K .                      (3) 
Рассмотренные этапы обеспечивают решение 
первой задачи синтеза параллельно-декомпози-
ционных временных моделей алгоритмов – расшире-
ния  базового множества Р операторов путем форми-
рования множества базисных копий 1 2 qP , P , ... , P  
( dmaxq K 1  ) с получением расширенного базового 
множества Б 1 2 qP P P ... P     Си-программы ал-
горитма, а также путем введения множеств 
Д M cP , P , P  операторов демультиплексирования ДjP , 
мультиплексирования MjP  и управления 
c
jP  с соот-
ветствующими сопряженными и внешними связями 
между ними.  
В результате оказывается сформированным 
расширенное множество Д M УR P P P P     па-
раллельно-декомпозиционной модели алгоритма.  
Содержанием второй задачи синтеза парал-
лельно-декомпозиционных временных моделей ал-
горитмов является:  
– введение в состав расширенного множества 
R  множества РФ операторов-фиксаторов, разде-
ляющих параллельно-декомпозиционные фрагмен-
ты синтезируемой временной модели; 
– формирование сопряжено-внешних связей 
между операторами различных групп операторов Pj  
расширенного множества R ; 
– решение задачи временной параметризации 
операторов Д M cjP P P P P P
      (то есть, 
определение для каждого оператора Pj момента вре-
мени Hjt  начала его выполнения).  
Решение второй задачи синтеза параллельно-
декомпозиционных временных моделей алгоритмов 
охватывает блоки 7…25 (рис. 1). На шестом этапе 
(блок 7, рис. 1) формируется множество 
 фр фрsT t  значений ярусного времени фрst  «гра-
ничных» временных ярусов (разделяющих парал-
лельно-декомпозиционные фрагменты синтезируе-
мой временной модели) в соответствии со следую-
щими соотношениями: фр1t  =1,00 (для первого, s = 1, 
фрагмента), фрфрs з1t t (s 1)TT    (для 
d
maxs 2, 3, ... , K ). 
На седьмом этапе (блок 8, рис. 1) для  операто-
ров jP R  рассчитываются значения ранга jr  и 
приоритета jb , определяющие очередность рас-
смотрения операторов при решении задачи назначе-
ния на выполнение.  
На восьмом этапе (блоки 9, 10, рис. 1) выполня-
ется ввод (при nj = 0) оператора типа «clk» (тактовый 
сигнал), фиксаторов 0i  исходных данных синтези-
руемой модели и операторов управления (при nj = 1), 
а также операторов коммутации (при nj = 2). 
На девятом этапе (блоки 12, 13, 14, рис. 1) 
осуществляется решение следующих задач: выделе-
ние из расширенного множества R  подмножества 
d
tE (nj)  операторов Pj, для начала выполнения кото-
рых на nj-м ярусе s-го фрагмента готовы все необ-
ходимые операнды;  
– оценка доступного в текущий момент вре-
мени t  ресурса функциональных модулей (при ап-
паратной ориентации приложений) или процессоров 
(при программной ориентации приложения); 
– формирование множества d dt tG (nj) E (nj)  
операторов dj tP E (nj) , начинающих выполняться 
на nj-м ярусе в момент времени t  при наличии не-
обходимого для их выполнения свободного в мо-
мент t  ресурса. 
На десятом этапе (блоки 15, 16, рис. 1) формиру-
ются сопряжено-внешние связи входных операторов – 
фиксаторов Фі  nj-го временного яруса  s-го декомпо-
зиционного фрагмента и входных базисных операто-
ров dj tP G (nj)  этого фрагмента (при выполнении 
условия, проверяемого символом 15, что, все операто-
ры множества dtG (nj)  являются входными для s-го 
фрагмента). Формирование сопряжено-внешних свя-
зей осуществляется на основе операций теории графов. 
На одиннадцатом этапе (блоки 17, 18, рис. 1) 
рассчитывается очередной номер nj nj 1   времен-
ного яруса параллельно-декомпозиционной модели 
и определяется ближайший момент времени t  появ-
ления свободного ресурса, определяющий значение 
очередного ярусного времени t(nj) .  
На двенадцатом этапе  (блоки 19 – 21, рис. 1)  
проверяется факт окончания синтеза параллельно-
декомпозиционной модели (при dmaxs k ), в случае 
невыполнения условия формируется номер s s 1   
очередного декомпозиционного фрагмента и оче-
редного номера  nj nj 1   временного яруса синте-
зируемой модели. 
Выполнение рассмотренных выше этапов 
обеспечивает синтез параллельно-декомпозицион-
ных временных моделей алгоритмов, удовлетво-
ряющих заданным требованиям к тактовой частоте 
F3 (или к величине такта TT3).  
Поясним на простом примере содержание и 
особенности основных этапов. Исходные данные:  
Си-программа алгоритма (рис. 2);  
– величина такта TT модели не должна превы-
шать значения TT3 < = 24,00 нс (что соответствует 
тактовой частоте F3 = 1/TT3  >=  41,6 Мгц); 
– длительности (в нс) выполнения функцио-
нальными модулями различных типов  операторов 
Си- программы (табл. 1). 
Требуется: синтезировать параллельно-деком-
позиционную модель с использованием метода со-
вмещения независимых операций и декомпозицион-
ной обработки (для аппаратных приложений). 





декомпозиционной модели разветвляющегося алго-
ритма представляет временная параллельная модель 
(рис. 3). Модель включает df 5  декомпозицион-
ных фрагментов sFR  с номерами s = 0, 1, 2, 3, 4.  
В состав различных фрагментов параллельно – 
декомпозиционной модели входят следующие опе-
раторы: в нулевой фрагмент ( s  = 0, nj  = 0, 1, 2) – 
операторы Pj с номерами:  j  = 0, 1, 2, 3, 22, 23, 37, 6, 
7, 38, 39, 40;  в первый фрагмент ( s = 1, nj  =3…7) – 
операторы Pj  с номерами j  = 5, 20, 21, 8, 9, 18, 19, 
10, 12; во второй фрагмент ( s = 2, nj  =8…12) – с 
номерами j  = 4, 13, 25, 26, 27, 44, 28, 29, 35, 36, 30, 
32;  в третий  фрагмент ( s = 3, nj  = 13, 14)  –  с но-
мерами j  = 11, 24, 33, 45, 46, 14;  в четвертый фраг-
мент ( s = 4, nj =15…18) –  операторы с номерами  
31, 47, 34, 41, 42, 43, 15, 16, 17. Это обеспечивает в 
каждый момент времени реализацию заданного ал-
горитма по пяти смежным (по времени ввода в мо-
дель) наборам исходных данных. Величина такта 
TT  модели удовлетворяет заданному требованию: 
значения TT = зTT  = 24,00 нс (что соответствует 
тактовой частоте з зF 1/ TT   41,6 Мгц).  
Обобщенная структура параллельно-декомпо-
зиционных моделей представлена на рис. 4. Различ-
ные элементы этой структуры могут быть конкрети-
зированы с помощью декомпозиционной параллель-
ной временной модели (рис. 3) следующим образом: 
 входной ( nj  = 0) ярус – содержит операторы – 
входы данных 0P , 1P (a_in, b_in), операторы – имена 
исходных данных 2P , 3P  (a, b), операторы – имена 
переменных 22P , 23P  (z, s), а также вводимые в про-
цессе синтеза  параллельно-декомпозиционной модели 
операторы – имена  данных 18P ,  19P  и оператор – 
вход 29P   сигнала  «clk» временной синхронизации; 
– временные ярусы управления декомпозици-
онной моделью (ярусы с номерами nj  =1, 2), на ко-
торых размещаются операторы приема очередных 
значений входных наборов данных «a,b» (операторы 
типа «=» 6 7P ,P ), оператор подсчета количества вве-
денных в декомпозиционную модель наборов дан-
ных (оператор типа «ctr» 38P ) и операторы комму-
тации (типа «dmx» 39 40P , P ), обеспечивающие де-
композицию временной последовательности набо-
ров значений  входных данных «a,b» на подпоследо-
вательности (с номерами 1, 2, … , dmaxk ); 
 множество L  линий L  (с номерами   =1, 
2,…, dmax1/ 2 k ) «вычислительных» фрагментов sFR , 
каждая из которых представляет собой, в общем слу-
чае, цепочку фрагментов модели, обеспечивающих 
решение задачи для конкретного набора входных дан-
ных; рассматриваемая модель (рис.3) включает две 
линии 1L  и 2L  (так как 
d
maxk  = 2), в состав первой 
линии входят фрагменты 0FR , 1FR  3FR   4FR , в со-
став второй линии  – фрагмент 0FR  2FR   3FR  4FR ; 
  каждый вычислительный фрагмент FRS со-
держит входной временной ярус, на котором разме-
щены входные операторы-фиксаторы (типа  «=»), 
обеспечивающие прием результатов промежуточ-
ных вычислений, выполненных предшествующим 
фрагментом (или несколькими предшествующими 
фрагментами – в случае наличия в их составе опера-
торов с временем выполнения tj
0 > TT)  рассматри-
ваемой линии фрагментов, а также множество вре-
менных ярусов (заканчивающихся «выходным яру-
сом фрагмента»), на которых  расположены опера-
торы, выполняющие комбинационные операции 
(арифметические, логические и т.д.) над данными; 
 линии Lp  L вычислительных фрагментов за-
канчиваются «выходными временными ярусами» с 
номерами nj = 16, 17, содержащими операторы P41, P42 
объединения типа «mux» (арифметического объедине-
ния значений одноименных данных, вычисляемых при 
выполнении различных линий) и оператор P43 типа 
«l.o» (логического объединения передач управления от 
выходных операторов различных линий); 
– выходной ярус (с номером nj = kj = 18) моде-
ли содержит операторы P16, P17 типа «out» вывода 
результатов декомпозиционной обработки данных  
#include <stdio.h>  
   void main(void)                          
 { 
   int a,b; 
 int z,s; 
 scanf("%d %d %d %d",&a); 
   scanf("%d %d %d %d",&b); 
     if(a == b) 
      { z = a * b ; 
 printf("%4d\n",z); 
      } 
     else 
      {  
        s = b / a ; 
   printf("%4d\n",s); 
      } 
 }  
Рис. 2. Си-программа  разветвляющегося алгоритма 
Таблица 1 
Значения времени tо(typ) выполнения функциональными модулями операторов Pj различных типов (typ)  
параллельно-декомпозиционной модели (нс) 
 
Typ vx , vix / var == clk upl * dmx l.o ctr mux *,= stop 
tj
0 1,0 11,0 1,0 1,50 1,0 0,88 41,29 0,68 1,0 1,0 1,00 1,05 1,0 
 




(z_out , s_out) и оператор P15 «stop» завершения вы-
полнения декомпозиционной модели; 
– операторы типа «фиксатор значения» (реали-
зующие операции записи/чтения данных, переда-
ваемых между фрагментами): входные фиксаторы  
6 7P ,P  нулевого фрагмента, фиксаторы 20 21P , P   пер-
вого фрагмента, фиксаторы 13 26 27P ,P ,P  второго 
фрагмента, фиксаторы 11 33 45P ,P ,P  третьего фраг-
мента и фиксаторы P31, P37 четвертого фрагмента. 
Таким образом, параллельно-декомпозицион-
ная модель, обобщенная структура которой пред- 
 
ставлена на рис. 4, включает следующие группы 
операторов параллельно-декомпозиционной вре-
менной модели: 
 группы «базовых» операторов (операторы 
умножения 10 30P ,P ) и операторы деления  ( 12 32P ,P ), 
получаемой «размножением» операторов Си-прог-
раммы соответствующих типов с коэффициентом 
размножения, равным dmaxk  (в примере 
d
maxk  = 2); 
 группы операторов – фиксаторов ( 6 7P , P ,  
20 21 13 26 27 11 33 45 31 47P , P ,P ,P ,P , P , P , P ,P , P ; 
 
 
Рис. 3. Параллельно-декомпозиционная модель разветвляющегося алгоритма для аппаратных приложений 


























Рис. 4. Обобщенная структура параллельно-декомпозиционных временных моделей алгоритмов  
 
 группы операторов – переименованных пе-
ременных ( 4 5 22 23 4 25 44P , P , P , P , P , P , P ,P46 ); 
 группы операторов управления синхрониза-
цией (операторы 37 38P ,P  типов «clk» и «ctr»); 
 группы операторов коммутации данных 
различных входных наборов между линиями деком-
позиционных фрагментов модели (операторы 
39 40P , P  типа «dmx»); 
  группы операторов коммутации данных 
( 18 19 35 36P , P , P ,P  типа «dmx») на различные естест-
венные части алгоритма по результатам проверки 
логических условий операторами типа «upl» 
( 9 29P , P );  
 группы операторов ( 41 42P ,P  типа «mux») 
арифметического объединения значений выходных 
переменных « z,s », получаемых для различных на-
боров значений входных данных Си-программы; 
 группы операторов (операторы 34 43P , P ) 
объединения связей по управлению от выходных 
операторов различных линий фрагментов, обраба-
тывающих различные входные наборы данных. 
Выводы 
1. Одним из требований, предъявляемым к  
высокодинамичным критическим системам, 
является обработка данных в реальном времени с 
высокой тактовой частотой. Основными путями ре-
шения этой проблемы в настоящее время являются 
разработка и использование новой быстродейст-
вующей элементной базы и применение конвейер-
ной обработки данных.  
2. В статье изложен метод формального синте-
за параллельно - декомпозиционных моделей вре-
менных алгоритмов. Метод обеспечивает  возмож-
ности дальнейшего, по сравнению с конвейерной 
обработкой (при использовании одной и той же 
элементной базы), увеличения тактовой частоты  и 
соответствующего увеличения производительности 
цифровых устройств.  
3.  Разработанный метод может рассматри-
ваться как основа для разработки инструментальных 
программных средств автоматического проектиро-
вания параллельных цифровых устройств для высо-
кодинамичных критических приложений. 
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