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ON THE MODULI SPACE OF QUASI-HOMOGENEOUS
FUNCTIONS
LEONARDO MEIRELES CAˆMARA AND MARIA APARECIDA SOARES RUAS
Abstract. We relate the moduli space of analytic equivalent germs of
reduced quasi-homogeneous functions at (C2, 0) with their bi-Lipschitz
equivalence classes. We show that any non-degenerate continuous family
of (reduced) quasi-homogeneous functions with constant Henry-Parusin´ski
invariant is analytically trivial. Further we show that there are only a
finite number of distinct bi-Lipschitz classes among quasi-homogeneous
functions with the same Henry-Parusin´ski invariant providing a maxi-
mum quota for this number.
1. Preliminaries
The main goal of this paper is to relate the moduli space of analytically
equivalent germs of quasi-homogeneous functions with their bi-Lipschitz
classes. In order to turn our statements more precise, and to give appropriate
answers, we need to introduce some terminology.
We say that two function germs f, g ∈ O2 are analytically equivalent
if there is Φ ∈ Diff(C2, 0) such that g = f ◦ Φ. In this case, Φ is said
to be an analytic equivalence between f and g. A germ of holomorphic
function f is said to be quasi-homogeneous if it is analytically equivalent to
a quasi-homogeneous polynomial. More precisely, if there is a local system of
coordinates in which f can be written in the form f(x, y) =
∑
ai+bj=d aijx
iyj
where a, b, d ∈ N.
Recall that a germ of holomorphic function f ∈ O2 is reduced if it has iso-
lated singularity. Up to a permutation of the variables x and y, any reduced
quasi-homogeneous polynomial f with weights (p, q) can be (uniquely) writ-
ten in the form
(1.1) f(x, y) = xmyk
n∏
j=1
(yp − λjxq)
where m, k ∈ {0, 1}, p, q ∈ Z+, p ≤ q, gcd(p, q) = 1, and λj ∈ C∗ are
pairwise distinct. In particular C = f−1(0) has n+m+k distinct branches.
The triple (p, q, n) is clearly an analytic invariant of the curve. In case m =
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k = 0, this polynomial is called commode ([Ar], [CS]). Up to a local change
of coordinates, the normal forms given by the sets I), II) and III) below
determine a stratification of the moduli space of analytically equivalent
germs of singular quasi-homogeneous functions (cf. [CS], [K]):
I) k=0 and p = q = 1, i.e., (1.1) reduces to f(x, y) = xm
n∏
j=1
(y − λjx),
II) k=0 and 1 = p < q, i.e., (1.1) reduces to f(x, y) = xm
n∏
j=1
(y − λjxq),
III) 1 < p < q, i.e., (1.1) reduces to f(x, y) = xmyk
n∏
j=1
(yp − λjxq).
Therefore, a reduced quasi-homogeneous function is said to be of type I, II,
or III respectively in cases I), II), or III) above. Note that each λj is a root
of the polynomial Qλ(t) =
∏n
j=1(t− λj), uniquely determined by f(x, y).
Theorem 1.1 ([CS]). The analytic moduli space of germs of reduced quasi-
homogeneous functions is given respectively by
(1)
Symm(P1
∆
(n))
PSL(2,C)
for function germs of type I;
(2) Z2 × Symm(C∆(n))Aff(C) for function germs of type II;
(3) Z2 × Z2 × Symm(C
∗
∆
(n))
GL(1,C)
for function germs of type III,
where for M = P1,C,C∗, Symm(M∆(n)) is the quotient space by the
action of the symmetric group Sn on M∆(n) := {(x1, · · · , xn) ∈ Mn : xi 6=
xj for all i 6= j} given by (σ, x) 7→ σ · x = (xσ(1), · · · , xσ(n)).
The analytic classification of the non-reduced case can be achieved by a
similar reasoning ([CS]).
Now let us turn to the bi-Lipschitz equivalence. Two function-germs
f, g ∈ O2 are called bi-Lipschitz equivalent if there exists a bi-Lipschitz
map-germ φ : (C2, 0)→ (C2, 0) such that f = g ◦ φ.
In [HP], Henry and Parusin´ski showed that the bi-Lipschitz equivalence
of analytic function germs f : (C2, 0) → (C, 0) admits continuous moduli.
They introduce a new invariant based on the observation that a bi-Lipschitz
homeomorphism does not move much the regions around the relative polar
curves. For a single germ f defined at (C2, 0) , the invariant is given in
terms of the leading coefficients of the asymptotic expansions of f along the
branches of its generic polar curve.
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Fernandes and Ruas in [FR2] study the strong bi-Lipschitz triviality: two
function germs f and g are strongly bi-Lipschitz equivalent if they can be
embedded in a bi-Lipschitz trivial family, whose triviality is given by inte-
grating a Lipschitz vector field. They show that if two quasi-homogeneous
(but not homogeneous) function-germs (C2, 0) → (C, 0) are strongly bi-
Lipschitz equivalent then they are analytically equivalent. This result does
not hold for families of homogeneous germs with isolated singularities and
same degree since they are Lipschitz equivalent ([FR1]).
In some sense, for quasi-homogeneous (but not homogeneous) real function-
germs in two variables the problem of bi-Lipschitz classification is quite close
to the problem of analytic classification.
The moduli space of bi-Lipschitz equivalence is not completely under-
stood yet, not even in the case of quasi-homogeneous function germs. This
is the question we address in this paper. For quasi-homogeneous (but not
homogeneous) polynomials in the plane, we ask whether Henry-Parusin´ski’s
invariant characterizes completely their bi-Lipschitz class. In Theorems 4.1
and 4.4 we compare the moduli spaces of analytic and bi-Lipschitz equiv-
alences. Finally, in Theorem 4.5 we prove that a bi-Lipschitz trivial family
of quasi-homogeneous (but not homogeneous) function germs in the plane
is analytically trivial.
In what follows, we assume that the quasi-homogeneous polynomial f is
miniregular in y in the sense that x = 0 is not a line in the tangent cone
of the curve (f = 0). Finally, we note that two reduced quasi-homogeneous
function germs of the form (1.1) are bi-Lipschitz equivalent if and only if
their corresponding commode parts (k = m = 0) are equivalent ([FR1]).
2. Polar curves and bi-Lipschitz invariants
Taking into account the remark in the last paragraph, it is enough to con-
sider germs of commode quasi-homogeneous functions, i.e., germs of func-
tions as in (1.1), with k = m = 0 and 1 ≤ p < q. Here we describe some
bi-Lipschitz invariants of these polynomials.
The polynomial Qλ(t). Let
(2.1) fλ(x, y) =
n∏
j=1
(yp − λjxq),
where p, q ∈ Z+, 1 ≤ p < q, gcd(p, q) = 1, and λj ∈ C∗. Let ∂yfλ = 0 be the
polar curve with respect to the direction (0 : 1) ∈ P1.
Now let t = yp/xq, then fλ(x, y) = x
nqQλ(t), where Qλ(t) =
∏n
j=1(t−λj).
The following hold:
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Proposition 2.1. a) fλ(x, y) determines uniquely Qλ(t). Reciprocally,
for every pair of natural numbers 1 ≤ p < q, gcd(p, q) = 1, Qλ(t)
determines a unique polynomial fλ(x, y);
b) Let κ = (κ1, · · · , κn−1) be all the (non-necessarily distinct) critical
points of Qλ(t). Then Q
′
λ(t) = n
∏n−1
j=1 (t− κj) and
∂yfλ(x, y) = pny
p−1
n−1∏
j=1
(yp − κjxq);
c) Moreover, with κ = (κ1, · · · , κn−1) one has:
(2.2) σℓ(κ) =
n− ℓ
n
σℓ(λ), ℓ = 0, . . . , n− 1,
where σℓ is the elementary symmetric polynomial of degree ℓ.
Proof. Condition a) follows immediately from the equation fλ(x, y) = x
nq ·
Qλ(y
p/xq). Now Qλ(t) =
∏n
j=1(t − λj) may also be written in terms of the
elementary symmetric polynomials σj(λ) as Qλ(t) =
∑n
j=0(−1)jσj(λ)tn−j,
σ0(λ) = 1. Notice that Q
′
λ(t) is a degree n− 1 polynomial in the variable t,
thus we can write Q′λ(t) = n
∏n−1
j=1 (t−κj). The conditions (b) and (c) follow
immediately from this. 
The Henry-Parusin´ski invariants. We keep the notation of Proposition
2.1 and order the κi’s so that the ones equal to zero appear on places
r + 1, . . . , n− 1. More precisely, the irreducible branches of the polar curve
∂yfλ(x, y) = 0 are given by y
p−κℓxq = 0, for ℓ = 1, . . . , r; if p > 1, one more
branch is also given by y = 0. Their Puiseux parametrisations are given by,
respectively, γℓ(s) = (s
p, αℓs
q), where αℓ = p
√
κℓ 6= 0, and by γ0(s) = (s, 0).
When f is as in (2.1), the tangent cone of f(x, y) = 0 contains only one
singular line given by y = 0. Notice that when f is a reduced homogeneous
polynomial then the tangent cone of f(x, y) = 0 contains no singular line.
Recall from [HP, p. 225] that the Henry-Parusin´ski invariants are ob-
tained in the following way. For each polar arc γ tangent to a singular line of
the tangent cone of f(x, y) = 0, we associate two numbers: h = h(γ) ∈ Q+
and c = c(γ) ∈ C∗ given by the expansions f(γ(s)) = csh + . . . , c 6= 0.
In particular, the Henry-Parusin´ski invariants are not defined for reduced
homogeneous germs.
Since f is quasi-homogeneous, h is determined by the weights, so we can
omit it in the definition of the invariants. The invariant of Henry-Parusin´ski
of a quasi-homogeneous f is the set Inv(f) = {c0,c1,...,cr}
C∗
for germs of type III
(i.e., p > 1 in (2.1)) and Inv(f) = {c1,...,cr}
C∗
for germs of type II, (i.e. p = 1
in (2.1)), where cj is the coefficient of the leading term of f(γj(s)). If p > 1,
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two sets {c0, c1, . . . , cr} and {c′1, . . . , c′r, c′0} define the same Henry-Parusin´ski
invariant if there exists ξ ∈ C∗ such that
(2.3) {c′0, c′1, . . . , c′r} = {c0ξqn, c1ξpqn . . . , crξpqn}.
If p = 1, two sets {c1, c2, . . . , cr} and {c′1, c′2, . . . , c′r} define the same Henry-
Parusin´ski invariant if there exists ξ ∈ C∗ such that
(2.4) {c′1, c′2, . . . , c′r} = {c1ξqn, c2ξqn, . . . , crξqn}.
We have f ◦ γ0(s) = (−1)nλ1 · · ·λnsnq (i.e., if p > 1) and f ◦ γℓ(s) =[∏n
j=1(κℓ − λj)
]
spqn. Thus we define
(2.5) ρ0 := (−1)nλ1 · · ·λn and ρℓ :=
∏n
j=1
(κℓ − λj).
Remark 2.2. Although the polar arcs are not necessarily reduced, as we
shall see in the next paragraph, this is precisely what happens in the generic
case.
The generic polynomial in two variables. Let Hdp,q be the set of com-
mode monic and reduced quasi-homogeneous polynomials in two variables
with relatively prime weights (p, q), 1 ≤ p < q, and total degree d. Then
Hdp,q is an affine space of dimension n. From Proposition 2.1, there is an
isomorphism Hdp,q ≃ Pn1 , where Pn1 is the affine space of monic polynomials
of degree n, say Qσ(t) = t
n +
∑n
j=1(−1)jσjtn−j. We write ψ : Hdp,q
≃−→ Pn1
and π : Pn1 −→ Cn, ψ(f) = Q and π(Q) = σ := (σ1, · · · , σn).
The following result holds true:
Theorem 2.3. There is a Zariski open set Z ⊂ Hdp,q such that for every
f ∈ Z the following holds:
a) the polar curve ∂yfx = 0 has n− 1 distinct roots;
b) For ℓ 6= ℓ′, ρℓ 6= ρℓ′ , 1 ≤ ℓ ≤ n− 1.
Proof. The family Qσ := Qσ(t) is the versal unfolding of Q0(t) = t
n. There-
fore, as usual, we can define
(1) BL := {σ ∈ Cn : ∃t0 ∈ C such that Q′σ(t0) = Q′′σ(t0) = 0};
(2) BG := {σ ∈ Cn : ∃t1, t2 ∈ C such that Q′σ(t1) = Q′σ(t2) = 0 and
Qσ(t1) = Qσ(t2)};
the local and semi-local subsets of the total bifurcation set B = BL ∪BG of
Q0. Since they are proper algebraic sets of C
n, we can take Z0 = ZL ∩ ZG,
where ZL is the Zariski open set given by the complement (π ◦ ψ)−1(BL)
and ZG is the complement (π ◦ ψ)−1(BG). Polynomials in ZL satisfy a) and
those in ZG satisfy b). Then Z0 satisfies the required conditions. 
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Remark 2.4. Notice that B ⊂ Cn has a stratification which induces a
stratification in (π ◦ ψ)−1(B).
3. Analytic moduli
The analytic classification of quasi-homogeneous function-germs at the
origin of C2 was given in [K] and [CS] (cf. Theorem 1.1). We revisit the
analytic classification from [CS] under the light of bi-Lipschitz invariants.
Let M be a manifold and M∆(n) := {(x1, · · · , xn) ∈ Mn : xi 6= xj for
all i 6= j}. Let Sn denote the group of n elements and consider its action
on M∆(n) given by (σ, λ) 7→ σ · λ = (λσ(1), · · · , λσ(n)). The quotient space
induced by this action is denoted by Symm(M∆(n)). Now suppose a Lie
group G acts on M and let G act on M∆(n) in the natural way (g, λ) =
(g · λ1, · · · , g · λn) for every λ ∈ M∆(n). Then the actions of G and Sn on
M∆(n) commute. Thus we obtain a natural action of G on Symm(M∆(n)).
Given λ ∈M∆(n), denote its equivalence class in Symm(M∆(n)))/G by [λ].
Here we present some useful distinct characterizations of the analytic
moduli space of reduced quasi-homogeneous function-germs.
The moduli space M0[n],1. Let M0[n],1 denote the moduli space of analyti-
cally equivalent punctured Riemann spheres with one marked puncture and
n unordered punctures, i.e., M0[n],1 = Symm(C∆(n))Aff(C) . From Theorem 1.1 this
coincides with the moduli space of quasi-homogeneous functions of type II.
Now we give a suitable description of the space M0[n],1.
Let Wn−10 := {λ = (λ1, · · · , λn) ∈ Symm(C∆(n)) : λ1 + · · · + λn =
0} and consider the natural action of C∗ on Cn given by (λ, z) 7→ λz =
(λz1, · · · , λzn). Clearly, this action induces an analogous action on Wn−10 .
Their cosets induce the following isomorphism.
Lemma 3.1. The moduli space M0[n],1 is isomorphic to Wn−10 /GL(1,C).
Proof. First notice that each class [λ] ∈ Symm(C∆(n))
Aff(C)
has a representative
[λ0] ∈ Wn−10 , thus it is enough to show that [λ] = [λ′] ∈ Symm(C∆(n))Aff(C) if and
only if [λ0] = [λ
′
0] ∈ W
n−1
0
GL(1,C)
. Let Φ : Symm(C∆(n)) −→ Wn−10 be the map
given by λ = (λ1, · · · , λn) 7→ λ0 := λ− λ1+···+λnn (1, · · · , 1). Then a straight-
forward calculation shows that Φ(aλ+ b) = aΦ(λ), i.e., if λ′ = aλ+ b, then
λ′0 = aλ0. Thus Φ induces a well defined map Φ :
Symm(C∆(n))
Aff(C)
−→ Wn−10
GL(1,C)
.
This map is clearly surjective, thus it suffices to show that it is injective.
Now let λ, λ′ ∈ Symm(C∆(n)) be such that Φ(λ′) = aΦ(λ), this implies the
existence of b, b′ ∈ C such that λ′ − b′(1, · · · , 1) = a(λ − b(1, · · · , 1)). The
result then follows. 
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Now consider the above defined actions of Zn on C
m and Symm(Cm),
and let Wn−20,1 ⊂ Wn−10 be given by Wn−20,1 = {λ = (λ1, · · · , λn) ∈ Wn−10 :
λ1 · · ·λn = 1}, then we can reduce M0[n],1 a bit further.
Lemma 3.2. The moduli space M0n,[1] is isomorphic to Wn−20,1 /Zn.
Proof. Consider the map Ψ : Wn0 −→ Wn−20,1 given by λ = (λ1, · · · , λn) 7→
λ = 1n√λ1···λnλ. Similarly, it is enough to show that [λ] = [λ
′] ∈ Wn−10
GL(1,C)
if and
only if
[
λ
]
=
[
λ′
] ∈ Wn−20,1
Zn
. If λ′ = aλ, then
λ′ =
1
n
√
λ′1 · · ·λ′n
λ′ =
a
ω−m · a
1
n
√
λ1 · · ·λn
λ = ωm · λ,
where ω = exp(2πi/n). Thus Ψ induces a map Ψ :
W
n−1
0
GL(1,C)
−→ W
n−2
0,1
Zn
. Clearly,
Ψ is surjective, thus it suffices to prove that it is injective. Now notice that
λ′ = ωkλ implies
λ′
n
√
λ′1 · · ·λ′n
=
ωkλ
n
√
λ1 · · ·λn
.
But this is equivalent to say that λ′ = aλ for some a ∈ C. 
Now recall the natural action Zn on C
m given by ςs 7→ (ςs · µ1, ςs ·
µ2, · · · ςs · µm) with ς = exp(2πin ), whose orbit space is denoted by C
m
Zn
, then
the previous lemma leads to the following isomorphism.
Lemma 3.3. The map Ξ : Wn−20,1 −→ Wn−20 given by λ = (λ1, · · · , λn) 7→
κ = (κ1, · · · , κn), where σℓ(κ) = n−ℓn σℓ(λ) for all ℓ = 1, . . . , n − 1, induces
the following isomorphism:
(3.1) M0[n],1 ≃
Wn−20
Zn
.
Proof. Since n
n−ℓσℓ(κ), ℓ = 1, . . . , n − 1, are the coefficients of the monic
polynomial zn+ n
n−1σ1(κ)z
n−1+· · ·+ n
n−(n−1)σn−1(κ)z+1 having {λ1, · · · , λn}
as roots, then Ξ induces a bijective map Ξ :
Wn−2
0,1
Zn
−→ Wn−20
Zn
. 
The moduli space M0[n],2. Let M0[n],2 denote the moduli space of analyt-
ically equivalent punctured Riemann spheres with two ordered punctures
and n unordered punctures, i.e., M0[n],2 = Symm(C
∗
∆
(n))
GL(1,C)
. From Theorem 1.1,
this coincides with the moduli space of quasi-homogeneous functions of type
III. Let us give a suitable description of M0[n],2.
On the analytic variety Vn−1 = {λ ∈ C∗∆(n) : λ1 · · ·λn = 1}, we may
consider the (effective) action of Zn given by the multiplication by the n-th
roots of unity, i.e., ςs 7→ ςs · λ with ς = exp(2πi
n
). Therefore, we have the
following isomorphism.
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Lemma 3.4. Let Vn−1 = {λ ∈ SymmC∗∆(n) : λ1 · · ·λn = 1}, then
(3.2) M0[n],2 ≃
Vn−1
Zn
.
Proof. The map Ψ : SymmC∗∆(n) −→ Vn−1 given by λ = (λ1, · · · , λn) 7→
λ = 1n√λ1···λnλ induces a well defined map Ψ˜ :
Symm(C∗
∆
(n))
GL(1,C)
−→ Vn−1
Zn
. In
fact, [λ′], [λ] ∈ Vn−1 are equivalent in Symm(C∗∆(n)) if and only if there is
α ∈ C∗ such that λ′ = αλ. Since λ1 · · ·λn = 1 = λ′1 · · ·λ′n, then αn = 1.
As before, it is enough to show that [λ] = [λ′] ∈ SymmC∗∆(n)
GL(1,C)
if and only if[
λ
]
=
[
λ′
] ∈ Vn−1
Zn
. Since Ψ is clearly surjective, we only have to prove that
it is injective. In fact, suppose
[
λ
]
=
[
λ′
] ∈ Vn−1
Zn
, then
1
n
√
λ′1 · · ·λ′n
λ′ = λ′ = αλ
1
n
√
λ1 · · ·λn
λ, αn = 1.
Therefore, λ′ = aλ for some a ∈ C. 
4. Analytic moduli and bi-Lipschitz invariants
In this section, we establish the relationship between the analytic moduli
space and the Henry-Parusin´ski invariant.
4.1. Type II commode functions. From (2.3) and (2.5), we obtain the
correspondence
κ = (κ1, · · · , κn−1)→ ρ = (ρ1, · · · , ρn−1),
where ρj is given by ρℓ =
∏n
j=1(κℓ−λj). This correspondence is represented
by the system of equations
(4.1)


(κ1)
n +
∑n−1
ℓ=1 (−1)ℓ nn−ℓσℓ(κ)(κ1)n−ℓ + (−1)n µn = ρ1,
...
(κn−1)n +
∑n−1
ℓ=1 (−1)ℓ nn−ℓσℓ(κ)(κn−1)n−ℓ + (−1)n µn = ρn−1,
where µn = 1, and defines a map Υ : C
n−1 −→ Cn−1, κj 7→ ρj , j = 1, . . . , n−
1. It follows from Lemma 3.3 that in order to compare the analytic invariants
and the Henri-Parusin´ski invariants it suffices to consider the restriction of
Υ to the hyperplane Wn−20 = {(κ1, · · · , κn−1) ∈ Cn−1 : κ1+ · · ·+κn−1 = 0}.
Notice that Wn−20 is a manifold admitting a system of coordinates given
by κ = (κ1, · · · , κn−2). In particular, the last equation of (4.1) determines
immediately ρn−1 in terms of these n−2 parameters. Therefore, Im(Υ) may
be considered as (an algebraic) graph over Cn−2 with coordinates given by
ρ = (ρ1, · · · , ρn−2).
Denote the restriction of Υ toWn−20 by ΥII := Υ|Wn−2
0
, then in the above
systems of coordinates ΥII = (ΥII,1, · · · ,ΥII,κ−2) is given by
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(4.2)


ΥII,1(κ) = (κ1)
n +
∑n−1
ℓ=1 (−1)ℓ nn−ℓσℓ(κ)(κ1)n−ℓ + (−1)n ,
...
ΥII,κ−2(κ) = (κn−2)n +
∑n−1
ℓ=1 (−1)ℓ nn−ℓσℓ(κ)(κn−2)n−ℓ + (−1)n .
Let HPII := Im(Υ|Wn−2
0
), then to each ρ ∈ HPII there corresponds a
unique class of the Henry-Parusin´ski invariant of a type II function germ.
Besides, since Wn−20 is an affine space of dimension n−2, each generic point
in the image of Υ admits nn−2 points in its pre-image (Bezout’s theorem).
From (4.1) and Lemma 3.3, Υ induces a map between the corresponding
moduli spaces, say ΥII :M0n,[1] −→ HPII . In this case, each point p ∈ HPII
admits precisely nn−3 points in its pre-image (counting multiplicities) with
respect to ΥII .
For any ρ = (ρ1, · · · , ρn−2) ∈ Cn−2, we say that Υ−1II (ρ) is a degenerate
fiber of ΥII if ρj = 0 for some j ∈ {1, · · · , n − 2} or else if the fiber has a
multiple root; otherwise, we say that Υ−1II (ρ) is a non-degenerate fiber. We
have
Theorem 4.1. For type II functions in Hdpq, the analytic moduli space with
fixed Henry-Parusin´ski invariant is determined by the equivalence classes
in Wn−20 of the non-degenerate fibers of ΥII : W
n−2
0 → HPII. More pre-
cisely, for each ρ ∈ Im(ΥII) there exist #[Υ−1II (ρ)] ≤ nn−3 analytic types of
function-germs with the same Henry-Parusin´ski invariant ρ. The equality
holds for generic polynomials in Z ⊂ Hdpq.
Proof. From the description of the space M0[n],1 (cf. (3.1)) and from (2.4)
and (2.5), the map ΥII : W
n−2
0 −→ Cn−2 induces a surjective map ΥII :
M0[n],1 −→ HPII . In other words, the correspondence between the Henry-
Parusin´ski invariant and the analytic invariants is determined by the orbits
of the action of Zn on the fibers over ImΥII of the homogeneous map
ΥII : W
n−2
0 −→ Cn−2, given by ΥII(κ) = (ΥII,1(κ), · · · ,ΥII,n−2(κ)), where
(4.3) ΥII,j(κ) := (κj)
n +
n−1∑
ℓ=1
(−1)ℓ n
n− ℓσℓ(κ)(κj)
n−ℓ + (−1)n,
j = 1, . . . , n − 2. Finally, Bezout’s theorem and the action of Zn on the
fibers over ImΥII lead to the desired result 
Let us see some examples. Since for n = 2 there is trivially just one
analytic class (due to classical complex analysis arguments), then we shall
only consider n ≥ 3.
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Example 4.2. Suppose n = 3, then κ = (κ1, κ2) and µj = σj(λ). Since
κ ∈Wn−20 , then ΥII is given by{
(κ1)
3 + (−1)2 3
3−2σ2(κ)κ1 = ρ1 − (−1)3,
(κ2)
3 + (−1)2 3
3−2σ2(κ)κ2 = ρ2 − (−1)3.
Since κ2 = −κ1, then we have{ −2(κ1)3 = (κ1)3 + 3(κ1κ2)κ1 = ρ1 + 1
−2(κ2)3 = (κ2)3 + 3(κ1κ2)κ2 = ρ2 + 1 ⇔
{
(κ1)
3 = −1+ρ1
2
,
(κ2)
3 = −ρ2+1
2
.
In particular, ρ2 = −ρ1 − 2. If we let α = 3
√
1+ρ1
2
be one of the cubic roots
of 1+ρ1
2
and ω = exp(2πi
3
), then{
κ1 = −ωsα,
κ2 = ω
sα.
s = 0, 1, 2
Therefore, there is just 33−2 = 1 analytic class corresponding to the same
Henry-Parusin´ski invariant ρ = (ρ1,−2− ρ1), where ρ1 ∈ ImΥII .
Example 4.3. For n = 4, the system (4.1) assumes the form

(κ1)
4 + 4
4−2σ2(κ)(κ1)
4−2 − 4
4−3σ3(κ)(κ1)
4−3 = ρ1 − (−1)4 ,
(κ2)
4 + 4
4−2σ2(κ)(κ2)
4−2 − 4
4−3σ3(κ)(κ2)
4−3 = ρ2 − (−1)4 ,
(κ1)
4 + 4
4−2σ2(κ)(κ1)
4−2 − 4
4−3σ3(κ)(κ1)
4−3 = ρ3 − (−1)4 .
or equivalently

(κ1)
4 + 2(κ1κ2 + κ1κ3 + κ2κ3)(κ1)
2 − 4κ1κ2κ3(κ1) = ρ1 − 1,
(κ2)
4 + 2(κ1κ2 + κ1κ3 + κ2κ3)(κ2)
2 − 4κ1κ2κ3(κ2) = ρ2 − 1,
(κ3)
4 + 2(κ1κ2 + κ1κ3 + κ2κ3)(κ3)
2 − 4κ1κ2κ3(κ3) = ρ3 − 1.
In other words

(κ1)
2[(κ1)
2 + 2(κ1κ2 + κ1κ3 − κ2κ3)] = ρ1 − 1,
(κ2)
2[(κ2)
2 + 2(κ1κ2 − κ1κ3 + κ2κ3)] = ρ2 − 1,
(κ3)
2[(κ3)
2 + 2(−κ1κ2 + κ1κ3 + κ2κ3)] = ρ3 − 1.
Assuming that κ3 = −(κ1 + κ2), then we have

(κ1)
2[2(κ2)
2 + 2κ1κ2 − (κ1)2] = ρ1 − 1,
(κ2)
2[2(κ1)
2 + 2κ1κ2 − (κ2)2] = ρ2 − 1,
(κ1 + κ2)
2[3(κ1)
2 + 4κ1κ2 + 3κ2
2] = ρ3 − 1.
For fixed (ρ1, ρ2) ∈ Im(ΥII) the classical Bezout’s theorem says that there
are precisely 42 = 16 solutions for the above system. Further, the last one
tells us which value ρ3 must have in order that ρ = (ρ1, ρ2, ρ3) be the
associated Henri-Parusin´ski invariant. Considering the symmetries, this in-
formation tells us that there are 44−3 = 16
4
distinct analytic types of quasi-
homogeneous functions with the Henry-Parusin´ski invariant ρ.
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4.2. Type III commode functions. From (2.3) and (2.5), we obtain the
correspondence
κ = (κ1, · · · , κn−1)→ ρ = (ρ1, · · · , ρn−1),
where ρ0 = (−1)nλ1 · · ·λn and ρℓ =
∏n
j=1(κℓ − λj) for ℓ > 0. This cor-
respondence is represented by the map ΥIII : C
n−1 → Cn−1 , κ 7→ c =
(ρ1
ρ0
, · · · , ρn−1
ρ0
), given by

(κ1)
n +
∑n−1
ℓ=1 (−1)ℓ nn−ℓσℓ(κ)(κ1)n−ℓ + (−1)n = (−1)nc1,
...
(κn−1)n +
∑n−1
ℓ=1 (−1)ℓ nn−ℓσℓ(κ)(κn−1)n−ℓ + (−1)n = (−1)ncn−1,
where
λ1 · · ·λn = 1 and cℓ := ρℓ
ρ0
=
(κℓ − λ1) · · · (κℓ − λn)
(−1)nλ1 · · ·λn 6= 0.
From Lemma 3.4, each c = (c1, · · · , cn−1) ∈ HPIII = Im(ΥIII) corresponds
to only one Henry-Parusin´ski invariant and thus induce a map from the an-
alytic moduli space to the Henry-Parusin´ski invariant, say ΥIII :M0[n],2 −→
HPIII .
As before, let c ∈ HPIII , then we say that Υ−1III(c) is a degenerate fiber
of ΥIII if cj = 0 for some j ∈ {1, · · · , n} or else if the fiber has a multiply
root; otherwise we shall say that Υ−1III(c) is a non-degenerate fiber.
Theorem 4.4. For type III functions in Hdpq, the analytic moduli space
with fixed Henry-Parusin´ski invariant is determined by the images in V
n−1
Zn
of non-degenerate fibers of ΥIII : V
n−1 → Cn−1. More precisely, for each
c ∈ HPIII there exist #[Υ−1III(c)] ≤ nn−2 analytic types of function-germs
with the same Henry-Parusin´ski invariant c. The equality holds for generic
polynomials in Z ⊂ Hdpq.
Proof. From the description of the space M0[n],2 (cf. (3.2)) and also from
(2.3) and (2.5), the correspondence between the Henry-Parusin´ski invariant
and the analytic invariants is determined by the orbits of the action of Zn on
the fibers over HPIII of the map ΥIII : Cn−1 −→ Cn−1 given in coordinates
by ΥIII(κ) = (Υ1(κ), · · · ,Υn−1(κ)), where
(4.4) Υj(κ) := (κj)
n +
n−1∑
ℓ=1
(−1)ℓ n
n− ℓσℓ(κ)(κj)
n−ℓ.

As a consequence of the above theorems, we are able to generalize the
main result in [FR2] as follows.
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Theorem 4.5. Let ft be a continuous family of germs of quasi-homogeneous
(and not homogeneous) functions with isolated singularity and constant Henry-
Parusin´ski invariant then ft is analytically trivial.
Proof. First recall from [FR2] that it suffices to consider the commode quasi-
homogeneous case. Let Hdp,q denote the set of commode quasi-homogeneous
polynomials with weights (p, q) and quasi-homogeneous degree d. Let
[
Hdp,q
]
denote the set of analytic conjugacy classes in Hdp,q and π : H
d
p,q −→
[
Hdp,q
]
the natural projection, then we have the commutative diagram
Hdp,q
π

Υ
""
❉❉
❉❉
❉❉
❉❉
❉
[0, 1]
ft
<<②②②②②②②②
// [Hdp,q]
Υ
// HP
where Υ is the map in the statement of Theorems 4.1 and 4.4, and HP the
space of Henry-Parusin´ski invariants. Suppose that ft is a continuous family
with constant Henry-Parusin´ski invariant ρ. Then π ◦ ft is a continuous
family of analytic classes contained in
[
Υ
]−1
(ρ). Since
[
Υ
]
is a ramified
covering, then
[
Υ
]−1
(ρ) is discrete and the result follows. 
5. Examples
Now let us study some examples.
Example 5.1. Suppose n = 2, then κ = κ1 and µ1 = σ1(λ) =
2
2−1σ1(κ) =
2κ1. Thus
(κ1)
2 + (−1)1(2κ1)(κ1)2−1 = c1 − 1⇐⇒ (κ1)2 = 1− c1.
Equivalently,
κ1 = ±
√
1− c1.
Since the square roots of unity are given by ±1, then the equivalence (3.2)
ensures that both points correspond to just one analytic class [λ].
Example 5.2. Suppose n = 3, then κ = (κ1, κ2) and µj = σj(λ). Hence{
(κ1)
3 + (−1)1 3
3−1σ1(κ)(κ1)
2 + (−1)2 3
3−2σ2(κ)κ1 = c1 − 1,
(κ2)
3 + (−1)1 3
3−1σ1(κ)(κ2)
2 + (−1)2 3
3−2σ2(κ)κ2 = c2 − 1,
or equivalently{
(κ1)
3 − 3
2
(κ1 + κ2)(κ1)
2 + 3(κ1κ2)κ1 = c1 − 1,
(κ2)
3 − 3
2
(κ1 + κ2)(κ2)
2 + 3(κ1κ2)κ2 = c2 − 1.
In other words, { −1
2
(κ1)
3 + 3
2
κ2(κ1)
2 = c1 − 1,
−1
2
(κ2)
3 + 3
2
κ1(κ2)
2 = c2 − 1.
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Multiplying the first equation by −2 and summing it to the second one
multiplied by 2, we have
(κ1 − κ2)3 = 2(c2 − c1).
Let α be a cubic root of 2(c2 − c1) and ω = exp(2πi/3), then the cubic
roots of 2(c2 − c1) are of the form ωα, ω2α, ω3α = α. Hence κ1 − κ2 = ωsα,
s = 0, 1, 2. Back to the system of equations, we have
2(1− c1) = (κ1)3 − 3(κ1)2κ2 = (κ1)2(κ1 − 3κ2) = (κ1)2[3(κ1 − κ2)− 2κ1]
= (κ1)
2[3ωsα− 2κ1] = −2(κ1)3 + 3ωsα(κ1)2,
i.e.,
(5.1) (κ1)
3 − 3αω
s
2
(κ1)
2 + (1− c1) = 0.
In order to be more specific, let us pick c1 := −1/3 and c2 := 1129/729.
Then
α = 3
√
2(c2 + 1/3) =
3
√
2 · 1129 + 3
5
36
=
3
√
2 · 1372
36
=
3
√
143
93
=
14
9
.
In this case, equations (5.1) assume the form
(κ1)
3 − 7ω
s
3
(κ1)
2 +
4
3
= 0.
Then for s = 0 the possible values of κ1 are given by the solutions of the
cubic equation z3− 7
3
z2+ 4
3
= 0, which are {2, 1,−2/3}. Since κ = (κ1, κ2) =
(κ1, κ1 − ωsα), then
(s = 0) : κ =


(2, 2− 14/9) = (2, 4/9);
(1, 1− 14/9) = (1,−5/9);
(−2/3,−2/3− 14/9) = (−2/3,−20/9).
For each s = 1, 2, the solutions are of the form
(s = 1) : κ =


(
2e
2pii
3 , 4
9
e
2pii
3
)
(
e
2pii
3 ,−5
9
e
2pii
3
)
(
−2
3
e
2pii
3 ,−20
9
e
2pii
3
) (s = 2) : κ =


(
2e
4pii
3 , 4
9
e
4pii
3
)
(
e
4pii
3 ,−5
9
e
4pii
3
)
(
−2
3
e
4pii
3 ,−20
9
e
4pii
3
)
.
In order to be more precise, let us write down the explicit expressions of
the functions. First recall from (2.2) that
f(x, y) = y3p − 3
2
(κ1 + κ2)y
2pxq + 3κ1κ2y
px2q − x3q.
Thus for each value of κ we have the following quasi-homogeneous functions
in three distinct analytic classes
κ =


(2, 4/9) =⇒ f 1(x, y) = y3p − 33
9
y2pxq + 24
9
ypx2q − x3q,
(1,−5/9) =⇒ f 2(x, y) = y3p − 6
9
y2pxq − 15
9
ypx2q − x3q,
(−2/3,−20/9) =⇒ f 3(x, y) = y3p + 39
9
y2pxq + 40
9
ypx2q − x3q,
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whose polars are given by
κ =


(2, 4/9) =⇒ ∂yf 1(x, y) = 3pyp−1(y2p − 229 ypxq + 89x2q),
(1,−5/9) =⇒ ∂yf 2(x, y) = 3pyp−1(y2p − 49ypxq − 59x2q),
(−2/3,−20/9) =⇒ ∂yf 3(x, y) = 3pyp−1(y2p + 269 ypxq + 4027x2q).
From (2.2) and (2.5), we have ρ0 = 1 and
ρj = (κj − λ1)(κj − λ2)(κj − λ3) = κ3j − σ1(λ)κ2j + σ2(λ)κ2j − 1.
Thus
κ =


(2, 4/9) =⇒
{
ρ1 = κ
3
1 − 339 κ21 + 249 κ1 − 1 = −21/9
ρ2 = κ
3
2 − 339 κ22 + 249 κ2 − 1 = −329/729
(1,−5/9) =⇒
{
ρ1 = κ
3
1 − 69κ21 − 159 κ1 − 1 = −21/9
ρ2 = κ
3
2 − 69κ22 − 159 κ2 − 1 = −329/729
(−2/3,−20/9) =⇒
{
ρ1 = κ
3
1 +
39
9
κ21 +
40
9
κ1 − 1 = −21/9
ρ2 = κ
3
2 +
39
9
κ22 +
40
9
κ2 − 1 = −329/729
Therefore, f 1, f 2 and f 3 have the same Henry-Parusin´ski invariant but
represent three distinct analytic classes.
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