Abstract: Efficient searching for specific subsequences in a set of longer sequences is an important component of many bioinformatics algorithms. Generalised suffix trees and suffix arrays allow searches for a pattern of length n in time proportional to n independent of the length of the sequences, and are thus attractive for a variety of applications. Here, we present an algorithm termed the generalised k-Truncated Suffix Tree (kTST), that represents an adaption of Ukkonen's linear-time suffix tree construction algorithm. The kTST algorithm creates a k-deep tree in linear time that allows rapid searches for short patterns of length of up to k characters. The kTST can offer advantages in computational time and memory usage for searches for short sequences in DNA or protein sequences compared to other suffix-based algorithms.
Introduction
Finding specific subsequences 1 in longer DNA or amino-acid sequences is one of the fundamental tasks in computational genomics. The suffix tree is an important data structure whose primary characteristic is that after it has been constructed by preprocessing of the target string or strings in linear time and space, any number of strings can be sought in the target in time proportional only to the length of the search string, independent of the length of the target string. This is a remarkable result considering that important string search algorithms such as Boyer-Moore and Knuth-Morris-Prath require time proportional to the length of the (potentially huge) target sequence for each pattern search (Gusfield, 1997) .
A disadvantage of many implementations of the suffix tree algorithm involves the relatively high space (memory) requirements (Kurtz, 1999) ; additionally, lack of locality of reference can lead to excessive page faulting with reduced performance for very large trees that do not entirely fit into physical memory (Giegerich and Kurtz, 1995) . However, optimised implementations of suffix trees can reduce the amount of memory per character of input sequence to roughly 10-20 bytes (Kurtz, 1999) .
A suffix array for single string of length m refers to a lexicographically ordered array of all the suffixes of the string. The original implementation required O(m log m) construction time but was 2-5 times more space efficient than available suffix tree implementations (Manber and Myers, 1990) . Depending on the implementation, searching for substrings of length k in suffix arrays could be performed in O(k log m) or O(k + log m) runtime, which is asymptotically slower than with suffix trees. More recently, linear-time construction algorithms were presented (Kärkkäinen and Sanders, 2003; Kim et al., 2003; Ko and Aluru, 2003) . Enhanced suffix arrays that keep track of more information about the target strings than the standard suffix array can be used to replace the suffix tree in nearly all applications while retaining linear construction and search times (Abouelhoda et al., 2004) .
Kurtz and colleagues presented a 'lazy' Write-Only Top-Down (WOTD) construction for suffix trees that evaluates subtrees only when they are traversed for the first time (Giegerich et al., 2003) . This is a fast and space-efficient algorithm that can be regarded as an algorithm of first choice for many applications. WOTD does not use explicit suffix links, and at the moment is not available in an implementation for the analysis of multiple input strings.
Each of the above algorithms is attractive for certain applications. In the present work, we describe the kTST, which is adapted to searching for short DNA or protein subsequences in multiple target sequences. This data structure was motivated by the desire to search a set of thousands of short sequences within a set of larger sequences in an efficient manner, as is for instance required for many types of promoter analysis (DNA) or string kernels (DNA or protein sequences). In the context of searching for short patterns in single or multiple sequences, the kTST described here provides significant savings in space and time compared to standard generalised suffix trees. Two algorithms for construction of truncated suffix trees have been previously presented (Na et al., 2003; Allali and Sagot, 2004) , but executables or source code are not available. The present work represents a simplification and generalisation of these algorithms, as will be discussed below. Source code and more detailed description of the kTST algorithm is available at the project homepage 2 under the terms of the GNU Lesser General Public License.
Algorithm
We describe an online algorithm for the construction of a kTST based on Ukkonen's algorithm for linear time construction of suffix trees (Ukkonen, 1995) . The kTST construction algorithm was implemented by modifications to our version of Ukkonen's algorithm which is based upon the strmat package (Gusfield, 1997;  http://www.cs.ucdavis.edu/∼gusfield/strmat.html). In the following sections we review Ukonnen's algorithm for suffix tree construction and then demonstrate how the kTST differs from it.
The suffix tree: background and definitions
Let Σ be a finite alphabet. A suffix tree for an m-character string s over Σ is a rooted directed tree with exactly m leaves numbered 1 to m, corresponding to each suffix of s. Each internal node has at least two children and each edge is labelled with a nonempty substring of s. No two edges out of the same node are allowed to have edge-labels beginning with the same character. For any leaf i, the concatenation of the edge-labels on the path from the root to leaf i exactly spells out the suffix of s that starts at position i, i.e., the substring s i..m . A unique termination character $ / ∈ Σ is added to the end of the string to ensure that no suffix is a prefix of any other suffix (Gusfield, 1997) .
Figure 1(a) shows the suffix tree for s = AT AT A$. Every leaf, indicated as a square, holds the start position of a suffix. Searching for a pattern P can be done in time proportional to the length of P , by traversing the suffix tree from the root, matching the characters of P in turn. For instance, searching for P = ATA ends in depth 3; the positions of P in the original string are given by the numbers of the leaves in the subtree beneath the node (see Figure 1(a) ). If any character in P does not match on the way down, the pattern is not contained in the tree.
Figure 1
Comparison between standard and truncated suffix trees. A standard suffix tree (a) and a 3-truncated suffix tree (b) were constructed from the string ATATA$. Both trees store identical information concerning the locations of 3-mer subsequences in the input string; for instance, ATA occurs twice in ATATA$ and can be found in the standard suffix tree by following the path from the root labelled 'ATA'. Every leaf in the tree below this point corresponds to a match for 'ATA' (leaves 1 and 3). The procedure is similar for the 3-truncated suffix tree: follow the path from the root to leaf 1, and then examine the list of IntLeaves to find the match at position 3. Note that the 3-truncated suffix tree is not intended to be used to find substrings of length greater than 3. The IntLeaves are displayed as an oval connected to the node by a horizontal line
Ukkonen's algorithm for suffix tree construction
Given a string s of length m, a naive construction algorithm for suffix trees would have O(m 2 ) time complexity, which would be unacceptable for most realistic applications in computational biology. Several more complex linear time construction algorithms are known, of which the most widely cited is due to Ukkonen (1995) .
Ukkonen's algorithm works its way from left to right across the string s in a series of m phases. In phase i, the substring s 1..i and all of its suffixes s 2..i , s 3..i , . . . , s i are inserted into the suffix tree (unless they already appear there). Each phase is thus divided into extensions, such that after extension j the string s j..i is included in the tree. Algorithm 1 summarises the core procedure.
The workflow of an extension j of phase i + 1 can be conceptually divided into two parts. In part A (lines 6-21), Ukkonen's procedure inserts the substring s j..i+1 into the suffix tree by extending substring β = s j..i (which is already present in the tree) by means of one of the following rules:
Rule 1: The path β from the root extends a leaf of the current tree. To update the tree, simply add the character s i+1 to the end of the leaf's label.
Rule 2:
The path β does not end at a leaf and no path continuing from β starts with the character s i+1 . Then, a new leaf starting from β is created and labelled with s i+1 : (a) if β ends inside an edge a new node is created, to which the new leaf is appended (b) Otherwise β ends inside a node and the leaf is added as a child of this node Rule 3: Some path starting from the end of β starts with the character s i+1 . In this case, βs i+1 is already in the tree and no more work needs be done.
Once a leaf is created by rule 2 and labelled j for the suffix starting at position j of s, then the leaf will remain a leaf in all successive trees created by the algorithm. Therefore, an implementation of Ukkonen's algorithm can avoid the use of rule 1 by (conceptually) inserting the complete suffix into the tree whenever rule 2 applies.
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Part B (lines 22-41) is concerned with preparing for the next extension, i.e., finding the substring s j+1..i in the suffix tree. A key idea in Ukkonen's algorithm is the suffix link, which was originally proposed by McCreight (1976) . This is a pointer added during the construction of the algorithm that represents a kind of 'short-cut'. Every internal node N 1 of a suffix tree has a suffix link emerging from it such that if path(N 1 ) is xα (where x ∈ Σ), then the suffix link of N 1 points to a node N 2 with path(N 2 ) = α. This allows a trail of suffix links to be followed without having to traverse back to the root each time, thus avoiding redundant character comparisons. The node pointed to by the suffix link of node N is denoted by N .slink.
Following the extension, we may have to walk up a path γ to the nearest node N before taking advantage of a suffix link. After getting to N .slink we have to go back down the path γ in order to reach the appropriate place in the tree to apply one of the extension rules to insert the suffix s j..i+1 . The skip and count trick is an efficient way of going down this path. As γ is guaranteed to be already present in the tree we only need to look for the child whose first character matches the first character of γ. We then skip down to the next node or to the end of γ (which may also end in the middle of an edge). We can move from one node to the next with constant-time operations. Therefore, the total traversal time is proportional to the number of nodes going down γ rather than the number of characters. Pseudocode of the whole procedure is given in Algorithm 1.
One further aspect of suffix tree construction needs to be discussed to motivate the kTST. The above descriptions and the pseudocode all refer to the construction of a suffix tree for a single string. In order to construct a generalised version of the suffix tree, which can contain an arbitrary number of strings, every leaf should additionally store an identifier of the source string. Another important change is the use of so-called IntLeaves. They are added to a leaf as a linked list as soon as another suffix is encountered which has already been inserted to the tree and merely need to store which strings contain the suffix and what position they have in the respective strings.
4 This leads to a new 'rule' for the insertion of suffixes into generalised suffix trees that we will also make use of for the kTST:
Rule 4: Whenever the insertion of a suffix ends in a node of the tree, create an IntLeaf to record string id and position of the suffix and add it to the node.
Properties of k-Truncated Suffix Trees
A standard suffix tree for any given s has a maximal string-depth 5 corresponding exactly to the length of s. For many purposes, much of the information in the deeper realms of the suffix tree is not of direct interest. For standard suffix trees, existential searches for substrings of fixed length k (k-mers or k-factors) do not require traversals deeper than k. But if one wants to know all the positions in which the substring was found (enumerative query), then traversal of the subtree below the position of the match is required.
The kTST contains all suffixes of all k-mers of the input string. For instance, the first k-mer of s is s 1..k and the corresponding suffixes are s 2..k , . . . , s k−1..k , s k . In contrast, the suffixes in a standard suffix tree are always suffixes of the original input string. Figure 1(b) shows the 3-truncated suffix tree for s = ATATA$ and k = 3.
Similar to the suffix tree, searching for up to k-length patterns can be performed in time proportional to the length of the pattern, irregardless of the length of the input string. In case of multiple matches of some k-mer subsequence, additional IntLeaves analogous to those described above are added to internal nodes or leaves and displayed.
Note that searching for the pattern P = ATA yields identical results in both trees but that the k-truncated suffix tree requires less memory. In addition, there is no need to traverse any subtree to find all occurrences of the pattern.
k-Truncated Generalised Suffix Tree construction
There are several conceivable strategies for building a truncated suffix tree. It is possible to delete subtrees from a completely constructed suffix tree. Obviously, this is very unattractive with respect to memory during the construction phase. As an adaptation of the naive suffix construction algorithm, one can also build the tree by inserting every k-mer of the input strings into the tree resulting in a time bound of O(km). We instead propose an approach inspired by Ukkonen's suffix tree construction algorithm.
Only a few simple changes to Ukkonen's algorithm (shown in gray in Algorithm 1) are required to construct the kTST while maintaining time and space linearity. The kTST is constructed from left to right by moving a window of size of not greater than k over the input sequence s: s 1..k , s 2..k+1 , . . . , s i..i+k−1 , . . . , s m . The current string depth is recorded in the variable depth (Algorithm 1, lines 3, 14, 25 and 29). This has two key consequences.
Firstly, in the standard Ukkonen algorithm, whenever a new leaf is created the entire suffix is (conceptually) inserted. In the kTST, a substring of up to k characters is inserted. This leads to a modified version of rule 2:
Rule 2
* : Whenever a new leaf is created, only the k-mer truncated suffix is entered into the tree.
Secondly, in the kTST, once the algorithm has reached depth k (line 15-18) we now insert the k-mer string s j ..s j+k into the tree as, by definition, the kTST does not contain substrings with more than k characters. Then, the next string to be inserted is s j+1 ..s j+k+1 which requires advancing to the next extension (j), so that the inner loop is not exited by the break command as in the standard algorithm. Instead, the phase variable i is incremented by one and the algorithm continues through part B in order to arrive at s j+1 ..s j+k at the end of the extension. Note that this string exists within the tree, as it has been inserted in the previous phase.
Finally, we note that rule 4 functions identically as in the standard suffix tree, but it is used much more often in the kTST, because the chance of having identical k-mer subsequences is much higher than the chance of having identical suffixes of arbitrary length. That is, the kTST will tend to have a much higher number of IntLeaves and a smaller number of nodes than the suffix tree. Since IntLeaves require less memory than nodes, the net result is usually a significant improvement in time and memory efficiency. Figure 2 offers an example of how a kTST is constructed. Two strings, T 1 = ATAT$ and T 2 = TAT$, are inserted by consecutive calls to the procedure ADDSTRING (Algorithm 1). To insert T 1 , the first two substrings of length k, ATA and TAT, are inserted directly by rule 2 * (line 10). For AT$, we have to walk down the edge and create a new node at the diverging edge-label by rule 2 (lines 8-10). The next substring T$ is added after walking up to the root (line 26) and one character down (line 36), and create a node for T$ by rule 2 (lines 8-10). This is the first time when a suffix link is created (line 11). The last substring of T 1 , $, is represented by leaf (1, 5) out of the root (rule 2, line 10).
It is instructive to consider the steps involved in inserting the second string T 2 (which is a substring of T 1 ) into the suffix tree. To insert the first k-mer subsequence TAT we walk down the edge from the root that begins with the character 'T' (line 13). When we arrive at the leaf (1, 2), which records the k-mer substring beginning at position 2 of the first string T 1 , we add an IntLeaf (2, 1) to record the occurrence of the pattern TAT at position 1 of the second string T 2 (rule 4, line 16). In the following step, we add the substring AT$ to the tree and add the IntLeaf (2, 2) to the tree in a similar fashion. To add T$ to the tree, we do not need to return to the root but can follow the suffix link from the parent node (lines 23-24), and then add another IntLeaf (2, 3) by rule 4. In the final step, we follow the suffix link to the root and follow the edge labelled with the character $ and finally add an IntLeaf (2, 4).
By use of the ideas of Ukkonen's suffix tree construction algorithm including suffix links, the skip-count trick and edge-label compression, construction of a k-truncated suffix tree algorithm can be achieved with a time and space bound linear in the length of the input sequences. The proof given in Gusfield (1997) , Allali and Sagot (2004) and Ukkonen (1995) applies equally to our algorithm, and we present empirical results to support this further on.
Results and discussion
In this work, we present the kTST, a data structure based on the suffix tree that allows linear time searching for up to k-mer search strings. We implemented a standard generalised suffix tree based on Ukkonen's algorithm and used this as a benchmark against which to test our implementation of the kTST. The implementations were identical except for the modifications of the tree construction algorithm we designed for the kTST. All tests were performed on a desktop PC with a 3.0 GHz Pentium IV CPU with 1MB cache and 2 Gb memory with a Debian Linux system using a 2.6 kernel.
Time and memory requirements for tree construction were compared by building generalised trees for n random DNA sequences with equal nucleotide frequencies of 5000 nucleotides each, where n = 100, 200, . . . , 10, 000. kTSTs with k = 5, 7, 9, 11 were compared with a standard suffix tree with respect to memory usage and time of execution. Figure 3 shows that the truncated suffix trees have a time and space advantage over standard trees at every value of k and for all number of sequences tested. As k increases, the behaviour of the truncated suffix tree with respect to time and memory requirements approaches that of a standard suffix tree. Note that the curves for the standard suffix tree (dotted line) are incomplete, because excessive page faulting (thrashing) caused the operating system to terminate the program for more than 7800 sequences.
The kTST achieves faster enumerative search times for cases where multiple instances of a given k-mer sequence are present in the tree because they are stored in a linked list of IntLeaves. The full suffix tree requires traversing the subtree beginning at the position representing the k-mer string in the tree. This advantage becomes somewhat less as k is increased because the proportion of IntLeaves to nodes is reduced (Figure 4) . Figure 3 Runtimes and memory usage for the construction of standard and k-truncated suffix trees for k = 5, 7, 9, and 11. Up to 10,000 sequences with 5000 random nucleotides (equal nucleotide frequencies) were analysed. The runtime and memory performance for increasing number of sequences are shown
For the purpose of comparison with the kTST, we implemented the enhanced Suffix Array (eSA) and adapted it for multiple strings to create a generalised eSA by concatenating all input strings and creating another array to store the string index for every position. For construction of the eSA, we used the deep shallow sorting algorithm (Manzini and Ferragina, 2004) , which clearly outperforms linear time bounded algorithms in practice (Puglisi et al., 2005) . We performed similar tests as described above to test the time and space complexity of the generalised eSA. We note that while it was possible to perform a direct comparison of the characteristics of the truncated and standard suffix trees because the underlying implementation was identical except for the modifications needed to construct a truncated tree, the results of the comparison of the kTST against the eSA need to be interpreted with caution because there are many ways of implementing the eSA with different time and space trade-offs. For instance, the memory saving tricks of Abouelhoda et al. (2004) are implemented in gsuffix and can be optionally enabled within the library, but we did not use them for the comparisons shown here because of the slower running times. Given these caveats, the kTST showed competitive results with respect to speed of construction and memory requirements (Table 1) . We note that for simple applications on DNA sequences, a direct-access table algorithm is a good alternative. Averaged over all tests (from 100 to 10,000 sequences of 5000 nucleotides each) and k = 5, 7, 9, 11, the ratio of the build time for the kTST compared to the direct-access table was 3.03, the ratio for the time needed to search for all possible k-mer sequences was 1.31, and the ratio for the memory usage was 1.33. Similarly, hashing is a reasonable alternative for DNA sequences. For the purposes of comparison, we implemented one-level hashing with the sdbm hash function. In general, this implementation performs competitively for DNA sequences with small values of k. For protein sequences and larger values of k, search speed deteriorated dramatically with increasing amounts of data, because it is necessary to search through the entire linked list belonging to the hash bucket (data not shown). k possible k-mers for k = 5, 7 and 9. The k-truncated suffix trees are shown as solid lines, and the standard suffix trees with dashed lines. The sequences were the same as those used in Figure 3 . Testing could not be continued beyond 7800 sequences for the standard suffix tree because excessive page faulting caused the operating system to terminate the program In the C language, the data type int is generally represented by four bytes and a short by two bytes (although this is compiler dependent and can differ from machine to machine). An unsigned short can thus hold 2 16 = 65536 distinct values compared to 2 32 = 4294967296 values for a four-byte int, In order to construct a suffix tree with up to 65536 different sequences, each of which is up to 65535 characters long, it is sufficient to use a two-byte short. This is an option in our implementation. The two-byte version of the kTST showed reduced memory usage (on average, 74% of that of the four-byte version on the data analysed in Figures 3 and 4) and identical or slightly better build and search times (see also Table 1) . A tree built from strings over the DNA alphabet contains at most 4 k nodes. For all k-mers that occur more than once, a linked list of IntLeaves is created. For large datasets, much of the information is thus held in the IntLeaves, and nodes can have a linked list of up to hundreds of IntLeaves representing the sequences and positions of all the occurrences of the k-mer sequence of the node. It can be more efficient to store multiple occurrences within a single 'multi-IntLeaf', because of two reasons. Firstly, we save some space because less pointers must be stored. Secondly, there is more locality of reference and less cache misses, resulting in faster execution times. As expected, multi-IntLeaves were advantageous especially for large amounts of input data (see Table 1 ). The kTST algorithm has similarities to an algorithm proposed by Na and colleagues for single strings in the context of data compression (Na et al., 2003) and to the at-most k-deep factor tree proposed by Allali and Sagot (2004) . In contrast to Na et al. (2003) , the kTST and its construction algorithm allows for enumerative queries in multiple target sequences. The main difference between the kTST algorithm presented here and the at-most k-deep factor tree is that the latter algorithm relies on automatically extending the leaves by one character after each phase and holding the leaves in a queue until the paths they represent reach a length of k. The kTST avoids this extra work by means of directly extending the leaves to a length of k when they are first created.
Another difference between the two algorithms is that to date, a generalisation of the at-most k-deep factor tree has been introduced for the strings but not the position of the k-mers within the input strings. The generalisation scheme involves saving a boolean array with one slot for each input string (Carvalho et al., 2004) , which is not efficient for high numbers of input sequences and large values of k. In contrast, the kTST stores both the string id and the position using a linked list of IntLeaves, as described above. Source code or executables for Na et al. (2003) and Allali and Sagot (2004) were not available for direct comparisons. Table 2 provides an overview of salient properties of the several important string algorithms that can be used to search for substrings in multiple input strings. The enhanced suffix array (Abouelhoda et al., 2004) and WOTD (Giegerich et al., 2003) are the fastest and most flexible algorithms for general searches. The suffix tree can be used to efficiently implement a number of algorithms of great importance in string-based analysis of biological sequences, such as searching for the longest common subsequence in two or more sequences, or searching for tandem repeats (Gusfield, 1997) . The kTST can be used for many of these algorithms as well, with the limitation in maximal length to k. The kTST offers some advantages in speed and memory for certain datasets. For simple searches for k-mer subsequences in DNA sequences, the direct-access table is a quick and simple alternative to suffix-based algorithms, however, this algorithm as well as hashing based algorithms are less flexible than the suffix based algorithms for applications that might search for subsequences of varying length (up to k) or might take advantage of suffix links or of the tree structure inherent in the kTST or standard suffix tree (which can also easily be simulated with the eSA). The algorithm can (+) or can not (-) be used to analyse the respective type of sequence ('*' indicates that suffix links can be simulated but are not explicitly used in the data structure). Dynamic: The data structure can be dynamically changed after initial construction, e.g., new strings can be added.
Searches for 1-k-mer subsequences:
The data structure can be used to search for substrings with a length from 1 to k characters. Searches for arbitrary strings. The data structure can be used to search for sequences of any length. Suffix algorithms. The data structure can be used to implement algorithms taking advantage of the suffix tree. Abbreviations: ar: array implementation of suffix tree/kTST; ll: linked-list implementation; DAT: direct-access Abouelhoda et al. (2004) We have implemented the kTST, standard suffix trees and the enhanced suffix array in a C library. As examples of applications for which the kTST is useful, we have implemented a non-parametric procedure for finding k-mer substrings in promoter sequences that are significantly associated with expression differences measured by microarrays (Mootha et al., 2004 ) and a k-spectrum kernel for support vector machine analysis of distant protein homologs (Leslie et al., 2002) . The library and the applications are available at the project homepage http : //gsuffix.sourceforge.net.
