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Abstract
This paper is concerned with the Penrose{Fife phase{eld model and some Stefan
problems, in which the heat ux is proportional to the gradient of the inverse absolute
temperature. Recently, Colli and Sprekels proved that, as some parameters in the
Penrose{Fife equations tend to zero, the corresponding solutions converge against the
solutions to these Stefan problems.
Following their approach, we derive a time{discrete scheme for the Penrose{Fife
equations, such that analogous convergence properties hold. Furthermore, we show
some error estimates and prove the existence of solutions to the scheme.
1 Introduction
In [CS94], Colli and Sprekels considered an initial boundary value problem for a Penrose{
Fife system with nonconserved order parameter, and proved that solutions to this problem
for appropriate initial values converge against solutions to some Stefan problems, if the
parameter  or " or both in the equation for the order parameter tend to zero.
In this paper, we introduce a time{discrete scheme for the Penrose{Fife system. We will
repeat the a priori estimates derived in [CS94], and, following ideas from Colli, Horn, Lau-
rencot, Sprekels, and Zheng (see [CS95, Lau94, HSZ93]), we derive some L
1
(
){bounds.
Using the same techniques as Colli in [Col95], we get error estimates for our scheme. Thus,
we can prove convergence against the solution to the Penrose{Fife system, as the time step
size tends to zero, and against the solution to one of the Stefan problems, as  or " or both
also tend to zero. Moreover, we do not only derive an error estimate for the approximation
of the relaxed{in{time Stefan problem by Penrose{Fife, similar to the one derived by Colli,
but also for the other Stefan problems considered here.
2 Main results
2.1 Notations and desired problems
Before describing our problems, we introduce some auxiliary notations. Let  be the maximal
monotone graph dened by
(r) =
8
>
<
>
:
( 1; 0]; for r = 0
f0g ; for 0 < r < 1
[0;+1); for r = 1
; (2.1)
and let (; ) represent either the duality pairing between H
1
(
)

and H
1
(
) or the scalar
product in L
2
(
). Here, 
  R
3
denotes a bounded domain with smooth boundary  .
We consider a problem with a Penrose{Fife system (P
"
), a relaxed{in{space Stefan problem
(P
"
), a relaxed{in{time Stefan problem (P

), and a Stefan problem (P ) as in [CS94].
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(P
"
): Find a quadruple (; u; ; ) fullling
 2 H
1
(0; T ;L
2
(
)) \ L
1
(0; T ;H
1
(
)) \ L
1
(

T
) ; (2.2)
u 2 H
1
(0; T ;L
2
(
)) \ L
2
(0; T ;H
2
(
)) \ L
1
(

T
) ; (2.3)
 2 W
1;1
(0; T ;L
2
(
)) \ H
1
(0; T ;H
1
(
)) \ L
1
(0; T ;H
2
(
)); (2.4)
 2 L
1
(0; T ;L
2
(
)); (2.5)
 > 0; u =
1

a.e. in 

T
; (2.6)
0    1;  2 () a.e. in 

T
; (2.7)
(@
t
(c
0
 + L)(; t); v) = 
Z


ru(; t)  rv dx +
Z
 
(u  )(; t)v d
+(g(; t); v) ; 8 v 2 H
1
(
); for a.e. t 2 (0; T ); (2.8)

t
  "+  = L(u
C
  u) a.e. in 

T
; (2.9)
@
@n
= 0 a.e. in ; (2.10)
(; 0) = 
s
; (; 0) = 
s
a.e. in 
: (2.11)
(P

): Find a quadruple (; u; ; ) fullling
 2 L
1
(0; T ;L
2
(
)); u 2 L
1
(0; T ;H
1
(
));  2 L
1
(

T
) ; (2.12)
c
0
 + L 2 W
1;1
(0; T ;H
1
(
)

); (2.13)
(c
0
 + L)(; 0) = e
s
in H
1
(
)

; (2.14)
(2.5){(2.8), and
 2 W
1;1
(0; T ;L
2
(
)); (2.15)

t
+  = L(u
C
  u) a.e. in 

T
; (2.16)
(; 0) = 
s
a.e. in 
: (2.17)
(P
"
): Find a quadruple (; u; ; ) fullling (2.12){(2.14), (2.5){(2.8), and
 2 L
1
(0; T ;H
2
(
)); (2.18)
 "+  = L(u
C
  u) a.e. in 

T
; (2.19)
@
@n
= 0 a.e. in : (2.20)
(P ): Find a quadruple (; u; ; ) fullling (2.12){(2.14), (2.5){(2.8), and
 = L(u
C
  u) a.e. in 

T
: (2.21)
Here, T > 0 stands for a nal time, the positive constants c
0
; ; L; u
C
represent physical
constants, and we have set 

T
:= 
  (0; T ),  :=    (0; T ).
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2.2 Assumptions
It is required that
g 2 L
1
(

T
) ; (2.22)
 2 L
1
();   c

a.e. in ; 
t
2 L
1
(); (2.23)
 2 L
1
();   c

a.e. in ; 
t
2 L
1
(); (2.24)
g
t
2 L
2
(0; T ;L
1
(
));  2 L
1
(0; T ;C
1
( ));  2 L
1
(0; T ;H
1
2
( )); (2.25)
hold for two positive constants c

, c

. We assume that for the initial data 
s
; 
s
e
s
:= c
0

s
+ L
s
; (2.26)

s
2 H
1
(
); 
s
> 0 a.e. in 
; ln(
s
) 2 L
1
(
); (2.27)

s
2 H
1
(
); 0  
s
 1 a.e. in 
; (2.28)
u
s
:=
1

s
2 H
1
(
); a  u
s
 b a.e. in 
; (2.29)
hold for two positive constants a; b.
Except for the positive lower bound for  and the regularity assumption (2.25), these are the
same assumptions as in Colli{Sprekels [CS94, (2.2){(2.8)]. The lower bound for  is required
to derive L
1
(
){bounds for the approximation of , the regularity assumptions for  and
 are needed to prove the existence of an approximation for u in H
2
(
). The regularity
assumption for g
t
is necessary for the error estimates.
From (2.27), we can obtain that (2.29) holds (see [CS94]).
2.3 The numerical scheme
Since in a numerical implementation one would like to change the time step size, we consider
decompositions of [0; T ] that do not need to be uniform.
Denition 2.1 An admissible decomposition Z is a nite subset Z of [0; T ] such that
Z = ft
0
; t
1
; : : : ; t
K
g with 0 = t
0
< t
1
< : : : < t
K
= T and
t
m+1
  t
m
 2(t
m
  t
m 1
); 8 1  m < K: (2.30)
The width jZj of the decomposition is dened by jZj := max
1mK
(t
m
  t
m 1
):
Remark 2.1 In (2.30), the factor 2 could be replaced by any constant greater than 1. Since
our decompositions will arise numerically by time step control, (2.30) is an upper bound for
the new time step size.
For  > 0; " > 0, 
0"
; u
0"
; 
0"
2 L
2
(
), and an admissible decompositionZ = ft
0
; t
1
; : : : ; t
K
g,
we dene, for 1  m  K,
h
m
:= t
m
  t
m 1
; g
m
(x) :=
1
h
m
t
m
Z
t
m 1
g(x; t) dt ; 8x 2 
; (2.31)

m
() :=
1
h
m
t
m
Z
t
m 1
(; t) dt ; 
m
() :=
1
h
m
t
m
Z
t
m 1
(; t) dt ; 8 2  ; (2.32)
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as well as
e
0"
= c
0

0"
+ L
0"
; (2.33)
and consider the problem:
(D
Z;;"
): For 1  m  K nd

m
2 L
2
(
); u
m
; 
m
2 H
2
(
); 
m
2 L
2
(
) (2.34)
such that


m
  
m 1
h
m
  "
m
+ 
m
= L(u
C
  u
m
) a.e. in 
; (2.35)

m
2 (
m
) a.e. in 
; (2.36)
@
m
@n
= 0 a.e. in  ; (2.37)
and
c
0

m
  
m 1
h
m
+ L

m
  
m 1
h
m
+ u
m
= g
m
a.e. in 
; (2.38)
0 < u
m
; 
m
=
1
u
m
a.e. in 
; (2.39)
 
@u
m
@n
= 
m
u
m
  
m
a.e. in  ; (2.40)
with

0
:= 
0"
; u
0
:= u
0"
; 
0
:= 
0"
: (2.41)
Applying Green's formula, we can rewrite (2.38) and (2.40) as
Z


 
c
0

m
  
m 1
h
m
+ L

m
  
m 1
h
m
!
v dx   
Z


ru
m
 rv dx
 
Z
 
(
m
u
m
v   
m
v) dx =
Z


g
m
v dx ; 8 v 2 H
1
(
): (2.42)
We prove the following existence result in section 3:
Theorem 2.2 Assume that (2.22){(2.25) hold. For all  > 0, " > 0, all admissible de-
compositions Z and all initial values 
0"
; u
0"
; 
0"
2 L
2
(
) there exists a unique solution to
(D
Z;;"
).
Remark 2.2 We use the solution to (D
Z;;"
) to construct an approximate solution

b

Z"
;
b
u
Z"
;
b

Z"
; 
Z"

in (L
1
(0; T ;L
2
(
)))
4
to the Penrose{Fife system (P
"
). The function
b

Z"
is dened linear in time on [t
m 1
; t
m
], such that
b

Z"
(t
k
) = 
k
holds for k = 0; : : : ;K.
The functions
b
u
Z"
and
b

Z"
are dened analogously. We dene 
Z"
for t 2 (t
m 1
; t
m
] as

Z"
(t) = 
m
. We want to point out that neither
b

Z"
=
1
bu
Z"
nor 
Z"
2 

b

Z"

hold a.e.
on 

T
.
4
2.4 Convergence results and error estimates
We now state the main results of this paper. They are proved in sections 4 and 5.
Theorem 2.3 Approximation of the Penrose{Fife system:
Let  > 0; " > 0 be xed. Assume that (2.22){(2.29),

s
2 H
2
(
);
@
s
@n
= 0 a.e. in  ; (2.43)
g
t
2 L
1
(

T
) ; (2.44)

0"
= 
s
; u
0"
= u
s
; 
0"
= 
s
; (2.45)
hold. Let (; u; ; ) be the solution to (P
"
). Then there is a positive constant C, independent
of Z, such that



b

Z"
  



L
1
(0;T ;L
2
(
))\L
2
(0;T ;H
1
(
))
+



b
u
Z"
  u



L
2
(0;T ;L
2
(
))
+



b

Z"
  



L
2
(0;T ;L
2
(
))
 C
q
jZj;
(2.46)
and, as jZj tends to 0, it holds
b

Z"
 !  weakly in H
1
(0; T ;H
1
(
)); (2.47)
weakly{star in W
1;1
(0; T ;L
2
(
)) \ L
1
(0; T ;H
2
(
)); (2.48)

Z"
 !  weakly{star in L
1
(

T
) ; (2.49)
b
u
Z"
 ! u weakly in H
1
(0; T ;L
2
(
)); (2.50)
weakly{star in L
1
(0; T ;H
1
(
)) \ L
1
(

T
) ; (2.51)
weakly in L
2
(t

; T ;H
2
(
)) 8 0 < t

< T; (2.52)
b

Z"
 !  weakly in H
1
(0; T ;L
2
(
)); (2.53)
weakly{star in L
1
(0; T ;H
1
(
)) \ L
1
(

T
) : (2.54)
The existence of a unique solution to the Penrose{Fife equations follows from Proposition
2.6 in [CS94]. The assumption (2.44) is only needed since we use this Proposition. If
this assumptions did not hold, it would still be possible to prove that the limit of the
approximations is a solution to (P
"
).
The following Theorems correspond to the Theorems 2.8 to 2.10 in [CS94]. The existence
and uniqueness of the solutions to the Stefan problems were proved by Colli and Sprekels in
[CS94].
Theorem 2.4 Approximation of the relaxed{in{time Stefan problem:
Let  > 0 be xed. Assume that (2.22){(2.29), as well as

0"
= 
s
; u
0"
= u
s
; (2.55)

0"
  "
0"
= 
s
a.e. in 
; (2.56)

0"
2 H
2
(
);
@
0"
@n
= 0 a.e. in  ; (2.57)
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hold. Let (; u; ; ) be the solution to the relaxed{in{time Stefan problem (P

). For every
" > 0 there is a positive constant C, independent of Z, such that for 0 < "  " it holds



b

Z"
  



L
1
(0;T ;L
2
(
))
+



b
u
Z"
  u



L
2
(0;T ;L
2
(
))
+



b

Z"
  



L
2
(0;T ;L
1
(
))
 C

q
jZj+
p
"

:
(2.58)
As jZj and " tend to 0, we have the convergences (2.49), (2.50), (2.51), and
b

Z"
 !  weakly{star in W
1;1
(0; T ;L
2
(
)) \ L
1
(0; T ;H
1
(
)); (2.59)
weakly{star in L
1
(

T
) ; (2.60)
b

Z"
 !  weakly{star in L
1
(0; T ;L
2
(
)): (2.61)
Theorem 2.5 Approximation of the relaxed{in{space Stefan problem:
Let " > 0 be xed. Assume that (2.22){(2.29), (2.43), (2.45), and
 "
s
+ (
s
) 3 L (u
C
  u
s
) a.e. in 
; (2.62)
hold. Let (; u; ; ) be the solution to the relaxed{in{space Stefan problem (P
"
). For every

 > 0 there is a positive constant C, independent of Z, such that for 0 <  

 it holds



b

Z"
  



L
2
(0;T ;H
1
(
))
+



b
u
Z"
  u



L
2
(0;T ;L
2
(
))
+



b

Z"
  



L
2
(0;T ;L
2
(
))
 C

q
jZj+
p


:
(2.63)
As jZj and  tend to 0, we have the convergences (2.49), (2.50), (2.51), (2.52), (2.53),
(2.54), and
b

Z"
 !  weakly{star in H
1
(0; T ;H
1
(
)) \ L
1
(0; T ;H
2
(
)): (2.64)
Theorem 2.6 Approximation of the Stefan problem:
Assume that (2.22){(2.29), (2.57),
(
s
) 3 L (u
C
  u
s
) a.e. in 
; (2.65)
u
0"
 
a
2

0"
= u
s
 
a
2

s
; 
0"
=
1
u
0"
a.e. in 
; (2.66)
 "
0"
+  (
0"
) 3 L (u
C
  u
0"
) a.e. in 
; (2.67)
hold. Let (; u; ; ) be the solution to the Stefan problem (P ). For all

 > 0, " > 0 there is
a positive constant C, independent of Z, such that for 0 <  

 and 0 < "  " it holds



Z"
  



L
2
(0;T ;L
3
2
(
))
+



b
u
Z"
  u



L
2
(0;T ;L
3
2
(
))
+



b

Z"
  



L
2
(0;T ;L
1
(
))
 C

q
jZj+ 
1
4
+ "
1
4

: (2.68)
As jZj, , and " tend to 0, we have the convergences (2.60), (2.61), and

Z"
 !  weakly{star in L
1
(0; T ;L
2
(
)); (2.69)
b
u
Z"
 ! u weakly{star in H
1
(0; T ;L
3
2
(
)) \ L
1
(0; T ;H
1
(
)): (2.70)
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Remark 2.3 If the assumption g
t
2 L
2
(0; T ;L
1
(
)) in (2.25) is not fullled, the error
estimates do not hold, but one can prove the convergences in the Theorems 2.3 to 2.6 using
compactness arguments as in [CS94, Section 4].
Passing the error estimates for the approximation to the limit, we get an error estimate for the
solution to the Penrose{Fife system with respect to the Stefan problems under consideration.
Corollary 2.7 Assume that (2.22){(2.29) and (2.44) hold.
a) If 
0"
; u
0"
, and 
0"
are dened as in one of the Theorems 2.4 to 2.6, the problem (P
"
)
with 
s
and 
s
replaced by 
0"
and 
0"
, has a unique solution


"
; u
"
; 
"
; 
"

.
b) Let  > 0; " > 0 be xed and let (; u; ; ) be the solution to the relaxed{in{time Stefan
problem (P

). If 
0"
; u
0"
, and 
0"
are dened as in Theorem 2.4, then there exists a
positive constant C, such that, for 0 < "  ",



"
  



L
1
(0;T ;L
2
(
))
+


u
"
  u



L
2
(0;T ;L
2
(
))
+



"
  



L
2
(0;T ;L
1
(
))
 C
p
": (2.71)
c) Let

 > 0; " > 0 be xed and let (; u; ; ) be the solution to the relaxed{in{space Stefan
problem (P
"
). If 
0"
; u
0"
, and 
0"
are dened as in Theorem 2.5 and (2.43) as well
as (2.62) hold, then there exists a positive constant C, such that, for 0 <  

,



"
  



L
2
(0;T ;H
1
(
))
+


u
"
  u



L
2
(0;T ;L
2
(
))
+



"
  



L
2
(0;T ;L
2
(
))
 C
p
: (2.72)
d) Let

 > 0; " > 0 be xed and let (; u; ; ) be the solution to the Stefan problem (P ).
If 
0"
; u
0"
, and 
0"
are dened as in Theorem 2.6 and (2.65) holds, then there exists
a positive constant C, such that, for 0 <  

 and 0 < "  ",



"
  



L
2
(0;T ;L
3
2
(
))
+


u
"
  u



L
2
(0;T ;L
3
2
(
))
+



"
  



L
2
(0;T ;L
1
(
))
 C


1
4
+ "
1
4

:
(2.73)
Proof. Assertion a) follows from [CS94, Proposition 2.6] and Lemma 4.1. For K 2 N
we dene the admissible decomposition Z = ft
0
; t
1
; : : : ; t
K
g with t
k
:= T
k
K
. Theorem 2.3,
Lemma 4.1, and a) yield, as K tends to 1, that
b

Z"
 ! 
"
strongly in L
1
(0; T ;L
2
(
)) \ L
2
(0; T ;H
1
(
));

Z"
 ! 
"
weakly{star in L
1
(

T
) ;
b
u
Z"
 ! u
"
;
b

Z"
 ! 
"
strongly in L
2
(0; T ;L
2
(
));
hold. Therefore, thanks to the weak{star lower semicontinuity of norms, (2.71), (2.72), resp.
(2.73), follow from (2.58), (2.63), resp. (2.68). 2
Remark 2.4 The error{estimate (2.71) is similar to the one derived by Colli in [Col95,
Theorem 3], except for the norm for 
"
  . Colli estimates the C
0
([0; T ];H
1
(
)

){norm of
this error.
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3 Proof of Theorem 2.2
In this section, we will prove Theorem 2.2. First, we will have a close look at the approxi-
mation of the data. Next, we consider the equations for u
m
and 
m
and nally the complete
system (2.34){(2.40).
In the sequel, we use the notation kk for the L
2
(
){norm and kk
p
for the L
p
(
){norm, for
all p 2 [1;1). j
j will denote the Lebesgue measure of the domain 
.
3.1 Approximation of the data
Now we estimate the approximation of the data.
Lemma 3.1 Assume that (2.22){(2.25) hold. There exist positive constants C
a
; C
b
; C
c
, in-
dependent of " and , such that for all admissible decompositions Z = ft
0
; t
1
; : : : ; t
K
g it
holds:
The functions g
m
, 
m
, and 
m
dened in (2.31) and (2.32) fulll, for 1  m  K,

m
2 C
1
( ); 
m
2 H
1
2
( ); (3.1)
kg
m
k
L
1
(
)
+ k
m
k
C
1
( )
+ k
m
k
L
1
( )
+ k
m
k
H
1
2
( )
 C
a
; (3.2)

m
 c

; 
m
 c

a.e. in  ; (3.3)

m
v 2 H
1
2
( ); k
m
vk
H
1
2
( )
 C
b
kvk
H
1
2
( )
; 8 v 2 H
1
2
( ); (3.4)
and, for 1  m < K,





m+1
  
m
h
m




L
1
( )
+






m+1
  
m
h
m





L
1
( )
 C
c
; (3.5)
where the positive constants c

and c

are specied in (2.23){(2.24).
Proof. From (2.22){(2.24) and (2.30) one can derive (3.2) elementary with C
a
:=
kgk
L
1
(

T
)
+ kk
L
1
(0;T ;C
1
( ))
+ kk
L
1
()
+ kk
L
1
(0;T ;H
1
2
( ))
, the lower bounds in (3.3), and
(3.5) with C
b
:= 3 k
t
k
L
1
()
+ 3 k
t
k
L
1
()
. Since (2.25) yields that (3.1) holds, v 7! 
m
v
is a linear continuous mapping from both L
2
( ) and H
1
( ) into itself, with norm less than
p
3 k
m
k
C
1
( )
. Since H
1
2
( ) is an interpolation space of L
2
( ) and H
1
( ) (see [Ama93, (5.2),
(5.3), (5.19)]) it follows from (3.2) that (3.4) holds.
2
3.2 The temperature equation
First we consider the equations (2.38) and (2.40) for u
m
.
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Lemma 3.2 Suppose that (2.22){(2.25) hold. For all admissible decompositions
Z = ft
0
; t
1
; : : : ; t
K
g, all m 2 f1; : : : ;Kg, and all f 2 L
2
(
), there exists a unique solu-
tion u 2 H
2
(
) to
 c
0
1
h
m
u
  u = f; u > 0 a.e. in 
; (3.6)

m
u+ 
@u
@n
= 
m
a.e. in  : (3.7)
To prove this Lemma, we will interpret (3.6), (3.7) as an operator equation and show that
the corresponding operator is maximal monotone and surjective.
Lemma 3.3 The operator A : D(A)  L
2
(
)! L
2
(
) dened by
Au =  
c
o
h
m
u
  u a.e. in 
; (3.8)
D(A) =
n
u 2 H
2
(
) : u fullls (3.7) and u > 0 a.e. in 

o
(3.9)
is maximal monotone.
Proof. Even if we cannot apply [Bre71, Corollary 13] directly, since 
m
and 
m
are not
constant in  , the proof of this corollary can be translated to our situation. Thus we will
give only a sketch of the proof.
Using (3.3), we can, similarly to [Bre71, Theorem 12], derive a convex and lower semicon-
tinuous mapping  : L
2
(
)! ( 1;1], such that its subdierential @ fullls
@(u) =  u a.e. in 
; D(@) =
n
u 2 H
2
(
) : u fullls (3.7)
o
: (3.10)
To prove that the operator dened in (3.10) is the subdierential, we use that (3.1) and
[Ama93, Theorem 9.2], for every f 2 L
2
(
), yield the existence of a unique solution to
u  u = f a.e. in 
;  
@u
@n
= 
m
u  
m
a.e. in  :
We dene k : R! ( 1;1] by
k(x) =
(
 
c
0
h
m
ln(x) for x > 0
+1 otherwise
: (3.11)
This function is convex and lower semicontinuous. As in [Bre71, p. 115], we can derive a
convex and lower semicontinuous mapping  : L
2
(
) ! ( 1;1], whose subdierential
fullls D(@ ) =
n
u 2 L
2
(
) : u > 0 a.e. in 
;
1
u
2 L
2
(
)
o
and v 2 @ (u) if and only if
v =
 c
0
h
m
u
a.e. in 
. Analogously to [Bre71, Corollary 13], we obtain, using (3.3), (3.2) and
[Bre71, Theorem 9], that @+ @ = A is maximal monotone. 2
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Lemma 3.4 The operator A dened in Lemma 3.3 is coercive in L
2
(
), i.e.
lim
kuk!1
(Au; u)
kuk
=1: (3.12)
Proof. Let u in D(A) be arbitrary. Applying Green's formula, the denition of A,
Young's inequality, and Lemma 3.1, we see that
(Au; u) =
Z
 
(
m
u  
m
)ud +  kruk
2
 
c
0
h
m
j
j

c

2
kuk
2
L
2
( )
 
1
2c

Z
 
C
2
a
d +  kruk
2
 
c
0
h
m
j
j :
Recalling Lemma A.2, we infer that there are two positive constants C;C
0
, such that
(Au; u)  C kuk
2
H
1
(
)
  C
0
for all u in D(A). Therefore (3.12) holds. 2
Now we are going to prove Lemma 3.2. Let f 2 L
2
(
) be arbitrary. By Lemma 3.3 and
Lemma 3.4, the operator A is maximal monotone and coercive. Therefore, recalling [Tib90,
Chapter I, Theorem 2.4], we see that A is surjective. Thus we have u 2 D(A) with Au = f .
Thanks to Lemma 3.3, u is a solution to (3.6) and (3.7).
Suppose we have another solution v. Rewriting (3.6) and (3.7) in terms of the dierences,
testing it by u  v, applying Green's formula and (3.3), we obtain
0 =
c
0
h
m
Z


(u  v)
2
uv
dx +  kr(u  v)k
2
+
Z
 
c

(u  v)
2
d :
Since uv > 0 a.e. in 
, this yields u = v. This nishes the proof. 2
3.3 Existence of a solution to the system
Theorem 2.2 follows by induction and the following Lemma.
Lemma 3.5 Assume that (2.22){(2.25) are satised. Moreover, let any admissible decom-
position Z = ft
0
; t
1
; : : : ; t
K
g, any m 2 f1; : : : ;Kg, and any functions 
m 1
; 
m 1
2 L
2
(
),
be given. Then there exists a unique solution to (2.34){(2.40).
Proof. We will prove the existence of a solution to (2.34){(2.40) via Schauder's xed
point theorem. It follows from [Bre71, Corollary 13] and Lemma 3.2 that for every (u; ) 2
L
2
(
)  L
2
(
) there exists a unique solution (~u; ~) =: 	(u; ) in H
2
(
) H
2
(
) to

~
h
m
  "~+ (~) 3 L(u
C
  u) + 

m 1
h
m
a.e. in 
; (3.13)
 c
0
1
h
m
~u
  ~u =  g
m
+ L
  
m 1
h
m
  c
0

m 1
h
m
a.e. in 
; (3.14)
0 < ~u a.e. in 
; (3.15)
@ ~
@n
= 0; 
m
~u+ 
@~u
@n
= 
m
a.e. in  : (3.16)
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This denes a mapping 	 : L
2
(
)  L
2
(
)! L
2
(
) L
2
(
).
We dene
M
1
:=
n
(u; ) 2 H
1
(
)H
1
(
) : 0    1 a.e. in 

o
: (3.17)
Let (u; ) 2 M
1
be arbitrary and dene (~u; ~) := 	(u; ). There are
~
;
~
 2 L
2
(
), such that

~  
m 1
h
m
  "~+
~
 = L(u
C
  u) a.e. in 
; (3.18)
~
 2 (~);
~
 =
1
~u
a.e. in 
: (3.19)
Obviously, by (3.14)|(3.16), any xed point (u; ) of 	 yields a solution

~
; u; ;
~


to
(2.34){(2.40), and vice versa. Therefore, it is sucient to prove that 	 has a unique xed
point.
We obtain from (3.13) that ~ is in D() = [0; 1] a.e. in 
. Thus we have (~u; ~) 2 M
1
.
We test (3.14) by h
m
~u, integrate, apply Green's formula, (3.16), (3.3) and Young's inequality,
to obtain
 c
0
j
j+ h
m
 kr~uk
2
+ h
m
Z
 
 
c

2
~u
2
 
1
2c


2
m
!
d

Z


( h
m
g
m
+ L(  
m 1
)  c
0

m 1
) ~udx :
We conclude, using Lemma A.2, Schwarz's inequality, (3.2), and (3.17), that there is some
constant
~
C
1
> 0, such that
h
m
~
C
1
k~uk
2
H
1
(
)
 c
0
j
j+
1
2c

Z
 
C
2
a
d +

h
m
C
a
q
j
j+ L
q
j
j+ L k
m 1
k + c
0
k
m 1
k

k~uk :
This yields, by Young's inequality, that h
m
~
C
1
1
2
k~uk
2
H
1
(
)

~
C
2
, with
~
C
2
:= c
0
j
j+
1
2c

Z
 
C
2
a
d +
1
2
~
C
1
h
m

(h
m
C
a
+ L)
q
j
j+ L k
m 1
k + c
0
k
m 1
k

2
:
For
~
C
3
:=
2
h
m
~
C
1
~
C
2
, we have (~u; ~) in M
2
with
M
2
:=
n
(u; ) 2 M
1
: kuk
2
H
1
(
)

~
C
3
o
: (3.20)
In the sequel, we will assume (u; ) 2 M
2
. Now, testing (3.18) with h
m
~, applying Young's
inequality, Green's formula, (3.16) and Schwarz's inequality, leads to

2
k~k
2
 

2
k
m 1
k
2
+ h
m
" kr~k
2
+ h
m
Z


~
 ~dx  h
m
L ku
C
  uk k~k :
Since we have ~ in [0; 1] and
~
 ~  0 a.e. in 
 by (3.19) and the denition of , this yields,
by (3.20),

2
k~k
2
+ h
m
" k~k
2
H
1
(
)


2
k
m 1
k
2
+ h
m
" j
j+ h
m
L
q
j
ju
C
+ h
m
L
q
~
C
3
q
j
j =:
~
C
4
:
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Thus, (~u; ~) is in M
3
with
M
3
:=
n
(u; ) 2 M
2
: h
m
" kk
2
H
1
(
)

~
C
4
o
: (3.21)
Since (3.21), (3.20), and (3.17) yield
M
3
=
n
(u; ) 2 H
1
(
)H
1
(
) : h
m
" kk
2
H
1
(
)

~
C
4
; kuk
2
H
1
(
)

~
C
3
; 0    1 a.e. 

o
;
we obtain (see [Zei90b, (79c)]) thatM
3
is a nonempty, convex, compact set in L
2
(
)L
2
(
)
and, by construction, that 	 mapsM
3
into itself. Since we obtain from Lemma 3.6 that 	
is (L
2
(
) L
2
(
)){continuous, the Schauder xed point theorem yields the existence of a
xed point of 	 inM
3
.
Lemma 3.6 	 is an (L
2
(
)  L
2
(
)){continuous mapping.
Proof. Let (u
(1)
; 
(1)
); (u
(2)
; 
(2)
) 2 L
2
(
) L
2
(
) be arbitrary, and

~u
(i)
; ~
(i)

:= 	

u
(i)
; 
(i)

for i = 1; 2;
u := u
(1)
  u
(2)
;  := 
(1)
  
(2)
; ~u := ~u
(1)
  ~u
(2)
; ~ := ~
(1)
  ~
(2)
:
It follows from (3.13){(3.16) that there are
~

(1)
;
~

(2)
2 L
2
(
), such that

~
h
m
  "~+
~

(1)
 
~

(2)
=  Lu a.e. in 
; (3.22)
~u
(1)
> 0; ~u
(2)
> 0;
~

(1)
2 (~
(1)
);
~

(2)
2 (~
(2)
) a.e. in 
; (3.23)
c
0
~u
h
m
~u
(1)
~u
(2)
  ~u = L

h
m
a.e. in 
; (3.24)
@ ~
@n
= 0; 
m
~u+ 
@~u
@n
= 0 a.e. in  : (3.25)
Testing (3.22) with ~, applying Green's formula, (3.25), and the inequality (
~

(1)
 
~

(2)
)~  0
(by (3.23) and the monotonicity of ), we get

h
m
k~k
2
+ " kr~k
2
  L
Z


u~dx : (3.26)
Testing (3.24) with h
m
~u, using Green's formula, (3.25), (3.3), and Schwarz's inequality, we
nd
c
0
Z


~u
2
~u
(1)
~u
(2)
dx + h
m
c

k~uk
2
L
2
( )
+ h
m
 kr~uk
2
 L
Z


~udx :
Using Lemma A.2, (3.23) and Young's inequality, we get for some
~
C
5
> 0,
h
m
~
C
5
k~uk
2
H
1
(
)
 L
Z


~udx : (3.27)
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Adding (3.26) and (3.27), and applying Young's inequality, we nd

h
m
k~k
2
+ " kr~k
2
+ h
m
~
C
5
k~uk
2
H
1
(
)
  L
Z


u~dx + L
Z


~udx (3.28)

L
2
h
m
kuk
2
+

2h
m
k~k
2
+
1
2
~
C
5
h
m
L
2
kk
2
+ h
m
~
C
5
2
k~uk
2
H
1
(
)
:
Thus, we have proved that 	 is Lipschitz{continuous on L
2
(
) L
2
(
) . 2
It remains to show the uniqueness of the xed point. Suppose (u
(1)
; 
(1)
), (u
(2)
; 
(2)
) are two
xed points of 	. Thus we can repeat the estimates in the proof of Lemma (3.6) with ~u = u
and ~ = . Hence, (3.28) yields u
(1)
= u
(2)
and 
(1)
= 
(2)
in H
1
(
).
2
4 Uniform Estimates
In the sequel, we will assume that there are two positive upper bounds  and " for  and ",
i.e.
0 <   ; 0 < "  ": (4.1)
We will consider initial values 
0"
; u
0"
; 
0"
and assumptions corresponding to one of the
Theorems 2.3 to 2.6,  > 0, " > 0 with (4.1), and an admissible decomposition Z =
ft
0
; t
1
; : : : ; t
K
g.
In the sequel, C
i
, for i 2 N, will always denote positive generic constants, independent of "
and the decomposition Z. They may depend on , if (P
"
) or (P

) is considered as limit
problem, but they are independent of , if we consider (P
"
) or (P ) as limit problem. Thus
the constants only depend on  if  is xed.
We start by deriving some properties of the initial values. The rst Lemma modies Lemma
3.2 in [CS94].
Lemma 4.1 The initial values 
0"
; u
0"
, and 
0"
considered in the statements of Theorems
2.3 to 2.6 are uniquely determined and satisfy (2.57). Moreover, if we dene 
0"
2 L
2
(
)
by 
0"
= 0 if (P
"
) or (P

) is concerned (see Theorems 2.3 and 2.4), and by 
0"
=
"
0"
+ L(u
C
  u
0"
) otherwise (see Theorems 2.5 and 2.6), and if we dene 
 1
2 L
2
(
)
by


0"
  
 1
h
0
  "
0"
+ 
0"
= L(u
C
  u
0"
) a.e. in 
; (4.2)
with h
0
:= jZj, then (2.35){(2.37) hold for m = 0, and there are positive constants C
1
, C
2
,
and C
3
, such that
ku
0"
k
H
1
(
)
 C
1
;
a
2
 u
0"
 b+
a
2
; 
0"
=
1
u
0"
a.e. in 
; (4.3)
" k
0"
k
2
H
2
(
)
+ k
0"
k
2
H
1
(
)
+ ke
0"
k
2
 C
2
; (4.4)

0"
2 (
0"
) a.e. in 
; (4.5)







0"
  
 1
jZj





2
 C
3
; (4.6)
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with the constants a, b being specied in (2.29). In the situation of Theorems 2.4 and 2.6,
there is a positive constant C
4
, such that
k
0"
  
s
k
2
+ ke
0"
  e
s
k
2
 "C
4
: (4.7)
Proof. First we examine the situation of Theorem 2.3. Owing to (2.45), 
0"
, u
0"
, and

0"
are uniquely determined as 
s
, u
s
, and 
s
. Using the assertions (2.26), (2.28), (2.29),
and (2.43) for the initial data as well as (2.33), (4.2) and (4.1), we obtain the assertions of
the lemma.
In the framework of Theorems 2.4 to 2.6, 
0"
=
1
u
0"
follows from (2.29) and (2.55), resp.
(2.45), resp. (2.66). For the remaining assertions, except (4.4) and (4.7), we refer to [CS94,
Lemma 3.2]. From the estimates in the proof of [CS94, Lemma 3.2] we obtain (see [CS94,
(3.11) resp. (3.15)]) a uniform bound for kr
0"
k
2
+ " k
0"
k
2
. From (4.5) we obtain
0  
0"
 1 a.e. on 
. Therefore, we have a uniform bound for k
0"
k
2
H
1
(
)
and, by (2.57)
and Lemma A.3, also one for " k
m
k
2
H
2
(
)
. From (2.33), (4.3), and (4.5), it follows that
ke
0"
k
2
 (
2c
0
a
+ L) j
j. Therefore (4.4) holds.
In the situation of Theorem 2.4, using (2.33), (2.26), (2.56), (2.55), and (4.4), we get
k
0"
  
s
k
2
+ ke
0"
  e
s
k
2
= (1 + L
2
)"
2
k
0"
k
2
 (1 + L
2
)"C
2
:
Finally, we examine the situation in Theorem 2.6. Testing (2.66) with u
0"
 u
s
and 
0"
 
s
,
we see that
2
a
ku
0"
  u
s
k
2
=
Z


(
0"
  
s
) (u
0"
  u
s
) dx =
a
2
k
0"
  
s
k
2
: (4.8)
Using (2.65), (2.67), the monotonicity of , Green's formula, (2.57), and Young's inequality,
we obtain
0  L
Z


(u
0"
  u
s
) (
s
  
0"
) dx + "

1
2
kr
s
k
2
 
1
2
kr
0"
k
2

:
Therefore, we conclude by (4.8), (2.28), (2.33), (2.26), (2.29), and (4.3), that (4.7) holds.
2
Since (4.3) and (2.57) yield that 
0"
; u
0"
; 
0"
are in L
2
(
), it follows from Theorem 2.2
that (D
Z;;"
) has a unique solution 
0
; u
0
; 
0
; 
1
; u
1
; 
1
; 
1
; : : : ; 
K
; u
K
; 
K
; 
K
. We are go-
ing to derive some uniform estimates for this solution. The generic constants will also be
independent of the solution.
Remark 4.1 a) In the framework of Theorem 2.3 and Theorem 2.5, we obtain from
(2.45), (2.26), and (2.33) that 
0"
= 
s
and e
0"
= e
s
hold. Since " tends to 0 and
(4.7) holds in the situation of Theorem 2.4 and Theorem 2.6, we conclude that for the
limits considered in one of the Theorems 2.3 to 2.6, we have
k
0"
  
s
k
2
+ ke
0"
  e
s
k
2
 ! 0: (4.9)
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b) We obtain from (2.39), (2.36), (2.41), (4.3), and (4.5) that
0 < u
m
; 
m
=
1
u
m
; 0  
m
 1 a.e. in 
; 8 0  m  K: (4.10)
The following seven lemmas correspond to Lemmas 3.3 to 3.10 in [CS94], except for the
estimate for the L
1
(
){Norm of 
m
in (4.12). First we work on (2.35).
Lemma 4.2 For all 1  k  K it holds

2





k
  
k 1
h
k




2
+ "
k
X
m=1
h
m




r


m
  
m 1
h
m





2

C
3
2
 
k
X
m=1
h
m
Z


L
u
m
  u
m 1
h
m

m
  
m 1
h
m
dx ; (4.11)
k
k
k  kL(u
C
  u
k
)k ; k
k
k
L
1
(
)
 kL(u
C
  u
k
)k
L
1
(
)
; (4.12)

2
kr
k
k
2
+ "
k
X
m=1
h
m
k
m
k
2

C
2
2
 
k
X
m=1
h
m
Z


Lru
m
 r
m
dx ; (4.13)
where the constants C
2
, C
3
are characterized in Lemma 4.1.
Proof. This proof uses ideas from Colli{Sprekels (see [CS94, Lemma 3.3] and [CS95,
Lemma 3.1]). We dene 
0"
, 
 1
, h
0
as in Lemma 4.1. For 1  m  K we can thus test
the dierence of (2.35) for m and m   1 by

m
 
m 1
h
m
. By applying Green's formula, (2.37),
(2.36), the monotonicity of , and Young's inequality, we obtain that

2





m
  
m 1
h
m




2
+ "h
m




r


m
  
m 1
h
m





2


2






m 1
  
m 2
h
m 1





2
 
Z


L(u
m
  u
m 1
)


m
  
m 1
h
m

dx : (4.14)
Summation from m = 1 to m = k and use of (2.41) and (4.6) give the estimate (4.11).
To prove (4.12) and (4.13) rigorously, we use the Yosida approximation of ,

k
(r) =
8
>
<
>
:
kr ; for r < 0
0 ; for 0  r  1
k(r   1); for 1 < r
; 8 k 2 N: (4.15)
Let 1  m  K be arbitrary. Since s 7!
s
R
0

k
(x) dx is a continuous and convex function, it
follows from [Bre71, Corollary 13] that for every k 2 N there is a unique 
m;k
in H
2
(
) such
that


m;k
  
m 1
h
m
  "
m;k
+ 
k
(
m;k
) = L(u
C
  u
m
) a.e. in 
; (4.16)
@
m;k
@n
= 0 a.e. in  : (4.17)
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Since 
k
(
m;k
) (
m;k
  
m 1
)  0, by (4.10) and (4.15), we obtain by testing (4.16) with

m;k
  
m 1
, applying Green's formula, (4.17), Holder's, and Young's inequalities that
h
m





m;k
  
m 1
h
m




2
+
"
2
kr
m;k
k
2

"
2
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is, by (4.17) and LemmaA.3, bounded inH
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 2 (). Now, a passage to the limit in (4.16)
and (4.17) yields that (;
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) is a solution to (2.35){(2.37). Since this solution is unique by
[Bre71, Corollary 13], we have 
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and (4.12) hold. Summation of (4.22) from m = 1 to m = k and use of (2.41), (4.4), and
(4.1) give the estimate (4.13). 2
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Proof. Inserting v =   (u
m
  u
m 1
) in (2.42), applying (4.10), Young's inequality and
(3.3), we get, after summation from m = 1 to m = k,
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Using (3.2) as well as the inequalities of Holder and Young, yields, for every 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Thus, (4.23) follows using (4.25), Lemma A.2, (3.5), (3.2), Young's inequality, (2.41), (4.3),
(2.30) and (4.26), for 

> 0 chosen suciently small.
Next, we multiply (2.38) by h
m
. Summing the resulting equation from m = 1 to m = i,
applying (2.41) and (2.33), we 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We test this by h
i
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, apply (2.39), Green's formula, (2.40), and take the sum from i = 1
to i = k, to obtain
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Using Lemma A.4, Lemma 3.1, and (4.10), we get
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Now, (4.24) follows by applying Lemma 3.1, Young's inequality, (4.4), and (2.30).
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Proof. Applying the discrete version of Gronwall's Lemma to the sum of (4.11) and
(4.23), we obtain (4.29) after recalling (2.42), (3.2), (4.10), (2.41), and Lemma 4.1. 2
Lemma 4.5 There is a constant C
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such that
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Proof. Using (4.12), we obtain from (4.29) a uniform bound for k
m
k. Comparing the
terms in (2.35), we have, owing to (4.29) and (4.1), a uniform bound for k"
m
k. Therefore,
owing to the boundary condition (2.37) and the uniform bound for k"
m
k
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)
in (4.29), we
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)
, using Lemma A.3. From (2.41), (4.4), and (4.1), we get a uniform
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Proof. Summation of the inequalities (4.13) and (4.24), use of (4.29), the discrete
Gronwall inequality, Lemma 4.1, Lemma A.2, Lemma A.3, (2.37), (2.41), and (4.4) gives the
estimate (4.31), since, by (4.27), (4.29), (4.4), and (3.2), the boundedness of
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Lemma 4.7 There is a constant C
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Proof. Using Holder's inequality, we obtain
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We have, by (4.10) and Schwarz's inequality,
K
X
m=1
h
m






m
  
m 1
h
m





2
L
1
(
)
 max
0kK
k
k
k
2
K
X
m=1
h
m





u
m
  u
m 1
h
m
p
u
m
u
m 1





2
: (4.34)
Thus, (4.32) follows by (4.33), (4.34), (A.1), (4.29), and (4.31). 2
Lemma 4.8 There is a constant C
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Proof. Picking v = 1 in (2.42) and squaring the result, we arrive by Holder's and
Schwarz's inequality at
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Multiplying by h
m
, summing the result from m = 1 to m = k, and applying (4.32), (3.2),
(4.29), and Poincare's inequality, (see [Zei90b, 53a]), yields (4.35). 2
In the sequel, L
1
(
){bounds for u
m
and 
m
are derived, which are needed to improve the
error estimates and the convergence results.
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Proof. The L
1
(
){bound is derived using Moser's technique as in [Lau93, Lau94,
HSZ93, SZ93, HS]. From (4.10), we obtain, using an idea from [HS, Lemma 2.4],
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For every p 2 N, we have u
p+1
m
in H
1
(
), since u
m
2 H
2
(
) by (2.34). Taking v =  u
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m
in (2.42), and applying (4.37), Lemma 3.1, and the inequalities of Schwarz and Young, we
realize that
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Multiplying by ph
m
and taking the sum fromm = 1 to m = k, we derive from (3.2), Holder's
inequality, (2.41), and (4.3) that
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Since the p{fractions on the left{hand side can be uniformly bounded from below by a
positive constant, we have, by Lemma A.2,
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First, we will estimate this analogously to Laurencot [Lau94, Lemma 2.3], using the fact
that, by (4.39), (4.35), (A.1), (3.2), and (4.1),
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Using Holder's inequality, (A.1), and Young's inequality, we obtain
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Therefore we have, by (4.41) and (4.42),
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For p
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Next, we will use an estimation similar to Horn{Sprekels{Zheng [HSZ93]. We de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= 6,
p
n+1
= 2p
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  2. Recalling (4.41) with p = p
n
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and applying Holder's and Nirenberg{Gagliardo's (see [Zei90b, Chapter 54 a]) inequalities,
we can conclude that
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Hence, by Young's inequality,
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Thus, recalling (4.45), we have
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Recalling (4.43), we can now use Lemma A.5 to obtain
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Since we have the L
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(
){bounds for u
m
in (4.44) and (4.51), to verify (4.36) it suces to
use (4.12) and a calculation analogous to the rst one in the proof of Lemma 4.7. 2
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Proof.
Since the calculation for the L
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){bounds are quite similar to the estimates analogous to
Laurencot [Lau94] used in the last lemma, we will only give a sketch of the proof.
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Recalling (4.10) and (4.29), we see by Holder's inequality that
"
3
K
X
m=1
h
m






m
  
m 1
h
m





2
 "
3
max
0mK
k
m
k
2
L
1
(
)
K
X
m=1
h
m





u
m
  u
m 1
h
m
p
u
m
u
m 1





2
 C
2
30
C
11
: (4.54)
Therefore, thanks to (2.38), (4.29), (4.1), and (3.2), we have "
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Lemma A.3, (4.29), (3.4), and (3.2), we obtain
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Moreover, we have by (4.53), (4.29), and (4.31)
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Thus, (4.52) follows from (4.53){(4.56), (4.31), and (4.1).
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5 Error estimates and convergence
In this chapter, we will derive error estimates for our scheme and prove the convergence of
the approximations. We will use ideas from an error estimate for the relaxed{in{time Stefan
problem by Colli in [Col95].
In the sequel, we suppose that the assumptions corresponding to one of the Theorems 2.3
to 2.6 are satised, and dene (; u; ; ) as in the respective theorem.
We consider  > 0, " > 0 with (4.1), and admissible decompositions Z. By Lemma 4.1
and Theorem 2.2, there exists a unique solution to (D
Z;;"
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b
u
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;
b
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T
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Z
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
Z
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1
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. Then, we have by the de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(2.34){(2.37), (2.39), (2.42), and (2.57) (see Lemma 4.1),
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In the sequel, C

i
will always denote positive generic constants, independent of the approxi-
mation, and the decomposition Z, as well as independent of  (resp. "), if  (resp. ") is not
a xed parameter.
We nd from Lemma 4.4 to Lemma 4.10 that
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The dierence between the piecewise linear and the piecewise constant approximations can
be estimated using Lemmas 4.4 and 4.6 to 4.10,
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For the data, we have the following estimates.
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Proof. From (2.22){(2.25), (2.31), and (2.32), one can derive elementary (5.17). The
lower bound (5.18) follows immediately from (3.3). 2
Remark 5.1 If in (2.25) the assumption g
t
2 L
2
(0; T ;L
1
(
)) is omitted, then the estimate
for g
Z
in (5.17) is lost. But, using the p{mean value theorem (see [Zei90a, Prob. 23.9]), we
still could prove g
Z
! g strongly in L
2
(0; T ;L
1
(
)).
Now, we estimate the dierence between the approximation and the exact solution. First,
we work on the equation for  and u. We obtain from (2.2), (2.3), (2.11) and (2.26), resp.
(2.12) and (2.14),
 2 L
1
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s
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Integration in time of the dierence between (5.4) and (2.8) yields, by (5.7) and (2.33), for
a.e. t 2 (0; T ) and for all v 2 H
1
(
),
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Moreover, using (5.21), Schwarz's inequality, (5.17), the trace theorem for H
1
(
){functions,
(5.10), and (5.19), we obtain
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Finally, using (5.21), Holder's inequality, (5.17), (5.10), (5.19), and Young's inequality, it
follows that
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Recalling (2.6) and (5.5), we see that
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Moreover, using (5.16), (5.10), and (5.19), we obtain
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Hence, we obtain from (5.21), Schwarz's inequality, (5.22){(5.24), (5.25), and (5.27) that
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Thus, integrating over t and by parts, we nd from Holder's inequality and (2.23) that
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We de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0
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0
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It follows from (4.1)
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Subtracting (2.9), (2.16), (2.19) or (2.21), from (5.3), we have that a.e. in 

T
,

0

b

Z"
t
  
t

  "
0



Z"
  

+ 
Z"
   =  L

u
Z"
  u

+ (
0
  )
b

Z"
t
  ("
0
  ")
Z"
:
(5.32)
From (2.10), (2.20), (2.11), and (2.17), we 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We obtain from integration over t, applying (5.7), Holder's inequality, (5.31), (5.33), (5.8),
(5.30), and (5.13) that

0
2



b

Z"
(s)  (s)



2
+
s
Z
0


r

p
"
0


Z"
(t)  (t)




2
dt


0
2
k
0"
  
s
k
2
+ T
0
@

0
s
C

1

+ k
0

t
k
L
1
(0;T ;L
2
(
))
1
A
s
C

6

jZj (5.35)
  L
s
Z
0
Z



u
Z"
  u
 

Z"
  

dx dt + C

15
 
   
0
p

+
"  "
0
p
"
!



Z"
  



L
2
(0;T ;L
2
(
))
:
In the framework of Theorem 2.4 and Theorem 2.6, we have 
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adding (5.29) and (5.35), applying (5.31), Gronwall's inequality, and (2.23), we 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Next, we use calculations analogous to those used in Lemma 4.7 and Lemma 4.8 to improve
the above estimate. Using Holder's inequality, we obtain for t 2 (0; T )
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Therefore, by (A.1), (5.10), and (5.19),
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We have, by (5.5), (2.6), and Holder's inquality, for t 2 (0; T )



Z"
(t)  (t)



L
1
(
)
=
Z




u
Z"
(t)  u(t)



u
Z"
(t)u(t)
dx 






u
Z"
(t)  u(t)
q
u
Z"
(t)u(t)










Z"
(t)


 k(t)k

1
2
:
Thus, (5.11) and (5.19) yield
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Inserting v = 1 in (5.20), squaring, and using Schwarz's and Young's inequalities, we arrive
for a.e. t 2 (0; T ) at
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Thus, by integration over t, Lemma 5.1, Schwarz's inequality, (5.10), (5.31), (5.13), and
(5.15), we get
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Recalling (5.36), (5.38), (5.39), (5.40), and Poincare's inequality, we see that
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By (5.41), (5.8), (5.10), (5.19), and (5.30), we obtain
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We consider the convergences for  ! 
0
, "! "
0
, and jZj ! 0. Thus, (5.42) and (4.9) yield
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It follows from (5.10) that
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uniformly bounded in L
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)). Using compactness (see [Zei90a, Prob. 23.12]), (5.43),
(5.14), (5.44), and (5.15), we see that the convergences (2.70) and (2.61) hold; moreover,
recalling (5.20), (4.9), and Lemma 5.1, we have for all v 2 L
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pactness.
In the situation in Theorem 2.6, we have "
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(2.68) follows using (5.42), (5.14), and (5.15). Moreover, (5.9) and compactness, yield that
(2.69) hold. Since the convergences (2.60), (2.61), and (2.70) have already been shown,
Theorem 2.6 is proved.
It remains to examine the passage to the limit in the Theorems 2.3, 2.4 and 2.5. We have
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pactness, (2.70), and (5.14), we see that the convergences (2.50) and (2.51) hold. Thus,
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Hence, we obtain by applying (5.41), Young's inequality, (5.13), and (5.15), that
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In the situation of Theorem 2.4, we have 
0
=  > 0, and "  ! "
0
= 0. Applying (5.47),
(4.7), (2.60), (5.8), (5.13), and compactness, we obtain that (2.58), (2.59), and
"
Z"
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(
)) (5.48)
hold. Therefore, comparing the terms in (5.32), applying (2.59), (2.50), and (5.14), we have
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Thus, (5.9) and compactness lead to (2.49). Since we have already shown that (2.50), (2.51),
(2.60), and (2.61) hold, Theorem 2.4 is proved.
It remains the passage to the limit in Theorems 2.3 and 2.5. We have "
0
> 0. Therefore,
(5.11) leads to a uniform L
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and to a
uniform H
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)){bound for
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. Thus, we have by compactness, (5.15), and (2.61),
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For a given t

2 (0; T ) and admissible decompositions Z with jZj  t

, we have, by (5.10),
a uniform L
2
(t

; T ;H
2
(
)){bound for
b
u
Z"
. Thus, compactness and (2.50) yield (2.52).
Using (2.60), (5.8), (5.13), and compactness arguments, we obtain that (2.64) and
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hold. From   ! 
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and (2.64) it follows that
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30
Therefore, a comparison of the terms in (5.32) yields, by (5.51), (2.50), and (5.14), that
(5.49) holds. Thus, compactness and (5.9) lead to (2.49).
By remark 4.1, we have e
0"
= e
s
. Thus we obtain (2.46), resp. (2.63), from (5.47) and (5.50).
Since we have already proved that (2.49){(2.54), (2.60) and (2.64) are satised, Theorem 2.5
is proved.
In the framework of Theorem 2.3, we have  = 
0
> 0. Hence (2.64), (5.8), and compactness
lead to the additional convergence
b

Z"
!  weakly{star in W
1;1
(0; T ;L
2
(
)), and thus,
by (2.64), the convergences (2.47) and (2.48) hold. Since (2.49){(2.54) have already been
shown, Theorem 2.3 is veried.
This nally ends the proof of the Theorems 2.3 to 2.6 2
A Appendix
Since 
 is a subset of R
3
, we obtain from Sobolev's embedding theorem:
Lemma A.1 There is a positive constant C, such that
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): (A.1)
The following result is well{known.
Lemma A.2 There are two positive constants C;C
0
, such that, for all v 2 H
1
(
),
kvk
2
H
1
(
)
 C

krvk
2
+ kvk
2
L
2
( )

 C
0
kvk
2
H
1
(
)
: (A.2)
The following classical elliptic estimate can be found in [Ama93, Remark 9.3 d].
Lemma A.3 There is a positive constant C, such that for all v 2 H
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In particular, for all v 2 H
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= 0 a.e. on  , it holds
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Elementary calculations lead to:
Lemma A.4 For n 2 N, a
1
; : : : ; a
n
, b
1
; : : : ; b
n
2 R, it holds
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By having a close look at the proof in [Lau93], one can extend the Lemma A.1 in [Lau93,
Lau94] to the following result.
Lemma A.5 Let a > 1, b  0, c 2 R, and p
0
be given numbers such that p
0
+
c
a 1
> 0: We
consider the sequence (p
n
) of positive real numbers dened by p
n+1
= ap
n
+ c for all n 2 N
0
.
Then, lim
n!1
p
n
= 1 holds and there is a positive constant C, such that, for every C
0
 1,
every C
1
 1, and every sequence (
n
) of real positive numbers, satisfying
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n
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0
p
b
n
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a
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8n 2 N; (A.7)
it holds
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: (A.8)
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