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ISOMETRIC IMMERSION OF SURFACE WITH NEGATIVE GAUSS
CURVATURE AND THE LAX-FRIEDRICHS SCHEME
WENTAO CAO, FEIMIN HUANG, AND DEHUA WANG
Abstract. The isometric immersion of two-dimensional Riemannian manifold with neg-
ative Gauss curvature into the three-dimensional Euclidean space is considered through
the Gauss-Codazzi equations for the first and second fundamental forms. The large L∞
solution is obtained which leads to a C1,1 isometric immersion. The approximate solu-
tions are constructed by the Lax-Friedrichs finite-difference scheme with the fractional
step. The uniform estimate is established by studying the equations satisfied by the
Riemann invariants and using the sign of the nonlinear part. The H−1 compactness is
also derived. A compensated compactness framework is applied to obtain the existence
of large L∞ solution to the Gauss-Codazzi equations for the surfaces more general than
those in literature.
1. Introduction
The isometric embedding or immersion of two-dimensional Riemannian manifolds into
the three-dimensional Euclidean space is a classical problem in geometry. It can be for-
mulated as an elliptic problem if the Gauss curvature is positive, a hyperbolic problem if
the curvature is negative, and a mixed elliptic-hyperbolic type problem if the curvature
changes signs. This problem has been extensively studied in literature and we refer the
readers to the book [10], the papers [9, 11, 14] and the references therein. In particular,
there have been many studies on the elliptic case of the isometric embedding problem
with positive curvature; see the book [10]. For the case of mixed type when the curvature
changes signs, Lin in [14] and Han in [9] obtained the local isometric embedding of sur-
faces when the Gauss curvature changes signs cleanly using the approach of the symmetric
positive differential system. For the hyperbolic case with negative curvature, Hong in [11]
proved the smooth isometric embedding of surfaces when the Gauss curvature decays at
certain rate in the time-like direction and the C1 norm of the initial data is small; the
isometric immersion with large data was obtained in Chen-Slemrod-Wang [4] by a fluid
dynamic formulation and a vanishing viscosity method for catenoid type surfaces, and in
Cao-Huang-Wang [2] by the artificial viscosity method for both the catenoid and helicoid
type surfaces; and the isometric immersion with small BV data was also considered in
Christoforou [5]. The purpose of this paper is to study the isometric immersion with
large data for more general surfaces with negative curvatures. We remark that the re-
sults in [2, 4] and this paper hold for decay of order t−4 in the Gauss curvature, and the
method of compensated compactness was recently applied in Christoforou-Slemrod [6] to
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the isometric immersion of surfaces with rough data and slowly decaying negative Gauss
curvature in the order t−2−δ/2, δ ∈ (0, 4), the same decay rate as in [11].
The classical surface theory indicates that the isometric embedding or immersion can be
realized if the first fundamental form and the second fundamental form of surfaces satisfy
the Gauss-Codazzi equations (cf. [1,17,18,21]). When the curvature is negative, the Gauss-
Codazzi system is a 2 × 2 hyperbolic system of balance laws. Our goal of this paper is
to obtain the large L∞ solution of the Gauss-Codazzi system so that the C1,1 isometric
immersion can be established ( [17,18]). As mentioned above, the large L∞ solution of the
Gauss-Codazzi system was obtained in [2, 4] for certain type surfaces with special given
metrics. To obtain the large L∞ solution for more general given metrics of surfaces, we
shall reformulate the system as an inhomogeneous system of Chaplygin gas dynamics,
use the Lax-Friedrichs type finite-difference scheme with the fractional step (cf. [8,12]) to
construct the approximate solutions, and apply the compensated compactness framework
in [4] to show the convergence and obtain the global large L∞ solution of the system. As
in [2,4], the hardest and most important part is to establish the L∞ uniform estimate. In
this paper we shall take the advantage of the sign of nonlinear part in the discrete ordinary
differential equations (ODEs) satisfied by the Riemann invariants to obtain the uniform
L∞ estimate via the invariant regions. One of our observations is that the invariant regions
are contained only in the region where the two Riemann invariants have different signs,
which is also true in [2, 4]. Through the fractional Lax-Friedrichs scheme, we obtain the
uniform L∞ bound of the approximate solutions with arbitrarily large initial data. Our
results contain more manifolds than those in [2], in which only helicoid and catenoid type
manifolds are included. Then we apply the compensated compactness framework proved
in [4] for the Gauss-Codazzi system to obtain the existence of global weak solution in L∞
which yields an isometric immersion of surfaces.
The rest of the paper is organized as follows. In Section 2, we first normalize the
state variables and reformulate the Gauss-Codazzi system as an inhomogeneous system of
Chaplygin gas dynamics. Then we recall some basic properties of the Riemann solutions
to the homogeneous Chaplygin gas dynamics, construct the approximate solutions to the
inhomogeneous system with the help of Lax-Friedrichs scheme and the fractional step, and
give the definition of weak solutions. In Section 3, we establish the L∞ estimate for more
general surfaces by studying carefully the equations satisfied by the Riemann invariants. In
Section 4, we prove the H−1loc compactness using the method of [8]. In Section 5, combining
the above two estimates and the compensated compactness framework in [4] we state and
prove our main theorem on the existence of weak solution to the Gauss-Codazzi system.
2. Reformulation and Approximate Solutions
For a two-dimensional Riemannian manifold parametrized by (x1, x2) = (x, y) in an
open set of R2 with the given metric gij , i, j = 1, 2, and the second fundamental form
h11(dx)
2 + 2h12dxdy + h22(dy)
2, as in [4, 10] the Gauss-Codazzi system for the isometric
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embedding of the two-dimensional Riemannian manifold into R3 is the following:

Mx − Ly = Γ
2
22L− Γ
2
12M + Γ
2
11N,
Nx − Ly = −Γ
1
22L+ Γ
1
12M − Γ
1
11N,
LN −M2 = K,
(2.1)
where
L =
h11√
|g|
, M =
h12√
|g|
, N =
h22√
|g|
,
|g| = det(gij) = g11g22 − g
2
12, K is the Gauss curvature which is equal to the following:
K =
g2l
|g|
(
∂1Γ
l
12 − ∂2Γ
l
11 + Γ
i
12Γ
l
i1 − Γ
i
11Γ
l
i2
)
,
and
Γlij =
1
2
glr (∂jgir + ∂igjr − ∂rgij)
is the Christoffel symbol with (glr) denoting the inverse of (gij) and (∂1, ∂2) = (∂x, ∂y).
Here the Einstein summation convention is used.
In this paper, we consider the isometric embedding of a complete simply connected
two-dimensional manifold with negative Gauss curvature
K = −k2
for some positive smooth function k. There is a global geodesic coordinate system ( [10])
and the metric of the manifold is
ds2 = dy2 +B(x, y)2dx2,
where B(x, y) > 0 satisfies
 Byy = k
2B,
B(x, 0) = 1, By(x, 0) = 0.
(2.2)
Therefore By(x, y) ≤ By(x, 0) = 0 for y ≤ 0, and |g| = B
2.
For any given T > 0, we set y = t− T for t ∈ [0, T ], and
L˜ =
L
k
, M˜ =
M
k
, N˜ =
N
k
.
Then the Gauss-Codazzi system (2.1) becomes

M˜x − L˜t = Γ˜
2
22L˜− 2Γ˜
2
12M˜ + Γ˜
2
11N˜ ,
N˜x − M˜t = −Γ˜
1
22L˜+ 2Γ˜
1
12M˜ − Γ˜
1
11N˜ ,
L˜N˜ − M˜2 = −1,
(2.3)
where
Γ˜111 = Γ
1
11 +
kx
k
=
Bx
B
+
kx
k
, Γ˜211 = Γ
2
11 = −BBt,
Γ˜112 = Γ
1
12 +
kt
2k
=
Bt
B
+
kt
2k
, Γ˜212 = Γ
2
12 +
kx
2k
=
kx
2k
,
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Γ˜122 = Γ
1
22 = 0, Γ˜
2
22 = Γ
2
22 +
kt
k
=
kt
k
.
Furthermore, we let L˜ = ρ, M˜ = −m, then N˜ = m
2−1
ρ . The above system (2.3) can be
rewritten as the following inhomogeneous system of Chaplygin gas:

ρt +mx = R(ρ,m, x, t) := −ρ
kt
k
− 2m
kx
2k
−
m2 − 1
ρ
(−BBt),
mt +
(
m2 − 1
ρ
)
x
= S(ρ,m, x, t) := −2m
(
Bt
B
+
kt
2k
)
−
m2 − 1
ρ
(
Bx
B
+
kx
k
)
,
(2.4)
or 

Ut + f(U)x = H(U, x, t),
U = (ρ,m)⊤, f(U) = (m, (m2 − 1)/ρ)⊤,
H(U, x, t) = (R(ρ,m, x, t), S(ρ,m, x, t))⊤ .
(2.5)
We remark that the L∞ weak solution of the Gauss-Codazzi system (2.1) is equivalent to
the L∞ weak solution of inhomogeneous system of Chaplygin gas (2.4).
2.1. Riemann solutions of the homogenous system. The following Cauchy problem
of the homogenous system associated with (2.4):

ρt +mx = 0,
mt + (
m2−1
ρ )x = 0,
(ρ(x, 0),m(x, 0)) = (ρ0(x),m0(x)),
(2.6)
was studied in [19] through the Euler-Lagrange transform, where the entropy solution was
obtained and it was shown that the solution has the same regularity as that of the initial
data. The Remainian invariants w, z and the eigenvalues λi, i = 1, 2 of (2.6) are
λ1 = z =
m− 1
ρ
, λ2 = w =
m+ 1
ρ
,
and we have

wt + zwx = 0,
zt + wzx = 0,
(w(x, 0), z(x, 0)) = (w0(x), z0(x)) =
(
m0(x)+1
ρ0(x)
, m0(x)−1ρ0(x)
)
.
(2.7)
If 0 < ρ0(x) ≤ C and |m0(x)| ≤ C for some constant C > 0, we have w0, z0 ∈ L
∞(R)
and infxw0(x) > supx z0(x), then the entropy solution in L
∞ of (2.6) is equivalent to the
entropy solution in L∞ of the following problem:

w˜s − w˜ξ = 0,
z˜s + z˜ξ = 0,
(w˜(s, ξ), z˜(s, ξ)) = (w(t, x), z(t, x)),
(2.8)
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where
dξ =
2
w − z
dx−
w + z
w − z
dt, s = t.
Let
Y0(x) =
∫ x
0
2
w0(y)− z0(y)
dy, X0(ξ) = Y
−1
0 (ξ). (2.9)
Then
w˜(s, ξ) = w0(X0(ξ + s)), z˜(s, ξ) = z0(X0(ξ − s)),
and
x = X(t, y), dx =
w − z
2
dξ +
w + z
2
dt
satisfying X(0, ξ) = X0(ξ). In addition,
X(t, ξ) =
1
2
∫ ξ+t
0
w0(X0(y))dy −
1
2
∫ ξ−t
0
z0(X0(y))dy.
For fixed t, define Y (t, ·) = X−1(t, ·). Then
w(t, x) = w0(X0(Y (t, x) + t)), z(t, x) = z0(X0(Y (t, x)− t)).
Hence, if w0, z0 ∈ L
∞(R), then w, z ∈ L∞(R+×R), and moreover, w0(x) and w(x, t) have
the same sign, and z0(x) and z(t, x) have the same sign. Hence the Riemann solutions of
(2.6) with piecewise constant initial data are in the invariant region of the initial data.
More precisely, for the Riemann solution of (2.6) with the given initial data (ρ0,m0),
the state (ρ,m) can only be connected to (ρ0,m0) on the right by a contact discontinuity
wave (CDW) since the hyperbolic system (2.6) is linearly degenerate. The possible contact
discontinuity waves are
CDW1 :
m− 1
ρ
=
m0 − 1
ρ0
; (2.10)
CDW2 :
m+ 1
ρ
=
m0 + 1
ρ0
. (2.11)
Therefore, we have the following property on the Riemann solution:
Lemma 2.1. The region D = {(ρ,m) : 0 ≤ w ≤ w0, 0 ≥ z ≥ z0} is the invariant region
of the Riemann problem, i.e. if (ρ0,m0) ∈ D, the solutions of the Riemann problem belong
to D too. Moreover, if {(ρ,m)(x) : a < x < b} ⊂ D, then(
1
b− a
∫ b
a
ρ(x)dx,
1
b− a
∫ b
a
m(x)dx
)
∈ D.
The lemma can be proved by combining Figure 1 and [19], since the invariant region is
convex and thus Jensen’s inequality can be applied. We omit the details.
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ρ
m
(ρ0, m0)
CDW1
CDW2
Figure 1. Graph of contact discontinuity waves
2.2. Construction of the approximate solutions. We now use the Lax-Friedrichs
scheme with the fractional step to construct the approximate solutions of the initial-value
problem of (2.4) (or (2.5)) for x ∈ R, t ∈ [0, T ] with any given T > 0. This is equivalent
to solving (2.1) for y ∈ [−T, 0], x ∈ R.
Let h > 0, l > 0 be the time and space meshes respectively, satisfying the CFL condition:
max
i=1,2
λi(ρ
l,ml) < l/2h ≤ Λ
for some constant Λ > 0. Denote
Sn = {(x, t) : nh ≤ t < (n+ 1)h},
In = {j : n+ j is even},
Qnj = {(x, t) : (j − 1)l < x < x(j + 1)l, nh ≤ t < (n+ 1)h, j + n is even}.
for any integers j, n ≥ 0.
We construct the approximate solutions U l = (ρl,ml) of the initial-value problem of
(2.5) with initial data U(x, 0) = U0(x) as follows.
Firstly, for (x, t) ∈ Q0j , we define
U l(x, t) = U lR(x, t) +H(U
l
R(x, t), x, t)t,
where U lR(x, t) = (ρ
l
R(x, t),m
l
R(x, t)) is the Riemanian solution of (2.6) with the initial
data
U lR(x, 0) =

 U
l
R((j − 1)l, 0), x < jl;
U lR((j + 1)l, 0), x > jl.
(2.12)
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Here U lR(x, 0) = U0(x)χl(x), and χl(x) is the characteristic function of [−1/l, 1/l]. Define
U1j =
1
2l
∫ (j+1)l
(j−1)l
U l(x, h− 0)dx.
Secondly, suppose U l(x, t) has been defined for t < nh. Take
Unj =
1
2l
∫ (j+1)l
(j−1)l
U l(x, nh− 0)dx.
Then for (x, t) ∈ Qnj, we define
U l(x, t) = U lR(x, t) +H(U
l
R(x, t), x, t, h)(t − nh),
where U lR(x, t) = (ρ
l
R(x, t),m
l
R(x, t)) is the Riemanian solution of (2.6) with the initial
data
U lR(x, nh) =

 U
n
j−1, x < jl,
Unj+1, x > jl;
(2.13)
and take
Un+1j =
1
2l
∫ (j+1)l
(j−1)l
U l(x, (n + 1)h − 0)dx.
In the rest of the paper, we shall show that the approximate solutions U l(x, t) con-
structed above have a subsequence converging to the weak solution U(x, t) of the initial-
value problem (2.5) with initial data U0(x) = (ρ0(x),m0(x))
⊤ for (x, t) ∈ ΠT = R× [0, T ]
in the following sense:∫∫
ΠT
(U(x, t)ϕt + f(U(x, t))ϕxH(U(x, t), x, t)ϕ) dxdt+
∫
R
U0(x)ϕ(x, 0)dx = 0,
where ϕ(x, t) is any smooth function whose support is compact in the region ΠT and
ϕ(x, T ) = 0.
3. L∞ Uniform Estimate
In this section we shall establish the uniform bound of the approximate solutions using
the Riemann invariants. For the above approximate solutions, we denote the Riemann
invariants of the homogeneous system (2.6) by
wlR =
mlR + 1
ρlR
, zlR =
mlR − 1
ρlR
,
and the Riemann invariants of the original system (2.4) by
wl =
ml + 1
ρl
, zl =
ml − 1
ρl
.
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Then for nh ≤ t < (n+ 1)h, n ≥ 0, one has
wl(x, t) =
mlR + 1 +
[
−2mlR
(
Bt
B +
kt
2k
)
−
(ml
R
)2−1
ρl
R
(
Bx
B +
kx
k
)]
(t− nh)
ρlR +
[
−ρlR
kt
k − 2m
l
R
kx
2k −
(ml
R
)2−1
ρl
R
(−BBt)
]
(t− nh)
=
wlR −
[
(wlR + z
l
R)
(
Bt
B +
kt
2k
)
+ wlRz
l
R
(
Bx
B +
kx
k
)]
(t− nh)
1 +
[
−ktk − (w
l
R + z
l
R)
kx
2k − w
l
Rz
l
R(−BBt)
]
(t− nh)
,
zl(x, t) =
mlR − 1 +
[
−2mlR
(
Bt
B +
kt
2k
)
−
(mlR)
2−1
ρl
R
(
Bx
B +
kx
k
)]
(t− nh)
ρlR +
[
−ρlR
kt
k − 2m
l
R
kx
2k −
(ml
R
)2−1
ρl
R
(−BBt)
]
(t− nh)
=
zlR −
[
(wlR + z
l
R)
(
Bt
B +
kt
2k
)
+ wlRz
l
R
(
Bx
B +
kx
k
)]
(t− nh)
1 +
[
−ktk − (w
l
R + z
l
R)
kx
2k − w
l
Rz
l
R(−BBt)
]
(t− nh)
.
Thus,
wl = wlR + F (w
l
R, z
l
R, x, t, h)(t − nh),
zl = zlR + F (z
l
R, w
l
R, x, t, h)(t − nh),
where
F (wlR, z
l
R, x, t, h) =
−(BtB −
kt
2k )w
l
R − (
Bt
B +
kt
2k )z
l
R −BBt(w
l
R)
2(zlR)
1−
[
kt
k +
kx
2k (w
l
R + z
l
R)−BBtw
l
Rz
l
R
]
(t− nh)
+
−(BxB +
kx
2k )w
l
Rz
l
R +
kx
2k (w
l
R)
2
1−
[
kt
k +
kx
2k (w
l
R + z
l
R)−BBtw
l
Rz
l
R
]
(t− nh)
.
It is challenging to establish the uniform bound of wl(x, t), zl(x, t) for general B(x, t) and
k(x, t). Assume that the given metric depends only on t, and we still denote k(x, t) =
k(t), B(x, t) = B(t). We note B′(t) ≤ 0 as mentioned before. Then we have the following
uniform estimate.
Theorem 3.1. Suppose that k and B depend only on t, ln(B2k) is nondecreasing and
smooth, and the initial data (ρ0(x),m0(x)) satisfies the following condition:
δ0 ≤ w(x, 0) ≤ P0, −P0 ≤ z(x, 0) ≤ 0 (or 0 ≤ w(x, 0) ≤ P0, −P0 ≤ z(x, 0) ≤ −δ0),
for some constants δ0 > 0, P0 > 0 and all x ∈ R. Then there exists a constant h0 such that,
for h ≤ h0, the approximate solutions are uniformly bounded in the region ΠT = R× [0, T ],
i.e., there exist constants P (T ), A(T ) > 0 to be determinated later, such that
δ0e
−A(T )T ≤ wl(x, t) ≤ P (T ), −P (T ) ≤ zl(x, t) ≤ 0
(or 0 ≤ wl(x, t) ≤ P (T ), −P (T ) ≤ zl(x, t) ≤ −δ0e
−A(T )T ).
Remark 3.1. The condition that ln(B2k) is nondecreasing plays essential role in Theorem
3.1. ddt ln(B
2k) ≥ 0 is equivalent to, in the original variable y,
2B′
B
+
k′
k
≥ 0, when y ≤ 0,
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where ′ denotes ddy . If we take
k′
k
= a
B′
B
, (3.1)
for some function a = a(y), then
2B′
B
+
k′
k
=
B′
B
(a+ 2) ≥ 0,
if a ≤ −2 due to the fact that B′ ≤ 0.
When the function a in (3.1) is constant, the corresponding manifold is a helicoid type
surface, and this special case has been investigated in [2] through the vanishing viscosity
method and maximum principle. However, the function a in (3.1) is not constant in
general, that is a = a(y). Thus more manifolds are included. For example, take
B(y)′′ =
1
(1 + y2)2
, B(y)′ =
∫ y
0
ds
(1 + s2)2
,
B(y) = 1 +
∫ y
0
∫ τ
0
ds
(1 + s2)2
dτ,
k(y) =
√
B′′(y)
B(y)
=
1√
(1 + y2)2(1 +
∫ y
0
∫ τ
0
ds
(1+s2)2
dτ)
.
A simple calculation yields
a(y) =
k(y)′
k(y)
B(y)
B(y)′
=
(
B(y)′′
B(y)
)′
2B(y)
′′
B(y)
B(y)
B(y)′
=
B(y)′′′B(y)−B(y)′′B(y)′
2B(y)′′B(y)′
=
−4y − 4y
∫ y
0
∫ τ
0
ds
(1+s2)2 dτ − (1 + y
2)
∫ y
0
ds
(1+s2)2
2(1 + y2)
∫ y
0
ds
(1+s2)2
.
It is obvious that a = a(y) is not constant (in fact a′(y) 6≡ 0). Moreover,
a(y) + 2 =
−4y − 4y
∫ y
0
∫ τ
0
ds
(1+s2)2
dτ + 3(1 + y2)
∫ y
0
ds
(1+s2)2
2(1 + y2)
∫ y
0
ds
(1+s2)2
whose denominator is negative since y < 0, and numerator is
f(y) = −4y − 4y
∫ y
0
∫ τ
0
ds
(1 + s2)2
dτ + 3(1 + y2)
∫ y
0
ds
(1 + s2)2
.
By a direct computation, we have
f(y)′ = −4− 4
∫ y
0
∫ τ
0
ds
(1 + s2)2
dτ + 2y
∫ y
0
ds
(1 + s2)2
+
3
1 + y2
,
f(y)′′ = −2
∫ y
0
ds
(1 + s2)2
−
4y
(1 + y2)2
≥ 0,
which implies f(y)′ ≤ f(0)′ = −1 < 0 for y ≤ 0. Therefore f(y) ≥ f(0) = 0 and then
a(y) + 2 ≤ 0. That is, a(y) ≤ −2 but a(y) is not constant.
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On the other hand, it is not easy to apply the vanishing viscosity method and max-
imum principle in [2] for the case that a(y) is not constant. In fact, the source term
ψ1(u˜, v˜), ψ2(u˜, v˜) in [2] are
ψ1(u˜, v˜) = u˜− (a(y) + 1)v˜ + (u˜
2 − v˜2)(u˜+ v˜),
ψ2(u˜, v˜) = u˜+ (a(y) + 1)v˜ + (u˜
2 − v˜2)(u˜− v˜).
Since a(y) depends on y, ψ1(u˜, v˜) = 0 and ψ2(u˜, v˜) = 0 are curves with parameter y in
(u˜, v˜) plane. Any square in Figure 3 or Figure 5 of [2] shall not be the invariant region for
the system. Thus, it is difficult to find an invariant region for u˜, v˜ by the approach in [2].
This is why we adopt the fractional Lax-Friedrichs method in this paper which allows the
L∞ bound of the approximate solutions to increase with time t. That is, the region for
solution in the phase plane may expand with time t.
Proof. We prove the theorem only for the case that
δ0 ≤ w(x, 0) ≤ P0, −P0 ≤ z0(x) ≤ 0,
and the other case can be treated in the same way. The proof is divided into two steps.
Step 1: We prove that there exists a constant h0 > 0 such that, when h ≤ h0, the Riemann
invariants satisfy the following:
0 ≤ wl(x, t) ≤ P (T ), −P (T ) ≤ zl(x, t) ≤ 0, (3.2)
for (x, t) ∈ R× [0, T ], where
P (T ) = P0
k(T )2
k(0)2
,
with P0 = max{supxw(x, 0),− infx z(x, 0)}.
Indeed, for nh ≤ t < (n+ 1)h, from the assumption on k, one has
wl = wlR + (t− nh)
−(B
′
B −
k′
2k )w
l
R − (
B′
B +
k′
2k )z
l
R −BB
′(wlR)
2(zlR)
1−
[
k′
k −BB
′wlRz
l
R
]
(t− nh)
,
zl = zlR + (t− nh)
−(B
′
B −
k′
2k )z
l
R − (
B′
B +
k′
2k )w
l
R −BB
′(zlR)
2(wlR)
1−
[
k′
k −BB
′wlRz
l
R
]
(t− nh)
.
We first assume that there exists a constant h∗ such that, for h ≤ h∗,
0 ≤ wl(x, t) ≤ 2P (T ), −2P (T ) ≤ zl(x, t) ≤ 0.
Because of the above a priori assumption, there exists a constant 0 < h1 = h1(P (T )) < h
∗
such that for any (x, t) ∈ ΠT , when h < h1,
h
∣∣∣∣k′k −BB′wlRzlR
∣∣∣∣ ≤ 12 .
And then
D(x, t, h) := 1−
(
k′
k
−BB′wlRz
l
R
)
(t− nh) ∈
[
1
2
,
3
2
]
.
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The estimate (3.2) holds for t = 0 since we choose the initial data satisfying the con-
dition. For 0 < t < h, from the properties of the Riemann solution of the homogeneous
system with the given initial data, we see that
P (T ) ≥ P0 ≥ w
l
R(x, t) ≥ 0, −P (T ) ≤ −P0 ≤ z
l
R(x, t) ≤ 0.
Since ln(B2k) is nondecreasing and B is decreasing, then B
′
B +
k′
2k ≥ 0 and
B′
B −
k′
2k ≤ 0 for
any t ∈ [0, T ]. Obviously, zlR(x, t) ≤ w
l
R(x, t), then we have
wl ≥ wlR + t
−(B
′
B −
k′
2k )w
l
R − (
B′
B +
k′
2k )w
l
R −BB
′(wlR)
2(zlR)
D(x, t, h)
= wlR
[
1− t
2B′
B +BB
′wlRz
l
R
D(x, t, h)
]
,
zl ≤ zlR + t
−(B
′
B −
k′
2k )z
l
R − (
B′
B +
k′
2k )z
l
R −BB
′(zlR)
2(wlR)
D(x, t, h)
= zlR
[
1− t
2B′
B +BB
′wlRz
l
R
D(x, t, h)
]
.
From the priori assumption of wl(x, t), zl(x, t), there exists a constant h2(P (T )) > 0, such
that, when 0 < h < h2 < h
∗, for (x, t) ∈ ΠT ,
h
D(x, t, h)
∣∣∣∣2B′B +BB′wlRzlR
∣∣∣∣ ≤ 12 ,
from which
1− t
2B′
B +BB
′wlRz
l
R
D(x, t, h)
≥ 1−
h
D(x, t, h)
∣∣∣∣2B′B +BB′wlRzlR
∣∣∣∣ ≥ 12 > 0.
Hence wl(x, t) ≥ 0, zl(x, t) ≤ 0 for t ∈ [0, h]. Suppose that wl(x, t) ≥ 0 and zl(x, t) ≤ 0
hold for t < nh. For t ∈ [nh, (n + 1)h), we have
wl ≥ wlR
[
1− (t− nh)
2B′
B +BB
′wlRz
l
R
D(x, t, h)
]
≥ 0, (3.3)
zl ≤ zlR
[
1− (t− nh)
2B′
B +BB
′wlRz
l
R
D(x, t, h)
]
≤ 0, (3.4)
when 0 < h < h2, since
1− (t− nh)
2B′
B +BB
′wlRz
l
R
D(x, t, h)
≥ 1−
h
D(x, t, h)
∣∣∣∣2B′B +BB′wlRzlR
∣∣∣∣ ≥ 12 > 0.
Take h0 = min{h1, h2} < h
∗, and by induction, when h < h0, we conclude that w
l(x, t) ≥ 0
and zl ≤ 0 for (x, t) ∈ ΠT .
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Therefore, in ΠT , w
l(x, t) ≥ 0, zl(x, t) ≤ 0, −BB′(wlR)
2zlR ≤ 0. Then, for any t ∈
[nh, (n + 1)h),
wl(x, t) ≤ wlR(x, t) + (t− nh)
−(B
′
B −
k′
2k )w
l
R(x, t)− (
B′
B +
k′
2k )z
l
R(x, t)
D(x, t, h)
,
zl(x, t) ≥ zlR(x, t) + (t− nh)
−(B
′
B −
k′
2k )z
l
R(x, t)− (
B′
B +
k′
2k )w
l
R(x, t)
D(x, t, h)
Since D(x, t, h) tends to 1 as h tends to 0, we can estimate
1
D(x, t, h)
∈
[
2
3
, 2
]
under the a priori assumption. In particular, from the construction of approximate solu-
tions and the property of Riemann solutions,
sup
x
wl(x, (n + 1)h− 0) ≤ sup
x
wlR(x, (n+ 1)h − 0)
+2h
[(
k′
2k
−
B′
B
)
sup
x
wlR(x, (n+ 1)h − 0)
−
(
B′
B
+
k′
2k
)
inf
x
zlR(x, (n + 1)h − 0)
]
,
≤ sup
x
wl(x, nh− 0)
+2h
[(
k′
2k
−
B′
B
)
sup
x
wl(x, nh− 0)
−
(
B′
B
+
k′
2k
)
inf
x
zl(x, nh− 0)
]
and
inf
x
zl(x, (n + 1)h− 0) ≥ inf
x
zlR(x, (n + 1)h− 0)
+2h
[(
k′
2k
−
B′
B
)
inf
x
zlR(x, (n + 1)h− 0)
−
(
B′
B
+
k′
2k
)
sup
x
wlR(x, (n+ 1)h − 0)
]
≥ inf
x
zl(x, nh− 0)
+2h
[(
k′
2k
−
B′
B
)
inf
x
zl(x, nh− 0)
−
(
B′
B
+
k′
2k
)
sup
x
wl(x, nh− 0)
]
.
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Let Pn = max{supxw
l(x, nh− 0),− infx z
l(x, nh− 0)}. Then we obtain
max{sup
x
wl(x, (n + 1)h− 0),− inf
x
zl(x, (n + 1)h− 0)}
≤ Pn + 2
[(
k′
2k
−
B′
B
)
+
(
B′
B
+
k′
2k
)]
Pnh+O(h
2)
= Pn + 2
k′
k
Pnh.
Thus,
Pn+1 ≤ Pn + 2
k′
k
Pnh.
Therefore, by induction, combining the ordinary differential equation
dP (t)
dt
= 2
k(t)′
k(t)
P (t),
whose solution is P0
k(t)2
k(0)2 , one has
Pn ≤ P (T ) = P0
k(T )2
k(0)2
.
Then for any 0 < h < h0, the inequality (3.2) follows.
Step 2: We shall show the lower bound of wl, we see immediately from (3.3), along with
the fact that k(t), B(t) are given C1,1 functions in [0, T ], for nh ≤ t < (n+ 1)h,
inf
x
wl(x, t) ≥ inf
x
wlR(x, t)
[
1− h sup
x
|2B
′
B +BB
′wlRz
l
R|
D(x, t, h)
]
≥ inf
x
wlR(x, t)(1 −A(T )h),
where A(T ) is defined as
A(T ) := sup
(x,t)∈ΠT
|2B
′
B +BB
′wlRz
l
R|
D(x, t, h)
.
Hence
inf
x
wl(x, (n + 1)h− 0) ≥ inf
x
wlR(x, (n + 1)h− 0)(1 −A(T )h)
≥ inf
x
wl(x, nh− 0)(1−A(T )h.
Let Wn = infxw
l(x, nh− 0)), then
Wn+1 ≥ Wn(1−A(T )h) ≥ w0(1−A(T )h)
n
≥ w0(1−A(T )h)
T/h ≥ w0e
−A(T )T .
with w0 = infxw
l(x, 0) ≥ δ0. This completes the proof. 
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4. H−1loc Compactness
With the uniform bound of the approximate solutions obtained in the previous Section,
we now prove the H−1loc compactness.
First, we recall the following embedding lemma in [8]:
Lemma 4.1. If Ω ∈ Rn is an open and bounded set, then
(compact set of W−1,q(Ω)) ∩ (compact set of W−1,r(Ω))
⊂ (compact set of W−1,2(Ω)),
(4.1)
where q and r are constants, 1 < q ≤ 2 < r.
Then we state our following result on H−1 compactness.
Theorem 4.1. Under the conditions of Theorem 3.1 and if the initial data satisfies addi-
tionally the following condition: ∫
R
m20 + 1
2ρ0
≤ C0,
for some constant C0 > 0, then M˜
l
x − L˜
l
t and N˜
l
x − M˜
l
t are H
−1
loc (Ω) compact for any open
bounded set Ω ⊂ ΠT , where L˜
l = ρl, M˜ l = −ml, and N˜ l = (m
l)2−1
ρl
.
Proof. For simplicity of notations, we drop the index l in the approximate solutions U l =
(ρl,ml). For any entropy and entropy flux pair (η(U), q(U)) of (2.5) satisfying∇η∇f = ∇q
and any ϕ(x, t) ∈ C∞0 (R× [0, T ]), we have∫ T
0
∫
R
η(U)ϕt + q(U)ϕxdxdt = I1(ϕ) + I2(ϕ) + I3(ϕ) + I4(ϕ), (4.2)
where
I1(ϕ) =
∫
R
ϕ(x, T )η(UR(x, T ))dx −
∫
R
ϕ(x, 0)η(UR(x, 0))dx,
I2(ϕ) =
∫ T
0
∫
R
[η(U) − η(UR)]ϕt + [q(U)− q(UR)]ϕxdxdt,
I3(ϕ) =
∑
j,n
∫ (j+1)l
(j−1)l
[η(UR)(x, nh− 0)− η(UR)(jl, nh)]ϕ(x, nh)dx
= I31(ϕ) + I32(ϕ) + I33(ϕ),
I31(ϕ) =
∑
j,n
∫ (j+1)l
(j−1)l
[η(UR)(x, nh− 0)− η(U)(x, nh − 0)]ϕ(x, nh)dx,
I32(ϕ) =
∑
j,n
∫ (j+1)l
(j−1)l
[η(UR)(jl, nh) − η(U)(x, nh − 0)]ϕ(jl, nh)dx,
I33(ϕ) =
∑
j,n
∫ (j+1)l
(j−1)l
[η(UR)(x, nh− 0)− η(U)(jl, nh)][ϕ(x, nh) − ϕ(jl, nh)]dx,
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I4(ϕ) =
∫ T
0
∑
{σ[η]0 − [q]0}ϕ(x(t), t)dt,
S = {(x(t), t)} denotes the contact discontinuity wave in UR(x, t), and [η]0, [q]0 denote
the jump across S of η(UR(x, t)), q(UR(x, t)), respectively.
Step1: For the entropy and entropy flux pair
η∗ =
m2 + 1
2ρ
, q∗ =
−m3 +m
2ρ2
,
which is convex in (ρ,m), one has, from the assumption on (ρ0,m0)(x),∫
R
η∗(ρ0,m0)dx =
∫
R
m20 + 1
2ρ0
≤ C0.
Taking ϕ ≡ 1, η = η∗, q = q∗ in (4.2), we have |I1(1)| ≤ C, I2(1) = 0, and |I3(1)|+|I4(1)| ≤
C. Here and in the rest of the paper C denotes a generic constant depending on T , but
independent of j, n, h, l. For I3, one has
I3(1) =
∑
j,n
∫ (j+1)l
(j−1)l
[η∗(UR(x, nh− 0))− η∗(UR(jl, nh))]dx
=
∑
j,n
∫ (j+1)l
(j−1)l
[η∗(UR(x, nh− 0)− η∗(U(x, nh− 0))]dx
+
∑
j,n
∫ (j+1)l
(j−1)l
[η∗(U(x, nh− 0))− η∗(U(jl, nh))]dx
=
∑
j,n
∫ (j+1)l
(j−1)l
∫ 1
0
∇η∗(UR(x, nh− 0) + θ(U(x, nh− 0)− UR(x, nh− 0)))dθ
×(UR(x, nh− 0)− U(x, nh− 0))dx
+
∑
j,n
∫ (j+1)l
(j−1)l
∫ 1
0
(1− θ)∇2η∗(U(jl, nh− 0) + θ(U(x, nh− 0)− U(jl, nh))]dθ
×(UR(jl, nh− 0)− U(x, nh− 0))
2dx,
where we have used the mean-value formulas:
g(a)− g(b) =
∫ 1
0
g′(a+ θ(b− a))dθ(a− b),
g(a)− g(b) = g′(b)(a − b) + (1− θ)
∫ 1
0
g′′(b+ θ(a− b))dθ(a− b)2,
and the construction UR(jl, nh) =
1
2l
∫ (j+1)l
(j−1)l U(x, nh − 0)dx. From the L
∞ estimate in
Section 3, we have
|UR(x, nh− 0)− U(x, nh− 0))| = |H(UR(x, t), x, t)(t − nh)| ≤ Ch,
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and then∣∣∣∣∑
j,n
∫ (j+1)l
(j−1)l
∫ 1
0
∇η∗(UR(x, nh− 0) + θ(U(x, nh− 0)− UR(x, nh− 0)))dθ
×(UR(x, nh− 0)− U(x, nh− 0))dx
∣∣∣∣
≤
∑
j,n
∫ (j+1)l
(j−1)l
∫ 1
0
|∇η∗(UR(x, nh− 0) + θ(U(x, nh− 0)− UR(x, nh− 0)))|dθdx · Ch
≤ C.
Since η∗ is a convex entropy, the Hessen matrix is positive definite, i.e., there exists a
constant c0 > 0 such that ∇
2η∗ ≥ c0I. In addition, for the convex entropy and entropy
flux pair (η∗, q∗), we have the following properties similar to those in [8]: σ[η∗]0− [q∗]0 ≥ 0,
and ∫ T
0
∑
{σ[η∗]0 − [q∗]0}dt ≤ C.
Thus,
∑
j,n
∫ (j−1)l
(j−1)l
|UR(jl, nh)− U(x, nh− 0)|
2dx
≤
1
c0
∑
j,n
∫ (j+1)l
(j−1)l
∫ 1
0
(1− θ)∇2η∗(U(jl, nh − 0) + θ(U(x, nh− 0)− U(jl, nh))dθ
×|UR(jl, nh − 0)− U(x, nh− 0)|
2dx
≤ C.
Step 2: For any bounded set Ω ⊂ R× [0, T ], any weak entropy and entropy flux pair (η, q),
and any ϕ ∈ C∞0 (Ω), the uniform bound implies that,
|I1(ϕ)| ≤ C||ϕ||C0(Ω),
|I4(ϕ)| ≤ C||ϕ||C0(Ω)
∫ T
0
∑
{σ[η∗]0 − [q∗]0}dt
≤ C||ϕ||C0(Ω),
|I31(ϕ)| ≤ C
∑
j,n
∫ (j+1)l
(j−1)l
|H(UR(x, nh− 0), x, t)h||ϕ(x, nh)|dx
≤ C||ϕ||C0(Ω),
|I32(ϕ)| ≤ C||ϕ||C0(Ω)
∑
j,n
∫ (j+1)l
(j−1)l
|UR(x, nh− 0)− UR(jl, nh)|
2dx
≤ C||ϕ||C0(Ω),
which yields that
I1 + I4 + I31 + I32 is compact in W
−1,α1 , (4.3)
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for some 1 < α1 < 2. Moreover,
|I33(ϕ)| ≤
∑
j,n
[ ∫ (j+1)l
(j−1)l
(η(UR(x, nh− 0)) − η(UR(jl, nh)))
2dx
] 1
2
×
[∫ (j+1)l
(j−1)l
(ϕ(x, nh− 0)− ϕ(jl, nh))2dx
] 1
2
≤ C
∑
j,n
[ ∫ (j+1)l
(j−1)l
(UR(x, nh− 0)− UR(jl, nh))
2dx
] 1
2
×||ϕ||Cα2
0
(Ω)
[∑
j,n
∫ (j+1)l
(j−1)l
|x− jl|2α2dx
] 1
2
≤ C||ϕ||Cα2
0
(Ω)l
α2−
1
2
≤ C||ϕ||W 1,p
0
(Ω)l
α2−
1
2
for some 12 < α2 < 1 and 1 < p <
2
1+α2
, which implies that
I33 is compact in W
−1,p. (4.4)
Since
|I2(ϕ) ≤ Ch
∫ T
0
∫
R
|ϕt|+ |ϕx|dxdt ≤ Ch||ϕ||H1
0
(Ω),
then
I2 is compact in H
−1
0 (Ω). (4.5)
From (4.3)-(4.5),
I1 + I2 + I3 + I4 is compact in W
−1,r
0 , (4.6)
where r = min{p, 2, α1}. In addition,∫ T
0
∫
R
η(U)ϕt + q(U)ϕxdxdt ≤ C||ϕ||W 1,1
0
(Ω),
then,
I1 + I2 + I3 + I4 is compact in W
−1,∞. (4.7)
Combining (4.6) and (4.7), from the embedding Lemma 4.1, we have
ηt + qx = I1 + I2 + I3 + I4 is compact in H
−1
loc (Ω). (4.8)
Particularly, we choose (η, q) = (ρ,m) and (η, q) = (m, m
2−1
ρ ) to conclude that
M˜x − L˜t, N˜x − M˜t are H
−1
loc (Ω) compact.

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5. Main Theorem and Its Proof
In this Section, we first state our main theorem and then provide its proof.
Theorem 5.1 (Main Theorem). Suppose that (M,g) is a 2-dimensional manifold with
smooth metric g = B(y)2dx2 + dy2, (x, y) ∈ R × [−T, 0], for any given T > 0, the Gauss
curvature is negative given by K(y) = −k(y)2, where k(y) and B(y) are positive functions
satisfying (2.2), and ln(B2k) is a nondecreasing C1,1 function. If the initial data satisfies
the following conditions:
δ0 ≤ w(x, 0) ≤ P0, −P0 ≤ z(x, 0) ≤ 0 (or 0 ≤ w(x, 0) ≤ P0, −P0 ≤ z(x, 0) ≤ −δ0) (5.1)
for some constants δ0 > 0, P0 > 0 and all x ∈ R. and∫
R
m(x, 0)2 + 1
ρ(x, 0)
≤ C0, (5.2)
for some positive constants δ0, P0 and C0, then (2.4)with the above given initial data has
a L∞ weak solution, thus the Gauss-Codazzi equations has a L∞ weak solution.
Proof. As in Section 2, let y = t−T , then t ∈ [0, T ]. With the results obtained in Sections
3 and 4, we can use the framework of [4] to prove the above main theorem as follows.
Step 1: From Theorem 3.1, we have
δ0e
−A(T )T ≤ wl(x, t) ≤ P (T ), −P (T ) ≤ zl(x, t) ≤ 0
(or 0 ≤ wl(x, t) ≤ P (T ), −P (T ) ≤ zl(x, t) ≤ −δ0e
−A(T )T ).
Note that ρl = 2
wl−zl
and ml = w
l+zl
wl−zl
, we get
1
P (T )
≤ ρl(x, t) ≤
2eA(T )T
δ0
, |ml(x, t)| ≤ 1.
Recalling the relations of the approximate solutions:
Ll(x, t) = k(t)L˜l(x, t) = k(t)ρl(x, t),
M l(x, t) = k(t)M˜ l(x, t) = −ml(x, t)k(t),
N l(x, t) = k(t)N˜ l(x, t) =
(ml(x, t))2 − 1
ρl(x, t)
k(t),
one can also has the L∞ uniform boundedness of Ll,M l, N l, since k(t) is a given C1,1
function.
By Theorem 4.1 combining with the initial conditions (5.1), (5.2) and the relation
(Ll,M l, N l) = k(t)(L˜l, M˜ l, N˜ l), together with k(t) ∈ C1,1, we can easily obtain that the
approximate solutions (Ll,M l, N l) are also H−1loc compact, and we omit the details.
Step 2: For any ϕ = ϕ(x, t) ∈ C∞0 (ΠT ),∫∫
ΠT
(U l(x, t)ϕt + f(U
l(x, t))ϕx +H(U
l(x, t), x, t)ϕ)dxdt +
∫
R
ϕ(x, 0)U l(x, 0)dx
=
∫∫
ΠT
(U lR(x, t)ϕt + f(U
l
R(x, t))ϕx +H(U
l
R(x, t), x, t)ϕ)dxdt +
∫
R
ϕ(x, 0)U l(x, 0)dx
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+
∑
n
∫ (n+1)h
nh
∫
R
[
(U l(x, t)− U lR(x, t))ϕt + (f(U
l(x, t)) − f(U lR(x, t))ϕx
+(H(U l(x, t), x, t) −H(U lR(x, t), x, t))ϕ
]
dxdt
= J1 + J2.
Since U l, U lR are uniformly bounded, then
|U l(x, t)− U lR(x, t)| = |H(U
l
R(x, t), x, t)(t − nh)| ≤ Ch,
and
|H(U l(x, t), x, t) −H(U lR(x, t), x, t)|
≤ C
∣∣∣∣ (ml(x, t))2 − 1ρl(x, t) − (m
l
R(x, t))
2 − 1
ρlR(x, t)
∣∣∣∣
+C|U l(x, t)− U lR(x, t)|
≤ Ch+ C
[
|(mθ(x, t))
2 − 1|
(ρθ(x, t))2
|ρl(x, t)− ρlR(x, t)|
+
2|mθ|
ρθ
|ml(x, t)−mlR(x, t)|
]
≤ Ch,
where ρθ, mθ are some functions with values between ρ
l and ρlR, m
l and mlR respectively,
satisfying
2|mθ|
ρθ
≤ C,
|(mθ(x, t))
2 − 1|
(ρθ(x, t))2
≤ C.
Since
|f(U l(x, t))− f(U lR(x, t))| ≤
∫ 1
0
|f ′(U lR(x, t) + θ(U
l(x, t)− U lR(x, t)))|dθ
×|U l(x, t)− U lR(x, t)|
≤ Ch,
we then have
|J2| ≤ Ch
∫∫
ΠT
(|ϕt|+ |ϕx|+ |ϕ|)dxdt ≤ Ch.
Rewrite J1 as
J1 =
∑
n
∫
R
ϕ(x, nh)(U lR(x, nh− 0)− U
l
R(jl, nh))dx
+
∫ T
0
∫
R
ϕ(x, t)H(U lR(x, t), x, t)dxdt
=
∑
j,n
∫ (j+1)l
(j−1)l
(ϕ(x, nh) − ϕ(jl, nh))(U lR(x, nh− 0)− U
l
R(jl, nh))dx
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+
∑
j,n
ϕ(jl, nh)
∫ (j+1)l
(j−1)l
(U lR(x, nh− 0)− U
l
R(jl, nh))dxdt
+
∫ T
0
∫
R
ϕ(x, t)H(U lR(x, t), x, t)dxdt
= J11 + J12,
where
|J11| ≤ ||ϕ||C1
0
(ΠT )
(∑
j,n
∫ (j+1)l
(j−1)l
|x− jl|2dx
) 1
2
×
(∑
j,n
∫ (j+1)l
(j−1)l
|U lR(x, nh− 0)− U
l
R(jl, nh)|
2dx
) 1
2
≤ Cl
1
2 ||ϕ||C1
0
(ΠT )
≤ Cl
1
2
from the a priori estimate in Section 4. Inserting
U lR(jl, nh) =
1
2l
∫ (j+1)l
(j−1)l
U l(x, nh− 0)dx
into J12, we obtain
|J12| =
∣∣∣∣
∫ T
0
∫
R
ϕ(x, t)H(U lR(x, nh− 0), x, t)dxdt +
∑
j,n
ϕ(jl, nh)
∫ (j+1)l
(j−1)l
[
U lR(x, nh− 0)
−
1
2l
∫ (j+1)l
(j−1)l
(U l(x, nh− 0)dx+H(U lR(x, t), x, nh − 0))h
]
dx
∣∣∣∣
=
∣∣∣∣− h∑
j,n
ϕ(jl, nh)
∫ (j+1)l
(j−1)l
H(U lR(x, nh− 0), x, nh − 0)dx
+
∫ T
0
∫
R
ϕ(x, t)H(U lR(x, nh− 0), x, t)dxdt
∣∣∣∣
≤
∑
j,n
∫ nh
(n−1)h
∫ (j+1)l
(j−1)l
∣∣∣∣(ϕ(x, t) − ϕ(jl, nh))H(U lR(x, t), x, t)
∣∣∣∣dxdt
+
∑
j,n
∫ nh
(n−1)h
∫ (j+1)l
(j−1)l
∣∣∣∣ϕ(jl, nh)(H(U lR(x, t), x, t) −H(U lR(x, nh− 0), x, nh − 0))
∣∣∣∣dxdt
= J121 + J122.
For J121, since H(U
l
R(x, t), x, t) is bounded, we have
J121 =
∑
j,n
∫ nh
(n−1)h
∫ (j+1)l
(j−1)l
|ϕ(x, t) − ϕ(jl, nh)||H(U lR(x, t), x, t)|dxdt
≤ C
∑
j,n
∫ nh
(n−1)h
∫ (j+1)l
(j−1)l
||ϕ||C1
0
(ΠT )
(|x− jl|+ |t− nh|)dxdt
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≤ Cl||ϕ||C1
0
(ΠT )
≤ Cl.
For J122, from the expression of H(U, x, t), regularity of Γ
i
jk, and the C
1 continuity of
H(U, x, t) in its variables, we have,
J122 ≤ C
∑
(jl,nh)∈ supp ϕ
∫ nh
(n−1)h
∫ (j+1)l
(j−1)l
|U lR(x, t)− U
l
R(x, nh− 0)|+ |t− nh|dxdt
≤ C

 ∑
(jl,nh)∈ supp ϕ
∫ nh
(n−1)h
dt
∫ (j+1)l
(j−1)l
|U lR(x, t)− U
l
R(x, nh− 0)|
2dx


1
2
+ Cl.
To estimate ∫ (j+1)l
(j−1)l
|U lR(x, t)− U
l
R(x, nh− 0)|
2dxdt
we consider U lR(x, t) which is the Riemann solution of (2.6) with the initial data:
U lR(x, (n − 1)h) =

 U1, x < jl,U2, x > jl,
in the rectangle {(x, t) : (n − 1)h ≤ t < nh, (j − 1)l < x < (j + 1)l}. Due to the linear
degeneracy, U lR is the contact discontinuity wave defined by the following:
U lR(x, t) =

 U1, x < jl + λk(U1)(t− (n− 1)h),Uk(ǫ), x > jl + λk(U1)(t− (n− 1)h),
where k = 1, 2, and Uk(ǫ) is the contact discontinuity curve satisfying

Uk(ǫ)
dǫ = rk(Uk(ǫ)),
Uk(0) = U1.
Therefore, from Figure 2 below and definition of contact discontinuity wave, U lR(x, nh−
0) is a function of three pieces of constants in the rectangle. From Lemma 4 in [8], one
has ∫ (j+1)l
(j−1)l
|U lR(x, nh− 0)− U
l
R(jl, nh)|
2dx ≥ Cd30l
∑
|ε(U lR(x, nh− 0))|
2,
where
∑
|ε(U lR(x, nh − 0))| denotes all of the jump strength of U
l
R(x, nh − 0) over ((j −
1)l, (j + 1)l), and d0 denotes the minimum of ratios of lengths of constant state intervals
of 2l for U lR(x, nh− 0).
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Figure 2. Graph of integral region
Hence
d0 =
1
2l
min{l + λ1h, (λ2 − λ1)h, l − λ2h}
= min
{
1
2
+ zl
h
2l
,
2
ρl
h
2l
,
1
2
− wl
h
2l
}
≥ min
{
1
2
− P (T )
l
2h
, δ0e
−A(T )T h
2l
}
:= δ,
and then ∫ (j+1)l
(j−1)l
|U lR(x, t)− U
l
R(jl, nh− 0)|
2dx ≤ Cl
∑
|ε(U lR(x, nh− 0))|
2
≤ Cδ−3
∫ (j+1)l
(j−1)l
|U lR(x, nh)− U
l
R(jl, nh)|
2dx.
Thus,
J122 ≤ C

 ∑
(jl,nh)∈ supp ϕ
∫ nh
(n−1)h
dtCδ−3
∫ (j+1)l
(j−1)l
|U lR(x, nh− 0)− U
l
R(jl, nh)|
2dx


1
2
≤ Cl
1
2 + Cl.
From all the above estimates, we have
J1 + J2 = |J11|+ J121 + J122 + |J2| ≤ Ch+ Cl
1
2 ≤ Cl + Cl
1
2 .
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Then ∫∫
ΠT
U l(x, t)ϕ(x, t)t + f(U
l(x, t))ϕ(x, t)x
+H(U l(x, t), x, t)ϕ(x, t)dxdt +
∫
R
U l(x, 0)ϕ(x, 0)dx
→ 0 as l→ 0.
That is, there exists ol(1) = (ol1(1), o
l
2(1))
⊤ with ol(1)→ 0 in the sense of distributions as
l → 0 such that
U(x, t)t + f(U(x, t))x = H(U(x, t), x, t) + o
l(1),
which leads to the following
M lx − L
l
y = Γ
2
22L
l − Γ212M
l + Γ211N
l + ol1(1),
N lx −M
l
y = −Γ
1
22L
l + Γ112M
l − Γ111N
l + ol2(1),
LlN l − (M l)2 = K,
since k(t) is given in C1,1([0, T ]).
Step 3: From the above two steps, we conclude that the approximate solutions constructed
by the Lax-Friedrichs scheme satisfy all the conditions of the following compensated com-
pactness framework in [4]:
Lemma 5.1. Let a sequence of functions (Lε,M ε, N ε)(x, y), defined on an open subset
Ω ⊂ R2, satisfy the following framework:
(W.1) (Lε,M ε, N ε)(x, y) is uniformly bounded almost everywhere in Ω ⊂ R2 with respect
to ε;
(W.2) M εx − L
ε
y and N
ε
x −M
ε
y are compact in H
−1
loc (Ω);
(W.3) There exist oεj(1), j = 1, 2, 3, with o
ε
j(1)→ 0 in the sense of distributions as ε→ 0
such that
M εx − L
ε
y = Γ
2
22L
ε − 2Γ212M
ε + Γ211N
ε + oε1(1),
N εx −M
ε
y = −Γ
1
22L
ε + 2Γ112M
ε − Γ111N
ε + oε2(1),
(5.3)
and
LεN ε − (M ε)2 = K + oε3(1). (5.4)
Then there exists a subsequence (still labeled) (Lε,M ε, N ε) converging weak-star in L∞ to
(L,M,N)(x, y) as ε→ 0 such that
(1) (L,M,N) is also bounded in Ω ⊂ R2;
(2) the Gauss equation (5.4) is weakly continuous with respect to the subsequence
(Lε,M ε, N ε) converging weak-star in L∞ to (L,M,N)(x, y) as ε→ 0;
(3) The Codazzi equations (5.3) as ε→ 0 hold for (L,M,N) in the sense of distribu-
tion.
Therefore, Lemma 5.1 implies that the Gauss-Codazzi system has a L∞ weak solution
in the sense of distributions, which yields a C1,1 isometric immersion into R3. The proof
of the main theorem is complete. Besides, (2.4) with the above given initial data also has
a L∞ weak solution. 
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