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For a fixed prime number p , Alperin’s conjecture asserts essentially that the function k(G) − z(G)
should be p -locally determined, where k(G) is the number of absolutely irreducible representations of a
finite group G in characteristic zero, and z(G) is the number of those representations whose dimension is
a multiple of |G|p , the p -part of the order of the group. Equivalently, the conjecture also says that the
function `(G) − z(G) should be p -locally determined, where `(G) is this time the number of absolutely
irreducible representations of G in characteristic p , and z(G) is the number of those representations which
are both simple and projective modules over the group algebra, in other words the number of blocks of G
of defect zero (this number z(G) is well-known to be equal to the one defined above).
We first consider the question of a precise mathematical definition of p -local determination. We give
a combinatorial definition involving all subgroups of G and procede to show that any function f on the
poset of subgroups of G , which is constant on conjugacy classes of subgroups, decomposes uniquely as the
sum of two functions f = fp+fp′ where fp is p -locally determined and fp′ vanishes on p -local subgroups
(where by definition, any subgroup H such that Op(H) 6= 1 is called a p -local subgroup). This can be
viewed as a decomposition of functions into a p -part and a p′ -part. For instance the p -part of the constant
function f = 1 is the characteristic function of subgroups of order divisible by p . We have various results on
p -locally determined functions which involve the simplicial complex of non-trivial p -subgroups introduced
by K.S. Brown. In particular there are explicit formulae for finding the p -part and the p′ -part of a function,
which find their origin in the work of R. Kno¨rr and G. Robinson [KR].
It is well-known that the above function z vanishes on p -local subgroups and it turns out that Alperin’s
conjecture is equivalent to the assertion that the function k−z is the p -part of the function k (and similarly
with the function ` ). This can be expressed in a combinatorial fashion which provides new versions of
Alperin’s conjecture, as follows.
CONJECTURE 1. If one writes k(H)− z(H) = 1|H|
∑
S≤H f1(S) for all H ≤ G , then the (uniquely
determined) function f1 vanishes on subgroups H such that Op(H) = 1 .
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CONJECTURE 2. If one writes `(H)− z(H) = 1|H|
∑
S≤H f2(S) for all H ≤ G , then the (uniquely
determined) function f2 vanishes on subgroups H such that Op(H) = 1 .
Similarly there is another combinatorial version of the conjecture involving the function z . In order
to state this conjecture, we let A be the family of subgroups S of G such that Op(S) is an elementary
abelian p -group and S/Op(S) is the direct product of (at most) two cyclic p′ -groups.
CONJECTURE 3. If one writes z(H) = 1|H|
∑
S≤H ẑ(S) for all H ≤ G , then the (uniquely
determined) function ẑ vanishes on subgroups H which are not in A .
Finally our explicit formulae for finding the p -part and the p′ -part of a function allow to make com-
putations. We obtain in this way an explicit conjectural formula for z(G) which again is equivalent to
Alperin’s conjecture. For S ∈ A , we write µ((1, Op(S))S) for the Mo¨bius function of the poset of S -stable
subgroups of Op(S) (i.e. normal in S ) and we let φ2(S/Op(S)) be the number of pairs of (commuting)
elements which generate S/Op(S) .
CONJECTURE 4. The number z(G) is given by the formula
z(G) =
1
|G|
∑
S∈A
µ((1, Op(S))S) |Op(S) : COp(S)(S)| φ2(S/Op(S)) .
Thus the conjecture gives a solution to Brauer’s problem of describing z(G) directly in terms of the
group structure. Of course there is already a solution to this problem due to Robinson [Ro] (and which is
proved!), but the conjecture here is a formula of a completely different nature. It should be noted that it is
often easy to compute the right hand side: one essentially needs to know which subgroups of G lie in A ,
because the various integers appearing in the formula are easy to handle.
There is a block-theoretic version of Alperin’s conjecture which is stronger than the overall statement
which we are considering in this paper. Unfortunately, because of its combinatorial nature involving all
subgroups, our approach has no obvious generalization to the case of blocks. Hopefully this situation will
be improved later. Meanwhile, as mentioned above, we view the overall approach to Alperin’s conjecture as
a solution to Brauer’s problem.
1. Inversion of functions
Let S(G) be the poset of all subgroups of a finite group G and let A be an abelian group. Given a function
f : S(G)→ A , there is a unique function f̂ : S(G)→ A such that
(1.1) |H| f(H) =
∑
S≤H
f̂(S) for all H ∈ S(G).
By Mo¨bius inversion, (1.1) is equivalent to the following equation which gives a formula for f̂ and shows its
uniqueness:
(1.2) f̂(H) =
∑
S≤H
µ(S,H) |S| f(S) for all H ∈ S(G),
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where µ denotes the Mo¨bius function of the poset S(G) . One could of course also invert functions without
multiplying by the order of the group, but that would not give the “natural” definition: there is an interpre-
tation of the subsequent results in the Burnside ring which gives a mathematical meaning to this naturality
(see Section 7). Note that if A = Z , then for each f , the function f̂ is integral valued. However given an
integral valued function f̂ , the corresponding f has values in Q in general.
We shall only work with functions which are constant on conjugacy classes of subgroups (but we need
the full poset S(G) for their inversion). We define F(G,A) to be the set of all functions f : S(G) → A
such that f(gHg−1) = f(H) for all g ∈ G and H ∈ S(G) . This is clearly an abelian group.
Let X be a set of subgroups of G (closed under conjugation). A function f ∈ F(G,A) will be called
X -determined if f̂(H) = 0 for H /∈ X . Thus by (1.1) the function f can be written as a sum running
only over subgroups in the class X .
The usual definition of a p -local subgroup of a finite group G (namely the normalizer of a non-trivial
p -subgroup) depends on the way the subgroup is embedded in G . We extend this definition to obtain an
intrinsic notion: a finite group H is called p -local if there exists a non-trivial normal p -subgroup in H .
Thus a p -local subgroup H of G is now any subgroup sandwiched between a non-trivial p -subgroup P
and its normalizer. A function f ∈ F(G,A) is called p -locally determined if it is X -determined where X
is the set of p-local subgroups of G . For another approach, see Section 5.
Our main interest is in the class of p -local subgroups but we first give some other examples.
EXAMPLES. In all the following examples, the abelian group A is the field Q of rational numbers (or
Z when no denominators are involved).
(1.3) The function f(H) = |H|−1 is {1} -determined. We have f̂(1) = 1 and f̂(H) = 0 if H 6= 1 .
(1.4) More generally if K is a subgroup of G and XK is the set of conjugates of K , then taking f̂
to be the characteristic function of the set XK , we see that the following function is XK -determined:
f(H) =
{
|H|−1m(K,H) if K ≤G H,
0 otherwise,
where m(K,H) is the number of G -conjugates of K contained in H .
(1.5) The constant function f = 1 is C -determined where C is the family of all cyclic subgroups of
G . On a cyclic group C , the function f̂ takes the value f̂(C) = φ(|C|) where φ is the Euler function (i.e.
the number of generators of C ).
(1.6) Our next example is more or less well known. It is for instance implicit in the work of Hirsch [Hi].
Take k(H) to be the number of conjugacy classes of elements of H , that is also the number of absolutely
irreducible representations of H over C . Then we have
|H| k(H) = |H|
∑
classes
1 = |H|
∑
x∈H
|H : CH(x)|−1
=
∑
x∈H
|CH(x)| =
∑
x,y∈H
xy=yx
1
=
∑
S≤H
φ2(S)
where φ2(S) is the number of commuting pairs (x, y) such that S =< x, y > . Thus φ2(S) = 0 if S
is not the direct product of two cyclic groups. The above computation shows that k̂ = φ2 so that k is
C2 -determined, where C2 is the family of subgroups which are direct products of two cyclic groups. It is not
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difficult to give formulae for the function φ2 . If q is a prime and Cqn denotes the cyclic group of prime
power order qn , then for n,m ≥ 1 we have
(1.7) φ2(Cqn) = q2n−2(q2 − 1) , φ2(Cqn × Cqm) = q2n+2m−3(q2 − 1)(q − 1) .
This suffices to determine entirely φ2 thanks to the property φ2(H×K) = φ2(H)φ2(K) if H and K have
coprime orders.
(1.8) Given a prime p , there is a similar treatment for the function `(H) , defined to be the number of
conjugacy classes of elements of H of order prime to p , that is also the number of absolutely irreducible
representations of H over a field of characteristic p . In the computation of the previous example, the sum
now runs only over elements x ∈ H of order prime to p (but y is arbitrary). It follows that ` is determined
by the class of subgroups which are direct product of two cyclic groups, one of which being of order prime
to p . There are also explicit formulae for the function ̂`. If q is a prime different from p , then
̂`(Cqn) = φ2(Cqn) , ̂`(Cqn × Cqm) = φ2(Cqn × Cqm) ,
which are given by (1.7). For the prime p , the formulae are
̂`(Cpn) = φ(pn) = pn−1(p− 1) , ̂`(Cpn × Cpm) = 0 .
Note that if H is a group of order prime to p , then `(H) = k(H) and ̂`(H) = k̂(H) .
2. Preliminaries on Brown’s complex
Let us first recall the definition of Brown’s simplicial complex for a finite group H . Given a prime p , let
Sp(H) be the poset of all non-trivial p -subgroups of H . Brown’s complex ∆(Sp(H)) is the simplicial
complex whose simplices are the totally ordered subsets of Sp(H) , including the empty subset which we
view as a simplex of dimension −1 . Thus an n -simplex σ is a chain P0 < P1 < . . . < Pn in Sp(H) and
its dimension n is written n = dim(σ) .
The group H acts by conjugation on Sp(H) , hence also on ∆(Sp(H)) . We denote by [∆(Sp(H))/H]
an arbitrary set of representatives of H -orbits in ∆(Sp(H)) . For each simplex σ ∈ ∆(Sp(H)) , the stabilizer
Hσ of σ is the intersection of the normalizers of the p -subgroups in σ . Since the smallest element P0 of
the chain σ is a normal subgroup of Hσ , the subgroup Hσ is always a p -local subgroup of H , except
when σ = ∅ where Hσ = H .
We need several results involving ∆(Sp(H)) and functions defined on subgroups. We shall adopt a
conceptual approach (based on [Th] and [W2]) using easy simplicial topology and the Burnside ring. But
we shall also indicate a second proof of each result using elementary counting arguments.
Let B(H) be the Burnside ring of H . If ∆ is a finite simplicial H -complex, the set ∆k of k -simplices
of ∆ is an H -set, thus an element of B(H) . The alternating sum
Λ˜H(∆) =
dim(∆)∑
i=−1
(−1)i∆i =
∑
σ∈[∆/H]
(−1)dim(σ)H/Hσ
is an element of B(H) called the reduced Lefschetz H -set (or reduced Lefschetz invariant) of ∆ . This is
an invariant of H -homotopy type which was studied in [Th].
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Following Webb [W2, §6], we can view any function f ∈ F(H,A) as a Z -linear map f : B(H) → A
by defining f(H/S) = f(S) for any subgroup S ≤ H , and extending Z -linearly. Since f is constant on
conjugacy classes of subgroups, this is well defined. Thus we can apply f to Λ˜H(∆) and get
f(Λ˜H(∆)) =
∑
σ∈[∆/H]
(−1)dim(σ) f(Hσ) .
For dealing with such a sum, it suffices to have information about the H -homotopy type of ∆ . For instance
in order to prove the vanishing of such a sum, it suffices to show that ∆ is H -contractible, since it has zero
reduced Lefschetz H -set in that case [Th]. Thus in such a situation, we see immediately that one obtains
zero whatever the function f is.
(2.1) LEMMA. If H is a p -local group, then for each f ∈ F(H,A) , we have∑
σ∈[∆(Sp(H))/H]
(−1)dim(σ) f(Hσ) = 0 .
First proof. Quillen [Qu] proved that ∆(Sp(H)) is contractible when H is p -local. The contraction
given by Quillen is in fact H -equivariant, so ∆(Sp(H)) is H -contractible. Therefore f
(
Λ˜H
(
∆(Sp(H))
))
=
0 .
Second proof. Using the argument of [KR, 4.1], the chains in ∆(Sp(H)) can be paired so that the
alternating sum is zero.
(2.2) LEMMA. Let S be a p -local subgroup of H and let Sp(H)S be the poset of S -invariant
non-trivial p -subgroups of H . For every subgroup X of NH(S) and for every f ∈ F(X,A) , we have∑
σ∈[∆(Sp(H)S)/X]
(−1)dim(σ) f(Xσ) = 0 .
First proof. ∆(Sp(H)S) is NH(S) -contractible (hence X -contractible) by the contraction
P 7→ P ·Op(S) 7→ Op(S) (P ∈ ∆(Sp(H)S) )
(see [TW, 1.2] for more details). Therefore f
(
Λ˜X
(
∆(Sp(H)S)
))
= 0 .
Second proof. Using again the argument of [KR, 4.1], the chains in ∆(Sp(H)S) can be paired so that
the alternating sum is zero.
(2.3) LEMMA. Let P ∈ Sp(H) , and let Sp(H)>P = {Q ∈ Sp(H) | Q > P} . Consider the action of
NH(P ) on both Sp(H)>P and Sp(NH(P )/P ) . Then for each f ∈ F(NH(P ), A) , we have∑
σ∈[∆(Sp(H)>P )/NH(P )]
(−1)dim(σ) f(NH(P )σ)
=
∑
σ∈[∆(Sp(NH(P )/P ))/NH(P )]
(−1)dim(σ) f(NH(P )σ) .
First proof. Sp(NH(P )/P ) is NH(P ) -homotopy equivalent to Sp(H)>P by [W2, 6.4]. Therefore
f
(
Λ˜NH(P )
(
∆(Sp(H)>P )
))
= f
(
Λ˜NH(P )
(
∆(Sp(NH(P )/P ))
))
.
Second proof. Using the argument of the first part of the proof of (3.3) in [KR], the chains in
∆(Sp(H)>P )−∆(Sp(NH(P ))>P ) can be paired so that their contribution to the alternating sum is zero.
Although we do not need the following result in this paper, we mention it for completeness.
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(2.4) LEMMA. Let Ap(H) be the poset of non-trivial elementary abelian p -subgroups of H . Let
Bp(H) be the poset of non-trivial p -subgroups P of H such that P = Op(NH(P )) . Let Rp(H) be the
subcomplex of ∆(Sp(H)) consisting of the chains whose maximal element normalizes all the other subgroups
in the chain. Then for each f ∈ F(H,A) , we have∑
σ∈[∆(Sp(H))/H]
(−1)dim(σ) f(Hσ) =
∑
σ∈[∆(Ap(H))/H]
(−1)dim(σ) f(Hσ)
=
∑
σ∈[∆(Bp(H))/H]
(−1)dim(σ) f(Hσ)
=
∑
σ∈[Rp(H)/H]
(−1)dim(σ) f(Hσ) .
First proof. ∆(Sp(H)) , ∆(Ap(H)) , ∆(Bp(H)) and Rp(H) are H -homotopy equivalent by [TW, The-
orem 2]. Therefore
f
(
Λ˜H
(
∆(Sp(H))
))
= f
(
Λ˜H
(
∆(Ap(H))
))
= f
(
Λ˜H
(
∆(Bp(H))
))
= f
(
Λ˜H
(
Rp(H)
))
.
Second proof. This is exactly [KR, 3.3].
3. Decomposition of functions
Let F(G,A) be the set of all functions f : S(G)→ A which are constant on conjugacy classes of subgroups.
We define two subsets of F(G,A) .
Fp(G,A) = { f ∈ F(G,A) | f̂(H) = 0 if Op(H) = 1} ,
Fp′(G,A) = { f ∈ F(G,A) | f(H) = 0 if Op(H) 6= 1} .
Thus Fp(G,A) is the set of p -locally determined functions while Fp′(G,A) is the set of functions which
vanish on p -local subgroups. It is clear that F(G,A) is an abelian group and that both Fp(G,A) and
Fp′(G,A) are subgroups of F(G,A) . Our main result is the following.
(3.1) THEOREM. F(G,A) = Fp(G,A)⊕Fp′(G,A) .
The main ingredient for the proof of the theorem is an explicit formula for the projection onto each
factor of the direct sum. This involves Brown’s simplicial complex. We define two Z -linear maps
F(G,A)→ F(G,A) ; fp(H) =
∑
σ∈[∆(Sp(H))/H]
σ 6=∅
(−1)dim(σ) f(Hσ) ,
f 7→ fp
F(G,A)→ F(G,A) ; fp′(H) =
∑
σ∈[∆(Sp(H))/H]
(−1)dim(σ)+1 f(Hσ) .
f 7→ fp′
Notice that by Lemma 2.4, we can also define fp and fp′ using any of the other simplicial complexes defined
in Lemma 2.4. This remark also applies throughout this paper whenever we use Brown’s complex.
Our aim is to show that the two maps above are the projections onto Fp(G,A) and Fp′(G,A) respec-
tively. First note that their sum is the identity because there is only the term for σ = ∅ left in the sum
fp(H)+fp′(H) , and H∅ = H . Next we show that the second map is indeed the projection onto Fp′(G,A) .
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(3.2) PROPOSITION. Let f ∈ F(G,A) .
(a) fp′ ∈ Fp′(G,A) .
(b) If f ∈ Fp′(G,A) , then f = fp′ .
Proof. (a) One has to show that fp′ vanishes on p -local subgroups. This is exactly Lemma 2.1.
(b) Since every stabilizer Hσ of a non-empty simplex σ ∈ ∆(Sp(H)) is a p -local subgroup, the function
f vanishes on those subgroups. Thus the only term remaining in the sum which defines fp′ corresponds to
the empty simplex and we get fp′(H) = f(H) .
In order to show that the map f 7→ fp is the projection onto Fp(G,A) , we need information about
the inversion of fp , or equivalently, of fp′ .
(3.3) PROPOSITION. Let f ∈ F(G,A) . Then the inversion of fp′ is given by the formula
f̂p′(H) = µ((1, Op(H))H)
∑
S∈Op(H)⊥
f̂(S)
where Op(H)⊥ denotes the set of complements of Op(H) in H and µ((1, Op(H))H) is the Mo¨bius function
of the poset (1, Op(H))H of H -invariant subgroups of Op(H) (i.e. normal in H ).
Note that µ((1, Op(H))H) = 0 unless Op(H) is elementary abelian and the action of H/Op(H) on
Op(H) is semi-simple. Indeed otherwise the intersection of all maximal H -stable subgroups of Op(H) is
non-trivial and this is well known to imply the vanishing of the Mo¨bius function [St, 3.9.5].
Note also that if f is constant on isomorphism classes of subgroups (this is often the case), then the
value f̂(S) is constant and there is not any more sum. Although the function f (hence also f̂ ) is only
defined on subgroups of H , one can define f and f̂ on subgroups of H/Op(H) via the isomorphism
S ∼= H/Op(H) (where S ∈ Op(H)⊥ is an arbitrary complement), and this leads to the formula
(3.4) f̂p′(H) = |Op(H)⊥| µ((1, Op(H))H) f̂(H/Op(H)) ,
which holds when f is constant on isomorphism classes of subgroups.
Assuming that Op(H) is abelian (as we may by the remark above), we now consider the special case
where all complements of Op(H) are conjugate in H (e.g. when H/Op(H) and Op(H) have coprime
orders, that is when H/Op(H) is a p′ -group). Since f̂ is constant on conjugacy classes of subgroups, again
there is no sum. Moreover Op(H) acts transitively on Op(H)⊥ and the stabilizer of one complement S is
COp(H)(S) (because it is NH(S) ∩ Op(H) which normalizes S and is normalized by S , hence centralizes
S ). But since Op(H) is abelian and H = Op(H)S , this stabilizer is also COp(H)(H) and therefore the
number of complements is |Op(H)⊥| = |Op(H) : COp(H)(H)| . Thus we have proved:
(3.5) COROLLARY. With the notation of Proposition 3.3, if moreover all complements of Op(H) in
H are conjugate, then
f̂p′(H) = |Op(H) : COp(H)(H)| µ((1, Op(H))H) f̂(H/Op(H)) .
Another consequence of Proposition 3.3 is the following.
– 7 –
(3.6) COROLLARY. If f is X -determined, then fp′ is X (p) -determined, where X (p) is the family
of all subgroups H such that H/Op(H) ∈ X , Op(H) is elementary abelian, the action of H/Op(H) on
Op(H) is semi-simple and Op(H) has a complement in H .
Proof. If f̂p′(H) 6= 0 , then the formula of Proposition 3.3 implies that Op(H)⊥ is non-empty, f̂(S) 6= 0
for some S ∈ Op(H)⊥ so that H/Op(H) ∼= S belongs to X , and finally µ((1, Op(H))H) 6= 0 . As noted
above, this last inequality implies that Op(H) is elementary abelian and that the action of H/Op(H) on
Op(H) is semi-simple.
Once Theorem 3.1 is established, Corollary 3.6 also implies that if f is X -determined, then fp is Y -
determined where Y = X ∪X (p) . Moreover one can throw away from Y all subgroups H with Op(H) = 1 ,
by definition of p -locally determined functions.
Now we come to the proof of Proposition 3.3, which is the crucial step for Theorem 3.1.
Proof of Proposition 3.3. Recall [St, 3.8.6] that the Mo¨bius function of a poset X with a minimal
element x0 and the reduced Euler characteristic of the associated simplicial complex ∆(X − {x0}) are
related by the formula
(3.7) χ˜(∆(X − {x0}) = −
∑
x∈X
µ(x0, x) .
We shall apply this to the complex ∆S of S -stable simplices in ∆ = ∆(Sp(H)) ; here X = Sp(H)S ∪ {1} .
Note that if Op(S) 6= 1 , then by Lemma 2.2 applied to the constant function 1, we have
(3.8) χ˜(∆S) =
∑
σ∈[∆S/NH(S)]
(−1)dim(σ) = 0 .
Now we can start the calculation.
|H| fp′(H) =
∑
σ∈∆
|H| |H : Hσ|−1 (−1)dim(σ)+1 f(Hσ) =
∑
σ∈∆
(−1)dim(σ)+1
∑
S≤Hσ
f̂(S)
=
∑
S≤H
f̂(S)
∑
σ∈∆S
(−1)dim(σ)+1 =
∑
S≤H
f̂(S) (−χ˜(∆S))
and therefore, using (3.8),
(3.9) |H| fp′(H) =
∑
S≤H
f̂(S) (−χ˜(∆S)) =
∑
Op(S)=1
f̂(S) (−χ˜(∆S)) .
Applying the formula (3.7), we get
|H| fp′(H) =
∑
Op(S)=1
f̂(S)
∑
P∈Sp(H)S ∪{1}
µ((1, P )S) =
∑
P∈Sp(H)∪{1}
∑
S≤NH(P )
Op(S)=1
f̂(S)µ((1, P )S) .
Note now that we necessarily have S∩P = 1 because S∩P /S and Op(S) = 1 . Therefore we can consider
the subgroup K = PS for which Op(K) = P and S ∈ Op(K)⊥ . Thus we obtain
|H| fp′(H) =
∑
K
∑
S∈Op(K)⊥
µ((1, Op(K))S) f̂(S)
and it follows that
f̂p′(K) =
∑
S∈Op(K)⊥
µ((1, Op(K))S) f̂(S) .
If Op(K) is not (elementary) abelian, then µ(1, Op(K))S = 0 , while if it is abelian, then µ((1, Op(K))S) =
µ((1, Op(K))K) since an S -stable subgroup of Op(K) is stable under Op(K)S = K . Thus we deduce the
required formula for f̂p′(K) .
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(3.10) REMARK. Since many functions f project onto the same function fp′ , the formula in Proposi-
tion 3.3 gives many possible expressions for f̂p′ , depending on the choice of f . In particular we can choose
f = fp′ . For this special choice (i.e. when f ∈ Fp′(G,A) ), we now sketch another proof of Proposition 3.3
based on the Crapo complementation formula for the Mo¨bius function [Ai, 4.33]. Letting P = Op(K) , we
have by assumption f(S) = 0 if S ≤ K and S ∩ P 6= 1 . So if we write PS⊥ for the set of complements
of PS in the lattice [S,K] , we obtain
f̂(K) =
∑
S≤K
µ(S,K) |S| f(S) =
∑
S∩P=1
µ(S,K) |S| f(S)
=
∑
S∩P=1
∑
C∈PS⊥
µ(S,C) µ(C,K) |S| f(S)
=
∑
C∈P⊥
µ(C,K)
∑
S≤C
µ(S,C) |S| f(S) =
∑
C∈P⊥
µ(C,K) f̂(C)
and we conclude with the observation that µ(C,K) = µ((1, P )K) because the lattices [C,K] and [1, P ]C
are isomorphic, and [1, P ]C = [1, P ]K when P is abelian (while µ((1, P )C) = 0 if P is not (elementary)
abelian).
We can now finish the proof of Theorem 3.1 by showing that the map f 7→ fp is indeed the projection
onto Fp(G,A) . Since we already know that f = fp+ fp′ for all f and that f 7→ fp′ is the projection onto
Fp′(G,A) , this is equivalent to the following statement.
(3.11) PROPOSITION. Let f ∈ F(G,A) . Then f ∈ Fp(G,A) if and only if fp′ = 0 .
Proof. If fp′ = 0 , then f̂p′ = 0 too. Thus if H is such that Op(H) = 1 , it follows from Proposition 3.3
that 0 = f̂p′(H) = f̂(H) . This proves that f ∈ Fp(G,A) .
Assume now that f ∈ Fp(G,A) . Applying Proposition 3.3 with an arbitrary subgroup H , we obtain
f̂p′(H) = µ((1, Op(H))H)
∑
S∈Op(H)⊥
f̂(S) = 0 ,
because f̂(S) = 0 since Op(S) = 1 . Therefore the function f̂p′ is zero, hence fp′ = 0 .
By Propositions 3.2 and 3.11, the proof of Theorem 3.1 is now complete.
4. Some examples
We give examples of the decomposition of functions, starting first with some easy functions which were
already considered in Section 1.
(4.1) EXAMPLE. For the function f(H) = |H|−1 of (1.3), we have
fp(H) =
∑
σ∈[∆(Sp(H))/H]
σ 6=∅
(−1)dim(σ) |Hσ|−1 = |H|−1
∑
σ∈∆(Sp(H))
σ 6=∅
(−1)dim(σ)
= |H|−1 χ(∆(Sp(H))
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and similarly fp′(H) = −|H|−1 χ˜(∆(Sp(H)) . Moreover by Proposition 3.3, we have
f̂p′(H) =
{
µ(1,H) if H is an elementary abelian p-group,
0 otherwise.
(4.2) EXAMPLE. More generally let K be a subgroup of G and f the function defined in (1.4). Then
by Proposition 3.3 f̂p′(H) is non-zero only if H is conjugate to a subgroup of the form PoS where S
is conjugate to K and normalizes P , P is an elementary abelian p -group and Op(PoS) = P . If we
assume that K is not contained in any p -local subgroup of G , then f vanishes on p -local subgroups, so
that f = fp′ . In contrast if we assume that K is a p -local subgroup, then the condition Op(PoS) = P
is never satisfied so that f̂p′ = 0 and hence fp′ = 0 ; thus f = fp in that case. In general however, as in
(4.1), f has a non-trivial decomposition.
We now consider the constant function f = 1 . By (1.5) we have f̂ = φ , where
φ(H) =
{
φ(|H|) if H is cyclic,
0 otherwise.
Let χp (respectively χp′ ) be the characteristic function of the set of subgroups of order divisible by p
(respectively prime to p ).
(4.3) PROPOSITION. 1 = χp+χp′ is the decomposition of the constant function with respect to the
direct sum of Theorem 3.1.
Proof. It is clear that χp′ vanishes on p -local subgroups, so that χp′ ∈ Fp′(G,Z) . Thus we only
have to prove that χ̂p(H) = 0 if Op(H) = 1 . If p 6 | |H| , then χp is zero on all subgroups of H and
so χ̂p(H) = 0 . If p | |H| , then H is not cyclic mod p since Op(H) = 1 . We recall that a group H
is called cyclic mod p if H/Op(H) is a cyclic group (necessarily of order prime to p ). Therefore by a
theorem of Conlon [Co], the primitive idempotent eH of the Burnside algebra B(H) which corresponds to
H is mapped to zero in the Green ring A(H) of kH -modules, where k is an algebraically closed field of
characteristic p . But by a result of Gluck [Gl], this idempotent is equal to
eH = |H|−1
∑
S≤H
µ(S,H) |S| H/S
and so the image of |H| eH in A(H) is
0 =
∑
S≤H
µ(S,H) |S| IndHS (k) ,
where k denotes the trivial representation of H . Now we take the inner product of this sum with k , in
the sense of Benson and Parker (see [Be, Section 2.4]). We obtain
0 =
∑
S≤H
µ(S,H) |S| < IndHS (k), k>H =
∑
S≤H
µ(S,H) |S| <k, k>S .
But one of the definitions of the inner product (see [Be, 2.4.1]) asserts that <k, k>S is the multiplicity of
the projective cover Pk of the trivial module k as a direct summand of k . Since Pk = k if S has order
prime to p , but Pk 6∼= k if p divides |S| , it follows that <k, k>S is the characteristic function χp′ of the
set of p′ -subgroups. Thus we have
0 =
∑
S≤H
µ(S,H) |S|χp′(S) = χ̂p′(H) .
Now since H is not cyclic mod p (in particular not cyclic), φ(H) = 0 . Therefore we obtain χ̂p(H) =
φ(H)− χ̂p′(H) = 0 , as required.
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(4.4) COROLLARY (Webb [W1, 8.2]). If p divides the order of H then
χ˜
(
∆(Sp(H))/H
)
= 0 .
Proof. We apply the formula for computing the p′ -part of the constant function.
χp′(H) =
∑
σ∈[∆(Sp(H))/H]
(−1)dim(σ)+1 = −χ˜(∆(Sp(H))/H) .
This proves the result since χp′(H) = 0 if p divides |H| .
(4.5) REMARK. Webb proved later a more general result, namely that ∆(Sp(H))/H is mod p acyclic
[W3, 2.6], and he conjectures that in fact ∆(Sp(H))/H is contractible. Note that Corollary 4.4 is in fact
equivalent to Proposition 4.3: assuming Webb’s result (4.4), we obtain that the p′ -part of the constant
function 1 is
−χ˜(∆(Sp(H))/H) = { 0 if p | |H| , by (4.4),1 if p 6 | |H| , trivially.
Therefore χp′ is the p′ -part of the constant function 1, proving (4.3).
(4.6) REMARK. We have seen in the proof of (4.3) that χ̂p′(H) = 0 if H is not cyclic mod p . If H
is cyclic mod p , one can apply Corollary 3.5 to get
χ̂p′(H) = |Op(H) : COp(H)(H)| µ((1, Op(H))H) φ(H/Op(H)) .
One can also deduce easily a formula for χ̂p(H) .
5. Further decomposition indexed by p -subgroups
The following result shows that another (maybe more common) way of defining p-locally determined functions
implies p -local determination in our sense. We shall prove below that both approaches are in fact equivalent.
(5.1) PROPOSITION. Let f ∈ F(G,A) . Assume that for each H ≤ G , the evaluation f(H) can be
written
f(H) =
∑
Q∈[Sp(H)/H]
hQ(NH(Q)) ,
where for each non-trivial p -subgroup Q ∈ Sp(G) , hQ is some function in F(NG(Q), A) such that
h sQ( sK) = hQ(K) for each s ∈ G and K ≤ NG(Q) . Then f is p -locally determined.
Proof. Let H be a subgroup such that Op(H) = 1 . We must prove that f̂(H) = 0 . Since the family
(hQ) is G -stable by assumption, we can sum over all p -subgroups rather than representatives.
f̂(H) =
∑
S≤H
µ(S,H) |S| f(S)
=
∑
S≤H
µ(S,H) |S|
∑
Q∈Sp(S)
|S : NS(Q)|−1hQ(NS(Q))
=
∑
S≤H
µ(S,H)
∑
Q∈Sp(S)
|NS(Q)| hQ(NS(Q))
=
∑
Q∈Sp(H)
∑
S≥Q
µ(S,H) |NS(Q)| hQ(NS(Q))
=
∑
Q∈Sp(H)
∑
Q≤K≤NH(Q)
|K| hQ(K)
∑
S≥Q ,NS(Q)=K
µ(S,H) .
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Note that K is always a proper subgroup of H because Q is a normal p -subgroup of K while Op(H) = 1
by assumption. Write [K,H] for the the poset of subgroups S such that K ≤ S ≤ H . For fixed Q and
K , we have ∑
S≥Q ,NS(Q)=K
µ(S,H) =
∑
S∈[K,H]
S∩NH(Q)=K
µ(S,H) ,
and this is zero thanks to the next well-known lemma (and because NH(Q) < H ). As a result we obtain
f̂(H) = 0 as required.
(5.2) LEMMA. Let L be a finite lattice with unique smallest element K and unique largest element
H . Write ∧ for the meet operation in L . If X ∈ L with X < H then∑
S∈L
S∧X=K
µ(S,H) = 0 .
Proof. This standard result can be found in [St, 3.9.3]. For a change we sketch a topological proof.
First note that ∑
S∈L
S∧X=K
µ(S,H) =
∑
S∈L
µ(S,H) −
∑
S∈L
S∧X 6=K
µ(S,H) ,
and the first sum is zero by the definition of the Mo¨bius function. We can assume that K < X otherwise
the second sum is zero because it runs over the empty set. It is well known [St, 3.8.6] that this second
sum is equal to −χ˜(P) where P is the poset of all S ∈ L such that S < H and S ∧ X 6= K . Here
χ˜(P) = χ(P) − 1 denotes the reduced Euler characteristic of P . Thus it suffices to show that this poset
P is contractible. But this follows immediately from the following contractions (see [Qu, 1.5] for details):
S 7→ S ∧X 7→ X . Note that X ∈ P since X < H by assumption.
(5.3) REMARK. The proof of Proposition 5.1 also gives the value of f̂(H) when Op(H) 6= 1 . Indeed
with the notation of that proof, if Q is not normal in H , then the contribution to the sum is zero by the
same argument as in the proof, while if Q / H , the contribution is∑
S≥Q
µ(S,H) |S| hQ(S) = |Q| ĥQ(H/Q)
where hQ : S(NG(Q)/Q) → Q is defined by hQ(S/Q) = hQ(S) , and ĥQ is the inversion of hQ in the
poset S(NG(Q)/Q) . Therefore we obtain
f̂(H) =
∑
Q/H
Q6=1
|Q| ĥQ(H/Q) .
For a given function f , there are in general several possible functions hQ satisfying the hypothesis
of Proposition 5.1. But, as we are now going to show, the extra condition that each function hQ is a
p′ -function (where hQ(K/Q) = hQ(K) ) insures uniqueness (as well as existence) of a decomposition of a
p -locally determined function f . Our method consists in a generalization of the decomposition of Section 3.
– 12 –
For any p -subgroup Q of G , let NG(Q) = NG(Q)/Q . Consider the abelian group( ∏
Q∈{1}∪Sp(G)
Fp′(NG(Q), A)
)G ∼= ∏
Q∈[{1}∪Sp(G)/G]
Fp′(NG(Q), A) .
A family of functions (hQ)Q∈{1}∪Sp(G) is G -stable if h gQ(
gK/ gQ) = hQ(K/Q) for each g ∈ G and
Q ≤ K ≤ NG(Q) . Since each hQ is constant on conjugacy classes, it is NG(H) -stable; thus the G -stable
product of the left hand side is isomorphic to the product over representatives of the right hand side.
We define a Z -linear homomorphism
Φ :
( ∏
Q∈{1}∪Sp(G)
Fp′(NG(Q), A)
)G
−→ F(G,A)
by mapping a G -stable family (hQ) to the function f defined by
f(H) =
∑
Q∈[{1}∪Sp(H)/H]
hQ(NH(Q)/Q) .
Note that contrary to Proposition 5.1 we define the map only on the p′ -part of F(NG(Q), A) for each Q .
Note also that the term indexed by Q = 1 gives the p′ -part of f because
f(H) = h1(H) +
( ∑
Q∈[Sp(H)/H]
hQ(NH(Q)/Q)
)
,
and the second term is p -locally determined by Proposition 5.1. Our main result is the following.
(5.4) THEOREM. The map
Φ :
( ∏
Q∈{1}∪Sp(G)
Fp′(NG(Q), A)
)G
−→ F(G,A)
is an isomorphism of abelian groups.
The main ingredient for the proof is an explicit formula for the inverse of Φ , that is, as in Section 3, a
formula for the projection onto each factor Fp′(NG(Q), A) , involving again Brown’s complex. We define a
Z -linear map
F(G,A)→ Fp′(NG(Q), A) ; fQ(K/Q) =
∑
σ∈[∆(Sp(K/Q))/(K/Q)]
(−1)dim(σ)+1 f(Kσ) .
f 7→ fQ
Here Kσ obviously contains Q and Kσ/Q is the stabilizer of σ in K/Q . The map consists in restricting
the function f to the subgroups sandwiched between Q and NG(Q) , viewing the resulting function as
defined on subgroups of NG(Q) , and then projecting onto the p′ -part of this function, using the explicit
formula of Section 3. Thus the image of the map is indeed contained in Fp′(NG(Q), A) . Note that if
Q = 1 , we recover the projection of Section 3. Thus f1 = fp′ . Note also that the family of functions (fQ)
is G -stable. Thus the family of maps f 7→ fQ defines a Z -linear map
Ψ : F(G,A) −→
( ∏
Q∈{1}∪Sp(G)
Fp′(NG(Q), A)
)G
.
Our first result asserts that ΦΨ is the identity of F(G,A) .
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(5.5) PROPOSITION. Let f ∈ F(G,A) . For every subgroup H of G , we have
f(H) =
∑
Q∈[{1}∪Sp(H)/H]
fQ(NH(Q)) .
Proof. We already know that f1 = fp′ , so we only have to deal with fp . Now fp(H) is defined by a
sum running over non-empty simplices σ in ∆(Sp(H)) . Writing σ = {Q} ∪ τ with τ ∈ ∆(Sp(H)>Q) , we
obtain:
fp(H) =
∑
σ∈[∆(Sp(H))/H]
σ 6=∅
(−1)dim(σ) f(Hσ)
=
∑
Q∈[Sp(H)/H]
∑
τ∈[∆(Sp(H)>Q)/NH(Q)]
(−1)dim(τ)+1 f(NH(Q) ∩Hτ )
=
∑
Q∈[Sp(H)/H]
∑
τ∈[∆(Sp(NH(Q)))/NH(Q)]
(−1)dim(τ)+1 f(NH(Q)τ )
=
∑
Q∈[Sp(H)/H]
fQ(NH(Q)) ,
using Lemma 2.3 to pass from ∆(Sp(H)>Q) to ∆(Sp(NH(Q))) .
Specializing to p -locally determined functions, we obtain the existence of a decomposition as in Propo-
sition 5.1.
(5.6) COROLLARY. If f is p -locally determined, then for each H ≤ G ,
f(H) =
∑
Q∈[Sp(H)/H]
fQ(NH(Q)) .
The fact that each fQ is a p′ -function suffices to guarantee uniqueness, as we now prove. In other
words we show that ΨΦ is the identity.
(5.7) PROPOSITION. Let f ∈ F(G,A) be such that for each H ≤ G ,
f(H) =
∑
Q∈[{1}∪Sp(H)/H]
hQ(NH(Q)/Q)
for some G -stable family of functions (hQ) ∈
( ∏
Q∈{1}∪Sp(G)
Fp′(NG(Q), A)
)G
. Then fQ = hQ for each
p -subgroup Q .
Proof. We compute fP , where P is a p -subgroup of G . Let P ≤ K ≤ NG(P ) .
fP (K/P ) =
∑
σ∈[∆(Sp(K/P ))/(K/P )]
(−1)dim(σ)+1 f(Kσ)
=
∑
σ∈[∆(Sp(K/P ))/(K/P )]
(−1)dim(σ)+1
∑
Q∈[{1}∪Sp(Kσ)/Kσ ]
hQ(NKσ (Q))
=
∑
σ∈∆(Sp(K/P ))
|K/P : Kσ/P |−1 (−1)dim(σ)+1
∑
Q∈{1}∪Sp(Kσ)
|Kσ : NKσ (Q)|−1 hQ(NKσ (Q))
=
∑
Q∈{1}∪Sp(K)
|K : NK(Q)|−1
∑
σ∈∆(Sp(K/P )Q)
(−1)dim(σ)+1 |NK(Q) : NKσ (Q)|−1 hQ(NKσ (Q))
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If Q 6≤ P , we want to prove that the second sum is zero. We define a function g ∈ F(PNK(Q)/P ,A)
by the formula g(S/P ) = hQ(S ∩NK(Q)/Q) . It is easy to see that g is constant on PNK(Q) -conjugacy
classes of subgroups. Then we have g(PNKσ (Q)/P ) = hQ(NKσ (Q)/Q) and this allows to compute the sum.∑
σ∈∆(Sp(K/P )Q)
(−1)dim(σ)+1 |NK(Q) : NKσ (Q)|−1 hQ(NKσ (Q))
=
∑
σ∈[∆(Sp(K/P )Q)/NK(Q)]
(−1)dim(σ)+1 hQ(NKσ (Q)/Q)
=
∑
σ∈[∆(Sp(K/P )PQ/P )/(PNK(Q)/P )]
(−1)dim(σ)+1 g(PNKσ (Q)/P )
=
∑
σ∈[∆(Sp(K/P )PQ/P )/X]
(−1)dim(σ)+1 g(Xσ)
where X = PNK(Q)/P ≤ NK(PQ)/P = NK/P (PQ/P ) . Since Q 6≤ P , the p -subgroup PQ/P is
non-trivial and Lemma 2.2 asserts that the sum above is zero.
Now if Q < P , we have hQ(NKσ (Q)) = 0 . Indeed since P is a p -group, the subgroup R = NP (Q)
contains Q properly and stabilizes σ because P does. Thus R/Q / NKσ (Q) (because P / K implies
R/NK(Q) ), showing that NKσ (Q) is a p -local group. By assumption hQ vanishes on p -local subgroups.
Now we are only left with Q = P , in which case NK(Q) = K and NKσ (Q) = Kσ . Therefore we have
fP (K/P ) =
∑
σ∈∆(Sp(K/P ))
(−1)dim(σ)+1 |K : Kσ|−1 hP (Kσ/P ) = hP (K/P )
because hP vanishes on each p -local subgroup Kσ/P , except for σ = ∅ .
By Propositions 5.5 and 5.7, the proof of Theorem 5.4 is now complete.
Up to now in this section, we have only decomposed the evaluation of a function f at some subgroup
H . We now wish to decompose the function itself, using a sum over Sp(G)/G rather than a sum over
Sp(H)/H for each H . To this end it is convenient to introduce inflation and induction procedures. If N
is a normal subgroup of K and f ∈ F(K/N,A) , we define the inflation of f by
InfKK/N f ∈ F(K,A) ; InfKK/N f(S) =
{
f(S/N) if S ≥ N ,
0 otherwise.
If K is a subgroup of G and f ∈ F(K,A) , we define the induction of f by
IndGK f ∈ F(G,A) ; IndGK f(S) =
∑
g∈[K\G/S]
f(K ∩ gS) .
It is easy to check that the resulting functions are well defined and constant on conjugacy classes of subgroups.
Applying InfNG(Q)
NG(Q)
and IndGNG(Q) to a function f ∈ F(NG(Q), A) , the induction formula simplifies
since InfNG(Q)
NG(Q)
f vanishes on subgroups not containing Q . Explicitely we have
IndGNG(Q) Inf
NG(Q)
NG(Q)
f(H) =
∑
g∈[NG(Q)\TG(Q,H)/H]
fQ(N gH(Q)/Q) ,
where TG(Q,H) = { g ∈ G | Q ≤ gH } .
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(5.8) COROLLARY. For any f ∈ F(G,A) , we have a unique decomposition
f =
∑
Q∈[{1}∪Sp(G)/G]
IndGNG(Q) Inf
NG(Q)
NG(Q)
fQ .
In particular fp =
∑
Q∈[Sp(G)/G] Ind
G
NG(Q) Inf
NG(Q)
NG(Q)
fQ .
In other words
Φ =
∑
Q∈[{1}∪Sp(G)/G]
IndGNG(Q) Inf
NG(Q)
NG(Q)
.
Proof. Since f1 = fp′ , we are left with the decomposition of fp and we apply Proposition 5.5 which
gives the evaluation at a subgroup H . For every p -subgroup Q , we only have to group the G -conjugates
of Q contained in H .
fp(H) =
∑
Q∈[Sp(H)/H]
fQ(NH(Q))
=
∑
Q∈[Sp(G)/G]
∑
g∈[NG(Q)\TG(Q,H)/H]
fQg (NH(Q
g)/Qg)
=
∑
Q∈[Sp(G)/G]
∑
g∈[NG(Q)\TG(Q,H)/H]
fQ(N gH(Q)/Q)
=
∑
Q∈[Sp(G)/G]
IndGNG(Q) Inf
NG(Q)
NG(Q)
fQ(H) .
Another way of expressing the results of this section is the following.
(5.9) COROLLARY. Let EQ be the Z -linear endomorphism of F(G,A) defined by
EQ : f 7→ IndGNG(Q) InfNG(Q)NG(Q) fQ .
Then (EQ)Q∈[{1}∪Sp(G)/G] is a family of orthogonal idempotents and their sum is the identity.
(5.10) REMARK. Write fQ = IndGNG(Q) Inf
NG(Q)
NG(Q)
fQ for simplicity. Then the inversion of fQ is easy
to obtain in terms of the inversion of fQ (which in turn can also be dealt with thanks to Proposition 3.3,
since by definition fQ is the p′ -part of the restriction of f ). One obtains
f̂Q(S) = |Q|
∑
R/S
R=GQ
f̂Q(S/R) .
In particular f̂Q(S) = 0 unless S ∈ XQ where XQ is the conjugacy closure of the family of subgroups
sandwiched between Q and NG(Q) . Thus fQ is XQ -determined. One can also restrict the family XQ by
using information about the vanishing of f̂ .
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6. Alperin’s conjecture
We consider several functions in F(G,Z) which all count irreducible representations of various kind. First
k and ` are the functions defined in the introduction.
For later use, we compute kp′(H) and `p′(H) . Recall from the introduction that A denotes the class
of groups S such that Op(S) is elementary abelian and S/Op(S) is the direct product of (at most) two
cyclic p′ -groups.
(6.1) LEMMA. Let H be a subgroup of G .
(a) kp′(H) = `p′(H) . In other words k − ` is p -locally determined.
(b) kp′(H) = 1|H|
∑
S≤H,S∈A
µ((1, Op(S))S) |Op(S) : COp(S)(S)| φ2(S/Op(S)) .
(c) kp′(H) = 1|H|
∑
S≤H
(
−χ˜(∆(Sp(H))S))φ2(S) = 1|H| ∑
Op(S)=1
(
−χ˜(∆(Sp(H))S))φ2(S) .
(d) kp′(H) =
∑
x
(
−χ˜(∆(Sp(H))x/CH(x))) , where the sum runs over representatives of the conjugacy
classes of p -regular elements of H .
Proof. (a) It is proved in [W3, 2.3.2] as well as in [KR, 4.5] that
∑
σ∈[∆(Sp(H))/H]
(−1)dim(σ) (k(Hσ)− `(Hσ)) = 0 .
This means that kp′ = `p′ . We now give another proof of the result. If S is not the direct product of two
cyclic groups, k̂(S) = 0 = ̂`(S) ; if S is such a direct product and Op(S) = 1 , then S must be a p′ -group
and k̂(S) = ̂`(S) by (1.8). Thus if S is a subgroup such that Op(S) = 1 , then k̂(S) = ̂`(S) . This applies
if S is a complement of Op(H) for some H , and so by Proposition 3.3 we obtain k̂p′ = ̂`p′ . Therefore
kp′ = `p′ .
(b) By Corollary 3.5 and the fact that k̂ = φ2 by (1.8), we have
k̂p′(S) = µ((1, Op(S))S) |Op(S) : COp(S)(S)| φ2(S/Op(S)) ,
for every S ≤ G . Moreover this is zero unless S ∈ A . Summing over all S ≤ H , the result follows from
the definition of inversion of functions.
(c) We know that k̂(S) = φ2(S) and we have seen in (3.9) that
|H| kp′(H) =
∑
S≤H
(
−χ˜(∆(Sp(H))S)) k̂(S) = ∑
S≤H ,Op(S)=1
(
−χ˜(∆(Sp(H))S)) k̂(S) .
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(d) We compute further the right hand side of (c), changing its sign for simplicity and using the function
` instead of k for convenience. We write Hp′ for the set of elements of H of order prime to p and we use
Example (1.8).
− |H| kp′(H) = − |H| `p′(H) =
∑
S≤H
χ˜
(
∆(Sp(H))S
) ̂`(S)
=
∑
x∈Hp′ , y∈H
xy=yx
χ˜
(
∆(Sp(H))<x,y>
)
=
∑
x∈Hp′
∑
y∈CH(x)
χ˜
((
∆(Sp(H))x
)y)
=
∑
x∈Hp′
|CH(x)| χ˜
(
∆(Sp(H))x/CH(x)
)
,
because by Burnside’s lemma applied to the set ∆m of m -simplices in ∆(Sp(H))x , we have∑
y∈CH(x)
|∆ym| = |CH(x)| |∆m/CH(x)| ,
and the alternating sum of these numbers gives |CH(x)| χ˜
(
∆(Sp(H))x/CH(x)
)
. Finally summing only over
representatives of H -conjugacy classes in Hp′ , we obtain
− |H| kp′(H) = |H|
∑
x
χ˜
(
∆(Sp(H))x/CH(x)
)
as required.
We now consider the function z defined in the introduction. It is well known that a p -local group S
cannot have a representation in characteristic p which is both simple and projective; thus z(S) = 0 . In
other words z ∈ Fp′(G,Z) .
We also define np(H) = `(H)− z(H) (the number of non-projective irreducible p -modular characters
of H ) and nd(H) = k(H) − z(H) (the number of ordinary irreducible characters of H of dimension not
divisible by |G|p ). Note that both np and nd vanish on groups of order prime to p .
ALPERIN’S CONJECTURE [Al]. For every finite group H ,
`(H) =
∑
Q∈[{1}∪Sp(H)/H]
z(NH(Q)/Q) ,
or in other words
np(H) =
∑
Q∈[Sp(H)/H]
z(NH(Q)/Q) .
If we allow H to run over all subgroups of a given finite group G , we see that by Proposition 5.7, the
above decomposition of ` should be the decomposition of Section 5. This is essentially the result of Kno¨rr
and Robinson [KR] which we now recall in our language. Their result actually states the equivalence below
just for the evaluation of the functions at NG(Q)/Q for each Q , but as we consider functions, we have to
work with the evaluations at each subgroup of NG(Q)/Q .
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(6.2) THEOREM (Kno¨rr - Robinson [KR]). The following conditions on a finite group G are equivalent.
(1) For every p -subgroup Q of G , Alperin’s conjecture holds for all subgroups of NG(Q)/Q .
(2) For every p -subgroup Q of G , the functions `p′ and z , defined on the set of subgroups of NG(Q)/Q ,
are equal.
Proof. We provide a proof, using our approach. By the uniqueness of the decomposition of functions
(Proposition 5.7) and the fact that z is a p′ -function, Alperin’s conjecture asserts precisely that for each
p -subgroup Q , the p′ -function `Q ∈ Fp′(NG(Q)/Q,Z) defined in Section 5 should be equal to z . But
`Q(K/Q) =
∑
σ∈[∆(Sp(K/Q))/(K/Q)]
(−1)dim(σ)+1 `(Kσ)
=
∑
σ∈[∆(Sp(K/Q))/(K/Q)]
(−1)dim(σ)+1 `(Kσ/Q) = `p′(K/Q) ,
because it is well known that `(H/Q) = `(H) whenever Q is a normal p -subgroup of H . Therefore `Q
is equal to the function `p′ defined on subgroups of NG(Q)/Q .
Thus Alperin’s conjecture comes down to the conjecture that `p′ = z . We now state several equivalent
versions of this equation. The third, fifth, sixth and eighth statements correspond to the conjectures of the
introduction.
(6.3) THEOREM. The following conditions on a finite group G are equivalent.
(1) The function kp′ = `p′ is equal to z .
(2) ` = z + np is the decomposition of ` into its p′ -part and its p -part.
(3) The function np is p -locally determined.
(4) k = z + nd is the decomposition of k into its p′ -part and its p -part.
(5) The function nd is p -locally determined.
(6) The function z is A -determined.
(7) (Kno¨rr - Robinson [KR]) z(H) =
∑
σ∈[∆(Sp(H))/H]
(−1)dim(σ) `(Hσ) for every H ≤ G .
(8) z(H) = 1|H|
∑
S≤H,S∈A
µ((1, Op(S))S) |Op(S) : COp(S)(S)| φ2(S/Op(S)) , for every H ≤ G .
(9) z(H) = 1|H|
∑
S≤H
(
−χ˜(∆(Sp(H))S))φ2(S) , for every H ≤ G .
(10) (Bouc [unpublished]) z(H) =
∑
x
(
−χ˜(∆(Sp(H))x/CH(x))) for every H ≤ G , where the sum runs
over representatives of the conjugacy classes of p -regular elements of H .
Proof. It is clear that (1), (2) and (3) are equivalent. Since `p′ = kp′ by Lemma 6.1, it is also clear
that (1), (4) and (5) are equivalent.
(1) ⇒ (6). We know by Lemma 6.1 (b) that kp′ is A -determined.
(6) ⇒ (5). Let H be such that Op(H) = 1 . We have to prove that n̂d(H) = 0 . Note first that H ∈ A
if and only if H is the direct product of two cyclic groups of order prime to p . In that case the function nd
is zero on every subgroup of H , and therefore n̂d(H) = 0 . If now H /∈ A , then ẑ(H) = 0 by assumption,
and since H is not the direct product of two cyclic groups, k̂(H) = 0 . Therefore n̂d(H) = k̂(H)−ẑ(H) = 0 .
(1) ⇔ (7). The right hand side of (7) is equal to `p′ by definition.
(1) ⇔ (8) ⇔ (9) ⇔ (10). This is clear by Lemma 6.1.
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7. Relationship with the Burnside ring
Let B(G) be the Burnside ring of the group G . As mentioned in Section 2, any function f ∈ F(G,Z) can
be viewed as an element of the dual B(G)∗ = HomZ(B(G),Z) . Explicitely, the evaluation of f on a basis
element G/H of B(G) is defined to be f(G/H) = f(H) . Making this identification, we want to know
what are the submodules Fp(G,Z) and Fp′(G,Z) of B(G)∗ = F(G,Z) .
First recall that for every subgroup S we have a ring homomorphism φS : B(G)→ Z defined on each
G -set X by φ(X) = |XS | , the number of S -fixed points in X . The product of all φS (with S taken up
to conjugation) is a ring homomorphism from B(G) to a product of copies of Z , which is injective with an
image of finite index.
If U is a subset of B(G) and V a subset of B(G)∗ , we define
U⊥ = { f ∈ B(G)∗ | f(u) = 0 for all u ∈ U } ,
V ⊥ = {x ∈ B(G) | v(x) = 0 for all v ∈ V } .
Let X be a set of subgroups of G closed under conjugation. Let BX be the Z -span of all G/S where
S runs in X and let KX be the intersection of all Ker(φS) where S runs in X . We only work with the
Z -module structure of these subsets, but for completeness we note that KX is an ideal of B(G) , whereas in
general BX is not (unless X is closed under taking subgroups, in which case BX is the image of induction
from subgroups in X and KX is the kernel of restriction to subgroups in X ). Both submodules BX and
KX are pure submodules of B(G) , because BX is spanned by a subset of the basis of B(G) , while if
φS(n · x) = 0 for 0 6= n ∈ Z then obviously φS(x) = 0 .
(7.1) LEMMA. For every family X of subgroups closed under conjugation, we have
B⊥X = { f ∈ F(G,Z) | f(H) = 0 if H ∈ X} ,
K⊥X = { f ∈ F(G,Z) | f̂(H) = 0 if H /∈ X} .
In particular if X is the set of all p -local subgroups of G , then
B⊥X = Fp′(G,Z) and K⊥X = Fp(G,Z) .
Proof. The first equality is clear since f ∈ B⊥X if and only if f(G/S) = 0 for all S ∈ X . For the
second we first note that Q⊗Z KX is spanned by the primitive idempotents eH where H /∈ X . Here eH
is defined by the properties φH(eH) = 1 and φS(eH) = 0 if S is not conjugate to H . Extending our
functions to Q⊗Z B(G) , we see that f ∈ K⊥X if and only if f(eH) = 0 for all H /∈ X . But by a result of
Gluck [Gl], we have
eH =
1
|NG(H)|
∑
S≤H
µ(S,H) |S|G/S .
It follows that f ∈ K⊥X if and only if
∑
S≤H µ(S,H) |S| f(G/S) = 0 for all H /∈ X . This condition is
exactly f̂(H) = 0 for all H /∈ X .
It is easy to see that BX ∩KX = 0 and that the dimensions of Q ⊗Z BX and Q ⊗Z KX add up to
dimQ(Q⊗Z B(G)) . Therefore
(Q⊗Z BX )⊕ (Q⊗Z KX ) = Q⊗Z B(G) ,
but in general BX ⊕KX is a proper subgroup of B(G) (of finite index). If for instance X is closed under
taking subgroups, then both BX and KX are ideals, so correspond to idempotents of Q ⊗Z B(G) ; but if
G is soluble, it is a result of Dress [Dr] that no such idempotent lies in B(G) (provided X is non-empty
and proper). It is a rather special property of the family of all p -local subgroups that we do have such a
decomposition over Z . The result is equivalent to Theorem 3.1.
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(7.2) PROPOSITION. Let X be the family of all p -local subgroups of G . Then
BX ⊕KX = B(G) .
Proof. By Lemma 7.1, Theorem 3.1 asserts that B⊥X ⊕K⊥X = B(G)∗ . Therefore B⊥⊥X ⊕K⊥⊥X = B(G) .
But BX ⊆ B⊥⊥X and both are pure submodules of the same rank. Thus BX = B⊥⊥X , and similarly
KX = K⊥⊥X .
Now we want to translate in the Burnside ring the decomposition of Section 5. It turns out that this
provides a new proof of a result of Bouc. For a suitable set F of subgroups of G , Bouc [Bo] defines two
families (φGP ) and (ψ
G
P ) of idempotent endomorphisms of B(G) where P runs in F up to conjugation.
When F = {1} ∪ Sp(G) , he mentions [Bo. 1.7.4] that φGP = ψGP . Thus we only consider ψGP . For P = 1 ,
the definition is
ψG1 (G/H) = − IndGH
(
Λ˜H
(
∆(Sp(H))
))
= − IndGH
( ∑
σ∈[∆(Sp(H))/H]
(−1)dim(σ)H/Hσ
)
=
∑
σ∈[∆(Sp(H))/H]
(−1)dim(σ)+1G/Hσ ,
and for arbitrary P , we have
ψGP = Ind
G
NG(P ) Inf
NG(P )
NG(P )/P
ψ
NG(P )/P
1 Fix
NG(P )
NG(P )/P
ResGNG(P ) ,
where FixNG(P )NG(P )/P : B(NG(P )) → B(NG(P )/P ) maps an NG(P ) -set X to the subset XP of P -fixed
points, and where Ind , Res and Inf are the induction, restriction and inflation maps.
Dualizing those maps, we have the following result.
(7.3) LEMMA. Let H ≤ G and let P / H .
(a) (IndGH)
∗ = ResGH : F(G,Z)→ F(H,Z) .
(b) (ResGH)
∗ = IndGH : F(H,Z)→ F(G,Z) .
(c) (InfHH/P )
∗ = ResHH/P : F(H,Z)→ F(H/P,Z) .
(d) (FixHH/P )
∗ = InfHH/P : F(H/P,Z)→ F(H,Z) .
(e) (ψGP )
∗ = EP : F(G,Z)→ F(G,Z) (as defined in Corollary 5.9).
Proof. (a) is clear because f(IndGH(H/S)) = f(G/S) = f(S) = Res
G
H(f)(H/S) .
(b) follows from the Mackey decomposition for the restriction of G -sets:
f(ResGH(G/S)) =
∑
g∈[H\G/S]
f(H/H ∩ gS) = IndGH(f)(G/S) .
(c) is immediate.
(d) If K ≤ H does not contain P , then no conjugate of K contains P . So P does not stabilize
any point of the H -set H/K and (H/K)P = ∅ . If P ≤ K ≤ H , then (H/K)P = H/K (that is,
(H/P )/(K/P ) as an (H/P ) -set). It follows that
f(FixHH/P (H/K)) =
{
f((H/P )/(K/P )) if P ≤ K ,
0 otherwise.
This is precisely the definition of InfHH/P (f) .
(e) If P = 1 , it is immediate from the definition that (ψG1 )
∗ is equal to the projection f 7→ fp′ . For
arbitrary P , it follows from (a), (b), (c), (d) that (ψGP )
∗ is the composite of the restriction to NG(P )/P ,
followed by the projection onto the p′ -part of functions, followed by inflation to NG(P ) and induction
to G . This is precisely the definition of the map EP of Corollary 5.9.
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Corollary 5.9 asserts that (EP )P∈[{1}∪Sp(G)/G] is a family of orthogonal idempotents whose sum is the
identity. Dualizing this, we obtain Bouc’s result.
(7.4) PROPOSITION (Bouc [Bo, The´ore`me 1]). (ψP )P∈[{1}∪Sp(G)/G] is a family of orthogonal idem-
potents whose sum is the identity.
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