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Introduction
Automatic exposure (AE) control has become a major function of digital camera systems. It can utilize the full dynamic range of an image sensor by automatically adjusting its exposure time to capture high-quality images with the maximum amount of detail for the user's satisfaction or for post image processing. Many AE algorithms that can maintain the mean brightness value of an image at a certain brightness value have been developed to control exposure under high-contrast lighting conditions [1] , [2] . Such approaches have been extended using weighted mean-based AE algorithms for controlling the brightness around the main object in an image that the user wishes to inspect [3] - [5] . They can address back-lit and front-lit scenes by implementing fixed-window segmentation methods to estimate the brightness and lighting conditions; it is assumed that the main object in an image is located in certain predetermined re- Manuscript gions. Most of these AE algorithms cannot, however, always guarantee that high-quality images without over-and under-exposure will be acquired, because the numbers of over-and under-exposed pixels in an image cannot be directly controlled by changing the mean brightness value. To maximize the amount of information captured in an image frame, Wang proposed an AE control system (active entropy camera) that can adjust the exposure automatically according to the change in entropy [23] . This system can be applied for sudden changes in illumination and uneven illumination environments with a real-time performance. However, it was designed for normal vision systems that operate at a low frame rate, and is unable to work under highfrequency flickering lighting conditions. For high dynamic range (HDR) image synthesis from multiple images captured with different exposure times [6] , [7] , multiple exposure algorithms have recently been proposed to determine the optimal conditions of multiple exposure times for HDR imaging by considering the brightness histogram [8] - [10] . Because they address multiple images captured with different exposure times, most of these methods are used for offline HDR image acquisition of still objects under non fluctuating light conditions, and they enable a greater dynamic range between the brightest and darkest areas of an image than current digital imaging systems. Off-line high frame rate (HFR) cameras are widely used for the analysis of high-speed phenomena, which are difficult to inspect using the human eye. However, most HFR cameras lack a real-time image processing function, and this constraint makes it difficult to execute the AE function in real time at a high frame rate when monitoring highspeed phenomena that involve sudden and very significant changes in lighting conditions. Recently, real-time HFR vision systems operating at higher frame rates than conventional video cameras (e.g., NTSC 30 fps or PAL 25 fps) have been developed by implementing various types of image processing algorithms with hardware logic on a dedicated FPGA (Field-Programmable Gate Array) board [11] - [13] . The effectiveness of real-time HFR vision has been demonstrated in many studies using high-speed visual feedback robotic control, for example, for target tracking [14] - [16] , robot manipulation [17] , [18] , virtual stillness for beatingheart surgery [19] , and microscopic microbe tracking [20] . If we could implement a real-time function to control the exposure time by calculating the brightness histogram of an image on such an HFR vision platform, it would be-Copyright c 2014 The Institute of Electronics, Information and Communication Engineers come possible to obtain much better-qualified HFR images without over-and under-exposure for real-time and robust HFR image processing in various applications, even when high-speed phenomena are being observed under suddenly changing lighting conditions such as lamps flickering at 100 Hz, corresponding to an AC power supply at 50 Hz, which is too fast for the human eye to see.
In this study, we develop a real-time HFR vision system that can automatically control its exposure time for capturing 8-bit gray images of 512×512 pixels at 2000 fps. In Sect. 2, the configuration of an HFR vision system that can calculate a 256-bin brightness histogram of a 512×512 image in real time at 2000 fps is described. In Sect. 3, an AE algorithm for HFR images that can maximize the number of pixels belonging to the effective midtone range of the brightness histogram is introduced, and the specifications of the AE algorithm implemented on the HFR vision system are described. In Sect. 4, we present several experimental results obtained in real scenarios, under suddenly changing illuminations, and show the effectiveness of our developed AE HFR vision system.
Real-time HFR Vision Platform

System Configuration
In this study, we employed the IDP-Express system [21] as an FPGA-based HFR vision platform for real-time AE control of HFR images. The IDP Express system was designed to implement various types of image processing algorithms to record both images and features at a high frame rate in the memory of a personal computer (PC. It consists of a camera head, a dedicated FPGA board (IDP Express board), and a PC. Figure 1 shows an overview of the camera head and the IDP Express board. 8-bit gray images of 512×512 pixels captured by the camera head can be transferred to the IDP Express board at 2000 fps with six-pixel parallelism. The IDP Express board consists of an FPGA (Xilinx XCVFX60) for camera I/O and PCI-e bus controls, an FPGA (Xilinx XC3S5000) for hardware implementation of algorithms, serial-to-parallel converters of the camera input, and FIFOs for data transfer between the FPGAs. Figure 2 shows a function block diagram of the IDP Express board. The board has two inputs for the camera head and is connected to the PC through a 16-lane PCI-e 2.0 bus. The input images and the results processed on the IDP Express board are memorymapped via 16-lane PCI-e buses at 2000 fps onto the allocated memories. On the PC, various API functions for the control of the camera head and board parameters and access to memory-mapped data can be used for application software development on a Windows XP 32-bit OS. Using the API functions, the exposure time of the camera head can be simultaneously adjusted in the range of 6.25 μs -500 μs for capturing 512×512 images at 2000 fps. The exposure times were discretely preassigned in the camera head as follows: We used a PC with an Intel Core (TM) 2 Quad Q9400 CPU (2.66 GHz), 4 GB memory, and two 16-lane PCI-e 2.0 buses.
Implemented Circuit Module
In this study, we implemented a parallel processing circuit on the user-specified FPGA on the IDP Express board to accelerate the brightness histogram calculation for 8-bit gray 512×512 images. In the implemented circuit, a 256-bin brightness histogram h(i) (i = 0, · · · , 255) for an 8-bit gray input image, I(x, y), and the 0th and 1st order moment features of a binarized image B(x, y) for I(x, y) are calculated as 
where θ is a threshold parameter for binarization. An image moment is a certain particular weighted average of the intensities of the image pixels. In our implementation, the zerothand first-order moment features for binarized image B(x, y) are calculated using hardware acceleration. These moment features are useful for determining the size and position of the main object to be binarized for high-quality HFR images using AE control. Figures 3 and 4 show the block diagram and timing chart of the implemented circuit module, respectively. The implemented circuit consists of a moment feature module, a brightness histogram module, and a data selector for FIFO output. The implemented circuit deals with the parallel input of 8-bit images in units of 4 pixels from the camera head. A 512×512 image is raster-scanned to the module in units of 4 pixels from the upper left to lower right using X and Y address signals with a 151.2 MHz clock, as shown in Fig. 5 (a) .
The moment feature module is composed of four grayto-binary circuits, three 4-pixel adders, and three sequential moment accumulators. By using four gray-to-binary conversion circuits, B(x, y) is obtained as a binarized image for the input image I(x, y); the 4-pixel adders calculate the added values 4 M 0 , 4 M x , and 4 M y for B(x, y), xB(x, y), and yB(x, y), for 4 pixels. In the sequential moment accumulators, the 0th-and 1st-order moment features, M 0 , M x , and M y , for the whole area are calculated by adding the summed values for 4 M 0 , 4 M x , and 4 M y in synchronization with the raster scanning timing. The four input adders and moment accumulators are implemented in parallel for all three moment features.
The brightness histogram module consists of a state machine, three histogram counters, and a 12-input adder. The state machine generates time-shifted read/write signals for the three histogram counters: one counter is active for writing, one counter is active for reading, and the other counter is active for incrementing the numbers of pixels for each brightness level. To count the number of pixels of each brightness level in units of 4 pixels with the raster scanning of an input image, the histogram counter has 4 block RAMs, which have 256 addresses; the address of each block RAM is set to the brightness level of the input image. The histogram counter performs the following operations with 3 clocks: (1) read the numbers of pixels for the addressed brightness levels from the block RAMs; (2) increment the read-out numbers by 1; and (3) write the incremented numbers to the block RAMs. After the raster scanning of the input image, the 256-bin accumulated numbers of pixels for each brightness level are sequentially outputted from the 12 block RAMs of the three histogram counters as 15-bit data by giving the 12 block RAMs addresses in the order from 0 to 255. The 12-input adder sequentially outputs the numbers of pixels of each brightness level for the input image by adding the numbers of pixels from the 12 block RAMs in synchronization with the raster scanning clock, and thus the 256-bin brightness histogram values for a 512×510 input image can be obtained.
In the data selector, the output data for FIFO are selected with X and Y address signals from the input image I(x, y), 256-bin brightness histogram values h(i) (i = 0, · · · , 255), and moment features M 0 , M x , and M y , as shown in Fig. 5 (b) . Input images are outputted to FIFO for an 8bit gray 512×510 image, corresponding to the 512×512 input image, except for the three blocks in the lower right of the last 12 pixels in the 512×510 image and the two lowest lines. Three moment features are calculated as 32-bit data for 512×510 images, except for the last 12 pixels in the lower right, and outputted into the three last blocks by addition to the input images. 256-bin brightness histogram values are also calculated as 32-bit data for 512×510 images, and these are sequentially outputted in the order from 0 to 255 into the two lowest lines.
The delay time in calculating a 256-bin brightness histogram and three moment features in the brightness histogram circuit module is 9 clocks (1 clock cycle = 59.5 ns) after raster-scanning all the pixels in an input image of 512×512 pixels: 1 clock for the gray-to-binary circuit; 2 clocks for the 4-pixel adder; 4 clocks for the moment accumulator; 2 clocks for the data selector. Table 1 shows the resource consumption of the user-specified FPGA on the IDP Express board when the circuit is implemented on the FPGA. We also confirmed that the 256-bin brightness histogram values and three moment features can be outputted to the PC for 512×510 images in real time at 2000 fps.
Implemented AE Algorithm
According to [1] , the brightness level of the captured image, I, can be expressed using the luminance of the scene, L, and the exposure time, τ, as
where k is a constant. We assume that the image sensor has a linear response and the other exposure factors, such as the aperture value and the gain of the AGC circuit, are fixed. Based on Eq. (3), most AE algorithms can control the mean brightness value of an image at time t + Δt, I(t + Δt), by updating the exposure time at time t + Δt, τ(t + Δt), using the mean brightness value I(t) and exposure time τ(t) at time t:
where I d is a desired midtone value, and Δt is the frame cycle time of the input images. These AE algorithms considered only the mean brightness value for AE control; there may be many under-or over-exposed pixels even in AEcontrolled images, depending on the luminance property of the scene being observed.
To solve this problem pertaining to the mean-based AE algorithms, we introduce an AE algorithm that can minimize the number of non-qualified pixels in an input image I(x, y, t), consisting of under-exposed pixels, where I(x, y, t) ≤ θ u , and over-exposed ones, where I(x, y, t) ≥ θ o . θ o and θ u are thresholds used to determine under-and overexposed pixels, respectively. The numbers of under-and over-exposed pixels, N u (t) and N o (t), are counted by the brightness histogram at time t, h(i; t) (i = 0, · · · , 255):
N u (t) and N o (t) does not directly indicate the brightness values, and we cannot update the exposure time using Eq. (4) for minimizing N u (t) or N o (t). To solve this problem in AE control, we estimate the brightness values of the N u (t)th darkest pixel and the N o (t)-th brightest one in a reference image R(x, y), assuming that R(x, y) is given as an image that has a high-quality brightness histogram h R (i) (i = 0, · · · , 255). Here, the brightness values of the N u (t)th darkest pixel and N o (t)-th brightest one in R(x, y), dĨ u (t) and dĨ o (t), can be estimated using its cumulative histogram of brightness H R (i) (i = 0, · · · , 255) as dĨ
where H R (i) is calculated by accumulating the brightness histogram h R (i), and the integers i n u and i n o are given as
Consequently, dĨ u (t) and dĨ o (t) are estimated as the brightness value between i n u − 1 and i n u , and the value between i n o − 1 and i n o , respectively. For I(x, y, t), the brightness values of the N u (t)-th darkest pixel and N o (t)-th brightest pixel correspond to the threshold parameters θ u and θ o , respectively.
We can apply the estimated brightness values in Eq. (6) to the updating rule of the exposure time in Eq. (4) when a reference cumulative histogram of brightness H R (i) is initially given as the desired cumulative histogram in AE control. When the reference image R(x, y) is generated using actual images, we should consider that R(x, y) may involve some under-or over-exposed pixels. To reduce the effect of the under-and over-exposed pixels in R(x, y) in AE control, we also consider the under-and over-exposure ranges of brightness in R(x, y); R(x, y) ≤ R θ u indicates under-exposure and R(x, y) ≥ R θ o indicates over-exposure.
Considering the under-and over-exposure states in R(x, y), we update the exposure time τ (t + Δt) at time t + Δt in AE control using the exposure time τ(t) and the estimated brightness values dĨ u (t) and dĨ o (t) in Eq. (6) at time t as
where the weights w u and w o are determined as 0 or 1 using the inequality relations
.
In the updating rule of Eq. (9), we assume that the luminance in the scene to be observed is uniformly changed in space under temporally changing illumination, and the order of brightness in the input image is always preserved as the same order of brightness in the reference image. In state 1, the brightness value of the N u (t)-th darkest pixel is controlled; in state 2, the brightness value of the N o (t)-th brightest pixel is controlled; in states 3 and 4, the mid value between the brightness value of the N u (t)-th darkest pixel and that of the N o (t)-th brightest pixel is controlled. The exposure times were discretely preset in the IDP Express, and we selected the one nearest to the preset values as the exposure time τ(t + Δt) in the IDP Express for AE control by
where S denotes the set of the preset exposure times in the IDP Express; their values were described in Sect. 2.1. We implemented our proposed AE algorithm on the IDP Express. It can accelerate AE control using a brightness histogram circuit module on the IDP Express board. The IDP Express board can also binarize an AE-controlled image I(x, y, t) using a threshold θ, and simultaneously calculate the 0-th and 1st moment features of the binarized image, M 0 (t), M x (t), and M y (t), by hardware logic. They can give the size S and location (c x , c y ) of the binarized object in the input image as
In this study, a threshold for binarization is automatically determined with the 256-level brightness histogram h(i; t) (i = 0, · · · , 255) using Otsu's method [22] . We confirmed that our system can update the exposure time of an 8-bit gray image of 512×510 pixels at 2000 fps, including binarization using the Otsu method and moment features calculation.
Experiments
To evaluate the basic performance of our developed AE HFR vision system, we conducted experiments in which the measured scenes were observed under dynamically changing illumination. We compared three methods: (i) a fixed exposure time, (ii) our AE algorithm proposed in Sect. 3, and (iii) the mean-based AE algorithm [1] expressed in Eq. (4). In all the experiments for methods (i), (ii), and (iii), the exposure times of the 512×512 input images were controlled in real time at 2000 fps on our AE HFR vision system; the exposure time was initially set to Δt = 0.5 ms, and the threshold for binarization was automatically determined by Otsu's method. For method (i), the exposure time was always Δt = 0.5 ms. For method(ii), the threshold parameters to determine under-and over-exposure states were set to θ u = R θ u = 50 and θ o = R θ o = 200. For method (iii), the desired midtone value was set to I d = 128.
Static Scene under On/Off Lighting
First, we conducted experiments in which images of a printed paper were captured under a significantly and suddenly changing lighting condition that was produced by turning a tungsten-halogen lamp on and off. Figure 6 shows the experimental setup. On the printed paper, an illustrated face pattern was located on a black-printed background. The printed paper was fixed 20 cm in front of the camera head, and lighted by a 500 W tungsten-halogen lamp at a distance of 28 cm, placed at an angle to the printed paper. Here, all experiments illustrated in this subsection were conducted in the same environment setup. A 512×512 pixel input image corresponded to 10 cm × 10 cm at 20 cm in front of the camera head. The 500 W tungsten-halogen lamp was manually turned on and off; the illumination intensity on the printed paper when the lamp was in the on-state was 22500 lx, which was over 20 times greater than that when the lamp was in the off-state, 1050 lx. Figure 7 shows the reference image and its brightness histogram for our proposed AE algorithm (method(ii)), which was used in the experiment. Figure 8 shows (a) the input images, (b) the binarized images, and (c) the brightness histograms of the input images, taken at intervals of 0.01 s for t = 0.017-0.067 s, when the exposure time was always set to 0.5 ms (method (i)). t = 0 was the start of the observation time, and t = 0.017 s and 0.140 s were the turn-on and turn-off times of the lamp, respectively. Figure 9 shows (a) the exposure time, (b) the mean value of the image brightness, (c) the numbers of under-and over-exposed pixels, (d) the threshold for binarization, (e) the size of the binarized area, and (f) the xy position of the binarized area, over 0.35 s for t = 0.00-0.35 s. It can be seen that the illustrated pattern was observable in the input image when the lamp was in the off-state, whereas all the pixels in the input image were over-exposed when the lamp was in the on-state; it was almost impossible to extract the illustrated pattern as a binarized area in the input image. Figure 10 shows (a) the input images, (b) the binarized images, and (c) the brightness histograms of the input images, taken at intervals of 0.01 s for t = 0.013-0.063 s, when the exposure time was automatically controlled by our proposed AE algorithm (method (ii)). t = 0.013 s and 0.123 s were the turn-on and turn-off times of the lamp, respectively. Figure 11 shows (a) the exposure time, (b) the mean value of the image brightness, (c) the numbers of under-and overexposed pixels, (d) the threshold for binarization, (e) the size of the binarized area, and (f) the xy position of the binarized area, over 0.35 s for t = 0.00-0.35 s. When the light was turned on at t = 0.013 s, the exposure time was controlled from 0.5 ms to 13 μs, corresponding to the rise time of the light from the off state to the on state of the order of 0.1 s. When the light was turned off at t = 0.123 s, the exposure time was controlled from 13 μs to 0.5 ms, corresponding to the fall time of the light from the on state to the off state of the order of 0.1 s. Figure 11 (c) shows that the num-bers of the under-and over-exposed pixels were automatically reduced by our proposed AE algorithm, even when the lightning condition was changed largely and suddenly in time. Thus, the illustrated pattern was always extracted correctly as a binarized area in the input image as shown in Fig. 10 (b) . In Fig. 11 (b) , it can be seen that the temporal change of the mean brightness has a sawtooth waveform when the light was turned on and off. This is because our AE HFR vision system can control only its exposure time with discretely preassigned values, and the exposure time was controlled in time as a stair waveform with a large step as shown in Fig. 11 (a) . Figure 12 shows the detailed information of Fig. 11 for 55 to 60 ms. In Fig. 12 (a) , along with an increase in illumination intensity on printed paper, the exposure time was suddenly decreased from 50 to 18 μs within three frames from 56.0 to 57.5 ms, and then increased from 18 to 25 μs within two frames from 57.5 to 58.5 ms. In Fig. 12 (b) , the mean brightness was slightly increased from 153 to 162 within two frames from 56.0 to 57.0 ms along with an increased in the illumination intensity on the printed paper. This is because the new generated exposure time in our system is first written to the register in the IDP Express board through the PCI-Express bus, which will take effect after a two-frame delay (1 ms). After a two-frame delay, the mean brightness suddenly decreased from 162 to 83 within three frames from 57.0 to 58.5 ms, and then increased from 83 to 106 within two frames from 58.5 to 59.5 ms. Figure 13 shows (a) the input images, (b) the binarized images, and (c) the brightness histograms of the input images, taken at intervals of 0.01 s for t = 0.019-0.069 s, when the exposure time was automatically controlled by the mean-based AE algorithm (method (iii)). t = 0.019 s and 0.120 s were the turn-on and turn-off times of the lamp, respectively. Figure 14 shows (a) the exposure time, (b) the mean value of the image brightness, (c) the numbers of under-and over-exposed pixels, (d) the threshold for binarization, (e) the size of the binarized area, and (f) the xy position of the binarized area, over 0.35 s for t = 0.00-0.35 s. By implementing the mean-based AE algorithm on the HFR vision system, the exposure time was also adaptively controlled, corresponding to the turn-on and turn-off of the light. As compared with the experimental results obtained by our AE algorithm (method (ii)), it can be seen in Fig. 14 (c) that the numbers of under-and over-exposed pixels became larger, and the illustrated pattern was not perfectly extracted by binarization, as shown in Fig. 13 (b) . This is because the mean-based AE algorithm can control the exposure time of the HFR vision system by using only the mean brightness value, and the under-or over-exposed pixels in the input image were not directly considered for AE control, even when their numbers increased. 
Vibrating Object under Projector Illumination Flickered at 100 Hz
Next, we conducted experiments in which images of a vibrating 10-mm-diameter red marker were captured in order to extract its location under projector illumination blinking at 100 Hz, which corresponds to the illumination flicker frequency caused by an AC power supply at 50 Hz. Figure 15 shows the experimental setup. The marker was located 18 cm in front of the camera head. It was attached to a steel cantilever beam supported at only one end, and it was vertically vibrated by tapping the cantilever beam with a human finger. The vibration frequency was approximately 48 Hz. It was lighted by a high-speed projector, a DLP Light Commander (Texas Instruments Inc), at a distance of 24 cm at an angle to the red marker. To simulate 100 Hz flickering illumination, the DLP Light Commander was programmed to project black and white images alternatively at 100 Hz. A 512 × 512 input image corresponded to 10 cm × 10 cm at 18 cm in front of the camera head. The illumination intensity on the red marker when the projector projected a white pattern was 12000 lx, which was more than 10 times greater than that when the projector projected no pattern, 1100 lx. Our proposed AE algorithm can be correctly operated to acquire high-quality images by updating the reference image in real time at every frame, even when the target scene is geometrically changed in time. In the experiment, the reference image for our proposed AE algorithm was set to the input image at the previous frame, assuming that the input image at the previous frame was always good-qualified by AE control. Figure 16 shows (a) the input images, (b) the binarized images, and (c) the brightness histograms of the input images, taken at intervals of 0.002 s for t = 0.010-0.020 s, including the crucial moment when the projector turned on for white pattern projection, when the exposure time was always set to 0.5 ms (method (i)). Figure 17 shows (a) the the exposure time of 0.5 ms, which was the longest exposure time when the input image was captured at 2000 fps; the input image had 30% under-exposed pixels because of insufficient illumination for the sensitivity of the CMOS image sensor of the camera head. On the other hand, most of the pixels in the input image were over-exposed when the projector projected white patterns; the marker was not correctly extracted as a binarized area in the input image, and its vibration at 48 Hz vibration in the y direction was unobservable as shown in Fig. 17 (f) . Figure 18 shows (a) the input images, (b) the binarized images, and (c) the brightness histograms of the input images, taken at intervals of 0.002 s for t = 0.0075-0.0175 s, including the crucial moment when the projector turned on for white pattern projection, when the exposure time was automatically controlled by our proposed AE algorithm (method (ii)). Figure 19 shows (a) the exposure time, (b) the mean value of the image brightness, (c) the numbers of under-and over-exposed pixels, (d) the threshold for binarization, (e) the size of the binarized area, and (f) the xy position of the binarized area, over 0.15 s for t = 0.00-0.15 s. It can be seen that the exposure times were automatically set to 0.5 ms and 71.4 μs when the projector projected no pattern and the white pattern, respectively, excluding the crucial moments when the projector turned on and off. In the DLP projection, both the rise and fall times were very small, within 1 ms, and several frames were required to converge the exposure time in AE control when the illumination intensity changed suddenly, as compared with the frame cycle time 0.5 ms of the input images captured at 2000 fps. Thus, high-quality images could not be obtained in several frames just after the projector turned on or off as shown in Fig. 18 . The 48 Hz vibration of the marker in the y direction was observable as shown in Fig. 19 (f) , whereas there were shot noises when the projector turned on and off; these spike noises were seen mainly in the binarization of overexposed images. In Fig. 19 (e), we can judge whether the input images were over-exposed by checking the size of the binarized area, assuming that the size of the target object to be extracted was initially given as a fixed value. After reducing the over-exposed frames from the input images captured at 2000 fps, AE controlled images without over-exposed frames, which occurred at an interval of 10 ms according to the 100-Hz projector illumination, can be sub-sampled at 100 fps or more, and localize the moving target object correctly in the input image without binarization error. Figure 20 shows the detailed information of Fig. 19 from 1 to 11 ms. In Fig. 20 (a) , we can observe that two frames (1 ms) were required to converge the exposure time during AE control when the illumination intensity suddenly changed. In Fig. 20 (b) , we can observe that four frames (2 ms) were required to converge the mean brightness during AE control when the illumination intensity suddenly changed. The convergence time of the mean brightness is longer than the convergence time of the exposure time, i.e., it takes two additional frames to reach a stable mean brightness in our system. In Fig. 20 (c)-(f), we can observe that high-quality images can be obtained in several frames (t = 5-7 ms and 9-11 ms) after the mean brightness converges. Figure 21 shows (a) the input images, (b) the binarized images, and (c) the brightness histograms of the input images, including the crucial moment when the projector turned on for white pattern projection, taken at intervals of 0.001 s for t = 0.0095-0.0195 s, when the exposure time was automatically controlled by the mean-based AE algorithm (method(iii)). Figure 22 shows (a) the exposure time, (b) the mean value of the image brightness, (c) the numbers of under-and over-exposed pixels, (d) the threshold for binarization, (e) the size of the binarized area, and (f) the xy position of the binarized area, over 0.15 s for t = 0.00-0.15 s. When the mean-based AE algorithm was used, the exposure time was also adaptively controlled, corresponding to the 100-Hz projector illumination, whereas the marker was not correctly extracted as a binarized area as shown in Fig. 21 (b) . This is because the mean-based AE algorithm does not consider the brightness histogram of the input image, and the desired midtone brightness value, 128, was not suitable, especially when the size of the target object to be extracted was much smaller than that of the input image. As a result, high-quality input images could not be obtained for binarization of the target object in all the frames, as compared with the experimental results obtained by our AE algorithm (method (ii)).
Human Fist Tracking Using a 2-DOF Active Vision
Next, we present the results of mechanical tracking of a human fist obtained by controlling a two degrees of freedom (2-DOF) active vision. Figure 23 shows the configuration of the target tracking system, which consists of a 2-DOF active vision and IDP Express. The 2-DOF active vision is moved by pan and tilt motors, the compact and high-speed RSF-5A-50 motors (Harmonic Drive Systems Inc.). The dimensions of the active vision system were 12 × 12 × 7 cm, without the camera head. The IDP Express camera head was mounted on this vision system. The orientation of the camera head was controlled by using the center position (c x , c y ) of the target object as visual information from IDP Express to track a target object at the center of the camera view.
In this experiment, a human fist was moved left-andright, twice per second, at a distance of 35 cm in front of the camera head under a black cloth background in a laboratory. The reference image and brightness histogram of the tracked human fist are shown in Fig. 24 . In the experiment, our proposed AE algorithm was executed at 2000 fps on the IDP Express. The binarization threshold and initial exposure time were set to 80 and 0.5 ms, respectively. The human fist was tracked at pixel position (256, 256), which is the center of the camera view, using our fast object tracking system and proposed AE algorithm. The visual feedback control rate was set to 2000 Hz, corresponding to the frame rate of the object tracking on the IDP Express. The threshold parameters used to determine the under-and over-exposure states were set to θ u = R θ u =39 and θ o = R θ o =120. Figure 25 (c) shows the pan and tilt angle of the active vision for over 3 s for t = 0-3 s. For the target object, Figure 25 (a) shows the x and y coordinate values of its center position (c x , c y ) for over 3 s for t = 0-3 s. The start of the observation time was t = 0 s; the start of the moving time of the active vision was t = 1.06 s; and the start of the moving time of the human fist was t = 1.38 s. In Fig. 25 (c) , the pan angle was periodically changed twice per second, whereas the tilt angle was not changed as often. This tendency corresponds to the left-and-right movement of the human fist. In Fig. 25 (a) , it can be seen that the center position of the binarized image was always controlled at around a pixel position of (256, 256), which is the center of the camera view, whereas there were small deviations caused by the limitation of motor potential ability. In Fig. 25 (d) , it can be seen that the brightness histogram at the different times was nearly always similar to the reference image to be tracked. Figure 26 shows the input images, binarized images, and brightness histograms obtained by setting active vision in different angles using a constant exposure time (0.5 ms). It can be seen that high-quality images of human fist can not be always acquired when the active vision was moving from −5 degree to 5 degree.
These results indicate that our proposed AE algorithm can correctly operate to acquire high-quality images by updating the reference image in real time at every frame, even when the target scene is geometrically changed in time. Our developed AE control algorithm can also be used as a realtime sensor for robot feedback control that is responsive to rapidly changing real-world conditions, which requires a high frame rate and real-time video processing.
Conclusion
In this paper, we developed an AE HFR vision system that can control exposure time in real time for high speed application under changing lighting conditions. Our developed system can obtain high-quality HFR images of 512×512 images at 2000 fps by implementing a brightness histogrambased AE algorithm that can maximize the number of pixels in the effective range of the brightness histogram of the input image. Its effectiveness was verified by conducting several real-time AE control experiments under rapidly changing illumination conditions, including illumination flickering at 100 Hz. We plan to improve the accuracy of our system by implementing a more detailed sampling interval of the exposure time on our hardware. In the future, we will extend the use of our AE HFR vision system to various application fields in HFR video-based robot control, surveillance, factory inspection, and biometric applications, which require robust image processing under dynamically and significantly changing illumination in the real world.
