Lack of knowledge of the prior distribution in classification problems that operate on small data sets may make the application of Bayes' rule questionable. Uniform or arbitrary priors may provide classification answers that, even in simple examples, may end up contradicting our common sense about the problem. Entropic priors, via application of the maximum entropy (ME) principle, seem to provide good objective answers in practical cases leading to more conservative Bayesian inferences. Entropic priors can be easily derived and applied to classification tasks when no more than the likelihood functions are available. In this paper we review the use of the entropic priors also in comparison to priors that are obtained from maximization of the mutual information between observations and classes. Such priors are the equivalent of the well-known reference (or Bernardo's) priors for the discrete case. The comparison considers both approaches in prospective and clarifies differences and potentials. A combinatorial justification for entropic priors, inspired by Wallis' combinatorial argument for entropy definition, is also included.
Introduction
In many signal processing applications a system of probabilistic inference has to be designed according to a best guess about the model. More specifically, in applying Bayes' theorem, imperfect knowledge about likelihoods and priors may strongly affect the results of our classifications. The difficulty is particularly critical if we have to base our inferences on small sets of observations.
Controversial results on the application of Bayes' theorem have recently stimulated a growing interest in alternative theories to probability theory. For example, evidence theory [31] [3] has been developed in the attempt of providing answers when direct application of Bayes' theorem seems to lead to solutions that are inadequate, or contradictory with respect to our common sense. The Dempster-Shafer approach to data fusion [32, 33, 28] is becoming very popular in some domain areas [29, 3] and to many it seems to be a promising, useful alternative to the standard Bayesian framework.
We question whether remaining in the realm of classical probability and information theory [10] we can resolve some of the apparent difficulties in dealing with model uncertainties. We find that in most cases if we fill-in our lack of knowledge following the Maximum Entropy (ME) principle, all the contradictions seem resolved indicating that the problems that may have arisen are just the consequences of arbitrary implicit assumptions.
Of course, entropy maximization has a long history [15, 16, 17] both in signal processing and in more philosophical contexts. The literature is full of examples in which the ME principle has been translated into successful applications even though some general questions remain on its intrinsic nature.
In this paper we concentrate on standard Bayesian inference in which part of the model is not known.
We search for "objective" solutions, which means to look for self-contained methods which are not subjectively elicited. We limit our attention only to unknown priors in data classification problems. Uncertainties in the likelihoods are also of great interest, but will be analyzed elsewhere.
Classical use of uniform priors that may be traced back to the work of Laplace [20] , may result inappropriate in many applications [3] . Various attempts have appeared in the statistics literature in trying to obtain objective alternatives to uniform priors. Jeffreys' priors [18] , named after Harold Jeffreys, are non-informative probabilities on the parameter space and are related to the square root of the determinant of Fisher information matrix. Jeffreys' priors are defined for continuous parameter space and have the advantage of being independent upon the set of parameter variables. Conjugate priors [27] are such that the posterior distribution is in the same family of the prior distribution. The advantage is posterior's tractability; a typical and well-known example is the Gaussian distribution which is conjugated to itself.
For example, if the likelihood is Gaussian and the prior is chosen to be Gaussian, then also the posterior is Gaussian. Again this choice of priors is well-defined only for continuous parameters and does not depend directly on a chosen cost function. Reference Priors [5, 6, 14] are the most known and often used as an objective choice. They are derived from mutual information maximization and their definition is valid both for continuous and discrete parameter spaces. Unfortunately, in the latter case the classic definition of reference priors leads trivially to discrete uniform priors for large sample sets [6] . Reference priors have been recently redefined [4] , with the objective of obtaining meaningful prior structures even in the discrete case.
Other prior choices have been proposed in literature, such as the Zellner's Priors [35] (MDI -Maximal Data Information priors). Their definition comes from the optimization of an ad-hoc information theory measure which is neither entropy nor mutual information. Other priors, specific for given applications, can be derived from normalizations related to domain knowledge [12] .
In this work we limit our attention to priors derived from the maximization of model entropy (entropic priors). The ME approach seems to be an excellent candidate for solving some of the inconsistencies related to model uncertainties (see [7] for a recent interesting discussion). A comparison with priors derived from maximization of mutual information, which asymptotically represent the formal definition of the reference priors for the discrete case that we refer to here as maxinf priors, is also included.
Entropic Priors are not new [23, 8, 9, 13, 24] . Well-known is the exponential solution to entropy maximization [15, 17, 10] , also known as Boltzmann distribution, when constraints are imposed in the form of moments, either on the generative or the discriminative models. Even though attempts to impose moment constraints have been reported in the literature, the solutions are somewhat cumbersome also because the nature of the classification problem includes both continuous (the measures) and discrete variables (the labels). Entropic priors have been introduced within the context of theoretical physics (see for example [2] and references therein) and their usage is still an open issue because of their inconsistent behavior with repeated experiments [9] . We address this issue in the second part of the paper providing a solution and an algorithm for iterative prior computation.
The first original contribution of this paper is the bottom-up approach from simple classification examples to compare posterior distributions when uniform, maxinf and entropic priors are used. The comparison shows promising characteristics of the maximum entropy solution, that it is easy to compute and that seems to fix the inadequacies of Bayes' rule based on uniform, or other prior choices. After reviewing the idea of entropic priors, our second original contribution is a combinatorial justification of entropic priors for classification that extends Wallis' entropy derivation [17] to a multi-class context. To our knowledge the maximum entropy method has not been exploited much within the data classification context and it seems to qualify as a promising paradigm for many signal processing applications. The third original contribution of this work is in addressing the problem arising from excessive spreading of the entropy for multiple observations [9] . To this purpose in the second part of the paper, we first derive a condition on the likelihoods for consistency, and successively when such a condition is not satisfied, we propose a solution for forcing ergodicity on the posterior sequence with an iterative algorithm that updates the entropic priors dynamically. Other domain-dependent attempts have been reported in the literature [9] to fix the consistency problem for continuous parameters. Our method focuses on discrete classes and it is totally self-contained within the entropy maximization criterion and requires only knowledge of the likelihood functions and their mutual KL-divergence.
In [25] we tested entropic priors for a target classification problem taken from [29] and [3] in comparison to the application of Dempster-Shafer (DS) theory. These experiences motivated our investigations on the method because the maximum entropy priors showed striking results in providing good common sense answers where Bayes' rule with uniform priors was claimed to be inadequate.
In this paper in Section 2 we set the stage for the classification problem and propose two examples that show intriguing results from the application of Bayes' rule with uniform priors. In Section 3 we present entropic priors and maxinf priors. They are then applied to the examples of the previous section. In Section 4 we present a combinatorial justification of entropic priors building on Wallis' idea. In Section 5 we provide a list of entropic priors for canonical likelihoods and point to a geometric interpretation.
In Section 6 entropic priors are applied to sequences where, after presenting a condition for ergodicity of Bayes' formula, we generalize the entropy maximization to sequences with the inclusion of the consistency condition. A set of simulations confirms the theory. Proofs and derivations are confined to the Appendix.
Inference for Classification
In classification, or pattern recognition problems, we have available a set of d random attributes
directly linked to a discrete random variable S which takes values in the discrete alphabet
Vector X is modeled as a d-dimensional random variable that belongs to a sample space X , that can be finite, infinite, continuous or discrete. The elements of X may be results of measurements, or be instances coming from other subsystems. Inference for classification consists in obtaining the degree of association between X and S, i.e. from a realization
we want to obtain a degree of association to each one of the elements of S. Detailed inference about S can be obtained if the a posteriori probabilities (posteriors) are computed for each s ∈ S via the application of Bayes' theorem
where f (x|s) are the likelihood functions and P r {S = s} are the a priori probabilities (priors).
Unfortunately, in many practical cases the system designer has to operate with uncertainties about likelihoods and priors. His lack of knowledge about these two parts of the model may make the application 
and that they are partially overlapping l 1 < l 2 < u 1 < u 2 . Now given a measurement X = x, we would like to infer about the class. 
shown in Figure 2 .1 and compute the posterior probabilities for each realization. If we observe x a , with l 1 < x a < l 2 , from Bayes' theorem the posterior probability is P r {S = s 1 |x a } = 1, no matter what prior we choose, and similarly, when we observe x c , with u 1 < x c < u 2 , the posterior completely favors hypothesis s 2 , P r {S = s 2 |x c } = 1, independently from the prior.
Quite surprisingly instead, with sample x b , with l 2 < x b < u 1 , if we use uniform priors (as in maximum and P r {S = s 1 |x b } > P r {S = s 2 |x b }: Bayes' theorem gives more confidence to hypothesis s 1 because its likelihood is the highest. If we look at this from outside the realm of probability theory, it appears somewhat contrary to our reasonable judgment: why would one want to attribute more confidence to s 1 than to s 2 if the value is compatible with both hypotheses and we know nothing about the phenomenon except the two intervals? Of course, from elementary probability theory, we know that is the normalization that has raised the likelihood of s 1 , but could this just be an unsatisfactory artifact of the probabilistic framework?
Example 2
Let us look at another example of a different nature that raises similar questions. Suppose we have a set of colored wooden objects X = { , , ♦} = {T riangle, Square, Diamond}, and we know that T riangles and Squares are painted Red and Green, but not Blue. Also, Diamonds can only be Green or Blue.
If we are blindfolded and handed one of the objects and asked to guess the color, what would we say?
It is obvious that we would express equal confidence on Red and Green if we are given a T riangle or a Square, and equal confidence on Green and Blue if we are given a Diamond. Right? However, let us see what happens if we set up the problem in the Bayesian framework. The set of colors is S = {R(ed), G(reen), B(lue)} and we group in matrix P the obvious likelihoods , and compute all the posteriors using Bayes' theorem
Isn't a little strange that Bayes' theorem tells us to shift our belief towards Red if we observe a T riangle or a Square, and towards Blue if we observe a Diamond, rather than keep equal confidence on each pair?
Should we follow the results of probability theory, or our common sense? If we played this trivial guessing game with anyone, we would have a difficult time convincing him/her to shift his/her belief as in formula (2.5), perhaps attributing some philosophical rightness to probability theory.
Why did our examples show such a strange result? Should we question probability theory and use alternative approaches? Or have we perhaps made a mistake in our problem setting?
The answer is that we have inadvertently injected an arbitrary assumption into the model: the likelihoods are correct as they describe the way the data are composed, but the uniform priors are totally arbitrary! The basic question is then: how do we fill-in our lack of knowledge about the priors to get an answer from Bayes' rule that at least does not contradict our common sense? Or better: what is the information that is carried only by the likelihoods, and how do we make sure that nothing more is injected into the problem?
Objective Priors
The problem we pose is one of a search for priors that are "objective", in the sense that they depend only on the likelihoods, and nothing more. The search for objective priors has a long history. Some of it has been reviewed in the introduction. In the following we discuss in detail the method of maximum entropy for obtaining the entropic priors and provide a comparison with the maxinf priors, that are the equivalent for a discrete set of the famous reference priors. Reference priors are obtained from maximization of the mutual information and appear to many as the chief choice when only the likelihoods are available. The comparison that follows should provide a better understanding of the differences and the most appropriate application domains for each of these approaches.
Entropic Priors
In the entropic framework, we search for the prior distribution that, given the likelihood functions, maximizes the joint entropy[10]
The integral is replaced by a summation if the variable X is discrete.
Proposition (Entropic Priors):
The prior distribution that maximizes the joint entropy H(X, S) for given likelihoods f (X|s), s ∈ S, is
y∈S e H(X|y) ,
where H(X|y) is the conditional entropy
The proof is straightforward and is reported in the appendix. Joint, conditional and marginal entropies with entropic priors are respectively
where C = s e H(X|s) . Note that the entropies are expressed in nats for easier notation, but the base of the logarithm is totally irrelevant. Quite appealing is Bayes' compact formula with entropic priors
Entropic priors have been proposed in different forms [9, 24, 8, 30, 13] mostly within the context of theoretical physics. In [9, 8, 30] constraints on Fisher's information matrix are also imposed for the continuous parameter case. In addition, to assure consistency of the classification, additional virtual constraints were added (the problems related to the consistency of this approach will be addressed in detail in the following sections). Expressions similar to (3.2) have been derived in [24] . The derivation reported here is slightly different from Neumann and Skilling's because we maximize directly joint entropy, while they maximize prior entropy with a constraint on the average likelihood entropy. Their result contains a scale parameter that needs to be resolved by other means. A similar derivation was reported also in [23] for obtaining maximum entropy marginals; the solution was applied to a system consisting of statistically dependent spins and to a thermodynamic model. Other ideas for entropic prior applications are in [2] .
The rationale behind this approach is that entropy effectively represents the degree of uncertainty about the model [15, 16, 17] and it appears to be the natural choice when no further hypotheses can be injected into the system. Maximum entropy methods have been used extensively in various contexts showing great success in many application areas. In any case, to our knowledge, the real power of using entropic priors has not found full application yet in data classification problems.
Maxinf Priors
In the information framework, we search for the prior distribution that maximizes the mutual information between S and X
where the integral is replaced by a summation if variable X is discrete. The mutual information can be rewritten as the expected Kullback-Leibler (KL) divergence between the posterior P r (S = s|x) and the prior P (s) = P r {S = s}
Mutual information is concave with respect to P (s) and therefore the maxinf solution P I (s) is unique and can be computed using the well-known Arimoto-Blahut algorithm ( [10] , p.367): (1) Start with an initial guess P 0 (s); (2) apply Bayes' rule to get the current posterior: (3) adjourn the prior with the best distribution for the current posterior: P i (s) = e´y f (y|s)log Q i (s|y) dy c e´y f (y|c)log Q i (c|y) dy ; (4) back to (2) and iterate.
The mutual information criterion is self-contained and elegant. The idea of maximizing average KLdistance between prior and posterior appears very appealing as a guideline for non informative priors.
Bernardo's priors, or reference priors [5, 6, 14] are defined according to this criterion for continuous parameters and for large sample sets and usually exploit the Gaussian property of the asymptotic posterior distribution. It is well known that reference priors in the discrete case tend to the uniform distribution as the sample size grows [5] . The absence of a prior structure in these important situations has recently motivated Berger to rearrange the "reference" idea to discrete classes, giving some tips to encapsulate the discrete problem into an equivalent continuous problem [4] .
Mutual information maximization is well known in communication theory: if the variable S is the information source and X models noisy channel outputs, the maximum of I(S, X) with respect to the distribution of S is Shannon's channel capacity [10] . The distribution in optimal conditions gives a criterion for the communication link designer to optimally "load" the channel. Therefore the maxinf criterion tends to provide a prior distribution that most helps the inference process. Mutual information maximization between observations and priors tends to attribute more probability to the classes in S that provide the best exchange of information with observation X. Coversely, in data classification applications we are motivated to search for priors that can provide robust inferences for small sample sets. The following comparison should clarify differences and peculiarities for both approaches.
Back to Example 1
Entropic priors for the two uniform likelihoods of Example 1 are:
Realizations x a and x c still give P r {S = s 1 |x a } = 1 and P r {S = s 2 |x c } = 1, no matter what priors we choose. Since H(X|s 1 ) = log ∆ 1 H(X|s 2 ) = log ∆ 2 , with sample x b , Bayes' theorem with the entropic
2 . This appears as a more common sense answer with respect to the one obtained with uniform priors.
Maxinf priors, can be computed on this example, by applying Arimoto-Blahut algorithm of Section 3.2. At a generic step Sinceˆx
the complete recursion is
where The product likelihood-prior f (x|s)P (s) is shown for uniform, entropic and maxinf priors respectively (recursion (3.10) converges in about ten steps). The three cases correspond to priors ( 2 ) and (.6592, .3408). It is clear how the entropic priors equalize the inference by giving the least informative answer. Conversely, the maxinf priors tend to "load" more the first class because it is the least confused.
Back to Example 2
For the entropic priors in Example 2 we have H(X|s 1 ) = log 2, H(X|s 2 ) = log 3 and H(X|s 3 ) = 0, i.e. P E (s 1 ) = .3333, P E (s 2 ) = .5000 and P E (s 3 ) = .1667. It is clear how the response with the entropic prior reflects the desired common sense, while the maxinf solution assigns probability mass only to classes s 1 and s 3 because they are the most connected to the observations. Maxinf priors shift even more the inference belief in a polarized way in comparison to flat priors.
Entropic versus maxinf priors
When we look at the two approaches to prior's determination we see marked differences: in the maxinf approach more emphasis is put on the classes that are the easiest to invert. Vice versa in the entropic case we have more probability mass placed on the hypotheses that most mix the likelihoods. To visualize the differences we like to think in the maxinf case as if a "genie," hidden behind the "likelihood curtain," were working to help the inference process by placing more probability mass on the likelihoods that are the easiest to invert. Conversely, with the entropic priors we may imagine a "demon" that works against the inference process in misplacing the probability masses to make our Bayesian inversion as hard as possible.
Then what choice for objective priors? To us entropic priors seem to qualify as the most non-informative solution. Vice-versa maxinf priors may be most useful when we can choose prior distribution to help the inference process. In some of our recent signal processing experiments we have found with no exceptions satisfactory answers with entropic priors when we search for robust solutions to a classification problem.
Entropic priors also seem to match our quest for common sense responses well. Much remains to be explored in the applications, also with the maxinf solution. In the following we focus mainly on entropic priors .
Combinatorial Justification for Entropic Priors (Wallis' idea)
It is still intriguing to us why maximum entropy provides problem solutions that make more sense when information about the model is scarce [26] . An elegant answer to some of the general questions related to the ME methods can be built on a fundamental observation made by Wallis, and subsequently reported by Jaynes [17] , that suggests how the entropy of a random variable could be derived as an asymptotic measure of complexity from elementary combinatorics. We still find remarkable that the entropy expression compactly measures the complexity of the phenomenon associated to a random variable remarkable. In the following, after reviewing Wallis' idea, we analyze the multi-class context as the limit of a combinatorial game .
Consider a bucket that contains three different kinds of balls {1, 2, 3}. Let us denote with N the total number of balls and with N 1 ,N 2 and N 3 , the number of balls of type 1, 2 and 3 respectively, as illustrated in Figure 4 .1. The number of possible ways we can extract with no replacement the N balls from the bucket is given by the multinomial coefficient
Considering the ratio log(W )/N , using Stirling's approximation for large factorials and taking the limit for N → ∞ , we get [17] 
where 
which is the joint entropy of the model. Therefore, maximization of the joint entropy with respect to {p a , p b , p c }, while keeping constant the proportions of the three types in each bucket (constant likelihoods), is equivalent to assign balls in each bucket in a proportion that maximize the number of possible ways we can extract all the balls from a unique bucket containing their mixture. The combinatorial arguments strongly support the use of joint entropy maximization as a means to avoid including implicitly any arbitrary assumptions about the color distribution. In our genie-demon analogy, the (maxinf) genie loads the buckets in a way that favors inference, while the (entropic) demon loads them in the most confusing way.
As a further experiment of comparison for prior distributions, we solve the inference exercise for the balls of Arimoto-Blahut algorithm, are (P aI , P bI , P cI ) = (.2933, .0516, 0.6551); they attribute more emphasis on Red and Blue balls working in the opposite direction with respect to entropy maximization. Now if we pick a ball from a unique bucket reading only its type, we have color posteriors (to read column wise) respectively for true (T), uniform (U), entropic (E) and maxinf (I) priors. The ME criterion corresponds to the mixture which is the least favorable for the observations, while mutual information maximization works to provide priors which are more favorable for the identification.
Entropic Priors for Canonical Likelihoods
Entropic priors can be computed numerically when we have empirical or discrete distributions, or analytically if we have the likelihood expressions available. In the table that follows we have computed explicitly entropic priors for some common uni variate distributions [10, 21] . For some canonical multivariate densities [11] we also have
By rewriting Bayes' formula as The membership functions obtained with maximum entropy method show striking similarities with the membership functions used in the fuzzy logic framework [34] . Further comparison of the entropic prior approach with fuzzy logic is quite appealing, but it is beyond the scope of this paper and it will be addressed elsewhere.
Entropic priors have also a simple geometric interpretation. Recall that the volume of the support set of a random vector X is approximately V (X) ≈ e H(X) [10] . In our case we have the entropic priors as just the relative volumes of the conditional support sets, i.e.
Likelihoods with larger volumes have stronger entropic priors. An example is illustrated in the figure   5 .2 where we have graphically shown the volumes of the support set in the case of a three-classes (S = {s 1 , s 2 , s 3 }). In this picture the entropic prior of s 2 is the strongest among the three.
6 Entropy priors for sequences ME solutions to prior determination are particularly useful when we have available small data sets. In the discussion presented above we have considered only one d-dimensional observation vector X implicitly assuming that all our observations are condensed into one sample of X. More in general when more samples of X, possibly dependent, are available, we need to consider Bayes' inference for sequences in which we have available n d-dimensional random attributes
all associated to one of the classes s 1 , s 2 , ..., s M . The set can represent n independent trials of the same d-dimensional random variable, or more generally a dependent time series. Bayes' formula for the posterior probabilities at time n becomes
Objectivity for the priors in this more general scenario requires that at every time step a new set of priors is considered as a consequence of the new likelihoods f (x n |s). Unfortunately, as n grows, a new problem must be considered, because if the data is generated from a specific class, the posteriors should asymptotically concentrate their probability mass onto that class (ergodicity). More specifically, prior determination has to account for consistency of the inference process because when a sequence belongs to the typical set of a class, it must be recognized by Bayes' inference as belonging to the right class. Any proposal for priors cannot avoid such a constraint. More formally, if the data sequence x n i is generated from class s i , we need to require that for n → ∞
Ergodicity constraints are made more explicit by the following proposition.
Proposition 1. For a random sequence X n , the posterior probabilities are consistent, if for large n, the sequence of priors satisfy the condition
f (x n |s i ) dx n is the KL-divergence between likelihood f (x n |s j ) and f (x n |s i ).
The proposition states that we have to control the priors' evolution to avoid that possibly the wrong class takes over as n grows. This clearly depends on how much the class likelihoods are separated. The proof is based on the law of the large numbers and follows standard steps often used in large deviation theory [10] .
Proof. (CORRECTED) Given a sequence x n j coming form class s j, from the law of the large numbers as
where convergence is in probability. Hence
that substituted in Bayes' formula, immediately implies that P n (s j |x n j ) → 1 and P (s i |x n j ) → 0 if and only if log P n (s i ) < D n (j; i) + log P n (s j ).
In the special case of constant priors P n (s) = P (s), the condition is trivially satisfied for n > n 0 , for some n 0 , because as n grows, D n (j; i) also grows [19] .
Entropic priors for sequences
Reconsidering more in general the maximization of the model entropy H(X n , S), we get the entropic priors P n (s) = e H(X n |s)
y e H(X n |y) , (6.6) that as n grows, tend to concentrate all their probability mass on the class with the largest entropy, i.e. lim n→∞ P n (s) = δ(s−s max ). This problem has appeared as a fundamental limitation to the use of entropic priors for sequences, because the entropy spread may take control of the priors making Bayes' formula useless. Caticha and Preuss, that proposed entropic priors for continuous parameter spaces [9] , pointed to such a problem and proposed a solution with a constrained average entropy for the priors to contain this saturation effect. Unfortunately such value must be evaluated from specifics of the application domain. We would rather approach the problem in this discrete-class context recognizing that we are only interested in the posteriors and we do not necessarily care about the wrong saturation effect of the priors, as far as Bayes' formula is maintained consistent. Therefore, according to Proposition 1 we can use entropic priors (6.6) and have consistency of the posteriors if 
Ergodic constraints on entropic priors
In many applications in which the class distributions may be poorly separated, perhaps because they have superimposed means, or similar covariances, etc., we should not give up our effort to obtain entropic objective priors just because condition (6.7) is not satisfied. We can upgrade our entropy maximization by appending the ergodicity constraints. Entropic priors P nE (s) definition at time n is then generalized
where is a small positive constant. Obviously, the problem is a bit more complicated because at each time step we must have available all the time-varying class entropies H(X n |s), and all the KL-divergences D n (i; j), and solve a constrained optimization problem. Fortunately, the conditions can be easily cast into a standard convex optimization problem with linear inequality constraints and solved with the help of Karhush-Khun-Tucker conditions [1] . Entropic priors take the more general expression 9) where the the constants λ n ij ≥ 0, i, j = 1, ..., M are computed iteratively from the constraints at each time step n. The full derivation is reported in the appendix where an explicit algorithm for constant evaluation is also proposed. Essentially the entropy exponents is modified to ensure consistency: classes with large entropy must be contained in their prior value during sequence evolution while the prior for classes with small entropy is to be emphasized. The solution is quite general because when the class typical sets are sufficiently separated, many constants λ n ij (if not all) may vanish; when contribution i, j is present instead, either λ n ij , or λ n ji is null, respectively adding or subtracting to the entropy exponent a positive value. 
These parameters do not satisfy the separability constraint (6.7), which in this particular case reduces to
We have computed with the algorithm presented in the appendix, at each time step a new set of entropic priors with = .05 and n = 1 − 20. Figure 6 .1 (a) shows entropic prior evolution with and without the ergodicity constraints. Note that the entropic priors for the class with largest entropy still dominate asymptotically. However the constrained optimization contains the entropy spreading effect. In Figure 6 .1 we see also the results of Bayes' formula applied to the test sequence (b) extracted form class s 2 which is the one with the second largest entropy. Figure 6 .1(c) shows the posterior evolution with uniform priors while 6.1(d) shows the posterior evolution with constrained and unconstrained entropic priors. Note that with unconstrained priors class s 1 takes over because it has the largest entropy. Conversely, after constraining the priors, the inference is asymptotically correct towards class s 2 showing the prudent evolution of the ME objective solution.
Interesting is the application of the entropic priors to a non-typical set. For example when we have a model and we want to attribute membership posteriors to an arbitrary sample, we can use objective entropic priors. After all we started the discussion of this paper on Examples 1 and 2 on samples that belong to the intersection of more than one class. shows posterior evolution for unconstrained and constrained ergodic priors. We see that the unconstrained solution leads to a posterior that converges to class s 1 because it is the one with the largest entropy. This is clearly inappropriate. The constrained erogodic solution shows instead the ME cautious results between class s 1 and s 2 . We would like to re-emphasize that the simulations are totally self-contained and no previous assumption except the likelihoods have been used.
Conclusions
Entropic priors seem to qualify as a cautious objective solution in Bayesian inference problems when only the likelihoods are known and we have available only small sample sets. The comparison with the discrete version of reference priors (maxinf) shows in our examples that the ME method may be more appropriate when we have no previous model knowledge, while maxinf priors may be better used when the inference process can be controlled by emphasizing the classes that are the easiest to invert, as in communication channels. We believe that entropic priors have great potential in being used in critical pattern recognition applications when it is necessary to be very cautious about previous knowledge.
Application to canonical densities shows intriguing connections to non-bayesian methods, like DempsterShafer or Fuzzy Logic theory [22] . We believe that this may be an interesting avenue of further investigation where the ME method to solve model indeterminacies is put in prospective with respect to theories alternative to probability. In this paper we have also proposed a constrained entropic prior solution for sequences, where the spreading of the entropy for repeated experiments can be controlled by imposing ergodicity. In such cases the priors are dynamically determined with an algorithm that needs only class entropies and mutual KL-divergences. We have verified the theory on a small set of typical examples.
Entropic priors show great potentials in the many signal processing applications areas. We are currently pursuing application of the ME method to dependent time series, such as Markov, HMM, AR processes and graphical models.
imposing the constraint we get e −1−λ = 1 y e H(X|y) , which gives the solution (3.2).
Proof for consistent solution to Entropic Priors: We derive here the solution to (6.8) at time n by casting the problem into a standard constrained convex optimization problem. We simplify notation dropping index n and making h i = H(X n |s i ) , d ji = D n (j; i) + and p i = P n (s i ). The problem can then be written as The complete Lagrange function with all the constraints is
There are in total: 1) one equality constraint for normalization (µ); 2) Setting to zero for i = 1, ..., M , the solution, the constraints and the coefficients, according to Karush-Kuhn-Tucker conditions [1] are written for i, j = 1, ..., M , as The inequality constraints can be re-written as
