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Computer simulations of ion-bombardment events which recrystallize the target dern-
onstrate pit formation at 1.0 keU. Atoms are ejected from the first two target layers in
the pit region. The remainder of the pit is created by replacement-collision sequences.
Linear-cascade and spike-regime events are dynamically indistinguishable.
PACS numbers: 79.20.Nc, 61.80.Jh
Small craterlike pits are observable, near the
limit of resolution of the transmission electron
microscope (TEM), in metal surfaces which have
been bombarded by heavy high-energy ions. ' Be-
cause they are seen in experimental systems
where high-energy-density cascades are to be ex-
pected, ' ' pits have been interpreted as evidence
for spike effects'' and as indicators of the break-
down of linear cascade theory. Qn the assump-
tion that atoms are ejected from these pits,
Merkle and Jager' proposed a model which cor-
relates pit volume with the sputtering yield.
Multiple-interaction molecular-dynamics simu-
lations show that for ion energies less than 20
keV most ejected atoms come from the surface
layer of the target. ' This result recently has
been confirmed experimentally for ion energies
up to 25.0 keV for a liquid-Ga-In/Ar' system. '
When taken in conjunction with the pit results,
these simulations and experiments seem to con-
firm that sputtering processes are different in
the high-energy-density-cascade and the linear-
cascade regimes.
Detailed analyses of individual trajectories in-
dicate that this is not the case. In the simulations
pits have been recorded for ion energies from
1.0 to 20.0 keV in the model system studied. Rela-
tively low-energy ions produce pits when the en-
ergy they deposit in the surface region greatly
exceeds the average value obtained from linear
cascade theory. The maximum observed pit size
increases with the ion energy.
The sputtering simulation program has been
described in the literature. ' " For this analysis
a cooling process, which will be described in de-
tail elsewhere, "has been added to the basic mod-
el. In brief, the cooling code removes energy
from the final ion-induced amorphous region in a
manner analogous to the dissipation of energy
from a "thermal spike" via phonon processes, "
using a logic developed to study the relaxation of
atoms around point defects. " Most spatial rela-
tionships between atoms, developed during the
collision cascade, are retained as the target
coalesces, but some atoms move short distances.
The details of a perfect recrystallization model
are not required here because exact atomic posi-
tions are not required when only gross effects,
such as pit formation, are being considered.
Previously reported yields of the order of 30
atoms/single ion (Ref. 6) indicate that some high-
energy-density cascades occur at ion energies as
low as 5.0 keV. Relatively large simulated pits
are found at this energy in a model Cu(001)/
Ar (001) system, which here serves as a proto-
type for all fcc systems. Similar pits have been
obtained with different ion energies and target
orientations. The computed pits display many
features observed experimentally, but the large
pit shown in Fig. 1(e), approximately 1.8 nm in
diameter, is below the threshold of visibility in
the TEM. In the simulations, pits are seen as
indicators of individual high-energy-density cas-
cades for all potential functions, but neither high
ion energies nor heavy ions are required for their
formation.
Because these examples were designed to il-
lustrate general properties of ion-bombarded fcc
metals, the potential parameters used were cho-
sen to bracket the entire range of plausible ion-
atom functions. Pit formation is illustrated with
two Born-Meyer ion-atom potential functions. '
The P potential (4= 59.874 keV, 5=7.200 A ') is
very simila. r to the Cu/Ar' Moliere potential
(g, =0.092 A) derived from surface semichannel-
ing data by Shulga. " It gives good agreement
with available experimental Cu/Ar' sputtering
data. B-potential ions (4= 71.303 keV, b =4.593
0
A ') create much greater surface-deposited en-
ergies than would be expected in a Cu/Ar' bom-
bardment, and are known to produce individual
high-energy-density cascades similar to the
spikes seen in Au/Sb', which has approximately
the same mass ratio. Similar pits have been ob-
tained with the "standard" Moliere potential (a,
= 0.1035 A), the "0.8" screening "modified"
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FIG. 1. These are top views of the model (001) crystallite. Masses and lattice constant are for Cu/Ar. The
figure compares 5.0-keV trajectories run with the R [ (a), (b), and (c) ] and & [ (d), (e), and (f)] potential functions:
(a), (d) Condition of the target at the end of the sputtering event; (b), (e) condition of the target after cooling and
coalescence; (c), (f) initial sites of the ejected atoms. Atoms appearing on the sides of the targets in (b) and (d)
indicate that the targets are somewhat small for complete containment.
Moliere potential (g, =0.0828 A), and Shulga's
value (ao =0.092 A).
The Cu/Cu atom-atom potential was the familiar
compound POT-II (A=22. 564 keV, b=5.088 A ',
D, = 0.4806 eV, n = 1.405 A ', and r, = 2.628 A)."
The targets were eight layers deep and contained
1764 particles. Although the targets are not
large enough to totally contain a cascade, runs
with both smaller and larger targets show only
superficial differences in the pits created at com-
parable impact points.
Figure 1 shows top views of bombarded crystal-
lites at the end of the atom ejection cascade (-5
x10 "s), Figs. 1(a) and 1(d), and after cooling
and coalescence (-10 "s), Figs. 1(b) and 1(e),
for each potential. These are high atom/single-
ion events in a system where the computed (A po-
tential) and experimental yield is about 4 atoms/
ion at this ion energy. The pits obtained from the
two potential functions are qualitatively similar,
but the high-energy-density-potential crater
shown in Fig. 1(e) is larger and deeper. Similar
pits occur frequently with this potential function.
Single large pits occur with the A potential, but
an ion often produces a pair of pits of comparable
size, see Fig. 1(b).
Note that pits exist in the precrystallized target,
Figs. 1(a) and 1(d), but recrystallization clarifies
their shapes. The crater formation process is
complete as shown in Figs. 1(b) and 1(e), but re-
ordering by diffusion has not had time to occur.
In the figures, white atoms are near the original
surface layer, and the degree of darkening indi-
cates the distance above or below that layer.
Shaded atoms on top of white atoms are more
than 1.0 A (in Cu) above the surface. In the re-
crystallized 'state, Figs. 1(b) and 1(e), these
atoms form part of a new layer resting on the
reformed surface. Fragments of a second layer
also occur occasionally. These ordered layers
of "target adatoms" form naturally, because
there are attractive forces between the atoms,
and require no special assistance by the program.
The original sites of the atoms ejected during
these events are shown in Figs. 1(c) and 1(f).
These vacancy patterns show some resemblance
to the shape of the pits, see Figs. 1(b) and 1(e),
but most of the ejected atoms came from the sur-
face layer.
It is tempting to assume that the target adatoms
were ejected from the pit and produced structure
around the crater by mechanisms similar to the
splashing which contributes to the rim surround-
ing a meteorite impact crater. A detailed analy-
sis of the original positions of the target adatoms
indicates that this hypothesis is incorrect. The
target adatoms did not originate in the pit. Near-
ly all of them have net displacements of only one
atomic layer, and were displaced from the sur-
face layer by atom replacement-collision se-
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FIG. 2. Distribution functions for 100 trajectories
at 5.0 keV on the (001) surhe, with the B-potential
function: (a) Distribution of pit sizes, including multi-
ple pits from the same trajectory. A pit is defined as
a connected set of vacancies. (b) Distribution of the
number of atoms ejected per single ion, and (c) dis-
tribution of the number of "target adatoms" per single
ion.
quences; that is, sequences in which each atom
is displaced into a neighbor's site.
Replacement-collision sequences have been
studied for many years, ""but their relative
importance as a damage producing mechanism is
hard to assess from statistical. cascade theory, "
which studies the target in a state equivalent to
the precooled trajectory, a,s shown in Figs. 1(a)
and 1(d).
Figure 2(a) shows a 100-trajectory distribution
of pit sizes from high-energy-density cascades
(13 potential), for Cu(001)/Ar(001) at 5.0 keV.
The largest'pit observed, Fig. 1(e), contains 304
vacancies. A hemispherical 300-vacancy pit
would have a diameter of -2.5 nm, near the limit
of visibility in the TEM. At this ion energy, pits
smaller than half that size are most common.
This example produced 156 pits which contained
less than 20 connected vacancies.
For comparison, the largest pit computed with
the correct (Shulga) Cu/Ar' potential contains
180 vacancies. The largest using the Ej potential,
one of those shown in Fig. 1(b), conta. ins 130 va-
cancies. For both realistic potentials, most pits
are smaller than 50 vacancies.
The B-potential distributions of ejected atoms
and target adatoms also are shown in Fig. 2.
Their average numbers are roughly comparable.
There are many more vacancies than ejected
atoms. The distribution of interstitial atoms is
not shown because many of them will be annealed
away later by diffusion. The average number of
interstitial atoms generated is consistent with
the number predicted by the Kinchin-Pease form-
ula.
The poor correlation between the number of
vacancies in the pit and the number of ejected
atoms exists because there is little similarity
between the mechanisms causing the ejection of
atoms, which move parallel to and close to the
surface, and the replacement-collision sequenc-
es deeper in the target which cause most of the
pit vacancies. Pit formation does correlate with
high ejected-atom yield, but the pit volume is not
a measure of the yield from that ion.
These results, when combined with those pre-
viously reported, suggest that the essential dif-
ference between "low energy" and "high energy"
sputtering is simply the fraction of trajectories
which produce high yields, or pits. Under cer-
tain conditions, the largest pits will be observ-
able. For other systems they will be below the
level of observability.
In the simulations, both the maximum pit size
and the probability that a pit of given size will
form approach zero as the ion energy approaches
the sputtering threshold. At somewhat higher
ion energies they indicate that a/l atom-ejection
experiments are the results of mixtures of low
and high surface-deposited-energy events. The
proportion of each type of event, and the distri-
bution of pit sizes, is determined primarily by
the target/ion system (the ion-atom potential
function) and to a lesser extent by the target
material and the ion energy.
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