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Summary 
Forgetting does not necessarily reflect failure to encode information, but can to some 
extent also be voluntarily controlled. Previous studies have suggested that voluntary 
forgetting relies on active inhibition of encoding processes in the hippocampus by the 
dorsolateral prefrontal cortex (DLPFC) [1–4]. During attentional and sensorimotor 
processing, enhanced DLPFC theta power alongside increased alpha/beta oscillations are 
a neural signature of an inhibitory top-down mechanism, with theta oscillations reflecting 
prefrontal control and alpha/beta oscillations occurring in areas targeted by inhibition [5–
12]. Here, we used intracranial EEG recordings in presurgical epilepsy patients implanted 
in DLPFC (n=13) and hippocampus (n=15) during an item-method directed forgetting 
paradigm. We found that voluntary forgetting is associated with increased neural 
oscillations in the low theta band (3-5Hz) in DLPFC and in a broad theta/alpha/beta (6-
18Hz) frequency range in hippocampus. Combining time-lagged correlation analysis, 
phase synchronization and Granger causality in 6 patients with electrodes in both DLPFC 
and hippocampus, we obtained converging evidence for a top-down control of 
hippocampal activity by the DLPFC. Together, our results provide strong support for a 
model in which voluntary forgetting relies on enhanced control of the hippocampus by 
the DLPFC. 
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Results 
Hippocampal and prefrontal oscillations 
 Memory for to-be-forgotten (TBF) words was worse than for to-be-remembered 
(TBR) words (Figure S1A). Electrophysiological data was analysed by means of non-
parametric cluster-based permutation statistics free of any a priori assumptions regarding 
specific frequency bands or time periods (STAR methods, [13]). To this end, we entered all 
time (0-1.5s after cue onset) and frequency points (2-29 Hz) into the analysis. 
When compared to TBR cues, TBF cues elicited significantly enhanced iEEG activity in the 
low-theta range (3-5Hz) in the DLPFC (Figure 2A; 568-1058ms; p=0.041), and in a broader 
theta/alpha/beta frequency range (6-18Hz) in the anterior HC (Figure 2B; 381-906ms; 
p<0.01; cluster-controlled for multiple comparisons using permutation statistics; see STAR 
Methods). Even though the latter effect in the hippocampus appeared broadband at the 
group level, patients exhibited clear peaks during TBF trials, most often at 8Hz (median ± 
STD peak frequency: 8.5 ± 2.4 Hz, Figure S1B-D). Importantly, this analysis was performed 
after correcting for the unequal number of subsequently remembered and forgotten trials 
(STAR methods). The frequency peak of 8Hz corresponded to the predominant frequency 
in the hippocampus across all trials and time points (Figure S1F-G). The individual peaks 
were relatively narrow-band with a full width at half maximum of 1.5 ± 0.6 Hz (mean ± 
STD, Figure S1E). As the exact centre frequencies of these peaks varied between patients 
(7-16 Hz, see Figures S1B-D), the instruction effect appeared to be much broader in 
frequency at the group level. 
Next, we analysed whether neural activity after task instructions (i.e. locked to cue 
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onset) was associated with subsequent memory performance. In DLPFC, theta activity was 
generally higher for subsequently forgotten items, irrespective of the instruction given 
(Figure 2C; main effect of “memory”; 4-5Hz, 544-1066ms; p=0.04). By contrast, in HC we 
only observed a significant subsequent memory effect for TBR items (Figure 2D; 
instruction x memory interaction: 3-4Hz, 347-1043ms; p=0.046). Enhanced low theta 
power during TBR trials was associated with successful memory formation (Figure 2Di; 
post-hoc cluster analysis of subsequently remembered TBR items (TBR-R) vs. 
subsequently forgotten TBR items (TBR-F): 3-4 Hz, 388-1203ms, p=0.01). During TBF trials, 
theta activity was similarly high for subsequently remembered and forgotten items (Figure 
2Dii; post-hoc cluster analysis of subsequently remembered TBF items (TBF-R) vs. 
subsequently forgotten TBF items (TBF-F): largest cluster: p>0.51; post-hoc paired two-
tailed t-tests on power within the significant time-frequency window of the interaction 
effect (3-4Hz, 347-1043ms): TBR-R vs. TBR-F: t14=5.0, p<0.001; TBF-R vs. TBF-F: t14=-0.7, 
p=0.5; TBR-R vs. TBF-R: t14=1.2, p=0.24; TBR-R vs. TBF-F: t14=0.5, p=0.65; TBR-F vs. TBF-R: 
t14=-2.9, p=0.01; TBR-F vs. TBF-F: t14=-3.8, p<0.01). On the other hand, a cluster-based 
permutation analysis of power within the predominant oscillatory frequency of the 
instruction effect (8Hz; see Figure S1B-H), revealed subsequent memory effects for TBF 
but not TBR trials, with significantly higher power for subsequently forgotten than 
remembered TBF items (Figure 2E; interaction effect: 687-788ms, p=0.049; main effect 
instruction: 509 - 864ms, p<0.01; main effect subsequent memory: 645 – 702ms, p=0.07; 
post-hoc cluster analyses of TBR and TBF items: subsequent memory effect TBF: 8 Hz, 641 
- 805ms, p=0.03; subsequent memory effect TBR: no clusters found). Additional paired 
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two-tailed t-tests between the four conditions in the time-frequency window of the 
interaction effect (8Hz, 687 - 788ms) confirmed these results (Figure 2F; TBR-R vs. TBR-F: 
t14=1.1, p=0.28; TBR-R vs. TBF-R: t14= -0.98, p=0.34; TBR-R vs. TBF-F: t14= -3.9, p<0.01; TBR-
F vs. TBF-R: t14=-2.1, p=0.06; TBR-F vs. TBF-F: t14=-3.7, p<0.01; TBF-R vs. TBF-F: t14= -2.8, 
p=0.02).  
Local and inter-regional effects were specific to anterior HC and not found for the 
posterior HC (Figure S1J-K). 
 
Hippocampal-prefrontal interactions: power correlations 
In order to investigate the relationship between power fluctuations in both regions, we 
conducted four correlation analyses. First, we calculated interregional power correlations 
in the time-frequency ranges showing increased oscillatory power for TBF vs. TBR trials 
(DLPFC: 3-5 Hz, HC: 6-18 Hz, 300-1100ms). We found that these single-trial power values 
were positively correlated across the two regions (Figure 3A; Wilcoxon signed rank test 
comparing within-subject inter-regional correlation coefficients against zero on the group 
level: p=0.03). Two additional analyses incorporating all possible low-frequency pairs (2-
29Hz) and time-resolved power correlation values, respectively (see STAR Methods), 
demonstrated that these power correlations were specific with regard to frequency 
(Figure 3B; cluster-analysis between 2-29Hz: DLPFC 3-6Hz ~ HC 3-16Hz: p<0.001, all other 
clusters p>0.15) and time (Figure 3C; DLPFC 3-5Hz and HC 6-18Hz power values only 
correlated between 638-796ms: p<0.001, all other clusters: p>0.09). Power correlations 
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were not different between TBF and TBR trials (Wilcoxon signed rank test comparing 
within-subject inter-regional correlation coefficients for TBR and TBF trials: p=0.3). 
Correlations remained significant when we corrected for power differences between TBR 
and TBF trials (Wilcoxon signed rank test of within-subject inter-regional correlation 
coefficients for all trials: p=0.03; Figure S3A). Furthermore, there was no difference in 
inter-regional power correlations for subsequently remembered and forgotten words 
(Wilcoxon signed rank test: p=0.69). 
Finally, we analysed whether correlations increased when DLPFC and HC time 
series were shifted in time, i.e. when a temporal lag was introduced between the two time 
courses (Figure 3D). Indeed, a permutation-based cluster analysis on correlation 
coefficients as a function of different temporal lags (up to 200ms in both directions, see 
STAR Methods) revealed that DLPFC power correlated higher with HC activity during a 
later time period. Significant correlations were observed at lags between 27 and 178ms 
(p=0.018, all other clusters: p>0.07) and peaked at a lag of 118ms (Figure 3Di). In other 
words, HC power followed DLPFC power with a time lag of around 120ms. Interestingly, 
the lagged correlation values were significantly higher for TBF than TBR trials (Figure 3Dii; 
75-163ms; peak at 115ms; p=0.042), while the lags at which power correlations were 
maximal occurred in a similar time range (TBF: 121ms, TBR: 99ms; Wilcoxon signed rank 
test between individual peak correlation time points for TBF and TBR trials: p=0.62). There 
was no effect of subsequent memory on the lagged correlation values (no clusters found; 
Figure S3B). Very similar results were obtained when outliers were excluded using 
Skipped-Spearman robust correlation (Figure S2). 
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Hippocampal-prefrontal interactions: phase synchronization 
We observed enhanced DLPFC-HC phase synchronization in the theta band for TBF 
compared to TBR trials (Figure 4A; 4Hz, 384 - 718ms, p=0.03, all other clusters: p>0.16). A 
non-parametric circular one-sample test comparing phase shifts against zero on a group 
level [14] showed a significant phase delay between DLPFC and HC signals during TBF trials 
(p=0.03, mean across patients: 288°/-72°), but not during TBR trials (p=0.69, mean across 
patients: 339°/-21°). There was no subsequent memory effect (all clusters: p>0.19) and 
no interaction between instruction and subsequent memory on phase synchronization 
values (all clusters: p>0.11). Phase synchronization during processing of TBF items was 
higher than during baseline (Figure S3C; Wilcoxon signed rank test: TBF PLV vs. baseline 
PLV: p=0.03). In contrast, phase locking during TBR trials was lower than during baseline 
(TBR PLV vs. baseline PLV: p=0.03). 
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Hippocampal-prefrontal interactions: Granger causality 
In order to use both, power and phase information, to investigate the directionality of 
DLPFC-HC interactions, we calculated frequency-resolved Granger causality in the time-
window showing significant power effects (Figure 4C-D; 300-1100ms). This analysis 
confirmed the directionality of effects observed in the lagged power correlation analysis. 
A cluster-based permutation test with the factors “direction” (DLPFC  HC vs. HC  
DLPFC) and “instruction” (TBR vs. TBF) revealed a main effect of direction, with higher 
DLPFC  HC than HC  DLPFC information flow between 14 and 17Hz (p=0.03), and an 
interaction between direction and instruction in the same frequency range (p=0.017). 
There was no main effect of “instruction”. A post-hoc cluster analysis directly comparing 
information flow in the two directions after TBF instructions revealed significantly higher 
DLPFC  HC than HC  DLPFC information flow (Figure 4C; 14–17 Hz, p<0.001). This 
effect was stable across different model orders ranging from 10–13, corresponding to time 
lags of 100–130ms. After TBR instructions, information flow was equally strong in both 
directions (Figure 4D; TBR: DLPFC  HC vs. HC  DLPFC, all clusters p>0.1). The analysis 
of time-reversed data revealed a flip in directionality of the interactions between the HC 
and DLPFC in the beta band (Figure S3D). This indicates that the instruction-dependent 
asymmetry in Granger causality during TBF instructions was indeed a result of true time-
lagged causal interaction between these two regions (see STAR Methods). 
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Discussion 
Our results indicate that directed forgetting represents an active process associated with 
enhanced oscillatory activity in both DLPFC and HC. We found enhanced DLPFC theta 
oscillations during voluntary forgetting, which is in accordance with previous scalp EEG 
studies on cognitive control [10–12], in particular in the memory domain [15–17] and also 
conceptually consistent with fMRI results reporting increased DLPFC BOLD responses 
during voluntary forgetting [3,4,18,19]. Furthermore, our results show that TBF 
instructions are associated with enhanced hippocampal activity that appears broadband 
at the group level (Figure 2B), but is restricted to narrow-band oscillations in most 
individual patients (Figure S1B-E). This finding is consistent with the view that alpha/beta 
oscillations reflect functional inhibition of a brain region [5–9]. 
We used three complementary methods in order to investigate functional 
interactions between DLPFC and HC: We observed that DLPFC theta and hippocampal 
theta/alpha/beta power were positively correlated, with DLPFC activity preceding HC 
activity. Phase synchronization between DLPFC and HC was higher for TBF than TBR trials, 
and Granger causality analysis demonstrated enhanced information flow from DLPFC to 
HC during TBF instruction in the beta range (14-17Hz). Directional coupling in a very 
similar beta frequency range (14-18Hz) was previously described to reflect feedback 
processing across visual areas in monkeys [20]; however, that study did not include 
recordings in PFC or HC. Previous studies suggest that PFC-HC interactions occur in the 
theta frequency range and reflect memory processes [21–25], while top-down attentional 
control initiated by the PFC occurs at theta and/or beta frequency. Our findings of DLPFC 
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to HC coupling in both of these frequency ranges integrate these effects and suggest that 
voluntary forgetting recruits both communication channels. We found converging 
evidence for time lags of DLPFC-HC coupling between 100 and 130ms (peak power 
correlations: 118ms; Granger causality: 100 – 130ms). This lag is larger than monosynaptic 
conduction delays between DLPFC and HC [26], but is consistent with previous findings in 
rodents reporting lags of ~100ms [27] and up to 150ms [22] for PFC-HC interactions. 
Although it is beyond the scope of this work to propose a comprehensive theory of 
neocortico-hippocampal communication, our results are consistent with a framework 
wherein one brain region sends an oscillatory signal to a receiving brain region which then 
shows a time lagged response to that signal. This time lagged response can be seen in 
both power and phase, in line with a recent computational model of neocortical-
hippocampal interactions [28].  
Our study has several limitations that should be addressed in the future. First, 
direct electrophysiological recordings from the hippocampus are only possible in epilepsy 
patients, where effects of epilepsy on the time-frequency characteristics and the spatial 
organization of brain functions cannot be totally excluded (for a recent review about the 
opportunities and limitations of intracranial EEG studies of cognition, see [29]. Even 
though we took care to minimize the possible impact of pathology by only analyzing 
activity contralateral to the seizure onset zone and by thoroughly rejecting artefacts, our 
results would need to be confirmed by other methods with complementary properties 
such as MEG (see e.g. [30,31]) for recent attempts to source localize activity in the 
hippocampus). Such studies would also allow addressing a second drawback of our study: 
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As electrode placement is determined by clinical needs, iEEG is subject to a relatively 
sparse spatial sampling. Thus, our data does not allow us to assess activity across all brain 
regions. Moreover, the item-method directed forgetting paradigm does not contain a 
control condition. Therefore, it would be very interesting to test whether other major 
paradigms for voluntary forgetting, in particular the think/no-think paradigm [32] and the 
list-method directed forgetting paradigm [33] rely on similar neural mechanisms as 
described here. Finally, it has to be investigated whether our findings, which are related 
to verbal material, can be generalized to other kinds of memory contents. 
Directly recording from the DLPFC and anterior HC of presurgical epilepsy patients, 
we show that a cue to intentionally forget an item triggers enhancements of DLPFC theta 
power and anterior HC theta/alpha/beta power. Both phase- and power-based directional 
connective metrics provided convergent evidence for an influence of DLPFC on HC rather 
than in the opposite direction. 
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Main figure titles and legends 
 
Figure 1. Experimental design, behavioral results and electrode locations 
(A) Experimental design (STAR methods).  (B) Location of the selected DLPFC (green) and 
hippocampal (red) virtual electrodes of all patients in Montreal Neurological Institute 
(MNI) space, mapped onto the MNI template. For three patients with hippocampal 
electrodes (two right, one left hemisphere), a post-implantation MRI was not available. In 
this case, we selected the two most anterior contacts of the implanted electrodes for 
analysis. Locations of DLPFC electrodes were visually verified in all individual MRIs in 
native space.  
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Figure 2. Power effects in DLPFC and HC. 
(A-D) Time-frequency resolved comparison of power during two conditions (i.e. t-values; 
paired-sample t-test). The significant clusters are outlined. (A and B) Contrast between 
power fluctuations during TBF and TBR cues in (A) the DLPFC and (B) the anterior 
hippocampus. TBF cues were accompanied by enhanced theta oscillations in the DLPFC 
(3-5Hz, 568-1058ms) and increased theta/alpha/beta power in the hippocampus (6-18Hz, 
381-906ms). (C and D) Comparison of power values for subsequently remembered and 
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forgotten items. (C) Main effect of subsequent memory in the DLPFC, with reduced theta 
power for subsequently remembered items (4-5 Hz, 544-1066ms). (D) Interaction 
between instruction and subsequent memory in the hippocampus. Follow-up analyses 
assessed subsequent memory effects separately for TBF and TBR items. (Di) After TBR 
instructions, subsequent memory was accompanied by enhanced hippocampal theta 
oscillations (3-4Hz, 388-1203ms). (Dii) Lack of subsequent memory effect after TBF 
instructions. (Diii) Post-hoc paired two-tailed t-tests comparing theta power during the 
four conditions (TBR-R, TBR-F, TBF-R, TBF-F) within the significant time-frequency window 
of the interaction effect (3-4Hz, 347-1043ms). *p < 0.05. **p < 0.01. ***p < 0.001. (E) 
Effects at the frequency where most patients exhibited a power peak in the HC (8Hz) 
(interaction effect: 687 - 788ms; subsequent memory effect TBF: 641 - 805ms, p=0.03; 
subsequent memory effect TBR: no clusters found). The significant time period of the 
contrast between TBF-F and TBF-R items is shaded in gray. (F) Bar plot illustrating mean 
hippocampal power at 8 Hz in the significant time window of the interaction effect (687 - 
788ms). Results of post-hoc paired two-tailed t-tests between the four conditions are 
indicated: *p < 0.05. **p < 0.01. ***p < 0.001. See also Figure S1. 
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Figure 3. Power correlations between DLPFC and HC. 
(A) Single-trial correlations between HC power (6-18 Hz) and DLPFC power (3-5 Hz) in six 
individual patients with electrodes in both DLPFC and HC. Mean power values were extracted 
within the time window showing significant power effects (300-1100ms) for TBR (blue) and 
TBF (red) trials. (B) Frequency-resolved correlations across HC/DLPFC frequency pairs in the 
time window showing significant regional power effects (300-1100ms). The significant 
frequency/frequency cluster is outlined (DLPFC: 3-6 Hz, HC: 3-16 Hz). (C) Time-resolved 
correlations between mean HC (6-18 Hz) and DLPFC power (3-5 Hz) at each time point. 
Significant time periods are shaded in gray (638-796ms). (D) Power correlations as a function 
of time shift of the DLPFC time series in relation to the HC time series. (Di) Time lags resulting 
in significant correlations (lagged correlation analysis across all trials); (Dii) direct comparison 
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of lagged correlations between TBF and TBR trials. Significant time shifts are shaded in gray 
(all trials vs. zero: 27-178ms; TBF vs. TBR: 75-163ms). See also Figure S2 and S3. 
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Figure 4. Phase synchronization and Granger causality. 
(A) Time-frequency resolved comparison of phase synchronization between DLPFC and 
HC during TBF vs. TBR trials (paired-sample t-test). The significant cluster is outlined (4Hz, 
384-718ms). (B) Mean phase shift between DLPFC and HC theta oscillations within the 
significant time-frequency window (4Hz, 384-718ms) across trials, time points and 
electrodes for each patient (blue) and across patients (red) during TBF (left) and TBR 
(right) cues. (C-D) Granger causality analysis (mean ± standard error) of information 
transfer: HC  DLPFC (blue), DLPFC  HC (red); TBF trials (C), TBR trials (D). Information 
transfer is significantly asymmetric for TBF, but not TBR trials in the beta band (14-17Hz). 
Significant frequencies are shaded in gray. See also Figure S3. 
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STAR METHODS 
CONTACT FOR REAGENT AND RESOURCE SHARING 
Further information and requests for resources should be directed to and will be fulfilled 
by the Lead Contact, Nikolai Axmacher (nikolai.axmacher@rub.de). 
 
EXPERIMENTAL MODEL AND SUBJECT DETAILS 
Patients  
We recorded intracranial EEG from 42 patients with pharmacoresistant epilepsy who 
had been implanted with intracranial electrodes for diagnostic purposes. Depending on 
the suspected ictal onset zone, patients had been implanted with frontal subdural 
electrodes, medial temporal depth electrodes, or both. We restricted our analysis on 
regions free of any morphological changes visible in the MR images and to the hemisphere 
contralateral to the origin of epileptic activity. After diagnostics had been completed, we 
excluded patients with bilateral seizure onset and patients in whom the epileptic focus 
was localized within a unilaterally implanted area of interest (n=12). Five additional 
patients were excluded due to extensive epileptic artifacts. Furthermore, we excluded 
three patients whose recognition accuracy fell two standard deviations below the mean. 
In total, this resulted in an exclusion of 20 patients, which yielded a final number of 22 
patients (11 female; mean age ± standard deviation:  41 ± 12 years). In more detail, a total 
of 13 patients with prefrontal electrodes was available for analysis (8 right, 5 left) and 15 
patients with hippocampal electrodes (11 in the right, 4 in the left hemisphere). Six 
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patients had electrodes in both regions (5 right, 1 left). Data were partially collected within 
the framework of a previous study [34], which focused on the event-related potential 
modulations of directed forgetting. 
The study was approved by the local medical ethics committee, was in accordance 
with the latest version of the Declaration of Helsinki, and all patients signed written 
informed consent. 
 
METHOD DETAILS 
Selection of electrodes 
Intracranial recordings from frontal regions were obtained using stainless steel 
subdural strip or grid electrodes. Medial temporal EEG was recorded with multicontact 
depth electrodes implanted stereotactically along the longitudinal axis of the 
hippocampus. All data was sampled at 1000Hz, referenced to linked mastoids and band-
pass filtered [0.01Hz (6dB/octave) to 300Hz (12dB/octave)] using the digital EPAS system 
(Schwarzer, Munich, Germany) and Harmonie EEG software (Stellate, Montreal, Canada).  
For patients with prefrontal electrodes, we selected all contacts within the DLPFC. To 
this end, we inspected post-implantation MRIs visually and transferred all contacts into 
normalized MNI space using the FMRIB Software Library (FSL 5.0, Oxford Centre for 
Functional MRI of the Brain, University of Oxford) and PyLocator 
(www.pylocator.thorstenkranz.de, University of Bonn). We converted all MNI coordinates 
into Talairach space and determined the nearest gray matter for each coordinate 
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(www.talairach.org). Several previous fMRI studies have shown BOLD signal changes in 
Brodmann areas 9 and 46 (BA 9/46) during voluntary forgetting, in particular in the middle 
frontal gyrus [1,2,4,35]. We selected all electrodes that were located within the middle 
frontal gyrus part of Brodmann areas 9/46. This resulted in a range of 1-9 DLPFC contacts 
per patient (mean±STD: 4±2 electrodes). Normalization accuracy was sometimes reduced 
due to poor MRI quality associated with distortions caused by the intracranial electrodes. 
However, we visually confirmed that all selected electrodes were located in DLPFC based 
on the individual (non-normalized) post-implantation MRI. 
In a previous intracranial EEG study, we demonstrated directed forgetting effects on 
event-related potentials primarily in the anterior portion of the hippocampus [34]. For 
medial temporal electrodes, we inspected post-implantation MRI images and selected the 
most anterior electrode located within the hippocampus for the analysis.  
 
Experimental paradigm 
We used a paradigm identical to the one in a previous intracranial EEG study [34]. Patients 
completed 4–6 blocks, each consisting of a study and a recognition phase. In each study 
block, 50 individual words were presented, 25 of which were instructed to be 
remembered (TBR) and 25 to be forgotten (TBF). Instructions were cued by a green (TBR) 
or red (TBF) cross appearing within a jittered interval of 1800-2300ms following word 
presentation (Figure 1A). After each study phase, patients completed a recognition 
memory test. Patients were presented with all words from the study phase, randomly 
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intermixed with 50 new words. Patients indicated by button press whether a word had 
been presented previously (“old”) or not (“new”) - irrespective of the task instruction at 
study. 
Word blocks were balanced regarding word frequency (mean: 65 per 1 million words 
according to the CELEX lexical database, version 2.5, Baayen, Piepenbrock, & Gulikers, 
1995) and word length (range: 4–7 letters). Each word was randomly assigned to the 
conditions (TBR, TBF, new). Stimuli were presented using Presentation® software (Version 
0.71; Neurobehavioral Systems, Albany, CA, USA). 
 
Preprocessing of iEEG data 
We first manually rejected artifacts using the Brain Vision Analyzer 2 software (Brain 
Products, Munich, Germany). Only trials without artifact were later used for further EEG 
analysis. On average, 24±35 (mean±SD) trials across all conditions were discarded from 
each participant resulting in an average of 55±22 TBR-R, 25±16 TBR-F, 47±21 TBF-R and 
34±21TBF-F trials (mean±SD). We re-referenced our data to neighbouring electrodes. 
Previous studies demonstrated that bipolar referencing optimizes estimates of local 
activity [36–38] and connectivity patterns between brain regions [39]. To this end, we 
subtracted the activity of neighbouring electrodes from each contact and thus created a 
set of virtual electrodes with bipolar derivations. Each virtual electrode was therefore 
located in in the middle of two physical contacts. Within the hippocampus, we created 
bipolar derivations between the first and second most anterior electrode located within 
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the hippocampus. Within the prefrontal cortex, we calculated virtual contacts between all 
available neighbours. On subdural electrode grids, each contact had 2-4 neighbours, on 
electrode strips 1-2 neighbours. Only virtual electrodes within the DLPFC were used for 
the subsequent analysis. This resulted in 2-17 virtual DLPFC contacts per patient 
(mean±STD: 7±5 electrodes). Further preprocessing and statistical analysis was performed 
using the FieldTrip toolbox [40] for Matlab (The Mathworks, Natick, MA, USA) and Matlab.  
We segmented the data from the study phase locked to the onset of the instruction 
cue (i.e. indication of the TBR or TBF instruction). Then, we divided the data into four 
conditions, based on subsequent memory of an item (subsequently remembered/ 
forgotten; -R, -F): To-be-remembered words that were subsequently remembered (TBR-
R) or forgotten (TBR-F), and to-be-forgotten words that were subsequently remembered 
(TBF-R) or forgotten (TBF-F). Line noise was removed by means of a discrete Fourier 
transform. 
 
Calculation of power and phase synchronization 
We convolved the preprocessed data with a continuous complex Morlet wavelet with 
seven cycles. To minimize edge effects occurring after convolution with a wavelet kernel, 
we segmented the data into relatively large time intervals of 2s before until 4s after 
instruction cue onset and discarded data outside of our time window of interest (which 
was 0.5s pre- until 1.5s post cue onset) after wavelet convolution. From the wavelet-
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transformed signal, we extracted power values between 2 and 29 Hz in logarithmically 
increasing steps. For baseline correction, we averaged pre-cue power values (0.5s before 
cue onset until cue onset) for each frequency across time and all trials (independent of 
the instruction given and of subsequent memory). The time series of power values for the 
respective frequency in each trial was thereafter divided by this subject-specific, but 
condition-independent value. This baseline correction procedure precluded potential 
baseline-induced bias due to condition-specific pre-cue effects. In order to assure that our 
results were not confounded by our choice of baseline, we conducted several control 
analyses. First, we investigated the leakage of post-stimulus power effects by convolving 
a Dirac pulse with a seven cycle Morlet wavelet kernel. At the minimum significant 
frequency (3 Hz; see results section) and therefore the maximal possible leakage of post-
stimulus effects into the pre-stimulus window, the power analysis of the Dirac pulse 
revealed a half width at half maximum of 327ms and thus a leakage outside of the earliest 
significant window (interaction effect in the hippocampus: 3 - 4Hz, 347 - 1043ms). 
Thereafter, we calculated power values using an earlier (0.8s – 0.5s before cue onset) 
baseline window and a baseline that did not incorporate any post-cue data (0.5s before 
cue onset until cue onset). To this end, we exclusively extracted the raw data from -500ms 
until cue onset and performed a wavelet convolution. Data was padded by zeroes on 
either side in order to avoid edge effects. These calculations revealed results in the same 
time-frequency range as the original analyses. 
In order to assess the presence of oscillatory activity during TBF trials in the HC, we 
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conducted several control analyses. For these analyses we performed a wavelet 
convolution of TBF trials analogous to our original analysis, but used an equally spaced 
distance between frequencies (0.5 Hz steps from 2 to 29 Hz) in order to be able to estimate 
peak width for peaks at different frequencies. In a control analysis, logarithmic scaling for 
the definition of peak frequencies revealed the same predominant frequency across 
patients during TBF and across all trials (Figures S1F-H). First, we investigated the 
distribution of frequency peaks during TBF trials in the HC across patients. Importantly, 
we corrected for an unequal number of subsequently remembered and forgotten TBF 
trials in order to ensure that the quantification of TBF power values and the selection of 
peak power was not flawed by a differential number of forgotten and remembered words 
in these trials. Similarly, we entered the equally weighted averages of all four conditions 
(TBR-R, TBR-F, TBF-R, TBF-F) into the subsequent cluster analyses investigating interaction 
and subsequent memory effects. This analysis approach is equal to a 2x2 repeated 
measurement ANOVA, in which main effects and interaction effects are orthogonal. 
We averaged power data across TBF trials within the significant time window (381 - 
906ms) and extracted for each patient the frequency where power was maximal. When 
multiple peaks were present (n=7), we extracted the largest one. We excluded patients 
who did not exhibit a clear peak (n=2). In a second analysis, we determined the average 
width of this frequency peak. To this end, we extracted a 2Hz window around the peak 
frequency and calculated the full width at half maximum for each patient. Finally, we 
assured that the instruction effect in the HC was not purely driven by evoked power 
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enhancements phase-locked to cue onset. We performed a wavelet convolution of the 
event-related potential of each patient, i.e. of the averaged time-resolved signal across 
trials, and subtracted the result of this analysis from the original time-frequency data. 
Then, we performed a cluster-based permutation analysis analogous to our original 
analysis (see Figure S1I). 
Phase synchronization was calculated using the phase synchronization value [41]. As 
unequal trial numbers can confound phase synchronization estimates, we randomly 
selected as many trials from the condition with the higher number of trials as were 
measured in the condition with the lower number of trials. Results were averaged across 
100 random draws [11]. In order to investigate whether phase synchronization was 
significant for each condition, we compared the phase locking values (PLVs) during TBR 
and TBF trials against baseline. To this end, we averaged PLVs across time points in the 
significant time-frequency window (4 Hz, 384-718ms). Analogous to the power analysis, 
we used a subject-specific, but condition-independent baseline using a pre- stimulus time 
window from -500ms until instruction onset. Thereafter, TBR and TBF PLVs were compared 
against baseline using a Wilcoxon signed rank test. 
 
Calculation of Granger causality 
In order to corroborate the results of the power and phase synchronization analyses, we 
calculated the directionality of interactions, incorporating phase and amplitude 
information. We used fieldtrip and the BSMART toolbox to compute frequency-resolved 
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Granger causality within the significant time interval (300-1100ms, Cui et al., 2008). This 
window size of 800ms is in the range of previously published results using short time 
windows from 50-2000ms in order to approximate stationarity [42,43]. To this end, we 
first subtracted the event-related potential from the data, down-sampled to 100 Hz and 
thereafter computed sets of multivariate autoregressive coefficients. The optimal model 
order was estimated for each patient, electrode pair and condition by means of the BIC 
criterion (range of model orders: 3-15). We selected a model order of 12 in order to 
capture causality for all subjects within a sufficient time window. This model order 
corresponds to a time lag of 120ms similar to the lag with maximal correlation values in 
the analysis of power correlations (118ms, Figure 3Di). Importantly, our results were 
robust against changes of model order in the range between 10 and 13, corresponding to 
a time lag of 100 – 130ms. Thereafter, Granger causality was calculated based on the 
spectral transfer matrices computed from the autoregressive coefficients (2-29 Hz). To 
assess the directionality of interactions between the HC and DLPFC statistically, we 
compared the magnitude of Granger coefficients from 2 to 29 Hz for both directions (HC 
→ DLPFC; DLPFC → HC) and for TBF and TBR trials using a cluster-based permutation test. 
In order to assure that differences in Granger causality values were caused by true time-
lagged, causal relationships and not by differences in signal-to-noise ratio, we computed 
Granger causality after time-reversal of the signals [44,45]. The underlying rationale is that 
time-reversal causes a flip in the dominant direction of interaction only in the presence of 
true, causal asymmetries. To this end, we inversed the temporal order of the raw data and 
thereafter calculated Granger causality values. 
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All measures were calculated for each DLPFC and HC electrode (power values) and each 
possible DLPFC-HC electrode pair (phase synchronization and Granger causality). 
Thereafter, data across all electrodes within one brain region or across all electrode pairs 
was collapsed for each patient and entered into statistical analysis. 
 
 
QUANTIFICATION AND STATISTICAL ANALYSIS 
Analysis of behavioural data 
We first evaluated the percentage of subsequently remembered items as a function of the 
instruction given during encoding (paired-sample two-tailed t-test: TBR-R vs. TBF-R). 
Thereafter, we assured adequate memory performance by comparing successfully 
recognized old TBF and TBR words (TBF and TBR hits) to false alarms (paired-sample two-
tailed t-tests). 
 
Group statistics for power, phase synchronization and Granger causality values 
Statistics for all measures were performed using a non-parametric cluster-based 
approach comparing sum cluster t-values with surrogates obtained by randomly assigning 
condition labels to the average data from each participant [13]. To this end, we performed 
three t-tests comparing main effects of instruction (TBR vs. TBF) and subsequent memory 
(remembered vs. forgotten) and interaction effects between these two factors (TBR-R – 
TBR-F vs. TBF-R – TBF-F) and compared these to the results of 10,000 permutations. These 
tests were performed in a frequency spectrum between 2 and 29 Hz and within two time 
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intervals (pre-stimulus interval: 500ms up to instruction cue onset; post stimulus interval: 
instruction cue onset up to 1500ms). This trial length (-500ms to 1500ms) was chosen to 
minimize artifacts in low frequency bands elicited by presentation of the previous (1800-
2300ms before cue onset) and next stimulus (2000-2500ms after cue onset).  
Inter-regional power correlations 
We performed four correlation analyses between power values in both regions. To 
this end, we used non-baseline corrected single-trial power data in order to preclude any 
baseline-induced confounding effects on the results. All correlations were calculated 
across all available trials (independent of instruction and subsequent memory). We 
excluded trials with power values exceeding the mean power across trials in either region 
by more than two standard deviations (11 - 25 excluded trials, median: 20 trials). This 
resulted in a median of 123 remaining trials per patient (range: 33 - 168 trials). In each of 
the four analyses, Fisher-z-transformed Spearman correlation coefficients between HC 
and DLPFC power were correlated across trials for each subject. The significance on a 
group level was subsequently determined by a two-sided Wilcoxon signed rank test 
testing the null hypothesis that the Fisher-z-transformed Spearman correlation 
coefficients derived from a distribution with zero median. As this method mainly controls 
for univariate outliers, we performed the same correlation analyses with a method 
protecting against bivariate outliers by considering the overall structure of the data [46]. 
In addition to the Spearman-correlation coefficients from our first analysis, we thus 
computed Skipped-Spearman correlations [47]. Since the latter method has not been 
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validated for n>200 according to the authors, we refrained from calculating robust 
correlations for the temporally lagged time series (300-1100ms, 801 data points). 
First, we investigated the inter-regional relationship between power changes in the 
respective frequencies in the overlapping time window of the respective intra-regional 
power effects. To this end, we averaged power values between 300 and 1100ms for each 
patient and each trial within the significant frequency windows in each region (DLPFC 3 - 
5 Hz; HC 6 - 18 Hz). Thereafter, we computed Fisher-z-transformed Spearman correlation 
coefficients between HC and DLPFC power across all trials for each subject. To ensure that 
potential correlations were not driven by instruction-related power differences, we 
performed an additional analysis correcting for power differences between conditions. To 
this end, we subtracted the mean power across all TBR trials (0-1500ms) from each TBR 
trial. The same was done for TBF trials. Thereafter, we extracted mean power values for 
all trials, again calculated Fisher-z-transformed Spearman correlation coefficients and 
performed a two-sided Wilcoxon signed rank test against zero (dependent variable: 
correlation strength).  
Second, we scrutinized the temporal selectivity of these correlations. To this end, we 
averaged time-resolved power values (0-1500ms) across the significant frequency 
windows (DLPFC 3-5 Hz, HC 6-18 Hz) for each trial and region. We used 3-cycle wavelets 
in order to maximize temporal resolution. We then computed Spearman’s correlation 
coefficients across trials for each time point and evaluated significant effects using a 
cluster-based permutation analysis on the time series of Fisher-z-transformed correlation 
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coefficients testing against zero. 
Third, we tested the specificity of power correlations with regard to frequency. To this 
end, we calculated mean power values for each trial and frequency (2-29Hz 
logarithmically increasing steps) within the significant time interval (300-1100ms). 
Thereafter, we computed Spearman’s correlation coefficients for all possible frequency 
pairs (2-29Hz x 2-29Hz). Here, we tested significance on a group level by means of a two-
dimensional cluster-based permutation analysis on Fisher-z-transformed correlation 
coefficients (testing against zero).  
Finally, we investigated the directionality of power fluctuations by introducing a 
varying delay period between the DLPFC and HC power time series. We shifted the DLPFC 
theta power time series of each trial in time relative to HC theta/alpha/beta power values 
(-200ms to +200ms in 1ms steps) and calculated Spearman’s correlations coefficients 
across time points within the significant time window (300-1100ms) for each time shift. 
Thereafter, we again performed a one-factorial cluster-based permutation analysis on the 
time series of Fisher-z-transformed correlation coefficients testing against zero 
(dependent variable: correlation strength, independent variable: time shift). 
 
DATA AND SOFTWARE AVAILABILITY 
All data, analysis code, and stimuli are available upon reasonable request. 
 
