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We investigate the propagation of electronic waves described by the Dirac equation subject to a
Le´vy-type disorder distribution. Our numerical calculations, based on the transfer matrix method,
in a system with a distribution of potential barriers show that it presents a phase transition from
anomalous to standard to anomalous localization as the incidence energy increases. In contrast,
electronic waves described by the Schro¨dinger equation do not present such transitions. Moreover, we
obtain the phase diagram delimiting anomalous and standard localization regimes, in the form of an
incidence angle versus incidence energy diagram, and argue that transitions can also be characterized
by the behavior of the dispersion of the transmission. We attribute this transition to an abrupt
reduction in the transmittance of the system when the incidence angle is higher than a critical value
which induces a decrease in the transmission fluctuations.
I. INTRODUCTION
Anderson localization (also known as strong localiza-
tion) is a remarkable physical phenomenon characterized
by a complete suppression of wave diffusion in a disor-
dered media due to destructive quantum interference [1].
At first, the phenomenon was successfully proposed for
electronic transport problems, introducing the quantum
mechanical interpretation of electronic motion in a dis-
ordered device [2]. A similar phenomenon was later ob-
served for light waves, which became known as the An-
derson localization of light [3]. An anomalous localization
behavior, different from the standard Anderson localiza-
tion, has been obtained when the probability density of
the disorder distribution has a long tail, as in the case of
Le´vy distributions [4–9]. In the last three decades several
stochastic phenomena have been described by the statis-
tics of Le´vy distributions, such as human mobility [10],
fluid dynamics [11–13], photons [14–20], random lasers
[21 and 22], free-standing graphene membranes [23], and
more recently, electronic transport [4–9, 24–27]. These
phenomena provide a venue to a deeper understanding
of electronic localization.
A Le´vy distribution is characterized by a probabil-
ity density ρ(w) of a random variable w, which has a
power-law tail [14, 16, and 26]. The probability den-
sity is given by ρ(w) ∝ 1/w1+α, where 0 < α < 2. If
0 < α < 1, the first and second moments of ρ(w) di-
verge because of heavy-tails, while for 1 ≤ α < 2 only
the second moment diverges. In particular, for α = 0.5,
the so-called Le´vy distribution is analytical and given
by ρ(w) = (2π)−1/2 w−3/2 exp (−1/2w), while for other
values of α the distribution can be obtained numerically
[28].
The localization of classical waves in weakly scattering
one-dimensional Le´vy lattices was studied recently [15
and 16]. It was proven that the localization length (ξ)
of long wavelengths is proportional to the power of the
wavelength, ξ ∝ λα, for 1 < α < 2 and that it has
a transcendental behavior, ξ ∝ λ2/ ln (λ), for α = 2.
However, for α > 2, the localization length goes to typical
Anderson localization which is given by ξ ∝ λ2.
From the electronic transport point of view, a
Schro¨dinger electronic wave submitted to typical one-
dimensional disorder (Anderson model) shows standard
localization, which means that the average transmission
decays exponentially with the system length L [29–31],
〈T 〉 ∝ exp
(
−
L
2ℓ
)
, (1)
where ℓ is the mean free path. Meanwhile the average of
minus the logarithm of the transmission increases linearly
with L,
〈− lnT 〉 =
L
ℓ
. (2)
Eq. (2) is used to obtain the mean free path from experi-
ments in disordered one-dimensional devices [30 and 32].
However, if the Schro¨dinger electronic wave is submitted
to an one-dimensional Le´vy-type disorder, standard lo-
calization is no longer observed. In this case, Eqs. (1)
and (2) become, respectively [4, 17, and 33]
〈T 〉 ∝ L−α, (3)
〈− lnT 〉 ∝ Lα, (4)
where α is the exponent of the power-law tail in the Le´vy
distribution. The effects of the Le´vy-type disorder are
stronger in the range 0 < α < 1. The behavior described
by Eqs. (3) and (4) is known as anomalous localization.
Recent investigations of electronic transport in Dirac
systems identified characteristics that could give rise to
anomalous localization. For instance, in Ref. [8] the
authors show that typical disorder in graphene nanorib-
bons could originate either standard or anomalous local-
ization depending on the type of ribbon edge. Further-
more, in Ref. [9] the transport properties of graphene
with anisotropically distributed on-site impurities were
investigated, showing that the system reveals Le´vy-flight
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FIG. 1. The propagation of Dirac electronic wave along the
sequence of barriers and wells with thicknesses wj and wj+1
following a Le´vy-type distribution.
transport in the stripe direction, which leads to a conduc-
tivity that increases with the square root of the system
length. However, as far as we know [34–48], there are no
studies about the effects of a specific Le´vy-type disorder
over a Dirac electronic wave. Hence, an issue remains
open: what type of localization will manifest in the case
of Dirac electronic waves subject to a Le´vy-type disorder?
Here we address this question by investigating the
transmission of Dirac electronic waves subject to a Le´vy-
type disorder, as schematically shown in Fig. 1. We show
that the system presents a phase transition from anoma-
lous to standard to anomalous localization as incidence
energy increases, in contrast to Schro¨dinger electronic
waves which do not present such transitions [4, 17, and
33]. Moreover, we obtain the phase diagram delimiting
anomalous and standard localization regimes, in the form
of an incidence angle versus incidence energy diagram.
Our numerical results have been obtained by the trans-
fer matrix method and compared with Eqs. (1)-(4). We
believe that our results could in principle be achieved
following recent experiments in graphene devices and su-
perlattices [49–56].
II. MODEL AND METHODOLOGY
With the aim of connecting our results with experi-
ments, we analyze the electronic transport properties of
graphene in the presence of a Le´vy-type disorder. The
effective Dirac equation for fermions moving in the pres-
ence of one-dimensional potential barriers in graphene is
given by
−ih¯vF (σx∂x + σy∂y)ψ = [E − V (x)]ψ, (5)
where σi are the Pauli matrices, vF is the Fermi velocity
and the spinor ψ = (ψA, ψB)
T , with A and B represent-
ing the two polarizations of the pseudospin which cor-
respond to two graphene sublattices. The electrostatic
potential V (x) is piecewise constant, which alternates
between two values, V (x) = V and 0, as depicted in
Fig. 1. The width of the regions wj , with and without
potential barriers, follows a Le´vy-type distribution. A
similar experimental setup can, at least in principle, be
achieved following recent experiments in graphene super-
lattices [49–54].
We employ the transfer matrix method to calculate
the transmittance directly. Since V (x) is constant inside
the jth region, we can write ψ(x, y) = e−ikyyψ(x), where
ψ(x) = (ψA(x), ψB(x))
T , and obtain
d2ψA,B
dx2
+ (k2j − k
2
y)ψA,B = 0, (6)
where kj = (E − Vj)/(h¯vF ) is the wave vector inside of
the Vj barrier. The subscript j denotes the regions of the
system, j = 0, 1, 2, ..., N, e, where j = 0 is the incident
region while j = e the exit region. Note that N is not a
fixed number. It depends on the Le´vy distribution.
Following Ref. [57], we obtain the transfer matrix con-
necting the wave function ψ(x) at x and x + ∆x in the
jth barrier, which is given by
Mj(∆x,E, ky) =
(
cos(qj∆x−θj)
cos θj
i
sin(qj∆x)
cos θj
i
sin(qj∆x)
cos θj
cos(qj∆x+θj)
cos θj
)
, (7)
where qj is the x component of the wave vector given
by qj =
√
k2j − k
2
y for k
2
j > k
2
y, otherwise qj =
i
√
k2y − k
2
j . The term θj is the angle between the x
component of the wave vector, qj , and the wave vec-
tor, kj , θj = arcsin(ky/kj). Hence, the transfer matrix
connecting incident and exit wave functions is given by
X =
∏N
j=1Mj(wj , E, ky), while the transmission coeffi-
cient is given by
t(E, ky) =
2 cos θ0
(x22e−iθ0 + x11e−iθe)− x12ei(θe−θ0) − x21
,
(8)
where xmn are the matrix elements of X and θ0(θe) is
the incidence (exiting) angle.
III. RESULTS AND DISCUSSION
In Fig. 2, we present the average transmission proba-
bility 〈T 〉 =
〈
tt†
〉
as a function of system length L for a
disordered graphene superlattice with Le´vy-type poten-
tial barrier distribution characterized by α = 0.5. The
energy of the barriers is V = 50 meV. The average was
calculated from 104 realizations for two different values
of incidence energy, E = 20 and 30 meV, and varying
the incidence angle θ from zero to π/2 by 0.05 radians
at each step. In the case of normal incidence the charge
carriers do not feel the electrostatic potential barriers
due to Klein tunneling [58], and we obtain 〈T 〉 = 1 for
θ = 0 in both cases, as expected. However, when θ in-
creases the potential barrier distribution becomes rele-
vant to the transport properties, and 〈T 〉 tends to de-
crease as a power law, Eq. (3), instead of the exponen-
tial decay in Eq. (1). This behavior indicates the onset
of anomalous localization in Dirac materials introduced
by a Le´vy-type disorder distribution, represented here by
the distribution of potential barriers.
The top panels of Fig. 3 show 〈− lnT 〉 as a function
of L for various incidence energies, E = 20, 25, 26 and
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FIG. 2. Average transmission probability 〈T 〉 as a function
of system length L for Dirac heterostructures with Le´vy-type
distribution of potential barriers with V = 50 meV. Incidence
angle increases from top θ = 0 to bottom pi/2, and incidence
energies are (a) E = 20 meV and (b) E = 30 meV.
30 meV, and varying the incidence angle θ from zero
to π/2 in increments of 0.05 radians. When E is equal
to or smaller than half of the potential barrier energy
(E ≤ V/2 = 25 meV), 〈− lnT 〉 increases as a power law in
accordance with Eq. (4), which characterizes an anoma-
lous localization behavior. However, when E is greater
than half of the potential barrier energy (E > V/2 = 25
meV), 〈− lnT 〉 shows a transition in localization behavior
as the incidence angle increases.
The bottom panel of Fig. 3 presents the phase dia-
gram in terms of incidence angle θ and incidence energy
E. The continuous line is the critical incidence angle
given by θc = arcsin |1 − V/E| , while the data points
were obtained from our numerical calculations. The crit-
ical incidence angle θc defines a transition in localization
behavior, and shows a minimum value when the inci-
dence energy equals the energy of the potential barriers
E = V = 50 meV. The phase diagram shows two different
localization regimes: anomalous localization (AL) and
“standard” localization (SL). In the AL regime, 〈− lnT 〉
increases as a power law as described by Eq. (4), while in
the SL regime it increases linearly with L, as described
by Eq. (2). Notice that for E ≤ V/2 = 25 meV, the sys-
tem is always in the AL regime for any incidence angle
in the interval 0 ≤ θ ≤ π/2.
To better understand the transition in localization be-
havior, we analyze the AL and SL regions in detail. The
former is shown on the left-hand side of Fig. 4 while
the latter is shown on its right-hand side. Fig. 4 (a)
shows 〈T 〉 as a function of L for three incidence angles
θ = π/5, π/3 and 2π/5 and incidence energy fixed at
E = 25 meV. All curves can be fitted by a power law
decay, Eq. (3), with α = 0.5 (dashed lines). In addition,
Fig. 4 (b) shows 〈− lnT 〉 as a function of length L with
the same parameters. Again, the numerical data is better
fitted by a power law as in Eq. (4) with α = 0.5 (dashed
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FIG. 3. Top panels, (a) to (d), show 〈− lnT 〉 as a function of
length for Dirac heterostructures with Le´vy-type distribution
of potential barriers with V = 50 meV. Incidence angle in-
creases from bottom θ = 0 to top pi/2, and incidence energies
are E = 20, 25, 26 and 30 meV. Bottom panel (e) shows the
phase diagram in terms of incidence angle θ and incidence en-
ergy E, dividing anomalous (AL) and “standard” localization
(SL) regimes.
lines). This behavior indicates that Dirac carriers in the
AL region feel the tunneling potential barriers with Le´vy-
type distribution the same way that Schro¨dinger particles
do. Furthermore, this behavior is valid for all values in
the range 0 < α < 1.
In Fig. 4 (c) we present 〈T 〉 as a function of length L
for θ = π/5 and E = 60 meV. In this case, we attempted
to fit the numerical data with an exponentially decaying
function as in Eq.(1), and a power law decay as in Eq.
(3). According to Fig. 4 (c), only the power law decay
is capable of describing the dependence of 〈T 〉 with L.
Therefore, the power law decay of 〈T 〉 for E > V agrees
with AL behavior observed for E < V . Nonetheless, Fig.
4 (d) shows the dependence of 〈− lnT 〉 on L with the
same parameters, where we observe a linear dependence
as predicted by Eq. (2) (dashed lines). Therefore, the
linear increase of 〈− lnT 〉 indicates a SL behavior instead
of AL.
In order to verify if this localization behavior is a gen-
eral result for the SL region, we now analyze the data in
Fig. 5. In Fig. 5 (a) and (b), we fix the incidence angle
θ = 2π/5 and consider α = 0.4, 0.5 and 0.6. Meanwhile
in Fig. 5 (c) and (d), we fix α = 0.5 and change the
incidence angle θ = π/5, π/3 and 2π/5. In all cases, the
incidence energy is fixed at E = 60 meV. Fig. 5, shows
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FIG. 4. Average transmission, (a) and (c), and 〈− lnT 〉, (b)
and (d), as a function of system length for Dirac heterostruc-
tures with Le´vy-type barrier distribution for α = 0.5. In (a)
and (b) we have E = 25 meV (E < V ). The dashed lines are
fitted using Eqs. (3) and (4). In (c) and (d) we have E = 60
meV (E > V ) and θ = pi/5. The dashed lines are fitted using
Eqs. (3) and (2), whereas the straight line is fitted with Eq.
(1).
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FIG. 5. Average transmission, (a) and (c), and 〈− lnT 〉, (b)
and (d), as a function of L for Dirac heterostructures with
Le´vy-type barrier distribution. In (a) and (b) θ = 2pi/5, while
in (c) and (d) α = 0.5. The dashed lines are fitted using Eqs.
(3) and (2) for top and bottom panels respectively. Incidence
energy is fixed E = 60 meV.
that 〈T 〉 presents a power law decay, while 〈− lnT 〉 in-
creases linearly with L. This means that the SL region of
the phase diagram is not a proper standard localization,
in the sense of Anderson localization, because 〈T 〉 is not
described by an exponential decay. However, 〈− lnT 〉 is
indeed described by a linear increase as it would be in
the case of Anderson localization.
We remark that a system with carriers described by
the Schro¨dinger equation also presents an anomalous to
standard localization transition as a function of α, when
α ≥ 1 [17]. This is reasonable since increasing α is equiv-
0 25 50 75 100 125 1500
0.2
0.4
0.6
0.8
1
<
T>
θ = pi/5
θ = pi/3
θ = 2pi/5
0 25 50 75 100 125 1500
0.2
0.4
0.6
0.8
1
0 25 50 75 100 125 150
Energy (meV)
0.1
0.2
0.3
0.4
σ
0 25 50 75 100 125 150
Energy (meV)
0.1
0.2
0.3
0.4
(a) (c)
(d)(b)
FIG. 6. Average transmission and its standard deviation as a
function of incidence energy for a system length L = 5 µm. In
(a) and (b) we have α = 0.25, while in (c) and (d) α = 0.50.
The incidence angle takes values θ = pi/5, pi/3 and 2pi/5.
alent of increasing the density of disorder in the system.
When α ≥ 2 the Schro¨dinger system presents typical An-
derson localization. A similar behavior occurs in classical
waves: for 1 < α ≤ 2 the localization is anomalous while
for α ≥ 2 it is standard [16]. In contrast, our results
show that a system with Dirac carriers presents a transi-
tion in localization behavior as a function of energy, with
no change for 0 < α < 1, in other words, without change
in the disorder density.
Finally, in Fig. 6 we analyze 〈T 〉, (a) and (c), and
its standard deviation σ =
√
〈T 2〉 − 〈T 〉2, (b) and (d),
as a function of incidence energy. We take L = 5 µm,
and α = 0.25 in (a) and (b), while α = 0.5 in (c) and
(d). Incidence angles are θ = π/5, π/3 and 2π/5. In
accordance with the phase diagram of Fig. 3, when θ =
π/5, 〈T 〉 shows two transitions in localization behavior.
First, from AL to SL at E ≈ 32 meV, and a second one
from SL to AL at E ≈ 122 meV. In the case of θ = π/3
and 2π/5, we only observe one transition from AL to SL
at E ≈ 25 meV. In fact, the transition from SL to AL
will also occur in these cases, but at very high incidence
energies.
In all cases we notice that 〈T 〉 is reduced to a small con-
stant value when the system is in the SL regime. This is
due to quasiparticles with incidence angle equal to θc be-
ing transmitted at π/2 in the potential barrier region [59].
For incidence angles higher then θc, the incident plane
wave becomes an evanescent one, reducing abruptly the
transmittance. In our system, this reduction in 〈T 〉 also
causes a reduction in its fluctuations, as shown in the
bottom panels of Fig. 6. The transition in localization
behavior then becomes clearer, since the AL is a conse-
quence of the large transmission fluctuations which ap-
pear in systems with a Le´vy-type disorder. When these
fluctuations are suppressed, which in our case happens
for incidence angles higher than θc, the system stays in
the SL regime.
5IV. CONCLUSION
In summary, we investigated the propagation of elec-
tronic waves described by the Dirac equation in a quasi-
one-dimensional system subject to a disorder distribu-
tion. We performed numerical calculations based on the
transfer matrix method in a system with a Le´vy-type
distribution of potential barriers. We have shown that
the system presents a transition from anomalous to stan-
dard to anomalous localization as the incidence energy in-
creases. In contrast to electronic waves described by the
Schro¨dinger equation, which do not present such tran-
sitions. The phase diagram delimiting the anomalous
and standard localization regimes, as a function of inci-
dence angle and incidence energy, was obtained. We have
shown that the transitions can also be characterized by
the behavior of the dispersion of the transmission. Fi-
nally, we attribute the transitions in localization regime
to an abrupt decay in the transmittance of the system
which occurs when the incidence angle is higher than θc,
and induces a decrease in the transmission fluctuations.
We believe that our results could, at least in principle,
be achieved following recent experiments in graphene su-
perlattices [49–54]. For instance, recent experiments pro-
duced and characterized graphene devices with length in
the 3 – 5 µm range [55 and 56], which could enable a
possible experimental verification of our results.
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