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Importance of nonresonant corrections for the description of atomic spectra
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We demonstrate that the present superaccurate measurements of transition processes between atomic states
in hydrogen atom reached the limit of accuracy when transition frequency cannot be defined anymore in a
unique way. This was predicted earlier and is due to the necessity to include the nonresonant corrections in
the description of resonant processes. The observed spectral line profile becomes asymmetric, and it becomes
impossible to extract the value of transition frequency from this profile in a unique way. Nonresonant corrections
depend on the type of experiment and on the experimental arrangement. However, the line profile itself for any
resonant process can be defined with any desired level of accuracy. A popular trend in modern search for
atomic frequency standards and atomic clocks is the search for transitions where the nonresonant corrections
are negligible. In this paper we present closed expressions for the resonant photon scattering cross sections
on an atomic level with dependence on all atomic quantum numbers including fine and hyperfine structure.
These expressions are given for different types of experiments with fixing of the incident (outgoing) photon
propagation directions and incident (outgoing) photon polarization. Using these expressions we demonstrate
that the transition frequencies in particular cases cannot be derived uniquely if the accuracy of measurement
reaches the level quoted in A. Beyer et al. Our interpretation of the results of this experiment is alternative to
the interpretation given by A. Beyer et al.
I. INTRODUCTION
This paper is devoted to the interpretation of the results
of the recent experiment [1]. During the last decades the
accuracy of spectroscopic measurements for hydrogen atom
has grown up considerebly and now reaches 15 digits for the
1s − 2s transition frequency [2]. A question arises whether
the improvement of accuracy of resonant transition frequency
measurement can be endless or it is limited by some reasons.
Here we ignore such problems as Doppler, collisional and
blackbody broadening. One can imagine an experiment with
a single cold isolated atom, when the spectral line profile will
be purely natural. This question was answered in [3–5] on the
basis of quantum qlectrodynamics (QED). The term ”nonres-
onant corrections” (NR corrections) was introduced in [3, 4].
In [5] the same words (NR corrections) were employed and
the reference to [4] was given.
Later in [6–9] on the basis of QED and quantum mechanics
(QM) NR corrections were treated under the name of ”quan-
tum interference effects” (QIE). The QIE include a very broad
set of quantum effects, for example quantum beats. The NR
corrections represent a particular type of QIE, namely a dis-
tortion of the spectral line shape in the resonance spectroscopy
of atoms and molecules. This type of QIE was first discussed
on the basis of QED in [3–5].
A QED theory of atomic spectral line profile was first devel-
oped by F. Low [10] wherefrom the existence of the nonres-
onant corrections also followed. Unlike the resonant value of
transitions frequency, the NR corrections depend on the pro-
cess of excitation of atomic level, on the type of experiment
and on the method of extracting of transition frequency value
from the experimental data. Therefore the refinement of the
transition frequency value may have sense until the NR cor-
rections are smaller than the accuracy of experiment [3, 4].
For all cases investigated in [3–5] and later works on the sub-
ject the NR corrections appeared to be negligible. In particu-
lar, according to [11] this was the case also for the two-photon
transition frequency measurement for the 1s − 2s transition
in hydrogen in [2]. The situation changed when the results
of the highly accurate measurement of the transition frequen-
cies 2sF=01/2 → 4pF=11/2 and 2sF=01/2 → 4pF=13/2 were reported
in [1]. The uncertainty of these measurement was quoted to
be considerably smaller than the observed interference effects.
According to the line profile theory these interference effects
manifest the existence of NR corrections. In the present paper
we investigate the problem from this point of view. We derive
expressions for the cross section of resonant photon scattering
on hydrogen atom with the fine and hyperfine structure taken
into account. These expressions contain dependence on the di-
rections and polarizations of the incident (absorbed) and out-
going (emitted) photons. This allows one to describe different
types of experiments with different correlations between di-
rections and polarizations of both photons. All these results
are then applied to derivation of NR corrections to the photon
scattering cross sections and transition frequencies.
We focus on NR corrections originating from the neigh-
boring fine structure level components as in [1] where mu-
tual influence of transitions 2sF=01/2 → 4pF=11/2 and 2sF=01/2 →
4pF=13/2 was observed. First we consider NR corrections to
2sF=01/2 → 4pF=11/2 transitions due to the quantum interference
with 2sF=01/2 → 4pF=13/2 transitions. Corresponding corrections
to another transition 2sF=01/2 → 4pF=13/2 are similar but have
an opposite sign. We demonstrate that the NR corrections to
these transitions in this particular case do not depend on the
type of experiment and on the experimental geometry. How-
ever, they depend on the choice of the detected decay branch:
they are different when the detection process ends up in the
states with F = 0, 1 or 2. When the frequency of the out-
going photon is not fixed at all, the result of the measurement
begins to depend both on the type of the experiment and on
the experimental arrangement (geometry).
2In the present paper we imagine an experimental set-up for
measuring the transition frequencies in an atom (very simpli-
fied and schematic) as follows. The atoms located in some
volume are excited by the laser beam with changeable fre-
quency. The direction of propagation of this beam also can be
varied. The laser photons (incident photons) excite the atomic
levels via the process of inelastic photon scattering. The line
shape corresponding to this process is the source for deter-
mining the atomic transition frequencies. This information
is gained by observing the decay of excited levels (outgoing
photons). The outgoing photons are registered by some de-
tector; the position of this detector defines the direction of the
outgoing photons. In our paper we consider experiments of
two types. In an experiment of the first type the directions of
propagation for both the incident photon (coinciding with di-
rection of the laser beam) and the outgoing photon (defined by
the position of detector) are fixed. Then the cross section de-
pends on the angle between these directions of propagations
of both photons. In an experiment of the second type the inci-
dent photon is polarized, and its direction is arbitrary. In this
case cross section depends on the angle between the incident
photon polarization and the outgoing photon direction.
The experiment [1] was of the last type and the decay
branch was not fixed. Combining the results of different mea-
surements, the authors of [1] found the way to cancel NR
corrections. The frequency corresponding to this combina-
tion they interpreted as a 2sF=01/2 → 4pF=11/2 frequency. In the
same way the 2sF=01/2 → 4pF=13/2 transition frequency was de-
termined.
This interpretation was later supported by the more detailed
analysis in [9]. In [9] it was also mentioned that the interpreta-
tion given in [1] is equivalent to the use of ”magic angles” (see
the definition of ”magic angles” below in section IV). In the
present paper we discuss another interpretation of the result of
the experiment [1]. Even with the use of ”magic angles” that
annihilate the dependence of transition frequencies on exper-
imental geometry, the dependence on the choice of the final
decay channels remains. This dependence is given explicitly
in Eq. (18) below. The values of transition frequency in Eq.
(18) include NR corrections which in this particular case do
not depend on geometry but depend on the final decay chan-
nel. This supports the statement made earlier in [3, 4] that the
transition frequency between atomic levels cannot be defined
uniquely with any desired accuracy.
II. QED THEORY OF RESONANT PHOTON
SCATTERING ON ATOMIC ELECTRON WITH ACCOUNT
FOR THE FINE AND HYPERFINE LEVEL STRUCTURE
For an accurate description of NR corrections to the atomic
transition frequencies it is natural to employ the QED theory
of atomic processes developed in particular in [12, 13]. The
resonant scattering corresponds to the case when the incident
photon frequency is chosen to be equal to the difference of
atomic level energies ω = En −Ei for the particular n value.
We denote by i, n, f the initial, intermediate and final atomic
states, respectively. Then in the sum over intermediate states
in the scattering amplitude only one term for the chosen n
value should be retained. According to the QED theory of
spectral line profile [10, 12, 13] in case of resonance an in-
finite set of Feynman graphs containing electron self-energy
insertions in the electron line n should be taken into account.
This leads to the arrival of the level width Γn in the energy
denominator corresponding to the resonant state n of the scat-
tering amplitude. Taking into account the fine and hyperfine
structure of atomic levels we will further understand the in-
dices i, n, f as standard sets of quantum numbers: princi-
pal quantum number n, electron orbital angular momentum l,
electron total electron momentum j, atomic angular momen-
tum F , and its projectionMF .
With these notations, the photon scattering amplitude in the
nonrelativistic limit and in the resonant approximation is [14]
U = (EnljF − EnilijiFi)3/2(EnljF − Enf lf jfFf )3/2 (1)
×
∑
MF
〈nilijiFiMFi |~ei ~d|nljFMF 〉
EnljF − EnilijiFi − ω − iΓ2
×〈nljFMF |~e ∗f ~d|nf lf jfFfMFf 〉,
where Γ = ΓnljF . In Eq. (1), ~ei, ~ef are the polarization
vectors of the incident and emitted photons, ~d = e~r is the
operator of the electric dipole moment of the electron, e is the
electron charge. Relativistic units are employed: ~ = c = 1.
The scattering amplitude apart from a term given by Eq.
(1) contains another term with interchanged absorption and
emission photons. This term does not contribute to the reso-
nant scattering. Below we will take into account the dominant
nonresonant contribution arising from Eq. (1).
The cross section of the resonant photon scattering reads
σif =
(EnljF − EnilijiFi)3(EnljF − Enf lf jfFf )3
2Fi + 1
(2)
×
∑
MFiMFf
∣∣∣∣∣
∑
MF
〈nilijiFiMFi |~ei ~d|nljFMF 〉
(EnljF − EnilijiFi − ω)2 + Γ24
× 〈nljFMF |~e ∗f ~d|nf lf jfFfMFf 〉
∣∣∣2 dω.
Here we have summed over atomic angular momentum pro-
jections in the final state and averaged over the atomic angular
momentum projections of initial state. In Eqs. (1) and (2) we
restricted ourselves with the most important case of emission
(absorption) of E1 photons.
III. APPLICATION TO THE DESCRIPTION OF
DIFFERENT TYPES OF EXPERIMENTS ON THE
MEASUREMENT OF ATOMIC TRANSITION
FREQUENCIES
Eq. (2) for the cross section of the resonant photon scat-
tering on an atomic electron is general and can be used to
describe any experiment involving this process. We will con-
centrate on the experiment for observation of the spectral line
shape of a transition nilijiFi → nljF and extracting the tran-
sition frequency from the experimental data. This corresponds
3to the experiment [1]. We will distinguish two types of exper-
iments of that sort. In an experiment of the first type the di-
rections of photon propagation are fixed: the incident photon
direction ~νi coincides with the direction of the laser beam and
the outgoing photon direction ~νf is defined by the detector po-
sition. In the second type of experiment the incident photon
polarization ~ei and the outgoing photon direction ~νf are fixed;
this is exactly the situation in experiment [1]. In the nonrel-
ativistic limit the matrix elements in Eq. (2) do not depend
explicitly on the photon directions ~νi and ~νf . Implicitly this
dependence enters via the transversality condition. Depen-
dence on ~νi, ~νf becomes explicit after summation over pho-
ton polarizations. Then for the type 1 experiment we have to
evaluate
∑
~ei,~ef
σif , for the the type 2 experiment it is necessary
to evaluate
∑
~ef
σif .
To introduce the NR correction to the cross section given by
Eq. (2) we have to take into account the next term of the scat-
tering amplitude, closest by energy to the resonant term. The
set of a quantum numbers for this additional state should allow
connection of this state with the initial state by absorption of
photon in electric dipole transitions. Therefore the neighbour-
ing fine structure components of the resonant level may give a
noticeable NR correction as it was recently observed in [1]. In
what follows we will consider the NR corrections originating
from the states with the same nl quantum numbers as the res-
onant state, but different values of j and F . We will neglect
the contribution quadratic in NR correction and will neglect
the level width in the energy denominator corresponding to
the NR state.
We represent the cross section in the form σif = σ
res
if +σ
nr
if ,
where σresif denotes now the resonant contribution and σ
nr
if rep-
resents the NR correction. In the NR correction we retain only
the interference term between the resonant and nonresonant
amplitudes. For evaluating the cross section with Eq. (2) we
employ the techniques of irreducible tensor operators (we fol-
low notations given in [15]). After lengthy but standard evalu-
ations and after summation over all angular momenta projec-
tions we arrive at the following expressions (see Appendix for
the derivation). For the experiment of the type 1,
∑
~ei,~ef
σnrif = 2Re
∑
nljF
n′l′j′F ′
(EnljF − EnilijiFi)3/2 (3)
×(En′l′j′F ′ − EnilijiFi)3/2(EnljF − Enf lf jfFf )3/2
×(En′l′j′F ′ − Enf lf jfFf )3/2
∑
xy
A(1)xy
×
{{
νi1 ⊗ νf1
}
y
⊗
{
νi1 ⊗ νf1
}
y
}
00
dω
(EnljF − EnilijiFi − ω − iΓ2 )(Enlj′F ′ − EnilijiFi − ω)
.
Here νi1, ν
f
1 denote the irreducible tensors of the rank 1 cor-
responding to the vectors ~νi, ~νf respectively in the laboratory
frame, symbol⊗ denotes a tensor product and
A(1)xy =
36(−1)F ′−F+x−y
2Fi + 1
Π2xΠy
{
1 1 y
1 1 x
}{
1 x 1
1 1 1
}2
(4)
×
{
1 x 1
F ′ Fi F
}{
1 x 1
F ′ Ff F
}
×〈nilijiFi||d1||nljF 〉〈n′l′j′F ′||d1||nilijiFi〉
×〈nf lf jfFf ||d1||n′l′j′F ′〉〈nljF ||d1||nf lf jfFf 〉
where Πa =
√
2a+ 1. The reduced matrix element of the
dipole operator in Eq. (4) is given by [15]
〈n′l′j′F ′||d1||nljF 〉 = (−1)j
′+j+I+l′+1/2+F (5)
×ΠF ′ΠFΠj′Πj
{
j′ F ′ I
F j 1
}{
l′ j′ 1/2
j l 1
}
〈n′l′||d1||nl〉,
where I is the nuclear spin (I = 1/2 for hydrogen atom) and
〈n′l′||d1||nl〉 = e(−1)l
′
ΠlΠl′
(
l 1 l′
0 0 0
)
(6)
×
∫
∞
0
r3Rn′l′Rnldr.
HereRnl is the radial part of hydrogenwave function. Similar
evaluations for an experiment of the type 2 yield∑
~ef
σnrif = 2Re
∑
nljF
n′l′j′F ′
(EnljF − EnilijiFi)3/2 (7)
×(En′l′j′F ′ − EnilijiFi)3/2(EnljF − Enf lf jfFf )3/2
×(En′l′j′F ′ − Enf lf jfFf )3/2
∑
xy
A(2)xy
×
{{
ei1 ⊗ νf1
}
y
⊗
{
ei1 ⊗ νf1
}
y
}
00
dω
(EnljF − EnilijiFi − ω − i2Γ)(Enlj′F ′ − EnilijiFi − ω)
,
where
A(2)xy =
6(−1)F ′−F−y
2Fi + 1
Π2xΠy (8)
×
{
1 1 y
1 1 x
}{
1 1 x
1 1 1
}{
1 x 1
F ′ Fi F
}{
1 x 1
F ′ Ff F
}
×〈nilijiFi||d1||nljF 〉〈n′l′j′F ′||d1||nilijiFi〉
×〈nf lfjfFf ||d1||n′l′j′F ′〉〈nljF ||d1||nf lf jfFf 〉.
Tensor product in Eq. (3) can be expressed through trigono-
metric functions of the angle between the vectors ~νi, ~νf (see
Appendix). In Eq. (7) ei1 is the irreducible tensor of the rank
1 corresponding to the vector ~ei. The summation over x in
Eq. (3) and the summation over y in Eq. (7) run over the val-
ues x = 0, 1, 2 and y = 0, 1, 2, respectively. The resonant
contributions
∑
~ei,~ef
σresif and
∑
~ef
σresif to the total cross section
are derived from Eqs. (3)-(8) by setting n′l′j′F ′ = nljF
with insertion of level widths in the resonant denominator. In
Appendix we use the notations A
(1,2) res
xy and A
(1,2) nr
xy for the
resonant and nonresonant contributions to the photon scatter-
ing cross section respectively.
4IV. DETERMINATION OF TRANSITION FREQUENCY
The dependence of the photon scattering cross section∑
~ei,~ef
σif ,
∑
~ef
σif on the incident photon frequency represents
the natural line profile for the transition nilijiFi → nljF .
In this paper we neglect all other types of line broadening.
Qualitatively, our conclusions will remain valid for any type
of line profile (Voigt and Gauss) though the numerical values
for transition frequencies may slightly change.
The resonant transition frequency ωres can be defined from
σif (ω) by different ways. One evident way is to define ωres as
ωres = ωmax, where ωmax corresponds to the maximum value
of σif (ω). Then ωres can be obtained from the condition
d
dω
σif (ω) = 0. (9)
In the resonant approximation we immediately find
ωres = ωmax = ω0 = EnljF − EnilijiFi . (10)
As long as the line profile remains symmetric with respect to
ω = ωmax, the definition (10) remains the same for any other
way of extracting ωres from the line profile. Experimentally,
the line center is commonly defined by the fitting procedure.
In principle, the line center may not coincide with the maxi-
mum of the line contour, so that Eq. (9) is not always appli-
cable. However, no other way to define theoretically the tran-
sition frequency is yet known and it is natural to use for this
purpose the simple definition given by Eq. (9), which gives
the correct answer in the absence of NR corrections [3–5].
For both types of experiments discussed above the ex-
pression for the photon scattering cross section can be
parametrized in the form:
σ
(1,2)
if = C
[
f
(1,2)
res
(ω0 − ω)2 + Γ24
+ 2Re
f
(1,2)
nr
(ω0 − ω − iΓ2 )∆
]
dω, (11)
where∆ = Enlj′F ′ −EnljF , σ(1)if =
∑
~ei,~ef
σif , σ
(2)
if =
∑
~ef
σif ,
C is some constant that is not important for our further deriva-
tions and
f (1,2)res =
[
(EnljF − EnilijiFi)(EnljF − Enf lf jfFf )
]3∑
xy
A(1,2) resxy
{{
a
(1,2)
1 ⊗ b(1,2)1
}
y
⊗
{
a
(1,2)
1 ⊗ b(1,2)1
}
y
}
00
, (12)
f (1,2)nr =
[
(EnljF − EnilijiFi)(Enlj′F ′ − EnilijiFi)(EnljF − Enf lf jfFf )(Enlj′F ′ − Enf lf jfFf )
]3/2
(13)
×
∑
xy
A(1,2) nrxy
{{
a
(1,2)
1 ⊗ b(1,2)1
}
y
⊗
{
a
(1,2)
1 ⊗ b(1,2)1
}
y
}
00
.
Coefficients A
(1,2)
xy are defined by Eqs. (4) and (8), with
a
(1)
1 = ν
i
1, a
(2)
1 = e
i
1, b
(1)
1 = b
(2)
1 = ν
f
1 . Using the defini-
tion of ωres via the ”maximum” of the line profile according
to Eq. (9) we find
d
dω
σif (ω) = −
8
(
f
(1,2)
nr
(
Γ2 − 4(ω − ω0)2
)
+ 4∆f
(1,2)
res (ω − ω0)
)
∆(Γ2 + 4(ω − ω0)2)2
= 0. (14)
Expansion of Eq. (14) into the Taylor series in the vicinity of ω0 yields
−8f
(1,2)
nr
Γ2∆
− 32f
(1,2)
res (ω − ω0)
Γ4
+O
(
(ω − ω0)2
)
= 0. (15)
5Finally, neglecting the terms of the order O
(
(ω − ω0)2
)
in
Eq. (15) and solving it with respect to ω we arrive at the defi-
nition of ωmax
ω(1,2)max = ω0 − δω(1,2), (16)
where
δω(1,2) =
f
(1,2)
nr
f
(1,2)
res
Γ2
4∆
. (17)
With our definition of ∆ this value corresponds to the lower
component of the fine structure of the level nl. For the upper
sublevel of two neighboring components of energy level we
would arrive to the same expression as Eq. (16) but with thw
opposite sign of ∆ and with Γ = Γnlj′F ′ . NR correction in
Eq. (16) can depend on the arrangement of the experiment
,i.e., on the angles between the vectors νi and νf in the exper-
iment of type 1 or on the angles between the vectors ~ei and ~νf
in the experiment of type 2.
The smallness of NR corrections in Eq. (17) is defined by
the ratio Γ/∆. Eq. (17) is obtained as the lowest term of
an expansion of the result in terms of Γ/∆. The approxima-
tions that were used for derivation of Eq. (2) are valid up
to the higher order terms in parameter Γ/∆. This parameter
is always small for two neighbouring components of the fine
structure (see below the particular example below). The pa-
rameterΓ/∆may not be small for two neighbouringhyperfine
sublevels, but this requires special investigation [11].
V. APPLICATION TO 2sF=01/2 → 4p
F=1
1/2 AND
2sF=01/2 → 4p
F=1
3/2 TRANSITIONS
Now we turn to evaluation of 2sF=01/2 → 4pF=11/2 transi-
tion frequency with account for NR corrections originating
from the neighboring 4pF=13/2 level. For this purpose we set
in all equations nili = 2s, ji = 1/2, Fi = 0, nl = 4p,
j = 1/2, F = 1, j′ = 3/2, F ′ = 1. As the final states
we have chosen states listed in Table I. Note that hyperfine
structure of 1s and 2s electron shells was resolvable in exper-
iments [1]. The results of evaluations are presented in Table
I. For evaluation of NR corrections according to Eqs. (11),
(12), (17) we use theoretical values given in [8], which in-
corporate relativistic, QED, nuclear size, the hyperfine struc-
ture corrections. The same concerns the value of the widths
Γ = Γ4pF=1
1/2
= 1.2941×107 Hz and the fine structure interval
∆ = E4pF=1
3/2
− E4pF=1
1/2
= 1367433.3 kHz [8]. These values
give a sufficiently accurate result for δω up to four digits after
the decimal point. The parameter Γ/∆ in this case is equal to
0.00946, so the expansion in powers of this parameter works
very well.
As can be seen from Table I, the NR corrections to the tran-
sition frequency 2sF=01/2 → 4pF=11/2 do not depend on the type
of experiment and consequently on the geometry of this ex-
periment. However, these NR corrections appear to depend
strongly on the method of the frequency detection, i.e. on the
TABLE I: The NR corrections in kHz to the transitions frequency
2sF=01/2 → 4p
F=1
1/2 with the account for the neighbouring 4p
F=1
3/2 state
for the experiment of the type 2 (~ei~νf correlation). The same values
are obtained for the experiment of the type 1 (~νi~νf correlation).
Final state δω(2)
1sF=01/2 61.2355
1sF=11/2 -30.6178
2sF=01/2 61.2357
2sF=11/2 -30.6178
3sF=01/2 61.2362
3sF=11/2 -30.6181
3dF=13/2 30.6174
3dF=23/2 6.1236
choice of the state to which the excited 4pF=11/2 level finally de-
cays. Moreover, this dependence concerns only the quantum
numbers of this final state, and the result is nearly independent
on the frequency of the outgoing photon. The latter circum-
stance is understandable since according to Eq. (17) the NR
corrections are proportional to the ratio fnr/fres where the
corresponding energy differences nearly cancel.
When the hyperfine structure of the final levels is resolved,
the NR corrections differ only by the values of the total angu-
lar momentum Ff of the final hyperfine sublevel. This can be
seen from the closed expressions (4), (8), (11), (12) for the NR
corrections via 6j-symbols. Therefore, for the transition fre-
quency 2sF=01/2 → 4pF=11/2 , three different values of ωmax (1,2)res
corresponding to Ff = 0, 1, 2 can be derived for both types
of experiment by using ω0 from [8] and NR corrections from
Table I:
Ff = 0 ω
max (1,2)
res = 616520152497.3 kHz (18)
Ff = 1 ω
max (1,2)
res = 616520152527.9 kHz
Ff = 2 ω
max (1,2)
res = 616520152552.4 kHz
These three values differ from each other by more than 50
kHz. This is 15 times larger than the accuracy of measure-
ment quoted in [1] (3 kHz). Nevertheless, all 3 numbers in
Eq. (18) have equal rights to be interpreted as ”2sF=01/2 −4pF=11/2
transition frequency”. If in the process of the frequency mea-
surement only the emission of the outgoing photon is detected
without fixing of its frequency, the summation over all the fi-
nal states should be done. In the case of our interests this
summation looks as follows
δω(1,2) =
∑
nf lf jfFf
f
(1,2)
nr
∑
nf lf jfFf
f
(1,2)
res
Γ2
4∆
. (19)
Now the NR correction begins to depend on the type of the
experiment and on the angles between the vectors ~νi, ~νf in
the experiment of the first type or between the vectors ~ei, ~νf
in the experiment of the second type. The results for 2sF=01/2 →
4pF=11/2 transition are presented in Fig. 1.
6FIG. 1: The NR correction for the transition 2sF=01/2 → 4p
F=1
1/2 as the
function of the angle between the vectors ~νi, ~νf for the experiment
of the type 1 (solid line) and as the function of the angle between the
vectors ~ei, ~νf in the experiment of the type 2 (dashed line) according
to Eq. (19).
0 45 90 135 180
-30
-20
-10
0
10
θ [grad]
δ
ω
[k
H
z
]
According to Eq. (19) and Fig. 1, the NR correction van-
ishes for certain angles θ1 = 54.7
◦ and θ2 = 125.3
◦, which
are the same for both types of experiment. The possible use
of the ”magic angles” for determination of transition frequen-
cies in atoms was mentioned in [8, 9]. In [9] it was noted that
the method of extracting the transition frequency value from
the experimental data used in [1] is actually equivalent to the
use of ”magic angles”. The same ”magic angles” arise in dif-
ferent areas of quantum physics where the interference of two
electric dipole amplitudes is involved, see for example [16].
The ”magic angles” are connected with the roots of equation
P2(x) = 0 where P2 is the Legendre polynomial (see details
in the Appendix).
Recently, evaluation of atomic transition frequencies with
the use of ”magic angles” was considered in [17]. Values for
”magic angles” in [17] coincide with quoted above for similar
transitions. Evaluation of transition frequency 2sF=01/2 −4pF=11/2
with the use of Eq. (19) for ”magic angles” with the theoreti-
cal values ω0, Γ and∆ from [8] gives
ωmax (1,2)res = 616520152558.5 kHz. (20)
A similar evaluation of the 2sF=01/2 − 4pF=13/2 transition fre-
quency yields
ωmax (1,2)res = 616521519991.8 kHz. (21)
As we understand the main goal of the work [1] is not to
present the new frequency standard but to present an accu-
rate experimental result which can be conveniently compared
to the theory for extraction some fundamental constants. For
this purpose, the determination of a certain characteristics of
experimental line profile was employed. The determination
of this characteristics which in [1] was called ”frequency”
included summation over the decay channels, using ”magic
angles” and then fitting to the theoretical line shape. An ad-
vantage of this recipe is that it fully avoids the QIE and that
the ”frequency” can be directly compared to the theoretical
parameter ω0 (difference of the energy levels for free atom).
Another advantage is that this recipe looks to be universal:
pursuing the same goal one can for any transition in any atom
to sum over decay channels and to use ”magic angles” geom-
etry. Our goal in this paper is to demonstrate that the recipe
used in [1] and hence the definition of frequency is not unique.
We suggest another recipe: choose a certain decay channel
then the dependence on the experimental geometry vanishes
automatically. Then the maximum of the experimental line
shape can be compared with the theoretical line shape where
NR effects (QIE) should be included. In principle, this is more
complicated but also quite realizable way for extracting fun-
damental constants from the comparison of experiment and
theory. The frequencies defined in this way are given in Eq.
(18). These frequencies correspond to the energy differences
not in a free atom, but in the atom, perturbed by the measure-
ment. The universality of the recipe given in [1] also is not
absolute; if the final state has many decay channels (e.g. as
the Rydberg state) it may be more convenient to choose a cer-
tain decay channel and to employ the frequency values of the
type Eq. (18).
VI. CONCLUSIONS
An analysis performed in this paper demonstrates that the
frequencies of certain transitions (in particular 2sF=01/2 →
4pF=11/2 transition) in hydrogen atom cannot be defined
uniquely at the high accuracy of the recent measurement. This
happens due to the presence of NR corrections depending on
the type of experiment, on the experimental arrangement and
on the method of extracting the transition frequency values
from the experimental data. Since the influence of the NR
corrections is unavoidable, the same situation will occur for
any atomic transition as soon as the accuracy of measurement
will become comparable with NR corrections.
The recent numerous works on the improvement of fre-
quency standards and on the construction of new atomic
clocks are based on the search for atomic transitions where
NR corrections are negligible. However, it is important to re-
member that the limit for the accuracy of transition frequency
measurement does exist for any atomic transition.
The statement that the excited atomic states are not directly
observable was made originally in [3, 4]. Strictly speaking,
observable are only the line profiles of various processes, such
as for the light emission and absorption by atoms, scattering
of light and different particles on atoms. A theoretical picture
of an atom with fine and hyperfine level structure is a very
elaborate, accurate and useful model (but only a model) for
description of all this variety of processes. With the growing
accuracy of measurements, this model becomes not fully ad-
equate (cannot be separated out from the process of measure-
ment), and a unique determination of transition frequency be-
comes impossible. In the present paper we give an alternative
interpretation of the results of the experiment [1]. Though the
transition frequency 2sF=01/2 − 4pF=11/2 cannot be defined with
desired accuracy (3 kHz) the main goal of the experiment [1]
remains achievable.
7The nonuniqueness of determination of transition fre-
quency does not mean that it is impossible to extract the values
for various constants (the proton radius and Rydberg constant
in case of hydrogen atom) from atomic measurements. For
example, the values of the constants can be extracted from the
comparison of theoretical and experimental results for any of
3 values given in Eq. (18). For accuracy of measurement of
the line profile for a certain transition (or its characteristics
such as position of the maximum) there are no limits apart
from the quantum mechanical uncertainty relations. These
measurements should be compared with the theoretical calcu-
lations of line shape where the NR corrections are taken into
account.
Appendix
In this Appendix we present a most general expression for
the photon scattering cross section on the hydrogen atom. In
this expression not only fine but also hyperfine structure of
the atomic levels is taken explicitly into account. We also
present the cross sections averaged over the incident photon
polarizations and summed over the outgoing photon polariza-
tions. The ”closed expression” means that the cross section
is written in terms of 6j-symbols and simple radial integrals.
The angular evaluations are based on the book [15]. The ear-
lier expressions (not in the fully closed form) for this cross
section can be found in [13, 17, 18]. Using these expressions
the nonresonant corrections to the various photon scattering
experiments are derived.
We start from the investigation of angular dependence of
the photon scattering cross section on an atom in the experi-
ment of the first type, i.e. when summation over photon polar-
izations is performed for the differential cross section
∑
~ei~ef
σif .
Our goal is to derive an analytical expression for the differen-
tial cross section with explicit dependence on the angle be-
tween directions of absorbed and emitted photons. Before
proceeding to the evaluation of these expressions we give the
basic relations that we will use below following the notations
in [15].
Summation over photon polarizations can be performed
with the use of the formula [14].∑
~e
(~e ∗~a)(~e~b) = (~ν × ~a)(~ν ×~b), (A1)
where ~a, ~b are two arbitrary vectors. We denote the vector
components in a cyclic basis as (~a)q , q = 0, ±1. In gen-
eral, we will use irreducible tensors ap of the rank p with the
components apq. The first lower index denotes the rank and
the second one denotes the component. The irreducible tensor
a1 of the rank 1 with the components a1q correspond to the
vector ~a and cyclic vector component (~a)q . The vector com-
ponent (~a)q equals the tensor component a1q . Then the vector
product of two vectors ~a and~b can be expressed as
(
~a×~b
)
q
= −i
√
2{a1 ⊗ b1}1q (A2)
= −i
√
2
∑
µν
C1q1µ1νaµbν
= −i
√
6(−1)q
∑
µν
(
1 1 1
µ ν −q
)
aµbν .
Here ⊗ denotes the tensor product, µ, ν = 0, ±1 and C1q1µ1ν
is the Clebsch-Gordan coefficient. Complex conjugation for
tensor components:
(ayz)
∗ = (−1)−zay−z = (−1)zay−z, (A3)
A scalar product of two irreducible tensors of rank y:
∑
z
ayzb
∗
yz = (ay · by) (A4)
= (−1)−y
√
2y + 1 {ay ⊗ by}00 .
Components of tensor product of rank y of two first rank ten-
sors a1 and b1
{a1 ⊗ b1}yz = (−1)z
√
2y + 1 (A5)
×
∑
µν
(
1 1 y
µ ν −z
)
aµbν ,
({a1 ⊗ b1}yz)∗ = (−1)−z{a1 ⊗ b1}y−z (A6)
=
√
2y + 1
∑
µν
(
1 1 y
µ ν z
)
aµbν .
Now we perform angular algebra in matrix elements for the
experiment of the first type, i.e., we calculate
∑
~ei~ef
σif . Taking
the square modulus of matrix elements in the numerator of Eq.
(1) of the main text we find
∑
~ei~ef
σif =
∑
~ei~ef
σresif +
∑
~ei~ef
σnrif , (A7)
where
∑
~ei~ef
σresif is the resonant contribution to the differential
cross section
8∑
~ei~ef
σresif =
1
2Fi + 1
∑
~ei~ef
∑
MFiMFf
∑
nljFMF
(EnljF − EnilijiFi)3(EnljF − Enf lf jfFf )3 (A8)
×
∣∣∣∣∣〈nilijiFiMFi |~ei
~d|nljFMF 〉〈nljFMF |~e ∗f ~d|nf lfjfFfMFf 〉
EnljF − EnilijiFi − ω − i2ΓnljF
∣∣∣∣∣
2
dω,
and
∑
~ei~ef
σnrif is the nonresonant contribution to the cross section
∑
~ei~ef
σnrif =
1
2Fi + 1
∑
~ei~ef
∑
MFiMFf
∑
nljFMF
n′l′j′F ′MF ′
(EnljF − EnilijiFi)3/2(En′l′j′F ′ − EnilijiFi)3/2 (A9)
×(EnljF − Enf lf jfFf )3/2(En′l′j′F ′ − Enf lf jfFf )3/2
×2Re
[
〈nilijiFiMFi |~ei ~d|nljFMF 〉〈nljFMF |~e ∗f ~d|nf lf jfFfMFf 〉
(EnljF − EnilijiFi − ω − i2ΓnljF )
×〈n
′l′j′F ′MF ′ |~e ∗i ~d|nilijiFiMFi〉〈nf lf jfFfMFf |~ef ~d|n′l′j′F ′MF ′〉
(En′l′j′F ′ − EnljF )
]
dω.
Performing summation over polarizations in Eq. (A9) with the use of Eq. (A1) yields
∑
~ei~ef
σnrif =
1
2Fi + 1
∑
MFiMFf
∑
nljFMF
n′l′j′F ′MF ′
(EnljF − EnilijiFi)3/2(En′l′j′F ′ − EnilijiFi)3/2 (A10)
×(EnljF − Enf lf jfFf )3/2(En′l′j′F ′ − Enf lf jfFf )3/2
×2Re
[
〈nilijiFiMFi |~νi × ~d|nljFMF 〉〈n′l′j′F ′MF ′ |~νi × ~d|nilijiFiMFi〉
(EnljF − EnilijiFi − ω − i2ΓnljF )
× 〈nf lf jfFfMFf |~νf ×
~d|n′l′j′F ′MF ′〉〈nljFMF |~νf × ~d|nf lf jfFfMFf 〉
(En′l′j′F ′ − EnljF )
]
dω.
The scalar product of two vectors in Eq. (A10) can be written in terms of cyclic coordinates
∑
~ei~ef
σnrif =
1
2Fi + 1
∑
MFiMFf
∑
nljFMF
n′l′j′F ′MF ′
(EnljF − EnilijiFi)3/2(En′l′j′F ′ − EnilijiFi)3/2 (A11)
×(EnljF − Enf lf jfFf )3/2(En′l′j′F ′ − Enf lf jfFf )3/2
×2Re

∑
qq′
(−1)q+q′ 〈nilijiFiMFi |(~νi ×
~d)q|nljFMF 〉〈n′l′j′F ′MF ′ |(~νi × ~d)−q|nilijiFiMFi〉
(EnljF − EnilijiFi − ω − i2ΓnljF )
×〈nf lf jfFfMFf |(~νf ×
~d)q′ |n′l′j′F ′MF ′〉〈nljFMF |(~νf × ~d)−q′ |nf lf jfFfMFf 〉
(En′l′j′F ′ − EnljF )
]
dω.
9Using Eq. (A2) and applying Eckart-Wigner theorem for the dipole matrix elements Eq. (A11) is reduced to
∑
~ei~ef
σnrif =
36
2Fi + 1
∑
MFiMFf
∑
nljFMF
n′l′j′F ′MF ′
(EnljF − EnilijiFi)3/2(En′l′j′F ′ − EnilijiFi)3/2 (A12)
×(EnljF − Enf lf jfFf )3/2(En′l′j′F ′ − Enf lf jfFf )3/2
×
∑
µ′′′µ′′µ′µ
ν′′′ν′′ν′ν
∑
q′q
(−1)q+q′
(
1 1 1
µ ν −q
)(
1 1 1
µ′ ν′ q
)(
1 1 1
µ′′ ν′′ −q′
)
×
(
1 1 1
µ′′′ ν′′′ q′
)
νiµν
i
µ′ν
f
µ′′ν
f
µ′′′ (−1)Fi−MFi+F
′
−MF ′+Ff−MFf+F−MF
×
(
Fi 1 F
−MFi ν MF
)(
F ′ 1 Fi
−MF ′ ν′ MFi
)(
Ff 1 F
′
−MFf ν′′ MF ′
)(
F 1 Ff
−MF ν′′′ MFf
)
×2Re
[
〈nilijiFi||d1||nljF 〉〈n′l′j′F ′||d1||nilijiFi〉〈nf lf jfFf ||d1||n′l′j′F ′〉〈nljF ||d1||nf lf jfFf 〉
(EnljF − EnilijiFi − ω − i2ΓnljF )(En′l′j′F ′ − EnljF )
]
dω.
The reduced matrix elements in Eq. (A12) do not depend on projections of any angular momentum and are given by [15]
〈n′l′j′F ′||d1||nljF 〉 = (−1)j
′+j+I+l′+1/2+FΠF ′ΠFΠj′Πj
{
j′ F ′ I
F j 1
}{
l′ j′ 1/2
j l 1
}
〈n′l′||d1||nl〉, (A13)
where I is the nuclear spin (I = 1/2 for hydrogen atom) and
〈n′l′||d1||nl〉 = e(−1)l
′
ΠlΠl′
(
l 1 l′
0 0 0
)
(A14)
×
∫
∞
0
r3Rn′l′Rnldr.
Here Rnl is the radial part of hydrogen wave function and
Πa =
√
2a+ 1.
Then summations over projections of final and intermedi-
ate states and averaging over projections of initial state is per-
formed independently with the use of Eq. (10) in section 12.1
of [15]
∑
MFiMFMF ′MFf
(−1)Fi−MFi+F ′−MF ′+Ff−MFf+F−MF
(
Fi 1 F
−MFi ν MF
)(
F ′ 1 Fi
−MF ′ ν′ MFi
)(
Ff 1 F
′
−MFf ν′′ MF ′
)
(A15)
×
(
F 1 Ff
−MF ν′′′ MFf
)
= (−1)F ′−F
∑
xξ
(−1)x−ξΠ2x
(
1 x 1
−ν −ξ −ν′
)(
1 x 1
−ν′′′ ξ −ν′′
)
×
{
1 x 1
F ′ Fi F
}{
1 x 1
F ′ Ff F
}
.
Nowwe can consider the sum over indices ν′′ν′′′q′. This sum-
mation is performed independently on indices νν′q with the
use of Eq. (6) in section 12.1 of [15]. Terms in Eq. (A12)
depending on variables ν′′ν′′′q′ are
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∑
ν′′ν′′′
∑
q′
(−1)q′(−1)x−ξ
(
1 1 1
µ′′ ν′′ −q′
)(
1 1 1
µ′′′ ν′′′ q′
)(
1 x 1
−ν′′′ ξ −ν′′
)
(A16)
=
∑
ν′′ν′′′
∑
q′
(−1)1−q′+1−ν′′+1−ν′′′
(
1 1 1
q′ µ′′′ −ν′′′
)(
1 x 1
ν′′′ ξ −ν′′
)(
1 1 1
ν′′ µ′′ −q′
)
= (−1)x
(
1 x 1
−µ′′′ −ξ −µ′′
){
1 x 1
1 1 1
}
.
Another sum over indices νν′q is reduced in a similar way as follows
∑
νν′
∑
q
(−1)q
(
1 1 1
µ ν −q
)(
1 1 1
µ′ ν′ q
)(
1 x 1
−ν −ξ −ν′
)
(A17)
= (−1)x−ξ
∑
νν′
∑
q
(−1)1−q+1−ν′+1−ν
(
1 1 1
q µ′ −ν′
)(
1 x 1
ν′ −ξ −ν
)(
1 1 1
ν µ −q
)
= (−1)x−ξ
(
1 x 1
−µ′ ξ −µ
){
1 x 1
1 1 1
}
.
Collecting together results of Eqs. (A15), (A16), (A17) yields
∑
~ei~ef
σnrif =
∑
nljF
n′l′j′F ′
36(−1)F ′−F
2Fi + 1
(EnljF − EnilijiFi)3/2(En′l′j′F ′ − EnilijiFi)3/2 (A18)
×(EnljF − Enf lf jfFf )3/2(En′l′j′F ′ − Enf lf jfFf )3/2
×
∑
x
∑
ξ
∑
µµ′µ′′µ′′′
(−1)2x−ξΠ2x
(
1 x 1
−µ′ ξ −µ
)(
1 x 1
−µ′′′ −ξ −µ′′
){
1 x 1
1 1 1
}2
×νiµνiµ′νfµ′′νfµ′′′
{
1 x 1
F ′ Fi F
}{
1 x 1
F ′ Ff F
} ∑
nljF
n′l′j′F ′
×2Re
[
〈nilijiFi||d1||nljF 〉〈nljF ||d1||nf lf jfFf 〉〈nilijiFi||d1||n′l′j′F ′〉〈n′l′j′F ′||d1||nf lf jfFf 〉
(EnljF − EnilijiFi − ω − i2ΓnljF )(En′l′j′F ′ − EnljF )
]
dω.
Two remaining 3jm symbols in Eq. (A18) can be considered
separately. Using Eq. (5) in section 12.1 of [15] and Eqs.
(A3)-(A6), the following sequence of equalities can be written
for the sum over ξ in Eq. (A18)
∑
ξ
(−1)−ξ
(
1 x 1
−µ′ ξ −µ
)(
1 x 1
−µ′′′ −ξ −µ′′
)
νiµν
i
µ′ν
f
µ′′ν
f
µ′′′ (A19)
=
∑
yz
(−1)x
({
νi1 ⊗ νf1
}
yz
)
∗ {
νi1 ⊗ νf1
}
yz
{
1 1 y
1 1 x
}
=
∑
y
(−1)x−y
√
2y + 1
{{
νi1 ⊗ νf1
}
yz
⊗
{
νi1 ⊗ νf1
}
yz
}
00
{
1 1 y
1 1 x
}
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Substitution of Eq. (A19) into Eq. (A18) yields
∑
~ei~ef
σresif =
f
(1)
res
(EnljF − EnilijiFi − ω)2 −
Γ2nljF
4
dω, (A20)
∑
~ei~ef
σnrif = 2Re
[
f
(1)
nr
(EnljF − EnilijiFi − ω − i2ΓnljF )(En′l′j′F ′ − EnljF )
]
dω, (A21)
together with notations
f (1)res = (EnljF − EnilijiFi)3(EnljF − Enf lf jfFf )3
∑
xy
A(1) resxy
{{
νi1 ⊗ νf1
}
y
⊗
{
νi1 ⊗ νf1
}
y
}
00
(A22)
,
f (1)nr = (EnljF − EnilijiFi)3/2(En′l′j′F ′ − EnilijiFi)3/2(EnljF − Enf lf jfFf )3/2(En′l′j′F ′ − Enf lf jfFf )3/2 (A23)
×
∑
xy
A(1) nrxy
{{
νi1 ⊗ νf1
}
y
⊗
{
νi1 ⊗ νf1
}
y
}
00
A(1) resxy =
36(−1)x−y
2Fi + 1
Π2xΠy
{
1 1 y
1 1 x
}{
1 x 1
1 1 1
}2{
1 x 1
F Fi F
}{
1 x 1
F Ff F
}
(A24)
×|〈nilijiFi||d1||nljF 〉〈nljF ||d1||nf lf jfFf 〉|2
A(1) nrxy =
36(−1)F ′−F+x−y
2Fi + 1
Π2xΠy
{
1 1 y
1 1 x
}{
1 x 1
1 1 1
}2{
1 x 1
F ′ Fi F
}{
1 x 1
F ′ Ff F
}
(A25)
×〈nilijiFi||d1||nljF 〉〈n′l′j′F ′||d1||nilijiFi〉〈nf lfjfFf ||d1||n′l′j′F ′〉〈nljF ||d1||nf lf jfFf 〉.
Now we can consider the second type of experiment, i.e. differential cross section
∑
~ef
σnrif . Taking square of modulus in Eq.
(A10), performing summation over photon polarization vector ~ef , summation over projections in final states and averaging over
projections in ∑
~ei
σnrif =
1
2Fi + 1
∑
MFf MFi
∑
nljFMF
n′l′j′F ′MF ′
(EnljF − EnilijiFi)3/2(En′l′j′F ′ − EnilijiFi)3/2 (A26)
×(EnljF − Enf lf jfFf )3/2(En′l′j′F ′ − Enf lf jfFf )3/2
×2Re
[
〈nilijiFiMFi |~ei ~d|nljFMF 〉〈n′l′j′F ′MF ′ |~e ∗i ~d|nilijiFiMFi〉
(EnljF − EnilijiFi − ω − i2ΓnljF )
×〈nf lf jfFfMFf |~νf ×
~d|n′l′j′F ′MF ′〉〈nljFMF |~νf × ~d|nf lfjfFfMFf 〉
(En′l′j′F ′ − EnljF )
]
dω.
The scalar product of two vectors in Eq. (A26) can be written in cyclic coordinate space as∑
~ei
σnrif =
1
2Fi + 1
∑
MFf MFi
∑
nljFMF
n′l′j′F ′MF ′
(EnljF − EnilijiFi)3/2(En′l′j′F ′ − EnilijiFi)3/2 (A27)
×(EnljF − Enf lf jfFf )3/2(En′l′j′F ′ − Enf lf jfFf )3/2
×2Re
∑
qq′q′′
(−1)q+q′+q′′
[
〈nilijiFiMFi |eiqd−q|nljFMF 〉〈n′l′j′F ′MF ′ |ei,∗q′ d−q′ |nilijiFiMFi〉
(EnljF − EnilijiFi − ω − i2ΓnljF )
× 〈nf lf jfFfMFf |(~νf ×
~d)q′′ |n′l′j′F ′MF ′〉〈nljFMF |(~νf × ~d)−q′′ |nf lf jfFfMFf 〉
(En′l′j′F ′ − EnljF )
]
dω.
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Using Eq. (A2) for cyclic components of vector product and applying the Eckart-Wigner theorem for the dipole matrix elements
in Eq. (A27) we find
∑
~ei
σnrif = −
6
2Fi + 1
∑
MFf MFi
∑
nljFMF
n′l′j′F ′MF ′
(EnljF − EnilijiFi)3/2(En′l′j′F ′ − EnilijiFi)3/2 (A28)
×(EnljF − Enf lf jfFf )3/2(En′l′j′F ′ − Enf lf jfFf )3/2
∑
µ′µ
ν′ν
∑
q′′q′q
(−1)q+q′+q′′(−1)Fi−MFi+F ′−MF ′+Ff−MFf+F−MF
×
(
Fi 1 F
−MFi −q MF
)(
F ′ 1 Fi
−MF ′ −q′ MFi
)(
Ff 1 F
′
−MFf ν MF ′
)
×
(
F 1 Fi
−MF ν′ MFi
)(
1 1 1
µ ν −q′′
)(
1 1 1
µ′ ν′ q′′
)
eiqe
i,∗
q′ ν
f
µν
f
µ′
×2Re
[
〈nilijiFi||d1||nljF 〉〈n′l′j′F ′||d1||nilijiFi〉〈nf lf jfFf ||d1||n′l′j′F ′〉〈nljF ||d1||nf lfjfFf 〉
(EnljF − EnilijiFi − ω − i2ΓnljF )(En′l′j′F ′ − EnljF )
]
dω.
Then summation over projections of the angular momentum in the final, intermediate and initial states in Eq. (A28) is performed
independently on the reduced matrix elements and vector components:
∑
MFiMF ′MFMFf
(−1)Fi−MFi+F ′−MF ′+Ff−MFf+F−MF (A29)
×
(
Fi 1 F
−MFi −q MF
)(
F ′ 1 Fi
−MF ′ −q′ MFi
)(
Ff 1 F
′
−MFf ν MF ′
)(
F 1 Ff
−MF ν′ MFf
)
= (−1)F ′−F (−1)q+q′+q′′
∑
xξ
(−1)x−ξΠ2x
(
1 x 1
q −ξ q′
)(
1 x 1
−ν′ ξ −ν
){
1 x 1
F ′ Fi F
}{
1 x 1
F ′ Ff F
}
Substitution of Eq. (A29) into equation (A28) yields
∑
~ei
σnrif =
∑
nljF
n′l′j′F ′
6(−1)F ′−F
2Fi + 1
(EnljF − EnilijiFi)3/2(En′l′j′F ′ − EnilijiFi)3/2 (A30)
×(EnljF − Enf lf jfFf )3/2(En′l′j′F ′ − Enf lf jfFf )3/2
∑
µ′µ
ν′ν
∑
q′′q′q
∑
xξ
(−1)q+q′+q′′
×(−1)x−ξΠ2x
(
1 x 1
q −ξ q′
)(
1 x 1
−ν′ ξ −ν
)(
1 1 1
µ ν −q′′
)(
1 1 1
µ′ ν′ q′′
){
1 x 1
F ′ Fi F
}{
1 x 1
F ′ Ff F
}
eiqe
i,∗
q′ ν
f
µν
f
µ′
×2Re
[
〈nilijiFi||d1||nljF 〉〈n′l′j′F ′||d1||nilijiFi〉〈nf lf jfFf ||d1||n′l′j′F ′〉〈nljF ||d1||nf lf jfFf 〉
(EnljF − EnilijiFi − ω − i2ΓnljF )(En′l′j′F ′ − EnljF )
]
dω.
Summation over indices q′′ξνν′ in Eq. (A30) is performed with the use of Eq. (9) in section 12.1 in [15]
∑
q′′ξνν′
(−1)q′′−ξ
(
1 x 1
−q −ξ −q′
)(
1 x 1
−ν′ ξ −ν
)(
1 1 1
µ ν −q′′
)(
1 1 1
µ′ ν′ q′′
)
(A31)
= −(−1)x
{
1 1 x
1 1 1
}∑
ξ
(−1)x−ξ
(
1 1 x
q′ q −ξ
)(
x 1 1
ξ µ µ′
)
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Then using Eq. (5) in section 12.1 of [15] for the sum over ξ, Eq. (A31) reduces to
−(−1)x
{
1 1 x
1 1 1
}∑
ξ
(−1)x−ξ
(
1 1 x
q′ q −ξ
)(
x 1 1
ξ µ µ′
)
(A32)
= −(−1)x
{
1 1 x
1 1 1
}∑
yz
(−1)y−z
√
2y + 1
(
1 1 y
q′ µ′ −z
)√
2y + 1
(
1 1 y
µ q z
){
1 1 y
1 1 x
}
.
Finally, taking into account and Eqs. (A3)-(A6) and substituting result Eq. (A32) into Eq. (A29) we find
∑
~ei
σresif =
f
(2)
res
(EnljF − EnilijiFi − ω)2 −
Γ2nljF
4
dω, (A33)
∑
~ei
σnrif = 2Re
[
f
(2)
nr
(EnljF − EnilijiFi − ω − i2ΓnljF )(En′l′j′F ′ − EnljF )
]
dω, (A34)
where the following notations are introduced
f (2)res = (EnljF − EnilijiFi)3(EnljF − Enf lf jfFf )3
∑
xy
A(2) resxy
{{
ei1 ⊗ νf1
}
y
⊗
{
ei1 ⊗ νf1
}
y
}
00
, (A35)
f (2)nr = (EnljF − EnilijiFi)3/2(En′l′j′F ′ − EnilijiFi)3/2(EnljF − Enf lf jfFf )3/2(En′l′j′F ′ − Enf lf jfFf )3/2 (A36)
×
∑
xy
A(2) nrxy
{{
ei1 ⊗ νf1
}
y
⊗
{
ei1 ⊗ νf1
}
y
}
00
,
A(2) resxy =
6(−1)−y
2Fi + 1
Π2xΠy
{
1 1 y
1 1 x
}{
1 1 x
1 1 1
}{
1 x 1
F Fi F
}{
1 x 1
F Ff F
}
(A37)
×|〈nilijiFi||d1||nljF 〉〈nljF ||d1||nf lf jfFf 〉|2,
A(2) nrxy =
6(−1)F ′−F−y
2Fi + 1
Π2xΠy
{
1 1 y
1 1 x
}{
1 1 x
1 1 1
}{
1 x 1
F ′ Fi F
}{
1 x 1
F ′ Ff F
}
(A38)
×〈nilijiFi||d1||nljF 〉〈n′l′j′F ′||d1||nilijiFi〉〈nf lfjfFf ||d1||n′l′j′F ′〉〈nljF ||d1||nf lf jfFf 〉.
Tensor product in Eqs. (A22), (A23), (A35), (A36) can be ex-
pressed through trigonometric functions of the angle between
the vectors ~a,~b. The term with y = 0 in the last factor in Eqs.
(A22), (A23), (A35), (A36) reduces to the square of scalar
product of two vectors ~a and~b [15]
{{
a
(1,2)
1 ⊗ b(1,2)1
}
0
⊗
{
a
(1,2)
1 ⊗ b(1,2)1
}
0
}
00
(A39)
=
1
3
cos2θ(1,2),
where a
(1)
1 = ν
i
1, a
(2)
1 = e
i
1, b
(1)
1 = b
(2)
1 = ν
f
1 and θ(1,2) is
the angle between vectors ~a and ~b. The term with y = 1 in
Eqs. (A22), (A23), (A35), (A36) reduces to the square of the
vector product of vectors ~a and~b{{
a
(1,2)
1 ⊗ b(1,2)1
}
1
⊗
{
a
(1,2)
1 ⊗ b(1,2)1
}
1
}
00
(A40)
=
1
2
√
3
sin2θ(1,2).
The term with y = 2 reduces to the scalar product of the two
irreducible tensors of the rank 2{{
a
(1,2)
1 ⊗ b(1,2)1
}
2
⊗
{
a
(1,2)
1 ⊗ b(1,2)1
}
2
}
00
(A41)
=
1
6
√
5
(3 + cos2θ(1,2)).
The Eqs. (A20), (A21), (A33), (A34) together with Eqs.
(A39)-(A41) conclude the derivation of Eqs. (5) and (9) in
the main text.
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Now we are in position to find out the dependence on the
angle θ(1,2) for the NR correction, i.e. for the Eq. (19) in the
main text
δω(1,2) =
∑
nf lf jfFf
f
(1,2)
nr
∑
nf lf jfFf
f
(1,2)
res
Γ2
4∆
. (A42)
For this purpose we set in all equations nili = 2s, ji = 1/2,
Fi = 0, nl = 4p, j = 1/2, F = 1, j
′ = 3/2, F ′ = 1. Then
performing summation in Eq. (A42) for the experiment of the
first type we find
δω(1) =
5I24p1s + 5I
2
4p2s + 5I
2
4p3s + I
2
4p3d
40(I24p1s + I
2
4p2s + I
2
4p3s + I
2
4p3d)
(A43)
× Γ
2
4∆
(1 + 3cos 2θ(1)),
where
In′l′nl =
∫
∞
0
r3Rn′l′Rnldr, (A44)
and Rnl is the radial part of hydrogen wave function. In Eq.
(A43) we neglected the fine structure dependencies for the en-
ergies in Eqs. (A22) and (A23), as well as the ratio of ener-
gies close to 1 for each term of the sum over final states in Eq.
(A42). In the same way for the second type of the experiment
we find
δω(2) = − 5I
2
4p1s + 5I
2
4p2s + 5I
2
4p3s + I
2
4p3d
20(I24p1s + I
2
4p2s + I
2
4p3s + I
2
4p3d)
(A45)
× Γ
2
4∆
(1 + 3cos 2θ(2)).
The angular factor in Eqs. (A43) and (A45) can be also ex-
pressed in terms of Legendre polynomial of second order us-
ing the equality P2(cosθ(1,2)) =
1
4 (1 + 3cos 2θ(1,2)). Solv-
ing equation 1 + 3cos 2θ(1,2) = 0 for the variable θ(1,2) one
can easily find that the NR correction vanishes at the angles
θ(1,2) =
1
2 (±arccos13 + 2πn) (with an arbitrary integer n).
This result can be obtained for any set of initial and interme-
diate quantum numbers and corresponds to Fig. 1 of the main
text.
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