This paper considers the pricing of Bermuda-style swaptions in the Libor market model (Brace et al (1997) , Jamshidian (1997 ), Miltersen et al (1997 ) and its extensions (Andersen and Andreasen (1998) ). Due to its large number of state variables, application of lattice methods to this model class is generally not feasible, and we instead focus on a simple technique to incorporate early exercise features into the Monte Carlo method. Our approach involves a direct search for an early exercise boundary parametrized in intrinsic value and the values of still-alive swaptions. We compare results of the proposed algorithm against prices obtained from Markov Chain approximations and finite difference methods. The proposed algorithm is fast and robust, and produces a lower bound on Bermudan swaption prices that appears to be very tight for many realistic structures. The paper contains several numerical results against which other methods can be tested.
Introduction.
A Bermudan swaption is an option which at each date in a schedule of exercise dates gives the holder the right to enter into an interest rate swap, provided this right has not been exercised at any previous time in the schedule. Due to their usefulness as hedges for callable bonds, Bermudan swaptions are actively traded and probably the most liquid fixed income instrument with a built-in early exercise feature. To compute prices of these instruments, most banks choose to use simple models that involve only one or two state variables. Commonly applied models include the one-factor short-rate models of Black et al (BDT) (1990) , Black and Karasinski (1991) , Hull and White (1990) ; and Ritchken and Sankarasubramanian (1995) , just to name a few. A common trait of all these models is the fact that they can be implemented numerically in lowdimensional lattices (such as finite differences or binomial trees) which are well-suited for dealing with the free boundary condition that arises for options with early exercise features. The ease with which the models above can handle American-and Bermudan-style instruments, however, comes at the expense of realism. For instance, all models above use only one driving Brownian motion and as such imply perfect correlation of all forward rates. Also, by working solely with the short rate as the model primitive, the degrees of freedom available in the model are too low to allow for a precise fit to prices of quoted instruments (caps and swaptions). Moreover, if such a fit is attempted by making, say, the short-rate volatility time-dependent, commonly the evolution of the term structure of volatilities becomes non-stationary and largely unpredictable (see e.g. Carverhill (1995) and Hull and White (1995) for a discussion of this issue).
To introduce a more realistic model framework, one can, for instance, turn to the so-called Libor market (LM) model (Brace et al (1997) , Jamshidian (1997) , Miltersen et al (1997) ) and its extensions (Andersen and Andreasen (1998) ). This model class readily allows for multiple stochastic factors, can incorporate volatility skews, prices liquid market instruments in closed form, and has enough degrees of freedom to allow for a good fit to market prices of caps and swaptions while still maintaining a largely stationary volatility term structure. Not surprisingly, all these desirable features come with a price tag: due to very high number of state variables in the LM model (often more than 50), recombining lattices are not computationally feasible and pricing of contingent claims must virtually always be done by Monte Carlo simulation. Although flexible and easy to implement, the Monte Carlo method has several drawbacks, including slow convergence and difficulties in dealing with derivatives that contain early exercise features (e.g. Bermuda-style swaptions). The first of these two problems can normally be handled by application of one or more so-called variance reduction techniques (many of which are surveyed in the excellent review article by Boyle et al (1997) ); indeed, it is fair to say that most option computations in the LM model can be set up in such a way that computation times are at least acceptable. Coping with early exercise features is thornier, and, in fact, until recently was widely considered beyond the limitations of the Monte Carlo method. Recent work by Tilley (1993) , Broadie and Glasserman (1997a) , and others, however, have proven this belief to be incorrect, although the practical obstacles still remain rather formidable.
Broadly speaking, three different approaches to the pricing of American-style derivatives in the LM model (or the closely related HJM model by Heath et al (1992) ) have been proposed in the literature. In the first approach, a non-recombining tree (sometimes known as a "bushy" tree) is set up to approximate the continuous-time dynamics of interest rates (see e.g. Heath et al (1990) or Gatarek (1996) for details). Backwards induction algorithms can then be applied and the early exercise feature easily incorporated. Unfortunately, the number of nodes in the bushy tree grows exponentially in the number of its time-steps: for m stochastic factors and n time-steps, the total number of nodes equals m m
. So, for just 15 time-steps in a 3-factor model, the total number of tree nodes would equal around 1.4 billion (!). As many long-dated derivatives require significantly more than 15 time-steps to achieve convergence, bushy trees are far too slow for general pricing, although sometimes useful for short-dated instruments. As an aside, we point out that Broadie and Glasserman (1997a) devise a Monte Carlo method for Bermuda-style options around the concept of simulated non-recombining trees. Again, severe restrictions on the feasible number of time-steps apply 2 .
A second method, exemplified by Carr and Yang (1997) , is based on the stratification technique of Barraquand and Martineau (1995) . Briefly, Carr and Yang set up buckets for the money market account in the LM model and enforce Markov chain dynamics on the transition between buckets at different time-steps. The transition probabilities of the Markov chain are constructed empirically through Monte Carlo simulation. During this simulation, each particular bucket of the money market numeraire is associated with a state of the yield curve; this curve is found by averaging all simulated yield curves that passed through the bucket. Once the Markov chain of numeraires and yield curves has been constructed, pricing of American and Bermudan options can be found by a backwards induction algorithm similar to the one applied in lattices. While the approach of Carr and Yang seems to give good results in many cases (as we shall see later), the chosen stratification variable (the money market account) is only a weak indicator of the state of the yield curve 3 . Moreover, it appears very difficult to analyze the errors and biases associated with the Markov chain approach. The algorithm is thus affected by various sources of potential biases, including a) a bias from forcing Markovian dynamics on a non-Markov variable; b) a bias from averaging yield curves at each bucket; c) a bias from basing the exercise decision solely on the state of the numeraire; and d) a bias from, in effect, using the same random paths to determine both the exercise strategy and the option price. The bias in c) is negative (suboptimal exercise strategy), whereas the bias in d) is positive; the effects of a) and b) are more difficult to predict and may depend on the specific option payout. For instance, for an option on the spread between a long and a short rate, averaging yield curves would normally tend to dampen curve steepenings; consequently, for this particular option, the bias in b) would likely be negative 4 .
A third method for handling Bermudan swaptions has been suggested in Clewlow and Strickland (1998) . As in Carr and Yang (1997) , their method is based on reducing the exercise decision to the state of a single variable, in their case the value of the fixed side of the underlying swap. Working in a two-factor Gaussian HJM model, Clewlow and Strickland determine the early exercise boundary by extracting information from a best-fit one-factor Gaussian model implemented in a lattice. This boundary is then used in a Monte Carlo simulation of the full twofactor model. Clewlow and Strickland's method is simple and robust, but will only return a lower bound on the price (due to the suboptimal exercise policy). As the information generated from a one-factor model might be of limited value in a multi-factor setting, it is not inconceivable that this bias could be large in some circumstances. Nevertheless, the fact that the bias of this method has a predictable sign allows for better control of model risk than the method of Carr and Yang.
The method proposed in this paper is similar in spirit to that of Clewlow and Strickland (1998) in that we attempt to parametrize the early exercise boundary in the state of a very few variables, primarily the intrinsic value of the underlying swap. As such, our method will also 3 The money market account is, essentially, an accumulator of the state of interest rates through time. As such, the information contained in the money market account about current interest rates is very limited. For instance, a path of high rates followed by low rates may yield the same value of the money market account as a path of low rates followed by high rates. 4 Carr and Yang (1997) realize the potential problem of averaging yield curves for options that depend heavily on curve steepenings. In this situation, they advocate keeping track of the average option payoff rather than the average yield curve. generate a lower bound on the true option price. Unlike Clewlow and Strickland, however, the early exercise boundary is not determined in a one-factor lattice, but found by optimization on the results of a separate simulation of the full multi-factor model. This technique is somewhat similar to the equity option algorithms discussed in Grant et al (1997) and Li (1996) , and can conveniently be decomposed into a recursive series of simple one-dimensional optimization problems. As the dependence of most Bermudan swaption prices on the exact location of the early exercise boundary turns out to be quite weak, the process of locating the exercise barrier can normally be set up to be very fast, typically much faster than the subsequent pricing of the Bermudan swaption through Monte Carlo simulation. In general, the proposed algorithm is only slightly slower than pricing a regular European swaption maturing at the last exercise date of the Bermudan swaption.
The rest of this paper is organized as follows: in Section 2 we introduce the LM model in the "extended" form of Andersen and Andreasen (1998) and define the payout function for a Bermudan swaption. In section 3, we discuss our approach to pricing Bermudan swaption and discuss various approaches to parametrization of the early exercise boundary. Section 4 contains numerical results for the one-factor case and compares the results of our method with those of a best-fit BDT short-rate model. The section examines the robustness of the proposed method, and also briefly looks at the effects of changing volatility skews. Section 5 considers the multi-factor case and contains comparisons with published results based on bushy trees and Markov chains. Finally, section 6 contains the conclusions of the paper.
Notation and General Framework.
The model used in this paper is the "extended" LM model of Andersen and Andreasen (1998) , building upon the log-normal model of Brace et al (1997) , Jamshidian (1997) , and Miltersen et al (1997) . This section will contain a brief summary of this model; for a detailed discussion see Andersen and Andreasen (1998) .
Consider an increasing maturity structure 0 0 1
and define a rightcontinuous mapping function n t ( ) by
To match conventions in swap and cap markets, we would often use a nearly equidistant spacing between points (say 3 or 6 calendar months) in the maturity structure. With P t T ( , ) denoting the time t price of a zero-coupon bond maturing at time T, we define discrete forward rates (Libor forward rates) on the maturity structure as follows: For this definition to be meaningful, we must require that t T k ≤ and k K ≤ . For brevity, we will omit such obvious restrictions on time and indices in most of the equations that follow. We now introduce a discrete-time Libor money market account B as the current value of the strategy of "rolling over" an initial investment of $1 at each time in the maturity structure. Specifically, 
The process B(t) in (1) is positive and can be used as a pricing numeraire. The probability measure Q induced by this choice of numeraire is normally called the spot measure and is closely related to the usual risk-neutral measure induced by a continuously rolled money market account. Under the extended LM model, the no-arbitrage dynamics of forward rates are governed by the following set of stochastic differential equations, k n t K = ( ),..., :
In (2), ϕ: ℜ → ℜ + + is a one-dimensional function satisfying certain regularity conditions (see Andersen and Andreasen (1998) Andersen and Andreasen (1998) for details). Setting α < 1 will generate a downward sloping volatility skew 5 ; α > 1 an upward-sloping one.
To illustrate how the LM model is used for derivatives prices, consider the pricing of a European claim V with the terminal payout V T g T ( ) ( ) = at some future maturity 0
is allowed to depend on the entire path 6 of the forward curve from 0 to T. By standard arguments, the arbitrage-free price at time 0 of this claim can be written
where
Due to the high number of state-variables necessary to describe the path of the yield curve, (3) normally must be evaluated through Monte Carlo simulation. That is, we generate a large number of random paths of the forward curve and evaluate the expectation in (3) as a simple average over the random paths. Schemes to discretize (2) into a form suitable for Monte Carlo simulation can be found in Andersen and Andreasen (1998) ; the basics of Monte Carlo methods are discussed in Boyle et al (1997) . All Monte Carlo simulations in this paper were based on a first-order log-Euler discretization with a time-step equal to the frequency of the forward rates 7 .
As an example of a European interest rate option consider a European swaption S s e , maturing at some date T s , s K ∈{ , ,..., } 1 2 . The swaption gives the holder the right to enter into a fixed-floating interest rate swap where fixed cashflows
,..., are swapped against floating Libor (paid in arrears) on a $1 notional. T s and T e are thus the startand end-dates of the underlying swap, respectively, and clearly we require
. Notice that we only consider swaps with cash-flow dates that coincide with the maturity structure. At maturity T s the value of S s e , is, by definition,
S T P T T F T P T T P T T s e
In (4), the flag φ is +1 if the option holder has the right to pay fixed and receive floating (payer swaption), and -1 if the option holder receives fixed and pays floating (receiver swaption). The time 0 value of S s e , can, as mentioned earlier, be approximated either in closed form or by the solution to a one-factor finite difference grid (see Andersen and Andreasen (1998) 
for details).
In the American or Bermudan version of the general European claim in (3), the option holder is further granted the right to exercise the option early. Let us denote the (random) time of early exercise τ , 0 ≤ ≤ τ T , that is, the option holder receives receive g( ) τ at time τ . Since the option holder rationally should choose τ to optimize the value of the option, we can write for the American/Bermudan option value V :
where ℵ denotes the set of all allowed exercise strategies 8 . For an American option, ℵ would be valued in [ , ] 0 T ; for a Bermudan option, ℵ would be valued in some discrete set of exercise 7 As an exception, the numbers in Tables 6a-b were generated using a time-step equal to one-quarter of the forward rate frequency. This was done mainly for consistency with numbers generated by Carr and Yang (1997) and typically affected prices by less than 1 or 2 basis points. 8 Technically, these exercise times are stopping times adapted to the filtration generated by the path of W. Similarly, the function g is also assumed an adapted process on the filtration generated by W.
times, for instance { , , ,..., , }
. Let us use τ * to denote the (optimal) early exercise strategy that solves (5). Assuming that τ * can be computed one way or the other, (5) can be evaluated by straightforward Monte Carlo simulation. As discussed in the previous section, however, determination of the optimal exercise strategy in the LM model is highly non-trivial.
In this paper, we will focus on a particular type of Bermudan option, namely the Bermudan swaption. For our purposes, a Bermudan swaption S s x e , , is characterized by three dates: the lock-out date ( T s ), the last exercise date ( ) T x , and the final swap maturity ( ) T e . We assume that T T T s x e < < , and that all three dates coincide with dates in the maturity structure; that is, s, x, and e are all integers in {0,…,K+1}. Early exercise of the Bermudan swaption is restricted to dates in the discrete set { ,
. Assuming that exercise takes place at, say, τ = T i , the option holder receives, at time T i ,
where S i e , is the European swaption defined in (4). We point out that virtually all swaptions traded in the market have T s > 0 and T T x e = −1 . We have allowed for a more flexible definition of Bermudan swaptions mainly to be able to compare against certain results in the literature 9 .
3. Monte Carlo simulation of Bermudan Swaptions.
In this section, we will discuss an approximate approach to determining the early exercise strategy for a Bermudan swaption. To this end, let us first introduce an early exercise indicator function I t ( ) that equals 1 if early exercise is optimal at time t, and 0 otherwise. That is, with the notation introduced earlier, will generally depend in a complicated way on the state of all forward rates F T
,..., 1 1 . As this "correct" exercise strategy depends on too many state variables to be feasible in a Monte Carlo setting, we first attempt to reduce the dimensionality of the exercise decision by postulating the following form of I t ( ) : 
I T f S T S T S T S T H T
where f is some specified Boolean function with a single, possibly time-dependent, parameter H( ) ⋅ . That is, we assume that the exercise decision depends solely on the European values of all 9 Some authors consider another variety of Bermudan swaptions where the number of cash-flows in the underlying swap is independent of the time of exercise (that is, T c e = + τ for some constant c). These so-called constant maturity Bermudan swaptions are rarely traded in practice and will not be considered in this paper. We do point out, however, that these structures are easily priced in the framework developed in this paper. still-alive "component" swaptions of the Bermudan swaption. The form (7) is convenient in the LM model which, as mentioned earlier, allows for efficient pricing of European swaptions. Moreover, it appears reasonable to assume that the decision to exercise a Bermudan swaption depends strongly on the absolute and/or relative values of its underlying European options.
Common for all specifications of f is the boundary condition 
which just states that the Bermudan swaption will be exercised at T x (the last possible date) if and only if the underlying swap is in-the-money at that date. One can imagine many different reasonable specifications of the function f in (7) that satisfy (8). Below, we list two simple suggestions which that we will examine closer in the following. As the algorithms we present later are independent of the exact form of f, the reader should feel free to come up with other, possibly better, specifications 10 of f.
Approximate exercise strategy I: 
Approximate exercise strategy II: 
I T if S T H T and MAX S T S T otherwise
In strategy I, exercise takes place when, in effect, the intrinsic value of the underlying swap exceeds some time-varying barrier H . The second strategy is a refinement that also checks whether one or more of the remaining European swaptions has a value that exceeds the intrinsic swap value. If this is the case, strategy II decides that exercise cannot be optimal --a reflection of the fact that a Bermudan swaption can always be sold at the value of its most expensive European component swaption. In general, strategy II can be expected to be most useful in a multi-factor model where the correlation of the European swaptions underlying the Bermudan structure is lower than 1. By (8), in both strategies I and II we have H T x ( ) = 0 . With (7) and some specified form of the function f, determination of the early exercise strategy is solely a matter of determining the deterministic function H t ( ) for all that maximize the price of the Bermudan swaption subject to the chosen form of the exercise strategy (7). In each iteration of the resulting high-dimensional optimization problem, the exercise strategy would be known explicitly and we could use Monte Carlo simulation to determine the price of the option. Such an approach, however, would be hopelessly slow.
To find an alternative to brute-force search for the function H( ) ⋅ , consider the Bermudan swaption S x x e −1, , that starts at the second-to-last exercise date T x −1 . At T x −1 , the optimal early exercise strategy for S x x e −1, , must clearly be the same as for S s x e , , where s x < − 1 (since the two Bermudan swaptions are identical at time T x −1 ). Given (8) have been found, we discard all stored Monte Carlo paths and run a separate Monte Carlo simulation to determine the price of the Bermudan swaption. That is, we simulate the price of the Bermudan swaption using the approximate specification (7) where the necessary values of H( ) ⋅ are now all known. To keep the statistical error on the price estimate low, this second simulation session would normally use many more paths than the session used to determine the exercise boundary. To avoid any perfect foresight bias (a bias that is introduced by using the same random numbers to determine the exercise strategy and the price), notice that the random numbers used in the two simulations must be independent. This way, we are ensured that the only bias that affects the computed price is the 11 Strategy II in (10) requires storage of around 3 1 ( ) x s N − + floating point numbers since we also need to store the largest European swaption values. one originating from the sub-optimal choice of exercise boundary. In other words, we are guaranteed that our method generates a true lower bound 12 .
To summarize, here is the proposed algorithm to price a Bermudan swaption S l x e , , ( ): 0
Step 1: Decide on a functional form f for the exercise strategy in (7). f should depend on the values of European swaptions and one time-dependent function H(t).
Step 2: Run an n-path Monte Carlo simulation where for each path and each time
the following is stored in memory: i) intrinsic value; ii) the numeraire B; iii) other data necessary to compute f. (For strategy II in (10), say, iii) would be the maximum value of the remaining European swaptions, see footnote 11).
Step 3:
Using (5), (7), and the numbers stored in i) and ii) in Step 2, compute the values
such that the value of the Bermudan swaption is maximized. This optimization problem can be done in backwards fashion starting with H T x ( )
and the boundary condition (8). In total, x s − simple one-variable optimization 13 problems need to be solved to determine the exercise strategy. (For improvements to this step, see the discussion below).
Step 4: Using the exercise strategy found in Step 3, price the option by an independent Npath (N>>n) Monte Carlo simulation of (5).
As mentioned earlier, the dependence of a Bermudan swaption of the exact location of the exercise barrier is often quite weak. Frequently, one can take advantage of this by guessing on a form of H( ) ⋅ that involves only a few parameters. For instance, for long-dated instruments it is often very useful to assume that H( ) ⋅ can be approximated by a piecewise linear function with fewer kink-points q than the number of exercise dates ( ) x s − + 1 in the swaption. Since values of H( ) ⋅ between kink-points can be computed by linear interpolation, the number of onedimensional optimization problems to be solved in Step 3 above will be reduced to the chosen number of kink-points q < ( ) x s − + 1 . In general, the fewer parameters that have to be estimated in Step 3, the less Monte Carlo simulations (n) are necessary to get a smooth, noise free estimation of the exercise boundary. As a final comment, we point out that the algorithm above can be extended to functions f that depend on more than one free parameter. This obviously complicates the optimization procedure somewhat, although it will likely remain manageable for a few (say 2 or 3) free parameters. Also, while the form (7) is specific to Bermudan swaptions, we can generalize to other securities and to functions f that depend on the yield curve and/or its path in almost arbitrarily complicated manners (as long as the number of free parameters is manageable).
Numerical results for the one-factor model.
In this and the following section we will compare the results of our algorithm with those produced by other techniques. In doing so, we generally keep the parametrization of the LM model very simple (flat Libor forward curve, parametric volatility term structure, etc.). This serves the purpose of making our results easily reproducible and also simplifies the comparisons with models that incorporate term structures of forwards and volatilities through different mechanisms than the LM model 14 . We have, of course, tested our algorithms on models calibrated to real-life data. The results of these tests were generally consistent with the results reported here. Some of the results reported in this section are used in a recent paper by Pedersen (1999) in a comparison of the approach in this paper with the technique of Broadie and Glasserman (1997b) and a regression-based method introduced by Longstaff and Schwarz (1998) .
4.1.
Comparison with the BDT one-factor short-rate model.
As a first test-case, we consider a flat semi-annual (i.e. δ k = 0 5 . for all k) forward curve at 6%, the dynamics of which are driven by a one-factor log-normal LM model (i.e. m = 1, ϕ( ) x x = ) with constant volatility. We are interested in pricing standard at-the-money (ATM)
Bermudan swaptions for which the fixed coupon equals θ = 6% and where early exercise can take place at all coupon dates following the initial lock-out period (i.e. T T Table 1 below, we list various European and Bermudan swaption prices produced by a 200 x 200 BDT Crank-Nicholson finite difference lattice as well as by Monte Carlo simulation of the corresponding LM model. The volatilities in the table were picked to be roughly consistent with current USD market conditions. For the Bermudan options, determination of the early exercise boundary in the LM model was done using n = 10 000 , Monte Carlo simulations on Strategy I in (9); the subsequent pricing of the Bermudan swaption was done using N = 50 000 , simulations with antithetic sampling. Numbers in parenthesis denote sample standard deviations.
In Table 1 , we first notice that the European swaption prices of the BDT and LM models are very close to each other, suggesting that the dynamics of the two models are similar. For the short-and medium-dated Bermudan swaptions, the prices generated in the LM model by our Monte Carlo algorithm are essentially indistinguishable from those of generated by the BDT lattice. For the 20-year swaption with 10-year lockout, however, it appears that the results of the LM model are biased low, around 3 basis points (or less than 1% of total value), relative to the BDT model. It is, of course, difficult to break down this slight bias into a term stemming from differences in model dynamics 15 and a term stemming from the inherent suboptimality of the exercise boundary used in the LM model. In general, the results of Table 1 In generating the Bermudan swaption prices in Table 1 , the function H( ) ⋅ was determined explicitly at all possible exercise dates. For medium-and long-dated options, this involves optimizing on a substantial number of variables (the 20-year swaption with 10-year lockout has, for instance, a total of 20 exercise dates) which again requires a relatively large number of presimulations n to produce a smooth exercise barrier. To improve speed, let us consider using the trick suggested in Section 2 and approximate the early exercise boundary by a piecewise linear function with q kink-points. In the table below, we list the simulated price of the 20-year Bermudan swaption with a 10-year lockout as a function of q as well as the number of presimulations n. The table contains the prices obtained by both strategies I-II in (9)-(10).
Bermudan Swaption Prices in 1-Factor LM Model
19 5 20 ;
. ;
Strategy I Strategy II q n Table 2 As is evident from the table, the computed Bermudan prices are remarkably insensitive to both the number of kink-points and the number of simulation paths. For instance, using with just one kinkpoint (i.e. assuming that the boundary function H( ) ⋅ is a perfectly straight line for 10 years) and n = 500 simulation paths, the resulting prices are statistically indistinguishable from the ones reported in Table 1 . Similar results hold for the other Bermudan swaptions in Table 1 . Table 2 also reveals that in our 1-factor setting, the more complicated strategy II adds no extra value to the simpler strategy I. Finally, notice that if q is sufficiently high (5 or above), using just n = 500 simulation paths in Strategy II will generate suboptimal results, particularly, it appears, for receiver swaptions. As mentioned earlier, if the number of simulated paths is too low relative to the numbers of parameters to be optimized on, noise will affect the estimation procedure too much, resulting in a choppy exercise boundary and sometimes suboptimal prices. For the payer and receiver Bermudan swaptions in Table 2 , the figures below graphs the boundaries for strategy I for a few different values of q. The figures also contain the exercise boundaries (parametrized in intrinsic swap value) implied in the 200x200 BDT lattice. As one would expect from the numbers in Table 2 , the exercise boundary is almost linear; this, in fact, seems to hold quite generally for a large range of market conditions and contract specifications. 4.2 The sensitivity of prices with respect to the location of the exercise boundary. As we saw in Table 2 , the prices of Bermudan swaptions in our Monte Carlo algorithm appear quite insensitive to the exact location of the exercise barrier, a phenomenon that is wellknown from the pricing of American equity options (see e.g. Ingersoll (1998) and Ju (1997) ). To explore this further, consider now replacing the function H( ) ⋅ (found in Step 3 of our algorithm)
Payer Swaption Exercise Boundary (Strategy I) vs. Number of Kink-Points
with γH( ) ⋅ , for some constant scaling factor γ . In other words, after having located the exercise boundary we move it up or down by a certain multiplicative shift. In Table 3 below, we list the simulated price of the Bermudan swaptions in Table I , as a function of the scaling factor γ . In calculating the optimal value of H( ) ⋅ in the first place, we used q = 5 kink-points and n = 5 000 , pre-simulations. 10 -1 15% 276.3 (0.6) 278.7 (0.6) 279.4 (0.6) 278.1 (0.6) 274.9 (0.7) 10 20 +1 10% 342.3 (0.9) 346.4 (0.8) 347.6 (0.8) 346.1 (0.9) 341.9 (0.9) 10 20 -1 10% 335.0 (0.9) 338.5 (0.9) 339.6 (0.9) 338.6 (1.0) 335.0 (1.0) Table 3 As Table 3 shows, the degree of accuracy needed in the estimation of H( ) ⋅ is remarkably low:
Sensitivity of Bermudan Swaption Prices (Strategy I) to Boundary Multiplier
even if the location of the barrier is underestimated by a factor 2, the price of the Bermudan swaptions do not move by more than 3-4 basis points. The figure below graphs the price of the 20 year Bermudan payer swaption in Table 3 as a function of γ ; it is apparent that the function we are trying to optimize when searching for H( ) ⋅ is quite flat around its extremum 16 .
Bermudan Payer Swaption Price (Strategy I) vs. Boundary Multiplier
. ; Figure 3 3.3 The effects of a skew.
To conclude this section, we will illustrate the effects of incorporating a volatility skew into the pricing of Bermudan swaptions. In particular, we will introduce a square-root CEV model with ϕ( ) / x x = 1 2 in the driving SDE (2). As mentioned earlier, this will generate a downwardsloping volatility skew (see Footnote 3). In Table 4 , we compare the Bermudan swaption prices obtained with this model against a log-normal specification. In an attempt to keep ATM prices roughly constant independent of the skew, we relate the CEV volatility λ k CEV to the log-normal
As before, numbers in parentheses denote sample standard deviation. Table 4 Consistent with a downward sloping volatility skew, the distribution of forward rates under the square-root CEV process is skewed left of the log-normal distribution. As a consequence, in-themoney payer swaptions and out-of-the money receiver swaptions are priced higher in the squareroot process than in the log-normal process. Conversely, prices of out-of-the-money payer swaptions and in-the-money receiver swaptions are higher in the log-normal model than in the square-root model. In the examples considered in Table 4 , the effect of introducing a volatility skew is quite significant.
5. Two-factor models and comparisons with other approaches.
In this section we will compare our method against published results obtained with nonrecombining trees and Markov chains. As part of these tests, we will investigate both one-and two-factor models. We have not included any results for models with more than two factors, mainly because no such results appear to be available in the literature. We do point out, however, that differences between two-factor models and models with a higher number of state variables are normally small; typically, a two-factor model will capture in excess of 95% of the overall yield curve variation.
Non-recombining trees.
Although quite a few papers about non-recombining trees can be found in the literature, very few contain concrete numerical results that can be reproduced independently. An exception 17 is a paper by Radhakrishnan (1998) , which considers the pricing of certain Bermudan swaptions in the one-and two-factor log-normal HJM model. The log-normal HJM model is closely related to a log-normal LM model, but uses continuous, rather than discrete, compounding conventions in the computation of forward rates. The two models can normally be brought closely in line by a slight upward scaling of the HJM volatilities. We will consider two scenarios (here denoted A and B) from Radhakrishnan (1998) , the first involving one Brownian motion, the second two. Both scenarios involve a semi-annual forward curve of F k ( ) . 0 5 063% = and log-normal dynamics (ϕ( ) x x = ). Appendix A gives more details about the volatility structures in the two scenarios and also lists the scaling factors (found empirically by matching the European option prices listed in Table 6B of Radhakrishnan (1998) ) that were employed to convert the HJM volatilities to LM form. Below, we list European and Bermudan receiver swaption prices for scenarios A and B. Tables 5a and 5b below contain both the prices computed by Radhakrishnan's non-recombining trees 18 (taken from his Table 6B ), as well as the prices obtained by our Monte Carlo ("MC") strategies I and II (in (9) and (10)). Notice that the swaptions in tables 5a-b are non-standard in the sense that there is no lock-out period, T s = 0 , and that the last exercise date T x = 3 is several periods before the terminal swap maturity 19 .
17 Another exception is a paper by Carr and Yang (1998) , also dealing with the HJM model. This paper, however, does not discuss options on swaps and instead focuses on short-term options on zero-coupon bonds. 18 Radhakrishnan uses a two-branch tree with 20 time steps for Scenario A, and a three-branch tree with 14 time step in Scenario B. The magnitude of the discretization errors on Radhakrishnan's are, of course, difficult to estimate, but the accuracy is probably adequate for the relatively short (3-year) exercise horizons of the options considered here. 19 While Radhakrishnan describes this type of structure as a "regular Bermudan swaption", this is not the convention used in the market (see our discussion at the end of Section 2). The maturity of all European swaptions above is 3 years. Table 5a Bermudan and European Swaption Prices (in Basis Points) for Volatility Scenario B The maturity of all European swaptions above is 3 years. Table 5b Overall, the results in tables 5a-b are good, with the Monte Carlo prices of the Bermudan swaptions typically differing only a few basis points from the prices generated by the trees. Given that the European option prices are not matched exactly either (particularly for the two-factor Scenario B), we point out that some, if not most, of the observable price differences are likely due to differences between the dynamics of the HJM and "fitted" LM models, rather than to differences in the numerical techniques used. As expected, Monte Carlo strategies I and II give virtually identical results for the one-factor Scenario A. For the two-factor Scenario B, Strategy II results in a slight improvement (1-2 basis points) over Strategy I. Despite its simplicity, Strategy I thus appears to hold up quite well, even in the case of multi-factor models.
Comparison with the Markov chain method.
In this section we will compare our method with the Markov Chain technique of Carr and Yang (1997) . For our examples, we set the quarterly compounded yield curve to 10% flat ( δ k k F = = 0 25 0 10% . , ( ) for all k), assume log-normal evolution of forward rates (ϕ( ) x x = ), and consider the following two volatility scenarios:
The tables below list compare European and Bermudan payer swaption prices listed in Carr and Yang (1997) by those obtained by Monte Carlo simulation ("MC") of our exercise strategies I and II. While Carr and Yang report prices for a variety of (non-standard) structures, we here focus on regular Bermudan swaptions 20 with allowed exercise at all coupon dates after an initial lock-out period. As before, numbers in parentheses denote sample standard deviations 21 .
Bermudan and European Swaption Prices (in Basis Points) for Volatility Scenario C Table 6a 20 Carr and Yang use the term "fixed-tail" swaption for this structure. 21 The numbers of Carr and Yang were produced by 100 batches of 100,000 Markov chain paths modest or non-existing, except for the 1-year option on 10-year swaps. Here, Strategy II results in a pickup of roughly 5 basis points relative to Strategy I. Intuitively, for the correlation effects introduced by two-factor model to matter, the exercise period must be quite long; otherwise, even a two-factor model would imply near-perfect correlation of the different swaps the option holder can exercise into.
More numerical results.
To conclude this section we will list computed prices of a few medium-to long-dated ATM Bermudan swaptions. All numbers in the table below were generated using a semi-annual forward curve equal to 6% and a two-factor log-normal (ϕ( ) x x = ) volatility structure given by Table 7 6. Conclusions.
In this paper, we have described a fast and robust technique to compute the prices of Bermudan swaptions by Monte Carlo simulation in the Libor Market model. The method is based on an explicit description of the exercise boundary and is simple to implement, yet gives surprisingly good results. We discussed two specific exercise strategies and demonstrated that option prices are remarkably insensitive to the accuracy with which the exercise boundary is estimated. Moreover, it appeared that a simple strategy based on intrinsic value is adequate for most options, particularly if the number of driving Brownian Motions is low. While the prices generated by the method are biased low, experimental comparisons with bias-free tree and lattice methods suggest that the bias is very small and certainly within any reasonable bid-offer spread. Our results were also comparable to those of Carr and Yang (1997) , although certain discrepancies were observed for options on long-dated swaps. While the lack of feasible bias-free pricing methods makes it difficult to establish the source of these discrepancies, it appears that the Markov chain method of Carr and Yang (1997) might lose some accuracy for long-dated swaps.
We should point out that while this paper has exclusively dealt with Bermudan swaptions, the techniques presented can easily be extended to other, more complicated, Bermuda-style interest rate derivatives. For instance, we have successfully applied the proposed technique to the pricing of callable reverse floaters and Bermuda-style options on caps.
As a final comment, let us make it clear that the simple technique presented in this paper is largely motivated by practical considerations and the need to "get something done". Much work remains, particularly on the establishment of a practical technique to determine tight upper bounds on Bermudan derivatives prices. Hopefully the technique and, in particular, the numerical results in this paper will prove useful for future research.
