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Quantification of Cu and Zn in antifouling paint films by XRF 
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A B S T R A C T   
Methods to determine the release of biocides (e.g. copper) and substances of concern (e.g. zinc) from antifouling 
paints are required for both the development of efficient products and their environmental risk assessment. To 
date, there are only two standardized methods available to estimate such release rates, but their reliability has 
been put into question. An alternative method, allowing determination of environmental release rates in the field 
of metallic or organometallic biocides by X-Ray Fluorescence (XRF), has been developed and applied in recent 
years. In this study, the potential for standardization of the XRF method is investigated through evaluation of its 
accuracy, precision and transferability between instruments. Accurate quantification of copper (Cu) and zinc 
(Zn) in μg cm− 2, despite differences in chemical composition, was demonstrated through comparison of cali-
bration regression slopes for ten different antifouling paints and confirmed through the measurement of vali-
dation samples. Universal antifouling paint calibration curves are proposed for the determination of Cu and Zn in 
thin paint films, with a prediction uncertainty of around ±130 μg/cm2 for both metals. The transferability of the 
method to another instrument was also demonstrated. For both analyzers, concentrations of validation samples 
were within 5% of those determined through wet chemical analysis. Pre-requisites and recommendations for the 
application of the method as well as its applicability to both short- and long-term release rate studies in the field 
are also presented and discussed.   
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1. Introduction 
Antifouling paints are applied on vessel hulls to prevent marine 
biofouling (e.g. algae, barnacles and mussels) [1]. The colonization of 
marine organisms on the hull surface will otherwise lead to reduced 
speed and increased fuel consumption [2]. The release of active sub-
stances, i.e. toxic biocides, from the coating act to repel and/or poison 
fouling organisms [3]. Although a variety of biocides have been used 
throughout history, copper compounds and mainly cuprous oxide 
(Cu2O), have by far been the dominant active substances in antifouling 
paints since the phase out of tributyltin (TBT) in antifouling coatings [4, 
5]. A content of 30–40 wt % Cu2O (ww) is typical in antifouling coatings, 
making Cu one of the major constituents of the paint films [6]. Another 
commonly added metallic compound is zinc oxide (ZnO), typically in the 
range of 10–25 wt % [7]. According to the European Council of the 
Paint, Printing Ink and Artists’ Colors Industry (CEPE), the function of 
ZnO in antifouling paints is to regulate the dissolution of the paint film, 
stabilize the wet paint in the can, protect the dry film from UV damage 
and act as a pigment (whitener) [8]. In the EU, ZnO is hence not clas-
sified as a biocide but considered to be a Substance of Concern (SoC), i.e. 
a co-formulant in a biocidal product with an inherent capacity to cause 
an adverse effect on humans, animals or the environment [9]. Upon 
immersion, the soluble pigment particles of Cu2O and ZnO in the paint 
film are dissolved, resulting in a release of Cu and Zn [10]. 
Knowledge of the release rate of biocides from antifouling paints is 
required to ensure that the product will be effective in preventing 
fouling, i.e. that the release rate of biocides is sufficient [3]. Release 
rates of biocides and SoCs are also required in the risk assessment pro-
cedure of antifouling coatings in order to predict environmental con-
centrations and potential impacts on the marine environment [11–13]. 
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To date, there are only two standardized methods for estimating the 
biocidal release rate from antifouling paints: a laboratory rotating cyl-
inder method and a mass balance calculation method [14]. Both are 
have been shown to poorly predict environmental releases of biocides 
[7] and corrections factors have been proposed to account for potential 
discrepancies (Finnie, 2006). An alternative method, allowing for 
determination of environmental release rates in the field of metallic or 
organometallic biocides by X-Ray Fluorescence (XRF), has been devel-
oped and applied in recent years [7,15]. XRF is highly suitable for the 
measurement of metals in antifouling paint films. It is commonly used 
for non-destructive analysis of metals in solid samples and an applica-
tion for measuring lead in indoor paints was developed already in the 
1990’s [16]. For release rate measurements, the metal area concentra-
tion (in μg/cm2) in thin paint films coated on panels is determined by 
XRF before the panels are exposed in the field, e.g. in a marina or 
attached to a vessel hull. The panels are retrieved after an immersion 
period of weeks to months and reanalyzed. The calculated difference in 
area concentration represents the amount of metal released from the 
paint over the given immersion period and a release rate (in μg cm-2 d− 1) 
can thus be inferred. The principles, advantages and drawbacks of the 
three release rate methods are summarized in Table SI1. The XRF 
analysis method holds several advantages over the currently standard-
ized methods, the overriding one being its ability to determine envi-
ronmentally relevant release rates, i.e. the release rates occurring when 
the paint is exposed to field conditions. 
During XRF analysis, primary X-rays excite the atoms in the sample 
which then emit secondary X-rays at energies characteristic to the spe-
cific elements present. The secondary X-rays are detected by the in-
strument, yielding a spectra where the intensity of the signal at the 
characteristic energy of a given element, typically measured as peak 
area, is proportional to the concentration of that element in the sample 
[17]. The analysis is quick, typically seconds to minutes, and the 
instrumentation relatively cheap, especially when it comes to porta-
ble/handheld units (around $30,000) [18,19]. Accurate analysis re-
quires however specific calibration and there are also requirements on 
the physical characteristics of the sample. For XRF analysis of thin films, 
sample thickness is an important characteristic. As the depth of analysis 
is not unlimited, sample thickness must be controlled for accurate 
measurement of Cu and Zn in antifouling paint films. The intensity of the 
XRF signal, i.e. the analyte peak area, will only increase linearly with 
sample thickness up to a certain threshold beyond which the X-Rays are 
subject to absorption attenuation by the sample [20] (Fig. 1a). This 
threshold is known as the critical thickness, dthin, and its magnitude will 
depend on the element of interest as well as the properties of the matrix 
[21]. At thicknesses beyond the dthin of an element, the full amount of 
that element present within the paint film will no longer be detected and 
quantified due to signal attenuation. The effect of increased thickness on 
the detected signal (in counts per second) was studied for two anti-
fouling paints of different compositions in Ytreberg et al., 2017. For Cu 
and Zn, dthin was found to be around 40 μm and 52 μm for each of the 
two paints. A general recommendation of a dry film thickness (DFT) ≤
40 μm was therefore suggested for quantitative measurements of anti-
fouling paint thin films. If this recommended DFT is exceeded, the 
concentration of Cu and Zn in the paint film may be underestimated. 
In addition to thickness, sample composition will also influence the 
measurement. XRF analysis is a matrix-dependent technique as the in-
tensity of an analyte’s peak will depend not only on its own concen-
tration, but also of those of the other elements making up the sample 
[18]. Quantification methods by XRF are therefore subject to errors by 
two types of matrix effects: absorption and enhancement (Fig. 1b). Thus, 
for quantitative analysis, care must be taken to minimize and/or correct 
for any such effects. For the analysis of thin films, absorptio-
n/enhancement effects are reduced or even avoided at thicknesses <
dthin [17,22]. Additionally, the choice of quantification method can aid 
in reducing biased results due to matrix effects. Depending on the 
application, XRF quantification can be carried out using either empirical 
or theoretical methods. The latter involves calibration using pure 
element as standards and mathematical models to derive analyte con-
centrations [23]. With the empirical method, on the other hand, a 
custom calibration curve is established based on standards with chem-
ical and physical properties similar to those of unknown samples [24]. 
The preparation of the calibration standards is the critical step in the 
calibration process. Although the applicability of the empirical method 
is limited to a certain type of sample and concentration range, it allows 
for higher accuracy as the risk of biased results due to matrix effects is 
reduced or avoided [25]. To this end, the XRF antifouling paint cali-
bration in Lagerström et al., 2018 was established from standards pre-
pared through addition of Cu2O and ZnO to a generic antifouling paint 
base. However, apart from differences in Cu and Zn concentrations, 
variations in other elements in the paint could potentially result in dif-
ferences in absorptive properties between antifouling paint products. 
Specifically, the concentrations of compounds acting as fillers/extenders 
(e.g. barium sulphate, calcium carbonate, etc) as well as the color pig-
ments added (e.g. iron oxide, titanium oxide, etc) may vary between 
paints [5,26]. Complementary compensation methods involving inter-
nal standardization using scattered X-Rays, also known as scatter 
Fig. 1. Schematic of the effect of sample thickness (and by default analyte concentration in a homogenous sample) on the XRF signal intensity (i.e. the area) of an 
element peak (a). The effect of potential enhancement or absorption on the slope of the linear range is also illustrated (b). 
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methods, may however be useful here. Upon irradiation of a sample, 
backscattering of X-ray radiation from the excitation source will result in 
both a continuous background scatter (the continuum) as well as 
coherent (Rayleigh) and incoherent (Compton) scatter peaks of the 
X-Ray tube anode element [17]. These scatter artifacts are present in the 
spectrum of every sample. As the scattered radiation undergoes matrix 
absorption similar to that of analyte peaks, quantification carried out 
based on their ratio will be less sensitive to variations in sample 
composition [23]. Scatter methods are however not generally effective 
against enhancement effects [17]. The background-ratio method, 
whereby peak areas are ratioed to a section of the continuum scatter, has 
been applied to all measurements in the authors’ previous publications 
where XRF analysis of antifouling paint films has been utilized [7,15], 
but whether this is sufficient to correct for potential differences in 
absorptive properties between antifouling coatings has not been thor-
oughly investigated. 
Demonstrating accurate quantification despite differences in chem-
ical composition between antifouling paints as well as good agreement 
of results produced on different XRF instruments is a prerequisite for the 
XRF analysis of antifouling paint films to be standardized. The aim of 
this study was thus to examine if and to what extent variations in paint 
formulation, i.e. differences in absorptive properties, affect the accuracy 
of the XRF quantification. For this purpose, ten antifouling paints, 
holding a wide range of Cu and Zn concentrations as well as different 
pigments and fillers, were selected to compare the relationship between 
the concentrations of Cu and Zn and their respective Kα peak intensities. 
Additionally, measurements were performed on different XRF- 
instruments and with different types of panel materials to assess the 
performance and transferability of the method. 
2. Materials & methods 
2.1. Antifouling paints 
In total, 20 commercial antifouling paints and one primer paint were 
analyzed to investigate the variability in element composition of anti-
fouling paints on the market (Table 1). Paints from four different man-
ufacturers and of four main colors (black, red, blue and white) were 
investigated. Most of the paints (P1 – P17, P19 and P20) were anti-
fouling paints containing Cu2O as the main biocide. P18 was an anti-
fouling paint for use in freshwater which does not contain Cu and is 
therefore not classified as a biocidal product. Furthermore, a primer 
(P21) was also analyzed. The antifouling coatings were selected to 
obtain a wide range of Cu2O, and hence most of the antifouling paints 
are for amateur use (n = 18) and only two coatings are for professional 
use. 
The chemical analysis was performed by ALS Scandinavia AB and 
two different extraction methods were used on samples of dried paint. 
Aliquots of paint were poured off, left to dry in petri dishes and scraped 
to produce paint flakes samples for the analyses. For each paint, one 
subsample was subjected to microwave assisted digestion with a hy-
drofluoric (HF), nitric (HNO3) and hydrochloric (HCl) acid mixture 
according to SS EN 13656:2003, while another was subject to solubili-
zation through lithium metaborate (LiBO2) fusion according to ASTM 
D4503: 2008. All samples were subsequently analyzed by inductive 
coupled plasma mass spectrometry (ICP-MS) for 45 different elements 
and the results from the method with the highest recovery were re-
ported. For Cu and Zn, the results from the acid digestion were reported. 
Six paints (P8, P9, P11, P17, P18 and P20) were extracted and analyzed 
for Cu and Zn in triplicate in order to get an estimate of the analytical 
error. All samples were also analyzed for loss on ignition (LOI) at 
1000 ◦C as a proxy for the content of organic matter and carbon in the 
samples. 
2.2. Preparation of standards 
2.2.1. Paint film preparation and critical thickness 
Ten paints (marked with an asterisk in Table 1) were used for the 
preparation of paint films of varying thicknesses to yield individual 
calibration curves for each paint. Any potential effect due to differences 
in absorptive properties could thus be assessed through the comparison 
of their calibration slopes, i.e. the relationship between the Kα peak 
areas and the element concentration. The paints were selected to cover a 
wide range of Cu and Zn concentrations whilst allowing for the assess-
ment of certain specific additives found in high concentrations in the 21 
analyzed paints. 
In previous studies, different coatings were produced through the 
Table 1 
Coatings analyzed for total elements (P1 – P20) and as validation samples by 
XRF (V1 – V4). Information on the Cu2O-content as claimed by the manufac-
turers was obtained from the Swedish Chemical Agency’s pesticide register. 
Paints marked with an asterisk (*) were selected to make standards.  






International Cruiser One Black 8.5 
P2* Antifouling 
(amateur use) 
International Cruiser One Red 8.5 
P3 Antifouling 
(amateur use) 
International Cruiser One Navy 8.5 
P4* Antifouling 
(amateur use) 























Hempel Mille Light 
Copper 
Dove white 6.1 
P10 Antifouling 
(amateur use) 





Hempel Mille Xtra Dove white 34.6 
P12 Antifouling 
(amateur use) 
Hempel Mille Xtra Red 34.6 
P13* Antifouling 
(amateur use) 
Jotun NonStop EC Black 7.0 
P14 Antifouling 
(amateur use) 
Jotun NonStop EC White 7.0 
P15 Antifouling 
(amateur use) 
Jotun NonStop VK Black 22.0 
P16 Antifouling 
(amateur use) 
Jotun NonStop VK White 22.0 
P17* Antifouling 
(amateur use) 
Jotun Racing VK Red 22.02 
P18* Antifouling 
(amateur use) 






































Black 40.0  
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mixing of a generic antifouling paint base with varying additions of 
Cu2O and ZnO. Standards with a fixed wet film thickness (WFT) of 100 
μm were subsequently produced from these coatings and used to obtain 
a calibration curve for the XRF analysis [7]. Here, the variation in 
concentration was instead obtained by producing standards of varying 
thicknesses for each of the ten paint. Eight different WFTs were used for 
each paint: 60, 90, 100, 120, 150, 200, 300 and 400 μm. The paints were 
applied onto 23 μm thick plastic Mylar® film sheets (Pütz Folien, Ger-
many). The Mylar® film thickness was chosen to be as thin as possible, 
without being impractical to handle. To obtain smooth paint films, an 
automatic, motorized film applicator (TQC AB3120) was used. With ten 
paints and eight WFTs, 80 paint films in total were produced. 
The dthin for Cu and Zn was determined for all coatings based on the 
relationship between XRF-signal (Kα peak area) and DFT in order to 
include only paint films with thicknesses ≤ dthin in the calibration. One 
measurement point per film was selected for XRF and DFT measurement. 
The DFT was determined by averaging 5 measurements within that 
point with a film thickness gauge (Defelsko Positector 6000). For the 
XRF analysis, triplicate measurements were performed (see 2.3. for de-
tails about the XRF instrumentation and spectra processing). Curves 
between the Cu and Zn Kα peak areas and the DFT were established. All 
data points were fitted to a polynomial curve of the second degree, 
whereas linear regression curves were fitted to data points with a DFT 
<40 μm. The critical thickness, dthin, was calculated as the thickness at 
which 1% attenuation was observed between the fitted linear and 
polynomial curves [15,21]. 
2.2.2. Mounting of standards and calculation of their concentrations 
A hollow punch tool was used to punch out circular discs in triplicate 
from the paint films. Despite the use of the motorized film applicator, it 
is not possible to produce paint films of complete homogenous thickness 
across the whole film. Prior to punching, the homogeneity of the films 
was therefore assessed visually with the aid of a light table and the most 
homogenous areas suitable for producing standard discs were identified. 
Blanks consisting of discs of the 23 μm Mylar® film used as substrate for 
the paint films were also produced. On the XRF instrument used in the 
current study (Delta-50, Innov-X, Olympus), measurements can be per-
formed with a beam size of either around Ø 3 or 10 mm. As a higher 
number of counts is desirable for a more accurate analysis, the beam size 
of 10 mm was used. A punch diameter of 13 mm was selected for the 
standards as it was evaluated to be the smallest diameter that was still 
sufficiently large to cover the whole spot size of the X-ray beam with 
some margin. The average area of paint film produced by the punching 
tool was determined by producing 10 replicate paper discs and scanning 
them into a graphic software to determine their exact areas. The relative 
standard deviation (RSD) of the average punched area was found to be 
very small at 0.3%. All discs were weighed to a precision of 0.01 mg and 
the weight of the paint was derived by correcting for the added weight of 
the underlying Mylar® film. The results from the chemical analysis 
(Cpaint, in μg g− 1, determined for the very same aliquot of paint as was 
used to produce the discs), the weight (m, in g) and the average area (A, 
in cm2) were then used to calculate the area concentration (Carea, in μg 





For the XRF analysis to provide accurate data, standards should be as 
similar as possible to samples. Calibration standards should therefore be 
measured against the same background/paint substrate as samples. For 
static field tests, antifouling coatings are typically applied to panels of 
various types of plastic or steel pre-coated with primer. For the stan-
dards to be flexible and allow measurement against any type of back-
ground, a solution with XRF sample cup holders was devised. The setup 
involved securing the painted discs between two Mylar® films, sus-
pended across the opening of a double open-ended XRF sample cup 
(1000 series, TrimLess® sleeve sample cups, Chemplex, USA). During 
analysis, the XRF sample cup is oriented with the film-side facing the 
XRF analyzer window. A piece of background panel of choice (e.g. steel, 
plastic) can then be placed inside the cup, on top of the mounted paint 
disc (Fig. 2). The Mylar® film facing the XRF had a thickness of 6 μm, 
while the film facing the background panel had a thickness of 2.5 μm. It 
was verified that the Mylar® film over the surface of the paint did not 
affect the XRF measurement. 
2.3. XRF measurements 
2.3.1. XRF instrumentation and spectra processing 
A portable Delta-50 XRF instrument (Innov-X, Olympus) was used in 
this study (see Table 2 for instrument specifications). Measurements 
were performed with the instrument mounted in its test stand, analyzer 
window facing up. This Delta-50 instrument has already been calibrated 
and used for the measurement of Cu and Zn in μg/cm2 in antifouling 
paints previously (Ytreberg et al., 2017; Lagerström et al., 2018), uti-
lizing the instrument’s Empirical Mode where custom calibration curves 
may be stored. The option to make empirical calibrations is however not 
a general feature of all portable XRF instruments. To make this method 
available to a wider range of brands and models, the Empirical Mode 
was therefore not used here. Instead, the raw spectra were exported as 
CSV-files, and peak area integration and quantification carried out 
independently of the instrument software. For simplicity, the default 
settings used by the instrument for the pre-installed Soil Mode were used 
for measurement and spectra acquisition, as such a mode is generally 
available from portable XRF manufacturers and installed on most XRF 
units. The configuration of the Soil Mode may however differ between 
instruments. On the Delta-50, the Soil Mode utilizes 3 beams, 15, 40 and 
50 kV, for the quantification of different elements. Only X-rays with an 
energy greater than the binding energy of electrons will be able to expel 
electrons from a given atom sub-shell (K, L or M). For the generation of 
Cu and Zn Kα emission lines, the minimum required energy is 8.05 and 
8.63 keV, respectively. The optimum operating voltage for measuring 
should be 2–3 times this energy, i.e. approximately 18–26 kV. The in-
tensities of Cu and Zn Kα peaks are roughly 4-fold with the 40 kV beam 
compared to the 50 kV beam, mainly due to different filters being used 
for the 40 kV (2000 μm aluminium filter) and 50 kV (150 μm copper 
filter) beams. The spectra from the 40 kV beam in Soil Mode were 
therefore used. All measurements were performed in triplicate. Three 
paint standards holding low (~200 μg/cm2), medium (~800 μg/cm2) 
Fig. 2. Schematic of XRF sample cup setup. The antifouling paint disc is here 
suspended between two Mylar® films across the opening of the cell. A back-
ground panel is placed on top of the film. Measurement is performed with the 
film-side of the sample cup facing the X-ray source. 
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and high (~2000 μg/cm2) concentrations of Cu and Zn were measured 
every 12th sample in order to monitor for instrumental drift. The raw 
spectra were exported from the instrument for processing in MATLAB 
where the peaks were subtracted for background, defined as the average 
signal on either side of the peak, and their areas integrated and 
normalized to the background scatter. The following integration limits 
were used: 7.85–8.25 keV for Cu Kα, 8.44–8.66 keV for Zn Kα and 
20.3–20.8 keV for the background scatter (see fig. SI3 for an example 
spectra). 
2.3.2. Measurement time 
In order to determine an appropriate measurement time for the 
Delta-50 instrument, various analysis times (10, 15, 20, 30, 45 and 60 s) 
were evaluated. Two standard cups with paint films holding a high (P20) 
and a low (P2) copper content were individually analyzed for each 
different measurement time in random order. Each analysis time was 
tested five times in total. The difference in precision for each measure-
ment time was evaluated through comparison of the RSDs. 
2.3.3. Calibration curves with a plastic background 
For this calibration, the background panel consisted of a 2 × 2 cm 
piece of plastic PVC (Poly Vinyl Chloride, 2 mm thick), coated with 
primer (paint P21, verified to not contain measurable concentrations of 
Cu or Zn by XRF) using the motorized film applicator with a WFT of 100 
μm. The background panel was placed into the XRF sample cups prior to 
measurement. As the thin PVC panel consists of light material through 
which the X-rays can penetrate beyond, an additional piece of plexiglass 
was placed on top of the background panel in the XRF cup during 
measurement. The added plexiglass, measured beforehand to ensure the 
absence of any heavy elements, is used to minimize variations in the 
scatter peak by ensuring that the total sample thickness was above the 
saturation thickness of the higher X-rays where the background scatter 
occurs (>20 keV). A simple test was performed whereby measurements 
on a sample were carried out with stepwise 2 mm increases in the 
thickness of the plexiglass. The results showed an increase in back-
ground scatter intensity up until a thickness of 14 mm plexiglass was 
attained. A 16 mm thick plexiglass piece was ultimately used and placed 
behind all paints in the XRF cups during XRF analysis. Calibration curves 
for each individual paint (n = 10) were established based on linear re-
gressions between the calculated area concentrations (equation (1)) and 
the average XRF Kα peak area (n = 3) for each standard disc. An overall 
universal/generic calibration curve, including the standards produced 
from all the different paints, was also established. To evaluate differ-
ences in slope, potentially due to variations in paint matrix, an analysis 
of means (ANOM) was performed whereby each slope is tested for sig-
nificant difference compared to the overall mean slope (significance 
level of 5%, JMP Pro 15). 
2.3.4. Validation 
Any new analytical method should be validated through measure-
ments of certified materials or through comparison with a standard 
method. Although there are some certified materials for the measure-
ment of Pb in paint films, no such materials exist to enable the validation 
of measurements of Cu or Zn by XRF. To test the performance of the 
generated calibration, a set of independent validation samples were 
measured as unknowns. These consisted of paint films of four different 
commercial antifouling paints, designated V1 – V4 (Table 1). These films 
(WFT ≤ 100 μm) were produced in 2016 and 2017 as part of other 
studies and chemically analyzed at those times for Cu and Zn according 
to the same standard method described previously. Even though paint 
V2 is also included in this study (P1 of Table 1), the validation samples 
were generated from a separate batch of the paint obtained during a 
previous year. The validation samples (n = 14) were mounted in sample 
cups and measured by XRF following the same procedure as the cali-
bration standards. The concentration range of the validation samples 
were within those of the calibration curves for Cu and Zn. Linear re-
gressions were established for Cu and Zn between the concentrations 
determined by the chemical analysis and by XRF. Criteria outlined by 
the US EPA and developed for comparison between XRF and wet 
chemical methods for soil samples were then utilized to assess the level 
of the data quality [27]. According to these, if 1) the coefficient of 
correlation (r2) is > 0.85, 2) the regression slope and intercept statisti-
cally equivalent to 1 and 0, respectively (significance level of 5%), and 
3) the precision (measured as RSD) is below 10%, the XRF can be 
considered to produce definitive level data. 
2.3.5. Transferability – other background materials and instruments 
To investigate how the background material of the panel may impact 
the quantification, the same procedures for calibration and validation 
used for the plastic background were followed but with a steel back-
ground. For this calibration, the background panel consisted of a 2 × 2 
cm piece of the type of steel used for ship hulls (Normal Strength Steel, 5 
mm). Additionally, the procedures for calibration and validation with 
the plastic background were also repeated on an XRF instrument of a 
different brand to assess the transferability of the method and to 
compare the results between the two instruments. Measurements were 
performed on a Niton™ XL3t GOLDD + XRF Analyzer using its pre- 
installed Soil Mode (see Table 2 for specifications). In the Soil Mode, 
two beam energies are utilized across three filters labeled as the “Main 
Range” (50 kV), “Low Range” (20 kV) and “High Range” filters (50 kV). 
According to the Niton instrument manual, the Main range filter is 
designed to provide optimum sensitivity for the elements of manganese 
through bismuth. Measurements of the standards were thus performed 
in the instrument’s test stand using this setting. Analyses were per-
formed in triplicate with a beam diameter of 8 mm and a measurement 
time of 20 s was used. The raw spectra were exported for peak inte-
gration in MATLAB following the procedure previously described. The 
Compton peak from the Ta target of the X-Ray tube on the Delta-50 
instrument is not visible in the spectra as the beam filter blocks it out. 
Scatter correction can therefore only be performed using the 
background-ratio approach. On the Niton instrument, however, the Ag 
anode yields a clear Compton peak which could be used for normali-
zation. Two types of scatter normalization were tested: background- 
ratio and Compton-ratio. The background scatter was integrated be-
tween 30.6 and 31.4 keV to not overlap with the Ag Compton peak 
(integrated between 19.8 and 21.4 keV). 
3. Results & discussion 
3.1. Paint composition 
In total, 21 paints were analyzed for 45 elements as well as loss on 
ignition (LOI) (see the Supporting Information for all analysis results). 
The results in Table 3 show that the elemental analysis was able to 
Table 2 
Specifications for the portable XRF instruments used in this study.  
Parameter Innov-X Delta-50 Niton™ XL3t GOLDD+
Manufacturer Olympus Thermo Fischer Scientific 
Tube type Ta anode, 50 kV/200 
μA 
Ag anode, 50 kV/200 μA 
Detector Silicone drift detector Silicone drift detector 
Resolution (eV) 220 150 
Beam diameter (mm) 3 or 10 3 or 8 
Soil Mode beams/filters Beam 1 (50 kV/35 μA) 
Beam 2 (40 kV/36 μA) 
Beam 3 (15 kV/28 μA) 
Main Range (50kV/40 
μA) 
Low Range (20 kV/100 
μA) 
High Range (50kV/40 
μA) 
Optimum setting for Cu and 
Zn 
Beam 2 Main Range  
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account for the majority (75–89 wt %) of the composition of the dry 
paints. The chemical composition data was processed in two steps. 
Firstly, the content of elements too light to be detected by XRF (LOI and 
all elements < Mg) were summed together. In a second step, only the 
remaining heavy elements constituting ≥1% of the total dry weight in 
any sample were considered whereas the rest were summed together. 
Out of all the XRF detectable elements, nine were present at con-
centrations ≥ 1 wt % in one or more of the 21 samples: Mg, Al, Si, S, Ca, 
Ti, Fe, Cu and Zn. By far, the most abundant heavy elements in the paints 
were Cu (8–40 wt %) and Zn (8–26 wt %). As to be expected, exceptions 
to this are the primer (P21) (where both Cu and Zn are < 0.1 wt %) and 
the freshwater paint (P18) which did not contain any added Cu2O. Also 
found in notable concentrations in many of the paints are Ti and Fe 
whose presence appear to be related to the color of the paints. Ti is found 
in concentrations ≥1 wt % exclusively in products of white color, sug-
gesting TiO2 has been added as a white pigment to these paints. Fe ≥ 1 
wt %, on the other hand, is only found in products of red color, probably 
due to the addition of the red pigment Fe2O3 to their formulations. A red 
pigment other than Fe2O3 must however have been added to the red 
paint P17 as Fe was <0.1 wt %. The presence of Mg, Al, Si, S and Ca in 
many of the paints likely reflect the composition of the fillers and ex-
tenders added to the paints such as calcium sulphate, calcium carbonate 
and various silicates such as silica, talc (i.e. magnesium silicate) and 
mica (i.e. aluminium silicate) [26]. 
As previously mentioned, XRF analysis can be subject to both ab-
sorption and enhancement effects. The origin of these effects may be 
general (non-specific) or specific. The former involves only absorption 
effects and result from differences in the ability of the analyte and matrix 
element to absorb primary and secondary X-Rays. Specific enhancement 
or absorption effects are, on the other hand, caused by individual ele-
ments in the matrix [17]. With knowledge of the composition of anti-
fouling paints, such effects can be investigated. The minimum photon 
energy needed to expel an electron from a given sub-shell for an element 
is known as the absorption edge. For a given analyte however, its signal 
will be highly absorbed by elements with absorption edges at energies 
just below that of the analyte’s characteristic line energy. Conversely, if 
the energy of the absorption edge of the analyte is just below the energy 
of the characteristic line of a matrix element, the intensity of the analyte 
signal will be enhanced by that element. Ultimately, the extent of any of 
these specific effects will depend on the proximity of spectral lines and 
absorption edges of analyte and matrix elements [17]. For the analytes 
Cu (Kα-line at 8.04 keV) and Zn (Kα-line at 8.64 keV), the energy range 
of concern in the spectra is between 7 and 10 keV. Since Mg, Al, Si, S, Ca 
and Ti have characteristic lines and absorption edges <5 keV, these el-
ements are not likely to impact the signals of Cu or Zn. Fe could however 
potentially exert specific absorption effects as its absorption edge is at 
7.11 keV, i.e. at an energy below both the Cu and Zn Kα lines (Fig. 3). 
Even so, such effects are likely limited as the absorption edge sits 
somewhat away from the Cu Kα line, and even further from the Zn Kα 
line. Finally, possible effects can be caused by the two principal heavy 
elements in the analyzed antifouling paints: Cu and Zn themselves. The 
absorption edges of Cu (8.98 keV) and Zn (9.66 keV) are above the 
characteristic Kα lines of both elements as well as the Cu Kβ line (8.91 
keV). The Zn Kβ line (9.57 keV) is however above the Cu K edge and may 
thus cause enhancement of the Cu signal at the expense of the intensity 
of the Zn Kβ signal. Potential effects of Fe (absorption of Cu and Zn) and 
Zn (enhancement of Cu) on the measured peak areas will be assessed and 
discussed further in the next section. 
3.2. Calibration curves with a plastic background 
3.2.1. Measurement time 
Prior to any measurement on the XRF, an evaluation to determine an 
appropriate measurement time was carried out. The results from the test 
of six different measurement times between 10 and 60 s show similar 
results for both tested paints (P2 and P20) (fig. SI1). The lowest preci-
sion (highest RSD, ~1%) was obtained for the shortest measurement 
time of 10 s. The precision improves when the measurement time is 
Table 3 
Elemental composition of the 21 analyzed paints. All concentrations are in percentage of the total dry weight. Concentrations <1 wt % have been marked as “-“. Paints 
marked with an asterisk (*) were selected to make standards.  
Paint Color Identified composition (%) Σ LOI and light elements (%) Heavy elements 
>1 wt % in any sample (%) 
Σ remaining heavy elements (%) 
Mg Al Si S Ca Ti Fe Cu Zn 
P1* Black 85 48 2 – 3 – – – – 9 23 – 
P2* Red 82 39 2 – 4 – – – 9 8 20 – 
P3 Navy 83 43 2 – 4 – – – – 10 25 – 
P4* Off white 81 37 1 – 3 – – 7 – 9 23 – 
P5 Navy 79 30 – – – 3 4 – – 30 10 – 
P6 Red 80 30 – – – 3 4 – 3 30 9 – 
P7 Off-white 76 26 – – – 3 3 8 – 26 9 – 
P8* Red 80 46 3 1 4 – 5 – 1 8 11 – 
P9* Dove white 79 42 3 1 4 – 4 6 – 8 11 – 
P10 Red 80 23 – – 2 – – – – 36 16 – 
P11* Dove white 77 26 – – – – 1 6 – 35 8 – 
P12 Red 75 26 – – 2 – – – – 37 8 – 
P13* Black 81 39 3 – – – 2 – – 8 26 – 
P14 White 84 33 3 – 2 – 2 10 – 8 25 – 
P15 Black 82 32 2 – – – 3 – – 24 21 – 
P16 White 89 38 – – – 8 – 9 – 15 20 – 
P17* Red 78 27 – – – – 1 – – 25 24 – 
P18* Black 84 64 6 1 6 – 2 – – – 4 – 
P19 Dark red 77 21 – – – – – – 2 35 16 – 
P20* Redbrown 80 24 – – 1 – – – 4 38 11 – 
P21 Aluminium 76 46 2 10 2 – 15 – – – – –  
Fig. 3. Absorption edges (dashed lines) and characteristic lines (full lines) of 
matrix elements that may cause specific absorption/enhancement effect on the 
analytes Cu and Zn. 
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increased to 15 s (~0.7%) and even further when analyzing for 20 s 
(~0.4%). No clear improvement in precision is however obtained when 
increasing the measurement time beyond 20 s. These results therefore 
indicate that a measurement time of 20 s should be used for the highest 
quality analysis in the least amount of time. 
3.2.2. Comparison of slopes 
The critical thickness was determined for the 10 selected paints (data 
not shown) so that only paint films of thicknesses within the linear range 
were included in the regression curves. All films produced with a WFT of 
100 μm were found to be within the linear range for all paints. Addi-
tionally, for some of the paints with lower amounts of Cu, WFTs of up to 
150 μm were inside the linear range and could thus be included. 10 
standard series with triplicate discs for each WFT were thus produced, 
mounted in XRF cups and measured by XRF along with the blanks. Upon 
determination of the scatter normalized Cu and Zn Kα peak areas, in-
dividual linear regression curves were established for each paint as well 
as an overall regression curve based on the data points from all the 
paints. The overall regressions curves are shown in Fig. 4 and regression 
parameters are outlined in Table SI2. All individual regressions were 
found to be significant for both Cu and Zn (p < 0.0001) and the majority 
hold r2-values ≥ 0.99 or better. The individual slopes range between 
7.1–8.1 × 10− 3 for Cu and between 5.0–5.9 × 10− 3for Zn. To test for 
significant differences in slope, an ANOM was performed whereby each 
paint’s slope was compared to the overall mean slope (the ANOM results 
are outlined in Tables SI3 and SI4 of the Supplementary Information). 
For Cu, one slope (P11) was found to be significantly above the overall 
mean slope. For Zn, the slope of P11 was found to be significantly below 
the overall mean slope while P17 was found to be significantly above. 
These discrepancies can be explained by either matrix effects and/or 
uncertainties in the chemical analysis and are discussed further below. 
The normalization of the Kα peak areas to the background scatter in 
each respective XRF spectra should, in principle, compensate for matrix 
effects as well as aid in correcting for any short-term (e.g. detector drift) 
and long-term drift (e.g. ware of the X-Ray tube). The drift here, as 
monitored through the precision of repeated measurements of three 
standards, was found to be small. The RSD of the three drift standards 
was however slightly improved from an average of 1.0%–0.3% when the 
scatter normalization was applied. Of greater importance, the scatter 
normalization reduced the RSD of the individual slopes from 17.4 to 
4.5% for Cu and from 20.1 to 4.9% for Zn (Fig. 5). The magnitude of this 
change is far greater than that of the drift (<1%). Hence, the bulk of the 
reduction in slope variability is likely the result of matrix effect 
correction. As scatter methods are generally not able to compensate for 
enhancement effects, mainly absorption effects may be attenuated 
through the use of the background-ratio method [17]. As discussed 
previously, Fe may cause absorption effects firstly on Cu and secondly on 
Zn. Such an effect would result in lower slopes for paints containing Fe. 
Three of the paints (P2, P8 and P20) hold Fe concentrations > 1 wt % but 
these show no overall tendency to hold lower slopes compared to the 
other paints (Table SI2). Furthermore, direct comparison of the slopes of 
paints P2 (9% Fe) and P1 (0.2% Fe) which have different amount of Fe 
but otherwise nearly identical compositions, reveals no significant dif-
ference in slope either. Enhancement of the Cu signal by Zn Kβ was also 
identified as a potential specific effect. However, plotting the chemically 
determined Cu:Zn ratios against the measured Cu Kα:Zn Kα reveals a 
significant linear relationship (r2 = 0.999, p < 0.0001) (fig. SI2). This 
result indicates that variations in the Zn content of the antifouling paints 
does not bias the measurement of Cu by XRF. 
As for all empirical XRF methods, the quality of the calibration de-
pends on that of its standards. First and foremost, it is important that the 
paints used for standards are properly homogenized prior to the pro-
duction of the paint films. The degree of homogenization here can be 
inferred from the RSD of the Cu Kα:Zn Kα ratios which was on average of 
Fig. 4. Linear regression curves between Kα peak areas (scatter normalized) and area concentrations based on ten coatings for Cu (a) and Zn (b). Vertical error bars 
show the standard deviation of triplicate XRF measurements. Horizontal error bars show the total range (minimum and maximum) of the estimated area concen-
tration of triplicate chemical analyses performed on six of the paints (see 2.1). The shaded grey area on either side of the overall linear regression (solid line) shows 
the 95% confidence intervals of the slopes. Note that these are small and thus may be difficult to see. The dashed lines show the 95% prediction interval. 
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1.2% (0.4–3.1%, depending on the paint), suggesting the paints were 
indeed properly mixed before painting. As the sub-samples for the 
chemical analysis were taken from the exact aliquots used to produce the 
paint films, the homogeneity of both standards and chemically analyzed 
paint samples can be assumed similar. The concentrations in the stan-
dards are determined from their area, weight and metal content 
(Equation (1)). Errors associated with the weight and area de-
terminations are expected to be small. Uncertainties in the chemical 
analysis are thus the only remaining source of error. The accuracy of the 
chemical analysis is of utmost importance as the analysis results have 
direct bearing on the slope estimates. An overall increase of all area 
concentrations by 5%, for example, equals a 5% decrease of the overall 
slope estimate. Triplicate chemical analyses were carried out for six of 
the ten paints, enabling an estimation of the laboratory precision. An 
average RSD of 5.5% was calculated for both Cu and Zn (illustrated by 
the blue error bar in Fig. 5). The magnitude of this uncertainty is directly 
comparable with that of the variation between the individual Cu and Zn 
slopes (4.5% and 4.9%, respectively). Indeed, when only the highest 
reported concentrations for Cu from the chemical analysis was used to 
determine the area concentrations of the P11 standards, the P11 slope 
was no longer found to be significantly different from the overall mean 
slope when repeating the ANOM. The observed variation in slope may 
thus be due to some residual matrix effects for which the scatter 
normalization was unable to compensate for and/or the uncertainties of 
the chemical analysis, such as small variations in the recovery of the acid 
digestion. The laboratory method employed here for the extraction of Cu 
and Zn from the dried paint samples was a microwave assisted acid 
digestion with a mixture of HNO3, HCl and HF. Although full decom-
position of paint samples through wet digestion techniques is not an easy 
task, the combined use of the above-mentioned acids should have aided 
to solubilize the paint samples as completely as possible [28]. 
Nonetheless, regardless of metal, all the individual slopes’ 95% confi-
dence interval overlap with those of at least three other slopes 
(Table SI2). Given the uncertainty of the chemical analysis, the most 
accurate quantification of unknown samples will be obtained when the 
overall regression based on all paints is used as the calibration curve. 
The data points included in this universal antifouling paint calibration 
then originate from the chemical analysis of ten different paints gener-
ated from a total of 22 extractions. For the overall regressions, the un-
certainty of any singular predicted value with a primed PVC panel 
background, as derived from the 95% prediction interval of the linear 
regressions, are ±136 μg/cm2 for Cu and ±125 μg/cm2 for Zn. 
3.2.3. Validation 
The chemically determined concentrations of Cu and Zn in the 
validation samples are plotted against those determined by XRF in Fig. 6 
and show very good overall agreement between the two methods. Root 
mean square errors were 164 μg/cm2 for Cu and 50 μg/cm2 for Zn. 
To assess the quality level of the XRF data according to the US EPA 
criteria, analysis of the regression parameters and the precision was 
performed. The precision of the triplicate measurements was well below 
the 10% criteria for both Cu and Zn, with calculated RSDs ≤2%. The 
regressions of Cu and Zn were both found to be significant (p < 0.0001) 
and hold respective r2-values of 0.976 and 0.989, thus above the 0.85 
criteria. For Cu, the slope (95% confidence interval: 0.91–1.11) and 
intercept (95% confidence interval: 126 – 212) were determined to not 
be significantly different compared to 1 and 0, respectively. Thus, the 
two data sets can be considered statistically similar, meeting all the 
criteria for definitive level. This was however not the case for Zn, where 
both the slope (95% confidence interval: 1.10–1.26) and intercept (95% 
confidence interval: 153 to − 15) were significantly different from 1 to 0, 
respectively. This offset appears to be driven by the result of the samples 
from paint V1, which act to increase the slope of the regression line 
(Fig. 6b). For these samples, the XRF measurement predicted higher Zn 
concentrations than those determined chemically. It is not uncommon 
for XRF analyses to show higher concentrations than those determined 
through wet chemical methods, given that the latter is dependent on full 
solubilization of the sample, as discussed previously. When excluding 
the V1 samples, the confidence intervals of both the slope (0.96–1.19) 
and intercept (-110 – 45.6) meet the definitive level criteria. 
3.2.4. Transferability – other backgrounds and instruments 
The same procedure for calibration and validation was repeated on 
the Delta-50 instrument but with a steel background. The steel back-
ground calibration on the Delta-50 analyzer could only be performed for 
Cu as the steel panel contained a high and variable concentration of Zn 
in itself. This introduced noise into the Zn data set, resulting in a very 
poor calibration curve (r2 < 0.9). As seen in Table 4, all parameters for 
Cu (e.g. r2-value, prediction interval and recovery of validation samples) 
were poorer with the steel background compared to those obtained 
using the plastic background. Additionally, fewer standards could be 
included in the calibration as the linear range was found to be narrower. 
Although the variation in slope between individual paints was reduced 
upon normalization, the remaining variation was still large, 8.9%. With 
the steel background, the concentration of light elements in the 
measured standards is lower than with the plastic background, resulting 
in a roughly five times lower background scatter signal. Additionally, 
the variation in background scatter between paints was also reduced by 
half and thus less sensitive to variations in matrix. The inferior perfor-
mance with the steel background is therefore likely due to the 
background-ratio normalization being unable to successfully compen-
sate for matrix effects. Consequently, a universal calibration curve using 
the steel background will not yield the most accurate results. Paint- 
specific calibrations could however still be established, if a steel back-
ground is desired. 
Given the inferior results with the steel panel, the plastic background 
was used for the tests on the Niton instrument. Examples of spectra from 
Fig. 5. Distribution of individual slopes for Cu (a) and Zn (b) with and without 
background scatter normalization of the peak areas. The slopes have been 
normalized to their respective overall slope (i.e. the slope based on the data 
points of all paints). A slope of “1” is thus equal to the overall slope. The blue 
error bar shows the magnitude of the precision (±5.5%) of the chemical anal-
ysis. (For interpretation of the references to color in this figure legend, the 
reader is referred to the Web version of this article.) 
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the two instruments for the same sample are shown in figure SI3. As a 
higher energy (50 kV) is used by the Niton instrument, a lower back-
ground (fig. SI3a) but also lower peak heights (fig. SI3b) are obtained. 
However, upon normalization to background scatter, peaks of similar 
magnitude are obtained. The linearity of the calibration curve, the 
magnitude of the prediction interval and the recovery of validation 
samples obtained with the Niton instrument were found to be compa-
rable to those obtained with the Delta-50 instrument, regardless of 
normalization method (Table 4). Thus, both the background- and 
Compton-ratio normalization can be used to obtain reliable measure-
ments by XRF. However, the extent of the linear range, reflected in 
Table 4 in the number of data points included in the overall regression, 
was somewhat reduced when applying the background-ratio. Thus, if 
the latter is used, slightly thinner paint layers (closer to 35 μm, rather 
than 40 μm) would have to be applied, with regards to both standards 
and samples. It may be that the energy region of the spectra used for the 
measurement of the background scatter signal was less optimum than 
that used for the Delta-50 or that the background signal was lower due to 
the higher energy (50 kV) and therefore poorer at compensating for 
matrix effects. For the Niton instrument, normalization with the Ag 
Compton peak therefore presents as the best approach. 
3.2.5. Possibilities and limitations 
As variations in paint composition were found to not impact the 
signal of the analyzed Kα peaks, universal antifouling paint calibration 
curves based on ten paints were established for the determination of Cu 
and Zn in μg/cm2 with a plastic panel background. With these calibra-
tions, the XRF method was capable of quantifying Cu and Zn in anti-
fouling paint films both accurately and precisely, with a prediction 
uncertainty of around ±130 μg/cm2 and RSDs typically around 1%. 
Additionally, transferability of the method to another instrument was 
also confirmed, supporting the possibility for its standardization. 
Although the XRF method requires an initial investment in specific 
instrumentation and calibration, these are one-time expenditures as the 
calibration curve needs to be measured and derived only once. There-
after, the performance of the instrument can be sufficiently monitored 
through measurement of dedicated drift standards. The operating costs 
of the instrument are also low, making the XRF method more cost- 
effective in the long-term for release rate measurements of Cu and Zn 
compared to e.g. the rotating cylinder method (Table SI1), which re-
quires 40 chemical analyses of seawater samples per paint and release 
rate trial [29]. Additionally, as far as analytical techniques are con-
cerned, XRF analyses are relatively simple and easy to perform 
compared to chemical analyses. The calibrations with different in-
struments and backgrounds in this study show that it is possible to 
Fig. 6. Chemically determined versus XRF determined concentrations for Cu (a) and Zn (b). Error bars (although too small to be visible) show the standard deviation 
of triplicate XRF determinations. The solid line shows the 1:1 correlation whereas the dashed grey line shows the linear regression line of the data. The 95% 
confidence interval of the regression slope is also shown (shaded area). 
Table 4 
Compiled results of different calibrations on the two instruments.   
Delta-50 (40 kV, 10 mm beam diameter) Niton (50 kV, 8 mm beam diameter) 
Background panel Plastic Steel Plastic Plastic 
























0.993 (n = 119) 
0.992 (n = 133) 
0.986 (n = 99) n/a 0.993 (n = 108) 
0.991 (n = 122) 
0.998 (n = 128) 
0.990 (n = 142) 










Average recovery of validation samples ± 1 
standard deviation (%) 
Cu 
Zn 
104 ± 9 
105 ± 10 
90 ± 12 
n/a 
101 ± 7 
97 ± 12 
97 ± 7 
98 ± 7  
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accurately quantify Cu and Zn in paint films with ±5% of chemically 
determined concentrations if an appropriate configuration (e.g. mate-
rials, instrument settings and data processing methods) is used. Firstly, 
to utilize the method, an XRF unit with a voltage capability of at least 40 
kV is recommended. Spectra acquisition can be performed with the 
settings of a pre-installed Soil Mode, as demonstrated for the two in-
struments in this study, and spectra processing involves simple inte-
gration of peak areas which can be carried out in an independent and 
commonly available software such as Matlab or Excel. Secondly, for the 
application of a universal/generic antifouling paint calibration, a light 
background panel material (e.g. plastic) should be used. Finally, scatter 
normalization should be performed and the type of normalization 
(background- or Compton-ratio) as well as the extent of the linear range 
should be evaluated before implementing the method on a new 
instrument. 
A pre-requisite to use the universal calibration curves for the deter-
mination of Cu and Zn is that the thickness of the paint sample must be 
within the linear range, i.e. ≤ dthin. As mentioned in the introduction, it 
is only at thicknesses ≤ dthin that the concentration in the sample is 
linearly proportional to the measured peak area. If dthin is exceeded, the 
full amount of metals present within the measured paint film will not be 
quantified properly due to signal attenuation effects (Fig. 1). For the 
obtainment of smooth paint films with a controlled thickness, the use of 
an automated paint film applicator for the coating application is highly 
recommended. Determinations of dthin for two antifouling paints in a 
previous study suggested paint films should be ≤ 40 μm [15]. This 
general recommendation was found to be valid for the majority of the 
ten paints studied here. The dthin of a specific paint is related to its 
composition. Here, a DFT of up to 50 μm was found to be within the 
linear range for Cu for some coatings with low Cu content. Oppositely, a 
DFT ≤30 μm was found to be more appropriate for some coatings with 
high Cu contents (e.g. Sigma Ecofleet 530). For many antifouling paints, 
a DFT ≤40 μm is typically below that of the recommended for the use of 
the product on a hull. However, it is important to note that the release 
rate from the paint is not a function of its thickness, as the interaction 
between seawater and paint leading to the release of metals from the 
coating during immersion occurs at the surface of the paint. The thick-
ness will however determine the longevity (lifetime) of the paint as the 
coating will successively be depleted in copper over time with exposure 
to seawater. Long-term studies (>2 months) of the release rate can 
therefore be challenging when using the proposed universal calibration 
curve. Also important to take into account is that the release rate of Cu (i. 
e. its depletion rate from the paint film) is greatly affected by salinity, 
with increased release at higher salinities [7,15,30]. The maximum 
possible length of the exposure will consequently be a product of both 
the dthin of the specific paint and the salinity of the exposure location, 
with longer studies possible for paints with lower copper content and at 
locations with lower salinities. If studies over longer time periods than 
these conditions will allow are of interest, it is possible to use thicker 
paint films and correct for the signal attenuation. By establishing the 
relationship between signal intensity (i.e. peak area) and DFT for a 
specific paint (Fig. 1a), attenuation correction factors as a function of the 
DFT can be derived. Before field exposure, a film thickness gauge could 
then be used to determine the DFT of the paint film at the XRF mea-
surement point to determine the appropriate attenuation correction 
factor to be applied to the measured peak area. Due to the formation of a 
so-called “leached layer” depleted of Cu and Zn at the surface of the 
paint film upon immersion [10,31], the metals will no longer be uni-
formly distributed throughout the paint film after exposure. Application 
of any attenuation correction factor would therefore not be appropriate 
at this time. For an accurate determination of the metal concentrations 
after exposure, the DFT will need to be within the linear range. Hence, 
although the simplest application of the XRF method is for short-term 
studies of weeks to months, long-term studies are nonetheless also 
possible. 
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