In this paper, we deal with matrix-free preconditioners for nonlinear conjugate gradient (NCG) methods. In particular, we review proposals based on quasi-Newton updates, and either satisfying the secant equation or a secant-like equation at some of the previous iterates. Conditions are given proving that, in some sense, the proposed preconditioners also approximate the inverse of the Hessian matrix. In particular, the structure of the preconditioners depends both on low-rank updates along with some specific parameters. The low-rank updates are obtained as by-product of NCG iterations. Moreover, we consider the possibility to embed damped techniques within a class of preconditioners based on quasi-Newton updates. Damped methods have proved to be effective to enhance the performance of quasi-Newton updates, in those cases where the Wolfe linesearch conditions are hardly fulfilled. The purpose is to extend the idea behind damped methods also to improve NCG schemes, following a novel line of research in the literature. The results, which summarize an extended numerical experience using large-scale CUTEst problems, is reported, showing that these approaches can considerably improve the performance of NCG methods.As per style, this chapter requires Keywords. Please provide keywords. words.
prove to be actually effective in practice and are endowed with a mature theory, 23 including strong convergence properties. AQ3 24 On this purpose, let us first consider a general iterative preconditioned nonlinear conjugate gradient (PNCG) method, which generates a sequence of iterates {x k }. Essentially, three choices at current step k strongly affect both the effectiveness and the efficiency of the overall method. The first choice refers to the adopted linesearch procedure, along with the selected steplength α k > 0 used to give the next iterate x k+1 , being
where p k is the search direction. The second choice refers to the selection of the parameter β k , which is responsible for the computation of the next search direction, being
where p 1 = −g 1 and g k denotes ∇ f (x k ). In the case where the function f (x) is non- research area has also partially inspired the results reported in the current paper.
37
The third proper choice for the symmetric positive definite preconditioner M k+1 ∈ R n×n often plays a keynote role for the computation of p k+1 , being
where β k may depend on M k and M k+1 and p 1 = −M 1 g 1 . Of course, the latter three 38 choices are not independent. Indeed, an inaccurate linesearch procedure turns to 39 be harmful and may require a large number of function and gradient evaluations.
40
Similarly, a careless choice of the preconditioner risks to possibly destroy both con-
41
vergence properties and numerical performance of the PNCG. These observations 42 impose a specific attention before selecting a preconditioner. 
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In the first part of this paper, we review some preconditioners for NCG, which are 44 based on the satisfaction of a secant-based equation (see [12] [13] [14] Hessian matrix is built by using an initial guess suggested by the quadratic case.
52
Then, the initial guess is refined imposing some secant-like conditions, which are 53 used to set accordingly some parameters.
54
We remark that the preconditioners are iteratively constructed and based on satis-55 fying either the secant or a modified secant equation and partially recover the structure 56 of quasi-Newton updates. On the overall, our proposals for preconditioners comply 57 with the next specifications:
58
• do not rely on the structure of the minimization problem in hand;
59
• are matrix-free, and hence, they are naturally conceived for large-scale problems;
60
• are built drawing inspiration from quasi-Newton schemes;
61
• convey information from previous iterations of the PNCG method.
62
We urge to recall that the idea of using a quasi-Newton update as a possible precon-63 ditioner, within the NCG algorithms, is not new; examples of such an approach can 64 be found for instance in [15, 16] 
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Preconditioned Nonlinear Conjugate Gradient (PNCG) Scheme
Step 1: Data x 1 ∈ R n and M 1 0. Set p 1 = −M 1 g 1 and k = 1.
86
Step 2: Use a linesearch procedure to compute the steplength α k , which satisfies 87 the Wolfe conditions, and set the next iterate as
Step 3: If a stopping criterion is satisfied then stop, else compute the coefficient 90 β k along with the preconditioner M k+1 0. Compute a search direction by
93
Set k = k + 1 and go to Step 2.
94
Of course, in case M k = I for all k, the PNCG scheme reduces to the NCG method.
95
Also, observe that as an alternative, in order to possibly improve the efficiency of NCG
96
by introducing preconditioning strategies, the Step 3 of PNCG might be replaced by 97 the next one.
99
Step 3: If a stopping criterion is satisfied then stop, else compute the coefficient β k along with the preconditioner M k+1 . If M k+1 0 or M k+1 g k+1 = 0 100 then set M k+1 = I . Compute the search direction
102
103
The steplength α k and the parameter β k can be chosen in a variety of ways. In particular, in order to prove global convergence properties, a Wolfe-type linesearch procedure seems mandatory, while to improve the overall efficiency, several values for β k have appeared in the literature (see also Sect. 1). Here, we neither intend to propose a novel choice of β k , nor we want to consider any specific linesearch procedure to compute α k for the PNCG algorithm. In this regard, the Wolfe conditions are well-suited for our purposes, inasmuch as under mild assumptions they guarantee the fulfillment of the usual curvature condition In this section, we suitably exploit some quasi-Newton updates in order to build preconditioners. As well known (see, e.g., [1] ), when using quasi-Newton methods in place of (1), at iteration k, we generate a search direction of the form 
123 where 
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where H 1 k
is given (usually, a multiple of the unit matrix).

128
Proof First observe that since f (x) is quadratic, then y i = As i , i = 1, . . . , k, and the vectors s 1 , . . . , s k are mutually conjugate, i.e., s T i As j = 0, for any 1 ≤ i = j ≤ k. We prove (3) by complete induction. When k = 2, by (2), we explicitly obtain
Now, assume (3) holds for some k − 1, and we prove (3) for the index k as follows. Recalling the conjugacy among vectors {s i } yields
by (2), we immediately have after some computations
Note that Formula (3) for the quadratic case can suggest iterative updates to 134 generate preconditioners for PNCG. Indeed, drawing inspiration from (3) and [22] ,
is quadratic (i.e., NCG coincides with the conjugate gradient method),
136
we have
138
In view of (4), the rightmost contribution in (3) may represent an approximate inverse 
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M k+1 = τ k C k + γ k v k v T k + ω k k j=k−m s j s T j y T j s j ,(5)
154
where
and m is positive integer. Here, we consider
For further motivations along with the rationale behind 155 this proposal, we refer to [12] . In the sequel, we report the main theoretical results
156
and a summary of the numerical experience.
157
Observe that the right-hand side of (5) includes three contributions. More specifically, the rightmost matrix represents an approximate inverse Hessian, as in the guidelines of the conclusions of Sect. 2. In particular, exploiting the mean value theorem, we can write 
showing that the issue (b), at the end of Sect. 2, can be easily treated. Moreover,
158
the integer m in (5) represents a memory and guarantees that complying with (a),
159
information from only the lattermost m iterations is collected.
160
A few comments need also be added, with respect to the role played by the matrix C k and the parameter τ k in (5). C k is chosen similar to the matrix H 1 k = λ k I , where λ k is the solution of the subproblem
In other words, • k ≥ 2 iterations of the NCG algorithm are performed.
168
• an exact linesearch procedure is adopted.
169
• M k+1 is defined as in (5) 
are satisfied. 
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Quasi-Newton-Based Preconditioning and Damped Quasi-Newton Schemes … 9 regard, the computation of vector v k follows a similar guideline with respect to the 183 idea adopted by SR1 quasi-Newton update (see also [1] for details).
184
As a preliminary numerical experience which reveals the performance of the proposal M k+1 in (5), the preconditioner M k+1 has been embedded in PNCG, with m = min{4, k − 1} and β k computed as in the Polak-Ribière (PR) (recently, PolakRibière-Polyak (PRP)) formula
In proposed in [14] . with γ k , ω k ∈ R \ {0}, and where, given M k and the vector p k generated by NCG, we have for v k the expression
The proposal in (7) follows a different strategy with respect to (5), inasmuch as it 
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Quasi-Newton-Based Preconditioning and Damped Quasi-Newton Schemes … 11 The next couple of theoretical results can also be proved for the proposal (7),
213
confirming to what extent (7) closely resembles quasi-Newton approaches (see [14] 214 for details). 
215
Proposition 2 Let f
(x) = 1 2 x T Ax − b T x,
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12 M. Al-Baali et al. secant equations 220 ⎧ ⎨ ⎩ M k+1 y j = δ j s j , δ j > 0, j = 1, . . . , k − 1, M k+1 y k = s k ,(8)
221
provided that the nonzero coefficients γ j , ω j , j = 1, . . . , k are chosen such that definiteness of the preconditioner M k+1 (see [14] ).
233
Proposition 3 Let f be a continuously differentiable function. Suppose that the
234
NCG method is used to minimize the function f . Suppose that s
Then conditions (8) - (9) hold and M k+1 0 in (7). 
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Quasi-Newton-Based Preconditioning and Damped Quasi-Newton Schemes … 13 inertia of the Hessian matrix, as in the next corollary (see [14] ), where λ m (·) and 249 λ M (·) represent, respectively, the smallest and the largest eigenvalue. (8)- (9) hold, we have 
250
Corollary 1 Let f
(x) = 1 2 x T Ax − b T x,M n+1 A = (s 1 · · · s n )D(s 1 · · · s n ) −1 , with D = diag{δ 1 , δ 2 , . . . , δ n−1 , 1}. (ii) It results 254 λ m (M n+1 A) = λ m (D), λ M (M n+1 A) = λ M (D).(10)
262
• while the scheme in (5) details an update based on m + 1 pairs (s j , y j ), j = 263 k − m, . . . , k, provided by the NCG method, the scheme in (7) simply relies on 264 the pair ( p k , y k ) generated at step k of the NCG method.
265
• the proposal in (7) seems to be endowed with stronger theoretical properties with 266 respect to (5). As also shown in the next sections, the latter fact is also reflected in 267 an appreciable enhancement of numerical performance, over a significant large-268 scale test set. Indeed, comparing the proposals in Sects. 3 and 4, over the same test 269 set specified in Sect. 3, we obtain the performance profiles in Fig. 3 , using (6) for 270 termination which is the same as that used for obtaining Fig. 2 . 
Damped Strategies for NCG Preconditioning
272
Damped techniques were introduced in the framework of quasi-Newton methods,
273
and their rationale can be summarized as follows. As is well known (see, e.g., [1] ), In case f is strongly convex, then (11) holds for any pair of points x k and x k+1 (see, e.g.
[25]). In case of nonconvex functions, imposing the satisfaction of condition (11) 280 requires a proper choice of the stepsize α k , from the linesearch procedure adopted.
281
Indeed, in principle, the satisfaction of (11) can always be obtained by a suitable the following modified (damped) vector is used in place of y k : 
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301 which for σ = 0.8 yields that in Sect. 18.3 in [1] . There are several reasons which 302 motivate (13), including the fact that by this choice we have
304 i.e., the quantity s T k y k is sufficiently positive, inasmuch as B k is positive definite. Al-
305
Baali suggests using the modified damped vector (12) with (13) for unconstrained 306 optimization and extended it to 
314
(see also [27] an appropriate choice of z k . Two choices for z k have been proposed in [18] .
317
The first proposal corresponds to set z k = η k s k , where η k > 0, based on approximating B k by η k I . This choice originates from the idea of using z k = A k+1 y k in (16) , where A k+1 is a positive definitive approximation of the inverse Hessian. In particular, B k ≈ η k I satisfies the modified secant equation
Hence, by using the latter equation, we can set
319
Interesting properties of (17) are that it does not require the explicit knowledge of 320 the approximate inverse Hessian matrix A k+1 and that k is sufficiently positive. In fact, we immediately have from (14)
where the last inequality holds because p k is a descent direction. Several theoretical properties can be proved for the choices (17) and (20) (see also [18] ). Some of them are summarized here below, where we assume that the coefficient β k in PNCG is replaced by the PR-type 'damped coefficient'
(the resulting PNCG scheme, with y
k in place of y k will be addressed as D-PR-
334
PNCG).
335
Assumption 1 (see [18] )
336
(a) Given the initial point x 1 and the function f ∈ C 1 , the level set in a PNCG scheme, where the standard Polak-Ribière (PR) formula for β k is used.
353
In particular, the same settings used in Sects. 3 and 4, along with the same test set 354 are considered. We also recall that a standard implementation of the PNCG method
355
in CG+ code was adopted (see [24] ), where the preconditioner (5) is included, and 356 the linesearch technique is the same as that in [28] . Finally, the stopping criterion 357 adopted is the standard one in (6). We also recall that in the linesearch procedure 358 adopted in [28] the number of function and gradient evaluations coincide. In Fig. 4,   359 the two damped strategies in (17) (with η k = 4 and ϕ k chosen as in (13)) and in (20) (with ϕ k chosen as in (13) ) are compared, with respect to both # iterations and # 361 function evaluations. The strategy (17) seems to be somehow preferable to (20).
362
To complete our analysis, we note that a full information from damped techniques 363 can be used, both affecting the computation of the coefficient β k and the precondi-
364
tioner M k+1 in PNCG (see [18] ). More explicitly, the performances of PNCG vs. 
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