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Abstract The Wing–Kristofferson (WK) model of
movement timing emphasises the separation of central
timer and motor processes. Several studies of repetitive
timing have shown that increase in variability at longer
intervals is attributable to timer processes; however, rela-
tively little is known about the way motor aspects of timing
are affected by task movement constraints. In the present
study, we examined timing variability in finger tapping
with differences in interval to assess central timer effects,
and with differences in movement amplitude to assess
motor implementation effects. Then, we investigated
whether effects of motor timing observed at the point of
response (flexion offset/tap) are also evident in extension,
which would suggest that both phases are subject to timing
control. Eleven participants performed bimanual simulta-
neous tapping, at two target intervals (400, 600 ms) with
the index finger of each hand performing movements of
equal (3 or 6 cm) or unequal amplitude (left hand 3, right
hand 6 cm and vice versa). As expected, timer variability
increased with the mean interval but showed only small,
non-systematic effects with changes in movement ampli-
tude. Motor implementation variability was greater in
unequal amplitude conditions. The same pattern of motor
variability was observed both at flexion and extension
phases of movement. These results suggest that intervals
are generated by a central timer, triggering a series of
events at the motor output level including flexion and the
following extension, which are explicitly represented in the
timing system.
Keywords Timing  Movement  Unequal amplitude 
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Introduction
Variability is an inherent characteristic of human motor
behaviour. When we observe a movement performed with
exactly the same goal a number of times, for example,
tapping the foot to the beat of our favourite song, we may
notice that each tap is slightly different than the previous,
not only in keeping the timing of the beat but also in the
amplitude of the foot movement between taps. Thus, tim-
ing and spatial aspects of movement production are both
variable. Although timing variability has been studied in a
large number of previous studies (for review see Wing
2002), relatively little is known about the way spatial
aspects of movement production affect timing variability in
sequential responding. The present study addresses this
issue, namely the way changes in movement amplitude
affect repetitive timing.
An account of the processes involved in timing was
proposed by Wing and Kristofferson (1973b). They sug-
gested that the variability of inter-response intervals (IRIs)
arises from two independent sources, variability in central
timer and motor implementation, and that these may be
separated out by the use of autocovariance (ACV) function
(see also Wing 1980a; Vorberg and Wing 1996). Subsequent
studies based on the Wing–Kristofferson (WK) model have
shown that these timer and motor implementation processes
are sensitive to different experimental manipulations. Thus,
timer variability increases with the mean interval (Wing
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1980a), is affected by interval switching in rhythm perfor-
mance (Krampe et al. 2005; Doumas and Wing 2007), and
by the effects of performing a secondary task (solving
anagrams) while tapping (Sergent et al. 1993). In addition,
timer variability is sensitive to neurological conditions, for
instance Parkinson’s disease affecting the basal ganglia
(Wing et al. 1984; O’Boyle et al. 1996; Harrington et al.
1998, 2004) and cerebellar disorders (Ivry et al. 1988).
Factors that affect motor implementation variance include
varying upper limb movements (Wing 1977), changing
manipulandum dynamics in a bilateral pendulum-swinging
task (Turvey et al. 1989), tapping with two effectors (hand
and foot) with contrasting dynamics (Ivry et al. 2002) and
applying transcranial magnetic stimulation (TMS) over the
motor cortex (Verstynen et al. 2006).
In the studies examining motor implementation vari-
ability, timing was assessed at only one point of the
movement cycle, namely the tap onset (Wing 1977; Ivry
et al. 2002) or the point of peak displacement in continuous
movements (Turvey et al. 1989). However, repetitive
movements comprise a series of phases (e.g. extension,
hold, flexion) repeated in a cycle. An interesting issue is
whether there is differential control of timing of separate
movement phases. Wing (1980b) contrasted timing of press
and release components of finger tapping, to see whether
these two phases are timed hierarchically. For instance, the
central timer at the top level of the hierarchy might trigger
the press directly, and subsequently, via a lower level timer
or a feedback loop, might indirectly trigger the release. If
this were the case, intervals defined between release times
would be expected to be more variable than those between
press times. However, results showed no differences
between the two phases, suggesting that timing of the two
phases was represented at a single level and not in a
hierarchical manner at two different levels. Another study
examined the related issue of whether the timer triggers the
time of the actual response (tap) or the onset of flexion
(downward) movement before the response (Billon and
Semjen 1995). If the triggered point in the movement cycle
were the flexion onset, then intervals between flexion
onsets would be less variable than intervals defined at the
tap. Results showed that the latter intervals were less var-
iable which might be taken to suggest, surprisingly, that the
triggered point in the movement cycle is the endpoint of
movement, i.e. the contact with the response key. However,
this result could arise if there is measurement error elevated
at movement onset or if there are violations of the model’s
assumptions concerning independence of the timer inter-
vals and motor delays. For instance, the timer may trigger
the movement onset, but the timer interval may be nega-
tively correlated with the subsequent motor delay. This
would tend to reduce the variance of the intervals defined at
the tap relative to those defined at movement onset.
The previously mentioned studies used the ACV method
(Wing and Kristofferson 1973b) to estimate timer and
motor implementation variances. However, this method
has certain limitations. For instance, use of short sequences
results in biased estimation of the ACV function, which, in
a study of motor implementation factors in finger tapping
resulted in negative rather than the expected zero ACV at
lags higher than 1 (Wing 1977, 1979). To circumvent this
effect, the use of long sequences may be considered
appropriate. However, long sequences exhibit long-term
fluctuations (drift) and the ACV function may then become
positive at higher lags (Pressing 1999; Madison 2001; Ding
et al. 2002; Collier and Ogden 2004; Wing et al. 2004). An
alternative method of estimating variability components of
motor timing, which avoids these problems of the ACV
method, was proposed by Vorberg and Hambuch (1978,
1984). Based on the WK model, they suggested that, in
bimanual synchronous tapping, a single timer generates
successive time intervals and then simultaneously initiates
separate motor commands for the left and right hands. The
Vorberg–Hambuch (VH) model allows timer variance to be
estimated as the lag zero cross-covariance of the two
hands’ IRIs and motor implementation variance as the
variance of between-hand asynchrony.
Recently, we applied the VH model to rhythm produc-
tion in a study assessing whether switching between a short
and a long interval has selective effects on timing variability
(Doumas and Wing 2007). Timing was more variable in
rhythm production than in isochronous tapping, an effect
attributed mainly to timer variability. However, small but
significant changes were also seen in motor variability. The
latter effect may have been due to the context-dependent
velocity adjustments observed in rhythm production,
interpreted as a way to accommodate switching between the
short and long intervals. Given that movement character-
istics in repetitive responding are adjusted to accommodate
changes in timing complexity (Doumas and Wing 2007), it
is interesting to ask whether specific changes in the manner
of movement have a direct effect on timing, more specifi-
cally on the variability of motor implementation. A study
relevant to this issue was reported by Semjen and Summers
(2002). They asked participants to tap equal interval
sequences, but with either short or long contact times for
each tap. Timer variability estimates were generally unaf-
fected by this change in movement demand; however, no
direct comparison was made of the asynchrony variability
in the two conditions. Thus, it is unclear whether or not
motor implementation variability was affected by changes
in the manner of movement.
In the present study, we used the VH approach to
explore the possible effects of changes in the manner of
movement on timer and motor implementation variability.
Thus, the task involved bimanual finger tapping including
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conditions in which the two fingers moved with either
equal or unequal amplitudes (and velocities). Our first
prediction was that systematic changes in movement
characteristics would affect variability at the level of motor
output, leaving interval generation by the central timer
process unaffected. The experiment also included two
interval durations, 400 and 600 ms, which led to our sec-
ond prediction that timer variability would increase with
interval but remain unaffected by the kinematic conditions.
If tapping with movements of unequal amplitude results
in additional motor variability at the point of response
(tap), it is interesting to ask whether similar effects can be
identified in a separate phase of the movement trajectory
(i.e. extension). If so this would suggest that each phase of
the movement trajectory is represented at the level of the
timing system. How might timing operate over successive
movement phases? To address this question, we contrast
two possible models (Fig. 1). Based on the previous evi-
dence, suggesting that flexion and the following extension
are organised as a unit at the motor output level (Doumas
and Wing 2007), we propose that this unit may be triggered
by the central timer once in each cycle (Fig. 1, Model 1).
This trigger initiates a chain of movements within the unit,
including flexion leading to the response and extension.
This model would hold if asynchronies in flexion and
extension around the response are correlated, suggesting
the presence of the unit, and if asynchrony variability in
flexion is less than in extension, similar to the result by
Semjen and Summers (2002) showing that variability was
lower in tap onset than offset. We derive this prediction
because under this model flexion is triggered centrally,
whereas extension is triggered after flexion at a lower level.
Alternatively, if the two phases are not triggered within a
unit but by separate central timer signals (Fig. 1, Model 2)
there will be no difference in asynchrony variability, and
no correlation between asynchronies in the two phases.
Methods
Participants
Four male and seven female right-handed volunteers (age
range 19–34-years-old) participated in the study, and
received credits as part of the University of Birmingham
research participation scheme. Six of them had taken part
in other tapping experiments and were familiar with the
task. Participants had no formal musical training and no
auditory or neurological impairments.
Apparatus
Participants sat at a table, rested their pronated forearms on
its surface, and placed the two hands next to two response
plates spaced 3 cm on either side of the midline. The plates
were attached to two load cells (Applied Weighing), which
were fixed to the table. Force information from the load
cells was used to identify the onset of each finger contact
with the response plates at millisecond accuracy (sampling
frequency, 1 kHz) and was not subjected to further analy-
sis. Spherical reflective markers 6 mm in diameter were
attached to the right and left index finger nail, allowing
position information to be recorded via a 2-camera motion
tracking system (Qualisys Pro-Reflex) at a sampling fre-
quency of 200 Hz. A wooden block was positioned in front
of the participants’ fingers, with two vertical lines drawn at
Central 
timer
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Motor 
Delays R
Motor 
Delays L
Responses L
Responses R
Ae
Model 2
Central 
timer
Motor
Delays R
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Af Ae
Model 1
Time
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Time
Fig. 1 Two possible models of timing in successive movement
phases, based on the models by Vorberg and Hambuch (1984) and
Wing (1980b). The common feature of the two models is a single
timer triggering motor responses of the right and left hand. However,
the models differ in the way movements are triggered. In Model 1 the
timer triggers flexion, starting a series of actions including flexion,
response and extension within a movement unit at the peripheral
level. Conversely, in Model 2 both flexion and extension are triggered
directly by the central timer. Ae is asynchrony in extension, and Af
asynchrony in flexion. The traces at the bottom show sample
movement trajectories of the right hand
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30 and 60 mm above the response plates indicating the
target movement amplitude. Pacing tones (frequency
750 Hz, duration 10 ms) were delivered binaurally through
headphones (Pioneer SE-20A).
Procedure
Participants were asked to tap by making brief contact with
the response plates with the left and right index fingers
simultaneously, extend their fingers to the required ampli-
tude (which could be the same or different for the two
fingers) and then flex the two fingers to produce the next
response. A continuation paradigm was used, in which par-
ticipants first listened to six auditory pacing tones with
interstimulus (i.e. inter-onset) interval (ISI) 400 or 600 ms.
While listening, they kept their fingers positioned at the
target extension amplitudes. They were then asked to start
tapping at the same rate after the last pacing tone. Once 24
responses had elapsed a single tone signalled the end of the
trial. The bimanual tapping task was performed in four
conditions (Fig. 2): unequal amplitudes with the left finger at
a high amplitude (60 mm) and the right finger at a low
amplitude (30 mm), unequal amplitudes with the left finger
at a low amplitude (30 mm) and the right finger at a high
amplitude (60 mm), equal amplitudes with both fingers at a
high (60 mm) or a low (30 mm) amplitude. We refer to these
conditions as high left (HL), high right (HR), high equal
(HE) and low equal (LE). Participants initially performed a
practise block comprising two trials of each of the eight
experimental conditions (four conditions 9 2 ISIs) to ensure
that they were familiar with the task and could produce the
target amplitudes accurately. The experiment comprised
eight blocks presented in a random order, with each block
containing 12 trials of one condition. Each participant
experienced the conditions in a different random order.
Data analysis
Interresponse intervals
Tapping responses were identified from the differentiated
force–time function for both the hands. First, the onset of
the tap was identified and then IRI and left–right hand
asynchrony time series were determined. The first two IRIs
of each time series were discarded, and time series with
more than two missed responses were discarded. Overall,
23 trials (2.2%) were excluded from the analysis. IRI
means and standard deviations (SDs) as well as mean
asynchronies were then calculated. Finally, the method of
variance decomposition proposed by Vorberg and Ham-
buch (1984) was used to estimate timer SD (rtimer) from the
cross-covariance of the left (Lj) and right (Rj) hand IRIs at
lag zero according to Eq. 1, and motor implementation
variability was estimated as the left–right hand asynchrony
SD.
rtimer ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
covðRj; LjÞ
q
ð1Þ
Trajectories
The position–time function of the vertical movement was
used to evaluate movement trajectories between successive
responses. The function was first low-pass filtered at 20 Hz
(second order, Butterworth dual-pass filter) and the maxi-
mum vertical displacement (movement amplitude) was
identified in each movement trajectory between responses.
Then, the vertical movement was differentiated to provide
the velocity–time functions for each hand. In these func-
tions, maximum velocity in extension (extension velocity),
and maximum velocity in flexion (flexion velocity), and the
time difference (asynchrony) between the two hands at the
point of maximum extension velocity (extension asyn-
chrony), and at the point of maximum flexion velocity
(flexion asynchrony) were calculated for each tapping
cycle. Maximum flexion and extension velocity were
chosen as two very clearly identifiable landmarks on the
movement trajectory, as opposed to maximum amplitude or
zero velocity. In all cases, asynchrony was calculated by
subtracting the time of the right from the time of the left-
hand response (left–right), so positive asynchrony signified
that the left response occurred after the right. Finally,
Pearson Product-moment correlation between extension
asynchronies and the preceding and subsequent flexion
asynchrony were calculated.
Fig. 2 Amplitude combinations
in the four conditions. The dots
represent the target amplitude in
each condition
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Results
Illustrative position and velocity traces produced by one
participant for all conditions at 400 ms ISI are depicted in
Fig. 3. Visual inspection of the figure suggests that the task
was performed as required, with clear differences in
amplitude between the two equal conditions (Fig. 3e, f)
and between the hands in the two unequal conditions
(Fig. 3a, b).
In the following sections, the first analysis involves a
check on mean movement amplitude, mean velocity and
velocity variability (SD). This is followed by analyses of
timing variability (SD) in terms of IRI and asynchrony
results taken from the tap onset on the response plates. This
analysis is used to assess our first pair of predictions that
motor (asynchrony) SD will be greater for the conditions
with unequal amplitudes, an increase reflecting motor pro-
cesses, and that timer SD will be greater for the long interval
(600 ms). In a further analysis, asynchrony SD between the
hands is assessed in the two movement phases, flexion and
extension, to assess whether correlations are larger between
flexion and extension asynchronies than between extension
and flexion asynchronies, supporting the idea of a unit of
movement organisation around the response. Finally, we
evaluate differences in motor SD in flexion and extension,
to assess whether motor SD shows the same pattern of
differences in the two movement phases.
Movement accuracy and variability
Accuracy of movement amplitude in the four conditions
was assessed by comparing the average amplitude in each
condition with the target (30 or 60 mm) using one-sample t
tests (Fig. 4). Results revealed that, in most cases, there
was no difference between target and produced amplitude.
Departures from the target amplitudes were found only in
the 400 HR condition [t(10) = 3.15, P \ 0.05] and in the
600 HR condition [t(10) = 3.41, P \ 0.05]. In both the
cases, the right hand amplitude was lower than required
(see Fig. 4).
Maximum velocity and velocity SD were then assessed
to check for changes in velocity characteristics due to task
requirements. Separate repeated measures ANOVAs were
performed for velocity mean and SD with factors move-
ment (flexion, extension), target interval (400, 600 ms),
amplitude (high, low), task (equal, unequal) and hand (left,
right). Velocities followed the amplitude conditions, with
greater velocity for high amplitude movements [mean high:
809.7, SD: 128.6 mm/s; mean low: 500.7, SD: 86.2 mm/s;
F(1,10) = 133.01, P \ 0.01]. The velocity profiles were
Fig. 3 Sample vertical position
and velocity profiles of 400 ms
trials taken from one participant
in the four conditions. The thin
lines represent the left hand
trajectories and the thick lines
the right hand
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asymmetric, in the sense that velocity in flexion was higher
than in extension [mean flexion: 795.3, SD: 141.3 mm/s;
mean extension: 515.1, SD: 83.7 mm/s; F(1,10) = 62.202,
P \ 0.01]. Movements performed at the 400 ms interval
exhibited higher velocity [mean 400 ms: 682.6, SD:
103 mm/s; mean 600 ms: 628.9 mm/s, SD: 103.9 mm/s;
F(1,10) = 16.750, P \ 0.01] and left-hand velocity was
higher than that of the right [mean left: 681.5, SD:
102.8 mm/s; mean right: 628.9, SD: 99.5 mm/s; F(1,10) =
13.313, P \ 0.01].
Velocity SD is depicted in Fig. 5 for flexion (black bars)
and extension (grey bars), in the unequal (left panels) and
equal (right panels) conditions and in the two target
intervals 400 ms (top panels) and 600 ms (bottom panels).
Fig. 4 Target (filled points) and
produced amplitudes (empty
points), in all experimental
conditions. Error bars represent
±1 standard error (SE) of the
mean
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Fig. 5 Velocity SD in flexion
and extension in a unequal
amplitude conditions (HL, HR)
in 400 ms target interval, b
equal amplitude (HE, LE)
conditions in 400 ms target
interval, c unequal amplitude
conditions (HL, HR) in 600 ms
target interval, d equal
amplitude (HE, LE) conditions
in 600 ms target interval. Error
bars represent ±1 SE of the
mean
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Unequal movements were more variable than the equal
[F(1,10) = 5.086, P \ 0.05], especially for the 400 ms
interval, as shown by a target interval by task interaction
[F(1,10) = 6.411, P \ 0.05]. Velocity SD was also greater
for high amplitude movements as shown by a main effect
of amplitude [F(1,10) = 41.263, P \ 0.01], flexion was
more variable than extension in low amplitude movements
as shown by a movement by amplitude interaction
[F(1,10) = 14.502, P \ 0.05], and the left hand was more
variable in high amplitude movements as shown by a hand
by amplitude interaction [F(1,10) = 11.014, P \ 0.05].
In summary, mean velocity followed the task conditions,
being higher for high amplitude movements and for
movements performed at the short interval. The challenge
to movement control imposed by the unequal amplitude
conditions was reflected in velocity SD. Thus, the cost of
setting kinematic characteristics (amplitude and velocity)
was reflected in elevated SD in short interval (400 ms)
movements of the non-dominant hand.
IRI accuracy and variability
Having established that performance in terms of movement
amplitude was broadly within the requirements of the task,
and resulted in a characteristic pattern of flexion and
extension velocities, we then turned to analyses of timing
accuracy in terms of mean and SD. Mean IRIs were
somewhat shorter than the target interval in both 400 and
600 ms conditions with deviations being greater for the
600 ms interval (mean deviation 400 ms: -11.4 ms, SD:
15.9 ms; 600 ms: -26.9 ms, SD = 20 ms).
For IRI SD, a repeated-measures ANOVA with factors
condition, target interval and hand was performed (Fig. 6a,
b). In all the conditions SD increased with the mean
interval, as shown by a main effect of target interval
[F(1,10) = 62.895, P \ 0.01], and the left hand was more
variable than the right [F(1,10) = 26.569, P \ 0.01]. A
condition by target interval interaction [F(1,10) = 81.208,
P \ 0.01] showed that performance in the HL condition
was more variable for both hands performing the task, i.e.
both the left (high amplitude) and right (low amplitude),
but only in the 400 ms condition.
Timer and motor variability
In order to determine whether the observed differences in
overall timing SD were due to timer or motor processes, we
followed the method of Vorberg and Hambuch (1984),
identifying left–right interval covariance at lag zero with
timer variance and asynchrony variance with motor
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Fig. 6 a Left hand, b right
hand, c timer and b motor
variability in the four
experimental conditions plotted
as a function of the mean
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implementation variance. Separate repeated measures
ANOVAs were performed for timer and motor SD with
factors condition (HL, HR, HE, LE) and target interval
(400, 600 ms). For the timer (Fig. 6c), SD increased with
the mean interval as shown by a main effect of target
interval [F(1,10) = 146.884, P \ 0.01]. A main effect of
condition was also found [F(3,8) = 5.278, P \ 0.05]. Pair-
wise comparisons revealed that timer SD in HL was lower
than in HE [F(1,10) = 8.238, P \ 0.05] and LE
[F(1,10) = 17.264, P \ 0.01]. No other main effects or
interactions were observed for timer SD.
In the case of motor SD, visual inspection of Fig. 6d
suggests that unequal conditions were more variable than
equal, especially in the 400 HL condition, and this effect
was confirmed statistically. Specifically, there was a main
effect of condition [F(3,8) = 16.565, P \ 0.01], followed
by pair-wise comparisons showing that motor SD was more
variable in HL than all other cases [HL–HR:
F(1,10) = 13.377, HL–HE: F(1,10) = 18.139, HL–LE:
F(1,10) = 25.026, P \ 0.05]. In addition, motor SD was
more variable in HR than both HE [F(1,10) = 9.021,
P \ 0.05] and LE [F(1,10) = 14.248, P \ 0.05].
In summary, IRI analysis showed that SD increased with
the mean interval, and the left hand was more variable than
the right. It is interesting to note that hand did not interact
with any of the other factors, a result suggesting that the
two hands demonstrated the same pattern of IRI SD in all
conditions (see Fig. 6a, b), despite the fact that in a given
unequal condition the left and right hands were moving
with different amplitudes and velocities. Also, an interac-
tion between condition and target interval reflected the
observed increase in interval SD in the 400 HL condition
(Fig. 6a, b). This interaction was not present in the timer
SD (Fig. 6c) and, although significant differences were
found between equal and unequal conditions, these dif-
ferences were small relative to the differences in motor SD.
Motor SD (Fig. 6d) was clearly greater in unequal ampli-
tude conditions compared to equal, especially in the 400
HL condition. Together, these results showed that elevated
IRI SD in the 400 HL condition was explained by an
increase in motor SD. This result provides support for our
first two predictions suggesting that systematic changes in
movement characteristics between the hands primarily
affect motor SD.
Asynchrony in flexion and extension
In analyses of timer and motor components reported ear-
lier, motor SD was estimated as the SD of the between
hand asynchrony at the point of tap. In this section, asyn-
chrony is assessed further at two points in the movement
cycle, maximum extension velocity and maximum flexion
velocity. First, we contrasted correlations between asyn-
chrony in flexion and the following extension, with
correlations of flexion and the previous extension to assess
whether the two phases are organised as a unit around the
response. The phases forming the proposed unit around the
response (flexion–extension) showed positive correlations,
whereas correlations of the phases between responses
(extension–flexion) were near zero (Table 1). This evi-
dence was confirmed by a repeated measures ANOVA with
factors unit (flexion–extension, extension–flexion), condi-
tion (HL, HR, HE, LE) and target interval (400, 600 ms),
performed on the correlations in the successive phases.
Correlations of asynchronies around the response were
greater [F(1,10) = 41.24, P \ 0.01] supporting our pre-
diction that movements are organised as a unit defined
around the response. Also, correlations were greater for the
400 ms target interval [F(1,10) = 24.93, P \ 0.01]. No
differences were found between conditions (equal vs.
unequal), suggesting that correlations between asynchro-
nies in the two phases were not affected by task condition.
The correlation analysis mentioned earlier suggests that
flexion and extension are organised as a unit around the
response. We now turn to asynchrony SD in flexion (Fig. 7a)
and extension (Fig. 7b) to assess whether the two phases are
timed by a single timer signal triggering the unit, starting a
series of events at the motor output level (Fig.1, Model 1). A
repeated measures ANOVA with factors movement (flexion,
extension), task (HL, HR, HE, LE) and target interval (400,
600 ms) was performed for asynchrony SD. A main effect of
task [F(3,8) = 4.77, P \ 0.05] showed that asynchrony in
unequal amplitude conditions was more variable than in
equal amplitude conditions for both phases, emphasising
that the same pattern of motor SD is observed in different
parts of the movement trajectory. Furthermore, extension
exhibited greater SD than flexion, supporting the idea of a
hierarchical structure at the peripheral level; however, this
trend did not reach significance [F(3,8) = 3.2, P = 0.098].
Table 1 Average and SD (in parentheses) of correlations between asynchronies in maximum flexion and extension
HL HR HE LE
400 ms 600 ms 400 ms 600 ms 400 ms 600 ms 400 ms 600 ms
Flexion–extension 0.41 (0.21) 0.36 (0.16) 0.45 (0.19) 0.37 (0.24) 0.35 (0.16) 0.35 (0.17) 0.37 (0.21) 0.30 (0.25)
Extension–flexion 0.05 (0.09) -0.02 (0.10) 0.08 (0.11) -0.02 (0.11) 0.02 (0.11) -0.05 (0.04) 0.05 (0.11) -0.04 (0.09)
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Discussion
In repetitive movements, variability of time intervals
between successive responses can be separated into two
components, central timer and motor implementation. The
latter component of variability is primarily associated with
motor output processes, independent of interval generation
by the central timer (Wing and Kristofferson 1973a, b).
The primary aim of the present study was to identify
whether motor variability is sensitive to systematic changes
in bimanual movement production, specifically changes in
movement amplitude between the hands. In order to do
this, we developed a bimanual tapping paradigm in which
participants made small (L) or large (H), equal or unequal
amplitude movements. The first evidence supporting this
idea was that greater variability was observed in one of the
unequal conditions (HL), but only in the short (400 ms)
interval for both the left and the right hand. This result
suggests that timing variability is sensitive to movement
changes, especially when the movement becomes very
challenging, i.e. when the non-dominant hand must
respond with larger amplitude movements at a higher rate
(400 HL). Further evidence for this idea was obtained by
applying the VH model (Vorberg and Hambuch 1978,
1984; Vorberg and Wing 1996), and showing that the
increase in variability was identified with elevated motor
variability in all unequal conditions compared to equal,
with the 400 HL condition showing the largest motor
variability. Timer variability was not affected systemati-
cally by amplitude changes. However, numerically small,
albeit significant, changes were observed between HL and
equal conditions, an effect that is difficult to interpret with
the current models of timing. Overall, these findings sup-
port our prediction that changes in kinematic aspects of
bimanual movements primarily affect the motor compo-
nent of variability, and suggest that the elevated variability
arising with manipulation of kinematics is due to motor
output processes, relatively independent of the central
timer.
The earlier mentioned results confirm that variability
components in timing are separable using the existing
models, and more specifically that these models can cap-
ture variability arising from changes in the manner of
movement. Although the variability sources in IRI time
series have been examined previously for intervals defined
at the point of tap, little is known about whether and in
what way successive flexion and extension movements are
represented in the timing system. One step towards
understanding timing control in successive movement
phases is to focus on timing processes at the level of
asynchronies, because, under the Vorberg and Hambuch
(1984) account of bimanual tapping, we would expect
motor (asynchrony) variability to be mostly affected by
changes in the manner of movement. In the present study,
we showed that motor variability was greater when the
manner of movement makes performance more challeng-
ing in unequal conditions not only at responses at the end
of flexion but also in the following extension phase.
Maintenance of the same pattern of motor variability in
different phases, with greater motor variability in unequal
amplitude movements in both flexion and extension, sup-
ports the idea that both phases may be represented in and
triggered by the timing system.
Another step towards understanding the way phases of
repetitive movements are organised is to examine and
characterise the kinematic features of these phases, and the
way they relate to timing. Carson (1996) examined the way
timing relates to movement production of flexion and
extension in synchronisation with a metronome in finger
oscillations without surface contact. Results showed that
participants have the tendency to synchronise flexion,
rather than extension movements with the metronome beat.
Furthermore, performance in synchronisation of flexion
was more stable than synchronisation of extension with the
beat, as shown by transitions from extend on the beat to
flex on the beat with increasing frequency (Carson 1996).
Thus, flexion may provide a more salient cue for timing
than extension, and this result supports the idea that flexion
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is tightly associated with movement timing, especially in
movements including a tap-contact made on flexion.
Control over different phases of movement was also
addressed by Doumas and Wing (2007) in continuation
responding. They discussed two possible forms of move-
ment organisation in finger tapping. One possibility is that
movements are organised in relation to the interval
between taps, and in an extension-hold-flexion cycle, with
extension after the response followed by a hold phase, and
then a flexion movement towards the response. Alterna-
tively, movements may be organised around the response,
in a flexion-tap-extension cycle and then insert a hold
phase to prepare for the next cycle. In two-interval (short–
long) rhythm tapping it was shown that velocity in exten-
sion for the same interval was different in rhythm
compared to isochronous conditions, as an adjustment to
the switching between a short interval (high velocity) and a
long interval (low velocity). This evidence for adjustments
between flexion and extension provides support for the idea
that flexion and the next extension movement may be
performed as a unit around the response.
In the present study, we extend the idea of a unit from
kinematic to temporal aspects of movement control, by
asking whether motor timing (asynchronies) in flexion
prior to the response, and the previous or next extension are
correlated. Asynchronies around the response (flexion–
extension) were positively correlated, whereas asynchro-
nies in movement phases between responses (extension–
flexion) were uncorrelated, supporting the idea of a unit of
timing organisation around the response. However, two
potential limitations have to be acknowledged for this
finding. One is the interval duration between successive
phases. Flexion–extension intervals were shorter than
extension–flexion intervals because participants were asked
to respond with a brief contact with the response plates;
thus, a possibility is that the flexion–extension pair shows
greater correlations because of the shorter intervening
interval. Although interval between phases was not sys-
tematically manipulated in this study, an indication that the
effect of interval on correlations was very small was that
when target intervals were shortened by 1/3, from 600 to
400 ms, this had very little effect on correlations (increase
of 0.08). Also, it has to be acknowledged that correlations
were at only moderate levels of magnitude (0.3–0.45). The
relatively small correlations may have been due to the
zero-velocity phase intervening between flexion end
extension, i.e. the contact time of the finger on the surface
(dwell time). In that case it is interesting to suggest that, in
more continuous finger movements without a tap-contact,
correlations would be greater reflecting a stronger unit of
organisation. This idea is supported by the greater corre-
lations in movements performed at short intervals (target:
400 ms), possibly because these movements exhibit shorter
dwell times and so may be described as more continuous.
Conversely, at the longer interval (target: 600 ms) move-
ments were more discrete, with low-velocity phases
inserted between extension and flexion (Doumas and Wing
2007) and longer dwell times, resulting in lower
correlations.
The idea that timing control changes depending on how
continuous movements are, is reminiscent of evidence
showing that discrete (e.g. tapping) and continuous (e.g.
circle drawing) movements may be generated differently,
the former using events explicitly triggered by a central
timer (event timing), and the latter without pre-specified
events (emergent timing) (Zelaznik et al. 2005). The
strength of the flexion–extension unit presented here may
be a useful variable to study the differences between event
and emergent aspects of timing in different movements. In
the present study, we show that temporal organisation of
movement phases can be captured using the existing timing
models. However, further experimentation is needed to
determine the degree to which certain variables such as
interval between phases, dwell time, as well as discrete or
continuous succession of movements determine or change
timing control at the motor output level.
Given the data supported the concept of a unit of tem-
poral organisation based around the response, we
investigated the way movement phases are represented in
the timing system, and triggered by the central timer. Wing
(1980a) examined the issue of timing control of different
movement phases by contrasting the two models: the first
suggested that both flexion (press) and extension (release)
are triggered independently from the central level. The
second suggested that the two phases may be dependent,
with flexion triggered from the central level, and extension
triggered from flexion. Based on this model and on the VH
model of bimanual responding, we proposed two alterna-
tive accounts (Fig. 1). In Model 1, the timer triggers both
hands’ flexion movements leading to the response, simi-
larly to the original VH model, initiating a chain of motor
events within the unit, at a lower level in a hierarchy,
whereas in Model 2, timing in both the phases is triggered
directly by the central timer.
The presence of correlations between flexion and
extension asynchronies suggests that the two phases are
organised as a unit at the motor level, providing support for
the presence of a lower, motor output level in a hierarchy
(Fig. 1, Model 1). The second prediction of this model was
that asynchrony in extension would be more variable than
in flexion, because extension occurs later in the unit, and
the additional delay lower in the hierarchy adds to motor
variability. Indeed, motor variability in extension was more
variable than in flexion; however, this was only a trend and
did not reach significance. Nevertheless, the trend for
higher asynchrony variability in extension, together with
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the observed dependence in the asynchronies between
flexion and the next extension supporting a unit of orga-
nisation around the response, suggest that the point in the
movement cycle with the lower variability (maximum
flexion velocity, or tap) is triggered by the central timer.
The present study has taken a behavioural approach
using healthy normal participants. However, movement
timing has been also investigated using neuropsychological
and neurophysiological methods. Investigations using these
methods have shown that motor output timing has been
associated with activity of the motor and premotor cortex
as well as the supplementary motor area (Penhune et al.
1998; Wing 2002; Pope et al. 2005, 2006), whereas cog-
nitively controlled timing has been linked with prefrontal
and parietal areas (Lewis and Miall 2003). Furthermore,
motor variability in unimanual tapping has been recently
identified with activity of the contralateral motor cortex
(Verstynen et al. 2006). This latter study showed that dis-
ruption of activity of the contralateral motor cortex using
TMS causes an increase in timing variability, attributed to
motor output processes. Although this study examined
disruption of only the contralateral motor cortex, neuro-
imaging studies have shown that motor cortices of both
hemispheres are involved in one-handed movements due to
inter-hemispheric connections, and also because 10–15%
of corticomotorneuronal fibres go uncrossed (Kim et al.
1993a, b). Even in simple unimanual movements, there is a
need for an increase in the flow of information not only
within each hemisphere but also between hemispheres
(Gerloff et al. 1998). This increase in inter-hemispheric
flow of information has been identified as an inhibitory
process, suppressing the start of mirror movements of the
other hand.
This phenomenon of inhibition has been recently
examined in bimanual rhythmic movements using Mag-
netoencephalography (MEG) (Daffertshofer et al. 2005).
They suggested that inter-hemispheric inhibition may be
also necessary in performance of polyrhythms, to maintain
independent performance of each hand, in polyrhythms
with a non-integer ratio (3:8 or 5:8). When an expert
musician performed the task it was difficult to maintain the
complex ratio, and performance shifted to a simpler
(integer) ratio (1:2 or 1:3). At the behavioural level, such
transitions between ratios are preceded by an increase in
variability, or decreased stability, and then the transition
occurs with performance settling to a simpler ratio. At the
neural level, this increase in variability coincided with
changes in the activation strength of motor and premotor
cortical areas, possibly reflecting a decrease in inhibition.
Similar changes in inter-hemispheric inhibition may have
been associated with the increased variability in velocity,
and in peripheral timing (motor SD) observed in unequal
conditions in the present study. It is possible that inter-
hemispheric inhibition is necessary to perform not only
different intervals but also different movements with the
two hands such as the ones performed in the present study.
The increase in movement (velocity) variability may be a
consequence of decreased inter-hemispheric inhibition, or
an inability to maintain a level of inhibition between the
hemispheres. However, we cannot draw robust conclusions
regarding this effect from behavioural data only. It would
be interesting to study similar phenomena in future studies
of rhythmic movements using neural recordings with high
temporal resolution such as MEG and electroencephalog-
raphy (EEG).
Conclusion
Using the existing models of timing, in the present study,
we showed that changes in the manner of movement affect
aspects of timing associated with motor output processes,
independent from central timing. Furthermore, we identi-
fied variability at the two phases of the movement
trajectory between responses, and showed that the pattern
of motor variability caused by changes in the manner of
movement was maintained in both the phases, flexion and
extension. Thus, at the motor output level, both the phase
before and after a motor response is likely to be subject to
timing control. Evidence provided in the present study,
together with the previously proposed models suggest that
in repetitive movements, intervals are generated by a
central timer process, which triggers each flexion phase
leading to the motor response. This trigger initiates a
series of events at a lower, motor output level in a hier-
archy, starting at flexion, and followed by extension,
suggesting that timing of the two movement phases
operates at a lower level in a hierarchy, independent of the
central timer.
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