Civil structures experience loading scenarios ranging from typical ambient excitations to extreme loads induced by natural events that, depending on their intensity, cause damage. It is important to detect damage before it propagates to become detrimental to integrity and functionality of the structure. Significant research efforts are focused on developing damage detection algorithms to diagnose damage from performance and response of the structure. A major challenge in many existing algorithms is in their validation and absence of realscale implementation. This paper presents implementation of influence-based damage detection algorithm by implementation on a large-scale structural model (steel beam-to-column moment connection) which experiences progressive damage towards collapse of the system through increasing cyclic loading. IDDA utilizes statistical analysis of correlation functions between the structural responses at different locations. It is shown through this implementation that IDDA, accompanied by a statistical framework, can accurately identify structural changes and indicate the intensity of the damage.
INTRODUCTION
Structural health monitoring (SHM) methods attempt to detect and locate structural damage in order to prevent structural failures. The ability to localize damage at early stages will also result in the benefit of more economical repairs. Some of the traditional non-destructive evaluation (NDE) techniques include, but are not limited to, visual inspection, liquid penetrant (Deutsch 1979) , eddy currents (Banks et al. 2002 , Ziberstein et al. 2003 , ultrasonic waves (Mallet et al. 2004) , acoustic emission, and infrared thermography (Trimm 2003, Ball and Almond 1998) . While these methods provide effective means of damage identification, they require a priori knowledge of damage existence and location (Doebling et al. 1998) . Furthermore, NDE techniques are subject to the skill and experience of a trained inspector; sometimes require the use of costly, complex equipment, and provide only a temporary means of SHM.
Technological advancements in sensors, sensing technology, and sensory abilities have allowed for the development of data-driven SHM that can be applied on a temporary or semi-permanent basis (Lynch and Loh 2006 , Farrar et al. 2005 , Dorvash et al. 2014 ). One common classification of these methods for damage detection is as physics-based (model-based) and non-physics-based (model free) methods (ASCE, 2011 and Sim et al. 2011 ). In the physics-based methods, the measured vibration data is used to form a structural model (or update an existing model) and by the comparison of different models the occurrence of damage is to be detected. One of the common classes of physics-based methods includes algorithms which rely on changes in modal parameters to reveal changes in the physical properties of the structure, that is, structural damage (Doebling et al. 1998, Avandi and Cremona 2006) . Although these approaches are intuitive, they mostly reflect global damage and require a great amount of damage before they can detect it. Additionally, the global damage detection methods require knowledge of specific structural properties (e.g., mass, damping ratio, stiffness), which can be difficult to determine accurately (Morassi and Rovere 1997 , Koh et al. 1995 , Sohn and Law 1997 , Ratcliffe 1997 . Moreover, the change in the environmental conditions may cause significant changes to the dynamic characteristics of the structure, possibly more than the onset of damage, making modal properties unreliable damage parameters (Doebling et al. 1998 ).
The non-physics-based algorithms, on the other hand, are not based on any structural model. These approaches detect and localize the damage based on investigating the collected structural response and despite the absence of a physical model, they are sometimes more successful in identifying the damage (Sohn et al. 2001, and Gul and Catbas, 2009) . Moreover, when the goal is detection of a local damage, many physics-based algorithms are not effective anymore. For example, it is shown in many studies that modal parameters can be insensitive to some local damages in the monitored structure (Doebling et al. 1996) .
Considering the fundamental role of local damage detection in preventing damage progression and maintaining the safety of an in-service structure, the importance of damage detection practice becomes apparent. While the literature delivers numbers of publications in the area of local damage detection, both physics-based and non-physics-based, there is still a need for development and in particular validation of practical algorithms. A major challenge in developed algorithms is the absence of validation through implementation in realistic scenarios. Many of the damage detection algorithms presented in the literature are validated through either numerical models or small-scale laboratory models which mimic the damage by imposing changes in the structural characteristics of the model (e.g., a change in mass and/or component's stiffness). This paper, however, presents validation of a developed non-physics-based local damage detection algorithm through implementation on a large-scale structural model which experiences the progression of damage in different stages, from the intact state through the collapsed state. The utilized damage detection method, called influence-based damage detection Algorithm (IDDA), has been proposed by the authors Dorvash et al. 2010) , and is based on the statistical analysis of the correlation function between the structural responses at different locations.
The IDDA has been validated through an implementation on a laboratory small-scale beam-column model which represented the damage by replacing the beam element with a reduced cross section alternative . Such scenarios for validation of damage detection algorithms are unrealistic and unlikely to occur in real structures because (1) the uniform reduction in an element's cross section area does not reflect realistic damage 1544 DORVASH ET AL.
in a structure, and (2) the damage in a real structure usually does not form abruptly, but rather through a progression over a certain period of time. Therefore, there is a need to verify the method in a more realistic damage scenario. Thus, in this study, the performance of the algorithm is evaluated for a large-scale steel beam-to-column moment connection which undergoes different damage stages. The testbed structure, erected and tested at the Advanced Technology for Large Structural Systems (ATLSS) Center at Lehigh University, is designed for use in an earthquake-prone structure and is tested for validation and performance evaluation under the effect of increasing inter-story drift demand. As a goal of the test, the structure is loaded cyclically based on a predetermined progressive drift sequence until collapse occurs. While the structure experiences different damage states due to the progressive loading, the strain response is recorded and is used in the damage detection approach for validation of the IDDA.
The IDDA directly interprets the measured response without consideration of material and geometrical information. The pair-wise relationships between responses at each nodal pair (i.e., where two sensors are located) are summarized as influence coefficients, which serve as the damage indices for the algorithm. Once the damage has occurred, the influence coefficients will be altered for nodal pairs throughout the structure depending on the location of the damage. By comparing the coefficients from the damaged state to that of the baseline healthy state, a pattern of changes can be identified which assist in the determination of the damage location. As the change in damage indices occur gradually, the significance of the change needs to be investigated. Thus, a statistical framework is formed using exponentially weighting moving average (EWMA) and cumulative sum statistics. Using the statistical framework, the point at which the change occurs with certain significance is detected. The experiment and the damage progression through the test are presented, the performance of the IDDA in this implementation is evaluated and results are discussed in this paper.
EXPERIMENTAL PROTOTYPE AND DAMAGE PROGRESSION TEST SETUP
A new design of beam-to-column moment connection was developed by structural engineers for implementation in large-scale building structures to resist seismic loads (Hodgson et al. 2010) . Because the connection is to be used in a hospital (which is considered as an important building structure) in California, the Office of Statewide Health Planning and Development (OSHPD) stipulates that the connection meet the California Building Code (CBC; 2007) seismic qualification requirements. Therefore, full-scale specimens were fabricated and tested under increasing cyclic inter-story drift demand at the ATLSS Center at Lehigh University for assessing conformance of the design and performance of the connection detail with the CBC. In this implementation, the inter-story drift is assumed to be the rotation of beam-to-column connection, as other contributors to inter-story drift (e.g., column's shear) are negligible.
According to the requirements of the CBC, the test specimen must sustain at least two full cycles of a total inter-story drift angle of 0.04 rad or more and at least two full cycles of an inelastic inter-story drift angle of 0.03 rad without rapid strength degradation. A view of the test setup is shown in Figure 1 and the inter-story drift sequence is summarized in Table 1 . The inter-story drift history consisting of progressively increasing inter-story drift was applied to the test specimen pseudo-statically using two parallel hydraulic actuators placed to apply vertical load at the end of the beam. The ends of the column of the test specimen were pin-connected to the reaction wall and strong floor, and the beam and column were laterally braced to conform to the AISC Seismic Provisions (2010). The required displacement at the end of the beam, δ, is calculated from the inter-story drift angle θ and the length of the beam, L b , measured between the column centerline and the line of applied load's action.
The beam and column members of the test specimen were fabricated from ASTM A992 steel. The beam and column are a W40 Â 294 and W36 Â 395 section, respectively. The beam is connected to the column through the particular connection shown in Figure 1 , which includes the panel zone (sides of the column) and side plates (covering sides of the beam). Plates used in the connection are fabricated from ASTM A572 Grade 50 steel. Complete details about the test specimen fabrication, setup, instrumentation plan, and specimen performance can be found in Hodgson et al. (2010) .
Based on the testing protocol, the specimen is subjected to increasing cyclic inter-story drift until failure. The specimen is instrumented with a variety of sensors (strain gauges, displacement sensors, and rotation sensors) to capture the behavior of the connection throughout the test. The global behavior of the test specimen is assessed by evaluating the applied load versus beam tip displacement relationship. Figure 2 shows the applied load versus beam end displacement, δ. The total displacement at the end of the beam is formed resulting from various action-deformations listed below: 
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E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 1 ; 4 1 ; 4 3 2
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 2 ; 4 1 ; 4 0 2
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 3 ; 4 1 ; 3 6 7
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 4 ; 4 1 ; 3 3 2
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 5 ; 4 1 ; 2 9 7
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 6 ; 4 1 ; 2 7 6
where E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 7 ; 4 1 ; 2 3 6γ
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 8 ; 4 1 ; 2 0 1γ L b = length of beam from column center-line to the end of the beam H = column height θ 1 = measured rotation on side plate at column face θ 2 = measured rotation on side plate at end of side plate θ 3 = measured rotation on beam web at end of side plate The beam displacement is estimated by subtracting all other components from the measured total. Together, the beam flexural deformation and the beam deformation at the end of the connection make up the total deformation (both elastic and inelastic) contribution of the beam.
As the amplitude of cyclic load is increased, the specimen experiences progressive damage, providing a suitable test bed for examination of the damage detection algorithm. In addition to the densely instrumented sensors for structural performance evaluation, a set of five strain gauges (S1 through S5) is installed for the application of the damage detection algorithm, where their locations, referred to hereafter as nodes, are shown in Figure 4 . As can be seen in the figure, gauges S1 and S2 are installed at the third points on the top flange of the beam, gauge S3 directly below gauge S1 on the bottom flange of the beam, and gauges S4 and S5 on the outside flange at the midpoint of the column above and below the beam. This configuration was designed considering an affordable and practical instrumentation layout for damage detection in connections in real-life structural systems. Having five sensors distributed around the connection provides effective information while not creating an abundance of data. Figure 4 also presents the details of the connection with its different components.
DAMAGE PROGRESSION
During the test, as the targeted inter-story drift was increased, the connection experienced different damage modes, ranging from onset of yielding in some locations to fractures and failure of the test specimen. Inspection of the specimen during the test allowed documenting the progression and location of damage (the specimen was whitewashed in order to make yielding visible and assist in illustration of damage). Accordingly, damage is classified into ten damage states (from 0 to 9), where state 0 indicates an intact structure and state 9 indicates complete failure of the connection (where fracture is propagated through the bottom flange propagated and the web up to more than half the depth of beam, and also lateral translation of the beam is occurred). The condition of the connection in different damage states are summarized in Table 2 . Each set of inter-story drift cycles is designated with a respective damage classification. The progression of visible damage is also shown in Figure 5 beginning with damage state 4 (the first state in which the damage is easily visible). Additionally, having the measurements the contribution of different components in the end displacement are estimated as functions of inter-story drift and associated to different damage state. Contributions are presented in Table 3 as ratios of each component's displacement to the total displacement. Figure 6 also shows an area chart that reflects contributions of different components of the beam end displacement against the inter-story drift angles. These values are fairly constant before the inter-story drift of approximately 0.015 rad. is imposed to the test specimen, at which point the relative contribution of the beam displacement to the total becomes larger, while other relative contributions decrease. This drift angle corresponds to the yielding of the web and flanges of the beam, which explains the beginning of an increase in the relative contribution of the beam to the total displacement. It is clear that the side plate shear contribution is very small and that it is far exceeded by the side plate flexure component. This information assists in analyzing the behavior of the beam-to-column connection under the applied inter-story drift and corresponding damage progression.
The connection sustained more than two complete cycles at the inter-story drift angle of greater than 0.04 rad. (i.e., achieved two complete cycles of 0.045, 0.05, and 0.06) prior to a loss of strength due to fracturing of the beam bottom flange during the subsequent cycle at target 0.07 rad rotation of beam-to-column connection. Therefore, the beam-to-column connection meets the requirements of the CBC and the AISC Seismic Provisions (CBC 2007, and AISC 2005) . Details about the test specimen behavior during testing can be found in Hodgson et al. (2010) .
INFLUENCE-BASED DAMAGE DETECTION ALGORITHM
The IDDA is based on a fundamental assumption that a structure's response changes when its physical properties change. The IDDA defines the influence coefficients as the regression coefficients between two structural responses at different locations. Then it tracks the change in the value of the influence coefficients through time for detecting the possible damages. It is expected that, as long as the structure is unchanged and the responses are in the linear range, the influence coefficients remain unchanged. As well, it is expected that upon the occurrence of a structural change (e.g., damage), the relationship between responses will change which will be reflected as a change in the calculated influence coefficients. As the change is detected, considering the location of sensors and associated coefficients, the location on the structure where the source of the change exists can also be identified. Implementing the approach on realistic scenarios imposes uncertainties which may result in false alarms (e.g., random outlier in coefficients may be interpreted as damage). Therefore, Figure 5 . Different states of damage of test specimen. a statistical framework is needed to evaluate the significance of the change and determine the existence of change with a certain confidence level.
Different steps of the IDDA are outlined in Figure 7 as follows: (1) data retrieving and influence coefficient extraction, (2) validation and accuracy assessment, and (3) post-processing and decision-making. The next section will present the implementation of the algorithm on the described large-scale beam column connection and the obtained 
DAMAGE INDICATOR AND METHODOLOGY
The IDDA is classified as a "linear-damage" detection algorithm which is defined as "the case when the initially linear-elastic structure remains linear-elastic after damage" (Doebling et al. 1998) . A structure, which is being monitored for damage prognosis, experiences loads of the ambient type for a majority of its useful life and remains in the linear range. Extreme excitations usually occur during the damaging events where the linearity assumption does not hold true. This damage detection method focuses on linear behavior of the structure and involves the comparison of the structural state before and after the events, as opposed to during the nonlinear damaging event. In other words, implementation of the algorithm is applied on the portion of measurement corresponding to the linear phase of loaddisplacement data. Therefore, it is reasonable to consider the structure within a linear-elastic range for implementation of the linear damage detection algorithm.
IDDA bases its formulation on the auto regressive with exogenous term (ARX) model, representing the structural system, as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 9 ; 4 1 ; 4 0 9
where y and x are output and input, respectively; a p 's and b p 's are ARX coefficients (note that a p is equal to 1 for p ¼ 0); εðnÞ represents the residuals, n is the time index; and P and Q are orders of the autoregressive and exogenous parts of the ARX model, respectively. Using this model, the response at any time step can be estimated having the past inputs and outputs and the current input. Application of IDDA on the experimental model of this work, however, does not need correlation of response at current time to the past as the structure is loaded quasi-statically, and dynamic effects (which are the cause of correlation between current response and past input) would not need to be modeled. On the other hand, in a linear structural system, any output can be considered as a linear function of input excitations. Thus, the linear relationship holds between different outputs and can be written as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 1 0 ; 4 1 ; 2 2 1
where output at a particular location of the system (defined as node j) is related to the current and previous outputs at other locations (i.e., nodes i ¼ 1 to k). This equation presents a relationship between one output and the other outputs of the system. Higher model orders, in general, deliver more details of the system and reduce the estimation bias. However, it is always desirable to keep the order at the minimum level to avoid over-parameterization. Considering the special case of the static (quasi-static loading) and linear system, the corresponding ARX model can be developed by assuming P and Q equal to 0:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 1 1 ; 6 2 ; 6 4 0
which correlates the response at node j (i.e., y j ) to the current response at node i (¼ 1 to k) (i.e., y i ). β ij is the intercept value of the regression between nodes i and j, α ij is defined as the influence coefficient of the regression between nodes i and j, and ε ij is the error of the regression model. Having the response data at any two nodes (i and j), one can calculate the influence coefficients, α ij , according to Equation 11 and utilizing standard estimation algorithms such as least square or maximum likelihood (Brockwell and Davis 1991) .
The "damage index" in this algorithm is defined as the change in percentage of the resulting influence coefficients, comparing the initial undamaged state with that of the damaged state of the structure. When the value of the coefficients in the unknown state change at a desired statistical confidence compared to the baseline state, the algorithm is considered to have detected the occurrence of damage. Additionally, the influence coefficients exhibit a more significant change when the two nodes (i and j) are located on opposing sides of the location of damage versus when the two nodes are on the same side of the location of damage. This characteristic allows for the identification of the damage location by inspecting the pattern in which influence coefficients exhibit pre-defined changes.
INFLUENCE COEFFICIENT ACCURACY AND ESTIMATION ERROR
Two parameters are defined to quantify the accuracy of the estimated influence coefficients and the estimation error, called evaluation accuracy, EA ij , and normalized estimation error, γ ij . EA ij is defined as the product of influence coefficients α ij and α ji , where a value for their product of close to 1.0 signifies a strong accuracy of estimation, while a product of less than 1.0 corresponds to progressively higher values of the noise and nonlinear behavior of the physical structure. When the responses at two locations (i.e., i and j) are taken for estimation of the influence coefficient, the normalized estimation error can also be calculated by: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 1 2 ; 6 2 ; 2 9 3
where as noted above α ij is the influence coefficient between nodes i and j, and σ α ij is the standard error of the influence coefficient estimates. σ α ij is estimated by Equation 13:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 1 3 ; 6 2 ; 2 2 4
where σ e is the standard error of the estimation residuals (i.e., the standard deviation of the vector obtained by subtraction of the estimated response from the true response), and y i is the response at node i which is linearly regressed (Equation 11) with respect to the response at node j (y j ; i varies from 1 to N where N is the length of the data). Considering that the response has a zero mean, the denominator of Equation 13 is simply the standard deviation of the response at node i.
The normalized estimation error reflects the amount of error associated with the estimation of the influence coefficients as damage indicators. This parameter helps in determining reliable influence coefficients for use in the damage detection. A low estimation error, resulting from a low standard deviation of the estimated influence coefficient, will correspond to a more accurate predictor.
STATISTICAL FRAMEWORK
A statistical framework is necessary for this implementation in order to define threshold for percent changes in influence coefficients. The literature offers a number of statistical approaches, which are developed to detect changes in a set of observations (Amiri and Alahyari 2011) .
In structural systems, damage usually happens gradually in time and the goal is to detect it in the earliest time after the occurrence. A statistical framework is needed such that following the collection of data at each stage, it reflects the significance of the change in the current damage indicator (as opposed to those that work with the entire historical data). Exponential weighted moving average (EWMA) is an approach that suitably addresses a detection change in online data observation (Steiner 1999) . EWMA is based on the statistic Z, defined as: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 1 4 ; 4 1 ; 4 2 2
In Equation 14, Z 0 is considered to be 0, α i is the observation in a process (e.g., the damage index or the estimated influence coefficient during different cycles of drift history), Z i is the EWMA at time index i and λ is the controlling parameter and is selected to be between 0 to 1. This control scheme is always accompanied with upper and lower control limits (UCL and LCL), which are defined as multiples of the standard deviation of the control statistic (σ z ): E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 1 5 ; 4 1 ; 3 1 8
where L is another parameter of the EWMA and is usually chosen to be around 3 (Steiner 1999) . The variance of the control statistic can be computed from:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 1 6 ; 4 1 ; 2 6 2
In Equation 16 , σ α ;is the standard deviation of the observations. UCL and LCL are used as boundaries for control statistic, Z i ; if the value of Z i crosses these thresholds, it can be concluded that a statistically significant change in the data (e.g., change in the value of damage indices) has occurred.
Another approach for detecting the change point over a vector of observed data is the cumulative sum (CUSUM) chart. The CUSUM is constructed based on an available set of data and is an easy approach for the implementation. Let ½α 1 ; α 2 ; …; α n be the vector of influence coefficients, the CUSUM, ½S 0 ; S 1 ; …; S n , can be calculated as:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 1 7 ; 4 1 ; 1 2 9
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 1 8 ; 4 1 ; 9 7
whereᾱ is the mean value of the coefficients. The CUSUM is the sum of the differences between the values and the average. It should start at zero and eventually end up to zero. A segment of the CUSUM chart with an upward slope indicates a period where the values tend to be above the overall average. Similarly, a segment with a downward slope indicates a period of time when the values tend to be lower than the average. A change in the slope of the chart indicates a change point in the data. Thus the CUSUM can be applied on a set of data (e.g., vector of influence coefficients) to estimate at which point there is a notable change in the magnitude of data. This change point would occur where the magnitude of the CUSUM chart is furthest away from zero considering the chart begins and ends at zero.
IMPLEMENTATION AND VALIDATION OF THE IDDA PRE-PROCESSING OF STRAIN DATA
Prior to processing the data through the algorithm, the strain responses were considered in comparison to one another as well as versus time. Figure 8 shows the time histories of the strain responses and the applied load. It can be seen that there are intermittent flat portions of the strain data, corresponding to a constantly held load at both the peaks and valleys of each load cycle.
To examine the linearity of the strain response, they are plotted versus one another. Figure 9a presents an example of a strain versus strain plot for the two gauges (S4 and S5) on the column, while Figure 9b shows a strain versus strain plot for two of the gauges (S1 and S3) on the beam. Figure 9a shows a case in which the relationship between the two responses remains mostly linear throughout all cycles with small changes in the slope over time, whereas Figure 9b shows the result of pronounced yielding. A structure exhibits linearelastic behavior prior to a damaging event, experiences nonlinear behavior during an extreme 
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event, and then returns to an altered linear-elastic state following the damaging event. It is clear that using the entirety of the data set produces results with high nonlinearity and error. Therefore, portions of the data which best exhibited a linear relationship are used in the implementation of the algorithm (note that the algorithm is based on the linearity of the system). For this purpose, the responses corresponding to loads less than 500 kN are separated from the rest of the data (strain-strain and load-strain relationships in these portions are linear). This cutoff is chosen because 500 kN is the maximum load for the initial drift in which the structure remained undamaged and linear-elastic. This ensures that only strains from before and after the damaging events are used in the algorithm.
Considering each loading and unloading portions of the recorded responses (when loads are less than 500 kN) as a separated monitoring events, a total of 135 time-windows are acquired. During the sequence of time-windows, while the loading range is constant, the structure experiences different damage states as stated in Table 2 (collected data studied up to 0.06 rad inter-story drift which corresponds to damage state 8). The influence coefficients corresponding to each of the time-windows are computed for each pair of nodes. Figure 10 shows the influence coefficient corresponding to node 2 (related to strain gauge S2 on the top flange of the beam, between the connection and the loading actuator) and node 4 (related to strain gauge S4 on the backside flange of the column, between the beam-to-column connection and top of the column). Although the linear portions of structures response are considered for regression, the influence coefficients do not change linearly. This is because at each time window, the properties of the structure are different from that of the prior time window, due to the imposed damages formed between the two time windows during the nonlinear phase of the loading (damages formed during each stages are classified and presented in Table 2 ). Different damage states are shown on the figure to illustrate the sensitivity of the influence coefficient as an indicator of the damage state of the specimen. Moreover, as Figure 10 shows, due to the progression of damage, the influence coefficients start an increasing variation above and below the baseline value. This non-monotonic change in the values is due to the non-symmetric damaging events (e.g., yielding of either top or bottom of the beam and fracture in one side of the connection) and different behavior under the downward and upward loading and unloading conditions associated with the displacements of the beam corresponding to the first and second half of a cycle of drift. For example, if there is a crack in the top flange of the beam, when the beam is loaded downward the top flange develops tension, and this crack will open further highlighting the damage. However, when the beam is loaded upward causing the top flange to be in compression, this same crack will likely close and the structure will see asymmetry. To further investigate the variation of influence coefficients due to the progression of the damage, the loading and unloading sections are considered separately and the changes in percentages in the coefficients are inspected for each. Figure 11 shows the influence coefficient between nodes 2 and 4 (α 24 ) for the four loading scenarios in each cycle of the inter-story drift history: upward loading (UL), upward unloading (UU), downward loading (DL), and downward unloading (DU).
Figures 10 and 11 show that the migration of influence coefficients from the baseline values becomes noticeable as soon as damage state 2 occurs, where some slight yielding on the beam flange (extreme fiber) and on the bottom cover plate is observed. This damage occurs due to achieving a 0.01 rad of inter-story drift. As the yielding propagates in other locations of the specimen, like the beam web and flanges of the beam (damage state 3), the variation of influence coefficients becomes even more noticeable. Figure 11 also presents the two parameters of the evaluation accuracy, EA 42 , and the normalized estimation error γ 42 . These parameters reflect the reliability of the influence-coefficient in detecting changes in the structural behavior. It can be seen that in the least accurate portion of the data, the value of the normalized estimation error is still less than 0.01 and the evaluation accuracy is above 0.95.
To correlate the different states of the damage to the changes in the influence coefficients in different locations, one loading scenario is selected and the changes are tracked throughout the damage progression. The first loading condition to be considered is the downward loading in which the free end of the beam is being pushed downward. The percent change values for each downward loading damage class compared to the baseline downward loading values are shown for selected pairs of nodes in Table 4 . In damage state 1, all of the percent changes in the values are less than 1%. These negligible changes are consistent with the mild yielding observed on the bottom cover plate and the beam flange.
In damage state 2 a slight increase in the change of the influence coefficient is observed. When yielding is observed in the bottom cover plate, in the top and bottom beam flanges, and in the web in the vicinity of the connection, more notable changes (5-7%) are seen in α 24 and α 25 , which have nodes located on either side of the damage that occurs in and near the connection region, compared to α 1−3 and α 1−2 of which have nodes located on one side of the damage. However, the change in the coefficients of the pairs with nodes on opposing sides of the damage (α 24 and α 25 ) is somewhat different. This asymmetry in the coefficients is likely due to the asymmetry seen in the damage, with more yielding on one side of the beam. Figure 11 . Variation of influence coefficient (α 24 ) and their associated evaluation accuracy (EA 24 ), and normalized estimation error (γ 24 ), during the cycles of drift history.
locations: beam web, cover plate, and through the thickness of the top and bottom beam flange. In this damage state, the largest changes are that of α 24 , α 25 , and then α 12 . As nodes on the column are isolated from these damages, the associated influence coefficients experience very slight percentage changes (corresponding influence coefficients are not shown in this paper). The same scenario is applicable for the coefficient between nodes 1 and 3, as they are more distant from the location of the damage.
Another considerable change in the influence coefficients occurs at damage state 5 when the damage is incurred consisting of considerable beam flange and web yielding, extreme yielding of the bottom cover plate, and a separation of the top cover plate from the beam. The largest changes are again seen in α 24 , α 25 as these coefficients correspond to the pair of nodes on each side of the damage in the connection region.
During damage state 6 severe damage is incurred, consisting of beam web local buckling, top and bottom beam flange local buckling, bottom cover plate separation from the beam, and the complete formation of a plastic hinge in the beam.
From damage state 6 to damage state 7, there is a decrease in the percent changes of the influence coefficients α 24 , α 25 . The likely cause of this is the formation of the plastic hinge, which resulted in an out-of-plane bending of the beam, which changes the relationship between nodes. Despite the decrease in the percentage change, the noticeable percent changes in the influence coefficients are still concentrated at nodal pairs surrounding the observed specimen damage. The damage observed in this state also consists of severe buckling of the beam flanges.
Based on the data corresponding to the downward loading, the coefficients show decisive changes during damage states 3 and 5. Similar trends are also observed through inspecting other loading scenarios. While the variation of the influence coefficients from the baseline through different states accurately represents the existing damage, to make comparisons and arrive at a confident conclusion about the existence and location of damage, a statistical tool is still needed. This is addressed in the next section through the use of the EWMA process for change point detection. Figure 12 shows the EWMA for two sample nodal pairs (2-4 and 2-5) in two different loading scenarios of downward loading and upward unloading. In addition to the values of EWMA, two curves of UCL and LCL (as defined by Equation 15) are also shown in Figure 12 . For extracting the EWMAs from the estimated influence coefficient data in this experiment, L is assumed to be 3 and λ is assumed to be 0.6, as recommended in the literature (Taylor 2000) . The EWMA calculated from the estimated influence coefficients of this experiment are not sensitive to the value of λ, when λ is selected to be between 0.3 and 0.6. As shown in Figure 12 , this statistic crosses the control limits (i.e., UCL and LCL) around the 24th cycle of the drift history and thus highlights the change that corresponds to transition from the damage state 3 to 4. This stage of the damage represents transition from some yielding on the connection (i.e., yielding in the web about 1∕5 of beam depth, in the bottom cover plate, through-thickness of the top and bottom beam flange) to a relatively intense damage in the connection (i.e., in addition to yielding at bottom cover plate and the top and the bottom of both beam flanges, web yielding of beam increased to 1∕3 beam depth and small crack, 12 mm, in the top cover plate is observed). State 4 is the first damage state in which cracks in the connection are observed. The value of EWMA crosses the control limits right before the initiation of the crack, which can be considered as intense damage. When generalizing the approach and using it as an automated algorithm, having a criterion such as the EWMA and its control limits for decision making is essential.
Figures 13a and 13b present the CUSUM for the cycles of history for the same set of selected pair of nodes (2-4) for two different loading scenarios of downward loading and upward unloading. When processing real-time data, defining an upper or lower bound can be the user-control parameter for CUSUM statistics (i.e., the change point is defined as the first point which CUSUM crosses a defined threshold). In this implementation, however, the pre-and post-event data is available and the objective is to indicate the point when the change in the parameter reaches its peak. As explained earlier, the estimated change point in this algorithm is the point in which the CUSUM is a maximum or minimum (furthest away from zero). Figure 13 shows that the maximum CUSUM (i.e., detected change point) is around the 23rd cycle of the drift history, which corresponds to the transition of the damage state 2 to the damage state 3. It represents the transition from onset yielding on the beam flange (extreme fiber) and the bottom cover plate to a higher level of yielding in the web (about 1∕5 of beam depth), the bottom of the cover plate and yielding in the through-thickness of the beam flange. As can be seen, CUSUM identifies the damage in earlier stages compared to the results obtained from EWMA with considered parameters (i.e., L ¼ 3 and λ ¼ 0.6 according to Taylor 2000) .
SUMMARY AND CONCLUSIONS
This paper presents the damage progression in a large-scale, steel beam-to-column connection subjected to increasing cyclic loading. The occurrence of damage in the connection from its very early stages up to the complete failure of the connection is tracked during testing. In order to quantitatively assess the occurrence of damage, different damage states were defined based on the observed yielding at different elements of the beam-tocolumn connection, including the beam web and top and bottom flanges, the cover plates, and the column flanges, in addition to the local buckling or fracture of the steel section elements.
A damage detection technique, called the influence-based damage detection algorithm, is examined through implementation on the responses, which are measured in the experiment. The IDDA is based on the regression of the structural response at different locations and is integrated with accuracy indicators and statistical frameworks to enable evaluation of the significance of the damage as well as estimation of its location. It is illustrated that the defined damage indicators effectively reflect the structural damage observed in different stages by deviating from its mean values. The point where the percent change crosses the desired threshold (upper/lower limits) and where the changes reaches the maximum were identified through the use of statistical approaches: exponentially weighted moving average (EWMA) and cumulative sum (CUSUM), respectively. It is shown that the later approach is more sensitive to the changes and could detect the change point is early stages of the damage.
