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This thesis consists of three essays with a common quest for a deeper 
understanding of exchange rate exposure. To this end, we use the generalized 
autoregressive conditional heteroskedasticity (GARCH)-type models to incorporate 
several intrinsic features of the exchange rate exposure process. 
The first essay looks into sign and magnitude asymmetries of exchange rate 
exposure. It offers several contributions. First, based on the fact that every action that 
would lead to sign asymmetry is also linked to magnitude asymmetry, both sign and 
magnitude asymmetries are taken into account in tandem. Second, we provide a 
reasonable explanation for the phenomenon that magnitude asymmetry may work in 
either direction (i.e. firms may be more exposed during the periods with large 
exchange rate changes than the periods with small exchange rate changes or vice 
versa). Third, whether incorporating asymmetries would lead to large/significant 
exposure coefficients or small/insignificant exposure coefficients still remains 
unresolved in the exposure literature. Providing a new measure for the overall 
exposure, we show that both occurrences are possible.   
The second essay examines the adequacy of the exposure coefficient 
(exposure beta) in measuring the entire impact of exchange rate changes on firms’ 
future operating cash flows. We uncover significant evidence for the presence of 
multi-elements of exchange rate exposure, some of which are not captured by the 
conventional measure of exposure. We also observe industries with significant 
exposure to these non-conventional elements, though they are not “exposed” in the 
conventional sense of the term.  
 ix
The third essay inquires into the time-varying behaviour of exchange rate 
exposure. Assuming that market returns and exchange rate changes are not 
orthogonal, we derive time-varying exchange rate exposure betas in the framework of 
a conditional international asset pricing model (ICAPM). The exposure betas 
associated with bilateral exchange rates between the US dollar and currencies in eight 
countries are investigated. We find that time-varying exposure coefficients are mean-
reverting and could follow a long-memory process. However, results are mixed as for 
the covariance stationarity of exposure betas and hence the issue is left for future 
research. Time-varying exposure betas are also used in two applications, results of 
which reveal that they could be a useful source of information in investment and 
hedging strategies.  
There are several implications of our findings. Negligence of these significant 
intrinsic features of exposure process may result in seriously under- or over- estimated 
measures of exchange rate exposure. The significant evidence for the multi-elements 
of exchange rate exposure emphasizes the need of revamping the existing empirical 
definition of exposure. Overall, findings of the thesis contribute to bridging the gap 
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1.1 Scope of the Thesis and Objectives  
In international financial management, the economic exposure associated with 
exchange rate is defined as the impact of exchange rate changes on firms’ current and 
future operating cash flows. Taking the firm value as a proxy for a firm’s operating 
cash flows, Adler and Dumas (1984) argue that this component of exchange rate 
exposure can be measured as a regression coefficient that represents the sensitivity of 
firm value to the exchange rate changes1. During the last two decades or so, exchange 
rate exposure has been mostly measured using an augmented market model. 
Depending on model specifications and other requirements of researchers, various 
methods – ranging from OLS to Maximum Likelihood – have been used to estimate 
the exchange rate exposure coefficient/beta. In the context of the existing literature on 
exchange rate exposure, one can raise three important questions: 
 
 Is exchange rate exposure symmetric?  
As long as the firms are viewed as active agents who would deliberately respond 
to various macroeconomic occurrences in such a way that relevant beneficial 
effects are exploited and adverse effects are avoided, it would be hard to 
imagine that they would respond to local currency appreciations and 
depreciations in a similar manner. Moreover, given the fact that responses to 
such changes involve various transaction costs, they would respond only to 
sizable exchange rate changes. The implication is that exchange rate exposure 
                                                 
1 See Section 2.1.2 in Chapter 2 for details. 
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may be asymmetric between (a) appreciations and depreciations and (b) large 
and small exchange rate changes.  
 
 Does exchange rate exposure coefficient adequately measure the entire impact 
of exchange rate changes on firms’ future operating cash flows?  
Irrespective of the method of estimation, a common feature of the studies that 
use the augmented market model framework is that they confine the 
measurement of exchange rate exposure to a single coefficient. However, when 
variances of returns and exchange rate changes are allowed to vary over time, 
one can think of more than one avenue through which a firm’s operating cash 
flows can be influenced by the changes in foreign exchange markets. Taking the 
firm value as a proxy, these avenues can be pointed out as follows. First, as 
thoroughly discussed in exposure literature, returns are exposed to the exchange 
rate changes directly through its international trade activities as well as 
indirectly through the linkages with the other firms that are directly exposed. 
Second, the conditional variance of returns can be exposed to the volatility of 
exchange rate changes. Third, returns may also be exposed to the volatility of 
exchange rate changes through its impact on international trade or hedging 
costs. Finally, the time-varying conditional correlation between returns and 
exchange rate changes is also of particular importance. The implication is that 
the entire impact of exchange rate changes on a firm’s future operating cash 






 Is exchange rate exposure coefficient time-invariant?  
At country level, exchange rate exposure is dependent on factors like import and 
export shares, world demand elasticities for products, competitive structure of 
industries, policy changes like financial and trade liberalizations, changes in 
location of production and 97’ currency crisis type occurrences. Given the very 
time-varying nature of these determinants, the exposure coefficients that are 
assumed to be time-invariant over lengthy sample periods may be less reliable 
measures. 
 
The use of generalized autoregressive conditional heteroskedasticity 
(GARCH)-type models is not very common in measuring exchange rate exposure2. 
Though there are several studies that employ GARCH-type models, the main purpose 
is to augment the relevant mean equations with a time-varying variance structure in 
order to improve the precision of parameters. There are a few studies which assign a 
crucial role to the GARCH structure which goes beyond the objective of “obtaining 
precise parameters”3. Using appropriate GARCH-type models, we shall look into 
several facets of exchange rate exposure that are characterized by the above three 
questions.  
 
In this context, the primary objective of the thesis can be stated as follows: 
 
 To analyze various facets of exchange rate exposure by incorporating 
asymmetries, multi-elements and the time-varying nature of it with a view 
to obtaining more reliable estimates of exchange rate exposure, an exercise 
                                                 
2 However, GARCH-type models are widely and productively used in the area of pricing exchange rate 
exposure. See De Santis and Geraard (1998), Cappiello et al (2003), for instance.  
3 Some of these studies are pointed out in the relevant chapters.  
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in which GARCH-type models play a vital role and the merits of such 
models are appropriately exploited. 
 
1.2 Why is This Study Warranted? 
Investigation of the impact of exchange rate changes on firms’ profitability 
and managing such impact (commonly known as exchange rate exposure 
management) dates back to the early nineteen seventies during which the breakdown 
of the Bretton Woods system brought both fear and excitement in tandem. However, a 
prominent feature of this subject area is that there exists a noticeable dichotomy 
between the research on exchange rate exposure and actual exchange rate exposure 
management by the practitioners. There may a number of factors underlying such a 
dichotomy: 
First, it may be due to the difficulty in modeling the complicated nature of the 
object in question. For instance, modeling exchange rate risk is far more difficult than 
modeling market risk which is a somewhat straightforward exercise4. Second, unlike 
in exposure to market risk, the degree, the direction and the significance of the 
exposure to currency risk depends, to a greater extent, on the method of estimation 
and the proxies used. For instance, those features of the exchange rate exposure are 
largely influenced by the types of exchange rate and the market portfolio used, the 
unit of analysis and the return horizon5. Third, this may also be due to the negligence 
of some of intrinsic features6 associated with the exchange rate exposure process. A 
few commonly neglected such features in many studies include asymmetries, 
                                                 
4 As a relevant fact, one may notice that market premium is always (at least theoretically) positive as 
long as the agent is risk averse while whether the currency premium is positive or negative depends on 
the nature of the consumption basket of the agent. 
5 See Section 2.1.6 in Chapter 2 for details. 
6 If stylized facts are defined as the “observations that have been made in so many contexts that they 
are widely understood to be empirical truths”, the author is reluctant to use the term ‘stylized facts’ as 
the presence of some of these facts are yet to be confirmed.  
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elements in addition to the one measured by exposure beta and time-varying nature of 
exchange rate exposure. 
Given the complexity of the factors involved, it is highly unrealistic to assume 
that these issues can be resolved with a single attempt of research. Nevertheless, every 
attempt that consciously takes these factors into account in estimating/measuring 
exposure may shed new light on the matter, thus providing important insights towards 
a better solution. Bodnar and Wong (2003) and Dominguez and Teasr (2006) take up 
certain aspects related to the proxies to be chosen and return horizons to be 
considered. There are a few studies that address the issues related to those intrinsic 
features of exposure process as well7. 
This thesis will make an attempt to incorporate some of the intrinsic features 
associated with the exchange rate exposure process. The combined exposure 
coefficient, suggested in Chapter 3, measures the overall exposure after incorporating 
asymmetries and gives a more realistic picture about the impact of exchange rate 
changes on profitability. Time series of exposure betas derived in Chapter 5 is an 
important source of information which can be used in a number of applications. The 
significance of the multi-elements of exposure introduced in the Chapter 4 
emphasizes the need to revamp the existing empirical definition of exposure. As such, 
the research attempt made in the thesis is extremely useful in bridging the gap 





                                                 
7 See the literature reviews of Chapter 3, 4 and 5, for the relevant studies and factors. 
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1.3 Overview of the Thesis 
Chapter TWO reviews the basic concepts related to exchange rate exposure 
and GARCH-type models. In addition, it also serves as a common literature review 
for the three analytical essays included in Chapters THREE, FOUR and FIVE.  
Chapter THREE looks into sign and magnitude asymmetries of exchange rate 
exposure. It offers several contributions. First, based on the fact that every action that 
would lead to sign asymmetry is also linked to magnitude asymmetry, both sign and 
magnitude asymmetries are taken into account in tandem. Second, we provide an 
explanation for the phenomenon that magnitude asymmetry may work in either 
direction (i.e. firms may be more exposed during the periods with large exchange rate 
changes than the periods with small exchange rate changes or vice versa). Third, 
whether asymmetries would lead to large/significant exposure coefficients or 
small/insignificant exposure coefficients still remains unresolved in the exposure 
literature. Providing a new measure for the overall exposure, we show that both 
occurrences are possible.   
Chapter FOUR examines the adequacy of the exposure coefficient (exposure 
beta) in measuring the entire impact of exchange rate changes on firms’ future 
operating cash flows. We uncover significant evidence for the presence of multi-
elements of exchange rate exposure, some of which are not captured by the 
conventional measure of exposure. We also observe industries with significant 
exposure to these non-conventional elements, though they are not “exposed” in the 
conventional sense of the term.  
Chapter FIVE inquires into the time-varying behaviour of exchange rate 
exposure. Assuming that market returns and exchange rate changes are not 
orthogonal, we derive time-varying exchange rate exposure betas in the framework of 
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a conditional international asset pricing model (ICAPM). The exposure betas 
associated with bilateral exchange rates between the US dollar and currencies in eight 
countries are investigated. We find that time-varying exposure coefficients are mean-
reverting and could follow a long- memory process. Time-varying exposure betas are 
also used in two applications, results of which reveal that they could be a useful 
source of information in investment and hedging strategies. However, results are 
mixed as for the covariance stationarity of exposure betas and hence the issue is left 
for future research. 




















Some Basic Concepts of Exchange Rate Exposure and GARCH-type 
Models 
 
The purpose of this chapter is to review some basic concepts in “exchange rate 
exposure” and “GARCH-type models”. It serves as a common literature review for 
the three analytical essays included in the next three consecutive chapters. The 
contents reviewed here are rather selective and the parts of literature that are 
particularly relevant to each essay are included in the respective essays.  
 
2.1 Exchange Rate Exposure 
 
2.1.1 Introduction  
Consider two countries in a world with perfectly integrated capital markets 
and no purchasing power parity (PPP) violations. The real return on an asset measured 
in any currency would be the same because the price differentials are perfectly 
reflected in exchange rates. However, in a world with PPP violations which is “the 
rule rather than exception”, real returns on an asset denominated in two currencies are 
different and this gives rise to the exchange rate risk (also known as currency risk). In 
such a world, it would be difficult to make decisions without paying attention to the 
impact of the changes in exchange rates on the activities that involve foreign currency 
transactions. Exchange rate exposure became a highly relevant concept in this 
context.  
Textbooks of international financial management commonly discuss three 
types of exposure related to exchange rate changes: accounting, transaction and 
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operating exposure8. Accounting exposure refers to the change in value of a firm’s 
foreign-currency-denominated accounts in response to a change in exchange rate. 
Transaction exposure refers to the changes in the value of the cash flows that stem 
from contracts entered into prior to a change in exchange rates and to be received/paid 
after the change in exchange rates. Finally, operating exposure refers to the change in 
a firm’s future operating cash-flows caused by unexpected changes in exchange rates. 
The second and third elements of exposure are mostly considered together in the 
literature and jointly called economic exposure. Following this common practice, 
throughout the thesis, the term “exchange rate exposure” refers to the two components 
known as “economic exposure”. 
The history of exchange rate exposure management of multinational 
corporations dates back to early nineteen seventies. Initially, during the first decade 
after the breakdown of the Breton woods system, researchers used actual cash flow 
data to analyze the exchange rate exposure of a firm. An extreme-end of this practice 
is marked by some case studies. For instance, Oxelheim and Wihlborg (1995) analyze 
the exchange rate exposure of Volvo Company in terms of realized cash flows. Most 
of these researches are carried out from the standpoint of the managers of firms, 
asking the question how a firm can hedge against exchange rate risk. 
For a few reasons, this method proved to be ineffective in measuring the 
exchange exposure of firms. First, the use of cash flow data represents what happened 
in the past (as those are realized cash flows) whereas operating exposure refers to a 
firm’s future cash flows. More realistically, changes in exchange rates may also 
influence the future activities of the firm including its investment, marketing and 
hedging strategies. Second, a firm’s “global exposure is not necessarily the sum of the 
                                                 
8 Various studies use slightly different names for these three components. See Friberg (1999) for 
details.  
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exposures of the individual foreign operations or of specific foreign currency 
accounts, for this ignores the exposure of domestic operations” (Adler and Dumas, 
1984). Third, obtaining a significant amount of firm-specific and competitor-specific 
information is not a simple task, especially when the research is focused on a large 
number of firms (Bodner and Wong, 2003).  
 
2.1.2 The contribution by Adler and Dumas (1984)  
The pioneering work introduced by Adler and Dumas (1984) forced the 
researchers to view the same phenomenon from a different perspective. Adler and 
Dumas argue that, by definition, the market value of a firm adequately represents its 
all future expected net cash-flows. Therefore, the firm value is assumed to be a 
reasonable proxy to a firm’s future operating cash flows. In this context, the term 
exchange rate exposure of a firm can be defined as the sensitivity of the market value 
of it to unexpected exchange rate changes. As such, the researchers began to view the 
phenomenon of corporate exposure to exchange rate risk from the standpoint of the 
stock holders and analysts rather than that of the firms and managers. 
Most importantly, Adler and Dumas (1984) show that the exchange rate 
exposure can be measured as a linear regression coefficient of the firm value on 
exchange rate. If the price of a risky asset is sensitive to a number of state variables 
represented by iS , the exposure of P  (the price of the asset on a given future date) to 
iS  is defined as “the expectation, across future states of nature, of the partial 
sensitivity of P to iS , the effects of all other variables held constant”. Formally,  
 
Exposure of P to Si = ⎟⎠
⎞⎜⎝
⎛ ∂∂ iS
PE       (2.1) 
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For convenience, let us assume a case in which only one state variable is 
present (exchange rate, in this context). To proceed with this concept in order to 
obtain a workable measure of exposure, they use a result suggested by Rubinstein 
(1976). Let )(Pg  be the pricing of a contingent claim of P in the presence of a single 
state variable S . Assume that P is sensitive to the changes in S . If P and S are 
jointly normally distributed, and )(Pg  is any function of P  at least once 
differentiable with respect to P , then;  




[ ] [ ][ ]SPCov
SPgCovPgE
,
),()( =′          (2.2). 
 
Adler and Dumas (1980) show that  
 ( ) [ ]⎥⎦⎤⎢⎣⎡ ∂∂=∂∂ S SPgEESPE |)(       
   [ ] [ ][ ]SVar
SPCovPgE ,)(′=      
   [ ] SPPgE |)( β′=       (2.3) 
 
Substituting Equation 2.2 into Equation 2.3 and utilizing the fact that “in 
connection with exposure measurement, PPg =)(  so that 1)( =′ Pg  in all states of 
nature”, they show that,      
 ( ) SPSPE |β=∂∂         (2.4) 
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What emerges from the above demonstration is that, if the future price of a 
risky asset is sensitive to a certain state variable S , the exposure of P  to S  is given 
by the regression coefficient of S  in a linear regression of P on S  as follows: 
 
eSP SP ++= |βα         (2.5) 
 
 If P and S  are the firm value and exchange rate respectively, then SP|β  
provides a single comprehensive measure of exchange rate risk exposure, which 
“summarizes the sensitivity of the whole firm, as of a given future date, to all the 
various ways in which exchange rate can affect it”. When more than one state variable 
are involved, exposure to each variable is given by partial regression coefficient of iS  
in a linear regression of P on all state variables.  
It is also possible to show that this exposure coefficient, when it is measured 
in terms of returns on assets, is nothing but the hedge ratio. Let 0P be the current price 
of the risky asset and 0F be the current forward price of a costless forward sale 
contract on state variable S. Then, ( )0PP −  is the gain/loss on the asset and ( )SF −0 is 
the gain/loss on the forward sales contract. Expected return and variance of the 
relevant simple portfolio are equal to: 
 ( ) ( ) ( ) ( )SFEwPPwERE −−+−= 00 1      (2.6) 
 
( ) ( ) ( ) ( ) ( ) ( )SPCovwwSVarwPVarwRVar ,121 22 −−−+=    (2.7) 
 
where w  is the investment proportion of the risky asset and ( )w−1  represents the 
fraction of money spent on the forward contract. Let ( ) aww =−1  where a  is the 
hedge ratio. Substituting it into Equation  2.7, one can obtain,  
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 ( ) ( ) ( ) ( )SPaCovwSVarwaPVarwRVar ,2 2222 −+=     (2.8) 
 
Computing the w  that would minimize the variance of the portfolio 
 ( ) ( ) ( )[ ] 0,2 2 =−=∂∂ SPCovSaVarwaRVar  
 
 ( ) ( ) SpSVarSPCova |, β==        (2.9) 
 
This means that “when hedging so as to minimize the variance of the hedged 
position, one should hedge in the amount of exposure. Hedging against exchange rate 
risk in the amount of the exposure beta minimizes the variance of the hedged position 
leaving a residual randomness that is not related to exchange rate changes”.  
Measuring exposure of a stock in terms of a regression coefficient means 
decomposition of the random domestic currency future value of the exposure into two 
components. First is the component of exposure which is represented by an equivalent 
of foreign currency deposit which can be hedged perfectly by an offsetting forward 
exchange transaction. The second is the component that is not correlated to exchange 
rate movements and, for the same reason, it cannot be hedged with an offsetting 
forward exchange transaction.  
According to Adler and Dumas, the domestic currency value of an investment 
in a foreign asset has at least three sources of uncertainty: uncertainties associated 
with (a) foreign asset prices; (b) exchange rate randomness; and (c) domestic price 
changes. As such, the real domestic currency value of the invested sum of money 
cannot be kept constant merely with the help of forward exchange contracts.  The 
only part that can be hedged away with such a forward contract is (b) which is equal 
to the nominal variation that is linearly correlated with exchange rate changes. What 
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this implies is that the local currency price of those assets may remain uncertain even 
after the hedging through forward exchange contracts and this remaining uncertainty 
is independent of the exchange rate randomness. Component (b) is characterized by 
the regression coefficient in Equation 2.5 and the other components are included in 
the error term. 
Decomposition of the value of a firm into a component that is correlated with 
exchange rate and an orthogonal component must not be taken as a causal relationship 
between the two variables in question. It is “simply a statistical decomposition 
comparable to others used to study the relationship between the value of an asset and 
inflation rates, interest rates, and , for that matter, market movements” (Jorion, 1990). 
More realistically, exchange rates and stock prices are determined simultaneously. 
Adler and Dumas (1984) argue that this method of measuring the exchange 
rate exposure resembles measuring an asset’s exposure to the market risk. CAPM 
literature emphasizes that riskiness of a portfolio/an asset can be measured by its 
market beta which explains to what extent it is exposed to the market risk. To hedge 
against the market risk, one has to short a quantity of index futures equal to market 
beta. By the same token, to hedge against exchange rate risk, one has to enter into a 
forward contract amount of which is equal to exposure beta. This approach is largely 
similar to CAPM from another perspective. The fact that exposure beta does not 
represent any causal relationship is also common to CAPM in which market beta 
implies the co-movement between a firm’s returns and market returns but not any 
causal relationship between them. 
There are several theoretical studies that view the concept of exchange rate 
exposure in terms of the microeconomic behaviour of firms9. These studies are based 
                                                 
9 Basically, these studies can be situated in the area of “Industrial Organization”. 
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on monopolistic or oligopolistic models that link the value of the firm to exchange 
rate exposure in one way or another. Taking exposure as an elasticity, Levi (1994) 
looks into the time-varying determinants of importers’ and exporters’ exposure 
(elasticities). Marston (2001) argues that, irrespective of the form of competition, 
economic exposure of exporting firms is dependent on its net revenue based in foreign 
currency. Based on the argument that a firm’s ability to “pass through” and its 
exposure are related, Bodnar, et al. (2002) develop models that explicitly consider 
optimal pas-through decisions and the resulting exchange rate exposure. 
  
2.1.3 Implications for profitability-exchange rate changes relationship10 
It is essential to inquire into the implications of Adler and Dumas (1984) for 
the relationship between exchange rate changes and profitability of firms. The 
relationship is largely dependent on the nature of the business activities that the firms 
are engaged in. First, assume that the inputs are perfectly insulated from international 
conditions. Appreciation of local currency may reduce the cash flows and price-cost 
margin (mark-up) of exporters. If the exchange rate is expressed as home currency 
price of foreign currency, this means that there is a positive relationship between the 
exchange rate movements and firm value of the exporters. However, the effect of 
appreciation on exporters’ cash flows and mark-ups may be weaker if the demand for 
its products is relatively inelastic in international markets. In the case of importers, an 
appreciation of home currency may bring about an increased demand and higher 
mark-ups. The resulting increase in profits is expected to increase the firm value. 
However, import-competing firms may experience a loss of demand and squeezed 
mark-ups in the context of increased price competitiveness of foreign imports due to 
the appreciation of local currency.  
                                                 
10 This section heavily borrows from Bodnar and Gentry (1993). 
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Relationship between the firm value and exchange rate movements can also be 
considered with the absence of “insulated-inputs” assumption. There may be two 
possibilities. Inputs for a certain industry may be imported. Alternatively, it may be 
obtained domestically but price may be determined on world markets. If input 
markets are assumed to be competitive, an appreciation of home currency leads to a 
decrease in home currency price of such inputs, thus bringing the production costs 
down. This may cause the profits to rise.  
Even though they are not engaged in international trading activities, the 
producers in the non-traded sector may also be affected by the exchanged rate 
movements, Consider an appreciation of home currency which may cause the 
resources to shift from traded to non-traded industries. As long as capital is more 
sector-specific as compared to the other inputs, such a reallocation results in a short-
run rise in the market value of capital in the non-traded goods industries relative to the 
traded goods industries (Dornbusch (1974) cited in Bodner and Gentry (1993)). 
Furthermore, non-traded goods producers may also be affected if they compete in 
factor markets with traded goods producers whose returns may be affected by the 
changes in exchange rate. 
The value of the firms who have foreign denominated assets is also subject to 
exchange rate exposure. For instance, an appreciation of home currency may decrease 
the value of the cash flows of the firms with foreign investments. Accordingly, 
appreciation may decrease the value of these firms. 
The above relationships provide only rough guide line of the relevant process. 
In the context of globalized production processes and financial markets, things may 
be much more complicated than those clear-cut relationships. As many firms are 
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engaged in more than one activity mentioned above their costs as well as revenues are 
affected by the changes in foreign exchange markets in many different ways.  
 
2.1.4 Determinants of exchange rate exposure 
 The determinants of exposure vary with the factors such as the model 
specifications, the unit of analysis and the return horizon of choice. Some of those 
determinants are not mutually exclusive, but are related and/or complementary. The 
relationship between the degree of competition and demand elasticities is a case in 
point. Size of the firm and degree of international involvement are another two factors 
that are related to each other to a greater extent. 
Allayannis and Ihrig (2001) examines three key determinants of exposure: (a) 
competitive structure of the markets where the firm’s final goods are sold11; (b) the 
interaction of the competitive structure of the export market and the share of the 
production that is exported; and (c) the interaction of the competitive structure of the 
imported input market and the share of production that is imported. First two factors 
exert positive impact on exposure while the third one influences negatively. Based on 
different solution techniques, Bodnar et al. (2002) propose somewhat similar 
reasoning. They model the degree of pass-though and its effect on exposure in terms 
of the substitutability between the home-produced and foreign-produced goods and 
market shares. If market share is kept constant, high substitutability will lead to 
declined pass-through and increased exposure. According to Marston (2001), an 
oligopolictic firm’s economic exposure is a function of the firm’s own elasticity and 
the cross elasticity of demand with its competitors. 
 The size of the firm may affect the degree of exposure in a number of ways. A 
multinational corporation may always play multiple roles such as an exporter, a user 
                                                 
11 The competitive structure is represented by the relevant mark-ups 
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of imported inputs, a producer of goods that compete with dealers of imported goods, 
a firm that competes with traded goods industries for factors of production. As such, 
the degree of exposure of the multinational firms is considered to be relatively high. 
However, another set of researchers argue that large firms that can afford allocating a 
large amount of resources to hedging are less likely to be exposed than small firms 
(Dominguez and Tesar, 2006). Many studies cite empirical evidence that small firms 
are more exposed (Dominguez and Tesar, 2006; Hunter, 2005) 
Using proxies like the firm’s multinational status, percentage of foreign to 
total sales and percentage of international to total assets, Dominguez and Tesar (2006) 
cites evidence that firms with high international involvement are more likely to be 
exposed to exchange rate changes. Although the degree of international involvement 
goes hand in hand with the size of the firm, it can be considered as a separate factor 
because a firm may be highly internationally involved irrespective of its size. Marston 
(2001) argues that, almost irrespective of the market structure, a firm’s economic 
exposure is simply proportional to its net revenues based in foreign currency.    
Friberg and Nydahl (1997) make an attempt to examine the empirical 
relationship between the degree of exchange rate exposure and the degree of openness 
which varies across nation states. Bodnar and Gentry (1993) argue that industries in 
the US (relatively more closed economy) are less exposed to the exchange rate 
movements as compared to the firms in Canada and Japan (relatively more open 
economies).  
Import and export shares of GDP are commonly used determinants of 
exposure in a number of studies (Entorf and Jamin, 2003; Allayannis, 1997; 
Allayannis and Ihrig, 2001). In addition, Entorf and Jamin (2003) test the hypothesis 
whether exposure is affected by the absolute distance of the exchange rate from its 
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long-run mean. When it comes to Japanese firms, He and Ng (1998) point out that 
non-keiretsu MNCs are less exposed to exchange rate risk. Keiretsu firms have a 
stronger liquidity position and a lower probability of financial distress as compared to 
the tighter financial constraints of non-keiretsu firms and, therefore, keiretsu firms 
may tend to hedge less against currency risk than non-keiretsu firms. Some policy 
changes such as trade liberalization and financial market deregulation may also affect 
the degree of exchange rate exposure of a firms/industries in a country. 
 
2.1.5 Estimating exchange rate exposure 
Adler and Dumas (1994) use stock prices and exchange rates to estimate 
exchange rate exposure. Nevertheless, due to the fact that the stock prices and 
exchange rates are mostly not stationary processes, researchers prefer to use the 
following relationship between stock returns and exchange rate changes (the first 
difference of both financial time series) in order to estimate the exchange rate 
exposure of a firm/industry: 
 
titxti rr ,,10, εββ ++=                   (2.10)  
( )2, ,0~ σε Nti   
 
where  tir ,  is return on firm/industry i’s stock at time t; txr , is percentage change in 
exchange rate at  time t; 1β  is firm i’s exchange rate exposure coefficient (also known 
as exposure beta or exposure coefficient) which measures the sensitivity of the firm’s 
returns to the exchange rate movements; and  ti,ε  is the residual that is unexplained by 
the regression.  
Bodnar and Wong (2003) argue that, in spite of its usefulness, this simple 
specification has a number of drawbacks. For instance, 1β  in Equation 2.10 may also 
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contain the impact of macroeconomic factors which are spuriously correlated with 
both exchange rate changes and firm’s stock returns during the estimation period. The 
study also emphasizes the unreliability of this measure when they report that, 
empirically, this coefficient “shifts back and forth from positive to negative as the 
return horizon increases”.  
Jorion (1990) suggest the following alternative specification which includes 
the return on market portfolio ( tmr , ) as an additional regressor
12: 
 
titxxtmmti rrr ,,,0, εβββ +++=           (2.11) 
( )2, ,0~ σε Nti   
 
In this version, as in the market model, mβ  or market beta measures the firm’s 
exposure to the changes in the return on market portfolio (proxied by overall stock 
market index). xβ  measures the firm’s exposure to exchange rate changes that are 
“independent of the overall market’s exposure” to exchange rate changes. As such, if 
xβ  in Equation 2.11 is equal to zero, it does not mean that the firm’s exposure is zero. 
Instead, it says is that the firm’s exposure is exactly similar to the exposure of market 
portfolio to the exchange rate changes.  
Inclusion of the return on market portfolio implicitly controls for the 
macroeconomic factors that happen to be correlated with exchange rate changes and 
firm’s stock returns over the estimation period. Since the market return is assumed to 
be the best variable to explain a firm’s stock returns, inclusion of the return on market 
portfolio also reduces the residual variance of regression and thereby improves the 
precision of xβ  in Equation 2.11 (Bodnar and Wong, 2003). In order to differentiate 
                                                 
12 In literature, this specification is widely known as augmented market mode or augmented CAPM. 
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between 1β  in Equation 2.10 and xβ  in Equation 2.11, they call the two coefficients 
total exposure elasticity and residual exposure elasticity respectively13. Bodnar and 
Wong state that, empirically, this residual exposure coefficient is more reliable and 
stable across various time horizons. 
Several studies view the residual exposure coefficient as an inappropriate 
measure of exposure in the sense that it measures only the “exposure of stock i over 
and above that of the market portfolio” (see Allayannis (1996) and Griffin and Stulz, 
(2001), among others). As a remedy, those studies use orthogonalized market returns 
and exchange rate changes as regressors. Jorion (1990) regresses exchange rate 
changes on market returns while Entorf and Jamin (2003), more appropriately, use the 
reverse regression. Preistley and Odegaard (2002a) seem to have treated this as going 
back to the initial stance with no market returns included in the regression when they 
argue that such orthogonalization “does not account for the fact that the market 
returns and the exchange rate may be related to macroeconomic factors that are not 
related to exposure”. They rectify it by first orthogonalizing the market returns with 
respect to the exchange rate changes and a set of macroeconomic factors and then 
orthogonalizing exchange rate changes with respect to the same set of macroeconomic 
factors before market returns and exchange rate changes are used as regressors in the 
specification given by Equation 2.11.      
Inclusion of the market portfolio as in Equation 2.11 is interpreted in a various 
different ways by its users. As mentioned above, for Bodnar and Wong (2003), it is 
included in order to control for the impact of macroeconomic factors which are 
spuriously correlated to exchange rate changes. Bodnar and Gentry (1993) get the 
market model augmented with exchange rate changes because “the hypothesis of 
                                                 
13 See Chapter 5 for the relationship between these two coefficients. 
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efficient markets suggests current or expected conditions relevant for the profitability 
of that industry”. Jorion (1990) does so in order to explicitly control for market 
movements.  
In addition to the market returns, various researchers include a number of 
other variables as regressors in the specification given by Equation 2.11. Interest rate 
variables (Choi and Prasad, 1995); dividend yields (Chow et al., 1997); crude oil 
prices (Khoo, 1994); a size factor represented by “small minus big” and a book-to-
market factor represented by “high minus low” (Hunter, 2005) are several examples.  
 Depending on the model specifications and their objectives, various studies 
use different estimation methods. Early studies in the literature seem to have mostly 
relied on OLS, seemingly unrelated regression (SUR) or generalized least squares 
(GLS) methods. Several studies that employ GARCH-type models use maximum 
likelihood (ML) or quasi-maximum likelihood (QML) methods. 
 
2.1.6 A few noteworthy remarks on proxies, return horizons and units of analysis  
 It is worth looking into the return horizons, the unit of analysis and the proxies 
for returns, market portfolio and exchange rates used in various studies. Each choice 
has its own strengths and limitations and which one to be used is largely dependent on 
the purpose in hand.  
 
Returns  
Though several studies use returns excess of a certain risk-free interest rate 
following the CAPM tradition, majority of studies use simple returns. Difference 
between excess returns and simple returns is largely negligible as the variation in 
interest rate is negligible as compared to the variation in stock returns and exchange 
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rates (Allayannis, 1996). Moreover, the difference between simple and excess returns 
is negligible when it turns to daily data (Bodie et al., 2005).   
Though it is very common to use nominal returns with nominal exchange rate 
changes, several studies use real returns together with the real exchange rate changes 
(Chow et al., 1997, Allayannis and Ihrig, 2001; Bodnar and Wong, 2003). A few 
studies use dividend adjusted returns (Khoo, 1994; Chow et al., 1997). Bartov and 
Bodnar (1994) use abnormal stock returns filtered through a certain mechanism.  
 
Market portfolio 
Following CAPM literature, many studies that are based on augmented market 
model use value-weighted market portfolios. However, Bodner and Wong (2003) 
question the appropriateness of this seemingly common practice. Usually, large firms 
are multinational corporations and/or export oriented firms and, for the same reason, 
are more likely to experience negative cash flow reactions to appreciations in 
domestic currency. Given that the large firms dominate in a value-weighted market 
portfolio, “controlling for the [value-weighted] market returns, … removes [not only] 
the “macroeconomic” effects from the exposure estimates, but also more negative 
cash flow effects of the large firms”. They propose the use of an equal-weighted 
portfolio as a possible remedial measure. “While removing the market-wide impacts 
of the exposure estimates, [equal-weighted market portfolio] removes only the 
equally-weighted average impact of the exchange rate on firms’ cash flows” and “this 
equal-weighted control variable should lead to less distortion in the residual 
exposure”. Though they mention that the use of a value-weighted market portfolio 
would be biased towards finding no-exposure, Dominguez and Tesar (2006) find that 
the results based on value-weighted and equal-weighted market portfolios are so 
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similar. Priestley and Odegaard (2002b) question the use of equal-weighted market 
portfolios when they state that “the driving force behind this is not whether a firm is 
heavily involved in foreign trade, but rather firm size: larger firms with no foreign 
operations have more negative exposures [to local currency appreciations] than small 
firms with large foreign operations”. 
Dominguez and Tesar (2006) argue that, in a world of perfectly integrated 
capital markets, the “market” is best proxied by a global rather than a national market 
portfolio. Their study finds higher estimates of exposure when a global market 
portfolio is used in place of a national market portfolio. However, the study does not 
discuss the impact of converting the global market returns into the reference country’s 
currency on exposure14.   
 
Exchange rate  
Though Adler and Dumas (1983) and (1984) imply the use of a set of bilateral 
exchange rates, the use of too many bilateral exchange rates in tandem may give rise 
to the problem of multicolinearity. This is because most of the currencies are related 
to one another and may move together in the same direction (Jorion, 1990). A 
parsimonious rectification is represented by collapsing a large number of bilateral 
exchange rates into a single trade-weighted exchange rate. However, a common 
problem associated with the use of trade-weighted basket of currencies is that the 
nature of the firm’s exposure may not correspond to the exchange rates and relative 
weights included in the basket (Dominguez and Tesar, 2001a). For instance, a firm 
may be exposed to only one or a few currencies. The currencies, to which it is profits 
are sensitive is determined by, among other things, its trade with other countries. If 
this is the case, the use of trade-weighted exchange rate may underestimate a firm’s 
                                                 
14 This matter will be taken up in Chapter 5. 
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actual exchange rate exposure (Dominguez and Tesar, 2006). Also, the fact that firms 
within the same industry may have their exposure to various different currencies will 
worsen the problem.   
Researchers must also make a choice between whether to use nominal or real 
exchange rate changes. The use of nominal exchange rate is justified by a few 
arguments. First, “using the real exchange rate would assume that financial markets 
instantaneously observe the inflation rates that are necessary for calculating the real 
exchange rate. Since the nominal rates are readily observable, it is less demanding to 
assume that the markets correctly measure nominal exchange rates” (Bodnar and 
Gentry, 1993). Second, it is well documented that the changes in nominal and real 
exchange rates are highly correlated (Koo, 1994; Bodnar and Gentry, 1993). Third, as 
Allayannis (1996) notes, “there is little difference between nominal and real exposure 
… since the largest percentage of variation comes from exchange rates and not from 
inflation”. On the other hand, the rationale for using real exchange rate changes is that 
“changes in competitiveness of firms across countries are affected by both real and 
nominal exchange rates” (Khoo, 1994). However, if real changes in exchange rate are 
used in the regression, for consistency, all the other variables involved must also be 
measured in real terms.  
Most studies use contemporaneous exchange rate changes in the regression 
represented by Equation 2.11. This contemporaneous relationship is based on the 
efficient market hypothesis which states that any news on future profits such as 
unexpected exchange rate changes are contemporaneously reflected in stock price 
movements (Bodnar and Gentry, 1993). Nevertheless, Bartov and Bodnar (1994) 
point out that there may be a weak correlation between the changes in firm value and 
contemporaneous exchange rate due to the systematic errors made by the investors in 
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characterizing the relationship between two variables. These systematic errors may 
arise due to the complexities such as difficulties in “(i) identifying possible 
asymmetries in the impact of appreciations and depreciations on the firm value, (ii) 
determining the extent to which a currency movement is temporary versus permanent, 
and (iii) judging the impact of the various different foreign currencies relative to the 
[local currency] for the economic performance of the firm”. The implication is that it 
would take time for investors to learn the full impact of the exchange rate changes on 
firm value. Empirically, a possible remedial action is to include lagged exchange rate 
changes as regressors. 
Adler and Dumas (1984) emphasize that only unexpected exchange rate 
changes influence the firm value. However, following the view that the exchange 
rates follow a random walk, popularized by Mees and Rogoff (1983) and others, 
many studies in exposure literature consider mere exchange rate changes are a 
reasonable proxy for unexpected changes. Friberg (1999) questions Adler and Dumas’ 
view that only unexpected exchange rate changes matter. He states that, though it 
would be an appropriate argument for asset pricing, it is a too simplified view of how 
firms would react to the changes in foreign exchange markets. His point is that 
expected as well as unexpected exchange rate changes matter in the exposure process.  
 
Return horizon 
The return horizons used in exposure literature range from daily to extremely 
lengthy periods like sixty months. When it comes to longer time horizons, 
overlapping periods corrected for serial correlation are used (see Bodnar and Wong 
(2003) and Chow et al., (1997), for instance).  
Many studies argue that exchange rate exposure tends to be more reflected in 
longer return horizons. Mainly, this argument is based in the fact that investors are 
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slow in understanding the effects of exchange rate on firm value (Doidge et al., 2002). 
Bodnar and Wong (2000) point out that “the market has difficulty [in] determining the 
full impact of exchange rate changes in current and future cash flows and that full 
impact of an exchange rate changes is not instantaneously revealed in stock returns as 
investors wait for the firm to reveal the full [extent] of these effects”. Based on their 
study on US firms, Chow et al. (1997) also conclude that the exposure of firms is 
much more detectable when the return horizon is extended out beyond 12 months. 
Alternatively, less exposure in shorter time horizons may be due to the fact that 
hedging techniques which would result in less exposure are much more successful and 
effective in the short-run (Chow et al., 1997).  
Chamberlin et al. (1996) is the first study to use daily data in estimating 
exchange rate exposure. The authors attribute somewhat strong evidence cited in their 
study for exposure to the use of daily data. Given that the stock prices are a 
reasonable proxy for firms’ future operating cash-flows, this is a valid argument. 
Unlike realized actual cash flows which may take time to absorb exchange rate 
changes, stock prices tend to reflect such changes relatively quickly. Kanas (1997), Di 
Iorio and Faff (1999, 2001a and 2001b) and Koutmos and Martin (2003b) also use 
daily data in their attempts of estimating exposure. 
 
Unit of analysis 
In literature, exposure is estimated at firm, portfolio, industry or country level. 
For several reasons, it is argued that highly aggregated stock indexes do not properly 
reflect the impact of exchange rate movements. Firms within a certain industry may 
not be homogenous and may have different exposure coefficients (they may even be 
exposed in opposite ways). As such, even if the firm level exposure is extremely high, 
the industry-wide exposure will be somewhat weak due to the averaging out effect. 
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By the same token, asymmetries in exchange rate exposure may also be averaged out 
at industry level. For instance, exports of a certain automobile firm may be subject to 
quotas, whereas another may not have similar restriction15. Moreover, most return 
indexes are value-weighted, meaning that more weights are allocated to large firms. If 
small firms are more exposed to exchange rate changes, this will again misjudge the 
true level of exposure.  
Since a firm/industry represents a small portion of a country’s total volume of 
foreign exchange-related activities, it can be safely assumed that exchange rate is 
much more dependent on the rest of the economy: hence, it is exogenous to the 
firm’s/industry’s returns (Bodnar and Gentry, 1993). This allows the base for the 
univariate augmented market models to use exchange rate changes as a regressor 
without any simultaneous bias.   
Though exchange rate exposure is, to a greater extent, a firm-specific 
phenomenon, industry/sector level data is also widely used in the literature. This may 
be partly due to the fact that “some hypotheses about exposure are most relevant at 
the industry level”. For instance, exposure is said to be high in highly competitive 
industries whose mark-ups are low. It may also be due to the easy access to cross-
industry level data (Dominguez and Tesar, 2001b). On the other hand, firm level data 
may be relatively noisier.   
 
2.1.7 Pricing exchange rate exposure 
Existence of significant exchange rate exposure does not necessarily mean that 
such exposure is priced in international financial markets. As such, there appears a 
relevant branch of literature which focuses on pricing exchange rate exposure, an 
                                                 
15 How the existence of volume constraints like quotas would lead to exchange rate exposure 
asymmetries is explained in Chapter 3. 
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exercise which is different from measuring exchange rate exposure16. As the 
Arbitrage Pricing Theory (APT) suggests, in addition to the market exposure, the 
exposure to the other factors be priced “in the sense that investors will be willing to 
pay a premium to avoid [this source] of risk”. In their International Asset Pricing 
Theory (IAPT), Adler and Dumas (1983) derive a set currency premiums in addition 
to the market premium in an asset pricing equation17.  
Jorian (1991) use a conditional model that is based on a multi-factor asset 
pricing model to see whether the currency risk is priced in the US stock market. 
Dumas and Solnik (1995) use a conditional model with a stochastic discount factor 
(pricing kernel) to check whether the exchange rate risk is priced in four developed 
markets. De Santis and Gerard (1998) use a conditional asset pricing model that is 
based on time-varying second moments for the same purpose. More recently, 
Cappiello et al. (2003) De Santis et al. (2003) employ similar models to price 
exchange rate risk in European Union economies. Chow et al. (1998) use both 
conditional and unconditional modeling and conclude that exchange rate risk is priced 
in the Japanese stock market.   
 
2.1.8 Exchange rate exposure in the Japanese stock market: previous evidence 
Since Chapter 2 and 3 are based on firm and sector level stock returns in Japan 
and Chapter 5 includes Japan as one of the countries in the sample, it is worth briefly 
reviewing the relevant studies that focus on Japan.  
Our focus on the Japanese stock market to estimate the relevant aspects of 
exchange rate exposure is motivated by some important findings of previous studies. 
First, several  studies report that the Japanese exporting firms (especially in sectors 
                                                 
16 Pricing exchange rate exposure is not taken up in this thesis which mainly focuses on 
measuring/estimating exchange rate exposure. 
17 See Chapter 5 for the details of Adler and Dumas (1983) model. 
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like automobile and parts) largely adopt “pricing-to-market” strategy18. Dominguez 
(1998) points out that domestic currency invoice ratio of Japan is very low as 
compared to that of US. This implies that the Japanese firms prefer pricing their 
exports in foreign currency to doing it in yen. In the face of currency fluctuations, this 
leads to a position in which firms’ profits are more exposed to foreign currency risk 
than when pricing is done in local currency. Second, He and Ng (1998) find that non-
Keiretsu MNCs are less exposed to exchange rate risk than Keiretsu MNCs. The 
reason is that keiretsu firms have a stronger liquidity position and a lower probability 
of financial distress as compared to the tighter financial constraints of non-keiretsu 
firms. The result is that keiretsu firms may tend to hedge less against currency risk 
than non-keiretsu firms. Since a particular industry may consists of both keiretsu and 
non-keiretsu firms, eventually, this unique feature of Japanese firms may lead to an 
ambiguous exposure effect in industrial sectors unlike in a country where all firms are 
evenly likely to hedge against currency risk. Third, Choi et al (1998) find that 
currency risk is priced in Japanese stock market at industry portfolio level. As such, it 
is interesting to investigate the exchange rate exposure in the Japanese stock market. 
Exchange rate exposure in Japanese stock markets has been extensively 
studied. The sample periods of the studies reviewed here cover a relatively long time 
span: from 1974 to 1999. Return horizons adopted to estimate exchange rate exposure 
vary from daily through weekly and monthly to biannual. Various estimation methods 
employed in these studies range from relatively simple OLS method to multivariate 
asymmetric GARCH-type models. Measuring and pricing of exchange rate exposure 
have been performed at firm, industry and market levels. 
                                                 
18  The concept of “pricing-to-market” is explained in Sub-section 3.2.1 in Chapter 3. For a detailed 
discussion of pricing-to-market, see Knetter (1994) 
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He and Ng (1998)19 find that most of the firm returns are positively exposed to 
the depreciation of yen. As for the determinants of exchange rate exposure, they 
conclude that higher exposure levels are associated with higher export ratios, low 
levels of financial leverage, high levels of liquidity, larger firm size, whether the firm 
does not belong to a keiretsu. In explaining exchange rate exposure, the study also 
emphasizes the importance of the variables that are proxies to a firm’s hedging 
incentives. They observe that significantly20 exposed firms are mostly concentrated in 
three sectors: electric machinery; precision instruments; and transport equipment. 
Chamberlain et al (1997)21 investigate the exchange rate exposure of Japanese 
banking firms. In addition to the returns on market portfolio, they also include the 
returns on a bank portfolio in the augmented market model22. The study cites 
evidence for a relationship between the net asset position of a bank and its exchange 
rate exposure. They also argue that “among similar banks, those with off-balance 
sheet activities exhibit less foreign exposure”. Contrary to the findings of He and Ng 
(1998), Chow and Chen (1998)23 cite evidence that Japanese firms are adversely 
affected by the depreciation in yen. The study offers two explanations for this result. 
First, being a country that doesn’t have natural resources, Japan heavily relies on 
imported material for the production for domestic uses and exports. Second, Japanese 
firms must have anticipated the unavoidable yen appreciation and were actually able 
                                                 
19 Monthly data is used for the sample period from Jan 1979 to Dec 1993. Estimation is based on OLS 
method. A trade-weighted exchange rate is employed. The study uses a sample of 171 firms with the 
export ratio of 10% or more. 
20 The level of significance used in this section to review various studies with a common yard-stick is 
the 5% level. 
21 Both daily and monthly data is used for the sample period from June 1986 to June 1993. Estimation 
is based on OLS method which is not a promising way to work with highly noisy daily data. Contrary 
to most of the studies in the exposure literature, exchange rate is expressed as foreign currency price of 
local currency. A trade-weighted exchange rate is employed. 
22 This may lead to a possible multicolinearity problem as return on the market and the bank portfolios 
may be highly correlated. 
23 Monthly data is used for the sample period from Jan 1975 to Dec 1992. However, they experiment 
with longer time horizons up to 24 months. The sample includes 1101 firms listed in Tokyo Stock 
Exchange. A trade-weighted exchange rate is employed. Estimation is based on OLS method. 
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to cope up with it efficiently. They observe that the exchange rate exposure is greater 
when it comes to longer time horizons. 
Dominguez (1998)24 classifies a sample of 275 firms into eighteen portfolios 
distinguished by industry type, firm size and degree of internationalization. Seven out 
of eighteen portfolios are significantly exposed to exchange rate changes. Returns on 
the portfolios that represent medium and large domestic and multinational firms in 
industries sector are positively correlated with yen depreciation. Returns on the 
portfolios that represent the domestic small, medium and large firms in energy and 
utilities sector moves with the depreciation of yen in the opposite direction. Bodnar 
and Gentry (1993)25 estimate the exchange rate exposure of industry portfolios26. 
They find that five out of twenty industries (namely, chemicals, construction, 
electrical machinery, precision instruments, oil and coal products and land transport) 
are significantly exposed to exchange rate changes in terms of the exposure 
coefficient. The study explains the exposure of industrial portfolios in terms of a few 
industry characteristics: industry’s export and import penetration ratios; whether the 
industry produces traded or non-traded goods; the degree to which the industry uses 
internationally priced inputs; industry’s foreign investment holdings measured in 
terms of the ratio of its foreign assets to total assets. Overall, their findings suggest 
that appreciation in yen affects favourably on non-traded goods sector producers and 
importers and adversely on exporters and value of their foreign operations. Koutmos 
                                                 
24 Weekly data is used for the sample period from Jan 1984 to Oct 1995. Estimation is based on 
seemingly unrelated regression (SUR) method. A bilateral exchange rate between yen and dollar is 
employed. 
25 Monthly data is used for the sample period from Sept 1983 to Dec 1988. Estimation is based on OLS 
and SUR methods. A trade-weighted exchange rate is employed. Exchange rate is expressed as foreign 
currency price of local currency. Besides Japan, the study also focuses on industrial sectors in the US 
and Canada. 
26 They use Standard Industrial Classification (SIC) and the study is carried out at two-digit level. 
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and Martin (2003b)27 report that sectoral returns are not exposed to the changes in yen 
exchange rate. However, returns on four out of nine sectors are exposed to exchange 
rate volatility when contemporaneous exchange rate changes are used. Number of 
exposed sectors reduces to two when one-day lagged exchanges rates are employed 
for estimation. Allocating 1253 firms into thirteen value-weighted industry portfolios, 
Choi et al (1998)28 tests whether exchange rate exposure is priced at sectoral level29. 
In addition to market risk and currency risk, they include interest rate risk as well. 
Using both unconditional and conditional methods30, they conclude that currency risk 
in Japanese stock market at sectoral level is priced.  
Kanas (2000)31 does not find evidence for the exchange rate exposure of the 
variance of the returns on Nikkei 225. However, the correlation coefficient between 
exchange rate changes and market returns is found to be highly significant, suggesting 
a contemporaneous relationship between two variables. Yang and Doong (2004)32 
report that both returns on Nikkei 225 and its variance are not significantly exposed to 
exchange rate changes and its variance respectively. Also, they do not find evidence 





                                                 
27 Daily data is used for the sample period from Jan 1992 to Dec 1998. Estimations are based on a 
univariate GARCH-M model.  
28 Monthly data is used for the sample period from Jan -1974 to Dec 1995. Estimation is based on 
GMM. Exposure to both bilateral and trade-weighted rates is examined. 
29 Formation of industry portfolios is based on the classification scheme employed by Investment Trust 
Association of Japan.  
30Their conditional modeling includes a three factor model based on pricing kernels.  
31 Daily data is used for the sample period from Jan 1986 to Feb 1998. A trade-weighted exchange rate 
is employed. 
32 Weekly data is used for the sample period from May 1979 to Jan 1999. A bilateral yen/dollar 
exchange rate is employed.  
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2.2 GARCH-type Models 
2.2.1 Univariate GARCH models 
Existence of outliers and the resultant thick tailed unconditional distribution, 
insignificant autocorrelation, high degree of heteroskedasticity, volatility clustering 
(the feature that large/small changes in variance is followed by large/small changes of 
either sign) are some of the stylized facts of financial time series. By estimating the 
volatility of inflation in UK, Engle (1982) explicitly models time-varying nature of 
second moments and coins the term Autoregressive Conditional Heteroskedasticity 
(ARCH)33. ARCH model, which expresses the variance as a function of lagged 
squared error terms, is the first formal model which captures the aforementioned 
stylized facts (Bera and Higgins, 1993). With Bollerslev’s (1986) parsimonious 
extension, that requires the lagged variance terms also be included as the determinants 
of time-varying variance, this class of models began to be known as Generalized 
ARCH (or GARCH) models.   
In order to define GARCH process, consider the information set available in 
time t-1 denoted by 1−tI  and a linear regression model which explains any return 
series ty   
 
tttt xy εξ +′=         (2.12) 
( )ttt hNI ,0~1−ε          
ttt zh
21=ε          (2.13)  
)1,0(~ Nzt           
                                                 
33 However, the idea that the uncertainty of speculative prices, represented by the variances and 
covariances, may change over time is by no means new (see Mandelbrot (1963), for instance). 
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where tx is a 1×K  vector of exogenous variables (lagged terms of the dependent 
variable may also be among them) and tξ is a 1×K vector of parameters. Standardized 
error tz is independent of th and assumed to be conditionally normally distributed 
with zero mean and unit variance. As a result tε is also conditionally normally 
distributed with mean zero and variance th which is positive, time-varying and a 
function of the elements of  1−tI . Assuming insignificant autocorrelation, but the 
existence of heteroskedasticity to a greater degree, GARCH (p, q) process can be 














2 βεα       (2.14) 
 
where c , nα and mβ are non-negative parameters and { } 1)(,max1 <+∑ = qpn mn βα , the 
conditions needed for non-negativity of th . Since large 
2
1−tε and/or 1−th  will lead to 
large th  this model properly explains the phenomenon of volatility persistence. Given 
the fact that unconditional kurtosis is greater than 3, the model seems to take care of 
leptokurtic feature of financial time series as well.  
 A simple univariate GARCH(1,1) structure coupled with a mean equation 
represented by a modified augmented market model is used in Chapter 3. 
 
Univariate asymmetric GARCH models 
As it works with squared residuals, standard GARCH model is not able to 
identify the impact of the sign of error term, which is really important in explaining 
volatility asymmetry, one of the salient stylized facts of financial time series. For this 
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reason, the standard GARCH model has been modified in a number of ways to 
accommodate volatility asymmetry.  
Glosten, Jeganathan and Runkle (1993) introduce a relatively simple, but 


















2 βγεεα      (2.15) 
 
where 1=td if 0<tε  and 0 otherwise. Due to this dummy variable, negative and 
positive residuals have different impacts on conditional variance: the impact of a good 
news (represented by positive sign) would be α  whereas the impact of a bad news 
(represented by negative sign) would be ( )γα + . If 0>γ is statistically significant, it 
implies that news impact is asymmetric.   
Nelson (1991) suggests exponential GARCH model (commonly known as 

































loglog βεεγεφαω   (2.16) 
 





) is assumed to be iid and normal. If 0<φα i , the arrival of a bad 
news (represented by negative sign of the error term) will increase the conditional 
variance. In the case of a good news (represented by positive sign of the error term), 
there will be a dampening effect on conditional variance. Since log th can be negative, 
EGARCH model does not impose any restrictions on parameters in order to ensure 
the non-negativity of conditional variances34.  
                                                 
34 Apart from these most widely used two specifications, there are some more univariate models which 
deal with the feature of asymmetric volatility. Asymmetric GARCH (Engle, 1990), Asymmetric power 
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GARCH-in-mean (GARCH-M) models 
The ARCH-in-mean model is proposed by Engle et al. (1987). The rationale 
underlying is that, if the degree of uncertainty in asset returns varies over time, a risk 
averse investor may seek a compensation for holding such assets. This class of models 
specifies that the conditional mean and the variance evolve together and allows the 
conditional variance to be a determinant of the conditional mean.   
 ( ) ttttt hgxy εγξ ++′=        (2.17) 
 
where ( ).g  is a simple function of th . Widely used forms of ( ).g  in applications are: 
2
1
th , th  and ( )thln . th  may be allowed to follow any symmetric or asymmetric 
GARCH process. Which functional form of ( ).g  to use, the nature of the GARCH 
process involved and whether to use contemporaneous or lagged term/s of th  as a 
determinant of the conditional mean are dependent on the purpose in hand.  
 
Estimation of univariate GARCH models 
Usually, maximum likelihood estimation method is employed to estimate 
GARCH models. Under the assumption of normally-distributed residuals, let the 
relevant likelihood function be:  
 
















θεθπθ     (2.18) 
 
where θ  represents the parameters to be estimated and T is the total number of 
observations.  The parameter vector is estimated by maximizing L with respect to θ . 
                                                                                                                                            
ARCH (Ding, Granger and Engle, 1993) and threshold GARCH model (Zakoian, 1994) are few of 
them. 
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Depending on the purpose in hand, the assumption of normally distributed residuals 
may be replaced by an assumption that allows the residuals to follow student t or any 
other appropriate distribution.  
 
2.2.2 Multivariate GARCH models 
Motivation for multivariate GARCH models stems from several factors. First, 
economic variables are interrelated and multivariate models may improve efficiency 
in parameter estimation. Second, estimation of a number of financial coefficients such 
as systematic risk and hedge ratio requires covariances among relevant variables. 
Third, since many economic variables react to the same information, they may have 
non-zero covariances conditional on the same information set (Bera and Higgins, 
1993).  
To define GARCH process at multivariate level, assume N stochastic 
processes such as return series, S independent variables and the information set in 
time t-1 denoted by 1−tI . 
 
tititiy ,,, εμ +=   Ni ,......,1=       (2.19) 
( )ttt HNI ,0~1−ε          
ttt zH
21=ε          (2.20) 
( )Nt INiidz ,0~          
where tiy ,  is an 1×N vector of stochastic processes. ti,μ  represents the forecastable 
component of tiy , , which has several exogenous variables including lagged terms of 
the dependent variable. This part consists of two matrices: SN ×  exogenous variable 
matrix and 1×S  coefficients matrix. ti,ε  is a 1×N vector of the residuals and 
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assumed to be conditionally normal with mean zero and variance matrix tH , 
dimensions of which are NN × . tH  is positive definite and measurable with respect 
to 1−tI . Standardized error term tz  is assumed to be identically and independently 
distributed with mean zero and variance matrix NI , dimensions of which are NN × .  
Estimation of Ht is based on maximum likelihood method as in the case of 
univariate models. With the assumption that the residuals are normally distributed, the 
log likelihood function of the sample is obtained as follows:  
 


















1)( θεθθεθπθ   (2.21) 
 
where θ  represents the parameters to be estimated and T is the total number of 
observations.  The parameter vector is estimated by maximizing L with respect to θ . 
Alternatively, a log likelihood function associated with student-t distribution or any 
other appropriate distribution can be employed for the estimation process.   
Parameterization of tH  is much more difficult than at univariate level and 
there is no unique method to follow. If one decides to stick to linear specifications, 
still there are many choices suggested by various studies. A few widely used 
formulations are outlined here35. 
 
VECH(p,q) model 
According to Bollerslev et al. (1988), VECH(p, q) formulation can be defined 
as: 
 
                                                 
35 In addition to the few formulations outlined in what follows, there are several other 
parameterizations. Factor GARCH (or F-GARCH) developed in Engle, Ng and Rothschild (1990), 
Orthogonal GARCH (or O-GARCH) developed in Alexander and Chibumba (1997), General Dynamic 
Covariance model (GDC) developed in Kroner and NG (1998) are among those formulations. 
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εε     (2.22) 
 
where (.)vech  is the operator that stacks the lower triangle portion of a NN × matrix 
as an ( ) 12/1 ×+NN  vector; A and B  are ( ) 2/1+NN  x ( ) 2/1+NN  parameter 
matrices; C  is a ( ) 12/1 ×+NN  vector of constants. Strong restrictions on parameters 
(such as nonlinear inequality restrictions on the rates at which the weights are reduced 
for older observations) must also be imposed in order to guarantee the positive 
definiteness of tH  (Kroner and Ng, 1998). VECH model is covariance stationary, if 






BA ∑∑ == + 11 are less than 1 in modulus (Engle and Kroner, 
1995).  
This formulation allows all elements of conditional variance matrix to be 
linearly dependent on all elements of lagged covariance matrix and all cross products 
of the elements of lagged error matrix. For instance, in a bivariate GARCH (1, 1) 






1,1111,11 −−−−−−− ++++++= tttttttt hbhbhbaaah εεεεω .    (2.23) 
 
In VECH specification, there are ( ) ( )( ) 2/111 +++ NNNN  number of 
parameters, which is relatively a large number. To reduce the number of parameters 
and make the computation easier, most studies use diagonal VECH (or DVECH) 
formulation which assumes that both A and B  are diagonal matrices. This treatment 





1,1111,11 −− ++= ttt hbah εω .       (2.24) 
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According to the diagonal VECH formulation, conditional variance terms 
depend only on its own lag ( )1, −tiih  and its own past squared error ( )2 1, −tiε  and 
conditional covariance terms depend only on its own lag ( )1, −tijh and its own past cross 
products of errors ( )1,1, −− tjti εε . In diagonal VECH model, tH  is positive definite, if C , 
A , B and initial variance matrices ( iH , for pi −= 1,......1 ) are positive semi-definite 
(Bauwens et al. 2003). Although it is relatively simple, DVEC is a somewhat 
restrictive model. For instance, the elimination of the cross product terms does not 
allow for spillover effects to be reflected in the model.  
 
BEKK (p,q,K) model 


















εε    (2.25) 
 
where C  is a NN × upper triangular matrix containing ( ) 2/1+NN  parameters; 
A and B  are NN × parameter matrices containing 2N parameters each; . 
Given its quadratic structure, BEKK formulation does not need any restriction 
on parameters to obtain the positive definiteness of tH . The positivity of tH  is 
guaranteed, if 0H  (the initial variance matrix) is positive. BEKK model is covariance 










BBAA ⊗+⊗ ∑∑∑∑ ==== are 
less than 1 in modulus (⊗  represents Kronecker product) (Engle and Kroner, 1995). 
In many applications K is assumed to be 1. Total number of parameters in BEKK 
model is ( ) 2/15 +NN . However, unlike in VECH model, here the “interpretation of 
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basic parameters is not obvious” because parameters “do not represent directly the 
impact of the different lagged terms on the elements of tH ” (Bauwens et al, 2003). 
To elaborate on this matter, assume a bivariate BEKK(1,1,1) model. The upper- left 














111,11 2 −−−−−−− ++++++= tttttttt hbhbbhbaaaah εεεεω  
           
(2.26) 
 
Note that the coefficient of 2 1,1 −tε  term is the less obvious 211a   in BEKK model 
whereas it is 11a  in the VECH model. BEKK model also has a diagonal counterpart in 
which A and B are diagonal matrices. In a diagonal bivariate BEKK(1,1,1) model, the 








111,11 −− ++= ttt hgah εω .      (2.27) 
 
A trivariate BEKK-GARCH(1,2,1)-M model is used in Chapter 5.  
 
Constant conditional correlation models  
To make the estimation procedure easier, Bollerslev (1990) proposed  
Constant Conditional Correlation Multivariate GARCH (CCC-MGARCH) models. 
He assumes that the conditional correlation between the residuals is time-invariant. 
tH  is defined as  
 
ttt DDH Γ=          (2.28) 
 
where tH  is NN ×  variance matrix of εt;  tD  is a NN ×  stochastic diagonal matrix 
with elements tNNtt hhh ,,22,11 ....., ; Г is NN ×  matrix which has unit diagonal 
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elements and constant conditional correlations ji,ρ  as off-diagonal elements (this is 
also the variance matrix of standardized error which is identically and independently 
distributed with mean zero and variance Г) 
Under these assumptions, the conditional covariances between cross residuals 
are proportional to the product of the relevant conditional standard deviations. To put 
it somewhat differently, since correlation is time-invariant, dynamics of covariance 
terms are totally dependent on the dynamics of the variance terms as in Equation 2.29. 
       
tjtiijtij hhh ,,, ρ=         (2.29) 
 
th  is allowed to follow any univariate GARCH process. Positivity of tH  
depends on two factors: conditional correlations ji,ρ must render a positive definite 
correlation matrix Г and all individual conditional variances must be positive. Time 
invariant feature of correlations makes the estimation task easier. Substituting 
ttt DDH Γ=  into the log likelihood function in Equation 2.21 
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Γ−−Γ−−= ∑∑π    (2.30) 
 
where ttt Dz ε1−= or the standardized error. The log likelihood function in Equation 
2.21 requires one NN ×  matrix inversion for each and every period involved. 
However the new function in Equation 2.30 (which consists of the inverse of time 
invariant Г) requires just one-time inversion of NN × matrix. Due to its simple 
structure, CCC-MGARCH model is widely used in various applications. 
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Time-varying conditional correlation models 
Despite its computational simplicity, some studies (Tsui and Yu (1999), for 
instance) report that the CCC-MGARCH formulation is not supported by empirical 
data. It was this fact which paved the way to another class of multivariate GARCH 
models, namely, time-varying or dynamic conditional correlation models. 
In formulating their Varying-Correlation Multivariate GARCH (VC-
MGARCH) model, Tse and Tsui (2002) redefine the relationship in Equation 2.28 
with a time-varying conditional correlation matrix Гt. 
 
tttt DDH Γ=          (2.31) 
 
As in CCC-MGARCH model, diagonal elements in tH  are allowed to follow 
any symmetric or asymmetric univariate GARCH process. p and q in each equation 
may not be the same. Relationship in Equation 2.29 can also be redefined with a time-
varying correlation. Time-varying correlation matrix tΓ  (which is also the covariance 
matrix of the standardized error) is assumed to follow the process characterized by 
Equation 2.32. 
 ( ) 1211211 −− Ψ+Γ+Γ−−=Γ ttt θθθθ       (2.32) 
 
where Г is time-invariant NN ×  positive definite parameter matrix with unit diagonal 
elements; tΨ  is NN ×  sample correlation matrix whose elements are assumed to be 
functions of lagged observations of standardized error tz  
 

















,ψ      Nji ≤<≤1      (2.33) 
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Both 1θ  and 2θ  are non-negative and 1)( 21 ≤+θθ . More specifically, tΓ  is determined 










−− =Ψ ttttt BEEB         (2.34) 
 
where 1−tE  is MN ×  matrix given by { }Mttt zzE −−− = ,....11 ; 1−tB  is NN × diagonal 
matrix with ith diagonal element being [ ]21
1
2
,∑ = −Mh htiz  for i =1,….N.  
Suggesting a similar type of model known as Dynamic Conditional 
Correlation Multivariate GARCH (DCC-MGARCH), Engle (2002) also utilizes the 
relationship in Equation in (2.31). However, the dynamic structure imposed on tΓ  is 
as follows: 
 
11 ~~ −−=Γ tttt QQQ         (2.35) 
 





















1 βεεαβα    (2.36) 
 
where tQ  is conditional covariance matrix of standardized error tz ; Q is 
unconditional covariance matrix of tz ; Q
~ is NN ×  diagonal matrix with elements 







, =ρ . For 
instance, correlation coefficient in a bivariate model will be  
 ( )



















βαβαρ   
           (2.37) 
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The correlation in VC-MGARCH model is formulated directly as weighted 
sum of correlations whereas DCC-MGARCH model does the same thing indirectly 
using tQ  matrix. Both these models are able to show that CCC-MGARCH model is a 
special case of them. If α and β are equal to zero, DCC-MGARCH model will boil 
down to CCC-MGARCH model. If 1θ and 2θ  in VC-MGARCH model are equal to 
zero, the result will be the same. Recently, Chan, Hoti and McAleer (2003) showed 
that DCC-MGARCH is a special case of Generalised Autoregressive Conditional 
Correlation (GARCC) model that they have developed.  
A Tse and Tsui (2002) version of time-varying conditional coefficient model 
is employed in Chapter 4 
 
Multivariate GARCH-in-mean models 
Bollerslev et al. (1988) proposed a multivariate GARCH-in-mean model 
which is extremely useful in asset pricing models such as CAPM and ICAPM. Since 
an asset’s returns are proportional to the covariance between the returns and the 
relevant risk factor, in such models, variances and covariances enter into the mean 
equation. Consider the CAPM formulation represented by Equation 2.38. 
 ( ) ( )tmtitmtit rrCovrE ,,10,1 ,−− += λλ       (2.38) 
 
To implement this type of pricing restriction, there must a certain mechanism 
that explicitly models ( )tmtit rrCov ,,1 ,− . The following bivariate GARCH model serves 
this purpose: 
 
titimmiti hr ,,0, ελλ ++=        (2.39) 
tmtmmmtm hr ,,0, ελλ ++=        (2.40) 
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Equation 2.40 is due to the fact that the same pricing restriction can be applied 
to the market portfolio as it is also an asset. timh , and tmh ,  can be derived through any 
multivariate GARCH parameterization outlined above.  
Polasek of Ren (2001) proposed a VAR-GARCH-in-mean model by 
generalizing the ARCH-in-mean model suggested in Engle et al. (1987). Confining 
the number of elements to two (x and y), the constant conditional correlation VAR(1)-























































1,, −−−− ++++= txyxtxyxtyyytyyyyty hbahbah εεω      
tytxxytxy hhh ,,, ρ=        (2.41) 
 
Every mean equation is a function of appropriate number of autoregressive 
terms, cross autoregressive terms, own GARCH-M terms and cross GARCH-M 
terms. A highly restricted, time-varying conditional correlation and asymmetric 








Incorporating Exchange Rate Exposure Asymmetries: A Firm Level Study 
 
3.1 Introduction 
The augmented market model specified by Equation 2.11 in Chapter 2 implies 
that the impact of exchange rate changes on firm value is symmetric. Such a 
relationship implicitly assumes that firms are passive agents and their strategic 
planning process is not influenced by the direction or magnitude of macroeconomic 
changes. In reality, firms respond to macroeconomic changes in such a way that the 
relevant beneficial effects are exploited and the adverse effects are mitigated. As such, 
it would be hard to imagine that they would respond to local currency appreciations 
and depreciations in a similar manner. For instance, an exporter who may try to 
enhance his profit opportunities during local currency depreciations may put equal or, 
probably, much more effort to avoid the possible losses associated with local currency 
appreciations. So, his strategic planning towards local currency appreciations and 
depreciations are not the same.  Moreover, given the fact that responding to such 
changes involves various transaction costs, they would respond only to sizable 
exchange rate changes. The implication is that exchange rate exposure may be 
asymmetric between (a) appreciations and depreciations and (b) large and small 
exchange rate changes.  
Though there are studies that attempt to capture exchange rate exposure 
asymmetries, no study seems to have examined the overall impact of incorporating 
asymmetries. Many studies comment on their results in a conjectural manner without 
employing a proper measure to evaluate this effect. Moreover, there is no consensus 
on the matter whether incorporating asymmetries would lead to large/significant 
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exposure coefficients or small/insignificant exposure coefficients. In this essay, we 
employ a model which captures both sign and magnitude asymmetries of exchange 
rate exposure. With an appropriate measure (namely combined exchange rate 
exposure coefficient), we evaluate the overall impact of incorporating both sign and 
magnitude asymmetries in a sample of 80 Japanese firms36. We also find evidence for 
the existence of both types of asymmetries. 
Rest of the essay is organized as follows. Section 3.2 examines the sources of 
asymmetric exchange rate exposure. Section 3.3 demonstrates how the asymmetries 
have been modelled in previous studies. In Section 3.4, the existing framework is 
expanded and a model that incorporates both sign and magnitude asymmetries is 
presented. The data is described in Section 3.5. Section 3.6 reports the major 
empirical findings. Concluding remarks are contained in Section 3.7. 
 
3.2 Sources of Exchange Rate Exposure Asymmetries 
Among others, Froot and Klemperer (1989), Knetter (1994), Krugman (1987), 
Baldwin (1988) and Dixit (1989) discuss the asymmetric relationships between export 
prices and exchange rates. Based on the assumption that market value of a firm 
adequately represents the discounted value of all expected future net cash flows, one 
can safely use the arguments in the above studies to explain the asymmetries in 
exchange rate exposure of stock returns. Miller and Reuer (1998), Kanas (1997), 
Koutmos and Martin (2003a and 2003b) and Priestley and Odegaard (2002a) seem to 
have performed this task productively.  
In general, asymmetries in exchange rate exposure stem from the 
microeconomic behaviour of firms. There are a few behavioural characteristics of 
                                                 
36 For the reasons behind the selection of a sample of Japanese firms for the study, see Sub-section 
2.1.8 in Chapter 2. 
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firms with which one can explain the asymmetric nature of exchange rate exposure. 
These characteristics include pricing-to-market, hysteretic behaviour, hedging and the 
behaviour related to the magnitude of exchange rate changes. 
 
3.2.1 Pricing-to-market behaviour of firms37 
  Among others, Froot and Klemperer (1989), Knetter (1994), Krugman (1987), 
Marston (1990) propose the concept of pricing-to-market (PTM) to explain the 
asymmetric nature of export pricing. Basically, there are two relevant concepts: 
volume constraints and market share maximization.  
 
Behaviour under volume constraints 
Export quotas and inadequate investments in marketing capacity are examples 
for volume constraints. In the face of these “bottlenecks”, even if the foreign price 
decreases, a firm cannot get the benefits of a reduction in price because they cannot 
increase the supply effectively to meet the demand. Therefore, an exporter who acts 
under volume constraints cannot increase profits by passing-through the benefits of 
depreciation to foreign buyers. If local currency depreciates, such a firm may increase 
its mark-ups by increasing the local price and may keep the foreign price unchanged 
in order to clear the market. This PTM behaviour increases their profits drastically. 
On the other hand, when local currency appreciates there is no such constraint and the 
firm may not price-to-market, but pass-through the appreciation of local currency to 
foreign prices. As a result, the increase in profits during depreciation of local currency 
is greater than the decrease in profits during appreciation of it. Figure 3.1, which 
shows the changes in profits against the changes in exchange rate per given time 
                                                 
37 For illustrations of these sources, let us consider a producer of export goods who uses only domestic 
resources. More realistically, even the prices of local inputs are affected by exchange rate changes 
although the objective of this assumption is to abstract from it.  
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period, explains this mechanism in a highly simplified context. Exchange rate is 
expressed as local currency price of foreign currency (i.e. an increase in the index 
implies a depreciation). Assume that the firm’s initial profit-exchange rate 
combination is represented by the origin.  Under ceteris paribus conditions, the firm 
may pass-through a local currency appreciation and the resultant profit change for the 
exchange rate change a−  is represented by b− . However, if there is a local currency 
depreciation, due to volume constraints, the same firm may price-to-market, meaning 
that for a similar change in exchange rate (i.e. a ) there would be a higher increase in 
profits represented by c . Apparently bc > . This means that the average exchange 
rate exposure of a firm that adopts PTM strategy under volume constraints may be 














The relationship between exchange rate changes and the profits of an exporter  
who faces volume constraints 
 
Market share maximising behaviour 
In order to build up their market share, firms may pass-through local currency 
depreciations to foreign markets by decreasing the foreign prices. Driven by the 
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merely maintain them in the face of local currency depreciations. However, this 
process does not reverse symmetrically when local currency appreciates. On such 
occasions, with the intention of securing/protecting the market share and avoiding the 
dumping attempts by competitors, firms may price-to-market by reducing their mark-
ups and try to keep their foreign prices unaffected. As such, the decrease in profits 
during appreciations is not similar to the increase in profits during depreciations.  
Figure 3.2 explains this phenomenon. The firm may pass-through the benefits 
of a local currency depreciation to the buyers. The resultant profit change for the 
exchange rate change a  is represented by b . However, if there is a local currency 
appreciation, in order to secure its existing market share, the same firm may price-to-
market, meaning that for a similar change in exchange rate (i.e. a− ) there would be a 
higher decrease in profits represented by c− . Apparently bc −>− . This means that 
the average exchange rate exposure of a firm that adopts pricing-to-market strategy 
with market share maximization may be higher than the average exchange rate 












          
   
  Figure 3.2 
The relationship between exchange rate changes and the profits of an exporter  
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  3.2.2 Hysteresis  
Hysteretic models of trade developed in Baldwin (1988) and Dixit (1989) and 
Boldwin and Krugman (1989) also have some insights towards asymmetric exchange 
rate exposure. For instance, if a depreciation of local currency persists for a 
considerably lengthy period, a number of new exporting firms (both local and foreign) 
may enter the market to make the advantage of weakened local currency. Therefore, 
the profits of the existing exporting firms may not increase to the extent that would 
occur, if the new entrants had not entered. However, if this period of depreciation is 
followed by a period of appreciation, the same process may not occur in the opposite 
direction symmetrically. Given the sunk costs that have already been incurred, new 
firms are not in a position to simply quit the market. These firms are more likely to 
stay in the market with meagre profit margins or even with losses during such periods 
of appreciation. This mechanism, known as the hysteretic behaviour of firms, is also a 
possible source of asymmetric exchange rate exposure. The reduction in profits during 
appreciations is larger than the increase in profits during depreciations.  
 
3.2.3 Hedging  
Basically, firms may be engaged in two types of hedging: financial hedging 
and hedging through real options. Financial hedging represents firms’ purchase of 
financial instruments such as currency options with the intention of hedging against 
adverse exchange rate changes. The term real options refers to “all types of operating 
or strategic flexibility [including] the ability of a firm to shift production location or 
factors of production, to shift marketing activities between sales markets and market 
segments, and to shift level of competitive rivalry” (Andren, 2001).  
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Firms’ desire to exploit opportunities and avoid adverse effects in the face of 
various macroeconomic changes is well reflected in their hedging behaviour. Since 
hedging activities provide both downside protection and opportunities to exploit 
upside potential, they are intrinsically asymmetric in nature. For instance, an exporter 
who has already shipped goods but has not received payment denominated in foreign 
currency in return may hedge through a financial instrument against local currency 
appreciations. However, he is more than happy to accept local currency depreciations. 
This feature is common to real hedging as well. If the switching cost does not exceed 
the benefit, an exporting firm that usually buys its inputs from domestic producers 
may turn to foreign suppliers when local currency appreciations. Therefore, the firm’s 
exposure related to that particular activity during local currency appreciations is less 
than the exposure that would occur, if it had not engaged in real hedging. Figures 3.3 
and 3.4 depict, respectively, the resultant reduction in exposure of an exporter and an 















      Figure 3.3 
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      Figure 3.4 
Reduction in exposure through hedging:  an importer 
 
3.2.4 Asymmetry related to the magnitude of exchange rate changes 
Not each and every exchange rate change is followed by decisions related to 
PTM, hysteretic or hedging behaviour of firms. For instance, in the case of hysteresis, 
firms may not enter a new market unless the depreciation is relatively large38. Also, 
firms may not exercise hedging through real options, if exchange rate changes are 
negligibly small. For the sake of easy illustration of the point in question, we can say 
that the firms will actively respond to the exchange rate changes, only if the change is 
greater than a certain threshold, say η . The magnitude of η  may depend on the 
factors like size of the firm, industry to which it belongs, its past experience, their 
perceptions towards risk and other relevant macroeconomic changes. These unequal 
responses of the firms to small and large exchange rate changes result in magnitude 
asymmetry of exchange rate exposure.  
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3.3 How These Sources are Captured in Previous Studies 
Kanas (1997) describes some of these arguments when he cites evidence for 
asymmetric nature of exchange rate exposure. Showing that the export prices are 
asymmetric, he performs a test for asymmetric economic exposure. The study shows 
empirical evidence for the existence of asymmetric exposure.  However, Kanas does 
not explain explicitly how asymmetric export pricing leads to asymmetric exchange 
rate exposure.  
Miller and Reuer (1998) use real and financial option theory and PTM 
arguments in explaining exposure asymmetries. They employ the following simple 
regression equation: 
 
titxti rr ,,10, εββ ++=    ni ,...2,1=      (3.1) 
 
where tir ,  is return on firm i’s stock at time t and txr ,  is the percentage change in 
exchange rate at time t 39. Using monthly data, the parameter 1β  is estimated 
separately for appreciation and depreciation periods. Based on the signs and 
significance of 1β  during appreciations and depreciations, they show a nine-cell 
matrix with which one can find the source of sign asymmetry. Although they argue 
that PTM would lead to asymmetric exposure, their study fails to explain how 
exchange rate exposure changes with PTM strategy of firms. For instance, they do not 
explain whether exposure is higher/lower during appreciations/depreciations when a 
firm is driven by the market share maximisation objective.  
Di Iorio and Faff (1999) use the following model to differentiate between 
large depreciations from large appreciations: 
                                                 
39 In order to be consistent throughout the essay, the author’s own notation is used to explain the 
models reviewed in this section.  
 57
 
titxneutneuttxnegnegtxpospostmiti rDrDrDrr ,,,,,,10, εγγγββ +++++=   (3.2) 
 
where posD   is equal to 1, if local currency depreciates more than the threshold level 
and zero otherwise; negD  is equal to 1 if local currency appreciates more than a 
threshold level and zero otherwise; and neutD  is equal to 1, if both previous dummies 
are equal to zero and zero otherwise. They use a range of different threshold levels 
(filter parameters) for monthly and daily data. More specifically 1.0%, 0.5% and 0.1% 
are used for daily data while 3.0%, 2.0% and 1.0% are used for monthly data. The 
study reports mixed results for exposure and exposure asymmetries. However, there 
are a few drawbacks of such a model. First, it is not able to identify the difference 
between small depreciations and small appreciations. The reason for omission of a 
term to identify the difference between small appreciations and depreciations is 
mainly due to their implicit assumption that firms are more exposed to large changes 
in exchange rate than small changes. Second, though the study seems to have 
implicitly assumed that taking asymmetries into account may lead to higher and 
statistically significant exposure coefficients, no theoretical or empirical evidence is 
cited in support of their argument. Third, like many studies in the exchange rate 
exposure literature, the estimation method relies on the assumption that variance of 
the residuals remains constant over time.  
In order to capture asymmetric exposure to the changes in various 
macroeconomic variables such as exchange rate, interest rate, inflation rate, Andren 
(2001) uses two separate models to incorporate the asymmetries40: 
 
 
                                                 
40 Originally, each equation includes 18 more parameters to incorporate the exposure to interest rate 
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ti rDrDrDrDr ,,22,22,11,110, ...... εγγγγβ ++++++=   
(3.4) 
 
where tDEMUSDr ,  and tDEMJPYr , are the monthly changes in exchange rates of German 
Mark to US dollar and German Mark to Japanese yen; ID   is equal to one, if the 
change is an increase and zero otherwise; DD  is equal to one, if the change is a 
decrease and zero otherwise; SD  is equal to one, if the change is less than the 
threshold level and zero  otherwise; LD  is equal to zero, if the change is greater than 
the threshold level and zero otherwise. Andren (2001) cites evidence for the 
asymmetric economic exposure. Unlike Di Iorio and Faff (1999), the study reports 
that there are cases which are more exposed to small exchange rate changes than large 
changes. 
Andren’s (2001) analysis is vulnerable to criticisms for a few reasons. First, 
the use of two exchange rates in the same regression equation may lead to 
multicolinearity problem as they are more likely to move together. Second, as he 
considers parameters related to sign and magnitude asymmetries separately in two 
separate models, one cannot analyse the interaction between these two phenomena. 
Third, as he does not include the market returns as an explanatory variable, there may 
be an omitted variable bias in the estimation. As Bordnar and Wong (2003) suggest, 
inclusion of the market returns in this type of regressions is a must, if one wants to 
avoid the spurious correlation between the dependent variable and the other 
regressors41. Fourth, though he cites empirical evidence for cases which are more 
exposed to small exchange rate changes than large changes, the study does not offer 
                                                 
41 See Sub-section 2.1.5 in Chapter 2 for details. 
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any explanation for this phenomenon. Finally, like in DiIorio and Faff (1999), the 
estimation method relies on the assumption of constant (time-invariant) variance of 
the residuals from Equations 3.3 and 3.4. 
Koutmos and Martin (2003a) propose a more promising model to capture sign 
asymmetry of exchange rate exposure. They employ a GARCH-type model together 
with the following modification to the augmented market model:  
 
titxsigntmti rDrr ,,32,10, )( εββββ ++++=      (3.5) 
( )tt hN ,0~ε    
1,
2
1,0, −− ++= tiitiiti hbach ε        (3.6) 
 
 
where 1=signD  if 0, <txr and 0 otherwise; tih ,  is the time-varying variance of the 
residuals from Equation 6. Residuals are assumed to be normally distributed. They 
argue that the statistical significance of 3β  in the above specification provides a direct 
test for sign asymmetry of exposure. 2β  and 3β can be either negative or positive 
depending on whether the firm in question is an exporter or an importer. Accordingly, 
there may be a number of possible combinations of 2β  and 3β . Table 3.1 shows the 
relationship between these combinations and the possible sources of sign 
asymmetry42. 
Though the exposure asymmetries are not examined in the way that it is done 
by the above studies, there is another set of studies that attempt to capture non-linear 
exposure effects. In addition to the exchange rate changes, Priestley and Odegard 
(2002a) include squared values of exchange rate changes in the augmented market 
model. Griffin and Stulz (2001) report that various non-linear measures of exchange 
                                                 
42 A critique of Kautmos and Martin (2003a) is not included here as it is more appropriate to include 
such a discussion in Section 3.4 where their framework is extended to capture a few more features. 
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rate changes do not help in modelling exposure. To capture the effects of exchange 
rate volatility, they include absolute exchanges rate changes as a determinant of 
returns and found that its impact is insignificant. Bartram (2002) also includes a 
number of convex and concave non-linear functional forms of exchange rate changes 
as determinants. Only the convex specifications are found to be having a significant 
impact on returns. 
 
Table 3.1 
Sources of sign asymmetry of exchange rate exposure 
___________________________________________________________________________________ 
  02 >β    02 =β    02 <β  
 
  (i)   (ii)   (iii) 
03 >β   PTM with MSM  PTM with MSM  PTM with MSM 
  objective or  objective or  objective  
  Hysteresis  Hysteresis  (Net importers)  
(Net Exporters)  (Net Exporters)   
   
 
  (iv)   (v)   (vi) 
03 =β   Symmetric exposure No exposure  Symmetric exposure 
(Net exporters)  (Net exporters or  (Net importers) 
   importers) 
   
 
(vii)   (viii)   (ix) 
03 <β   PTM under VC or  PTM under VC or Asymmetric hedging 
Asymmetric hedging Asymmetric hedging (Net importers) 
(Net exporters)  (Net importers) 
___________________________________________________________________________________ 
PTM – pricing-to-market; MSM – market share maximization; VC – volume constraints 
Source: Koutmos and Martin (2003a) 
 
 
3.4 Incorporating Exposure Asymmetries: Extension of the Existing Framework 
In this section, the Koutmos and Martin (2003a) model is extended by adding 
a few important features to it. First, their classification of sources of sign asymmetry 
is reconsidered. Second, in addition to sign asymmetry, magnitude asymmetry is also 
incorporated into the model. Third, an explanation that justifies both positive and 
negative signs of magnitude asymmetry parameter is offered. Fourth, a criterion is 
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suggested to measure the overall impact of asymmetries on exchange rate exposure. 
Fifth, in order to address the issue of the leptokurtic behaviour of financial time series, 
residuals are assumed to follow an appropriate thick-tailed distribution 
 
3.4.1. Sign asymmetry of exchange rate exposure 
Although Koutmos and Martin (2003a) provide a promising framework to 
capture sign asymmetry of exchange rate exposure, their classification is somewhat 
incomplete for a few reasons. First, in explaining the PTM behaviour of firms, it 
neglects the role played by the elasticity of the demand. For instance, although mark-
ups decrease during appreciations under PTM strategy, it is difficult to draw the 
conclusion that profits will also decrease. Decrease/increase of profits may be largely 
dependent on whether the demand is elastic or not. When a firm that is driven by the 
market share maximization objective prices-to-market, it reduces the local currency 
price in order to accommodate the appreciation and keeps the foreign price 
unaffected. Suppose that demand for this good is relatively elastic. A price increase 
might have caused a drastic decrease in the quantity demanded and the firm would 
have realized less profit, if it did not adopt PTM strategy. In this case, the firm’s 
exposure to exchange rate changes is less under PTM strategy than pass-through (PT) 
strategy43. This means that, under PTM with market share maximization, for a firm 
with a product whose demand is relatively more elastic, the decrease in profits during 
appreciations is less than the increase in profits during depreciations. In other words, 
the firm is less exposed to exchange rate changes during appreciations than during 
depreciations. On the other hand, when the demand for a product is relatively 
inelastic, the price increase would cause a relatively small reduction in demand, if it 
                                                 
43 Although a firm may, or happen to, use a proper mix of these two strategies in reality, for simplicity, 
let us assume that they may select either PTM or PT. 
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did not adopt the PTM strategy. In other words, the firm would have been better off, if 
it passed-through the appreciation to foreign prices. On such an occasion, a firm’s 
exposure to exchange rate changes is higher under PTM strategy than PT strategy. As 
such, under PTM strategy, the exposure of a firm that exports a product with 
relatively inelastic demand is higher during appreciations than during depreciations. 
Thus, whether profits would increase to a lesser degree during depreciation periods 
than decrease in appreciation periods depends on the demand elasticity of the product 
in question. These two possibilities are shown in Figure 3.5. For a−  change in 
exchange rate during an appreciation, whether the change in profits will be c−  or 
d−  is dependent on the elasticity of the product. Koutmos amd Martin (2003a) do 
not take elasticity of the product into account and conclude that PTM with market 
share maximising objective may essentially lead to more exposure during 
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Due to the negligence of the role of elasticity, PTM with market share 
maximization objective is confined only to cases (i) and (ii) in Table 3.1. However, 
such a classification is possible, only if the demand for the good in question is 
relatively inelastic. For instance, if the demand is sufficiently elastic and 32 ββ > , 
exposure during depreciation is larger than the exposure during appreciations and this 
case is represented by (vii) in Table 3.1.  
Second, in Table 3.1, (iii) is allocated to net importers. However, when the 
two coefficients bear opposite signs, whether we can unambiguously identify the firm 
as a net importer is dependent on the magnitudes of the coefficients. For instance, if 
02 <β  and 03 >β , but 32 ββ < ,  although it still belongs to case (iii), it is not clear 
whether the firm is a net importer or exporter. During appreciations, the combined 
effect ( 32 ββ +− ) is positive as in the case of exporters. However, during 
depreciations, the effect ( 2β− ) is negative and displays the features of an importer. 
This is not merely a theoretical possibility. In our sample, we found many cases in 
favour of this argument.  
Third, due to the above ambiguity, the source of exposure asymmetry of such 
a firm is inconclusive. In addition, whether such a firm is more exposed during 
appreciations or depreciations is dependent on the magnitudes of 2β  and )( 32 ββ + . 
If )( 322 βββ +> , then the firm is more exposed to exchange rate changes during 
depreciations. On the other hand, if )( 322 βββ +< , the firm is more exposed during 
appreciations.  
When these facts are taken into account, possible sources of sign asymmetry 
associated with the nine combinations in Table 3.1 can be summarised in a slightly 
different format (for the convenience of presentation) as it is done in Table 3.2. 
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Table 3.2 




Signs of parameters Net exporter/importer Source of asymmetry 
___________________________________________________________________________________ 








(iii) 02 <β ; 03 >β  Net importers, if  PTM with VC  
   23 ββ <    
 
(iv) -do-  Net exporters or  Scenario1: )( 322 βββ +>  
   importers, if  Inconclusive  
   23 ββ >  
 
(v) -do-  -do-   Scenario 2: )( 322 βββ +<  
Inconclusive 
 
(vi) 02 >β ; 03 =β  Net exporters  Symmetric exposure 
 
(vii) 02 =β ; 03 =β  Net exporters or  No exposure 
   importers 
 
(viii) 02 <β ; 03 =β  Net importers  Symmetric exposure 
 
(ix) 02 >β , 03 <β  Net exporters, if   PTM under VC  
   23 ββ <   Asymmetric hedging 
PTM with MSM objective (if demand is 
relatively elastic) 
 
(x) -do-  Net importers   Scenario 1: )( 322 βββ +>  
   or importers, if  Inconclusive 
23 ββ >    
 
(xi) -do-  -do-   Scenario 2: )( 322 βββ +<  
Inconclusive 
    
(xii) 02 =β ; 03 <β  Net importers  PTM with MSM objective (demand may be  





(xiii) 02 <β ; 03 <β  Net importers  PTM with MSM objective (demand may be 
relatively elastic or inelastic) 
Asymmetric Hedging 
___________________________________________________________________________________ 
PTM – pricing-to-market; MSM – market share maximization; VC – volume constraints 
 
 
3.4.2 Magnitude asymmetry of exchange rate exposure 
Although Andren (2001) allows for the fact that magnitude asymmetry in 
exposure may bear either sign, the study does not explain why/how it can happen. In 
the light of the framework outlined in previous sections, this study attempts to answer 
the question why magnitude asymmetry of exchange rate exposure may work in either 
direction. PTM, hysteretic behaviour and hedging with real or financial options lead 
to asymmetries in exchange rate exposure in one way or another. If the resultant 
asymmetry intensifies exposure (for instance, like PTM under volume constraints 
does it), then the firm in question is more exposed to exchange rate when it actively 
reacts to the changes. Given the assumption (or rather a fact) that firms actively react 
to exchange rate changes only if the changes are larger than a certain threshold level, 
firms’ profits are more exposed to exchange rate changes during the periods with 
large changes than the periods with small changes. Figure 3.6 refers to such a 
situation. Assume that the firm in question prices-to-market under volume constraints. 
As long as the exchange rate change remains below the threshold level η, the firm is 
not interested in PTM and may let the change pass-through to the buyers. As a result, 
for the changes less than the threshold level, the firm’s exposure is represented by 
OA . If the exchange rate change is greater than the threshold level, then the firm will 




















A firm’s exposure to large and small changes in exchange rate in the  
strategy of PTM with volume constraints 
 
This mechanism may work in the other direction as well. If the resultant 
asymmetry will reduce exposure as in the case of hedging with financial or real 
options, then the firm is more exposed to exchange rate changes when it does not 
actively react to the changes. If firms are assumed to react only to sizable exchange 
rate changes, the firms’ profits are more exposed to the exchange rate changes during 
the periods with small changes than the periods with large changes. Figure 3.7 refers 
to a source of asymmetry that may lead to decrease in exposure. Hedging through 
currency or real options may be a possible example. Due to the transaction costs 
involved, the firm may use a hedging strategy only if exchange rate is greater than the 
threshold level. So, for exchange rate changes greater than the threshold level η, 
firm’s exposure is indicated by BC . However, if the exchange rate is less than the 
threshold level, the firm is unlikely to use a hedging strategy and, therefore, its 
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A firm’s exposure to large and small changes in exchange rate due to hedging 
 
3.4.3 Overall impact of asymmetries 
Undoubtedly, investigating the statistical significance of individual exposure 
parameters such as 2β  and 3β  in Koutmos and Martin (2003a) model represented by 
Equation 3.5 is useful in strategic decision making. For instance, information on the 
sign and the significance of 3β  for a particular firm offers some insights into 
managing its risk in the face of asymmetric exposure of its operating cash flows to 
exchange rate changes. We suggest that the evaluation of the overall impact of 
incorporating asymmetries is also equally important. Although individual coefficients 
are significant, each coefficient may bear different signs and may offset one another 
leaving an insignificant overall impact of exchange rate changes on firm’s operating 
cash flows. Usually, it is this overall impact of exposure that the firms are eventually 
concerned about. As such, in addition to the individual exposure coefficients such as 
2β  and 3β , there must be another reliable measure that might show the overall impact 
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asymmetries on exposure is represented by the combination of individual coefficients 
like )( 32 ββ + . Therefore, to measure the overall impact, one has to check whether 
this “combined exposure coefficient” is significantly different from zero.  
In exchange rate exposure literature, there is no consensus on the issue 
whether the overall exchange rate exposure is increased or decreased when 
asymmetries are taken into account. For instance, Di Iorio and Faff (1999) implicitly 
assume that taking asymmetries into account would lead to an increase in overall 
exposure when they state that “… asymmetric payoffs lead one to hypothesise that 
exchange rate exposure may display an asymmetric behaviour and it is for this reason 
that previous studies may not have uncovered overwhelming evidence of exchange 
rate sensitivity of equity securities”. On the contrary, classifying PTM as a particular 
form of hedging called pricing flexibility, Carter et al (2003) argue that it would lead 
to significant reduction in exchange rate exposure.  
The use of financial and real options basically leads to less exposure of a 
firm’s profits to exchange rate changes. On the contrary, hysteresis, PTM under 
volume constraints and PTM with market share maximization objective (with a 
product whose demand is relatively inelastic) may increase the overall exchange rate 
exposure. As such, whether incorporating asymmetries would lead to large/significant 
combined exposure coefficients or small/insignificant combined exposure coefficients 
should be dependent on: (a) the source of asymmetry in question; and (b) in what 
proportions a firm is engaged in the activities that give rise to asymmetries.  
 
3.4.4 A new model to incorporate asymmetries 
In this section, we outline a model that would incorporate the features 
discussed in sections 3.4.1 through 3.4.3. In exposure literature, majority of the 
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studies assume that distribution of the residuals from the augmented market model 
equation is normal and iid with zero mean and a constant variance. As Bollerslev et 
al. (1992) and many others documented, return on speculative assets are usually 
conditionally heroskedastic. Time-varying volatility and volatility clustering is clearly 
visible in many financial return series. The negligence of this effect in estimating 
exposure coefficients may surely lead to less reliable estimates. Koutmos and Martin 
(2003a) partly attribute the difficulty in detecting exchange rate exposure in earlier 
studies to the negligence of conditional heteroskidasticity. As such, in order to allow 
for time-varying volatility, we augment the conventional exchange rate exposure 
equation with a simple univariate GARCH(1,1) structure.  
As Bollerslev (1987) and a number of other studies emphasize, usually, 
financial return series tend to be leptokurtic. Return series involved in the process of 
exchange rate exposure are not exceptions. Apparently, this feature is not captured by 
most of the early studies in exposure literature. GARCH models that are based on the 
assumption of conditional normality do not sufficiently address the issue of 
leptokurtosis. Though the conditional distribution of a GARCH process is non-normal 
with heavy tails than the normal distribution, the implied unconditional distributions 
of estimated models are usually not sufficiently leptokurtic to represent actual data 
(Bauwens et al. 2003). Moreover, the distribution that is assigned to the residuals will 
do justice to the investment and hedging activities only if the selected distribution 
appropriately represents the underlying stochastic process of the asset returns 
(Verhoeven and McAleer, 2004). As such, residuals in the suggested model are 
assumed to follow t-distribution to capture the leptokurtic behaviour of returns. 
As sign asymmetry (arising from different responses of firms to appreciation 
and depreciation) and magnitude asymmetry (arising from different responses of firms 
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to small and large changes in exchange rate) are always combined in a firm’s 
responses to exchange rate changes, we suggest that those two asymmetries be 
modelled together. To this end, two dummy-type variables are included in the 
conventional exposure equation.  
More specifically, we suggest the following parsimonious univariate 
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where 1=signD  if 0, <txr and zero otherwise; 1=magD , if η>xr  and zero otherwise; 
η  is the threshold level of exchange rate change beyond which firms are assumed to 
begin responding; 1, | −tti Iε   denotes the random shock at time t given all available 
information at time (t-1); Residuals from mean equation 3.7 are assumed to follow a  
t-distribution with ν  degrees of freedom, mean 0 and conditional variance tih ,  . 
Standardized errors denoted by iz  are assumed to be independently and identically 
distributed with mean 0 and variance 1. And, m  number of lag terms of the dependent 
variable is included to avoid autocorrelation among residuals. Usual non-negativity 
constraints like 0>c , 0>a , 0>b  together with 1)( <+ ba  must hold for the 






The impact of exchange rate changes on returns in the suggested model 
___________________________________________________________________________________ 
 Nature of the change in exchange rate                   The impact on returns 
___________________________________________________________________________________ 
A depreciation less than the threshold level (i.e. 0>xr and η<xr )  2β  
 
A depreciation greater than the threshold level (i.e. 0>xr and η>xr ) ( )42 ββ +  
 
An appreciation less than the threshold level (i.e. 0<xr  and  η<xr ) ( )32 ββ +  
 
An appreciation greater than the threshold level (i.e. 0<xr and  η>xr ) ( )432 βββ ++  
___________________________________________________________________________________ η  : threshold level of exchange rate change beyond which firms are supposed to begin responding 
 
 
Exchange rate is expressed as the local currency value of foreign currency (i.e. 
an increase of the index implies a depreciation of local currency). If the change in 
exchange rate is positive and less than the threshold level (i.e. if 0>xr and η<xr ), 
for a given value of market returns, the impact on returns is simply represented by 2β . 
The impact would be ( )42 ββ + , if exchange rate change is positive and greater than 
the threshold level (i.e. if 0>xr  and η>xr ). It will become ( )32 ββ + , if the change 
in exchange rate is negative and less than the threshold level (i.e. if 0<xr   and   
η<xr ). Finally, the impact on returns will be equal to ( )432 βββ ++ , if the 
exchange rate change is negative and greater than the threshold level (i.e. if 0<xr  
and η>xr ). These possibilities are summarised in Table 3.3.  
2β and 3β can be either negative or positive depending on whether the firm in 
question is an exporter or an importer. As the magnitude asymmetry may work in 
either direction, 4β  may also be either negative or positive. Assume that 2β  is 
positive. If 4β is also positive (this is an obvious case), a firm’s profits are more 
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exposed to exchange rate changes when the changes are greater than the threshold 
level. On the other hand, negative 4β  implies that a firm’s profits are more exposed to 
exchange rate changes when changes are below the threshold level. Since there exist 
some sources of asymmetry which may decrease overall exchange rate exposure (e.g. 
hedging through real or financial options), there may be a possibility for this 
occurrence too. 
The suggested specification provides us with a direct test for both sign and 
magnitude asymmetries in terms of the statistical significance of the relevant 
coefficients 3β  and 4β . Student’s t-test is used to check the validity of the null 
hypotheses 02 =β , 03 =β  and 04 =β . The combined exposure coefficient 
( 432 βββ ++ ) reflects the overall impact of incorporating asymmetries (i.e. the 
degree and the direction of exchange rate exposure when all asymmetries are taken 
into account). Wald test is employed to examine the validity of the null 
hypothesis 0)( 432 =++ βββ  against the alternative 0)( 432 ≠++ βββ .  
For comparison, we estimate three versions of the suggested model. Model 1 
is represented by Equations 3.7 through 3.9. While the GARCH structure remains 
unchanged across all three versions, the mean equations of the Models 2 and 3 are as 
follows: 
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Model 2 captures only sign asymmetry. Accordingly, combined coefficient in 
Model 2 is given by )( 32 ββ + . This is nothing but the Koutmos and Martin (2003a) 
model with an additional assumption that residuals are t- distributed. Model 3, the 
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benchmark case, does not take any asymmetry into account and is used solely for 
comparisons. This is the augmented market model that is commonly used in exposure 
literature. However, two additional assumptions are used here: residuals are t-
distributed; variance of the residuals is time-varying.  
 Assuming that the residuals of the suggested univariate model are t-
distributed, the conditional log-likelihood of residual vector tε  at time t can be 
defined as follows: 
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where θ  is the vector of parameters to be estimated.  The log-likelihood function of 
the sample is obtained as ( ) ( )tTtL θθ ∑ == 1l  where T is the total number of 
observations. The parameter vector of the model is estimated by maximizing L with 
respect to θ .   
 
3.5 Data  
Our data set consists of 80 Japanese firms in two industrial sectors: 42 firms 
from Automobile and Parts sector and 38 firms from Electronics and Electrical 
Equipment sector. These sectors are selected for the study due to their high 
international involvement as exporter/importers. The selection criterion for the firms 
to be included in the sample was the firm size reasonably proxied by their annual 
sales. Firms whose average total annual sales exceed Y 40,000,000,000 for the period 
2000 - 2003 have been selected. 
Market portfolio is assumed to be represented by Nikkei 225, the overall stock 
index in Japan. All stock returns and market returns are expressed in yen. A trade-
 74
weighted yen exchange rate, provided by the Bank of England and the base year of 
which is 1990, is used. Exchange rate is expressed as the local currency price of 
foreign currency. Following most of the previous studies, nominal exchange rates 
have been used44. All data is extracted from DataStream. We use daily and weekly 
data from June 1989 through May 2004. As such, the number of observations for 
daily and weekly samples are 3910 and 783, respectively. As for weekly data, in order 
to reduce biases, prices/rates on every Wednesday are taken into account.  
Continuously compounded returns and exchange rate changes are calculated 
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where tjR ,  and 1, −tjR  are the closing values of stock prices/exchange rates for period 
t  and 1−t  respectively.  
Selected threshold levels to compute magnitude asymmetry (i.e. η  in Table 
3.3) are 1% and 3% for daily and weekly data, respectively. These numbers are 
approximately two times the sample standard deviation of exchange rate changes 
during the selected sample period. Ljung-Box statistics for returns and squared returns 
( ( )20Q  and ( )202Q , respectively), unit root test results and ARCH-LM test results 
for all 80 firms are reported in Appendix 3.A. Unless otherwise stated, the level of 






                                                 
44 See Sub-section 2.1.6 in Chapter 2 for a justification of using nominal exchange rate changes. 
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3.6 Empirical Findings 
3.6.1 Results based on Model 1  
3.6.1.1 Overview 
An overview of the results obtained from Model1 is given by Table 3.4. The 
figures indicated in the table represent the number (and percentage) of significant 
cases based on the rejection of the relevant null hypotheses ( 02 =β , 03 =β , 04 =β  or 
0432 =++ βββ , as the case may be). Both daily and weekly data generate largely 
similar results. We find evidence for the existence of asymmetries in exchange rate 
exposure at both daily and weekly level. In both daily and weekly samples, stock 
returns of nearly one fourth of the total sample are significantly exposed to the 
exchange rate changes (see row 4 in both Panels of Table 3.4).   Exact  percentage  for  
both  daily  and weekly samples is 22.5. In the case of daily data, 13 out of 18 
(72.22%) firms that are exposed to exchange rate changes show sign asymmetry while 
7 out of 18 (38.89%) firms show magnitude asymmetry (see rows 1 and 2 in Panel A). 
Rows 1 and 2 in Panel B indicate that, in weekly data sample, 7 out of 18 (38.89%) 
firms and 4 out of 18 (22.22%) firms that are exposed to exchange rate changes show 
sign and magnitude asymmetries, respectively. On average, we observe evidence for 
the existence of sign and magnitude asymmetries in 5.00% – 16.25 % of the total 
number of firms in the sample (see percentages in rows 1 and 2 in both Panels). The 
overall impact of incorporating asymmetries is represented by the combined exposure 
coefficient ( 432 βββ ++ ). In terms of this measure, nearly one fifth of the total 
number of firms are significantly exposed to exchange rate changes in both daily and 





Overview of results: Model 1 
 
Panel A: Daily data 
___________________________________________________________________________________ 
Coefficient  Automobile Electronics  Total  
___________________________________________________________________________________ 
(1) Sign asymmetry ( 3β ) 07  (16.67) 06  (15.79) 13 (16.25) 
(2) Magnitude asymmetry ( 4β ) 06 (14.28) 01 (2.63) 07 (8.75) 
(3) Main ( 2β ) 04 (9.52) 01 (2.63) 05 (6.25) 
(4) Any a ( 2β , 3β   or 4β ) 10 (23.80) 08 (21.05) 18 (22.50) 
(5) Overall b ( 432 βββ ++ ) 05 (11.90) 12 (31.58) 17 (21.25) 
___________________________________________________________________________________ 
Panel B: weekly data 
___________________________________________________________________________________ 
Asymmetry  Automobile Electronics Total 
___________________________________________________________________________________ 
(1) Sign asymmetry ( 3β ) 03  (7.14) 04  (10.53) 07 (8.75) 
(2) Magnitude asymmetry ( 4β ) 03 (7.14) 01 (2.63) 04 (5.00) 
(3) Main ( 2β ) 08 (19.05) 07 (18.42) 15 (18.75) 
(4) Any a ( 2β , 3β  or 4β ) 10 (23.81) 08 (21.05) 18 (22.50) 
(5) Overall b ( 432 βββ ++ ) 08 (19.05) 06 (15.79) 14 (17.50) 
___________________________________________________________________________________ 
a Significance of any type of exposure represented by coefficients 2β , 3β  or 4β ; b Significance of the 
combined coefficient ( 432 βββ ++ ); t-test is used to test null hypotheses 02 =β , 
03 =β , 04 =β ; Wald test is used to test the null hypothesis 0)( 432 =++ βββ ; Selected 
threshold levels for magnitude asymmetry are 1% and 3% for daily and weekly data, respectively; 
Level of significance used is 5%; Figures within parentheses in Automobile, Electronics and Total 












Exposure in terms of Model 1 and 3 
___________________________________________________________________________________ 
Model used      Automobile Electronics  Total 
___________________________________________________________________________________ 
 
Panel A: daily data 
 
Model 3 (without asymmetries)   06  (14.29) 10  (26.31) 16  (20.00) 
        
Model 1 (with sign and magnitude asymmetries) 05  (11.90) 12  (31.58) 17  (21.25) 
 
 
Panel B: weekly data 
 
Model 3 (without asymmetries)    14  (33.33) 14  (36.84) 28  (35.00) 
        
Model 1 (with sign and magnitude asymmetries) 08  (19.05) 06  (15.79) 14  (17.50) 
 
___________________________________________________________________________________ 
Exchange rate exposure without asymmetries and with asymmetries are assumed to be represented by 
02 ≠β  and 0)( 432 ≠++ βββ , respectively; t-test is used to check the null hypothesis 
02 =β while Wald test is used to test the null hypotheses  ( ) 0432 =++ βββ ; Level of 
significance used is 5%; Figures within parentheses in Automobile, Electronics and Total columns 
show the number of cases as percentages of 42, 38 and 80, respectively 
 
 
3.6.1.2 Overall impact of incorporating asymmetries 
The overall impact of incorporating asymmetries on exchange rate exposure 
coefficient is assumed to be represented by the combined exposure coefficient 
)( 432 βββ ++ . Table 3.5 compares the results obtained from Model 1 (which 
accommodates both sign and magnitude asymmetries) and Model 3 (which does not 
take asymmetries into account). The numbers shown against Model 1 and Model 3 are 
the number of cases in which the null hypotheses of ( ) 0432 =++ βββ and 02 =β  are 
rejected, respectively. The numbers within parentheses express the number of such 
cases (i.e. the number of significantly exposed firms) as a percentage of the total 
number of firms in each sector. Almost similar numbers in first and second rows in 
daily data sample may imply that incorporating asymmetries do not have any 
significant impact on the degree of exposure. In other words, the impact of such 
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asymmetries on estimation of exposure coefficients seems to be negligible. However, 
unlike in daily data, weekly data sample shows that the percentage of firms that are 
significantly exposed to exchange rate changes decreases drastically when 
asymmetries are incorporated (see Panel B of Table 3.5). One must not be tempted to 
make generalizations as the results are by no means conclusive. We go ahead with 
attempting to further clarify the matter.  
Table 3.6 helps us have a closer look at the same phenomenon (those who 
would like to examine things in detail are referred to Appendix 3.A). Column 1 of 
Table 3.6 shows the number of firms that are significantly exposed to exchange rate 
changes when asymmetries are neglected (measured in terms of Model 3). Column 5 
shows the number of significantly exposed firms when both sign and magnitude 
asymmetries are incorporated (measured in terms of Model 1). Columns 2, 3 and 4 
reveal the black box between the numbers appearing at the two ends represented by 
Model 3 and Model 1. Column 2 indicates the number of firms whose significant 
exposure to exchange rate changes remain unchanged even after the asymmetries are 
incorporated. The criterion used here is the acceptance of both alternative hypotheses 
of 02 ≠β  and ( ) 0432 ≠++ βββ . Column 3 indicates the number of firms that are 
significantly exposed to exchange rate changes as long as asymmetries are neglected, 
but no longer exposed when the asymmetries are incorporated. Relevant criterion is 
given by the acceptance of the alternative of 02 ≠β  and the null of 
( ) 0432 =++ βββ . Finally, Column 4 indicates the number of firms that are not 
significantly exposed when asymmetries are neglected, but become exposed when 
asymmetries are taken into account (the criterion being the acceptance of the null of 
02 =β   and the alternative of ( ) 0432 ≠++ βββ ). A careful look at the daily data 
sample reveal that, though the percentage (and the number) of firms that are exposed 
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to exchange rate changes roughly remains unchanged when asymmetries are 
incorporated, the composition of the firms do change. Only a part of the initial group 
of firms that showed exposure remains in the group as significantly exposed firms 
when asymmetries are taken into account (see Column 2 in Panel A). Significance of 
the exposure coefficient decays in the case of another part of the group (Column 3 of 
Panel A). More interestingly, significance of the exposure coefficient of a new group 
of firms improves (Column 4 of Panel A). The number of firms whose exposure 
becomes statistically insignificant is roughly similar to the number of firms whose 
exposure becomes statistically significant and this process keeps the percentage of 
firms exposed to the exchange rate changes unchanged even if the asymmetries are 
taken into account. Panel B reveals that the results in weekly data sample are largely 
similar. Although the number (and the percentage) of significantly exposed firms 
decreases when asymmetries are incorporated, that doesn’t mean a part of the same 
group of firms who were significantly exposed to exchange rate changes will remain 
as significant cases. As in the case of daily data sample, exposure of a part of the 
initial group becomes insignificant and a new group of firms become significantly 
exposed. Unlike in the daily data sample, the latter group is smaller than the former 
group, hence the decrease of the total percentage of significantly exposed cases.   
These results suggest that it is not sensible to make generalizations (as 
documented in some previous studies) of the sort that the incorporation of 
asymmetries will lead to more/less exchange rate exposure. It can work in either 
direction as some sources result in more exposure (e.g. PTM with volume constraints) 
and yet other set of sources may result in less exposure (e.g. hedging). We conjecture 
that whether the negligence of asymmetries may under- or over-estimate the true 
exposure is dependent on the underlying sources of asymmetry. More specifically, it 
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may be dependent on firm-specific factors such as a firm’s financial and real hedging 
activities, its marketing strategies, in what proportions it is engaged in activities that 
give rise to exposure asymmetries etc. If the same firm is engaged in both export and 
import activities with multiple objectives and multiple behavioural patterns in various 
markets (this is the case with most MNCs) 45, the issue becomes really complicated 
because the exposure effects brought about by various sources may offset and/or 
reinforce one another.  
 
Table 3.6 
The relationship between the significance of exposure coefficients and incorporating sign and 
magnitude asymmetries 
___________________________________________________________________________________ 
Sector  No. of   When asymmetries are taken into account  No. of signi- 
  significant  _________________________________________ ficant cases  
  cases when no. of cases no. of cases no. of cases  after 
  asymmetries  that remain whose   whose   incorporating 
  are neglected significant significance significance  asymmetries 
  i.e. 02 ≠β    decay  improve  i.e.  
  in Model 3 i.e.  i.e.  i.e.  0)( 432 ≠++ βββ  
    02 ≠β  and  02 ≠β  but  02 =β  but in Model 1 
    0)( 432 ≠++ βββ 0)( 432 =++ βββ  0)( 432 ≠++ βββ  
  (1)  (2)  (3)  (4)  (5) 
___________________________________________________________________________________ 
Panel A: daily data  
Automobile 06  03  03  02  05 
Electronics 10  05  05  07  12 
Total  16  08  08  09  17 
 
Panel B: weekly data  
Automobile 14  06  08  02  08 
Electronics 14  05  09  01  06 
Total   28  11  17  03  14 
___________________________________________________________________________________ 
Exchange rate exposure without asymmetries and with asymmetries are assumed to be represented by 
02 ≠β  and 0)( 432 ≠++ βββ , respectively; t-test is used to check the null hypothesis 
02 =β while Wald test is used to check the null hypotheses 0)( 432 =++ βββ ; Level of 
significance used is 5%.  
                                                 
45 For instance, a Japanese MNC may export to US and a number of other countries; use both domestic 
and imported inputs from a number of countries; face quota (volume constraints) in the US market; try 
to secure/enhance its market share in a number of other countries; use financial hedging as an exporter 
and importer; produce through its subsidiaries overseas and for the same reason may be engaged in real 
options through the same network. 
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In Sub-section 3.4.3, we emphasized the necessity of computing the combined 
exposure coefficient. Results reported in Table 3.7 support this argument. It compares 
the number of cases with significant individual exposure coefficient/s and the number 
of cases with significant combined exposure coefficients. The results clearly show 
that the significance/insignificance of individual coefficients like 2β , 3β  or 4β  do not 
necessarily guarantee a significant/insignificant combined coefficient 
(i.e. 432 βββ ++ ). Although there are cases whose individual and combined 
coefficients are both significant, there are a number of cases in which either only 
individual coefficient/s or combined exposure coefficient is/are significant, but not 
both. For instance, in daily data sample, there are 12 cases which has at least one 
significant individual coefficient, though their combined exposure coefficient is 
insignificant. In these cases, the individual coefficients seem to have offset one 
another’s impact, thus making the total impact insignificant. Moreover, there are 9 
cases whose combined coefficient is significant, though any of the individual 
coefficients are not significant (see last column of Panel A). In these cases, seemingly 
insignificant individual coefficients reinforce one another’s impact, thus making the 
resultant combined exposure coefficient significant. In weekly data sample, the 







                                                 
46 These findings are reported in detail in Appendix 3.A. 
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Table 3.7 
A comparison between the significance of individual and combined coefficients  
_______________________________________________________________________ 
     Auto  Elect  Total   
_______________________________________________________________________ 
Panel A: daily data 
 
Individual coefficients: significanta  10  02  12 
Combined coefficient: insignificant 
 
Individual coefficients: insignificantb 03  06  09 
Combined coefficient: significant 
 
Individual coefficients: significantc  02  06  08 
Combined coefficient: significant 
 
Panel B: weekly data 
 
Individual coefficients: significant  06  05  11 
Combined coefficient: insignificant 
 
Individual coefficients: insignificant 04  03  07 
Combined coefficient: significant 
 
Individual coefficients: significant  04  03  07 
Combined coefficient: significant 
_______________________________________________________________________ 
a At least one individual coefficient is significant, but combined coefficient is 
insignificant; b All individual coefficients are insignificant, but combined coefficient 
is significant; c At least one individual coefficient is significant together with the 
combined coefficient  
 
 
3.6.1.3 A note on magnitude asymmetry 
Among statistically significant magnitude asymmetry coefficients ( 4β ), we 
observed both positive and negative signs. However, this is only a necessary condition 
to argue that magnitude asymmetry works in both directions. If 2β  and 4β  are both 
negative or positive simultaneously, still it means that the firm’s profits are more 
exposed to exchange rate changes when exchange rate changes are greater than the 
threshold level. In other words, when both coefficients have the same sign, the result 
will be 242 βββ >+ . Therefore, in order to raise the argument that the magnitude 
asymmetry may work in both directions, one has to observe the cases in which 2β  
and 4β  bear opposite signs. More importantly, we observe such cases in both daily 
 83
and weekly data samples. This supports the argument that there may be cases in 
which firms are more exposed during small exchange rate changes than during large 
changes.  
 
3.6.2 Results based on Model 2 
3.6.2.1. Overview  
In order to see the robustness of the results obtained from Model 1, we also 
examine the results based on Model 2. Table 3.8 provides us with an overview of the 
results obtained from the latter. In daily data sample, 11 out of 80 (13.75%) firms 
show sign asymmetry. 15 out of 80 (18.75%) firms in the sample possess at least one 
significant individual coefficient (i.e. either  2β  or 3β  ). 21 out of 80 (26.25%) firms 
are significantly exposed to exchange rate changes in terms of the combined exposure 
coefficient )( 32 ββ +  (see last column in Panel A). In weekly data sample, 5 out of 80 
(6.25%) firms in the total sample show evidence for the existence of sign asymmetry. 
17 out of 80 (21.75%) firms have at least one significant individual coefficient. 
Combined exposure coefficient is significant in 16 out of 80 (20%) cases included in 



















Overview of results: Model 2 
 
Panel A: Daily data 
___________________________________________________________________________________ 
Coefficient  Automobile Electronics Total  
___________________________________________________________________________________ 
 
(1) Sign asymmetry ( 3β ) 05  (11.90) 06  (15.79) 11 (13.75) 
(2) Main ( 2β ) 06 (14.28) 02 (5.26) 08 (10.00) 
(3) Any a ( 2β  or 3β ) 08 (19.04) 07 (18.42) 15 (18.75) 
(4) Overall b ( 32 ββ + ) 09 (21.43) 12 (31.58) 21 (26.25) 
___________________________________________________________________________________ 
 
Panel B: weekly data 
___________________________________________________________________________________ 
Asymmetry  Automobile Electronics Total 
___________________________________________________________________________________ 
 
(1) Sign asymmetry ( 3β ) 03  (7.14) 02  (5.26) 05 (6.25) 
(2) Main ( 2β ) 08 (19.05) 07 (18.42) 15 (18.75) 
(3) Any a ( 2β  or 3β ) 09 (21.43) 08 (21.05) 17 (21.25) 
(4) Overall b ( 432 ββ + ) 10 (23.81) 06 (15.79) 16 (20.00) 
___________________________________________________________________________________ 
a Significance of any type of exposure represented by coefficients 2β  or 3β ; b Significance of the 
combined coefficient ( 32 ββ + ); t-test is used to test null hypotheses 02 =β , 03 =β , 04 =β ; 
Wald test is used to test the null hypothesis 0)( 32 =+ ββ ; Selected threshold levels for magnitude 
asymmetry are 1% and 3% for daily and weekly data, respectively; Level of significance used is 5%; 
Figures within parentheses in Automobile, Electronics and Total columns show the significant number 
of cases as percentages of 42, 38 and 80, respectively.   
 
3.6.2.2 Overall impact of sign asymmetry 
In Model 2, the impact of incorporating asymmetries on exchange rate 
exposure coefficient is evaluated in terms of the combined coefficient )( 32 ββ + . 
Table 3.9 compares the results obtained from Model 2 (which accommodates sign 
asymmetry) and Model 3 (which does not take asymmetries into account). The 
numbers shown against Model 2 and Model 3 are the number of cases in which the 
null hypotheses of ( ) 032 =+ ββ and 02 =β  are rejected, respectively. In daily data 
sample, the significant number of cases increases from 20% (16 out of 80 firms) to 
26.65% (21 out of 80 firms) when the sign asymmetry is incorporated. However, the 
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weekly data sample in Panel B shows the opposite trend. When sign asymmetry is 
incorporated the number of significant cases decreases from 35% (28 out of 80 firms) 
to 20% (16 out of 80 cases).  
 
Table 3.9 
Exposure in terms of Model 1 and 2 
___________________________________________________________________________________ 
Model used      Automobile Electronics  Total 
___________________________________________________________________________________ 
 
Panel A: daily data 
 
Model 3 (without asymmetries)   06  (14.29) 10  (26.32) 16  (20.00) 
        
Model 2 (with sign asymmetry)   09  (21.43) 12  (31.58) 21  (26.25) 
 
 
Panel B: weekly data 
 
Model 3 (without asymmetries)    14  (33.33) 14  (36.84) 28  (35.00) 
        
Model 2 (with sign asymmetry)   10  (23.81) 06  (15.79) 16  (20.00) 
___________________________________________________________________________________ 
Exchange rate exposure without asymmetries and with asymmetries are assumed to be represented by 
02 ≠β  and 0)( 32 ≠+ ββ , respectively; t-test is used to check the null hypothesis 02 =β while 
Wald test is used to test the null hypotheses  ( ) 032 =+ ββ ; Level of significance used is 5%; 
Figures within parentheses in Automobile, Electronics and Total columns show the number of cases as 
percentages of 42, 38 and 80, respectively 
 
 
Again, Table 3.10 shows a pattern very similar to the one identified in Table 
3.6. When sign asymmetry is taken into account in terms of the coefficient 3β , always 
there exist a set of firms whose significant exposure remain unchanged, a set of firms 
whose exposure coefficients become insignificant and a set of firms whose exposure 
coefficients become significant (see Columns 2, 3 and 4 in Panels A and B). These 
results are not only consistent with the results obtained from Model 1, but also 
confirm our argument that the impact of incorporating asymmetries on exposure 




The relationship between the significance of exposure coefficients and incorporating sign 
asymmetry 
___________________________________________________________________________________ 
Sector  No. of   When asymmetries are taken into account  No. of 
significant  
  significant  _________________________________________ cases when  
  cases when no. of cases no. of cases no. of cases  asymmetries  
  asymmetries  that remains whose   whose   are taken  
  are neglected significant significance significance  into account 
      decays  improves 
  i.e. 02 ≠β  i.e.  i.e.  i.e.  i.e. 
  in Model 3 02 ≠β  and  02 ≠β  but  02 =β  but 0)( 32 ≠+ ββ  
    0)( 32 ≠+ ββ  0)( 32 =+ ββ  0)( 32 ≠+ ββ  in Model 2 
  (1)  (2)  (3)  (4)  (5) 
___________________________________________________________________________________ 
Panel A: daily data  
Automobile 06  03  03  06  09 
Electronics 10  06  04  06  12 
Total  16  09  07  12  21 
 
Panel B: weekly data  
Automobile 14  07  07  03  10 
Electronics 14  05  09  01  06 
Total   28  12  16  04  16 
___________________________________________________________________________________ 
Exchange rate exposure without asymmetries and with asymmetries are assumed to be represented by 
02 ≠β  and 0)( 32 ≠+ ββ , respectively; t-test is used to check the null hypothesis 02 =β while 




3.6.2.3 Tracing the sources of sign asymmetry 
Results from Model 2 can be used to trace the relevant sources of the sign 
asymmetry. Table 3.11 classifies the firms in both daily and weekly data samples 
based on the signs and the magnitudes of individual coefficients 2β  and 3β . A large 
percentage of firms in the sample does not show evidence for exchange rate exposure. 
It  is apparent that 65 (81.25%) firms in the daily data sample and 63 (78.25%) firms 
in the weekly data sample are not significantly exposed when exposure is measured in 
terms of the individual coefficients 2β  and 3β  (see row (vii)). 4 (5%) firms in daily 
data sample and 12 (15.00%) firms in the weekly data sample do not possess 
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asymmetries, even though they are significantly exposed (see rows (vi) and (viii)). 
Only a few firms  (13.75% in daily data sample and 6.25% in weekly data sample) 
show sign asymmetry and the main sources of the asymmetry of these firms are 
summarised in Table 3.12.  
 
Table 3.11 




Type of         Features  exporter/  Daily data                       Weekly data                       
Exposure   importer  Auto  Elect  Total  Auto Elect 
 Total 
___________________________________________________________________________________ 
(i) 02 >β ; 03 >β  Net exporters - - - - - - 
(ii) 02 =β ; 03 >β  Net exporters 02 05 07 - 01 01 
(iii) 02 <β ; 03 >β  Net importers - - - - - - 
23 ββ <    
(iv) 02 <β ; 03 >β  Net exporters 03 01 04 01 - 01
 23 ββ >   or importers   
 )( 322 βββ +>       
(v) 02 <β ; 03 >β  Net exporters - - - - - - 
23 ββ >   or importers 
)( 322 βββ +<  
(vi) 02 >β ; 03 =β  Net exporters 02 01 03 05 05 10 
(vii) 02 =β ; 03 =β  Net exporters 34 31 65 33 30 63 
    or importers 
(viii) 02 <β ; 03 =β  Net importers 01 - 01 01 01 02 
(ix) 02 >β , 03 <β  Net exporters - - - - - - 
23 ββ <  
(x) 02 >β , 03 <β  Net importers  - - - 01 01 02 
23 ββ >   or importers 
)( 322 βββ +>  
(xi) 02 >β , 03 <β  Net importers - - - - - - 
 23 ββ >   or importers 
)( 322 βββ +<     
(xii) 02 =β ; 03 <β  Net importers - - - 01 - 01 




Sources of sign asymmetry: a summary 
___________________________________________________________________________________ 
Type of  Net exporter/ Sources of Asymmetry   No. of firms  
Exposure Net importer      Daily              Weekly 
___________________________________________________________________________________ 
(ii)  Net exporter PTM with MSM (inelastic demand) 07  01 
    Hysterisis 
 
(iv)  Net exporter Inconclusive    04  01 
  or importer        
 
(x)  Net importer Inconclusive     00  02 
  or importer 
 
(xii)  Net importer PTM with MSM (inelastic or inelastic 00  01 
    demand) 
Hedging 
___________________________________________________________________________________ 
PTM – pricing-to-market; MSM – market share maximization; VC – volume constraints 
 
 
3.6.3 A comparison between the distributions of exposure and combined 
exposure coefficients 
Our sample consists of 80 firms and we have exposure and combined exposure 
coefficients obtained from three models (Model 1: )( 432 βββ ++ ; Model 2: 
)( 32 ββ + ; and Model 3: 2β ) for two return horizons (daily and weekly). As such, six 
distributions of exposure coefficients, size of each is 80, are available for further 
analysis. Although individual exposure and combined exposure coefficients have been 
examined in detail, nothing has been said about the distributions of these exposure 
coefficients yet. As the distribution of a coefficient may possess some more 
information than a single coefficient, comparing the distributions of coefficients may 




Descriptive statistics of exposure and combined exposure coefficient distributions 
___________________________________________________________________________________ 
    Daily     Weekly 
   _______________________ _______________________ 
   
2β  )( 32 ββ +  )( 432 βββ ++  2β  )( 32 ββ +  )( 432 βββ ++   
___________________________________________________________________________________ 
Mean     0.0178  0.0531  0.0448   0.0793  0.0807  0.0748 
Maximum   0.2051  0.2377  0.2843   0.7062  0.7719  1.0101 
Minimum  -0.1571 -0.2314 -0.1937  -0.3846 -0.4186 -1.0446 
Std. deviation   0.0707  0.1013  0.0956   0.1859  0.2411  0.3032 
Skewness   0.0545 -0.4411  0.0956   0.5636  0.4853 -0.1863 
Kurtosis    3.3088  3.0031  2.6982   3.9236  3.2396   5.1503 
Jarque-Bera statistic  0.35  2.59  0.51   7.08  3.33  15.88 
___________________________________________________________________________________ 
2β  is exposure coefficient from Model 3; )( 32 ββ +  is combined exposure coefficient from Model 2; 
)( 432 βββ ++  is combined exposure coefficient from Model1 
 
Table 3.13 reports the descriptive statistics of the distributions of three 
exposure and combined exposure coefficients. The mean values of weekly data 
coefficients are always higher than their daily data counterparts. This is consistent 
with the previous findings that exposure coefficients tend to increase as the return 
horizon expands. Among the daily data coefficients, mean values of both combined 
coefficients are greater than the mean value of the exposure coefficient whereas this is 
not the pattern among the weekly data coefficients. Maximum and minimum values 
for daily data sample are 0.28 and -0.23, respectively. The relevant values for weekly 
data sample are 1.01 and -1.04. The standard deviation of weekly data coefficients is 
always greater than the standard deviation of their daily data counterparts. Moreover, 
as both daily and weekly cases commonly display, the standard deviation of combined 
exposure coefficients are always greater than the standard deviation of the 






Correlation between exposure and combined exposure coefficients 
__________________________________________________________________ 
Correlation between   Daily data  Weekly data 
__________________________________________________________________ 
2β  and )( 432 βββ ++   0.7231*   0.6705* 
    (9.24)   (5.92) 
2β  and )( 32 ββ +    0.7505*   0.8113* 
    (10.03)   (12.25) 
)( 432 βββ ++  and )( 32 ββ +    0.9005*   0.8575* 
(18.29) (14.72) 
__________________________________________________________________ 
2β  is exposure coefficient from Model 3; )( 32 ββ +  is combined exposure 
coefficient from Model 2; )( 432 βββ ++  is combined exposure coefficient 
from Model 1;Values in parenthesis are relevant t statistics; *  significant at 
the 5% level.    
 
Table 3.14 displays the correlation coefficients between various exposure 
coefficients. It is clear that the combined exposure coefficients that include the 
information about asymmetries show a systematic and significant relationship with 
the exposure coefficients which do not include such information. These correlations 
are extremely important in the sense that no correlation between the two sets of 
coefficients might have forced us to think that the combined coefficients are not 
reliable as they are not related to the exposure coefficients at all. On the other hand, 
based on the fact that they are correlated but not identical, we argue that combined 
exposure coefficients may provide a more accurate measure of exposure as they 
incorporate information on asymmetric exposure. 
 
3.6.4 Diagnostics 
 Appendix 3.A reports the diagnostic test results for all 80 firms. Ljung-Box 
statistics for the standardized residuals and squared standardized residuals from 
Model 1 are recorded in last two columns. A careful look at the results reveals that the 
suggested model adequately captures linear and non linear dependencies. This 
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guarantees the precision of the exchange rate exposure parameters obtained. To the 
best of our knowledge, no other study that focuses on exposure asymmetries (either at 




Using the conventional exposure equation augmented with two dummy 
variables and a simple GARCH(1,1) structure, this essay makes an attempt to capture 
the impacts of incorporating sign and magnitude asymmetries of exchange rate 
exposure.    
There are a few important findings. First, we show that measuring overall 
impact of asymmetries in terms of combined coefficient )( 432 βββ ++  is as 
important as measuring the individual components of asymmetries represented by 2β , 
3β and 4β . This is mainly due to the fact that the presence/absence of the latter does 
not necessarily guarantee the presence/absence of the former. We observe that the 
individual coefficients sometimes offset one another leaving an insignificant overall 
impact. There are also cases in which the individual coefficients reinforce the impact 
of one another, thus making the overall impact significant. As such, it is not 
appropriate to make generalizations like “taking asymmetries into account always 
leads to large/significant exposure coefficients or small/insignificant exposure 
coefficients”. Our empirical findings reveal that this can occur in either direction. 
Results from Model 1 and 2 show that this argument holds when both sign and 
magnitude asymmetries or only sign asymmetry are/is incorporated. We conjecture 
that whether the exposure increases or decreases as a result of accommodating 
                                                 
47 The studies reviewed in Section 3.3 are examples. 
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asymmetries may be dependent on the sources of asymmetries and in what 
proportions a firm is engaged in those sources.  
Second, as their sources are largely related to each other, in modelling them, 
sign and magnitude asymmetries must be taken into account together. Third, both sign 
and magnitude asymmetries may work in either direction. The study also provides an 
explanation for the case in which firms are more exposed during small changes in the 
exchange rate. Fourth, we cite empirical evidence for the existence of sign and 
magnitude asymmetries of exchange rate exposure among the firms in the two 
Japanese industrial sectors selected. Fifth, although the exposure coefficients and 
combined exposure coefficients are significantly correlated, they are not identical. 
This suggests that combined exposure coefficients are more accurate measures of 
exchange rate exposure as they include information on asymmetries. Finally, as the 
model diagnostics reveal, suggested model adequately captures all linear and non-
linear dependencies, thus generating more precise exchange rate exposure parameters.   
The findings of this essay emphasises that the exposure coefficients estimated 
by the models that do not capture sign and magnitude asymmetries may seriously 












Multi-Elements of Exchange Rate Exposure:  
Evidence from Japanese Industrial Sectors 
 
4.1 Introduction 
As pointed out in previous chapters, in literature, exchange rate exposure is 
usually measured with the help of an augmented market model. Mostly, OLS or SUR 
estimation methods are employed. In some studies, mean equation is augmented by a 
GARCH structure for the precision of the estimates and the estimation is carried out 
using maximum likelihood or quasi-maximum likelihood methods. Irrespective of the 
method of estimation, a common feature of the studies that use the augmented market 
model framework is that they confine the measurement of exchange rate exposure to a 
single coefficient that states the sensitivity of stock returns (firm value) to the changes 
in exchange rates. In defining exchange rate exposure coefficient, Adler and Dumas 
(1984) state that exposure coeffcient is “a single comprehensive measure that 
summarizes the sensitivity of whole firm, as of a given future date, to all the various 
ways in which exchange rate changes can affect it” (my italics)48. The implicit 
assumption, on which this statement is based, is that the variances of both returns and 
exchange rate changes are time-invariant. However, in the presence of time-varying 
or dynamic conditional variances, one can emphasize the necessity of rethinking the 
empirical definition of exchange rate exposure implied by that statement by raising 
the following question: is exposure coefficient a sufficient measure of “all the various 
ways in which exchange rate changes can affect” a firm’s future operating cash 
                                                 
48 See Chapter 2 for details. 
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flows? The answer to such a question is not that straightforward and yet to be verified 




















(a) Sensitivity of stock returns to exchange rate changes (first moment exchange rate 
exposure of returns) 
(b) Sensitivity of stock returns to the volatility of exchange rate changes (second moment 
exchange rate exposure of returns) 
(c) Sensitivity of the conditional variance of returns to the volatility of exchange rate 
changes (exchange rate exposure of conditional variance) 
(d) Dynamic conditional correlation between stock returns and exchange rate changes 
 
Figure 4.1 
Multi-elements of exchange rate exposure 
 
Figure 4.1 shows a number of routes along which the returns on an individual 
stock can be exposed to exchange rates when variances of and the correlation between 
returns and exchange rate changes are assumed to be time-varying. First, as 
represented by (a), the returns of a certain stock may be directly or indirectly exposed 
to the exchange rate changes (exposure of returns to the first moment of exchange rate 
changes). Second, as indicated by (b), returns may also be exposed to the volatility of 

















Other firms with 
which it has 
linkages
 95
exchange rate changes (exposure of returns to the second moment of exchange rate 
changes). In addition to its responsiveness to exchange rate changes, profits of a firm 
may be sensitive to the degree of fluctuations of exchange rates as well. If this degree 
of fluctuations is time-varying, firms may respond to it by changing markets for both 
inputs and outputs, locations of production and hedging strategies. Third, the 
conditional variance of returns can also be exposed to the volatility of exchange rate 
changes and this is indicated by (c). Even if the relationship (b) is absent, as long as 
the conditional variances of returns are exposed to volatility of exchange rate changes 
and the returns are sensitive to its own volatility as represented by (e), there may be 
an indirect impact of exchange rate volatility on returns. In simple terms, the degree 
of fluctuations of exchange rates may have an impact on the degree of fluctuations of 
a firm’s profits. This may force the firm to rethink and change its current strategies, 
which may in turn lead to changes in its profitability. Finally, (d) indicates the time-
varying conditional correlation between returns and exchange rate changes, which 
implies that the intensity of exchange rate exposure of firms is likely to vary over 
time.  
In this essay, we use a bivariate GARCH-type model to investigate the 
aforementioned four elements of exchange rate exposure. To the best of our 
knowledge, this is the first study in the exposure literature that makes an attempt to 
capture those multi-elements of exchange rate exposure together. The study cites 
evidence for the presence of all these multi-elements of exchange rate exposure in a 
sample of Japanese industrial sectors49. Interestingly, there are cases which are not 
exposed in terms of the conventional measure (exposure coefficient), but significantly 
exposed to currency risk through the “other” avenues indicated in Figure 4.1. The 
                                                 
49 See Sub-section 2.1.8 in Chapter 2 for the reasons behind the selection of Japanese sectors for the 
study. 
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results also support the notion that exchange rate exposure can be averaged out when 
highly aggregated indexes are employed.   
The rest of this essay is organized as follows. Section 4.2 reviews the 
theoretical and empirical evidence for multi-elements of exchange rate exposure. 
Section 4.3 elaborates on the model used to measure the multi-elements of exchange 
rate exposure. Section 4.4 describes the data. Section 4.5 reports the empirical 
findings. It consists of a discussion of the exposure of the selected Japanese industrial 
sectors, some simulations based on results obtained from the model, a comparison 
between the results obtained from normal- and t-distribution based models and a brief 
note on the concept of “averaged-out exposure”. Concluding remarks are contained in 
Section 4.6.  
 
4.2 Theoretical and Empirical Evidence for Multi-Elements of Exchange Rate 
Exposure 
One can look into the literature on international trade and finance for 
theoretical and empirical evidence in support of these various elements of exchange 
rate exposure. This section briefly outlines some of those sources for each element in 
question.  
 
4.2.1 First moment exchange rate exposure of returns  
The first moment exchange rate exposure is thoroughly discussed in the 
literature during the last two decades. This element of exposure is mainly represented 
by the direct impact of exchange rate changes on the profits of the firms that are 
directly engaged in foreign currency denominated transactions. In addition, it includes 
the indirect impact of exchange rate changes on firms’ profits that can occur through 
their linkages with directly exposed firms. Such indirect impacts may come into being 
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when a firm provides inputs to directly exposed firms, acts as an import competitor in 
the domestic market or uses internationally priced inputs, even if it does not have 
foreign currency denominated transactions in its accounts (Adler and Dumas, 1984; 
Bodnar and Gentry, 1993). Among many others, Allayannis (1997), Bartov and 
Bodnar (1993), Bodnar and Wong (2003), Dominguez and Tesar (2006) and Jorion 
(1990) also investigate this element of exchange rate exposure at either firm or 
industry level50.  
 
4.2.2 Second moment exchange rate exposure of returns 
Koutmos and Martin (2003b) was the first (and only) study to examine the 
second moment exchange rate exposure. Using a less reliable two-stage estimation 
procedure carried out with two univariate models, the study cites evidence for second 
moment exchange rate exposure of a number of US sectors to five different exchange 
rates.  
Exchange rate volatility can mainly affect the profits of firms through its 
impact on firms’ international trade activities. Though there is no consensus on the 
direction of the impact, in the literature on international trade, there are a number of 
attempts to explain the trade and exchange rate risk relationship from firms’ point of 
view. Clarke (1973) and Hooper and Kohlhagen (1978) present theoretical models in 
which risk averse producers reduce trade during high exchange rate volatility periods. 
Both studies justify the adverse effect on trade suggesting that, though profits 
decrease as a result, export cuts would increase the utility of producers due to their 
risk averse character. De Grauwe (1989) argues that this adverse effect of exchange 
rate risk appearing in Hooper and Kohlhagen (1978) is a direct result of the 
                                                 
50 The reader is referred to Chapter 2 for a review of the studies that discuss this particular element of 
exposure. 
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restrictions imposed in the utility function used. More specifically, it is due to the 
assumption of constant absolute risk aversion which usually eliminates the income 
effect of risk. What matters mostly, according to De Grauwe, is the degree of risk 
aversion which determines the convexity properties of the utility function, but not 
merely the risk averseness. If a certain producer is slightly risk averse, then one can 
expect the results suggested by Clarke (1973) and Hooper and Kolhagen (1978). 
However, if the producer is highly risk averse, then he may worry about the worst 
possible outcome and the income effect is most likely to dominate the substitution 
effect. As a result, he may export more in order to avoid heavy revenue losses that he 
expects the exchange rate risk to bring about.  
Hysteretic models of trade, in which exporting firms are viewed as holders of 
options to exit or enter export markets, also have implications towards the relationship 
between exports and exchange rate volatility. According to these models, the decision 
to enter or exit international markets is based not only on the relevant explicit fixed 
and variable costs, but also on the cost of exercising the option. The higher the 
volatility, the higher the possibility that the exchange rates will be favorable and 
hence the higher the value of keeping the option unexercised. This widens the “range 
of no change” within which the firm adopts a “wait and see” policy irrespective of the 
status of their profits. The resulting inertia in entry and exit decisions suggests that 
profitability of firms is affected by the volatility in foreign exchange markets. Various 
versions of hysteretic models of trade are developed in Dixit (1989), Krugman (1989), 
Baldwin and Krugman (1989), Franke (1991) and Sercu and Vanhulle (1992).  
In addition to these theoretical attempts51, there are several studies that 
analyze the empirical relationship between exchange rate risk and exports. For 
                                                 
51 Strictly speaking, some of these theoretical studies also look into the empirical relationship between 
trade and exchange rate volatility. 
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instance, Fang and Thompson (2004) report a negative relationship between real 
exchange rate risk and export revenue in Taiwan. Fang, Lai and Miller (2005) cite 
evidence for either negative or positive impact of real exchange rate risk on the export 
performance for a sample of eight East Asian economies. In addition, they find that 
the impact of exchange rate risk on export performance in all economies is 
asymmetric between appreciations and depreciations. Meanwhile, for a sample of five 
developed economies, Kroner and Lastrapes (1993) find that nominal exchange rate 
risk exert significant impact on both volume and prices of exports.  
Moreover, high volatility in foreign exchange markets may motivate the firms 
to hedge against currency risk, thus affecting the profits through increased hedging 
costs (Koutmos and Martin, 2003). The impact of currency risk on profits may also be 
due to the positive relationship between the currency risk and the prices of hedging 
instruments. For instance, due to the inherent leverage effects, the price of an option 
increases convexly with the expectation for a currency’s volatility (Entorf and Jamin, 
2003). 
The type of relationships represented by (b) can be viewed from asset holders’ 
viewpoint as well. To this end, it is worth quoting Engle et al. (1987) at length. 
Referring to the sensitivity of expected returns on an asset to volatility of returns, they 
argue that “[a]s the degree of uncertainty in asset returns varies over time, the 
compensation required by risk averse economic agents for holding these assets, must 
also be varying. Time series models of asset prices must therefore both measure risk 
and its movement over time, and include it as a determinant of price. Any increase in 
the expected rate of return of an asset as it becomes more risky will be identified as a 
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risk premium” 52. The sign and the magnitude of the parameter associated with the 
GARCH-M term depend on investor’s utility function and the supply conditions of 
the asset.  
 
4.2.3 Exchange rate exposure of conditional volatility of returns 
Using a meteorological analogy to explain the interdependence between the 
volatility in two geographically separated markets, Engle et al. (1990) suggest that 
volatility is more likely to be “a meteor shower which rains down on the earth as it 
turns”. A number of studies show that meteor shower effect can occur between 
markets for different assets. The presence of such effects from foreign exchange 
markets to equity markets may be due to the fact that “exchange rate news may reflect 
macroeconomic news, such as trade balance news, real interest rate news, and 
inflation or expected inflation news” (Apergis and Resitis, 2001). 
Bodart and Redding (1999) includes some indirect implications of this 
relationship. They evaluate how the type of exchange rate regime and hence the 
variability of exchange rate may affect the volatility spillovers and correlations among 
stock markets. Bartov et al. (1996) examine the relationship between the variability in 
exchange rate and stock return volatility. Decomposing this relation into systematic 
and diversifiable risk components, they argue that variability in exchange rates may 
influence both systematic and diversifiable component of risk. As some studies point 
out, exchange rate exposure of the conditional variance is a vital piece of information 
for both investors and firms as positive volatility spillovers from foreign exchange 
markets to stock returns may affect the gains from international portfolio 
                                                 
52 Engle et al. (1987) refer to the impact of own volatility on returns represented by an own GARCH-M 
term rather than the impact of volatility of another variable (like exchange rate changes as we consider 
here) represented by a cross GARCH-M term. However, the argument favours the inclusion of a cross 
GARCH-M term as well. 
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diversification. Such spillovers may increase the non-systematic residual international 
portfolio risk faced by international investors (Apergis and Resitis, 2001; Kanas, 
2000). 
Employing a bivariate GARCH model, Apergis and Rezitis (2001) investigate 
the volatility spillovers between London (New York) foreign exchange market and 
New York (London) equity market. They conclude that conditional variances of 
returns in the sample are significantly exposed to the volatility in exchange rates, 
though the reverse is not the case. Kanas (2000) goes one step further by employing 
an asymmetric model for a similar type of task and examines the volatility spillovers 
between six equity and foreign exchange markets. No significantly exposed cases are 
reported. Yang and Doong (2004) examine both mean and volatility spillovers 
between stock and foreign exchange markets in a sample of seven countries. They 
also find weak evidence for exposed conditional variances of returns to exchange rate 
volatility53. 
If a certain stock’s returns are also sensitive to its own volatility as shown by 
(e) in Figure 4.1, exposure of the conditional variance of returns to the exchange rate 
volatility is likely to have an indirect but somewhat persistent impact on returns. 
Elyasiani and Mansur (1998) suggest a similar type of indirect relationship between 
the stock returns and interest rate risk. In their study, interest rate volatility is assumed 
to affect the volatility of stock returns which, in turn, influences the returns. Formally, 
conditional variance equation captures interest rate volatility through a cross ARCH 
term and the equation for stock returns includes an own GARCH-M term.  
 
                                                 
53 Since Apergis and Rezitis (2001), Kanas (2000) and Yang and Doong (2004) are basically interested 
in estimating the volatility spillovers between stock and foreign exchange markets, they do not 
explicitly use the term exchange rate exposure.   
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4.2.4 Dynamic conditional correlation between returns and exchange rate 
changes 
Kanas (2000) and Yang and Doong (2004), whose main objective was to 
analyze the volatility and/or mean spillovers, estimate the constant conditional 
correlation between equity and foreign exchange markets in a sample of countries. 
The former study cites somewhat strong evidence for the correlation between the two 
markets in almost all the countries in the sample.   
To date, no study analyzes the dynamic conditional correlation between stock 
returns and exchange rate changes. However, one can focus on the implications of 
some relevant theoretical work towards this relationship. For instance, hysteretic 
models of trade suggest that firms that hold an “option” to enter or quit the relevant 
international market come to a status of inertia during high exchange rate volatility 
periods. This also implies that the correlation between profitability and exchange rate 
changes may be weak during such periods. On the other hand, the correlation may 
improve during low volatility periods. The inevitable result is that the intensity of 
exposure of such firms may vary over time depending on the degree of volatility in 
foreign exchange markets.  
The relevant studies cited above54 and the elements of exchange rate exposure 
that the each of those studies investigates are summarized in Table 4.1, which clearly 







                                                 
54 Though they are not directly relevant here, it is worth naming a few studies that add some new 
dimensions to Adler and Dumas’ (1984) conventional exposure coefficient. For instance, Allayannis 
and Ihrig (2001) incorporate the role of mark-ups while Bodnar et al. (2002) focus on pass-through.   
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Table 4.1 
Various elements of exchange rate exposure investigated by previous studies: a summary 
___________________________________________________________________ 
Study           Elements of exchange rate exposure investigated  
                            __________________________________________________ 
    (a)  (b)  (c)  (d) 
________________________________________________________________________________ 
 
Allayannis (1997)  √  –  –  – 
Bodnar and Gentry (1993)  √  –  –  – 
Kanas (2000)   –  √  –  √§ 
Apergis and Rezitis (2001) –  √  –  – 
Koutmos and Martin (2003b) √  –   √  – 
Yang and Doong (2004)  √  √  –  √§ 
________________________________________________________________________________ 
√  indicates that the relevant element is addressed by the study; Reader is referred to Figure 
4.1, for definitions of various elements of exchange rate exposure (a), (b), (c) and (d); § Both 
studies examine the constant conditional correlation between stock returns and exchange rate 
changes. 
 
4.3 Measuring Multi-Elements of Exchange Rate Exposure  
We begin task of accommodating the aforementioned four elements of exchange 
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where tir ,  is returns on sectoral index i (or sectoral returns) at time t; tmr ,  is returns on 
market index (or market returns) at time t ; txr , is the log difference in exchange rate 
(or change in exchange rate) at time t; 1, −txh  is the time-varying variance (or volatility) 
of exchange rate changes in period t-1.  
Since there are no feedback effects, at first glance, Equations 4.1 and 4.2 seem 
to form a recursive model, suggesting that the parameters can be estimated 
straightaway. However, for a system of equations is to be recursive, the absence of 
contemporaneous correlation among equations (more specifically, the variance-
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covariance matrix of residuals must be diagonal) is a vital assumption. Since the four 
elements that are examined in this study include the conditional correlation between 
exchange rate changes and sectoral returns, we do not consider these two equations as 
a recursive model. Instead, taking Equations 4.1 and 4.2 as the relevant structural 
equations, we turn to vector autoregressive (VAR) modeling. 
As commonly acknowledged in the exposure literature, sectoral returns in 
Equation 4.1 are dependent on contemporaneous market returns and exchange rate 
changes. Following Bartov and Bodnar (1994) and others, we assume that past 
exchange rate changes also have a strong impact on stock returns. As Bartov et al. 
(1996) put it “characterizing the exposures of firms on a timely basis may be difficult 
for the investors due to complexities associated with their determination. Without 
extensive knowledge of international pricing policies, strategic responses to exchange 
rate changes, foreign currency positions, or firm operations, investors may wait for 
the firm to release information about its actual performance before they adjust firm 
value in response to past exchange rate changes, resulting in a delayed rather than a 
contemporaneous relation”.  As such, a series of lagged exchange rate changes are 
included in mean Equation 4.1. In order to capture the exposure of sectoral returns to 
the volatility changes in foreign exchange market, we include the cross GARCH-M 
term ( ) 211, −txh .  
Exchange rate changes are assumed to be dependent only on own lag terms. 
Contrary to the common tradition in VAR models, we do not include sectoral returns 
as an explanatory variable in Equation 4.2 for two reasons: First, since a sector is 
sufficiently small as compared to the whole economy, it can be safely assumed that 
the exchange rates are almost entirely dependent on the activities in the rest of the 
economy (Bodner and Gentry, 1993). As such, exchange rate may be considered as an 
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exogenous factor for the returns on a particular sector which are often not strong 
enough to affect the exchange rate. Second, within the sample selected, none of the 
sectoral return series Granger-causes exchange rate changes. The inclusion of market 
returns in Equation 4.1 is not at odds with orthodox VAR spirit and many studies 
include exogenous variables in a VAR system of equations. Though the “stock-
oriented approach” to exchange rate determination gives some theoretical support for 
the inclusion of market returns in Equation 4.2, it was not included for some empirical 
reasons. For the sample period selected, market returns do not Granger cause 
exchange rate changes. Also, as preliminary regressions revealed, coefficient of 
market returns is insignificant in all the cases. 
The corresponding reduced forms from the structural Equations 4.1 and 4.2 
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where 000 φδδ xa += ; jxxjxjxa −−− += φδδ  for pj ,...2,1= ; txtxtiti ,,,, ξδξε += ; 
mma δ= ; kikia −− = δ  for qk ,...2,1= ; gga δ= ; 00 φ=b ; lxlxb −− = φ  for sl ,...2,1= ; 
txtx ,, ξε = . 
 
As a residual analysis based on the Ljung-Box statistic reveals, the optimal lag 
orders for both p and s  are 1. However, the optimal value for q  varies across sectors 
within the range 1 and 3. These findings allow us to simplify Equations 4.3a and 4.4a 
into 4.3b and 4.4b. Assuming that the residuals from Equations 4.3b and 4.4b are 
conditionally t-distributed and follow GARCH processes, we suggest a restricted 
time-varying conditional correlation VAR-GJR-GARCH(1,1)-M model represented 
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by Equations 4.3b through 4.9 to capture the multi-elements of exchange rate 










−−−−−    (4.3b) 
txtxxtx rbbr ,1,10, ε++= −−        (4.4b) 
2
1−= ttt Hz ε          (4.5) 













1,, −−−− +++= txxtxtxxtxxxtx hdh βεγεαω      (4.7) 
( ) 21,,,, txtitixtix hhh ρ=         (4.8) 
( ) 121,121, 1 −− ++−−= ttixixtix ψθρθρθθρ      (4.9) 
 
where 1| −tt Iε  denotes the 2 x 1 vector of random shocks at time t given all available 
information at time (t – 1). It is assumed to follow a bivariate t-distribution with ν  
degrees of freedom, 0 mean and conditional variance tH , which is a 2 x 2 variance-
covariance matrix. For each sector, the main diagonal elements of tH  are the 
conditional variances of sectoral returns and changes in exchange rate, represented by 
tih ,  and txh , , respectively. The two conditional variances are assumed to follow GJR-
GARCH(1,1) structure given by the Equations 4.6 and 4.7. 11, =−tud , if  01, <−tuε   
and zero otherwise for xiu ,= . Finally, tz  denotes the standardized errors which are 
assumed to be independently and identically distributed with mean 0 and variance 1.  
Note that the coefficient 1−xa  in Equation 4.3b measures the first moment 
exchange rate exposure and is conventionally known as the exchange rate exposure 
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coefficient/beta. Given that the exchange rate is expressed as local currency price of 
foreign currency, a significant and positive coefficient implies that sectoral returns 
increase with the depreciation of yen. This can be expected for a sector that is 
dominated by exporting firms.  
Coefficient ga  in Equation 4.3b measures the second moment exchange rate 
exposure. A negative sign would imply that trade flows are adversely affected by 
exchange rate volatility which, in turn, may have an adverse impact on firms’ profits 
(for instance, exchange rate volatility may reduce the trade volume and profits of an 
exporter). A negative sign may also imply that increase in exchange rate volatility will 
reduce firm’s profits through higher hedging costs.  
Equation 4.6 is the variance equation for the residuals from the mean equation 
4.3b. ARCH and GARCH terms, iα  and iβ  respectively, included in Equation 4.6 are 
of order 1. To obtain efficient estimates, the possible asymmetry in sectoral returns is 
incorporated through the GJR term55, coefficient of which is iγ . Note that the 
Equation 4.6 is slightly different from a conventional GJR-type variance equation. In 
order to measure the exchange rate exposure of the variance of sectoral returns, a 
cross ARCH term is included in the variance equation and its impact on sectoral 
volatility is estimated by the coefficient ixα . Volatility of stock returns can be 
exposed to the volatility changes in foreign exchange markets when the news 
originating in the latter and the resultant changes in expectations spill over to the 
former. A significant and positive ixα  suggests that an increase in volatility in 
exchange rates may increase the volatility of sectoral returns.  
To capture the asymmetric exchange rate exposure of the second moment, we 
also include a cross GJR term in the variance Equation 4.6. A negative and 
                                                 
55 See Sub-section 2.2.1 in Chapter 2 for details of GJR specification. 
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statistically significant ixγ  implies that the volatility increase in sectoral returns 
caused by a depreciation of yen is greater than that caused by an appreciation of the 
same magnitude. However, in literature, there is no consensus on whether 
depreciation is good news or bad news in stock markets. Based on their empirical 
findings, Ma and Kao (1990) argue that stock prices may be adversely affected by 
news of appreciation in an export-dominant economy whereas the opposite is the case 
for an import-dominant economy. Nevertheless, there is a view that depreciation may 
be some bad news for all participants in the stock markets irrespective of whether they 
invest in the shares of an exporting firm or importing firm. This is because 
depreciation may bring about an element of uncertainty as well. “[H]owever small the 
devaluation may be, it can also signal the imminent arrival of larger and persistent 
depreciations” (Maghrebi et al., 2004).  
Equation 4.7 is the variance equation for the residuals from the mean Equation 
4.4b. It is assumed to follow a GARCH(1,1) process. In order to improve the 
precision of the estimates, the asymmetry of exchange rate volatility is also taken into 
account. As can be observed in summary statistics in Section 4.4, exchange rate 
changes are highly negatively skewed and hence the inclusion of GJR term in 
Equation 4.7. The estimated values of xγ  are statistically significant, if the volatility 
associated with exchange rate changes is asymmetric. 
Following Tse and Tsui (2002), we assume that the conditional correlation 
between sectoral returns and exchange rate changes is time-varying and is 
characterized by a weighted average of time invariant component ( ixρ ), its own past 
( 1, −tixρ ) the sample correlation between the standardized errors during the recent past 
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( 1, −tixψ )56. As such, the covariance between sectoral returns and exchange rate changes 
is given by the time-varying conditional correlation coefficient ( tix,ρ ) times the 
respective standard errors (see Equations 4.8 and 4.9). Since the time-varying 
conditional correlation version may face convergence problems, we also estimate the 
constant conditional correlation counterpart of the model, in which Equation 4.9 
becomes inapplicable57.  
The proposed bivariate GARCH-type model is able to capture the multi-
elements of exchange rate exposure indicated in Figure 4.1. This model is a largely 
restricted and an asymmetric version of VAR-GARCH(p,q)-M model suggested by 
Polasek and Ren (2001), a study which generalizes the univariate ARCH-M model 
originally suggested by Engle et al. (1987) to a multivariate setting. 
Assuming that the standardized residuals of the suggested bivariate model are 
t-distributed, the conditional log-likelihood of residual vector tε  at time t can be 
defined as follows:  
 

























εενυπννθ ttttt HHl  
 
where θ  is the vector of parameters to be estimated; (.)Γ  is the Gamma function. 
Since tttt DRDH = , the above equation can be simplified as follows: 
 











⎛ +Γ= υπννθl                   














ν ttt zRz  (4.10) 
                                                 
56 See Sub-section 2.2.2 in Chapter 2 for details of the Tse and Tsui (2002) model. 
57 See Sub-section 2.2.2 in Chapter 2 for details of the constant conditional correlation model. 
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where tD is the 2 x 2 diagonal matrix whose diagonal elements are 2
1
,tih  and 2
1
,txh ; R  is 
the 2 x 2 time-varying correlation matrix whose diagonal elements consist of ones and 
off-diagonal elements are represented by tix,ρ 58. When the normal distribution 
counterpart of the suggested bivariate model is estimated, the conditional log-
likelihood of residual vector tε  at time t is assumed to be the following:  
 





1 −′−−−=l        







1 −′−−−−= π     (4.11) 
 
The log-likelihood function of the sample is obtained as ( ) ( )∑ == Tt tL 1 θθ l , 
where T  is the number of observations. The parameter vector θ  of the bivariate GJR-
GARCH-M model is estimated by maximizing L  with respect to θ . All estimates of 
the parameters in this paper are obtained by the method of maximum likelihood using 
programs coded in GAUSS. 
 
4.4 Data and Preliminary Analysis 
Our data set consists of sixteen sectors of the Japanese economy during the 
period from 01.06.1992 to 29.12.2000. As such, the sample contains 2240 
observations. The choice is based on availability of data59. In selecting the sectoral 
returns, we focus on level 04 industrial classification, which is based on FTSE 
actuaries system, available in Datastream60. It comprises 39 sectors. However, we 
                                                 
58 In constant conditional correlation models, 
tR  and tix ,ρ  must be replaced with their respective time-
invariant counterparts R and  ixρ . 
59 Our initial attempt to extend the study to two more Asia-Pacific countries, namely Australia and 
Taiwan, was hindered by the limited availability of sectoral data. 
60 Sectoral indexes included in both level 02 that comprises only 4 sectors and level 03 that comprises 
only 9 sectors were assumed to be too aggregated in nature to test for possible exposure to exchange 
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deliberately selected 16 sectors which were possibly exposed to exchange rate 
changes so as to exclude those obviously insignificant cases. The selected sectors 
include automobile and parts (A&P), banks (B), chemicals (C), construction and 
building materials (C&BM), diversified industries (DI), electrical and electronic 
equipment (E&EE), engineering and machinery (E&M), household goods and textiles 
(HH&T), information technology and hardware (IT&H), leisure and hotels (L&H), oil 
and gas (O&G), personal care and household products (PC&H), pharmaceuticals and 
biotechnology (P&B), software and computer services (S&CS), steel and other metals 
(S&OM), and telecom (T), respectively. Market portfolio is assumed to be 
represented by Nikkei 225, the overall stock index in Japan. All sectoral returns and 
market returns are expressed in local currency. 
A trade-weighted exchange rate of yen, the base year of which is 1990, is used 
to measure the exchange rate changes. The source of the exchange rate is the Bank of 
England and the data is extracted from Datastream. The rate is expressed as local 
currency price of foreign currency: i.e. an increase in the index indicates depreciation 
of local currency. Following most of the previous studies, changes in nominal 
exchange rate have been used. During the selected sample period, on average, yen 
appreciated by 21.43%. The sample period includes three main phases: appreciation 
of yen by 38% between August 1992 and April 1995; depreciation of yen by 65% 
between April 1995 and August 1998; appreciation of yen by 34% between August 
1998 and September 2000. Inclusion of these gradual long-term trends occurred in 
both directions is assumed to give unbiased results as compared to a sample period 
which consists of a single trend in only one direction. Continuously compounded 
daily returns and exchange rate changes are calculated as follows:  
                                                                                                                                            
rate changes. On the other hand, in order to keep the study within a manageable range, we did not use 












Rr   mxiu ,,=     (4.12) 
 
where tuR ,  and 1, −tuR  are the closing values of stock prices/exchange rates for the 
trading days t and t-1 respectively.  
Table 4.2 displays the summary statistics of all sectoral return series. Seven 
out of fourteen sectors are positively skewed. All series display the feature of 
leptokurtosis. Jarque-Bera statistic is highly significant in all fourteen cases. Standard 
deviations range from 1.22 in electrical and electronic equipment to 2.06 in software 
and computer services. The Ljung-Box statistic of returns for 20 lags indicates that 
linear dependencies exist in every series. The results of the runs test also imply the 
existence of linear dependencies. The Ljung-Box statistic of squared returns for 20 
lags cites evidence for non-linear dependence. Linear dependencies may be due to 
market inefficiencies and non-linear dependencies may be due to autoregressive 
heteroskedasticity (Kanas, 2000). Table 4.3 depicts the summary statistics for 
exchange rate and market returns. It can be observed that the exchange rate series is 
highly negatively skewed. The Jarque-Bera statistic is highly significant in both cases, 
suggesting the non-normality of the relevant distributions. Non-normality associated 
with all financial time series used in this study is assumed to be taken care of by the 
use of t distribution-based regressions. Results of Augmented Dickey-Fuller statistic 
in Tables 4.2 and 4.3 show that all stock indexes and the exchange rate used are not 
stationary, though returns and the exchange rate changes (the first differenced series 






Preliminary statistics of sectoral returns 
___________________________________________________________________________________________________________________________________ 
Sector  A&P B C C&M DI E&E E&M HH&T IT&H L&H O&G PC&H P&B S&CS S&OM T 
___________________________________________________________________________________________________________________________________ 
Mean  0.0232 -0.0233 -0.0035 -0.0333 0.0176 0.0197 -0.1301 0.0096 0.0359 0.0162 -0.0323 0.0213 0.0289 0.0614 -0.0367 0.0284 
Maximum 9.3574 10.7884 8.3060 9.5442 12.2568 7.0290 6.6456 6.2798 9.4960 8.6112 11.0045 5.7487 9.2439 14.5879 10.4532 11.9031 
Minimum -9.3680 -9.7340 -6.4607 -7.4895 -7.1448 -6.3572 -7.4734 -8.1787 -7.7137 -10.0449 -10.4589 -5.8682 -4.4810 -10.8411 -7.2041 -11.5578 
S D  1.3832 1.6228 1.3298 1.2744 1.7504 1.2285 1.2441 1.3696 1.5712 1.4810 1.6440 1.1692 1.0863 2.0631 1.5686 2.0183 
Skewness  0.0643 0.7146 0.2045 0.6663 0.4379 0.0150 0.0424 -0.0627 0.0887 0.0641 0.1817 0.1113 0.3903 0.0412 0.5998 0.2545 
Kurtosis  6.9657 9.0973 6.8230 8.6346 6.5645 5.9163 6.2023 6.7550 5.9194 7.5852 6.8827 5.3942 7.1528 7.5041 7.2939 7.7830 
Jarque-Bera stat 1469.39 3660.45 1379.69 3128.97 1257.48 793.86 957.79 1317.51 798.41 1963.79 1419.36 539.63 1666.44 1894.11 1855.10 2159.38 
 
Q (20)  46.76 72.03 26.16 50.40 31.68 69.37 36.96 53.00 111.92 60.91 28.44 23.99 23.94 277.01 62.82 64.48 
 
Q2 (20)  774.19 344.20 587.11 495 79 293.29 358.87 412.70 900.08 623.27 933.73 595.27 280.67 349.45 2010.50 463.97 397.68 
 
Runs Test 0.15 -5.11 -1.39 4.02 2.14 -3.24 -3.13 -3.99 -5.53 -1.71 2.12 -2.00 2.12  -7.44 -3.29 -3.62  
 
ADF (price) -3.38 -2.96 -2.46 -2.22 -2.61 -2.71 -2.04 -2.74 -1.75 -1.91 -2.34 -2.32 -1.89 -2.33 -2.42 -1.81 
 
ADF (returns) -47.87 -33.72 -44.05 -41.90 -49.61 -41.14 -42.72 -42.28 -39.27 -44.39 -49.19 -46.06 -47.26 -34.91 -41.84 -42.63 
__________________________________________________________________________________________________________________________________________________ 
( )20Q  and ( )202Q   are Ljung-Box  statistics of returns and squared returns for 20 lags. They follow a χ2 distribution and the critical value at the 5% level of significance with 




Preliminary statistics of market returns and exchange rate changes  
_____________________________________________   
Series   Nikkei 225 Exchange rate 
____________________________________________________________ 
Mean    -0.0128  -0.0109 
Maximum  7.6605  3.4259 
Minimum  -7.2340  -5.7790 
S D   1.3953  0.6828 
Skewness  0.1421  -0.6916 
Kurtosis   5.8218  8.4413 
Jarque-Bera stat  750.69  2942.02 
Q (20)   22.48  28.62 
Q2 (20)   402.39  366.81 
Runs test   2.76  -1.53 
ADF (price/exg rate) 2.68  1.83 
ADF (returns/changes) -49.41  -44.80 
___________________________________________________ 
ADF (.) shows the Augmented Dicky-Fuller statistic with an 
intercept  
 
4.5 Empirical Findings  
4.5.1 Exposure of sectoral returns and volatilities 
As noted in the previous section, all sectoral indexes, market index and 
exchange rates are )1(I  processes. As such, before sectoral returns and exchange rate 
changes (both being )0(I  processes) are used in a vector autoregressive form, one has 
to check whether each sectoral index is cointegrated with the exchange rate. This is 
because the existence of such a long-run relationship requires the relevant VAR 
model be augmented with error correction terms. To this end, we carry out Johansen 
cointegration test and the results are reported in Table 4.4. No sectoral index is 
cointegrated with the exchange rate during the sample period considered, suggesting 






Johansen cointegration test results 
________________________________________________________________________ 
Sectoral index Hypothesized no. of  Trace statistic  Max. eigen value 
  cointegrated eqns     statistic 
________________________________________________________________________ 
A&P  None   7.34   4.68 
  At most one  2.65   2.65 
B  None   4.78   4.02  
  At most one  0.77   0.77 
C  None   13.66   10.52 
  At most one  3.15   3.15 
C&BM  None   6.16   4.88 
  At most one  1.28   1.28 
DI  None   7.28   4.15 
  At most one  3.13   3.13  
E&E  None   7.71   5.15 
  At most one  2.55   2.55 
E&M  None   7.76   4.60 
  At most one  3.04   3.04 
HH&T  None   8.49   5.07   
  At most one  3.42   3.42 
IT&H  None   6.56   4.56 
  At most one  2.00   2.00 
L&H  None   7.01   6.20 
  At most one  0.81   0.81 
O&G  None    4.87   4.28 
  At most one  0.58   0.59 
PC&H  none    6.43   4.90 
  At most one  1.53   1.53 
P&B  None   4.87   4.86 
  At most one  0.01   0.01 
S&CS  None   7.70   5.49  
  At most one  2.21   2.21 
S&OM  None   4.87   4.13 
  At most one  0.74   0.74 
T  None   6.68   4.53 
  At most one  2.16   2.16 
________________________________________________________________________ 
Critical values at the 5% level of significance are as follows: 
Trace       Maximum eigen value  
None  15.49   14.26  






Having confirmed the non-necessity of error correction terms, we review the 
results obtained from the suggested model. Since the time-varying conditional 
correlation version of the model does not converge in some cases, constant correlation 
counterpart is also estimated. In order to be consistent throughout the sixteen sectors, 
all comparisons are based on the constant conditional correlation version of the 
model, results of which are reported in Table 4.5. Results from the time-varying 
conditional correlation model are reported in Table 4.661. One may notice that, in the 
sectors for which the time-varying model converges, the results from the two versions 
of the model are largely similar.   
One of our main findings is that returns in eight out of sixteen sectors show 
first moment of exchange rate exposure (see row 3 in Table 4.5). These sectors 
include automobile and parts, banks, construction and building materials, electrical 
and electronic equipment, household and textiles, information technology and 
hardware, leisure and hotels and oil and gas. The absolute value of estimated exposure 
coefficient represented by 1−xa  of these eight cases range from 0.0525 (with the t-
statistic -3.20) in construction and building materials to 0.1524 (with the t-statistic -
6.21) in oil and gas. Exposure coefficients of five out of eight significant cases are 
greater than 0.1, suggesting that returns in those sectors are relatively highly sensitive 





                                                 
61 In both models (constant and time-varying correlation), even when regressions are run without 
insignificant GARCH-M, ARCH and GJR terms, the results largely remain similar to those reported in 
Tables 4.5 and 4.6. Therefore, insignificant coefficients are left intact. It also makes the comparison 
easier for the reader.   
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Table 4.5 
Maximum likelihood estimates for the constant conditional correlation GJR GARCH(1,1)–M  model 
________________________________________________________________________________________________________________________________________________ 
Parameter   A&P  B  C  C&BM  DI  E&EE  E&M HH&T 
________________________________________________________________________________________________________________________________________________ 
1. 0a   0.0477  -0.0181  -0.0435  -0.0835*** -0.0652  0.0001  -0.0148  0.0175 
  (1.15)  (-0.38)  (-1.53)  (-2.69)  (-1.00)  (0.01)  (-0.52)  (0.54) 
2. ma   0.6957*** 0.7945*** 0.7964*** 0.6874*** 0.6094*** 0.7165*** 0.7655*** 0.6725*** 
  (62.54)  (57.40)  (92.34)  (75.58)  (28.52)  (72.12)  (92.96)  (69.88) 
3. 1−xa   0.1401*** -0.0683*** -0.0249  -0.0525*** 0.0161  0.1176*** 0.0257*  0.1014***  
  (6.28)  (-2.69)  (-1.55)  (-3.20)  (0.44)  (6.61)  (1.69)  (5.78)  
4. 1−ia   0.0495*** 0.1104*** 0.0811*** -0.1067*** -0.0928*** 0.1585*** 0.1224*** 0.1161*** 
  (4.08)  (8.21)  (8.45)  (-9.84)  (5.39)  (15.11)  (12.99)  (10.32) 
5. 2−ia   -  -0.0301** -  -  -  -  0.0184**  - 
    (-2.36)          (2.05) 
6. 3−ia   -  -0.0323*** -  -  -  -  -  - 
    (-2.64) 
7. ga   -0.0374  -0.0142  0.0538  0.0580  0.0961  0.0279  -0.0006  -0.0147 
  (-0.56)  (-0.19)  (1.18)  (1.20)  (0.97)  (0.53)  (-0.01)  (-0.28) 
8. 0b   0.0066  0.0084  0.0069  0.0057  0.0067  0.0059  0.0075  0.0070 
  (0.61)  (0.78)  (0.62)  (0.52)  (0.62)  (0.54)  (0.69)  (0.65) 
9. 1−xb   0.0191  0.0230  0.0277  0.0292  0.0277  0.0277  0.0293  0.0265 
  (0.93)  (1.11)  (1.32)  (1.40)  (1.34)  (1.32)  (1.40)  (1.27) 
________________________________________________________________________________________________________________________________________________ 
***, ** and * indicate 1%, 5% and 10% levels of significance, respectively; Values mentioned within parentheses are relevant  t-statistics;  The estimated model is as follows:    ( ) titxgqk ktikitxxtmmti harararaar ,21,1 ,1,1,0, ε+++++= ∑ = −−−−  (4.3b)  













1,, −−−− +++= txxtxtxxtxxxtx hdh βεγεαω     (4.7) 
                       ( ) 21,,, txtiixtix hhh ρ=        (4.8)       
                     (Continued on next page) 
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Table 4.5 (continued) 
Maximum likelihood estimates for the constant conditional correlation GJR GARCH(1,1)–M  model 
________________________________________________________________________________________________________________________________________________ 
Parameter   A&P  B  C  C&BM  DI  E&EE  E&M HH&T 
________________________________________________________________________________________________________________________________________________ 
10. iω   0.0068**  0.0302*** 0.0034*  0.0050**  0.0128  0.0054**  0.0055*** 0.0031*   
  (2.07)  (3.19)  (1.69)  (2.30)  (1.54)  (2.14)  (3.36)  (1.80) 
11. iα   0.0798*** 0.1844*** 0.0828*** 0.0884*** 0.0451*** 0.0761*** 0.0674*** 0.1072*** 
  (4.13)  (4.99)  (3.53)  (3.91)  (3.63)  (4.07)  (3.61)  (4.81) 
12. iγ   0.0567**  0.0837**  0.0473**  0.0729*** 0.0331**  0.0197  0.0766*** 0.0078 
  (2.08)  (2.10)  (2.06)  (2.85)  (1.97)  (0.92)  (2.99)  (0.32) 
13. ixα   0.0349*  0.0482  0.0112  0.0171*  0.1602*** 0.0142  0.0181**  0.0174 
  (1.64)  (1.50)  (1.47)  (1.79)  (3.37)  (1.61)  (2.10)  (1.57) 
14. ixγ   -0.0211  0.0010  -0.0079  -0.0190*  -0.1931*** -0.0148  -0.0184*   -0.0158 
  (-0.86)  (0.03)  (-0.92)  (-1.68)  (-3.52)  (-1.37)  (-1.94)  (-1.22) 
15. iβ   0.8811*** 0.7618*** 0.8890*** 0.8742*** 0.9273*** 0.9020*** 0.8772*** 0.8896*** 
  (36.49)  (23.74)  (33.91)  (36.08)  (67.50)  (42.18)  (41.08)  (45.92) 
16. xω   0.0046**  0.0070*** 0.0049*** 0.0046**  0.0044**  0.0049*** 0.0056*** 0.0049*** 
  (2.52)  (3.71)  (2.64)  (2.53)  (2.47)  (2.64)  (3.68)  (2.62) 
17. xα   0.0476*** 0.0452*** 0.0462*** 0.0428*** 0.0490*** 0.0443*** 0.0381*** 0.0477*** 
  (3.75)  (3.45)  (3.80)  (3.54)  (3.85)  (3.65)  (3.41)  (3.76) 
18. xγ   0.0287*  0.0330**  0.0311**  0.0260*  0.0338**  0.0295**  0.0305**  0.0330** 
  (1.82)  (2.03)  (2.04)  (1.81)  (2.10)  (1.98)  (2.19)  (2.05) 
19.  xβ   0.9319*** 0.9251*** 0.9276*** 0.9361*** 0.9276*** 0.9305*** 0.9334*** 0.9276*** 
  (79.62)  (74.47)  (74.80)  (78.54)  (77.29)  (73.71)  (84.97)  (75.06) 
20. ixρ   0.0493**  -0.0283  -0.0421*  -0.0474** -0.0091  0.0819*** 0.0219  0.0486** 
  (2.10)  (-1.21)  (-1.82)  (-2.03)  (-0.40)  (3.53)  (0.95)  (2.07) 
21. ν   4.9618*** 5.2045*** 6.2198*** 5.4030*** 5.2636*** 5.8361*** 6.3962*** 5.2636***  
  (12.87)  (12.52)  (10.88)  (12.17)  (12.28)  (11.80)  (10.95)  (12.00)   
________________________________________________________________________________________________________________________________________________ 
               
                             (Continued on next page) 
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Table 4.5 (continued) 
Maximum likelihood estimates for the constant conditional correlation GJR GARCH(1,1)–M  model 
________________________________________________________________________________________________________________________________________________ 
Parameter   IT&H  L&H   O&G  PC&H  P&B  S&CS   S&OM  T 
________________________________________________________________________________________________________________________________________________ 
 
1. 0a   -0.0759  0.0120  0.0046  -0.0634  -0.0101  -0.1556** 0.0604  -0.0774 
  (-1.56)  (0.21)  (0.11)  (-1.10)  (-0.29)  (-2.19)  (1.27)  (-1.12) 
2. ma   0.7711*** 0.5191*** 0.8076*** 0.4369*** 0.5566*** 0.5673*** 0.7832*** 0.7124*** 
  (56.49)  (31.98)  (63.99)  (30.46)  (55.96)  (28.44)  (58.48)  (30.47) 
3. 1−xa   0.1499*** 0.0954*** -0.1524*** 0.0156  -0.0238  -0.0297  0.0103  -0.0083 
  (5.69)  (3.11)  (-6.21)  (0.54)  (-1.30)  (-0.79)  (0.39)  (-0.20) 
4. 1−ia   0.1644*** 0.0741*** -0.0381*** 0.0321*  0.0279**  0.2107*** 0.1002*** 0.0322* 
  (12.61)  (4.27)  (-3.16)  (1.80)  (2.05)  (11.45)  (7.69)  (1.87) 
5. 2−ia   -  -  -  -  -  -  -  - 
 
6. 3−ia   -  -0.0358** -  -  -  -  -0.0429*** - 
    (2.15)          (-3.46) 
7. ga   0.1573**  -0.0080  -0.0731  0.1153  0.0226  0.2591**  -0.1635** 0.1154 
  (2.06)  (-0.10)  (-1.08)  (1.31)  (0.41)  (2.35)  (-2.10)  (0.98) 
8. 0b   0.0057  0.0088  0.0066  0.0065  0.0050  0.0027  0.0083  0.0059 
  (0.53)  (0.81)  (0.61)  (0.60)  (0.46)  (0.24)  (0.77)  (0.54) 
9. 1−xb   0.0281  0.0259  0.0246  0.0319  0.0287  0.0342*  0.0259  0.0192 
  (1.35)  (1.25)  (1.18)  (1.54)  (1.40)  (1.64)  (1.25)  (0.93) 
________________________________________________________________________________________________________________________________________________ 
                
 







Table 4.5 (continued) 
Maximum likelihood estimates for the constant conditional correlation GJR GARCH(1,1)–M  model 
________________________________________________________________________________________________________________________________________________ 
Parameter   IT&H  L&H   O&G  PC&H  P&B  S&CS   S&OM  T 
________________________________________________________________________________________________________________________________________________ 
 
10. iω   0.0119**  0.0227*** 0.0015  0.0122  0.0045*  0.0581*** 0.0156*** 0.0846*** 
  (2.01)  (2.99)  (0.77)  (1.59)  (1.83)  (2.93)  (3.15)  (2.58) 
11. iα   0.0825*** 0.0872*** 0.0555*** 0.0428**  0.0604*** 0.1668*** 0.0775*** 0.1041*** 
  (3.89)  (4.38)  (3.10)  (2.45)  (2.90)  (6.17)  (4.27)  (3.72) 
12. iγ    0.0277  0.0278  0.0457**  -0.0026  0.0388**  0.0496  0.0555**  0.0973*** 
  (1.30)  (1.15)  (2.31)  (-0.17)  (1.97)  (1.40)  (2.24)  (2.58) 
13. ixα   0.0199  0.0419  0.0111  0.0017  0.0109  0.1112*  0.0678**  0.1290 
  (0.93)  (1.29)  (0.91)  (0.11)  (1.13)  (1.84)  (2.25)  (1.34) 
14. ixγ   -0.0125  -0.0352  0.0013  0.0248  -0.0068  -0.0867  -0.0513  -0.0661 
  (-0.47)  (-0.84)  (0.08)  (1.02)  (-0.54)  (-1.17)  (-1.46)  (-0.61) 
15. iβ   0.8968*** 0.8849*** 0.9245*** 0.9416*** 0.9141*** 0.8000*** 0.8705*** 0.8205*** 
  (40.09)  (46.42)  (60.39)  (43.75)  (39.64)  (29.08)  (42.47)  (21.19) 
16. xω   0.0045**  0.0057*** 0.0040**  0.0045*** 0.0051*** 0.0047*** 0.0066*** 0.0058*** 
  (2.55)  (3.71)  (2.48)  (2.57)  (2.65)  (2.63)  (3.76)  (2.70) 
17. xα   0.0449*** 0.0399*** 0.0432*** 0.0441*** 0.0472*** 0.0429*** 0.0414*** 0.0470*** 
  (3.67)  (3.40)  (3.67)  (3.62)  (3.73)  (3.65)  (3.42)  (3.55) 
18. xγ   0.0291**  0.0300**  0.0278*  0.0252*  0.0272*  0.0280**  0.0323**  0.0371** 
  (1.96)  (2.10)  (1.95)  (1.75)  (1.76)  (1.95)  (2.13)  (2.13) 
19.  xβ   0.9322*** 0.9332*** 0.9357*** 0.9348*** 0.9304*** 0.9336*** 0.9294*** 0.9273*** 
  (76.15)  (86.79)  (85.08)  (81.13)  (76.45)  (79.55)  (80.83)  (71.17) 
20. ixρ   0.0615*** 0.0309  -0.0559** 0.0013  -0.0247  0.0102  -0.0496**   -0.0410* 
  (2.62)  (1.33)  (-2.38)  (0.06)  (-1.05)  (0.43)  (-2.13)  (-1.74) 
21. ν   5.4264*** 5.5709*** 5.4272*** 5.4807*** 5.2189*** 5.8255*** 5.3226*** 4.6606***  




Maximum likelihood estimates for the time-varying conditional correlation GJR GARCH(1,1)–M  model 
________________________________________________________________________________________________________________________________________________ 
Parameter A&P B C C&BM DI E&EE  IT&H O&G P&B S&CS 
________________________________________________________________________________________________________________________________________________ 
1. 0a   0.0467 -0.0309 -0.0479 -0.0855*** -0.643 -0.0010 -0.0815* 0.0063  -0.0116 -0.1566** 
  (1.05) (-0.64) (-1.67) (-2.74) (-0.98) (-0.03) (-1.66) (0.15) (-0.33) (-2.18)  
2. ma   0.6959*** 0.7948*** 0.7959*** 0.6870*** 0.6064*** 0.7170*** 0.7713*** 0.8071*** 0.5574*** 0.5672*** 
  (60.20) (57.00) (96.85) (74.92) (27.80) (75.48) (57.11) (63.71) (55.97) (28.40) 
3. 1−xa   0.1405*** -0.0651*** -0.0260 -0.0523*** 0.0161 0.1175*** 0.1500*** -0.1522*** -0.0239 -0.0295 
  (6.30) (-2.55) (-1.39) (-3.18) (0.45) (6.57) (5.80) (-6.19) (-1.26) (-0.78) 
4. 1−ia   0.0496*** 0.1080*** 0.0812*** -0.1073*** -0.0934*** 0.1582*** 0.1652*** -0.0378*** 0.0281** 0.2106*** 
  (4.05) (8.03) (6.86) (-9.91) (5.43) (15.02) (12.72) (-3.13) (2.06) (11.42)  
5. 2−ia   - -0.0311** -  - - - - - -  - 
   (-2.39)  
6. 3−ia   - -0.0345*** -  - - - - - -  - 
   (-2.51) 
7. ga   -0.0356 0.0061 0.0605 0.0618 0.0957 0.0295 0.1646** -0.0759 0.0266 0.2604** 
  (-0.51) (0.08) (1.39) (1.26) (0.95) (0.54) (2.13) (-1.11) (0.49) (2.35) 
8. 0b   0.0067 0.0059 0.0084 0.0051 0.0076 0.0068 0.0050 0.0060 0.0043 0.0027 
  (0.61) (0.43) (0.82) (0.47) (0.73) (0.75) (0.69) (0.69) (0.40) (0.25) 
9. 1−xb   0.0189 0.0232 0.0222 0.0282 0.0257 0.0266 0.0297 0.0253 0.0285 0.0342 
  (0.91) (1.11) (1.00) (1.36) (1.22) (1.27) (1.42) (1.23) (1.39) (1.64) 
10. iω   0.0069** 0.0247*** 0.0034* 0.0051** 0.0127 0.0054** 0.0120** 0.0015 0.0045* 0.0581*** 
  (2.07) (2.63) (1.69) (2.31) (1.53) (2.14) (2.02) (0.77) (1.83) (2.93) 
11. iα   0.0800*** 0.1751*** 0.0826*** 0.0894*** 0.0449*** 0.0762*** 0.0827*** 0.0555*** 0.0602*** 0.1668*** 
  (4.13) (4.47) (3.50) (3.91) (3.62) (4.08) (3.90) (3.09) (2.90) (6.17) 
________________________________________________________________________________________________________________________________________________ 
***, ** and * indicate 1%, 5% and 10% levels of significance, respectively; Values mentioned within parentheses are relevant t-statistics; The estimated model consists 
of the equations included in notes to Table 4.5 plus the following equation: 
121,1121, )1( −− ++−−= ttixxtix ψθρθρθθρ        (4.9) 
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Table 4.6 (continued) 
Maximum likelihood estimates for the time-varying conditional correlation GJR GARCH(1,1)–M  model 
________________________________________________________________________________________________________________________________________________ 
Parameter A&P B C C&BM DI E&EE  IT&H O&G P&B S&CS 
________________________________________________________________________________________________________________________________________________ 
 
12. iγ  0.0568** 0.0781** 0.0478** 0.0736*** 0.0335** 0.0196 0.0279 0.0458**  0.0387** 0.0496 
 (2.07) (2.03) (2.06) (2.85) (1.99) (0.91) (1.31) (2.31)  (1.97) (1.40) 
13. ixα  0.0352* 0.0486 0.0113 0.0171* 0.1597*** 0.0142 0.0197 0.0112 0.0109 0.1112* 
 (1.64) (1.54) (1.48) (1.78) (3.37) (1.61) (0.92) (0.92)  (1.12) (1.83) 
14. ixγ  -0.0213 -0.0001 -0.0081 -0.0189* -0.1924*** -0.0142 -0.0124 0.0013  -0.0068 -0.0867 
 (-0.87) (0.003) (-0.94) (-1.67) (3.51) (-1.37) (-0.46) (0.08)  (-0.54) (1.17) 
15. iβ  0.8808*** 0.7780*** 0.8889*** 0.8729*** 0.9274*** 0.9019*** 0.8963*** 0.9244*** 0.9143*** 0.8000*** 
 (36.32) (22.13) (33.53) (35.60) (67.64) (42.28) (39.89) (60.33)  (39.70) (29.08) 
16. xω  0.0046** 0.0056*** 0.0048*** 0.0046** 0.0043** 0.0049*** 0.0045** 0.0040**  0.0051*** 0.0047*** 
 (2.52) (2.67) (2.63) (2.53) (2.47) (2.63) (2.55) (2.48)  (2.64) (2.63) 
17. xα  0.0477*** 0.0499*** 0.0463*** 0.0428*** 0.0489*** 0.0444*** 0.0444*** 0.0432*** 0.0472*** 0.0429*** 
 (3.75) (3.70) (3.82) (3.54) (3.84) (3.65) (3.66) (3.67)  (3.73) (3.65) 
18. xγ  0.0287* 0.0317** 0.0302** 0.0259* 0.0338** 0.0293** 0.0293** 0.0278*  0.0272* 0.0280* 
 (1.82) (1.90) (2.00) (1.80) (2.10) (1.97) (1.99) (1.95)  (1.76) (1.95) 
19.  xβ  0.9318*** 0.9255*** 0.9280*** 0.9362*** 0.9277*** 0.9306*** 0.9326*** 0.9357*** 0.9305*** 0.9336*** 
 (79.47) (70.44) (75.23) (78.45) (78.47) (73.71) (77.61) (85.20)  (76.57) (79.55) 
20. ixρ  0.0539* -0.0261 -0.0420* -0.0496 -0.0050 0.0848*** 0.0635** -0.0582** -0.0258 0.0086 
 (1.75) (-1.00) (-0.86) (-1.58) (-0.16) (3.13) (2.44) (-2.09)  (-0.91) (0.27) 
21. 1θ  0.9927*** 0.9604*** 0.9897*** 0.9784*** 0.9747*** 0.9775*** 0.8780*** 0.9671*** 0.9770*** 0.9979*** 
 (63.76) (7.82) (146.92) (35.21) (24.96) (24.44) (5.61) (20.35)  (47.85) (139.51) 
22. 2θ  0.0012 0.0039 0.0057* 0.0056 0.0064 0.0026 0.0114 0.0049  0.0041 0.0003 
 (0.41) (0.43) (1.71) (0.95) (0.88) (0.44) (0.80) (0.67)  (0.82) (0.10) 
23. ν  4.9612*** 5.1254*** 6.2124*** 5.4010*** 5.2667*** 5.8365*** 5.4368*** 5.4290*** 5.2129*** 5.8265*** 




The relationship between the estimated exposure coefficient in Equation 4.3b 
(i.e. 1−xa ) and the current and the lag exposure coefficients in structural Equation 4.1 
(i.e. xδ  and 1−xδ , respectively) is represented by 111 −−− += xxxxa φδδ  where 1−xφ  is the 
coefficient of the autoregressive term in Equation 4.2. We observe that the estimated 
value of 1−xb  in Equation 4.4b (which is the same as 1−xφ in Equation 4.2) is always 
positive and very small. More specifically, it varies within the range 0.0191 and 
0.0342. If we assume that both xδ  and 1−xδ  bear the same sign62, we can think of the 
conditions needed for  1−xa  to be large and significant. If 1−xδ  is small, the product 
jxx −φδ  must be sufficiently large in order to result in a large and significant 1−xa . 
Given the very small value of 1−xφ , this needs  xδ  to be extremely large. However, in 
the context of hedging practices of firms, such a large value of xδ  is practically not 
possible. Therefore, this possibility can be ruled out without much hesitation. This 
also means that the product jxx −φδ  is usually small and, for 1−xa  to be significant, 
1−xδ  must be sufficiently large. Moreover, the magnitude of 1−xδ  must be very close 
to that of 1−xa . As such, we conjecture that, in eight significant cases, exposure 
coefficient of the lag term ( 1−xδ ) is always large and significant. The exposure 
coefficient of the contemporaneous term ( xδ ) may or may not be large and 
significant. This justifies the inclusion of the lagged exchange rate changes in the first 
mean equation. Highly significant and larger exposure coefficient of the lagged 
exchange rate term can be due to the fact that stock price adjustments caused by the 
exchange rate movements may take time and occur with a delay.  
                                                 
62 Although this is a theoretically acceptable assumption, one may point out that empirically these two 
coefficients may bear opposite signs. However, as the relevant univariate GARCH regressions reported 




Univariate estimates of xδ  and 1−xδ  
__________________________________________________________ 
Sector  1−xa   xδ   1−xδ  
__________________________________________________________ 
 
A&P  0.1401*** 0.0325  0.1380*** 
  (6.28)  (1.60)  (6.59) 
B  -0.0683*** -0.0424* -0.0565** 
  (-2.69)  (-1.86)  (-2.56) 
C  -0.0249  -0.0486*** -0.0190 
  (-1.55)  (-3.14)  (-1.31) 
C&BM  -0.0525*** -0.0386** -0.0529*** 
  (-3.20)  (-2.52)  (-3.47) 
DI  0.0161  -0.0044  0.0285 
  (0.44)  (-0.14)  (0.91) 
E&EE.  0.1176*** 0.0495*** 0.1295*** 
(6.61)  (2.88)  (7.83) 
E&M  0.0257*  -0.0024  0.0257* 
  (1.69)  (-0.17)  (1.75) 
HH&T  1014***  0.0356** 0.1171*** 
  (5.78)  (2.16)  (6.70) 
IT&H  0.1499*** 0.0862*** 0.1547*** 
  (5.69)  (3.57)  (6.45) 
L&H  0.0954*** 0.0585** 0.1120*** 
  (3.11)  (2.07)  (3.93) 
O&G  -0.1524*** -0.0513** -0.1575*** 
  (-6.21)  (-2.21)  (-7.19)  
PC& H  0.0156  -0.0056  0.0136 
  (0.54)  (-0.21)  (0.55) 
P&B  -0.0238  -0.0253  -0.0279 
  (-1.30)  (-1.50)  (-1.59) 
S&CS  -0.0297  -0.0014  -0.0262 
  (-0.79)  (-0.04)  (-0.073) 
S&OM  0.0103  -0.0463** 0.0271 
  (0.39)  (-2.13)  (1.12) 
T  -0.0083  -0.0527  -0.0131 
  (-0.20)  (-1.42)  (-0.34) 
__________________________________________________________ 
Regressions are based on Equation 4.1 (without the cross GARCH-
M term); A t-distribution-based GARCH(1,1) univariate model is 
used; The number of AR terms for each sector is exactly equal to 





In order to check the validity of the above arguments, we estimate the 
parameters in Equation 4.1 (except the coefficient of cross GARCH-M term) for each 
sector using a t-distribution based univariate GARCH(1,1) model63. The values of xδ  
and 1−xδ  estimated through the univariate model are reported in Table 4.7. To ease the 
comparison, the values of 1−xa  in Equation 4.3b, estimated through the suggested 
multivariate model for each sector are also included in Table 4.7. A few noteworthy 
observations are as follows. In all cases in which 1−xa  is significant, 1−xδ  is also 
significant. However, in the cases in which 1−xa  is significant, xδ  is either significant 
or insignificant. In most of the cases, the value of 1−xδ  is greater than the value of xδ . 
The magnitude of 1−xa  in the suggested   model   and that of  1−xδ   in the univariate 
model closely resemble each other. Moreover, the two coefficients always bear the 
same sign. These observations support the arguments raised in the previous 
paragraph. 
One drawback of the use of a reduced form VAR structure in estimating 
exchange rate exposure is that such a model may underestimate the first moment 
exchange rate exposure because of the relatively low weight assigned to the 
coefficient of the contemporaneous exchange rate term. For instance, however large 
xδ  is, due to the smaller value of jx−φ , the product jxx −φδ  is so small that, unless 
there is a large and significant 1−xδ  term, 1−xa  may easily become insignificant. 
Apparently, this happens to be the case in two sectors in our sample. As the results 
from the univariate regressions in Table 4.7 show, the exposure coefficient of the 
contemporaneous exchange rate term for chemical and steel and other metals sectors 
are significant at the 5% level whereas the exposure coefficient of the lagged term is 
                                                 
63 The number of AR terms used in each sector is exactly similar to the number of AR terms used in 
their multivariate counterparts. 
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smaller and insignificant. The obvious result is that both sectors emerge as cases 
wherein the coefficient 1−xa  is insignificant. In a way, this weakness of the model is 
an inevitable cost paid for its ability to incorporate the multi-elements of exchange 
rate exposure in tandem. Nevertheless, its impact on the results is minimal as the main 
objective of this essay is to show the importance of the non-conventional elements of 
exposure represented by ga ,  ixα , ixρ , 1θ  and 2θ . 
 As would be expected, returns on the sectors like automobile and parts, 
electrical and electronic equipment, household goods and textiles, information 
technology and hardware, and leisure and hotels are positively related to the exchange 
rate changes. This means that returns on these sectors increase with the depreciation 
of the yen. This is highly agreeable with economic theory as these sectors are mainly 
engaged in exporting goods or services. In addition, banking sector is negatively 
exposed to exchange rate changes.  Following Chamberlain et al (1997), we 
conjecture that the banking sector is dominated by the firms with net short foreign 
currency position including the firm’s portfolio of foreign exchange instruments and 
the position implicit in its other operations64. The negative relationship between oil 
and gas and exchange rate changes can be attributed to Japan’s heavy import reliance 
in that sector. Although she does not have significant domestic resources of crude oil, 
natural gas and other energy, Japan is the world’s third largest oil consumer and 
second largest energy importer (EIA, 2004). These results are also consistent with 
previous findings of Bodnar and Gentry (1993) and Dominguez (1998) who report 
that electrical machinery, precision instruments and industrial sectors are positively 
                                                 
64 Exchange rate is expressed as the local currency price of foreign currency and an increase in the 
index represents a depreciation which increases the local currency value of a firm’s foreign currency 
holdings.   
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exposed to exchange rate changes while oil and coal and energy and utilities sectors 
show the opposite result65.  
Construction and building materials sector is also negatively exposed. Unlike 
in oil and gas, it is difficult to point out a clear-cut reason for this in terms of imports 
and exports. The difficulty is partly due to the different classification systems used in 
sectoral stock indexes and import/export data66. On the other hand, it is not sensible to 
solely attribute exchange rate exposure of sectoral returns to the aggregate 
import/export trade statistics. As pointed out in Sub-section 2.1.4 in Chapter 2, first 
moment exchange rate exposure is determined by a number of other industry 
characteristics in addition to imports and exports67.  
As the coefficient of the GARCH-M term indicates, second moment exchange 
rate exposure is present in three out of sixteen sectors (see row 7 of Table 4.5). The 
coefficient  ga  is significant in the three sectors information technology and 
hardware, software and computer services and steel and other metals. In the third 
sector, the sign attached to ga  is negative. This suggests that exchange rate volatility 
may increase the hedging costs and/or adversely affect the exports in these two 
sectors. The positive sign attached to ga  term in the other two sectors may suggest 
that income effect dominates and the firms in these two sectors are likely to increase 
exports in order to avoid possible revenue losses that may stem from volatility of 
exchange rates. Interestingly, though software and computer services and steel and 
                                                 
65 However, Bodnar and Gentry (1993), Dominguez (1998) and this study employ three different 
industry classification systems. See Sub-section 2.1.8 in Chapter 2 for a brief review of exchange rate 
exposure in Japanese stock market. 
66 For instance, the industrial sectors used in this study are due to the FTSE actuaries system whereas 
the data in Yearbook of International Trade Statistics are based on Standard International Trade 
Classification (SITC). Although sectors like oil and gas are common to both systems, in many other 
sectors, such a commonality does not exist.    
67 A detailed discussion of the “determinants” of the exposure of sectoral returns in terms of industrial 
characteristics and firm-specific factors such as hedging activities is beyond the scope of this study. 
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other metal sectors are exposed to the volatility of exchange rate, they are not exposed 
to the exchange rate changes.  
As regards the asymmetric volatility in the GJR-GARCH model, it fits nicely 
into ten sectors (see row 12 in Table 4.5). For example, in sectors like automobile and 
parts, banks, chemicals, constructions and building, diversified industries, engineering 
and machinery, oil and gas, pharmaceuticals and biotechnology, steel and other metals 
and telecom, coefficient of own GJR term ( iγ ) is significant and bears the expected 
positive sign, suggesting that the leverage effect is at work when there is a reduction 
in sectoral returns. The estimated value is at its maximum (0.0973 with the t-statistic 
2.58) in the telecom sector, meaning that it is more vulnerable to negative shocks in 
the stock market. The smallest value among the significant cases can be seen in 
diversified industries sector (0.0331 with the t-statistic 1.97). Volatility associated 
with exchange rate changes is also found to be asymmetric in twelve sectors except 
for automobile and parts, construction and building materials, personal care and 
household goods and pharmaceuticals and biotechnology sectors (see row 18 of Table 
4.5).  
As suggested by the significance of the coefficient of the cross squared error 
( ixα ) in Equation 4.6, the exchange rate exposure of conditional variance (sensitivity 
of the variances of the sectoral returns to volatility of exchange rate changes) is 
present in three cases. In other words, “meteoric shower” effect can be observed in the 
three sectors diversified industries, engineering and machinery and steel and other 
metals (see row 13 in Table 4.5). The largest coefficient (0.1602 with the t-statistic 
3.37) is found in the diversified industries sector, meaning that its volatility is highly 
sensitive to the volatility changes in foreign exchange market. The smallest value 
(0.0181 with the t-statistic 2.10) is reported in engineering and machinery sector. t-
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statistic of two more sectors (construction and building materials and software and 
computer services), exceeds the critical value at the 10% level of significance. The 
sign of ixα  is positive in all these five cases (including the two sectors that are 
significant only at the 10% level), suggesting that an increase in the volatility in 
foreign exchange market spillovers as an increase in the volatility of sectoral returns.  
In terms of the coefficient of cross GJR term in Equation 4.6, we find evidence 
for asymmetric exchange rate exposure of variance in just one sector, namely, 
diversified industries (see row 14 in Table 4.5). Again, there are two sectors 
(construction and building materials and engineering and machinery) whose t 
statistics exceed the critical value at the 10% level of significance. The value of the 
cross GJR term in diversified industries sector is -0.1932 with the t-statistic -3.51. 
This implies that the returns in diversified industries sector are not only highly 
sensitive to volatility in foreign exchange market but also highly vulnerable to 
depreciation of yen. In engineering and machinery and construction and building 
material sectors, the values of this coefficient are -0.0171 and -0.0181, respectively. 
The sign attached to the estimates of the cross GJR term ( ixγ ) is negative in all three 
cases. Given that the exchange rate is expressed as local currency price of foreign 
currency and an increase in the exchange rate indicates depreciation, this suggests that 
a depreciation of yen will increase the volatility in sectoral returns than an increase in 
volatility brought about by an appreciation of yen of the same magnitude. This is 
because the depreciation of local currency always contains an element of uncertainty 
and hence acts as ‘bad’ news, which may result in program trading which has the 
potential of decreasing of stock prices through increased selling pressures (Maghrebi 
et al., 2004).  
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The estimated values of constant correlation coefficient ( ixρ ) are reported in 
row 20 of Table 4.5. Seven out of sixteen sectors show statistically significant 
contemporaneous relationship with exchange rate changes. These sectors include 
automobile and parts, construction and building materials, electrical and electronic 
equipment, household goods and textiles, information technology and hardware, oil 
and gas and steel and other metals. Note that six out of these seven sectors are 
obviously included in the eight sectors that are significantly exposed to exchange rate 
changes. Interestingly, there are two sectors which show somewhat peculiar results. 
Returns on steel and other metals sector is closely correlated with exchange rate 
changes, but the exposure coefficient is insignificant. Although the returns on the 
banking sector are significantly exposed to the exchange rate changes, correlation 
coefficient between those returns and exchange rate changes are insignificant. The 
absolute value of the correlation coefficient of the seven significant cases ranges from 
0.0474 (with the t-statistic -2.03) in construction and building materials through 
0.0819 (with the t-statistic 3.53) in electrical and electronics equipment. As compared 
to the average correlation value of |0.0521| for the other six significant cases, returns 
on electrical and electronics equipment sector seems to be relatively highly correlated 
with exchange rate changes. However, a remarkable feature is that the sectoral 
correlation coefficients are relatively smaller in magnitude as compared to the 
correlation coefficients between returns on national stock indexes and exchange rate 
changes reported in some previous studies. For instance, in Kanas (2000), a study that 
examines this relationship for national stock indexes of US, Japan Canada, France, 
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Figure 4.2 
Time-varying conditional correlations 
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Figure 4.2 (continued) 
Time-varying conditional correlations 
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As can be observed in row 20 of Table 4.5, returns on four sectors (automobile 
and parts, electrical and electronic equipment, household goods and textiles, 
information technology and hardware) are positively correlated to the exchange rate 
changes. Our findings are consistent with the sign of the estimated exposure 
coefficient ( 1−xa ) reported above. As expected, the four sectors whose returns are 
positively correlated to the exchange rate changes are basically export-dominant 
sectors. Returns on the other three sectors (construction and building materials, oil 
and gas, steel and other metals) display a negative correlation with exchange rate 
changes. Again, two of these three sectors posses negative exposure coefficients in the 
mean equation.  However, the negative correlation between exchange rate changes 
and the returns in the steel and other metals sector is a bit puzzling as, in the context 
of Japanese economy, it mainly consists of exporting firms. A possible explanation 
due to Chow and Chen (1998) is Japan’s lack of natural resources and heavy import 
dependence for production for local usage and exports. 
The time-varying conditional correlation counterpart of the suggested model 
converged only for ten industrial sectors and the results are reported in Table 4.6. 
Though in all those ten cases 1θ  is highly significant, 2θ  is not significant in any of 
those cases (see rows 21 and 22 in Table 4.6). Out of those ten cases, the time-
invariant component of the correlation is significant only in three cases. These results 
suggest two patterns of the correlation between Japanese sectoral returns and the 
exchange rate changes. First, although the correlation between the returns and 
exchange rate changes are time-varying in these sectors, time varying correlation is 
more likely to be dependent on its own past and less likely to be disturbed by the 
recent changes reflected in standardized residuals. Second, in many cases, although 
the time-invariant component is not significant, time variant component is significant, 
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suggesting that the time-invariant component is not a reliable measure of the 
correlation between the two variables. Figure 4.2 gives a visual glimpse of time-
varying conditional correlations between sectoral returns and exchange rate changes. 
The findings in this section are summarized in Table 4.8. There is no sector 
whose returns and variances are simultaneously exposed to all four avenues indicated 
in Figure 4.1. Interestingly, in terms of the constant correlation version of the model, 
there are four sectors that are not exposed to exchange rate changes in any of the 
avenues mentioned above. However, as pointed out earlier, the chemicals sector does 
not possess a significant 1−xa  for a deficiency in the suggested model. As for the 
other three sectors personal care and household goods, pharmaceuticals and 
biotechnology and telecom, this result is somewhat surprising. Given the fact that 
these are traded goods sectors and highly likely to be dominated by firms with a high 
degree of internationalization, there are a few possible explanations. First, due to the 
existence of both importing and exporting firms in the same industry exchange rate 
exposure may simply be averaged out. Second, the exporters in these sectors are 
highly import dependent for inputs and therefore gains and losses of 
depreciation/appreciation are averaged out. Third, firms in these industries may be 









Evidence for multi-elements of exchange rate exposure: a summary 
_____________________________________________________________________ 
 
  (a)  (b)  (c)  (d)  (d) 
Sector   Exposure of Exposure of Exposure of Constant  Dynamic
   
  returns to  returns to  variance to correlation correlation 
  e.r. changes volty. of e.r. volty of e.r. 
  ( 1−xa )  ( ixα )  ( ga )  ( ixρ )  ( 1θ )     ( 2θ ) 
___________________________________________________________________________________ 
 
A&P  ***  –  –  **  *** – 
B  ***  –  –  –  *** – 
C  –  –  –  *  *** – 
C&BM  ***  –  *  **  *** – 
DI  –  –  ***  –  *** – 
E&EE.  ***  –  –  ***  *** – 
E&M  *    **  –  dnc dnc 
HH&T  ***  –  –  **  dnc dnc 
IT&H  ***  **  –  ***  *** – 
L&H  ***  –  –  –  dnc dnc 
Oil&G  ***  –  –  ***  *** – 
PC& H  –  –  –  –  dnc dnc 
P&B  –  –  –  –  *** – 
S&CS  –  ***  *  –  *** – 
S&OM  –  **  **  **  dnc dnc 
T  –  –  –  *  dnc dnc 
_____________________________________________________________________ 
***, ** and *  indicate that the relevant coefficient is significant at least at the 1%, 5% and 10% 
level significance, respectively; The relevant coefficients are xa , ga , ixρ , ixα , 1θ and 2θ  in 
Equations 4.3b, 4.8, 4.6  and 4.9 respectively; dnc – time-varying correlation version of the 
suggested model did not converge. 
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Table 4.9 
Diagnostics: sectoral returns (constant conditional correlation version of the model) 
_________________________________________________________________________________________________________________________________ 
Sector  A&P B C C&M DI E&E E&M HH&T IT&H L&H O&G* PC&H P&B S&CS S&OM* T* 
_________________________________________________________________________________________________________________________________ 
Mean  0.0146 0.0212 0.0144 0.0333 0.0115 0.0077 0.0181 0.0179 0.0139 0.0087 0.0117 0.0169 0.0344 0.0228 0.0202 0.0240 
Maximum 5.2987 7.5561 3.9360 7.2017 6.0173 5.8343 4.7640 4.4431 4.4867 6.1860 5.7250 4.5762 6.0524 7.4231 5.5578 6.3610 
Minimum  -4.2683 -4.4108 -4.3473 -4.3952 -4.1101 -4.4393 -5.4612 -4.0839 -5.0782 -5.4691 -3.7873 -4.0465 -4.6281 -4.5840 -3.9618 -4.4255 
SD  0.9779 0.9859 0.9643 0.9818 0.9750 0.9801 0.9770 0.9650 0.9668 0.9813 0.9600 0.9696 0.9740 0.9743 0.9737 0.9807 
Skewness  0.3141 0.4810 0.1154 0.6616 0.2000 0.0928 0.1329 0.1022 0.1164 0.0870 0.2641 0.2375 0.3623 0.3263 0.3436 0.3363 
Kurtosis   5.4456 6.4067 3.9956 6.3266 5.1964 5.2869 4.4538 4.4955 4.4150 5.3271 4.9641 4.5861 5.3787 5.4421 4.9731 6.6215 
Jarque-Bera stat 593.44 1166.42 97.22 1193.02 463.98 487.92 203.31 212.06 191.30 506.90 379.64 255.17 575.56 594.80 406.35 1265.74  
 
)20(iQ   23.24 42.53 15.37 34.83 13.07 27.66 32.42 29.16 40.58 14.87 22.59 15.10 21.49 28.31 27.58 15.56 
)20(xQ   30.11 27.24 28.34 28.19 28.68 28.34 26.70 28.63 28.45 27.12 29.27 27.74 28.06 27.47 28.91 29.84 
)20(2iQ   22.33 19.66 29.18 47.70 28.56 21.80 18.99 21.86 20.55 22.74 8.58 45.70 14.45 19.36 6.60 15.41  
)20(2xQ   18.53 18.72 18.10 18.97 17.89 18.34 18.89 18.04 18.38 18.97 18.66 18.81 18.54 18.56 18.83 18.10 
 
)20(ixTTQ  17.78 13.33 29.10 32.17 15.03 15.24 9.36 20.38 25.77 22.07 33.66 14.39 21.79 16.24 18.10 15.43 
 
ixRuns   -1.45 -1.46 0.20 -1.75 0.28 -0.90 0.02 -0.33 -0.65 -1.58 -0.44 -1.38 -1.21 -2.00 0.47 0.19 
_______________________________________________________________________________________________________________________________________________  
)20(iQ , )20(xQ , )20(
2
iQ  and )20(
2
xQ  are Ljung-Box statistics of residuals and squared residuals from equations 4.3b (returns) and 4.4b (exchange rate changes) for 20 lags. 
)20(ixTTQ   is the Box-Pierce type test for cross product of the residuals suggested in Tse and Tsui (1999). The test statistics associated with (.)Q , (.)2Q  and (.)TTQ  tests are 
assumed to follow a χ2 distribution and the critical value at the 5% level of significance with 20 degrees of freedom is 31.41. ixRuns  is the runs test statistic for cross product of 
the residuals from equations 4.3b and 4.4b. For samples greater than 30, it is assumed to follow a standard normal distribution.  *A remarkable outlier which has not been filtered is 
removed to get these summary statistics in sectors O&G, S&OM and T.  
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The results related to the three sectors diversified industries, engineering and 
machinery and software and computer services emphasize the main argument of this 
chapter. The coefficient 1−xa  in any of these sectors is not significant and, according 
to the conventional measure, the three sectors are not exposed to currency risk68. 
Here, one may argue that the coefficient of the contemporaneous exchange rate 
change term might have been significant (if it was included in regression) though the 
coefficient of the lag term is not. However, as Table 4.7 show, in all these three cases, 
the coefficients of both contemporaneous and lag exchange rate changes are not 
significant. However, returns and/or conditional variance of these three sectors are 
significantly exposed to the exchange rate volatility, suggesting that the currency risk 
faced by a firm/sector is not fully captured by the conventional “exchange rate 
exposure coefficient” alone.  
Table 4.9 shows the diagnostics including the summary statistics of the 
standardized residuals. Although the standardized residual series still show some non-
normal features, Kurtosis and Jarque-Bera statistics in all the sectors have remarkably 
decreased. The non-normality associated with return series is assumed to be taken 
care of by the estimation of parameters by a t-distribution based model. As row 22 of 
Table 4.5 indicates, the degrees of freedom values of t-distribution (ν ) for each sector 
is very low and highly significant. More specifically, ν  ranges from 4.6606 to 6.3962 
and the relevant t-statistic is always greater than 10. This justifies the selection of t-
distribution as the underlying stochastic structure of the time series of sectoral returns. 
Note that the Ljung-Box statistics with 20 degrees of freedom for standardized 
residuals and squared standardized residuals ( )20(iQ  and )20(
2
iQ , respectively) are 
                                                 
68 Though steel and other metals sectors also belongs to this category in terms of 1−xa , as univariate 
estimates in Table 4.7 show, its returns are significantly exposed to the contemporaneous exchange rate 
term.  
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significantly low as compared to those of the return series in Table 4.2. Since we deal 
with a bivariate model, two more tests have been employed to diagnose any remaining 
nonlinear dependencies in the cross product of the standardized residuals. Box-Pierce 
type test suggested in Tse and Tsui (1999) is used for the diagnostic process with 
correlation coefficient-adjusted cross product of the standardized residuals 
( ixtxti zz ρ−,, ). Runs test is applied with the cross product of the standardized residuals 
( txti zz ,, ). In terms of these two tests, non-linear dependencies in almost all the sectoral 
indexes have been adequately captured by the proposed model. Results of the all tests, 
together with the summary statistics, suggest that the proposed model is correctly 
specified and it adequately explains the relationships in question.  
 
4.5.2 Some important simulations 
To inquire into the dynamics of the impact of the changes in foreign exchange 
markets on sectoral returns through some of the avenues indicated in Figure 4.1, a 
simple simulation exercise is carried out in this section. Coefficients that are not 
statistically significant at least at the 5% level are not included in relevant equations. 
We assume a unit shock to the exchange rate changes and trace the resultant dynamic 
impact of it on the sectoral returns and their conditional volatilities. Panel (a) in each 
Figure shows how sectoral returns react to such a shock. Since the AR(1) term in 
Equation 4b is not significant, the shock is not carried forward in foreign exchange 
market: hence the absence of the responses of exchange rate changes in Panel (a). 
Panel (b) indicates the impact of the unit exchange rate shock on conditional variance 
of returns and exchange rate changes. Dynamic responses of returns and volatilities in 
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Figure 4.3 (continued) 
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Figure 4.3 (continued) 










































1,, 9357.00278.00432.0 −−−− ++= txtxtxtxtx hdh εε  
 
Oil and gas 
 
Figure 4.3 (continued) 
Group A: Returns are exposed to exchange rate changes 
   
 
Simulation results for twelve sectors are reported. The remaining four sectors 
are not picked because neither their returns nor conditional variances are exposed to 
exchange rate changes or volatility of exchange rate changes. The selected twelve 
sectors can be divided into four groups. Group A comprises sectors where only 
returns are exposed to exchange rate changes. Those sectors include automobile and 
parts, banks, construction and building material, electrical and electronic equipment, 
household goods and textiles, leisure and hotel and oil and gas. Group B contains two 
sectors whose returns are exposed to exchange rate changes as well as the volatility of 
exchange rate changes. However, their conditional variances are not exposed. The two 
sectors in question are information technology and hardware and software and 
computer services. In the sectors classified under group C, only the conditional 
variance of returns is exposed to the volatility of exchange rate changes.  The sectors 
in this group are diversified industries and engineering and machinery. Group D 
consists of a single sector whose returns and conditional variance are exposed to the 
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volatility of exchange rate changes, namely, steel and other metals. But the returns in 
this sector are not exposed to the exchange rate changes. 
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Figure 4.6 




Figures 4.3, 4.4, 4.5 and 4.6 display the simulation results for each group.  As 
can be observed in Figure 4.3, sectoral returns are exposed to an exchange rate shock 
and the impact of such a shock is relatively larger in the sectors like automobile and 
parts, electrical and electronics equipment, household goods and textiles and oil and 
gas.  Nevertheless, it dies down quickly and then becomes negligible.  Figure 4.4 
shows the simulation results for the sectors in group B. Unlike in group A, the impact 
of the exchange rate shock on the returns is persistent and dies down relatively 
slowly.  The reason is that the returns in those sectors are exposed to the volatility of 
exchange rate changes. However, the exchange rate shock does not exert any impact 
on the conditional variance of returns. The pattern of responses of the sectors in group 
C is shown in Figure 4.5. It can be observed that only the conditional variances are 
exposed while the returns are not.  The impact of an exchange rate shock on the 
conditional variance is relatively more persistent. The effect of the exchange rate 
shock on the conditional variance of returns in diversified industries sector is even 
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greater than its impact on volatility of exchange rate changes. Figure 4.6 indicates the 
pattern of responses of the single sector in group D. The impact of the exchange rate 
shock on returns is relatively persistent and dies down slowly. Initially, the impact of 
the shock on the conditional variance is even greater than the impact of it on volatility 
of exchange rate changes. However, after the 10th period, the impact becomes weaker 
than that on the exchange rate volatility.  
   To demonstrate a possible indirect effect of the exchange rate exposure of 
variance on returns, we use a simple simulation experiment with a sector whose 
conditional variance is significantly exposed to the volatility of exchange rate 
changes, though returns are not exposed to either first or second moment of exchange 
rate changes. As Figure 4.5 indicates, diversified industries sector fulfils these 
requirements. Since the coefficients 1−xa  and ga  are not significant, the impact of the 
unit shock of exchange rate changes on returns is zero throughout. Assuming that the 
returns in this sector is sensitive to its own volatility as shown by (e) in Figure 4.1, we 
re-estimate the parameter vector with a new parameter included to measure the 
sensitivity of the returns to its own volatility (more specifically, an own GARCH-M 
term is included). The size of the new parameter is 0.1163 and is found to be 
statistically insignificant with the t-statistic of 1.55. However, we use this parameter 
for demonstration purposes. Simulation analysis of a unit shock in exchange rate 
changes is redone for the diversified industries sector with the new parameter 
included in the mean equation for returns. Results are shown in Figure 4.7. Panel (a) 
shows that, even if the returns are not directly exposed to the changes in exchange rate 
or volatility of it, as long as the returns are sensitive to its own volatility, there may be 
a somewhat persistent indirect impact on the returns via the exposure of the 
conditional variance of the returns to the volatility in foreign exchange markets. 
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    Figure 4.7 
An indirect impact of exchange rate volatility on returns 
 
4.5.3 A brief note on “Averaged-out Exposure” hypothesis 
As pointed out by many studies before, exchange rate exposure may be 
averaged out when a highly aggregated stock index is used. This is because various 
industries or sectors may be exposed negatively/positively to the exchange rate 
changes depending on whether they are import/export dominant.  
A comparison of our results with those of Kanas (2000) and Yang and Doong 
(2004)69 may shed new light on the argument of “averaged-out exposure”. First, Yang 
and Doong (2004) do not find strong evidence for the exposure of country level stock 
returns to exchange rate changes. More specifically, they report only one out of six 
cases that shows the first moment exposure of market returns (relationship (a) in 
Figure 4.1). Second, both Kanas (2000) and Yang and Doong (2004) do not cite 
evidence for the exposure of the conditional variance of market returns. We 
conjecture that this lack of evidence for exchange rate exposure of returns and 
                                                 
69 Both these studies take “country” as the unit of analysis and investigate the mean and volatility 
spillovers between foreign exchange and stock markets. 
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conditional variances may be partly due to the use of highly aggregated stock indexes. 
However, such comments may not be appropriate as those two studies use different 
sample periods and/or different return horizons. As such, we have re-visited the issue 
and estimated the exchange rate exposure of the market returns (more specifically, 
returns on the index Nikkei 225) for the sample period in this study. As can be 
observed in Table 4.10, exchange rate exposures of both market returns and its 
conditional variance are not statistically significant even at the 10% level. Our finding 
not only supports the “averaged-out exposure” argument, but also justifies the use of 
‘sector’ as the unit of analysis in this study.  
 
Table 4.10 
Exchange rate exposure of market returns in Japan 
______________________________________________________________________________________ 
Component       Parameter  Estimate   
   
______________________________________________________________________________________ 
Exposure: returns to changes   1−xa    0.0610   
        (1.58) 
Exposure: returns to volatility  ga    -0.0465 
        (-0.39)  
Exposure: variance to volatility  mxα    0.0367 
        (1.05) 
Asymmetric variance exposure  mxγ    -0.0053 
        (-0.13) 
Correlation     mxρ    -0.0094 
        (-0.40) 
Degrees of freedom    υ    5.2453 
        (12.52) 
______________________________________________________________________________________ 
Estimated model is as follows: 
tmtxgmmxxtm hararaar ,
21
1,1110, )( ε++++= −−−−     (4.12)  













1,, −−−− +++= txxtxtxxtxxxtx hdh βεγεαω     (4.6) 
( ) 21,,, txtmmxtmx hhh ρ=        (4.15) 





4.5.4 Comparison between normal- and t- distribution-based results  
To check the robustness of the suggested model, we also estimated the same 
set of parameters through a normal distribution version of the suggested model. 
Maximum likelihood estimates of this version are reported in detail in Appendix 4.A. 
Table 4.11 presents a comparative summary of the significance/insignificance of the 
parameters estimated from the two versions of the suggested model.  Column 2 in 
Table 4.11 indicates that the number of significant exposure coefficients of returns 
( 1−xa ) is not affected by the choice of distribution. Nevertheless, we observe that, in 
all eight exposed sectors, the magnitude of the exposure coefficient decreases when 
estimation is carried out with the t-distribution-based model. Under normally 
distributed residuals, GARCH-M coefficient was significant only in one sector. 
However, when residuals are assumed to be t-distributed, it becomes significant in 
two more cases. 
Unlike the exposure coefficient, the correlation coefficient between the 
sectoral returns and exchange rate changes ( ixρ  ) becomes insignificant in three 
sectors when t- distribution-based model is used (see column 8 of Table 4.11). The 
choice of the distribution largely affects the significance of the parameters that 
represent the exposure of conditional variance and the asymmetry of its exposure ( ixα  
and ixγ , respectively). As column 5 indicates, when we use the t-distribution-based 
model in place of the normal distribution-based model, parameter ixα  in four out of 
the six sectors whose conditional variance is significantly exposed to the volatility of 
exchange rate changes becomes insignificant. Asymmetry of the exposure of 
conditional variance also shows a similar trend (see column 6). When estimated by 
the  normal  distribution-based  model,  parameter  ixγ   is  significant  in  five  sectors.  
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Table 4.11 
A comparison between the parameters obtained from Normal- and t-distribution based versions of the GJR-GARCH(1,1)-M model 
_____________________________________________________________________________________________________________________________ 
(1)  (2)  (3)  (4)  (5)  (6)  (7)  (8)  
Sector   Exposure of Exposure of  Asymmetric  Exposure of Asymmetric  Asymmetric Correlation 
  returns to  returns to  volatility of  variance to e.r. exposure volatility of  between  
e.r. changes volatility of returns  volatility of  of volatility e.r. changes returns and  
  e.r. changes   e.r. changes     e.r. changes 
( 1−xa )  ( ga )  ( iγ )   ( ixα )  ( ixγ )  ( xγ )   ( ixρ  )     
  ___________ ___________ ___________ ___________ ____________ __________ __________ 
  Normal    t         Normal     t Normal     t Normal     t Normal     t Normal     t Normal     t 
_____________________________________________________________________________________________________________________________ 
A&P  √ √ – – – √ √ – –  – √ – √ √  
B  √ √ – – √ √ – – – – √ √ √ – 
C  – – – – √ √ – – – – √ √ – – 
C&BM  √ √ – – – √ – – – – √ √ √ √ 
DI  – – – – √ √ √ √ √ √ √ √ – – 
E&EE.  √ √ – – – – √ – √ – √ √ √ √ 
E&M  – – – – √ √ √ √ √ – √ √ – – 
HH&T  √ √ – – – – √ – √ – √ √ √ √ 
IT&H  √ √ – √ – – – – – – √ √ √ √  
L&H  √ √ – – – – – – – – √ √ √ – 
Oil&G  √ √ – – – √ – – √ – √ √ √ √ 
PC& H  – – – – – – – – – – √ – – – 
P&B  – – – – – √ – – – – √ – – – 
S&CS  – – √ √ – – √ – – – √ √ – – 
S&OM  – – – √ – √ – √ – – √ √ √ √ 
T  – – – – – √ – – – – √ √ √ – 
_____________________________________________________________________________________________________________________________ 
√  indicates that the relevant coefficient is significant at least at the 5% level significance; The relevant coefficients are from Equations 4.3b through 
4.8. 
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However, when estimated with the t-distribution-based model, four out of those five 
become insignificant cases. This evidence implies that the normal distribution based 
model overestimates the exposure of conditional variance of sectoral returns and the 
asymmetry of its exposure.  
Significance of the parameter which represents the asymmetry in own 
volatility of sectoral returns (own GJR term in Equation 4.7, iγ ) shows a somewhat 
different trend. As column 4 displays, six insignificant cases under the normal 
distribution-based estimations become significant when a t-distribution-based model 
is used for estimation. The parameter that represents the asymmetry in own volatility 
of exchange rate changes (the GJR term in variance Equation 4.8, xγ ) is also 
marginally affected by the use of a leptokurtic residual distribution. (see column 7). 
The results of the LR tests performed for each sector show that t-distribution-based 
model is clearly superior to its normal distribution-based counterpart in estimating the 
parameter vector θ 70. This suggests that a model that is based on t-distribution should 
offer more reliable results. The above comparison between the parameters estimated 
by each version of the same model makes this fact clearer. It demonstrates that some 
parameters, especially parameters that are related to the exposure of conditional 
variances of sectoral returns, may be under/over estimated by the normal distribution-
based estimations.  
 
4.6 Conclusion 
A bivariate conditional correlation GJR-GARCH(1,1)-M model is employed 
to estimate the multi-elements of exchange rate exposure in sixteen Japanese sectoral 
indexes. More specifically, the study focuses on four important elements of exchange 
                                                 
70 Results are not reported. 
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rate exposure: sensitivity of sectoral returns to exchange rate changes and volatility of 
exchange rate changes; sensitivity of conditional variances of sectoral returns to 
volatility changes in the foreign exchange market; and the conditional correlation 
between sectoral returns and exchange rate changes. In general, we find evidence for 
the existence of all these elements of exchange rate exposure in Japanese sectoral 
returns. First, returns in five sectors (auto and parts, electrical and electronic 
equipment, household and textiles, information technology and hardware, and leisure 
and hotels) show positive exposure to the exchange rate changes. In three sectors 
(banking, oil and gas and construction and building material), returns are negatively 
exposed. These directions of exchange rate exposure of sectoral returns are consistent 
with the findings of the previous studies of Japan at sector level. Second, returns in 
three sectors (information technology and hardware, software and computer services 
and steel and other metals) are significantly exposed to the volatility of exchange rate 
changes. Third, conditional variances of the returns in three sectors (diversified 
industries, engineering and machinery and steel and other metals) are exposed to the 
volatility of exchange rate changes. The positive sign attached to the relevant 
coefficient suggests that conditional volatility in these sectors increases with the 
increase in volatility in foreign exchange market. Fourth, the exchange rate exposure 
of the conditional variances of the returns in one sector (diversified industries) is 
asymmetric in the sense that volatility increase caused by depreciation of yen is 
greater than that caused by appreciation of yen. Fifth, returns in seven sectors are 
significantly correlated with the exchange rate changes in terms of the constant 
conditional correlation coefficient. Sixth, although the correlation between sectoral 
returns and yen exchange rate is time-varying in ten sectors (the model did not 
converge for the other six sectors), it is more persistent and less likely to be disturbed 
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by recent changes. Given the fact that the time-varying correlation parameters are 
significant even though the time-invariant component is not significant in some 
sectors, the time-invariant component is a misleading measure of the correlation 
between two variables. Finally, and more importantly, returns in three sectors 
(diversified industries, engineering and machinery and software and computer 
services) are significantly exposed to “other” elements of exchange rate changes 
through they are not exposed in terms of the conventional measure of exchange rate 
exposure (namely, exchange rate exposure coefficient/beta).  
The simulation exercise helps us observe a few important dynamics of the 
multi-elements of exchange rate exposure. First, if the returns are exposed only to the 
changes in exchange rate, the impact of a shock would die down soon. Second, when 
the returns are exposed to the volatility of exchange rate changes a shock in foreign 
exchange markets may have a somewhat persistent effect on returns than the effect 
that would have been generated if the returns are exposed to only exchange rate 
changes. Third, even if the returns are not directly exposed to the changes in exchange 
rate or volatility of it, as long as the returns are sensitive to its own volatility, there 
may be a somewhat persistent indirect impact on the returns via the exposure of the 
conditional variance of the returns to the volatility in foreign exchange markets. 
Finally, if the conditional variance is significantly exposed to the volatility of 
exchange rate with sufficiently large parameters, the impact of a shock in foreign 
exchange markets on the conditional variance of the returns may be even higher than 
its impact on the conditional variance of exchange rate changes. 
The empirical evidence gathered through the estimation of the suggested 
model for sixteen Japanese sectors, together with the simulation exercise based on the 
parameters estimated, strengthens our main argument presented in Figure 4.1 in 
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Section 4.1. Given the empirical evidence for the presence and importance of those 
“other” elements of exchange rate exposure,  the entire currency risk actually faced 
by a firm/sector is not fully captured by the “exchange rate exposure coefficient” 
alone. As such, taking the conventional exposure coefficient as the sole measure of 
exchange rate exposure of firms/sectors may provide us with misleading results. This 
also emphasizes the necessity of rethinking the existing empirical definition of 
exchange rate exposure. 
A comparison of the results shows that the t-distribution-based model 
outperforms its normal distribution-based counterpart in estimating the various 
elements of exchange rate exposure. Normal distribution-based model seems to have 
somewhat under- or over-estimated the relevant parameters. Especially, that version 
of the model largely miscalculates the parameters that are related to the exchange rate 
exposure of the conditional variance of stock returns (parameters related to the 
exposure of the second moment). This implies that t-distribution based multivariate 
GARCH models provide more reliable estimates for the various elements of the 
exchange rate exposure.   
We also check the empirical validity of the argument that exchange rate 
exposure of stock returns is averaged out when highly aggregated stock indexes are 










Time-Varying Exchange Rate Exposure Coefficients (Exposure betas): 
Evidence from Country Level Stock Returns 
 
5.1 Introduction 
A large number of studies in exchange rate exposure literature assume that the 
exchange rate exposure of stock returns remain unchanged over time. Some recent 
studies in the literature even attribute the moderate evidence for exposure cited in 
most of the past studies to their failure in taking the time-variation of exchange rate 
exposure into account (see Hunter (2005), for instance). Among others, Allayannis 
(1997) reports that the same data set at industry level show significant exchange rate 
exposure only when the exposure is assumed to be time-varying71. 
At country or industry level, there exist a number of reasons to argue that 
exchange rate exposure of stock returns is more likely to be time-varying72. First, a 
country’s composition and/or shares of exports and imports may change drastically 
over time due to both external and internal factors. Changes in demand due to the rise 
of new competitors in international arena are an example for the former and the 
introduction of trade liberalization policies is an example for the latter. Though the 
exchange rate exposure is by no means limited to the firms that are engaged in 
international trade, the degree of being exposed is heavily dependent on the 
international engagement of the firms. As such, the change in import and export 
composition/shares may lead to the changes in both magnitude and direction of 
exposure. Allayanis (1997) observes that the status of some US industries change 
                                                 
71 See Section 5.2 for the model employed to get these results.     
72 See Hunter (2005) for firm-level reasons for time-varying exchange rate exposure. 
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from net exporters to net importers within the same sample period. Second, for 
various reasons, the elasticity of demand for a certain country’s products from the rest 
of the world may change over time, thus making changes in the competitive structure 
of industries in international markets. Allayannis and Ihrig (2001) argue that the 
changes in competitive structure affect the exchange rate exposure of industries. 
Third, financial market deregulation and liberalization attempts may lead to changes 
in foreign investments in local financial assets which in turn affect the exchange rate 
exposure of a country’s stocks. Fourth, long-periods of local currency appreciations 
may motivate MNCs in a country to relocate their productions elsewhere in the world. 
Usually, the goods whose production location is sensitive to the currency movements 
are traded goods. Therefore, this may in turn lead to the variations in the sensitivity of 
a country’s stock index to the exchange rate changes. Fifth, the 1997 currency crisis-
type incidents may lead to remarkable volatility changes in exchange rate markets 
which in turn affect the exchange rate sensitivity of a country’s stock returns.  
Although there are some studies that pay attention to the possibility of time-
varying exchange rate sensitivity of stock returns, as elaborated in Section 5.2, they 
are not without limitations. Specially, the stochastic structure of exchange rate 
exposure betas is yet to be investigated. Unlike in the case of exchange rate exposure 
betas, the stochastic structure underlying the market betas is being thoroughly 
examined and discussed during the last three decades or so. In this paper, we employ 
some of the techniques that are being used to analyze market beta to investigate time-
varying nature of the exchange rate exposure betas. We carry out a detailed study of 
time-varying exposure betas and look into certain aspects of the underlying stochastic 
structure of them73. In addition, time-varying exposure betas are used in two simple 
                                                 
73 However, the intention of the study is not to find the sources of time-variation in exposure betas. 
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applications. First, a comparison of exposure among countries is carried out using the 
stochastic dominance criterion. Second, a comparison of currency risk premiums 
among countries is performed using the International Capital Asset Pricing Model 
(ICAPM) framework. In these comparisons, time-varying market betas are also used 
to shed some new light on the existing literature on time-varying market betas. To our 
knowledge, this is the first study of this sort in the exchange rate exposure literature. 
An important empirical finding of our paper is that, although exchange rate exposure 
betas are likely to vary over time, they follow mean-reverting long-memory 
processes. Existence of ‘reliable and steady exchange rate exposure coefficients’ has 
important implications for investment- and hedging-related decision making. 
The rest of this essay is organized as follows. Section 5.2 briefly reviews the 
relevant literature. The International Capital Asset Pricing Model which provides a 
theoretical base for the time-variation of exchange rate exposure beta is sketched in 
Section 5.3. Section 5.4 outlines the conceptual framework within which the analysis 
proceeds. Section 5.5 describes the econometric methodology employed to derive 
time-varying exposure betas and examine the underlying stochastic structure. Section 
5.6 presents the information related to data and a preliminary analysis of the returns 
and exchange rate series. In Section 5.7, we report the main empirical findings. In 
Section 5.8, with the help of the stochastic dominance criterion and ICAPM 
framework, time-varying exposure betas are used in two applications. Concluding 
remarks are contained in Section 5.9.    
 
5.2 A Brief Literature Review 
In exchange rate exposure literature, a number of methods are employed to 
analyze the time-varying nature of exposure betas. The simplest method of doing so is 
to divide the sample period into a few sub-periods and estimate the exposure 
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coefficient for each sub-period.  Among others, Dominguez and Tesar (2006) use this 
method to examine the stability of the exchange rate exposure coefficient. In a study 
on the exchange rate exposure of automotive industry, Williamson (2001) uses 
dummy variables to distinguish between sub-periods and observe that the exposure is 
time-variant. Entoff and Jamin (2003) use overlapping moving window regressions to 
show the time-varying behaviour of the exchange rate exposure of a bunch of German 
firms. In a productive discussion of the model structure of measuring exchange 
exposure, Bodnar and Wong (2003) also use moving window regressions of various 
return horizons (1, 3, 6 and 12 months)74.  
A more promising approach to the analysis of the time-variation in exchange 
rate exposure is to use pre-specified determinants of exposure coefficients. Allayannis 
(1997) suggests that exposure beta is determined by export and import shares. 
Formally,  
 
timtextx imex τττβ ++= 0,        (5.1) 
 
where tex  and tim  are shares of exports and imports of industry i in period t, 
respectively75. Substituting the value of tx,β  in Equation 5.1 for xβ   in the widely-
used augmented market model relationship represented by Equation 5.2, he obtains 
Equation 5.3 which is estimated using SUR method.  
 
titxxtmmti rrr ,,,0, εβββ +++=       (5.2) 
 
titxtimtxtextxtmmti rimrexrrr ,,,,0,0, ετττββ +++++=      (5.3) 
 
                                                 
74 Dominguez and Tesar (2006) and Williamson (2001) employ Seemingly Unrelated Regressions 
(SUR). Bodnar and Wong (2003) rely on Generalized Method of Moments (GMM). 
75 To be consistent throughout the paper, the author uses his own notation.  
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where  tir , is return on the stock of industry i in period t; tmr ,  is return on market 
portfolio in period t; txr ,  is percentage change in a real trade-weighted exchange rate 
in period t; mβ  is market beta; and xβ  is exchange rate exposure coefficient. 
Depending on whether exτ  and/or imτ  is/are statistically significant, we can decide 
whether the exchange rate exposure is likely to vary over time or not. If only 0τ  is 
significant, then exposure coefficient does not vary over time (i.e. the constant 
coefficient case is nested in the time-varying coefficient relationship). Using the 
monthly data of 4 digit level SIC industries, Allayannis cites evidence for time-
variation in exchange rate exposure of some industries.  
Allayannis and Ihrig (2001) show that there are three channels through which 
an industry can be exposed to the exchange rate changes: (a) an industry’s 
competitive structure where it sells its production; (b) the interaction of the 
competitive structure of the export market and the export share; (c) the interaction of 
the competitive structure of the imported input market and its imported input share. 
This further expands the fourth and fifth terms in Equation 5.3 with mark-ups as a 
measure of the competitive structure76. Using monthly industry-level data, they cite 
evidence for time-variation. Then, by multiplying the time-variation in the proxies 
that represent the factors in (a), (b) and (c) by relevant parameters (such as exτ  and 
imτ ) they show how exchange rate exposure changes over time. Bodner et al. (2002) 
suggest a somewhat similar model in terms of time-varying exchange rate pass-
through, though they are not able to show significant evidence of time-varying 
exposure.  
                                                 
76 They also show that, if mark-ups remain constant, then the model reduces to the one elaborated in 
Allayannis (1997). 
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Following Allayannis (1997), Chiao and Hung (2000) also use the same 
determinants to examine the time variation in the exchange rate exposure of 
Taiwanese exporting firms. They also employ dummy variables to check whether the 
exchange rate exposure is affected by the timing of three liberalization effects 
introduced within the economy. Bodnar and Gentry (1993) add a few more factors to 
the list of pre-specified determinants of exposure, namely, whether the industry 
concerned produces traded or non-traded products, the amount of internationally-
priced inputs used and the industry’s foreign direct investment. A dummy is used to 
distinguish between traded and non-traded goods industries. The percentage of final 
value spent on oil and coal products is assumed to be the proxy for internationally-
priced inputs. Foreign direct investment is represented by the ratio of an industry’s 
foreign assets to its total assets. In an attempt of seeking the determinants of the 
exposure of Japanese firms, Chow and Chen (1998) use three proxies for the hedging 
incentives which in turn depend on the firm size.  In addition to aggregate export and 
import shares to GDP, Entorf and Jamin (2003) use the absolute distance between 
exchange rates and their long-run mean as a determinant of exposure. 
The contribution of these studies to the literature is appealing as they show, 
not only that exchange rate exposure is likely to vary over time, but also the time-
variation in exposure significantly depend on factors like time-varying export and 
import shares, mark-ups, pass-through etc. Nevertheless, those studies possess several 
drawbacks in analyzing the time-varying nature of exchange rate exposure betas. 
First, the studies that analyze the time-variation in exchange rate exposure in terms of 
a set of pre-specified variables implicitly rely on a somewhat misleading assumption 
that there are no other (left out) determinants of time-variation. Mainly due to the 
absence of theoretical explanations of such relationships, there may be unidentified 
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factors which are important in explaining the time-variation in exposure. In addition, 
unavailability of data in required frequencies may force the researchers to ignore 
some factors or use unsuitable proxies. For instance, Allayannins and Ihrig (2001) 
make an assumption that mark-ups vary on annual basis, though they work with 
monthly data, due to the unavailability of mark-ups on monthly basis. Moreover, if 
someone wants to analyze how the exchange rate exposure changes over time when 
the return horizon is assumed to be a day, any of such data series is not available on 
daily basis. Second, the above studies seem to have neglected the impact of the time-
varying volatilities which is one of the major and crucial determinants of model 
parameters and time-varying element of them. In other words, these studies do not 
employ an appropriate econometric methodology that is essential to analyze time-
varying parameters. Ironically, they basically rely on constant exposure coefficients to 
discuss the time-varying nature of the same. Third, mainly due to the inadequacy of 
the econometric techniques used, the nature of the underlying stochastic structure of 
the exchange rate exposure betas is not adequately investigated in these studies. For 
instance, they did not seem to have paid attention to features like covariance 
stationarity or mean reversion of time-varying exposure betas. 
There is also a set of studies, to which some of these criticisms do not apply. 
De Santis and Gerard (1998) and Cappiello et al (2003) are two examples. However, 
focusing on the time-varying nature of the price of exchange rate exposure, these two 
studies take up the issue whether the exchange rate exposure is priced. Hunter (2005), 
a study that shows similarities to as well as remarkable differences from ours, 
analyzes time-varying exchange rate exposure of small and large firms using Fama-
French-type size-based portfolios. Lim (2005), suggesting an efficient method to 
generate multi time-varying betas, derives time series of both market and exposure 
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betas in the context of ICAPM. More importantly, the study allows for real world 
features like non-orthogonality between the factors with which assets are priced. 
 
5.3 Theoretical Evidence for Time-Varying Exchange Rate Exposure Beta: 
Conditional International Capital Asset Pricing Model (ICAPM) 
It was Adler and Dumas (1983) who originated the version of ICAPM 
demonstrated in this section77. Dumas and Solnik (1995) and De Santis and Gerard 
(1998) test the validity of conditional ICAPM which is less vulnerable to criticisms 
than the unconditional counterpart of it. The model demonstrated here is this 
conditional model with time-varying moments of returns78. Investors living in a world 
with Purchasing Power Parity (PPP) violations, which is “the rule rather than 
exception”, usually think of hedging against the purchasing power risk that would 
stem from unexpected inflation. The asset holding of a representative investor in such 
a context is characterized by two types of portfolios: (a) a world market portfolio of 
risky assets; and (b) “a personalized hedge portfolio which constitutes the best 
protection against inflation, as he perceives it” (Adler and Dumas, 1983).  As such, 
the expected return on an asset may consist of two parts: the market premium which 
depends on the asset’s world market risk and an additional premium which depends 
on its usefulness to hedge purchasing power risk. It is assumed that all investors 
maximize expected utility of future real consumption. In addition, both nominal 
returns on risky assets and domestic inflation in all countries are assumed to follow 
standard Brownian motions. In such a world with L+1 number of countries (and 
currencies), the expected excess return on equity i  is formally expressed as: 
 
                                                 
77 Their model was known as international asset pricing model (IAPM). 
78 Adler and Dumas (1983) assume that first and second moments of returns are constant over time.   
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In Equation 5.4, ( ).1−tE  and ( ).1−tCov  are expectations and covariances 
conditional on the current information set 1−tI ; tir ,  is excess return on a certain asset i 
denominated in any numeraire  currency; tmr ,  is excess return on world market 
portfolio denominated in the numeraire currency; tl ,π  is the inflation rate in country l; 
lθ  is coefficient of relative risk aversion for investors from country l; 1−tθ  is average 
risk aversion coefficient for each country weighted by relative wealth 11, −− ttl WW ; 
1, −tlW  is the wealth of an investor from country l;  1−tW  is the aggregated wealth. 
The conditional covariance between tir ,  and tmr ,  represents the world market 
risk and, as in the case of standard CAPM, 1, −tmλ  is known as the market price of risk. 
The conditional covariances between tir ,  and tl ,π  represent both inflation and 
currency risk that stem from PPP violations. Specifically, ( )tltittl rCov ,,1,, ,πλπ −  is the 
inflation premium that the investor demands for the co-movement between the asset’s 
nominal return and the inflation in the lth country. Zimmerman et al. (2003) explain 
why investors in different countries would like to pay different inflation premiums for 
the same asset. “Swiss investors are ready to pay a premium on certain assets that best 
protect the real purchasing power in Switzerland and Italian investors grant a 
premium on those assets that best protect the real purchasing power in Italy, and so 
on”.  
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As most practitioners do, this model can be simplified by making the 
assumption that inflation in a certain country is non-stochastic79 (see Dumas and 
Solnik (1995), De Santis and Gerard (1997)). This is a plausible assumption given the 
fact that the fluctuations of inflation are negligible as compared to exchange rate 
fluctuations (Cappiello et al., 2003). Then, the only random component in  tx,π  is 
currency risk and the changes in PPP deviations are identified with exchange rate 
changes. Accordingly, 1,, −tlπλ  can be denoted as 1,, −tlxλ  and called the currency price 
of risk associated with the currency in lth country. Viewed from this perspective, 
Equation 5.4 states that the expected return on an asset in a certain country consists of 
the following two components: (a) the market premium ( ( )tmtittm rrCov ,,11, ,−−λ ) that 
stems from the covariance between the asset’s returns and the world market returns; 
and (b) a set of currency premiums ( ( )tlxtittlxLl rrCov ,,,11,,1 ,−−=∑ λ ) that stem from the 
covariances between the asset’s returns and the changes in the exchange rate in all the 
other countries.  
Since there are L+1 number of countries, with respect to a certain asset, there 
must be L number of currency premiums. Empirically, this number is limited to a few 
such premiums (see De Santis and Gerard, 1998, among others). Giurda and Tzavalis 
(2004) use a much more parsimonious version of the above model. They replace the 
multiple currency premiums based on L number of exchange rates with a single 
currency premium on a trade-weighted exchange rate expressed in reference currency 
price of foreign currencies. Then the model in Equation 5.4 can be expressed as 
follows: 
 
                                                 
79 If inflation is not stochastic then the model can be expressed in such a way that the expected returns 
are dependent on three premiums, namely, market, currency and inflation. See Moerman and van Dijk 
(2006), for such a variation of the model.  
 165
( ) ( ) ( )txtittxtmtittmtit rrCovrrCovrE ,,11,,,11,,1 ,, −−−−− += λλ     (5.4a) 
 
where ( )txtit rrCov ,,1 ,−  is the conditional covariance between the return on the asset i 
and the return on (change in) the trade-weighted exchange rate. The market price of 
risk and currency price of risk in Equation 5.4a can be expressed as 1, −tmλ  and 1, −txλ , 
respectively80. 
There are many studies that attempt to answer the question whether the 
currency price/s introduced in Equations 5.4 and 5.4a is/are economically significant. 
The empirical evidence cited in De Santis and Gerard (1998), Cappiello et al (2003), 
Giurda and Tzavalis (2004) supports the validity of ICAPM. These studies show that 
currency risk is large enough to be priced in the international financial markets. Some 
of these studies also cite empirical evidence for time-varying price of currency risk. 
For the purpose of this paper, ICAPM represented by Equation 5.4a can also 
be expressed as follows81: 
 
( ) ( ) ( )txttxtmttmtit rErErE ,11,,11,,1 −−−−− += ββ .     (5.5) 
 
In literature, 1, −tmβ  and 1, −txβ  are known as the market beta and the exchange 
rate exposure beta, respectively. 1, −tmβ  measures the asset’s exposure to market risk 
while 1, −txβ  measures its exposure to currency risk. Viewed from this perspective, the 
time-varying nature of the second moments, with which betas are constructed, makes 
both betas obviously time-varying. The intuition is that, while the expected returns on 
an asset is proportional to market returns and exchange rate changes, the 
proportionality factors (market and exchange rate exposure betas) themselves are 
                                                 
80 Giurda and Tsavaliz (2004), however, employ the model with constant Mλ  and Xλ . 
81 See Lim (2005), for instance. 
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time-varying depending on the conditioning information that is publicly available at 
time t-1. Put slightly differently, the investors are sensitive to “the new information 
that periodically becomes available to [them], who then use it to adjust their 
investment strategies”. 
 
5.4 Conceptual Framework of the Analysis 
In this section, we outline the version of the ICAPM that will be used to derive 
time-varying exchange rate exposure betas. Following Dumas and Solnik (1995) and 
many others, we assume that inflation in countries considered is non-stochastic and, 
therefore, local inflation risk is negligible82. In such a world, PPP deviations are 
precisely reflected in exchange rate changes.  
We take the viewpoint of a US investor who wants to invest in foreign as well 
as US assets in order to hedge against currency risk. Return on the relevant country 
stock index is assumed to be a reasonable proxy for the return on an asset in that 
country. Each country is considered separately forming a pair with the US. The main 
reason for this arrangement is the parsimony associated with it. Viewed from this 
perspective, the expected return equation for each country index includes only one 
bilateral exchange rate between the US dollar and the relevant currency. Obviously, 
this is an incomplete specification of Adler and Dumas (1983) model in the sense that 
there must be a number of other currency premiums in the expected return equation. 
However, we may neglect such an information loss as our main objective is to derive 
time-varying exchange rate exposure betas, but not to test the validity of this version 
of ICAPM83. Since the returns on assets in each country is evaluated with respect to 
the changes in the exchange rate with the US dollar, the suggested structure offers a 
                                                 
82 This is an extremely fair assumption for daily return horizon, which is used in this study.  
83 See De Santis and Gerard (1998) and Cappiello et al (2003), for attempts to test the validity of 
ICAPM using a set of countries and a number of relevant exchange rates.   
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common yard stick with which the exposure to currency risk in each country can be 
compared.  
 Assuming that the market returns and exchange rate changes are not 
necessarily orthogonal, we suggest the following parsimonious version of ICAPM for 
the purpose of deriving time-varying exchange rate exposure betas. 
 
( ) ( ) ( )tmtittMtxtittXtit rrCovrrCovrE ,,11,,,11,,1 ,, −−−−− += λλ    (5.6) 
( ) ( ) ( )tmtxttMtxttXtxt rrCovrVarrE ,,11,,11,,1 ,−−−−− += λλ  
( ) ( ) ( )tmttMtxtmttXtmt rVarrrCovrE ,11,,,11,,1 , −−−−− += λλ  
 
where tir ,  is return on country i ’s stock index in time t ; tmr ,  is return on the world 
market portfolio in time t ; txr ,  is the change in bilateral nominal exchange rate 
between the US dollar and the currency of country i  in time t ; 1, −tMλ  and 1, −tXλ  are 
the market price of risk and the currency price of risk, respectively. The exchange rate 
is expressed as the US dollar price of foreign currency and an increase implies a 
depreciation of US dollar relative to the relevant currency. As for the US, a trade-
weighted exchange rate is used and expressed as the US dollar price of foreign 
currency. For this reason, the case of the US is technically similar to the model used 
in Giurda and Tzavalis (2004) 84.  
Changes in exchange rate can be considered as return on a relevant foreign 
currency deposit which is, arguably, a risky asset. Market portfolio itself is an asset. 
For these reasons, the same pricing rule is applied to market returns and exchange rate 
                                                 
84 Strictly speaking, Giurda and Tzavalis (2004) use a market index denominated in reference currency, 
though we stick to a market index which is not converted into a common currency. 
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changes and hence the similarity among all three equations in 5.685. Since we allow 
for non-orthogonality between market returns and exchange rate changes, a non-zero 
( )txtmt rrCov ,,1 ,−  term enters into second and third equations. 
 Contrary to the common practice, we do not convert the returns into a 
common/reference currency. Returns on each country index are measured in the 
relevant local currency. We also select a value-weighted world market index which is 
not converted into a common/reference currency. The purpose of this exercise is to 
obtain country level portfolios and a world market portfolio which represent “the 
theoretical performance of an index without any impact from foreign exchange 
fluctuations” (MSCI, 1998). Our reluctance to convert returns on country indexes and 
the world market index into a common currency is due to a few theoretical and 
empirical reasons. First, it helps us separate market risk from currency risk. As 
Giannopoulos (1995) argues, these two risks are not additive and conversion of 
various country stock index returns into a common currency will have an adverse 
impact on their volatility. By the same token, the world market indexes expressed in a 
common currency may also have a similar impact on their conditional volatility. 
Second, conversion of country index returns (the dependent variable) into US dollars 
using a bilateral exchange rate between US dollar and the relevant currency might 
have amplified the exchange rate exposure because the bilateral exchange rate 
changes itself is an independent variable in the regression86. Such a measure does not 
give any meaningful information. Third, conversion of the returns on a world market 
index denominated in a common currency (mostly in US dollar) into local currency87 
                                                 
85 Several studies such as De Santis and Gerard (1998), De Santis et al. (2003) and Cappiello et al. 
(2003) assume that the same pricing rule applies to stocks and currency factors in this sense. 
86 Strictly speaking, this exercise is done using the exchange rates moderated by the base year rate. 
However, there exists a strong correlation between a series converted using the moderated exchange 
rates and a series converted using the current rates. 
87 This is done in Dominguez and Tesar (2006). 
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might have resulted in an unaffordable degree of multicolinearity between the two 
regressors. Due to the resultant inefficient parameter estimates, it may lead to 
unrealistic estimates of exchange rate exposure beta.88. For comparison, we compute 
the OLS point estimates of exposure betas using a common/reference currency (US 
dollar) and the results are reported in Appendix 5.A.  It shows the difference between 
the results from two approaches. In addition to the absolute value of exchange rate 
exposure betas, 2R  of the relevant regressions, relative magnitude (represented by 
rank) of exposure betas and even their statistical significance may vary when all 
indexes (including the one that represents the world market portfolio) are measured in 
a common currency. However, we also accept that we can afford this method of non-
use of a common currency mainly because we consider each case separately.  
There is another important matter which needs to be clarified before we 
proceed to derive time-varying exposure betas. Hunter (2005) derives exposure betas 
assuming that the five factors involved in his model are orthogonal. However, in 
practice, the regressors that have to be used in Equation 5.2 may be correlated and not 
necessarily be orthogonal. If that is the case, the exchange rate exposure coefficients 
obtained through the orthogonality assumption may be vastly different from the 
estimates obtained from actually non-orthogonal regressors. To explain the matter in a 
nutshell, consider the following regression which orthogonalizes market returns from 
exchange rate changes. 
 
R
tmtxtm rrr ,,10, ++= θθ          (5.7)  
 
where Rtmr ,  can be called residual market returns. Substituting 
R
tmr ,  for tmr ,  into 
Equation 5.2 and rearranging, we will get the following result: 
                                                 













0 θβββ m+=       and  
1
* θβββ mxx += .         (5.9) 
 
From Equation 5.9 it is clear that *xβ   depends on the degree of correlation 
between the market returns and the exchange rate changes (i.e. 1θ ) and its sign. As 
such, *xβ  may be much greater/less than xβ  and may even bear the opposite sign 
depending on the size and sign of 1θ .  
*
xβ  is also the exchange rate exposure beta that one can obtain when the return 
on an asset is regressed on exchange rate changes alone (i.e. in the absence of market 
returns in Equation 5.2). Therefore, more interestingly, *xβ  is the exposure beta 
originally suggested by Adler and Dumas (1984)89. However, as Bodnar and Wong 
(2003) correctly point out, *xβ  consists of two effects: (i) the average change in the 
present value of cash flow caused by a unit change in exchange rate (i.e. xβ ); and (ii) 
a sort of “non-exchange-rate related phenomena that affect valuations and are 
spuriously correlated with exchange rate variable over the sample period”. They 
emphasize that this latter effect includes “‘macroeconomic’ effects that influence the 
valuations of all firms, such as changes in risk-free rate, the market risk premium, and 
investor sentiment that happen to be correlated with the exchange rate”. This 
component is mostly represented by 1θβm 90. In order to control for these 
macroeconomic influences, many researchers include market returns as a regressor in 
                                                 
89 See Sub-sections 2.1.2 and 2.1.5 in Chapter 2 for details. 
90 Bodnar and Wong (2003) argue that a part of the latter effect indicated by (ii) may be idiosyncratic. 
If so, it is not correct to assume that macroeconomic effects are represented by 1θβ m . However, to 
demonstrate the matter in question, we neglect this fact here.    
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modeling exposure. This evidence suggests that the assumption that market returns 
and exchange rate changes are orthogonal takes us back to the starting point of the 
journey. Moreover, what is important and useful in hedging- and investment-related 
activities is xβ , but not *xβ . This is because the component of exchange rate exposure 
represented by 1θβm  is priced by the market and already incorporated in the firm’s 
cost of capital and only xβ  indicates the exchange rate exposure excess of the 
exposure of market portfolio. The component 1θβm  is not idiosyncratic and therefore 
cannot be hedged or diversified away.  
As such, we prefer to outline the model that will be used to derive time-
varying exchange rate exposure betas in its general form for non-orthogonal 
regressors. Nevertheless, the case with “orthogonal regressors” is also nested in it. 
 
5.5 Econometric Methodology 
5.5.1 Deriving  time-varying exchange rate exposure betas 
Since both market and exchange rate exposure betas are ratios between 
relevant covariances and variances, to analyze time-varying betas, we need some 
apparatus which will simultaneously generate second moments of all the variables 
involved. To this end, we turn to multivariate GARCH-type models. In analyzing 
time-varying market betas, previous studies have used three types of bivariate 
GARCH parameterizations for this purpose: (a) VECH (Choudhry, 2001; 2002, 
Giannopoulos, 1995 and McClain et al., 1996); (b) BEKK (Choudhry, 2005; 
Gonzalez-Rivera, 1996); (c) Constant Conditional Correlation (CCC) GARCH 
(Brooks et al., 2000 and 2002).  
As three variables are involved in the conditional ICAPM framework, unlike 
the conditional CAPM-related studies which heavily rely on bivariate models, we 
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need to employ a trivariate model. We do not choose VECH parameterizations due to 
the difficulty in maintaining the positive definiteness of tH  in a trivariate model and 
the other computational difficulties such as non-convergence. Although the CCC-
GARCH parameterization is a fair choice for time-varying market betas, it is not an 
appropriate model to obtain time-varying exchange rate exposure betas. Given the 
relationship txtiixtix hhh ,,, ρ= , the covariance between returns and exchange rate 
changes computed through the CCC model is either negative or positive for all time 
periods depending on the sign of the constant correlation coefficient ixρ . However, in 
reality, the exchange rate changes may affect the returns on the same stock index 
positively as well as negatively in different time periods. Our argument is well backed 
up by Figure 5.7 which shows that time-varying exchange rate exposure betas for the 
same country are positive in some time periods, while negative in some other time 
periods91. So, CCC parameterization which would result in either positive or negative 
exposure betas for the whole period is thought to be too restrictive. Moreover, in an 
attempt of analyzing the time-varying nature of parameters, it is inappropriate to 
explicitly assume time-invariant correlation coefficients. As such, we have chosen 
BEKK parameterization for our purpose. Although BEKK models have the well-
known problem of difficulty in interpreting parameters, it is not applicable here as 
interpreting GARCH parameters is not the main task in this study. In addition, BEKK 
parameterization guarantees the positive definiteness of tH . More specifically, 
                                                 
91 Theoretically this is a possibility for the market beta as well. However, in practice, we rarely find 
units whose returns are negatively affected by the market portfolio. 
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assuming constant prices for market risk and currency risk92 we employ a trivariate 
BEKK GARCH(p, q, k)-M model. 
 
titiitMMtXXjtj hhr ,1,,,,0, εεθλλλ ++++= −       xmij ,,=    (5.10) 
2
1
ttt Hz=ε          (5.11) 






























H         (5.13) 
[ ] vutvvtt HH 11 −− =Β         (5.14) 
 
where tjr ,  is 3 x 1 vector that consists of three elements: return on country index 
( tir , ), return on world market portfolio ( tmr , ) and changes in exchange rates ( txr , ); tH  
is the 3 x 3 variance covariance matrix for the residuals from the set of mean 
equations represented by 5.10; tXh ,  is a 3 x 1 vector that consists of the elements in 
the second column of tH ; tMh ,  is a 3 x 1 vector that consists of the elements in the 
third column of tH ; tε  is a 3 x 1 vector of residuals which are assumed to be 
normally distributed; tz  represents the standardized residuals; C  is an upper 
triangular 3 x 3 matrix that contains the constants in conditional variance and 
covariance equations; klA  and knB  are 3 x 3 parameter matrixes. Symmetry in those 
two parameter matrixes is not an essential requirement. Although the use of a 
                                                 
92 Constant prices can be justified on the grounds that the suggested model is just a data generating 
process to obtain time-varying market and exchange rate exposure betas in terms of time-varying 
second moments.  
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trivariate model offers the opportunity to capture the interdependence between the 
volatilities in terms of non-zero off-diagonal terms in parameter matrices, we make 
the restrictive assumption that parameter matrixes klA  and knB  are diagonal for two 
reasons. First, the full BEKK formulation is not only less parsimonious (in the sense 
that more parameters are there to be estimated), but also computationally tedious93. 
Second, as the diagnostic tests used in Sub-section 5.7.3 show, the suggested diagonal 
version of the model is able to sufficiently capture the non-linearities in stock returns 
and exchange rate changes.  
We do not assume that market returns and exchange rate changes are 
essentially orthogonal. Following Lim (2005), in deriving market and exchange rate 
exposure betas, we allow for non-orthogonality between the two variables. In 
Equation 5.13, uutH , 
vv
tH  and 
vu
tH  are the conditional variance covariance matrixes 
of the assets to be priced, the factors with which the assets are priced, and  between 
the assets and factors, respectively. Betas can be obtained through Equation 5.14. The 
case in which market returns and exchange rate changes are orthogonal is also nested 
in it. 
An intercept and a MA(1) term is included in each of the three mean equations 
in order to capture any remaining risk or market inefficiencies. Following Hamao et 
al. (1990), one can justify the inclusion of MA(1) term in the first equation as that will 
capture the inefficiencies associated with the non-synchronous closure of the various 
stock markets in the world. Although the inclusion of such terms is not directly 
suggested by ICAPM, we assume that the impact of it is negligible on the results.   
We do not use the beta version of the ICAPM represented by Equation 5.5 as 
the data generating process for several reasons. First, the specification used in this 
                                                 
93 In our initial round of regressions, we found that the full BEKK model did not converge in some 
cases.  
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essay is in accordance with the original specification introduced by Adler and Dumas 
(1993). Second, the suggested version is more parsimonious than the beta version of it 
due to the less number of parameters associated with it. One may notice that the 
parameters Mλ  (market price of risk) and Xλ  (currency price of risk) are common to 
all three mean equations. Third, since we assume non-orthogonality between market 
returns and exchange rate changes, ( )txtmt rrCov ,,1 ,−  cannot be zero and has to be 
appropriately used in the relevant data generating process.  
Assuming that 1=k , 1=p , 2=q  and off-diagonal elements in parameter 
matrixes klA  and knB  are zero, the parameterization represented by Equation 5.12 can 

































































































































































































































































, )( −−− +++++= tmmtmmtmmmxmimtm dahbccch εε  
2,2,1,1,1,, −−−−− +++= txtixitxtixitixxiixitix ddaahbbcch εεεε  
2,2,1,1,1,, −−−−− +++= tmtimitmtimitimmiimitim ddaahbbcch εεεε  
2,2,1,1,1,, )( −−−−− ++++= tmtxmxtmtxmxtxmmxxmximixtxm ddaahbbcccch εεεε  
 
ARCH (2) term is employed only if the necessity arises and hence 1=q  while 
0=jd  for  xmij ,,=  for a number of cases in the sample. Using the variance and 
covariance terms in Equation 5.16, the set of mean equations represented by Equation 
5.10 can be rewritten as follows: 
 
titiitimMtixXiti hhr ,1,,,,0, εεθλλλ ++++= −      (5.17)  
txtxxtxmMtxXxtx hhr ,1,,,,0, εεθλλλ ++++= −  
tmtmmtmMtxmXmtm hhr ,1,,,,0, εεθλλλ ++++= −  
 
Time-varying market and exchange rate exposure betas can be obtained using 
the estimated conditional variance and covariance values. For the suggested model, in 
which one asset and two factors are present, the relevant sub-variance-covariance 


















, . Therefore, if market 
returns and exchange rate changes are not orthogonal, the market and the exchange 





















−=−β .       (5.19) 
  
If market returns and exchange rate changes are orthogonal, vvtH  becomes a 
















1, =−β . 
 
The parameterization used in Equations 5.10 – 5.14 is supposed to give more 
precise beta estimates than the models that use pre-specified determinants to find 
betas (e.g. Allayanis, 1997; Allayannis and Ihrig, 2001). This is because the loss of 
information is more likely to be at a minimum in the suggested model. The suggested 
model is also superior to the GARCH-based models that use inappropriate mean 
structures in deriving time-varying betas. For instance, Brooks et al. (2000) and 
(2002) simply take zero as the expected value of returns (i.e. titir ,, ε= ). McClain et al. 
(1996) assume that the expected value of returns is a constant (i.e. titi cr ,, ε+= ). In 
Chaudhry (2002) and (2005), the expected value of stock returns is a simple MA(1) 
process94. Since the mean structure does not represent a certain version of CAPM or 
ICAPM (as the case may be) in any of these models, the mean structure is not 
consistent with the betas derived through the GARCH structure.  
                                                 
94 This criticism does not apply to studies like Giannopoulos (1995) and Gonzales-Rivera (1996). 
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Assuming that the standardized residuals of the suggested trivariate model are 
normally distributed, the conditional log-likelihood of residual vector tε  at time t can 
be defined as follows:  
 





1 −′−−−=l      (5.20) 
 
The log-likelihood function of the sample is obtained as ( ) ( )∑ == Tt tL 1 θθ l , 
where T  is the number of observations. The parameter vector θ  of the trivariate 
BEKK-GARCH(1,2,1)-M model is estimated by maximizing L  with respect to θ . In 
order to take care of the non-normal features reflected in the basic statistics of the 
country returns and the exchange rate changes, all estimates of the parameters are 
obtained through the quasi-maximum likelihood (QML) estimation method proposed 
by Bollerslev and Wooldridge (1992)95. Under certain regularity conditions, the QML 
estimate is assumed to be consistent and asymptotically normal. Therefore, statistical 
inference can be drawn due to robust standard errors. Required computer programs 
are coded in GAUSS and use BHHH algorithm to compute QML estimates.  
 
5.5.2 Investigating the stochastic structure of time-varying exchange rate 
exposure betas 
A number of studies analyze the stochastic structure of the time-variant market 
beta and cite evidence in support of various randomizations. In order to explain the 
behaviour of time-varying market betas, some studies like Fabozzi and Francis (1978) 
and Alexander and Benson (1982) use the random coefficients model that was 
                                                 
95 Initially, we estimated the parameter vector with the assumption that residuals are t-distributed. 
However, the larger degrees of freedom values for almost all the countries implied that the t-
distribution is not an appropriate assumption and that the use of QML estimation method would be 
sufficient to obtain efficient parameters.  
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initially proposed by Hildreth and Houk (1968). Market beta in this model may vary 
over time as suggested by Equation 5.21. 
 
tt ξββ +=          (5.21) 
 
where β  is the mean of time-varying beta series; tξ  is a serially uncorrelated random 
component. Economic explanation is that betas may fluctuate randomly for a short 
time around its long term mean. Deviations from the mean are uncorrelated and, 
therefore, unpredictable. This model assumes that “fluctuations in beta are purely 
random or transitory with no carry over effect from period to period” (Collins et al., 
1987). 
Ohlson and Rosenburg (1982) argue that, although market betas are time-
varying, it may come back to its mean and suggest the following mean-reverting 
model: 
 ( ) ttt ξββϕββ +−+= −1        (5.22) 
 
where; ϕ  is a speed parameter which explains how soon current betas are likely to 
revert to the mean. In this model, there exists a component of beta that is predictable. 
Deviations from the long term mean are not totally random. Beta follows a convergent 
process with its stationary mean value (β ) and successive deviations ( tt ββ −−1 ), 
obeying a first order autoregressive process (Collins et al., 1987).  
Sunder (1980), among others, uses an alternative model to analyze the 
stochastic structure of market betas, namely, random walk model.    
 
ttt ξββ += −1          (5.23) 
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Here the autoregressive parameter is equal to 1 and the market beta follows a 
random walk which is not predictable at all. Both random coefficient and random 
walk models are nested in the mean reverting model represented by Equation 5.22 as 
special cases of it. If 0=ϕ , then Equation 5.22 boils down to Equation 5.21 which 
describes the random coefficient model. If 0=β  and 1=ϕ , then Equation 5.22 
becomes the Equation 5.23 which represents the random walk model. As long as 
0≠β  and 10 << ϕ , time-varying betas are mean-reverting. Therefore, the mean-
reverting model can be used to test the time-series behaviour of exchange rate 
exposure betas.  
However, the use of OLS regressions and standard t tests to check whether the 
exposure betas are mean-reverting is inappropriate in the presence of unit roots or 
fractional unit roots. Therefore, the starting point of an inquiry into the mean-
reversion is to check whether the exposure betas have such roots. Obvious choice for 
this is the standard unit root tests such as ADF, KPSS and/or Phillips-Perron tests. 
These tests implicitly assume that the integration order must essentially be an integer 
(to be precise, )0(I  or )1(I ) and a process is said to be mean-reverting only if it is an 
)0(I  process. This “knife-edge” distinction is sometimes criticized and considered to 
be unnecessarily restrictive and inflexible. A more flexible alternative is found in 
fractionally-integrated processes discussed by Granger and Joyeux (1980) and 
Hosking (1981). To elaborate on this point, consider the following ARIMA process:    
 
ttt
d LyLL υμ )()()1)(( Θ=−−Φ   ),0(~ 2συ t    (5.24) 
 
where )(LΦ  and )(LΘ  are standard autoregressive and moving average operators 
whose roots lie outside the unit circle; υ  is iid ),0( 2σ ; d  is the difference parameter. 
The model is said to be fractionally integrated (or autoregressive fractionally 
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integrated moving average - ARFIMA), if 10 << d . ARMA and random walk 
processes are nested in an ARFIMA process as special cases (Granger, 1980; 1981). 
As long as 1<d , the relevant process is mean-reverting (unlike a )1(I  process with 
which a shock persists forever), though its mean reverting dynamics are highly 
persistent than that of a )0(I process (Cheung and Lai, 1992; Lai, 1997, among 
others). Due to the feature of significant dependence between distant observations, a 
fractionally integrated process is also known as a long-memory process (Granger and 
Joyeux, 1980). However, standard unit root tests are not able to distinguish between a 
long memory process and a unit root process. If 5.00 << d , then the relevant process 
is mean-reverting and covariance stationary. If 15.0 << d , the covariance of the 
process tends to be infinite (Hosking, 1981), though the process is mean-reverting as a 
shock does not leave a permanent effect. This is different from a )1(I  process with 
1=d  which is non mean-reverting as well as covariance non-stationary. Accordingly, 
a test for fractional integration may serve as a more flexible and parsimonious test for 
mean-reversion as well (Cheung and Lai, 1993; Lai, 1997).  
As such, in addition to the standard unit root tests, we also employ fractional 
unit root tests to evaluate the stochastic structure of time-varying betas. Following the 
common practice in the literature, we employ spectral regression-based Gewek and 
Porter-Hudak (1983) test (GPH test) to estimate the difference parameter d  of the 
time-varying betas series. This semi-nonparametric test is carried out using the 
following OLS equation: 
 ( ) ( )( ) ζωφω ++= 2sin4lnln 2 jj cI   )(,......2,1 Tnj =   (5.25) 
 
where T  is the number of observations in the series concerned; ( )jI ω  is the 
periodogram of a series at harmonic frequency )2( Tjj πω =  with 1,......2,1 −= Tj ; 
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ζ  is random error; n  represents the number of low frequency ordinates and is usually 
determined as αTn = . OLS estimation of φ  provides a consistent estimate of d− . 
Geweke and Porter-Hudak (1983) argue that, to obtain unbiased results, this 
regression must be based on the frequencies closer to zero. As such, care must be 
taken in selecting n . If n  is too large, then it will result in biased estimates due to the 
contamination caused by high frequency dynamics. On the other hand, a too small n  
would produce imprecise estimates of d  due to limited degrees of freedom (Lai, 
1997, among others). In many empirical studies, α  is set to be a value between 0.5 
and 0.65. 
 
5.6 Data and Preliminary Statistics 
We use a sample of nine countries: the US, UK, Canada, Japan, Australia, 
Korea, Singapore, Taiwan96 and Thailand. The sample represents a balanced mix of 
developed and emerging markets. In order to avoid the impact of unusual currency 
movements, we decided to exclude the currency crisis period from the sample. 
Accordingly, we use daily closing stock prices for the period from 5th Jan 1999 to 30th 
Dec 2005. The resultant sample period provides us with 1824 observations. As Figure 
5.1 shows, the selected sample period consists of a long appreciation period and a 
long depreciation period of the US dollar against every country in the sample. 
All data series are from Morgan Stanley Capital International (MSCI) and 
extracted from Datastream. Country level portfolios are represented by MSCI country 
indexes measured in relevant local currency. World market portfolio is represented by 
the MSCI world market index MSWRLDL. It is a value-weighted world market index 
                                                 
96 On political grounds, whether Taiwan is an independent country is debatable. However, following 
many economic studies, it is considered as an independent economic entity here on the basis of a 
number of factors such as owning an independent central bank which issues its own currency.  
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which is not converted into a common/reference currency and, therefore, free from 
exchange rate fluctuations (Giannopoulos, 1995; MSCI, 1998). Exchange rates are 
MSCI bilateral rates that show the units of the relevant currency per one US dollar. 
The rates are inverted to express the exchange rates as the US dollar price of the 
foreign currency. For the US, the benchmark case, a trade-weighted exchange rate is 
used and expressed as the US dollar price of foreign currencies. The source of the 
trade-weighted exchange rate is Bank of England. 
Continuously compounded daily returns and exchange rate changes are 











Rr   mxij ,,=    (5.26) 
 
where tjR ,  and 1, −tjR  are the closing values of stock prices/exchange rates for the 
trading days t and t-1 respectively. Total returns are used instead of returns excess of a 
risk free rate as the total and excess returns are almost indistinguishable in the case of 
daily data (Bodie et al. 2005).  
Table 5.1 shows the summary statistics of return on country indexes and the 
world market index. Standard deviation of the return series ranges from the lowest 
0.76 (Australia) to the highest 2.16 (Korea). Return in Taiwan, Thailand and the US 
which are slightly positively skewed whereas the return on the other country indexes 
are slightly negatively skewed. Highest absolute value is found for Australia (0.45) 
and the lowest is found for Taiwan (0.07). All return series show excess kurtosis 
which ranges from the lowest 1.773 for Japan to the highest 7.06 for Thailand. Jarque-
Bera statistic is extremely high in all cases. These features justify the use of QML 
method of estimation. ADF statistics reveal that, although the country indexes are not 
stationary, continuously compounded returns on all country indexes are stationary and 
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free of unit roots. Ljung-Box statistic for returns evaluated at 20 lags ( )20(Q ) reveals 
that Canada, Korea, Taiwan, Thailand, UK and World market are not free from linear 
dependencies. As the Ljung-Box statistic for squared returns evaluated at 20 lags 
( )20(2Q ) displays, all return series possess a great deal of non-linear dependencies. 
This provides a strong empirical support for the use of GARCH-type models to derive 
time-varying exchange rate exposure betas. 
Table 5.2 depicts the summary statistics of the changes in exchange rates 
involved in the study. Standard deviation of the exchange rate changes is somewhat 
low as compared to that of returns and ranges from the lowest 0.27 for Singapore and 
highest 0.67 for Australia. On average, exchange rate changes are less skewed than 
the returns and show somewhat lower excess kurtosis. Except for Taiwan and 
Thailand, excess kurtosis of the exchange rate changes is lower than that of the 
returns on the relevant country index. The high Jarque-Bera statistic together with 
excess kurtosis in some cases implies that the exchange rate changes are also non-
normally distributed. ADF statistics reveal that, although the exchange rates are not 
stationary, changes in exchange rates do not show unit roots. Except for Taiwan and 
Thailand, all the other cases do not show linear dependencies measured in terms of 
the )20(Q  statistic for exchange rate changes. However, as in the case of returns on 
country indexes, every case displays high non-linear dependencies in terms of the 
)20(2Q  statistic for squared exchange rate changes. Figure 5.2 and 5.3 provide a 
glimpse of the visual features of returns and exchange rate changes, respectively. 
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Table 5.1 
Preliminary statistics of return on country indexes 
_________________________________________________________________________________________________________________________ 
Coefficient Australia Canada Japan Korea Singapore Taiwan  Thailand UK  US World 
_________________________________________________________________________________________________________________________ 
 
Mean  0.0279 0.03406 0.0210 0.0585 0.0283 0.0030 0.0426 -0.0018 -0007 0.0043 
 
Maximum 3.6701 5.0813 6.2730 8.4841 5.5240 9.1716 15.8604 5.5885 5.6104 4.7519 
 
Minimum -5.3721 -9.2605 -6.5115 -13.0968 -9.0950 -10.3091 -8.0731 -6.0113 -6.1609 -4.1214 
 
S D 0.7673 1.1386 1.2204 2.1646 1.2024 1.7723 1.8158 1.1426 1.1700 0.9182 
 
Skewness -0.4540 -0.3984 -0.2093 -0.1909 -0.3494 0.0746 0.7199 -0.2147 0.0933 0.0275 
 
Kurtosis 6.4580 8.5220 4.7732 5.6680 7.6216 5.2707 10.0663 5.9358 5.2435 5.3794 
 
J-B stat 971.42 2365.69 252.26 552.07 1660.39 393.54 3952.48 669.05 385.18 430.49 
 
)20(Q  22.37 32.30 17.00 36.44 27.68 35.23 69.01 73.33 29.23 67.32  
 
)20(2Q  231.66 343.6 180.79 186.38 218.40 432.91 266.59 1885.60 782.87 959.74  
 
ADF (index)a 0.65 -1.07 -0.27 -0.47 -1.51 -1.73 -0.69 -1.54 -1.59 -1.26 
 
ADF (returns) b -43.52 -41.83 -41.11 -41.71 -39.73 -41.75 -36.95 -27.98 -43.63 -37.27 
_________________________________________________________________________________________________________________________ 
( )20Q  and ( )202Q  are Ljung-Box  statistics of returns and squared returns for 20 lags. They follow a χ2 distribution and the critical value at the 
5% level of significance with 20 degrees of freedom is 31.41;  a and b - Augmented Dikey-Fuller statistic for stock index (level) and returns (first 







Preliminary statistics of bilateral exchange rate changes 
______________________________________________________________________________________________________________ 
Coefficient Australia Canada Japan Korea Singapore Taiwan  Thailand UK  US  
______________________________________________________________________________________________________________ 
 
Mean  0.0093 0.0146 -0.0026 0.0088 -0.00009 -0.0012 -0.0068 0.0021 0.0032 
 
Maximum 2.7314 1.6294 2.7474 1.9041 2.1123 2.6210 3.6473 2.0549 1.7880 
 
Minimum -3.0104 -1.6559 -2.2680 -1.9811 -1.3086 -2.0572 -2.2332 -1.8415 -2.0409 
 
S D 0.6706 0.4457 0.6233 0.4240 0.2716 0.2379 0.3595 0.5148 0.4231 
 
Skewness -0.2707 -0.0230 0.2773 -3374 0.2976 -0.0962 0.0361 -0.0214 0.0594 
 
Kurtosis 4.2566 3.8263 4.5967 5.5134 6.6223 19.1799 12.4505 3.6338 4.1686 
 
J-B stat 142.29 52.06 217.12 514.71 1024.10 19898.84 6788.13 30.67 104.86 
 
)20(Q  28.80 20.96 27.68 17.32 25.69 38.17 70.79 10.51 22.94 
 
)20(2Q  113.88 432.63 58.91 261.62 32.14 27.07 440.25 79.86 61.83  
 
ADF (rate) a -0.72 0.02 -2.00 -0.31 -1.93 -1.33 -2.26 -1.12 -0.82 
 
ADF (changes) b -40.57 -42.72 -43.14 -41.40 -42.60 -43.81 -32.41 -43.68 -44.22 
______________________________________________________________________________________________________________ 
Q (20) and  Q2 (20) are Ljung-Box  statistics of returns and squared returns for 20 lags. They follow a χ2 distribution and the critical value at the 
5% level of significance with 20 degrees of freedom is 31.41. a and b - Augmented Dikey-Fuller statistic for exchange rate (level) and changes in 
exchange rate (first difference), respectively. 
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Figure 5.1 
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      Figure 5.3 






5.7 Empirical Findings 
5.7.1 Evidence for unstable parameters: some pre-estimation results 
OLS point estimates of the market and exchange rate exposure betas obtained 
from Equation 5.2 are reported in Table 5.3. As can be expected, market beta is 
always positive and highly significant. Size of market beta varies within the range 
between 0.197 for Australia and 1.1660 for the US. Exchange rate exposure beta is 
negative only for UK. Except for Canada, exchange rate exposure beta is significant 
in all the cases. The absolute value of the significant cases ranges from 0.1057 for 
Australia to 1.3406 for Taiwan.  
Based on the results of a bunch of tests, this section cites pre-estimation 
evidence and argue that the countries selected in the sample are more likely to possess 
time-variant (unstable) exchange rate exposure betas. The first such test is the 
cumulative sum of squared recursive residuals test (CSSRR) suggested by Brown et 
al. (1975). The test is based on the recursive residuals ( tR,ε  ) from the OLS estimation 


















  nkr ,....,1+=      (5.27) 
 
If recursive residuals are almost the same in absolute value throughout the 
sample period, the plot of it is more or less a straight line from zero to one. Critical 
values for rS  can be expressed as two parallel lines to this straight line. Any 
divergence from this straight line path that is large enough to cross the critical value 
boundaries are identified as periods with greater/lesser volatility (and, hence a 
symptom of unstable parameters)97.  
                                                 
97 See Wells (1996), for more details of the CSSRR test. 
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We performed the CSSRR test at the 5% level of significance and the results 
are shown in Figure 5.4. Apparently, during the sample period, the CSSRR crosses 
the critical value boundaries in all cases, thus suggesting the underlying parameter 
instabilities98. Usually, CSSRR test is assumed to give better results when parameters 
experience discrete jumps. Therefore, this may not be an appropriate test for the cases 
in which parameters change gradually over time due to heteroskedasticity in the data 
(Brooks et al (2002). To this end, we use two more tests to diagnose the presence of 
heteroskedasticity: White’s (1980) test that measures unconditional heteroskedasticity 
and ARCH-LM test that measures conditional heteroskedasticity. Both these tests are 
performed using the residuals from the OLS regression of Equation 5.2 and the results 
are recorded in Table 5.3. White’s test statistic is significant in all cases except for 
Thailand at 5 degrees of freedom at the significance level 5%, suggesting the presence 
of unconditional heteroskedasticity. ARCH-LM test statistic for 5 lags is significant 
for all the cases at the significance level 5%. Results of all these tests together suggest 
that the parameters of the Equation 5.2 estimated through the OLS method are highly 
likely to be unstable.   
To supplement the above evidence of unstable parameters and to give a 
glimpse of the visual pattern of the time-varying nature of the exchange rate exposure 
betas, we also include the results of some moving window regressions. Figure 5.5 
shows such results for two countries in our sample: modestly exposed UK and highly 
exposed Taiwan. The exchange rate exposure betas are obtained for a moving window 
of six months. Moving the window ahead regularly by a period of one month, we 
have been able to obtain 60 observations for the period Jan 1999-June 2004. One can 
                                                 
98 Since there are two slope coefficients involved in the regression, one may argue that this instability 
may stem from market beta, but not from exchange rate exposure beta. To address this issue, we 
regressed country returns only on exchange rate changes and obtained the cumulative sum of squares of 
recursive residuals. The diagrams are very similar to the ones displayed in Figure 5.4. The CSSRR 
crosses the critical value boundaries in all cases. 
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see that exchange rate exposure beta largely fluctuates in magnitude over time. In 




OLS estimates of market and exchange rate exposure betas and heteroskedasticity test results 
___________________________________________________________________________________ 
Country 0β  mβ  xβ  2R               White’s      ARCH-  
     testa                LM (5) a 
___________________________________________________________________________________ 
Australia  0.0260 0.1970*** 0.1057*** 0.0650 18.59*** 65.71*** 
 (1.50) (10.40) (4.07) 
Canada 0.0302 0.8398*** 0.0142 0.4592 43.21*** 70.74***
  
 (1.54) (39.22) (0.32) 
Japan  0.0194 0.4457*** 0.1117** 0.1118 31.50*** 48.95*** 
 (0.72) (15.11) (2.57) 
Korea 0.0471 0.5448*** 1.0318*** 0.0981 15.15*** 37.58*** 
 (0.98) (10.38) (9.07) 
Singapore 0.0265 0.4179*** 0.2058** 0.1029 18.14*** 45.20*** 
 (0.99) (14.37) (2.09) 
Taiwan 0.0030 0.3579*** 1.3406*** 0.0650 109.84*** 82.76*** 
 (0.07) (8.18) (7.94) 
Thailand 0.0476 0.3149*** 0.9412*** 0.0605 10.65 28.28*** 
 (1.15) (7.01) (8.20) 
UK -0.0053 0.8620*** -0.1187*** 0.4954 44.97*** 239.99*** 
 (-0.28) (41.00) (-3.17) 
US -0.0061 1.1660*** 0.1427*** 0.8247 41.88*** 141.97*** 
 (-0.54) (92.07) (5.19) 
___________________________________________________________________________________ 
First three columns show the magnitudes of the parameters of OLS estimation of Equation 5.2;  t-
values are in parenthesis; ***, ** and * indicate the significance at 1%, %5 and 10% levels; Both 
White’s Heteroskedasticity (with cross terms) and ARCH LM test statistics are assumed to follow 2χ   
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Figure 5.5 
             Exchange rate exposure betas obtained through moving window 



















5.7.2 Non-orthogonality between the market returns and exchange rate 
changes: some in-sample evidence 
In reality, we have to deal with non-orthogonal market returns and exchange 
rate changes. For instance, as column 4 of Table 5.4 indicates, market returns and 
exchange rate changes are significantly correlated in four out of nine cases. Column 2 
of Table 5.4 indicates the value of exchange rate exposure betas obtained assuming 
that market returns and exchange rate changes are not orthogonal. Column 5 reports 
the value of exposure betas obtained through orthogonalized market returns and 
exchange rate changes (orthogonalization is based on Equation 5.7).  It is clear that 
the two sets of exposure betas are by no means the same. When it turns to the four 
cases wherein the market returns and exchange rate changes are significantly 
correlated, the distinction comes to its extreme. One can notice that all three aspects 
of betas (their magnitude, sign and significance) are affected by the 
orthogonality/non-orthogonality between market returns and exchange rate changes. 
Large differences in magnitude of two betas are visible in the four cases Canada, 
Japan, UK and the US. The significance of exposure betas is related to the 
orthogonality between the two regressors in the three cases Canada, Japan and 
Singapore. As for Japan and Singapore, exposure beta is not significant when market 
returns and exchange rate changes are orthogonalized, whereas for Canada the 
opposite is the case. The case of the US shows that even the sign of exchange rate 
exposure beta depends on whether market returns and exchange rate changes are 
orthogonal or not. This in-sample evidence justifies the use of the specification 








Exchange rate exposure betas with and without orthogonalization 
________________________________________________________________________ 
(1)  (2)  (3)  (4)  (5)  
Country  xβ   mβ   1θ                mxx βθββ 1* +=  
________________________________________________________________________ 
 
Australia 0.1057*** 0.1970*** 0.0268  0.1004*** 
(4.07)  (10.40)  (0.83)  (4.28) 
Canada  0.0142  0.8398*** 0.1317*** 0.1249*** 
  (0.32)  (39.22)  (2.74)  (2.84) 
Japan  0.1117*** -0.4457*** -0.1467*** 0.0463 
  (2.57)  (15.11)  (-4.27)  (1.07)   
Korea  1.0318*** 0.5448*** 0.0910*  1.0813*** 
  (9.07)  (10.38)  (1.79)  (9.52)   
Singapore 0.2058** 0.4179*** -0.1247  0.1537 
  (2.09)  (14.37)  (-1.58)  (1.56) 
Taiwan  1.3406*** 0.3579*** -0.1018  1.3040*** 
  (7.94)  (8.18)  (-1.13)  (7.73) 
Thailand 0.9412*** 0.3149*** 0.0197  0.9474*** 
  (8.20)  (7.01)  (0.33)  (8.26) 
UK  -0.1187*** 0.8620*** -0.3053*** -0.3819*** 
  (-3.17)  (41.00)  (-7.42)  (10.34) 
US  0.1427*** 1.1661*** -0.3487*** -0.2639*** 
  (5.19)  (92.07)  (-6.95)  (-9.72) 
________________________________________________________________________ 
Regression equations used:  R
tmtxtm rrr ,,10, ++= θθ          (5.7)  







0, εβββ +++=    (5.8)  
where    1
* θβββ mxx +=           (5.9);  


















5.7.3 Deriving time-varying exchange rate exposure betas  
The maximum likelihood estimation results for the suggested trivariate 
BEKK-GARCH(1,2,1)-M model represented by Equations 5.16 and 5.17 are reported 
in Table 5.5. According to ICAPM reasoning, the market price of risk ( Mλ ) must be 
positive and the same for all countries. However, there is no such restriction for the 
currency price of risk ( Xλ ). As the estimation results reported in Panel A indicates, 
Mλ  is positive and does not vastly vary across countries. More specifically, it ranges 
from 0.0237 (Canada) to 0.0573 (US), and is not statistically significant in any of 
those cases. Unlike market price of risk, Xλ  varies remarkably across countries 
between the range -0.4539 for UK and 0.0405 for Canada. Since estimations are 
carried out for each country separately using different bilateral exchange rates, this 
variation in the parameter can be understood. Like the market price of risk, currency 
price of risk is also not statistically significant. These results are consistent with the 
previous findings in the literature. For instance, De Santis and Gerard (1998) and 
Cappiello et al. (2003) also find that both market and currency premiums are 





                                                 
99 Our results should not be considered as a test for ICAPM. De Santis and Gerard (1998) and several 
others argue that both risk premiums bear significant relationship with some instrumental variables 
when the prices are allowed to be time-varying. In addition, they perform some tests to check the 
validity of the ICAPM. Since the objective of this essay is different from theirs, we do not pay attention 
to such tests or time-varying prices of market and currency risk. 
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Table 5.5 
Maximum likelihood estimates for the trivariate diagonal BEKK GARCH(1,2,1)–M model  
______________________________________________________________________________________________________________ 
Coefficient Australia Canada Japan Korea Singapore Taiwan  Thailand UK  US 
______________________________________________________________________________________________________________ 
Panel A: Parameters in mean equations 
 
i,0λ  0.0425** 0.0521** 0.0274 0.0985** 0.0533* 0.0426 0.0820** -0.0114 -0.0075 
 (2.32) (1.98) (0.88) (2.33) (1.95) (1.19) (2.02) (-0.40) (0.18) 
x,0λ  0.0420 0.0027 0.0110 0.0126 0.0222 0.0139** 0.0121 0.1159** 0.0218 
 (0.68) (0.13) (0.14) (0.99) (0.76) (2.24) (1.30) (1.96) (0.58) 
m,0λ  0.0183 0.0222 0.0115 0.0028 0.0086 0.0008 0.0067 -0.0046 0.0036 
 (0.76) (0.77) (0.43) (0.10) (0.276) (0.03) (0.22) (-0.16) (0.10) 
Mλ  0.0336 0.0237 0.0346 0.0531 0.0477 0.0486 0.0400 0.0345 0.0573 
 (0.76) (0.50) (0.79) (1.16) (0.98) (1.06) (0.80) (0.70) (1.05) 
Xλ  -0.0648 0.0405 -0.0453 -0.0106 -0.3089 -0.1658* -0.0848 -0.4539* -0.1209 
 (-0.45) (0.34) (-0.22) (-0.14) (-0.75) (-1.85) (-1.05) (-1.94) (-0.56) 
iθ  -0.0094 -0.0339 0.0660*** 0.0328 0.0421 0.0082 0.1013*** -0.0857*** -0.1800*** 
 (-0.36) (-1.55) (2.86) (1.44) (1.59) (0.34) (4.41) (-4.32) (-10.47) 
xθ  0.0567** 0.0262 -0.0224 0.0332 0.0013 -0.0691 0.0408 -0.0395* -0.0259 
 (2.05) (0.95) (0.92) (1.31) (0.05) (-1.45) (1.42) (-1.64) (-1.12) 
mθ  0.0240 0.0793*** 0.0036 0.0719*** 0.0601*** 0.1115*** 0.1327*** -0.0295 0.0138 
 (0.76) (3.60) (0.14) (2.78) (2.46) (4.29) (5.57) (-1.44) (0.83) 
______________________________________________________________________________________________________________ 




Table 5.5 (continued) 
Maximum likelihood estimates for the trivariate diagonal BEKK GARCH(1,2,1)–M model  
______________________________________________________________________________________________________________ 
Coefficient Australia Canada Japan Korea Singapore Taiwan  Thailand UK  US 
______________________________________________________________________________________________________________ 
Panel B: Parameters in variance equations 
 
ic  -0.0617* -0.0649*** -0.1770*** 0.1156*** 0.1645*** 0.1276*** 0.0787*** 0.1273*** 0.1304*** 
 (-1.91) (-3.38) (4.34) (4.10) (2.70) (3.74) (2.60) (5.27) (6.05) 
ib  0.9800*** 0.9765*** 0.9606*** 0.9848*** 0.9423*** 0.9737*** 0.9888*** 0.9516*** 0.9637*** 
 (75.76) (153.41) (123.82) (235.71) (32.68) (169.72) (168.24) (101.41) (150.79) 
ia  0.1833*** 0.2083*** 0.2427*** 0.1633*** 0.2603** 0.1976*** 0.1323*** 0.2792*** 0.2363*** 
 (3.40) (7.28) (8.93) (6.98) (2.31) (6.54) (4.53) (10.82) (12.26) 
id  - - - - 0.1700 -0.0912 0.0481 - - 
     (0.66) (-1.31) (0.69) 
ixc  -0.0073 -0.0020 -0.0017 0.0110 0.0012 0.0341 0.0384** -0.0168*** -0.0036 
 (-1.30) (-0.49) (0.28) (0.99) (0.39) (1.60) (2.39) (-2.89) (-0.92) 
xc  0.0665*** 0.0197*** 0.1157*** 0.0614*** 0.0454*** 0.0546*** 0.0489*** 0.0634*** 0.0454*** 
 (4.90) (3.15) (4.49) (4.35) (4.66) (3.09) (3.98) (3.82) (3.53) 
xb  0.9877*** 0.9922*** 0.9728*** 0.9531*** 0.9748*** 0.8617*** 0.9212*** 0.9837*** 0.9855*** 
 (319.16) (456.86) (101.23) (93.62) (108.60) (20.88) (50.71) (174.85) (184.02) 
xa  0.1197*** 0.1175*** 0.1351*** 0.2664*** 0.1465*** 0.5043*** 0.3518*** 0.1267*** 0.1319*** 
 (7.15) (7.68) (5.63) (9.57) (4.19) (4.60) (8.80) (6.44) (6.10) 
imc  -0.0168 -0.0336** -0.0266*** 0.0834*** 0.0778*** 0.0487** 0.0592*** 0.0895*** 0.0989*** 
 (-1.09) (-2.39) (3.13) (3.65) (4.40) (2.45) (2.92) (5.27) (5.59) 
______________________________________________________________________________________________________________ 
        (Continued on next page) 
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Table 5.5 (continued) 
Maximum likelihood estimates for the trivariate diagonal BEKK GARCH(1,2,1)–M model  
______________________________________________________________________________________________________________ 
Coefficient Australia Canada Japan Korea Singapore Taiwan  Thailand UK  US 
______________________________________________________________________________________________________________ 
xmc  -0.0014 0.0029 -0.0058 -0.0123 -0.0049 -0.0469 -0.0437** 0.0022 -0.0130**   
 (-0.21) (0.30) (-1.21) (-0.91) (-0.74) (-1.38) (-2.11) (0.35) (-2.33) 
mc  0.0602** 0.0451*** 0.0517** 0.0002 0.0333 0.0349 0.0004 -0.0333* -0.0263*** 
 (2.49) (3.21) (2.46) (0.004) (0.77) (-0.59) (0.004) (-1.91) (-4.13) 
mb  0.9712*** 0.9757*** 0.9753*** 0.9617*** 0.9652*** 0.9620*** 0.9644*** 0.9642*** 0.9610*** 
 (72.89) (122.30) (107.35) (77.74) (65.57) (90.58) (83.39) (111.07) (139.43) 
ma  0.2308*** 0.2111***  0.2119*** 0.1014*** 0.1863* -0.0039 0.1114*** 0.2080*** 0.2410*** 
 (4.55) (6.32) (5.58) (3.23) (1.84) (0.06) (3.11) (11.34) (12.46) 
md  - - - 0.2349*** -0.1531 -0.2603*** -0.2250*** -0.1149*** -0.0447*** 
    (6.09) (-0.85) (-7.58) (-4.79) (-4.21) (-4.23) 
 
LL -950.97 -138.65 -1642.72 -1804.12 -18.55 -393.97 -1098.10 -429.03 955.33  
 
Panel C: Volatility persistence 
 
222
iii dab ++  0.9940 0.9969 0.9817 0.9965 0.9846 0.9955 0.9975 0.9835 0.9846 
HL(i) 115.18 223.25 37.53 197.70 44.66 153.69 276.91 41.66 44.66 
222
xxx dab ++  0.9898 0.9983 0.9646 0.9794 0.9717 0.9968 0.9724 0.9837 0.9886 
HL(x) 67.61 407.39 19.23 33.30 24.14 216.26 24.77 42.18 60.46 
______________________________________________________________________________________________________________ 
Reader is referred to the set of Equations 5.16 and 5.17 for the relevant model; t-values are in parenthesis; ***, ** and * indicates the 
significance at 1%, %5 and 10% levels; v – degrees of freedom of t-distribution; LL – value of the log likelihood function; 
222
xxx dab ++ - volatility persistence; HL – half life of a shock given by log(0.5)/log( 222 xxx dab ++ )  
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Table 5.6 
Diagnostics: Return on country indexes 
______________________________________________________________________________________________________________ 
Coefficient Australia Canada Japan Korea Singapore Taiwan  Thailand UK  US 
______________________________________________________________________________________________________________ 
 
Mean -0.0265 -0.0314 -0.0161 -0.0279 -0.0339 -0.0231 -0.0169 -0.0549 -0.0536 
 
Maximum 3.9285 4.1928 4.8650 3.9242 4.2083 5.1874 7.3946 3.0403 3.5236 
 
Minimum -6.1078 -5.5514 -4.7516 -7.5811 -7.9686 -5.0443 -4.7672 -5.1153 -5.3602 
 
S D 0.9901 0.9964 0.9852 0.9999 0.9992 0.9953 1.0041 0.9979 1.0045 
 
Skewness -0.3933 -0.3076 -0.1846 -0.3357 -0.3358 0.0028 0.3999 -0.3553 -0.2431 
 
Kurtosis 4.8198 4.5228 4.3655 5.5817 6.6696 4.4066 6.3975 3.6614 4.0960 
 
J-B Stat 295.64 204.79 151.90 540.22 1056.55 150.21 924.84 71.55 109.07 
 
)20(Q  13.87 27.79 11.30 19.54 18.70 17.19 21.19 26.26 57.26 
 
)20(2Q  26.76 17.63 24.51 10.73 8.28 24.05 70.07 23.14 15.73 
______________________________________________________________________________________________________________ 
)20(Q  and )20(2Q  are Ljung-Box statistics of residuals and squared residuals for 20 lags. They follow a χ2 distribution and the critical value at the 











Diagnostics: bilateral exchange rate changes 
______________________________________________________________________________________________________________ 
Coefficient Australia Canada Japan Korea Singapore Taiwana  Thailand UK  US 
______________________________________________________________________________________________________________ 
 
Mean -0.0071 0.0027 0.0093 -0.0048 -0.0057 -0.0214 -0.0267 0.0167 0.0160 
   
Maximum 4.1895 4.1091 4.7277 5.3546 7.9610 5.8243 4.6672 3.8210 3.9319 
 
Minimum -3.8022 -4.1363 -3.3134 -5.4964 -4.2677 -10.5147 -4.5227 -3.3602 -4.5527 
 
S D 0.9925 0.9901 1.0030 1.0035 0.9984 0.9564 0.9994 0.9969 0.9945 
 
Skewness -0.2702 -0.0674 0.3201 -0.3489 0.3551 -1.2779 -0.1642 -0.0070 0.1184 
 
Kurtosis 3.9225 3.3905 4.5389 5.7320 6.6529 21.3539 5.2742 3.5356 3.8741 
 
J-B Stat 86.77 12.96 210.91 603.60 1051.30 26070.31 400.82 20.99 62.24 
 
)20(Q  22.31 13.40 22.65 21.22 25.11 39.94 34.74 11.03 16.30 
 
)20(2Q  18.39 29.21 17.65 33.62 13.20 4.04 9.63 20.11 20.04  
______________________________________________________________________________________________________________ 
)20(Q  and )20(2Q  are Ljung-Box statistics of residuals and squared residuals for 20 lags. They follow a χ2 distribution and the critical value at the 





As can be seen on Panel B of Table 5.5, all GARCH terms (denoted by jb ) are 
highly significant, suggesting that the conditional variances are highly correlated to 
the past conditional variances.  For Singapore, Taiwan and Thailand, an ARCH (2) 
term (denoted by jd ) is included in the variance equations of country returns. Except 
for three cases (Australia, Canada and Japan), an ARCH (2) term is also included in 
the variance equation of the world market returns. However, an ARCH (2) term is not 
required for the variance equation of exchange rate changes of any country. In some 
cases, ARCH (1) term (denoted by ja ) becomes insignificant in the presence of the 
ARCH (2) term (see world market returns in Taiwan, for instance). At least one 
ARCH term is significant in all the cases (except for world market return for 
Singapore), suggesting the presence of volatility clustering in both stock and 
exchange rate markets of all countries. In the cases of Korea, Thailand, UK and US, 
both ARCH(1) and ARCH(2) terms are significant for the variance equations of world 
market returns.   
Volatility persistence in stock markets, measured in terms of 222 iii dab ++ , is 
very high for all countries (see Panel C of Table 5.5). This measure is greater than 
0.98 for all the countries in the sample. Half life of a shock in the stock market, 
computed as )log(/)5.0log()( 222 iii dabiHL ++= , ranges from 37.53 days (Japan) to 
223.25 days (Canada). Volatility persistence in the exchange rate market, measured in 
terms of 222 xxx dab ++ , is greater than 0.98 for the countries Australia, Canada, 
Taiwan, UK and the US. Half life of a shock in the exchange rate market (denoted by 
)(xHL ) ranges from 19.23 (Japan) to 407.39 (Canada). For Canada, Taiwan, UK and 
the US, volatility persistence in exchange rate market is greater than that in the stock 
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market. For the countries Australia, Japan, Korea, Singapore and Thailand volatility 
in stock markets is more persistent than the volatility in exchange rate market. 
The diagnostic test results for the estimated model, reported in Tables 5.6 and 
5.7, reveal that linear and non-linear dependencies are adequately captured by the 
proposed trivariate BEKK GARCH(1,2,1)-M model. Except for a few cases, )20(Q  
and )20(2Q  statistics are well below the critical value of 31.481 at the 5 % level. It is 
worth making a special comment on two cases which do not satisfy this requirement: 
country returns for Thailand and exchange rate changes for Korea.  As for the former, 
2Q  statistic is below the critical value up to 11 lags ( )11(2Q  = 13.71). In the later, 
2Q  statistic is below the critical value up to 15 lags ( )15(2Q  = 14.51).  These 
diagnostics together with the highly significant ARCH and GARCH parameters 
suggest that the model employed is adequate to derive reliable estimates of time-
varying exchange rate exposure betas. 
 
5.7.4 The stochastic structure of market and exchange rate exposure betas  
Though the main objective of this essay is to derive time-varying exchange 
rate exposure betas and examine their stochastic features, we also derive time-varying 
market betas and pay equal attention to examine their stochastic features too. This is 
for two reasons. First, the apparatus that is used to derive time-varying exchange rate 
exposure betas (namely, the trivariate BEKK-GARCH(1,2,1)-M model) offers an 
effortless opportunity to derive market betas as well. Second, time-varying market 
betas will also play a vital role in the two empirical applications in which time-
varying exposure betas will be employed to show their usefulness in investment- and 
hedging-related decision making. The analysis in this section reveals that the 
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Comparison between OLS point estimates of betas and the mean values of time-
varying betas  
____________________________________________________________________________________ 
Country            Market beta  Exchange rate exposure beta 
 ______________________     __________________________________________ 
 Non orthogonal tmr , and txr ,  Non orthogonal tmr , and txr ,   Orthogonal tmr , and txr ,  
 ______________________ ___________________           ____________________ 
 OLS  mβ      Mean of tm,β  OLS  xβ       Mean of tx,β  OLS  *xβ      Mean of *,txβ  
____________________________________________________________________________________ 
 
Australia  0.1970 0.2142 0.1057 0.1049 0.1110 0.1088 
Canada 0.8398 0.8665 0.0142 0.0274 0.1249 0.1808 
Japan  0.4457 0.5448 0.1117 0.0792 0.0463 0.0335 
Korea 0.5448 0.5039 1.0318 0.8660 1.0813 0.8830 
Singapore 0.4179 0.3573 0.2058 0.1249 0.1537 0.1156 
Taiwan 0.3579 0.3161 1.3406 1.5765 1.3040 1.5380 
Thailand 0.3149 0.2112 0.9412 0.9114 0.9474 0.9098 
UK 0.8620 0.7851 - 0.1187 -0.1292 -0.3819 -0.3481 
US 1.1660 1.2160  0.1427 0.1566 -0.2639 -0.2390 
___________________________________________________________________________________ 
Time-varying market and exchange rate exposure betas based on the assumption of non-orthogonality 

















−=−β , respectively; Exposure betas based on the 








1, =−β . 
 
Table 5.8 compares the mean values of time-varying exchange rate exposure 
betas and their OLS point estimates. The mean value of each series is reasonably 
close to the relevant OLS point estimate. As for market beta, the absolute difference 
between the mean value of each distribution and the relevant point estimate ranges 
from 0.0188 (Australia) to 0.0986 (Japan). However, this difference for exchange rate 
exposure betas based on non-orthogonality assumption ranges from 0.0008 (Australia) 
to 0.2725 (Taiwan). For the exposure betas based on orthogonality assumption, it 
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ranges from 0.0022 (Australia) to 0.2340 (Taiwan). Mean values of the time-varying 
exchange rate exposure betas based on orthogonality and non-orthogonality 
assumptions show exactly the same differences that have been pointed out in Sub-
section 5.7.2. There are cases in which, two types of exposure betas are vastly 
different in terms of magnitude and/or the sign. As such, if not specifically stated, 
throughout the essay, we use time-varying exchange rate exposure betas obtained 
through non-orthogonal market returns and exchange rate changes. 
Point estimates and mean values of time-series of betas indicate that exposure 
betas associated with the bilateral exchange rate between the US dollar and the 
relevant currency is positive in seven cases and it is negative only in the case of UK. 
Interestingly, the exposure beta of the US, which is associated with a trade-weighted 
exchange rate, is also positive. The intuition is that, at least theoretically, a US 
exporter can hedge against currency risk by investing only in UK assets, whose 
returns are negatively correlated with the depreciation (or positively correlated with 
appreciation) of local currency. Importers or investors whose consumption basket 
consists of a lot of imported goods from the relevant countries can hedge against 
currency risk by investing in assets in any country except UK. Also, the US dollar 
exchange rate is highly correlated with the assets in Taiwan, Thailand and Korea. 
Table 5.9 shows the summary statistics of exchange rate exposure betas. 
Standard deviation of exposure beta series ranges from 0.1156 for Australia to 1.4060 
for Taiwan. Emerging markets like Korea, Taiwan, Singapore and Thailand have 
more volatile and higher exposure betas than those in the developed Markets like The 
US, UK, Japan or Canada. Seven series are positively skewed whereas just two are 
negatively skewed. All exposure beta series are leptokurtic.  
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Table 5.9 
Preliminary statistics of time varying exchange rate exposure betas 
_______________________________________________________________________________________________________________ 
Coefficient Australia Canada Japan Korea Singapore Taiwan  Thailand UK  US 
_______________________________________________________________________________________________________________ 
 
Mean   0.1049  0.0272  0.0792  0.8661  0.1249  1.5766  0.9098         -0.1292  0.1566 
Maximum  0.7151  1.2227  0.8646  4.8935  1.9394  7.2367  4.1299  0.5521  0.7431 
Minimum -0.1946 -0.8770 -0.7595 -3.5040 -2.2617 -3.0963 -1.1436 -1.1903 -0.2164 
S D  0.1156  0.2487  0.1952  1.2186  0.4623  1.4060  0.6993  0.1675  0.1157 
Skewness 1.1676 1.2890 0.0432 0.4595 -0.1745 0.2801 0.6413 -0.6004  0.7654 
Kurtosis  6.9273  11.0618  4.6935  3.9570  6.2937  3.9092  4.3961  7.9853  4.9590 




Preliminary statistics of time-varying market betas 
_______________________________________________________________________________________________________________ 
Coefficient Australia Canada Japan Korea Singapore Taiwan  Thailand UK  US 
_______________________________________________________________________________________________________________ 
 
Mean 0.2142 0.8664 0.5445 0.5039 0.3573 0.3161 0.2112 0.7851 1.2160 
Maximum 0.8762 1.8926 1.3883 1.2852 0.9876 1.0048 0.6305 1.4009 1.5342 
Minimum -0.0366 0.3811 -0.2390 -0.3974 -0.0157 -0.3414 -0.0996 0.3141 0.8252 
S D 0.1264 0.2578 0.2573 0.2590 0.1697 0.2075 0.1365 0.1273 0.1003 
Skewness  0.9869 0.9417 0.3113 0.4304 0.3451 0.4033 0.6894 -0.1131 0.3863 
Kurtosis 4.8983 4.3717 2.9397 2.4022 2.3236 3.1833 2.5337 4.3847 3.6682 
J-B stat 563.38 412.15 29.70 83.39 70.90 51.95 160.82 149.46 79.20 
_______________________________________________________________________________________________________________ 
 208
Table 5.10 shows the summary statistics of time-varying market betas. 
Standard deviation ranges from 0.1003 for the US to 0.2590 for Korea. All series are 
positively skewed. Distribution of market betas is leptokurtic in Australia, Canada, 
Taiwan, UK and the US while kurtosis ranges from 2.3236 (Singapore) to 2.9397 
(Japan) in the other four cases.  
 
Table 5.11 
Means and volatilities of time-varying exchange rate exposure betas during sub sample periods 
____________________________________________________________________ 
Country  1999 2000  2001 2002 2003 2004 2005             1999-2005 
__________________________________________________________________________________ 
Panel A: Unconditional means 
Australia 0.0507 0.0757 0.1472 0.2293 0.0541 0.0372 0.1401  0.1047 
Canada  0.0364 0.0673 0.0541 -0.0120 -0.0415 0.0357 0.0507  0.0271 
Japan  0.1439 -0.0045 0.1441 0.0573 0.0660 0.0896 0.0579  0.0792 
Korea  0.6854 2.7002 1.0136 0.4628 0.1321 0.7049 0.3640  0.8661 
Singapore 0.2365 0.4101 -0.0886 0.0667 -0.0173 0.1979 0.0700  0.1249 
Taiwan  1.8871 2.4893 2.2491 1.2850 1.2701 1.0005 0.8546  1.5765 
Thailand 0.9546 1.1145 0.6720 0.7733 0.8484 1.2718 0.7428  0.9114 
UK  -0.1709 -0.1289 -0.0826 -0.0634 -0.1795 -0.1495 -0.1297  -0.1292 
US  0.0506 0.1777 0.2068 0.1945 0.2046 0.1324 0.1289  0.1566 
 
Panel B: Unconditional volatilities 
Australia 0.10 0.14 0.08 0.14 0.06 0.04 0.05  0.12 
Canada  0.09 0.58 0.21 0.14 0.07 0.10 0.07  0.25 
Japan  0.13 0.17 0.22 0.25 0.23 0.14 0.12  0.20 
Korea  1.13 1.03 1.20 0.93 0.70 0.90 0.26  1.22 
Singapore 0.39 0.58 0.56 0.38 0.45 0.38 0.19  0.46 
Taiwan  1.91 1.40 1.16 1.32 1.22 0.95 0.64  1.44 
Thailand 0.77 0.85 0.62 0.67 0.57 0.73 0.39  0.70 
UK  0.14 0.16 0.24 0.18 0.19 0.08 0.08  0.17 
US  0.08 0.11 0.13 0.15 0.09 0.05 0.07  0.12 
__________________________________________________________________________________ 
Except for 1999, The duration for each sub-sample period is 1st January to 31st December of 
the year indicated; for 1999 the period is 5th Jan 1999 to 31st Dec 1999. 
 
Except for Australia, Canada and Japan, the standard deviation of exchange 
rate exposure betas is usually higher than that of market betas. Irrespective of whether 
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the economy is developed or emerging, market beta in each case is relatively less 
volatile. This difference is remarkably high when it comes to countries like Korea, 
Singapore, Taiwan and Thailand. Kurtosis of each exposure beta distribution is 
always higher than the kurtosis of its counterpart market beta distribution. This 
suggests that an exposure beta distribution tends to have more outliers than the 
outliers in its counterpart market beta distribution.  
To have a close look at time-varying market and exchange rate exposure betas 
and their unconditional volatilities, the sample period is divided into seven sub-
periods. The mean and standard deviation values of exchange rate exposure and 
market betas during each sub period are reported in Tables 5.11 and 5.12, 
respectively. Each sub period spans from 1st January to 31st December of the year 
indicated100. Though it is a repetition, the means and standard deviations for the entire 
sample period are also reproduced in the final column of each Table for convenience. 
The results reported in Tables 5.11 and 5.12 show that the means and standard 
deviations for the entire sample period are robust in the sense that those values are 
good approximations for the mean and standard deviation values in most of the sub 
periods.  
The graphical representation of some of these features can be captured in 
Figures 5.6 and 5.7. As we utilize daily data, the estimates of time-varying betas may 
be “still volatile and inevitably subject to estimation error” (De Santis and Gerard, 
1998). As such, in order to give a more realistic picture of the derived time-varying 
betas, the Hodrick-Prescott filtered trends of betas are also included in Figures 5.6 and 
5.7. Here, the scale of each graph is chosen in such a way that the fluctuations of each 
beta are well indicated. However, the essential drawback of this approach is that it 
                                                 
100 For the year 1999, the period is from 5th January to 31st December. 
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does not help much in comparing the magnitude of various betas. To this end, each set 
of graphs drawn to the same scale is shown in Appendix 5.B. 
 
Table 5.12 
Means and volatilities of time-varying market betas during sub sample periods 
____________________________________________________________________ 
Country  1999 2000  2001 2002 2003 2004 2005             1999-2005 
__________________________________________________________________________________ 
Panel A: Unconditional means 
Australia 0.2263 0.2519 0.1644 0.1443 0.1052 0.2500 0.3589  0.2142 
Canada  0.9273 1.2091 0.9510 0.7348 0.5422 0.8274 0.8754  0.8665 
Japan  0.5203 0.4520 0.4855 0.4333 0.5112 0.7499 0.6590  0.5445 
Korea  0.3809 0.4396 0.3770 0.2988 0.4108 0.7972 0.8243  0.5039 
Singapore 0.3185 0.3363 0.2438 0.2010 0.3166 0.5181 0.5684  0.3573 
Taiwan  0.2498 0.2158 0.1929 0.1886 0.3215 0.5677 0.4764  0.3161 
Thailand 0.1957 0.1358 0.1157 0.1202 0.1662 0.3311 0.4153  0.2112 
UK  0.7765 0.7483 0.7771 0.7670 0.8102 0.7926 0.8212  0.7851 
US  1.2570 1.2632 1.2124 1.1818 1.1380 1.2054 1.2551  1.2160 
 
Panel B: Unconditional volatilities 
Australia 0.09 0.08 0.12 0.07 0.07 0.09 0.15  0.13 
Canada  0.10 0.24 0.27 0.09 0.07 0.20 0.14  0.26 
Japan  0.23 0.16 0.19 0.26 0.34 0.23 0.18  0.26 
Korea  0.17 0.20 0.13 0.15 0.18 0.20 0.13  0.26 
Singapore 0.10 0.13 0.09 0.10 0.15 0.11 0.09  0.17 
Taiwan  0.16 0.19 0.14 0.09 0.17 0.19 0.11  0.21 
Thailand 0.07 0.09 0.05 0.06 0.10 0.12 0.08  0.14 
UK  0.14 0.12 0.17 0.16 0.10 0.08 0.08  0.13 
US  0.10 0.10 0.13 0.09 0.05 0.09 0.05  0.10 
__________________________________________________________________________________ 
Except for 1999, The duration for each sub-sample period is 1st January to 31st December of 
the year indicated; for 1999 the period is 5th Jan 1999 to 31st Dec 1999. 
 
 
Exposure beta of Taiwan, Korea and Thailand fluctuates within a wide range 
whereas the exposure beta of Australia, Canada, Japan, UK, and the US display 
somewhat meager fluctuations. The market betas of Canada, Japan and Korea show 
relatively higher fluctuations. Market betas of Australia and Thailand move within a 
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Figure 5.6 (continued) 
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    Figure 5.7 (continued) 









In order to examine the stochastic structure underlying market and exchange 
rate exposure betas, we employ two unit root tests: widely used augmented Dicky-
Fuller test (ADF test) and the test proposed by Kwiatkowsky, Phillips, Schmidt and 
Shin (1992) (KPSS test). While ADF test takes the presence of a unit root as the null 
hypothesis and stationarity as the alternative hypothesis, KPSS test takes the 
stationarity as the null and the unit root status as the alternative. Since we employ 
both tests to check the stationarity and mean-reverting behaviour of betas, it might be 
useful to point out the possibilities of the results from the two tests and the relevant 




Possible results from ADF and KPSS tests and the relevant implications 
_________________________________________________________________________ 
ADF   KPSS    Conclusion 
(Null: a unit root)  (Null: stationarity) 
_________________________________________________________________________ 
(a)  Null is rejected  Null is accepted   No unit roots 
(b) Null is accepted  Null is rejected   Existence of unit roots 
(c) Null is accepted  Null is accepted   Ambiguous  
(d) Null is rejected   Null is rejected   Ambiguous  
_________________________________________________________________________ 
 
For both tests, the presence of an intercept and the absence of a trend 
parameter are assumed. The graphs of both types of betas in Figures 5.6 and 5.7 
indicate the non-necessity of a trend parameter. Results of both ADF and KPSS tests 
for both betas are reported in Table 5.14. As the ADF test statistic indicates, the null 
hypothesis of the existence of a unit root is rejected in all the cases at any 
conventional level of significance. This suggests that both betas are stationary and 
mean-reverting for all nine cases. However, the results from the KPSS test, which is 
used here as a complement to the ADF test, is not in agreement with ADF test results 
 216
in a number of cases. As for the exchange rate exposure beta, null hypothesis of 
stationarity is strictly questionable for Korea and Taiwan.  In addition, the null of 
stationarity is rejected for all market beta series except for UK. Apparently, the results 
from ADF and KPSS tests are contradictory to a greater degree and we are confronted 
with a situation which is well represented by (d) in Table 5.13. According to 
Barkoulas and Baum (1997), a possibility that is similar to (d) suggests that the 
stochastic structure of the series is not well explained by either )0(I  or )1(I  features 
and emphasizes the need of an alternative parameterization. 
 
Table 5.14 
Unit root test results for time-varying market and exchange rate exposure betas 
_______________________________________________________________________ 
Country           Exg rate exp beta            Market beta 
   ___________________  ___________________ 
   ADF  KPSS  ADF  KPSS 
_______________________________________________________________________ 
Australia  -4.81*** 0.29  -6.11*** 0.88*** 
Canada    -4.34*** 0.09  -3.75*** 1.52*** 
Japan   -6.41*** 0.08  -5.54*** 0.96*** 
Korea   -4.22*** 1.09***  -4.04*** 2.54*** 
Singapore  -7.78*** 0.42*  -4.57*** 2.38*** 
Taiwan   -8.50*** 1.62***  -5.65*** 2.42*** 
Thailand  -7.60*** 0.11  -3.62*** 2.65*** 
UK   -7.67*** 0.07  -8.02*** 0.37* 
US   -6.33*** 0.41*  -6.25*** 0.65** 
_________________________________________________________________________ 
For both tests, the presence of an intercept and the absence of a trend parameter are 
assumed; Critical values of ADF test at the 1%, 5% and 10% levels are -3.43, -2.86 and 
-2.56 respectively; Critical values of KPSS test at the 1%, 5% and 10% levels of 
significance are 0.74, 0.46 and 0.35, respectively; ***, ** and * indicate the 
significance at the 1%, 5% and 10% levels, respectively. 
 
 
As such, we employ GPH test to further inquire about the stationarity and the 
mean-reverting beheviour of exposure betas. As explained in Section 5.2, in GPH test, 
the selection of α , which determines the number of low frequency ordinates αTn = , 
always involves a sense of judgment. In order to see the sensitivity of the estimates of 
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the fractional difference parameter d  to the choice of α , three values of α  are used 
here: 0.50, 0.55 and 0.60. First, we perform a one-sided test to check the validity of 
the null hypothesis of 0=d  against the alternative of 0>d . The null is rejected at 
the 5 % level for all cases except for Japan and Taiwan when 5.0=α  (results are not 
reported), suggesting that all exposure beta series are more likely to be represented by 
an ARIMA process.  
 
Table 5.15 
GPH test results for time-varying exchange rate exposure betas 
_______________________________________________________________________ 
        Value of difference parameter d 
Country   ______________________________________ 
   50.0=α  55.0=α  60.0=α   
_______________________________________________________________________ 
 
Australia  0.6267*  0.7715*  0.8601*   
   (-4.54)  (-3.31)  (-2.24)   
Canada   0.7234*  0.7583*  0.7669* 
   (-2.33)  (-2.43)  (-3.02) 
Japan   0.1607*  0.2775*  0.4072*   
   (-5.43)  (-6.25)  (-6.41)   
Korea   0.8270  0.8028*  0.8462 
    (-1.34)  (-1.91)  (-1.92) 
Singapore  0.3463*  0.4405*  0.5257*  
    (-6.34)  (-6.86)  (-6.84)   
Taiwan   0.1445*  0.3564*  0.4058*  
    (-8.50)  (-6.00)  (-7.46)   
Thailand  0.3621*  0.4813*  0.5411*   
    (-5.81)  (-5.84)  (-6.74)   
UK   0.2825*  0.3994*  0.4495*  
    (-4.45)  (-4.90)  (-5.86)  
US   0.3145*  0.4947*  0.6015*  
    (-6.92)  (-4.98)  (-5.01)   
_________________________________________________________________________________________ 
 d represents  φ  in the regression equation  
( ) ( )( ) ζωφω ++= 2sin4lnln 2 jj cI ; t-statistics are in parentheses; * indicates 
the significance at least at the 5% level 
 
 
Then we perform a one-sided test for the null hypothesis of 1=d  against the 
alternative of  1<d . Test results for exchange rate exposure beta are reported in 
Table 5.15. The null is rejected at the 5 % level for all nine cases under all three α  
 218
values except for Korea. Even in the case of Korea, null is not rejected only when 
50.0=α . Japan, Taiwan and UK show a difference parameter d  that is less than 0.5 
for all α  values. For Singapore, Thailand and the US, the difference parameter is less 
than 0.5 when 5.0=α  or 55.0=α , but greater than 0.5 when 6.0=α . For the 
remaining countries (Australia, Canada and Korea), it is greater than 0.5 for all values 
of α . Results from the GPH test have a few important implications. First, all time-
varying exchange rate exposure beta series consistently reject both hypotheses  )0(I  
and  )1(I . It suggests that all exposure betas in the sample are characterized by a )(dI  
process with 10 << d . Put differently, they can be recognized as long-memory or 
ARFIMA processes. Second, exposure betas for Japan, Taiwan and UK are 
covariance stationary as well as mean-reverting while exposure betas for Singapore, 
Thailand and the US are more likely to be so. However, exposure betas for Australia, 
Canada and Korea show covariance non-stationary mean-reverting dynamics. On 
average, the impact of a shock on exposure betas is highly persistent and likely to 
decay hyperbolically which is much slower than a rapid geometric decay represented 
by a standard ARMA process.  
As for market betas, the null hypothesis of 0=d  is rejected for all cases in 
favour of the alternative of 0>d  at any conventional significance level (results are 
not reported). Table 5.16 contains the GPH test results of the one-sided test for market 
betas for the null hypothesis of 1=d  against the alternative of 1<d . The results 
show similarities to as well as differences from those for the exchange rate exposure 
betas. In all cases, the null of 1=d  is rejected at the 5 % level of significance. Only 
UK possesses a difference parameter that is less than 0.5 for all three levels of α . The 
difference parameter for the US is less than 0.5 only when 50.0=α , but greater than 
0.5 when 55.0=α  or 6.0=α . In all the other cases, difference parameter is greater 
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than 0.5 for all three values of α . As such, eight out of nine cases turn out to be 
mean-reverting, but covariance non-stationary processes (i.e. 15.0 << d ).  
 
Table 5.16 
GPH test results for time-varying market betas 
_______________________________________________________________________ 
                         Value of difference parameter d 
Country   _________________________________________________ 
    50.0=α  55.0=α  60.0=α   
_______________________________________________________________________ 
 
Australia   0.7137*  0.6404*  0.7287*  
    (-2.74)  (-4.53)  (-3.10)   
Canada    0.6186*  0.6700*  0.7181*   
    (-3.69)  (-3.84)  (-4.18)   
Japan    0.5609*  0.6274*  0.6559*   
    (-3.90)  (-4.23)  (-4.90)   
Korea    0.6361*  0.6772*  0.7606*   
    (-3.30)  (-3.79)  (-3.06)   
Singapore   0.6706*  0.6779*  0.6350*   
    (-2.67)  (-3.33)  (-5.17)   
Taiwan    0.5291*  0.5390*  0.6870*   
    (-3.65)  (-4.84)  (-3.73)   
Thailand   0.6577*  0.6822*  0.7285*   
    (-3.08)  (-3.76)  (-4.13)   
UK    0.3247*  0.4499*  0.4804*   
    (-5.64)  (-5.19)  (-6.31)   
US    0.4965*  0.5464*  0.6272*   
    (-4.00)  (-4.90)  (-5.09)   
_______________________________________________________________________________________ 
a d represents  φ  in the regression equation  
( ) ( )( ) ζωφω ++= 2sin4lnln 2 jj cI ; t-statistics are in parentheses; * indicates 
the significance at least at the 5% level 
 
As a fourth but somewhat weak criterion, the autocorrelation functions (ACFs) 
of both exchange rate exposure and market beta series are shown in Figures 5.8 and 
5.9, respectively. The ACFs of markets beta series are more in line with the results 
from the KPSS and GPH tests. However, it is difficult to recognize such a pattern 
among the ACFs of exposure betas. Finally, though it cannot be generalized, the 
ACFs of exposure betas show characteristics more towards stationarity and/or mean-
reverting than ACFs of their counterpart market betas do so.  
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Figure 5.9  




 In general, when they are put together, the results from the four criteria used 
(ADF, KPSS and GPH tests and ACFs of betas) are somewhat ambiguous on the 
matter of covariance stationarity of the market and exchange rate exposure betas. 
However, as KPSS and GPH tests and ACFs reveal, a higher number of exchange rate 
exposure betas possess stochastic features that are more towards covariance 
stationarity than their counterpart market betas do so. Nevertheless, we are not 
tempted to draw conclusions as each criterion has its own strengths and weaknesses. 
ADF and KPSS tests are accused of showing “knife-edge” division between the 
presence and absence of unit roots and considered to be less flexible. GPH test is said 
to be biased towards finding long memory, especially when AR parameters are closer 
to one and in the presence of infrequent shifts in the mean101. Also, the results of the 
GPH test is likely to vary across return horizons. Though it is supportive of the view 
that betas are well represented by a long memory process in a daily data sample, it 
may not be the case for the betas derived using, say, monthly data. ACF can be used 
as a complement to another criterion, but it is by no means a proper tool in diagnosing 
stationarity on its own. As such, determining the status of covariance-stationarity of 
market and exposure betas are left for future research. 
However, according to the same set of criteria, the mean-reverting behaviour 
of market and exchange rate exposure betas is questionable to a lesser degree102. This 
mean-reverting feature of both types of betas is also reflected in Figures 5.6 and 5.7. 
Though exchange rate exposure and market betas are mean-reverting, their mean-
reverting dynamics seem to be highly persistent. Mean-reverting market and exchange 
                                                 
101 Autoregressive parameters of exchange rate exposure and market beta series in our sample range 
from 0.9234 to 0.9806 and from 0.8915 to 0.9844, respectively. 
102 We also used the Equation 5.22 to further examine the mean-reverting behaviour of betas. The null 
hypothesis 0=ϕ   and the joint null hypotheses 1=ϕ  and 0=β  were tested using the Wald test. In all 18 
cases (9 exposure betas and 9 market betas), both null hypotheses are rejected at any conventional level 
of significance, suggesting that both betas are mean-reverting.  
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rate exposure betas have both theoretical and empirical implications. First, since 
returns are linear functions of betas (that represent exposure to market risk, currency 
risk or any other risk), it is argued that mean reverting betas is an essential element in 
assuring the stationarity of returns. Second, the absence of mean reversion makes the 
notion of equilibrium have little relevance even in the long-run (Lai, 1997). Third, 
mean reverting market and exchange rate exposure betas imply that these coefficients 
can be used for forecasting purposes. This may be extremely important news in 
hedging against currency as well as market risk.   
 
5.8 Application of Time-Varying Exchange Rate Exposure Betas 
In this section, derived time-varying exposure beta series are used in two 
applications. The purpose of such an exercise is to show the importance of the time-
varying exposure beta series as a useful source of information in strategic decision 
making. First, exchange rate exposure among countries is compared using the concept 
of stochastic dominance. It is followed by a brief analysis of time-varying currency 
premiums.   
 
5.8.1 Comparison of exposure using stochastic dominance criterion 
5.8.1.1 Comparison of exposure among countries 
The mean values of time-varying betas are based on only one aspect of the 
relevant distribution (more specifically, the magnitude of betas). A measure that is 
based on several aspects of the distribution of time-varying betas would be a more 
reliable and instructive measure of exposure. Empirical cumulative distribution 
functions (CDF) of the time-varying market and exchange rate exposure betas are 
extremely important in this sense. In addition to the magnitudes of betas in a 
distribution, it also takes into account the probability with which each beta in the 
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distribution would occur.  The criterion of stochastic dominance uses CDF as its main 
analytical tool. In this section, we compare exposure to currency and market risks 
among countries using the stochastic dominance criterion. We use the time-varying 
beta series derived in Sub-section 5.7.3 as the input.  
The concepts of first and second order stochastic dominance criterion can be 
defined as follows. Let )(rFx  and )(rGy  be the CDFs of the return structures on the 
two assets x  and y , respectively. x  is said to first order stochastic dominate y , if 
two CDFs do not cross each other and )()( rGrF yx ≤  for all r . Graphically, )(rFx  
lies below and to the right of )(rGy  when this happens. In second order stochastic 
dominance, wherein two CDFs do cross each other, x  is said to dominate y , if 
0))()(( ≤−∫ ∞− drrGrF yxr  for all r  with at least one strict inequality.  When used to 
compare the return structure of two assets this means that the dominant asset assigns 
higher probabilities to higher returns than the dominated asset does so. 
Gonzales-Rivera (1996) initiated the use of the stochastic dominance concept 
to compare the risk associated with the market betas of firms. Brooks et al. (2000) 
employed the concept to carry out a detailed analysis of the impact of regulatory 
changes on the risk and returns of the US banking industry. In this context, the 
dominance of one coefficient on the other means that it represents less exposure to 
risk than the exposure represented by the other. When it comes to the sensitivity of the 
returns of an asset to a certain risk factor, the usual stochastic dominance inequalities 
must be reversed. Let )( ,txxF β  and )( ,txyG β  be the CDFs of the time-varying 
exchange rate exposure betas of two countries x  and y , respectively103. Country x ’s 
                                                 
103 To avoid confusion, it must be noted that tx,β  in both CDFs represents the exposure beta, but not the 
beta for country x.  
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exposure beta first order stochastic dominates country y ’s exposure beta, if two 
CDFs do not cross and the following requirement is met for all tx,β  with at least one 
strict inequality: 
 
)()( ,, txytxx GF ββ ≥          (5.28) 
 
Graphically, )( ,txxF β  lies above and to the left of )( ,txyG β . Country x ’s 
exposure beta is said to second order stochastic  dominate country y ’s  exposure beta, 
 if the following requirement is met for all tx,β  with at least one strict inequality: 
 
0))()(( ,,,
, ≥−∫ ∞− txtxytxx dGFtx ββββ       (5.29) 
 
This criterion can be used to compare the risk structures associated with the 
exchange rate exposure beta of each country. However, the analysis of the exposure 
betas in terms of CDFs is slightly different from that of the market betas. Suppose that 
an investor wants to find out the level of exchange rate exposure associated with the 
assets in each of the nine countries in general. Both negative and positive values of 
time-varying exposure betas are likely outcomes for a certain country. In some cases, 
it may even be negative throughout the sample period. Unlike in market betas, a 
positive value, though it is algebraically higher, does not necessarily imply a higher 
risk than a negative value. A large exposure coefficient, whether it is negative or 
positive, represents a higher risk.  One can get round this issue by viewing exposure 
coefficients as a kind of elasticity measure. What matters in this sense is the absolute 
value of exposure betas, but not their algebraic values. As such, to fulfill the 
aforementioned investor’s requirement, the analysis must be carried out using the 
CDFs of the distributions of the absolute values of exposure betas. 
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Figure 5.10 displays the empirical CDFs of the absolute values of exchange 
rate exposure beta distributions. Apparently, the CDFs of the three emerging markets 
Taiwan, Korea and Thailand lie below and to the right of the CDFs of the other 
countries, suggesting that exposure of the stocks in these countries to currency risk 
(associated with dollar exchange rate) is higher. Taiwan emerges as the country with 
the highest currency exposure during the sample period considered. Though 
Singapore is less exposed to currency risk than Taiwan, Korea and Thailand, it is 
more exposed than the cases like Australia, Canada, Japan, UK and the US. Though it 
is not that easy to rank the cases without using second order stochastic dominance, 
Australia and Canada seem to be less exposed than the other three cases. Based on 
these results, we can divide the nine countries in the sample into two sub-groups: (a) 
countries that are relatively less exposed to currency risk (Australia, Japan and 
Canada, Singapore, UK and the US); and (b) countries that are relatively more 
exposed to currency risk (Korea, Taiwan and Thailand).  
More importantly, this result, obtained through the CDFs of time-varying 
exposure betas, is not fully reflected in the mean values of time-varying exposure 
betas. For instance, in terms of the mean values of time-varying exposure betas, 
Thailand is more exposed to exchange rate changes than Korea (mean values for the 
two countries are -0.9114 and -0.8660, respectively). However, as Figure 5.10 shows, 
Korea seems to be second order stochastically dominated by Thailand, suggesting that 
Korea is more exposed to exchange rate changes than Thailand. Singapore, UK and 
the US provide another example. Though UK and the US are more exposed than 
Singapore in terms of the mean value of time-varying betas, CDF of Singapore lies 
well down and to the right of the CDFs of UK and the US, thus suggesting that the 
opposite is true. In a way, this is not surprising result when the volatility measures of 
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relevant betas are also taken into account. Except for the year 2005, in all the other 
one-year sub-periods, unconditional volatility of exposure beta series for Korea is 
clearly greater than that of Thailand. The Unconditional volatility of Singapore is also 
higher than those measures of UK and the US for all seven one-year sub-periods (see 
Table 5.11). 
Now suppose that the investor in question is a US importer (or a person who 
has a large number of essential imported goods in his consumption basket) who is 
looking for means of hedging against currency risk through investment in foreign 
assets. The above analysis which is based on the absolute values of exposure betas 
may not help him much in choosing the proper destination for his funds. As such, 
Figure 5.11 depicts the empirical CDFs of all distributions of algebraic values of 
exposure betas. Though the results are much similar to that in Figure 5.10 in this 
particular example, it may not be the case for a different sample. It is more likely that 
the investor will be able to fulfill his hedging requirement by investing in assets in 
emerging markets such as Korea, Thailand and Taiwan, which are highly positively 
exposed to the depreciation of the US dollar. By the same token, assets in a country 
like UK would be the appropriate choice for an exporter who seeks means of hedging 
against currency risk.  
We also compare the exposure to market risk among countries using the same 
tool. The market beta distributions of the countries reveal that, for some countries in 
the sample, the multivariate GARCH model has computed a few negative market beta 
values. Unlike a negative value of exchange rate exposure beta, a negative value of 
market beta implies a less risky status. Therefore, in plotting CDFs of market betas, 
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Figure 5.12 
Cumulative distribution functions of time-varying market betas  
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Figure 5.12 compares the exposure to market risk among countries in terms of 
the CDFs of time-varying market betas. Similar to the case of currency risk, one can 
identify three sub-groups in terms of the market risk. Apparently, the US emerges as 
the country with the highest exposure to market risk. UK and Canada are the other 
countries whose stocks highly exposed to market risk. Australia, Taiwan, Thailand 
and Singapore can be identified as the countries with relatively low exposure to 
market risk. Japan and Korea can be situated between these two groups of relatively 
high and relatively low market risk. 
Based on the Figures 5.10, 5.11 and 5.12, we identify a few important patterns 
within the sample of nine countries. There are a set of countries whose exposure to 
currency risk is high, though the exposure to market risk is relatively low (Taiwan, 
Thailand and Korea). There is another set of countries whose exposure to market risk 
is high, but the exposure to currency risk is relatively low (Canada, UK and US). 
Interestingly, the former group consists of emerging markets while the latter consists 
of Developed markets. There exists a third group of countries with relatively low 
exposure to both currency and market risk (Australia, Singapore and Japan). This 
group consists of both emerging and developed markets. Although these patterns of 
observations are by no means generalizations, they may be extremely useful for the 
investors in international financial markets. For instance, the information included in 
Table 5.17 is good enough to be considered in a pre-investment study of any investor 







Comparison of the exposure to market and currency risk among countries  
_____________________________________________________________________ 
Country   Exposure to market risk  Exposure to currency risk 
       (associated with dollar exchange rate) 
___________________________________________________________________________________ 
Australia  Low    Low 
Canada   High     Low 
Japan    Low    Low 
Korea   Low    High  
Singapore  Low    Low 
Taiwan   Low    High 
Thailand  Low    High 
UK   High    low 
USa   High    low 
___________________________________________________________________________________ 
Sample period for which these patterns are identified: 1/5/1999 - 31/12/2005; Exposure to 
currency risk is measured in terms of a bilateral exchange rate between the US dollar and the 
relevant currency; A trade weighted exchange rate is used for the case of the US. 
 
5.8.1.2 Comparison of exposure within the same country in different time 
periods: the case of Korea 
Assume that a US investor wants to invest in Korean assets.  However, may be 
due to the bad memories of the currency crisis, he wants to examine how the 
dollar/won exchange rate exposure of Korean assets changed over the few years after 
the crisis. To help him, one can use the criterion developed in Sub-section 5.8.1.1. 
First, Table 5.18 reports the means and standard deviations of the time varying-
exposure betas during three post-crisis periods of equal length (this division is 
completely arbitrary and is not based on any relevant structural feature). The mean 
values suggest that exposure during the first period is clearly higher than that in the 
other two periods. However, there is not much difference between the mean values in 
second and third periods. Strictly speaking, the exposure during the third period is 
slightly higher than that in the second period.  
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Table 5.18  
Mean and volatility of time-varying exposure beta for Korea during three sub sample periods 
___________________________________________________________________________________ 
Period   No of observations Mean of tx,β   Std deviation of tx,β  
___________________________________________________________________________________ 
(1) 8/1/1999-7/5/2001 607   1.6590   1.3768 
(2) 8/5/2001-3/9/2003 607   0.4660   1.0593 
(3) 4/9/2003-30/12/2005 607   0.4696   0.7056 
___________________________________________________________________________________ 
 
The stochastic dominance criterion is used to test the hypothesis. Figure 5.13 
indicates that period 1 is clearly first order stochastically dominated by the periods 2 
and 3. Also, period 3 first order stochastically dominates period 2 and this is not well 
reflected in the mean values of time-varying exchange rate exposure betas. As a 
relevant fact, Table 5.18 indicates that, though the mean value for period 2 is slightly 
less than the mean value for the period 3, standard deviation of the exposure betas 
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Figure 5.13 
Cumulative distribution functions of time-varying exposure beta during three sub-sample 
periods: the case of Korea 
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 The implication of the analysis is that, during the period of seven years after 
the currency crisis, the exchange rate exposure in Korean stock market has decreased 
over time. 
 
5.8.2 Comparing the time-varying currency and market risk premiums 
Within the ICAPM framework, time-varying market and exchange rate 
exposure betas can be used to examine the relationships among currency, market and 
total risk premiums in each country.  Making use of the time-varying beta series that 
have been already derived, time series of market premium ( tMP ) and currency 
premium ( tCP ) can be computed as follows: 
 
( )tmttmt rEMP ,11, −−= β         (5.31) 
( )txttxt rECP ,11, −−= β         (5.32) 
 
Equations 5.31 and 5.32 imply that the risk premiums are proportional to the 
expected value of relevant risk factor and the proportionality factor is the relevant 
beta. In a conditional ICAPM framework, this proportionality factor also varies over 
time depending on the information available at period t-1.  Total premium for each 
asset is computed as the sum of market premium and currency premium104. 
Table 5.19 displays the mean values of the average market, currency and total 
risk premiums and their standard deviations for seven one-year sub-periods (Columns 
1 - 7) and for the entire sample period (Column 8). All risk premiums are multiplied 
by 100 for convenience. It is apparent that, apart from a few cases, the results 
obtained for the sub-periods closely resemble the results for the entire period. 
                                                 
104 Strictly speaking, the first mean equation in the set of Equations 5.17 states that the total expected 
return consists of market premium, currency premium, an intercept and the moving average term. 
However, the intercept and the moving average term are neglected in this analysis.  
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Average currency premiums of the assets for the entire sample period are positive in 
seven cases. It is negative only for two cases, namely, the US and Japan. These results 
can be interpreted in the light of the ICAPM framework outlined in Sections 5.3 and 
5.4. During the sample period, a representative US investor demands a negative risk 
premium for holding Japanese and local assets as they would act as a means of 
hedging. However, for the assets in the other seven countries, they demand a higher 
compensation in the form of a positive currency risk premium as the investment in 
those assets is not useful in hedging against currency risk.  
The findings reported in Table 5.19 also reveal a few patterns that explain the 
nature of the relationship between the currency premium and the total premium. First, 
for countries like Canada, Japan, UK and the US, currency premium is a small 
fraction of the total premium, whereas for the three emerging markets Taiwan, Korea 
and Thailand, it represents a larger fraction of the total premium. This means that the 
economic significance of the currency premium is much higher in the three emerging 
markets than its significance in the four developed markets. Figure 5.14, which 
compares two cases (Taiwan and the US), allows us to have a closer look at this 
pattern. Second, except on a few occasions, the absolute value of the currency 
premium in Korea and Taiwan is somewhat higher than the absolute value of the 
currency premium in the developed markets like Japan, Canada, UK and the US. 
Third, on many occasions, the absolute value of the market premium in the three 
developed markets Canada, UK and the US is significantly higher than the absolute 
value of the market premiums in the rest of the countries. Though the market 
premium in Japan is lower than that in the other three developed markets, it is 
relatively higher than the market premium in the emerging markets. Interestingly, 
though it is an emerging market, Korea also possesses a relatively high market 
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premium (it is even greater than its counterpart in Japan during the last sub-period). 
Finally, the two cases Australia and Singapore seem to lie in between. Like in the 
developed markets, currency premium constitutes a relatively smaller fraction of the 
total premium in these two countries. However, similar to the emerging markets, 
absolute value of market premium in these countries is significantly lower than that in 
the developed markets.  
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Figure 5.14 
Total and currency  premiums for Taiwan  (1/5/1999  
31/12/1999) and the US (1/1/2002-31/12/2002) 
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Table 5.19 
Unconditional means and volatilities of risk premiums for each country during sub sample periods  
_____________________________________________________________________________________________________________________________ 
  (1)    (2)    (3)    (4) 
Country 1/5/1999– 31/12/1999  1/1/2000-31/12/2000  1/1/2001-31/12/2001  1/1/2002-31/12/2002  
 __________________       _________________  _________________  _________________  
 CP MP TP  CP MP TP  CP MP TP  CP MP TP   
__________________________________________________________________________________________________________________________ 
 
Australia 0.08 1.00 1.08  0.13 1.14 1.27  0.07 0.84 0.91  0.39 1.06 1.45 
  (0.37) (0.65) (0.80)  (0.63) (0.79) (1.06)  (0.87) (0.90) (1.33)  (1.06) (0.89) (1.40) 
               
Canada  0.03 3.92 3.95  0.03 4.66 4.69  0.03 3.68 3.71  -0.03 3.67 3.64 
  (0.13) (6.01) (6.02)  (0.71) (9.66) (9.67)  (0.21) (7.99) (8.00)  (0.23) (7.72) (7.72) 
                  
Japan  -0.22 2.14 1.92  0.06 1.89 1.96  -0.13 2.48 2.35  0.05 2.56 2.61 
  (0.41) (1.13) (1.13)  (0.30) (0.63) (0.74)  (0.45) (1.26) (1.27)  (0.06) (1.17) (1.30) 
               
Korea  0.78 1.43 2.21  2.98 1.65 4.63  1.00 1.57 2.57  0.34 1.65 2.00 
  (2.17) (2.51) (3.40)  (3.47) (3.37) (5.32)  (2.70) (3.04) (4.21)  (1.60) (2.75) (3.19) 
                
Singapore  -0.02 1.40 1.38  0.12 1.16 1.28  0.25 1.13 1.38  0.01 1.30 1.31 
  (0.15) (1.86) (1.87)  (0.22) (2.27) (2.28)  (0.43) (2.35) (2.55)  (0.24) (1.82) (1.83)  
               
Taiwan  2.04 0.99 3.03  1.35 0.88 2.23  1.59 0.71 2.30  0.66 0.98 1.64 
  (3.46) (2.82) (4.52)  (4.39) (3.71) (6.09)  (2.73) (2.92) (4.08)  (2.51) (2.89) (3.87) 
               
Thailand -0.22 0.68 0.46  -0.19 0.23 0.04  0.35 0.31 0.65  0.26 0.48 0.74 
  (1.90) (2.22) (2.94)  (2.11) (1.87) (2.85)  (1.09) (1.67) (2.06)  (1.38) (2.05) (2.39) 
                
UK  -0.02 4.39 4.37  0.07 3.73 3.80  -0.01 4.83 4.82  0.002 9.10 9.10 
  (0.48) (2.75) (2.93)  (0.60) (3.00) (3.13)  (0.51) (3.72) (3.82)  (0.44) (7.22) (7.35) 
                
US  -0.004 6.57 6.57  0.04 7.21 7.25  -0.06 8.04 7.98  -0.19 11.85 11.66 
  (0.09) (2.02) (2.02)  (0.22) (3.57) (3.59)  (0.27) (3.78) (3.78)  (0.46) (7.60) (7.42) 
______________________________________________________________________________________________________________________________ 
Figures within parenthesis are unconditional volatility of each beta series for the relevant period.    (Continued on next page) 
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Table 5.19 (continued) 
Unconditional means and volatilities of risk premiums for each country during sub sample periods  
____________________________________________________________________________________________________________________________ 
  (5)    (6)    (7)    (8) 
Country 1/1/2003– 31/12/2003  1/1/2004-31/12/2004  1/1/2005-31/12/2005  1/5/1999-31/12/2005  
 __________________       _________________  _________________  _________________  
 CP MP TP  CP MP TP  CP MP TP  CP MP TP   
____________________________________________________________________________________________________________________________ 
 
Australia 0.10 0.48 0.58  0.02 0.70 0.72  0.20 0.99 1.19  0.14 0.89 1.02 
  (0.36) (0.34) (0.49)  (0.27) (0.46) (0.55)  (0.50) (0.61) (0.82)  (0.65) (0.72) (1.02) 
               
Canada  -0.06 2.41 2.35  0.06 2.43 2.49  0.08 2.68 2.76  0.02 3.35 3.37 
  (0.17) (3.90) (3.91)  (0.21) (3.96) (3.99)  (0.16) (3.38) (3.39)  (0.32) (6.53) (6.54) 
              
Japan  -0.04 1.78 1.74  -0.06 1.73 1.67  -0.02 1.44 1.42  -0.05 2.00 1.95 
  (0.39) (0.92) (0.89)  (0.28) (0.55) (0.52)  (0.23) (0.46) (0.52)  (0.41) (1.00) (1.03) 
              
Korea  0.19 1.66 1.86  0.85 1.63 2.48  0.42 1.56 1.98  0.94 1.59 2.53 
  (1.27) (2.35) (2.81)  (1.74) (3.13) (3.65)  (0.64) (2.75) (2.79)  (2.30) (2.86) (3.82) 
              
Singapore 0.001 1.43 1.43  -0.10 1.16 1.05  -0.04 1.42 1.38  0.03 1.29 1.32 
  (0.13) (1.61) (1.62)  (0.35) (1.75) (1.84)  (0.11) (1.58) (1.57)  (0.28) (1.91) (1.96) 
               
Taiwan  1.01 1.27 2.29  -0.38 1.12 0.74  0.31 0.83 1.14  0.94 0.97 1.91 
  (1.81) (2.80) (3.29)  (2.71) (3.54) (4.06)  (1.71) (2.50) (2.95)  (2.99) (3.05) (4.29) 
              
Thailand 0.61 0.63 1.24  0.72 0.60 1.32  0.25 0.86 1.11  0.25 0.54 0.79 
  (1.12) (1.77) (2.10)  (1.45) (2.38) (2.84)  (0.89) (2.55) (2.57)  (1.51) (2.10) (2.59) 
              
UK  0.17 5.98 6.15  0.56 1.84 2.40  0.06 1.87 1.92  0.12 4.54 4.66 
  (0.61) (5.02) (5.23)  (0.77) (1.78) (2.06)  (0.36) (1.42) (1.53)  (0.59) (4.64) (4.72) 
            
US  -0.14 6.74 6.60  -0.09 3.29 3.20  -0.04 3.10 3.06  -0.07 6.69 6.62 
  (0.29) (3.41) (3.30)  (0.20) (1.22) (1.20)  (0.19) (0.98) (1.12)  (0.28) (4.72) (4.66) 
______________________________________________________________________________________________________________________________ 
Figures within parenthesis are unconditional volatility of each beta series for the relevant period. 
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A few patterns can also be identified as for the unconditional volatility of risk 
premiums reported in Table 5.19. First, throughout the sample period, market 
premium is relatively more volatile in the three developed markets Canada, UK and 
the US than the market premium in the four emerging markets Korea, Singapore, 
Taiwan and Thailand. Given that the market beta in each case is almost equally less 
volatile (see Table 5.12 for the standard deviation of each market beta during the 7 
sub-periods), the high volatility of the market premium largely stems from the 
volatility of the expected market return. Second, currency premium is relatively more 
volatile in three emerging economies Korea, Taiwan and Thailand. In addition, 
currency premium’s contribution to the volatility of the total risk premium is also 
relatively high in these three cases. As Table 5.11 indicates, the exchange rate 
exposure betas are also relatively more volatile in these three countries. As such, in 
these cases, the contribution of exchange rate exposure beta to the volatility of 
currency premium is relatively higher than the contribution of market beta to the 
volatility of the market premium in general. In other words, more volatile currency 
premium in these cases is a result of more volatile exposure betas as well as volatile 
expected exchange rate changes. Third, though the volatility of market premium is 
relatively high in the four developed markets Japan, Canada, UK and the US, the 
volatility of currency premium in these countries is much lower. However, Korea, 
Taiwan and Thailand emerge as three interesting cases wherein the volatility of both 
currency and market premiums are relatively high. Finally, Singapore and Australia 
can again be situated between these two camps.  
The findings reported in Sub-sections 5.8.1 and 5.8.2 can be well summarized 
by forming three groups of countries based on a few important criteria: (a) exposure 
to market and currency risk; (b) unconditional volatility of market and exchange rate 
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exposure betas; (c) magnitude of market and currency premiums; and (d) 
unconditional volatility of market and currency premiums.  The first group consists of 
the three developed markets Canada, UK and the US which display relatively higher 
exposure to the market risk, relatively higher and more volatile market premium. 
Exposure to currency risk, the magnitude and the volatility of the currency premium 
in these three countries are relatively low. The second group consists of the emerging 
markets Korea, Taiwan and Thailand. They are relatively highly exposed to the 
currency risk and the exchange rate exposure beta is also relatively more volatile. In 
addition, these cases possess higher and more volatile currency premium in 
international markets. The exposure to market risk and the magnitude of the market 
premium of these three markets are relatively low. However, the market premium 
turns out to be more volatile in these countries. The third group consists of the three 
countries Australia, Japan and Singapore which show somewhat mixed results. 
However, though it does show somewhat modest results, Japan displays more 
relevance to the first group than the second. These results are summarized in Table 
5.20.   
The sole objective of the two simple applications included in sectors 5.8.1 and 
5.8.2 is to show that the time-varying exposure beta series are an important source of 
information that can be used in investment- and hedging- related decision making. As 
such, we are not tempted to generalize the patterns identified in Sub-sections 5.8.1 
and 5.8.2. To make such generalizations one has to be engaged in a proper analysis of 
the factors underlying these patterns. Among other things, such an analysis may 
include a detailed examination of the type of exchange rate regimes and related 
peculiarities in these countries, relevant internal policy changes and other turbulences 
occurred during the sample period, trade and capital flow relationships between each 
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Summary of the findings in Sub-sections 5.8.1 and 5.8.2 
___________________________________________________________________________________ 
                              Remarks on the features related to the risk factor  
Group of countries ____________________________________________________________ 
 Market factor Currency factor 
___________________________________________________________________________________ 
Canada, UK, and High market exposure Low exchange rate exposure 
the US Less volatile market beta Less volatile exchange rate exposure 
beta  
 High market premium Low currency premium 
 More volatile market premium  Less volatile currency premium 
 
Korea, Taiwan and Low market exposure High exchange rate exposure 
Thailand Less volatile market beta More volatile exchange rate exposure 
beta 
 Low market premium High currency premium 
 More volatile market premium More volatile currency premium 
 
Australia, Singapore Mixed  Mixed  
and Japan 
___________________________________________________________________________________ 
Sample period for which these patterns are identified: 1/5/1999 - 31/12/2005; Currency risk is 
measured in terms of a bilateral exchange rate between the US dollar and the relevant currency; 




We use a trivariate BEKK-GARCH(1,2,1)-M model to obtain time-varying 
exchange rate exposure betas. The advantage of this method over the ‘pre-specified 
determinants’ method is that even without an understanding of the true determinants 
of the time-variation of exposure beta, one can obtain the time-varying estimates of 
them. The suggested method is also superior to the GARCH-based methods that use 
inappropriate mean structures in deriving time-varying betas. As the mean structure in 
such models does not represent a certain version of CAPM or ICAPM (as the case 
may be), the resultant information loss may lead to inaccurate estimates. 
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In deriving time-varying exchange rate exposure and market betas, we also 
emphasize the necessity of taking the non-orthogonality between exchange rate 
changes and market returns into account. A portion of exchange rate exposure is 
always captured by market beta and is also priced under the label of market risk. What 
is more important for the firms and investors in their strategic planning is the portion 
of exchange rate exposure that is not captured by market beta or the portion that is not 
priced under the market risk. As such, the time series of exposure betas derived in this 
study have been adjusted for the non-orthogonality between market returns and 
exchange rate changes. In this sense, the time series of exchange rate exposure betas 
derived in this study are more reliable than those in Hunter (2005) which does assume 
orthogonal regressors. 
To determine the nature of stochastic structure of time-varying exchange rate 
exposure betas, we employ a number of tests. The results from ADF and KPSS tests 
are somewhat contradictory, suggesting that the stationarity and mean reversion 
characteristics of market and exposure betas cannot be accurately captured by 
conventional “knife-edge” unit root tests. Results from the GPH test reveal that both 
betas are long-memory processes characterized by fractional integration. All beta 
series turn out to be mean-reverting, though their mean reverting dynamics could be 
highly persistent and display a slow hyperbolical decay. As for the covariance 
stationarity, however, we do not obtain unambiguous results. Eight market beta series 
and three exposure beta series are not covariance stationary. Given the possible bias 
of the GPH test, we suggest that more research attempts are needed to draw 
conclusion on this matter. 
Derived beta series are employed in two applications which clearly reveal that 
they are useful sources of information in decision making related to hedging and 
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investments. Main observations uncovered in the two applications can be summarized 
as follows. The cumulative distribution functions of time-varying betas show that 
stocks in the emerging markets like Korea, Taiwan and Thailand are more exposed to 
currency risk, though their exposure to market risk is somewhat low or moderate. On 
the other hand, stocks in the developed market like Canada, Japan, UK and the US are 
more exposed to market risk while their exposure to currency risk is remarkably low. 
Australia and Singapore show mixed results. The currency premium constitutes a 
larger portion of the total risk premium in the three emerging markets Korea, Taiwan 
and Thailand. The absolute magnitude of the currency premium in these countries is 
also somewhat higher than that in the developed markets. As for the three developed 
markets Canada, UK and the US, market premium constitutes a larger portion of the 
total risk premium. The absolute magnitude of the market premium in these countries 
is much greater than the same in emerging markets. The currency premium in the 
emerging markets is more volatile than their own market premium or currency 
premium in the developed markets. In a similar vain, the market premium in the 
developed markets is more volatile than their own currency premium or market 
premium in the emerging markets. Australia, Singapore and Japan show mixed results 
















In the introductory chapter, we have pointed out that the exposure beta has 
been largely neglected in investment and hedging strategies. Among other reasons, 
the noticeable dichotomy between the ‘research’ and the ‘practice’ is due to the fact 
that the conventional measure of exposure simply neglects some intrinsic features of 
the relevant process. Thus, incorporating these features into exposure 
measurement/estimation is vital in bridging the gap between the research on and 
practice of exchange rate exposure management. This thesis provides some insights to 
this end. Taking the firm, the industry or the country as the unit of analysis, attempts 
are made to incorporate (a) the asymmetries associated with the exposure process, (b) 
some additional elements of exposure that are not captured by the conventional 
exposure coefficient/beta and (c) time-varying nature of exchange rate exposure into 
the process of measuring/estimating exposure. 
As active agents who attempt to exploit beneficial effects and mitigate adverse 
effects, firms deliberately react to the exchange rate changes. The implication is that, 
depending on the way their business activities are affected, their reactions to local 
currency appreciations and depreciations would be different. This gives rise to the 
sign asymmetry of exposure. In Chapter THREE, we report evidence for such 
asymmetric effect at firm level. 
Moreover, given the transaction costs involved in “making responses” to the 
exchange rate changes, firms usually react only to sizable changes in exchange rates. 
As such, pricing-to-market behaviour (with either market share maximization 
objective or volume constraints) and hysteretic behaviour of firms, which may come 
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into action only in the context of large exchange rate changes, make the firms more 
exposed to sufficiently large changes in exchange rate. Nevertheless, their response to 
only sizable exchange rate changes does not mean that firms are always more exposed 
to large exchange rate changes. Due to the sources of asymmetries like financial/real 
hedging, which would reduce exposure, firms may also be more exposed to small 
changes in exchange rates than large changes. In Chapter THREE, we cite evidence 
for magnitude asymmetry of exchange rate exposure of firms in both these directions.    
Negligence of the asymmetric behaviour of economic agents may result in 
unrealistic estimates of exposure, thereby over- or under-estimating the true exposure 
of a firm. An important finding reported in Chapter THREE is that incorporating 
asymmetries may lead to large/significant exposure coefficients as well as 
small/insignificant exposure coefficients. The former is the result when the 
asymmetric effect reinforces the regular exposure effect. In the case of the latter, the 
asymmetric effect offsets the regular exposure effect. Since there exist sources of 
asymmetries that lead to either intensified exposure (such as pricing-to-market with 
volume constraints) or reduction in exposure (such as real and financial hedging), this 
finding is highly consistent with the real world activities. We conjecture that whether 
the exposure will intensify or decrease when asymmetries are incorporated is largely 
dependent on the sources of asymmetry and in what proportions firms are linked to 
each source through their production and sales activities.   
Conventional exposure coefficient can capture only a partial impact of the 
change in foreign exchange markets on firms’ profitability. Namely, it measures the 
impact of the changes in exchange rates on profitability. However, in addition to the 
impact of the changes in exchange rate, firms are also concerned about the impact of 
the degree of fluctuations of exchange rates on their profits and the degree of 
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fluctuations of their profits in response to the degree of fluctuations of the exchange 
rates. Depending on the possible intensity of these effects, firms may make various 
decisions such as relocating production, changing input markets (either turning to 
local suppliers or suppliers from the countries where currency risk is modest), seeking 
safer markets for their productions or adopting other strategic measures like hedging. 
This will, in turn, have an impact on their profits. Furthermore, they may be alert to 
the time variation of the correlation between the exchange rate changes and profit 
changes. For instance, the correlation between the exchange rates and the profits may 
not be the same during relatively more volatile periods and relatively more tranquil 
periods in foreign exchange markets.  
Chapter FOUR cites evidence for these effects that are not captured by the 
conventional measure of exposure. When the returns are exposed to the volatility of 
exchange rate changes a shock in foreign exchange markets may have a somewhat 
persistent effect on returns than the effect that would have been generated if the 
returns are exposed to only exchange rate changes. Even if the returns are not directly 
exposed to the changes in exchange rate or volatility of it, as long as the returns are 
sensitive to its own volatility, there may be a somewhat persistent indirect impact on 
the returns via the exposure of the conditional variance of the returns to the volatility 
in foreign exchange markets. If the conditional variance is significantly exposed to the 
volatility of exchange rate with sufficiently large parameters, the impact of a shock in 
foreign exchange markets on the conditional variance of the returns may be even 
higher than its impact on the conditional variance of exchange rate changes. 
Moreover, in majority of sectors, the conditional correlation between the exchange 
rate changes and the returns turns out to be time-varying, though it is more likely to 
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be persistent and depends on the past and less likely to be disturbed by the recent 
changes.    
Conditional models of asset pricing suggest that the proportionality factors 
used in pricing restrictions may vary over time. Exposure beta is not an exception. 
With the availability of new information related to the foreign exchange markets and 
profitability of firms, agents may change the proportionality factor with which they 
compute the currency premium. Findings in Chapter FIVE show that, though this 
proportionality factor, exposure beta, is likely to vary over time, it is mean-reverting. 
However, this mean reversion is somewhat slow and characterized by a long-memory 
process. More importantly, the mean-reverting behaviour of the exposure betas (found 
in Chapter FIVE) and the time-varying conditional correlations that are more likely to 
be dependent on their own past (found in Chapter FOUR) are consistent. This implies 
that still there is some room for the firms and the investors to use exchange rate 
exposure forecasts in their strategic decision making. However, the covariance 
stationarity of exposure betas is yet to be clarified and is left for future research. 
Chapter FIVE also reveals that time-varying exposure beta series are an 
important and flexible source of information that can be used in various financial 
applications like ranking the exchange rate exposure of firms/sectors/countries and 
computing the currency premium. It provides us with much more information (such as 
the degree of fluctuations of the proportionality factor) than a single constant 
exposure beta estimated for a lengthy sample period.  
It is sensible to make a note on the implications of the findings of the thesis as 
a whole. In the process of incorporating aforementioned intrinsic features of the 
exposure process in measuring exchange rate exposure, we find evidence for the 
statistical and economic significance of the same. This suggests that measuring the 
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exchange rate exposure of firms/sectors/countries with the augmented market model 
that neglects these features may seriously under- or over-estimate the exposure. The 
inability of the exposure coefficient to capture the entire exposure of a firm’s future 
operating cash flows to currency risk also emphasizes the need of rethinking the 
existing empirical definition of exposure: the sensitivity of stock returns to the 
changes in exchange rates for a given time period. In a way, this is not a completely 
new track of thinking. This message was brought to our notice, in one way or another, 
by several studies like Allayannis and Ihrig (2001), Bartram (2002), Priestley and 
Odegaard (2002a), Griffin and Stulz (2001), Koutmos and Martin (2003b), Bodnar et 
al. (2002).  
Finally, when a certain element is incorporated in measuring exchange rate 
exposure by a certain study, it has become a fashion to argue that the absence of 
strong evidence in the previous studies is due to the negligence of that element. 
However, it is not fair to argue that the weak evidence for exchange rate exposure 
cited in a number of previous studies is solely due to the negligence of the features 
pointed out in this thesis. We are not tempted to generalize the findings of the thesis 
as the robustness of these findings is yet to be evaluated in terms of similar results in 
other markets and with other units of analysis. For instance, the evidence for the 
presence of the multi-elements of exposure in Chapter FOUR is based on sector-level 
data in Japan. Checking whether those features are also present in other markets 
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Unit root and ARCH-LM test results, preliminary statistics, estimates of exposure betas and diagnostic test results 
 
Automobile and parts: daily data 
_____________________________________________________________________________________________________________________ 
   Firm ADFa ARCH- ( )20Q  ( )202Q  2β e )( 32 ββ + f )( 432 βββ ++ g    AR ( )20Q  ( )202Q  
  LMb (Rtns) c (Rtns) d        termsh (Std.R) i (Std. R) j 
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_____________________________________________________________________________________________________________________ 
a  ADF test results for returns; b ARCH-LM test results for returns; c Ljung-Box test results for returns for 20 lags; d Ljung-Box test results for 
squared returns for 20 lags; e Exposure coefficient in Model 3; f Combined exposure coefficient in Model 2; g Combined exposure coefficient in 
Model 1; h Autoregressive terms used in Model 1 represented by Equation 3.7; i Ljung-Box test results for standardized residuals for 20 lags;      
j Ljung-Box test results for squared standardized residuals for 20 lags; * significant at least at 5 % level; Student t test is used to test the null 
hypothesis 02 =β  ; Wald test is used to test the null hypotheses  0)( 32 =+ββ  and 0)( 432 =++ βββ ; Ljung-Box test statistic is assumed to follow 











Electrical and electronics equipment: daily data 
_____________________________________________________________________________________________________________________ 
 Firm  ADFa  ARCH- ( )20Q  ( )202Q  2β e )( 32 ββ + f )( 432 βββ ++ g     AR ( )20Q  ( )202Q  




















































































































































































































































































































































































































































































































































































































































































































































































































































































            
_____________________________________________________________________________________________________________________ 
a  ADF test results for returns; b ARCH-LM test results for returns; c Ljung-Box test results for returns for 20 lags; d Ljung-Box test results for 
squared returns for 20 lags; e Exposure coefficient in Model 3; f Combined exposure coefficient in Model 2; g Combined exposure coefficient in 
Model 1; h Autoregressive terms used in Model 1 represented by Equation 3.7; i Ljung-Box test results for standardized residuals for 20 lags;      
j Ljung-Box test results for squared standardized residuals for 20 lags; * significant at least at 5 % level; Student t test is used to test the null 
hypothesis 02 =β  ; Wald test is used to test the null hypotheses  0)( 32 =+ββ  and 0)( 432 =++ βββ ; Ljung-Box test statistic is assumed to follow 





















Automobile and parts: weekly data 
_____________________________________________________________________________________________________________________ 
  Firm ADFa ARCH- ( )20Q  ( )202Q  2β e )( 32 ββ + f )( 432 βββ ++ g    AR ( )20Q  ( )202Q  



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































a  ADF test results for returns; b ARCH-LM test results for returns; c Ljung-Box test results for returns for 20 lags; d Ljung-Box test results for 
squared returns for 20 lags; e Exposure coefficient in Model 3; f Combined exposure coefficient in Model 2; g Combined exposure coefficient in 
Model 1; h Autoregressive terms used in Model 1 represented by Equation 3.7; i Ljung-Box test results for standardized residuals for 20 lags;      
j Ljung-Box test results for squared standardized residuals for 20 lags; * significant at least at 5 % level; Student t test is used to test the null 
hypothesis 02 =β  ; Wald test is used to test the null hypotheses  0)( 32 =+ββ  and 0)( 432 =++ βββ ;  Ljung-Box test statistic is assumed to 














Electrical and electronics equipment: weekly data 
_____________________________________________________________________________________________________________________ 
    Firm ADFa ARCH- ( )20Q  ( )202Q  2β e )( 32 ββ + f )( 432 βββ ++ g    AR ( )20Q  ( )202Q  











































































































































































































































































































































































































































































































































































































































































































































































































































































a  ADF test results for returns; b ARCH-LM test results for returns; c Ljung-Box test results for returns for 20 lags; d Ljung-Box test results for 
squared returns for 20 lags; e Exposure coefficient in Model 3; f Combined exposure coefficient in Model 2; g Combined exposure coefficient in 
Model 1; h Autoregressive terms used in Model 1 represented by Equation 3.7; i Ljung-Box test results for standardized residuals for 20 lags;      
j Ljung-Box test results for squared standardized residuals for 20 lags; * significant at least at 5 % level; Student t test is used to test the null 
hypothesis 02 =β  ; Wald test is used to test the null hypotheses  0)( 32 =+ββ  and 0)( 432 =++ βββ ; Ljung-Box test statistic is assumed to follow 





Maximum likelihood estimates for the normal distribution-based constant conditional correlation GJR GARCH(1,1)–M  model 
________________________________________________________________________________________________________________________________________________ 
Parameter   A&P  B  C  C&BM  DI  E&EE  E&M HH&T 
________________________________________________________________________________________________________________________________________________ 
1. 0a   0.0711*  0.0133  -0.0455  -0.0635  0.0043  0.0180  0.0154  0.0218* 
  (1.82)  (0.82)  (-1.17)  (-0.80)  (0.19)  (1.18)  (0.22)  (1.71) 
2. ma   0.7066*** 0.8155*** 0.7982*** 0.6809*** 0.6288*** 0.7170*** 0.7663*** 0.6867*** 
  (60.54)  (54.92)  (95.77)  (72.53)  (29.48)  (77.08)  (94.80)  (69.85) 
3. 1−xa   0.1746*** -0.0946*** -0.0240  -0.0401** -0.0114  0.1408*** 0.0239  0.1268***  
  (7.08)  (-3.50)  (-1.25)  (-2.16)  (0.47)  (7.65)  (1.37)  (6.89)  
4. 1−ia   0.0532*** 0.1326*** 0.0876*** -0.1167*** -0.0856*** 0.1630*** 0.1312*** 0.1222*** 
  (4.07)  (9.31)  (9.14)  (-9.95)  (4.54)  (14.97)  (13.93)  (10.60) 
5. 2−ia   -  -0.0289** -  -  -  -  0.0172*  - 
    (-2.13)          (1.84) 
6. ga   -0.0688  -0.0384  0.0580  0.0513  0.0097  -0.0004  -0.0445  -0.0146 
  (-1.09)  (-1.23)  (0.92)  (0.41)  (0.49)  (-0.02)  (-0.41)  (-0.77) 
7. 0b   0.0031  -0.0005  -0.0022  -0.0023  -0.0015  -0.0031  -0.0006  0.0027 
  (0.23)  (-0.05)  (-0.14)  (-0.65)  (-0.08)  (-0.23)  (0.03)  (0.17) 
8. 1−xb   0.0606*** 0.0555**  0.0576**  0.0549**  0.0605*** 0.0615**  0.0575**  0.0605** 
  (2.59)  (2.38)  (2.25)  (2.31)  (2.62)  (2.52)  (2.46)  (2.52) 
________________________________________________________________________________________________________________________________________________ 
***, ** and * indicate 1%, 5% and 10% levels of significance, respectively; Values mentioned within parentheses and underneath each parameter estimate is its t-statistic;  
The estimated model is as follows:    ( ) titxgqk ktikitxxtmmti harararaar ,21,1 ,1,1,0, ε+++++= ∑ = −−−−  (4.3b)  













1,, −−−− +++= txxtxtxxtxxxtx hdh βεγεαω     (4.7) 
                       ( ) 21,,, txtiixtix hhh ρ=        (4.8)    
                 (Continued on next page) 
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Maximum likelihood estimates for the normal distribution-based constant conditional correlation GJR GARCH(1,1)–M  model (continued) 
________________________________________________________________________________________________________________________________________________ 
Parameter   A&P  B  C  C&BM  DI  E&EE  E&M HH&T 
________________________________________________________________________________________________________________________________________________ 
9. iω   0.0073*** 0.0304*** 0.0024*  0.0046**  0.0114*  0.0061*** 0.0050*** 0.0014   
  (2.62)  (3.88)  (1.88)  (2.53)  (1.80)  (2.62)  (3.66)  (1.50) 
10. iα   0.1011*** 0.1933*** 0.0742*** 0.1318*** 0.0507*** 0.1078*** 0.0718*** 0.0861* 
  (6.02)  (7.02)  (4.26)  (6.35)  (4.69)  (5.25)  (4.66)  (6.78) 
11. iγ   0.0345*  0.0872**  0.0473*** 0.0474*  0.0275**  -0.0020  0.0701*** -0.0172 
  (1.71)  (2.54)  (2.65)  (1.89)  (2.00)  (-0.08)  (3.10)  (-1.16) 
12. ixα   0.0543*** 0.0194  0.0060  0.0170  0.1380*** 0.0204**  0.0237*** 0.0176** 
  (3.06)  (1.01)  (1.13)  (1.31)  (4.04)  (2.36)  (2.97)  (2.56) 
13. ixγ   -0.0361*  0.0519*  -0.0029  -0.0185  -0.1731*** -0.0207** -0.0241*** -0.0204** 
  (-1.72)  (1.91)  (-0.47)  (-1.11)  (-4.32)  (-2.04)  (-2.98)  (-2.49) 
14. iβ   0.8583*** 0.7483*** 0.8962*** 0.8452*** 0.9238*** 0.8741*** 0.8677*** 0.9173*** 
  (50.43)  (30.36)  (47.29)  (42.92)  (84.43)  (43.47)  (43.80)  (90.85) 
15. xω   0.0096*** 0.0086*** 0.0094*** 0.0096*** 0.0096*** 0.0093*** 0.0088*** 0.0096*** 
  (3.77)  (4.32)  (3.67)  (2.65)  (3.71)  (3.73)  (4.13)  (3.76) 
16. xα   0.0461*** 0.0411*** 0.0469*** 0.0473*** 0.0468*** 0.0458*** 0.0412*** 0.0467*** 
  (4.12)  (3.89)  (4.05)  (4.08)  (4.18)  (4.13)  (2.97)  (4.21) 
17. xγ   0.0538*** 0.0462*** 0.0497*** 0.0504*** 0.0525*** 0.0502*** 0.0488*** 0.0529*** 
  (3.25)  (3.19)  (2.97)  (2.61)  (3.15)  (3.07)  (3.03)  (3.15) 
18.  xβ   0.9078*** 0.9179*** 0.9094*** 0.9083*** 0.9077*** 0.9102*** 0.9161*** 0.9077*** 
  (62.93)  (71.85)  (62.72)  (49.37)  (62.49)  (64.73)  (64.69)  (62.83) 
19. ixρ   0.0613*** -0.0462** -0.0364*  -0.0449** -0.0181  0.0912*** 0.0114  0.0420** 
  (2.89)  (-2.18)  (-1.76)  (-2.13)  (-0.58)  (4.32)  (0.33)  (1.98) 
________________________________________________________________________________________________________________________________________________ 
               




Maximum likelihood estimates for the normal distribution-based constant conditional correlation GJR GARCH(1,1)–M  model (continued) 
________________________________________________________________________________________________________________________________________________ 
Parameter   IT&H  L&H   O&G  PC&H  P&B  S&CS   S&OM  T 
________________________________________________________________________________________________________________________________________________ 
 
1. 0a   -0.0465  0.0714  -0.0572  -0.0200  -0.0139  -0.1230*  -0.0027  0.0070 
  (-0.51)  (0.79)  (1.13)  (-0.42)  (-0.46)  (-1.66)  (-0.11)  (0.10) 
2. ma   0.7713*** 0.5291*** 0.8163*** 0.4499*** 0.5573*** 0.5932*** 0.8043*** 0.7875*** 
  (55.61)  (32.00)  (65.83)  (31.37)  (54.88)  (29.51)  (58.42)  (32.32) 
3. 1−xa   0.1772*** 0.1191*** -0.1555*** 0.0389  -0.0234  -0.0168  0.0328  -0.0389 
  (6.55)  (3.58)  (-5.92)  (0.89)  (-1.04)  (-0.50)  (1.16)  (-0.49) 
4. 1−ia   0.1798*** 0.0973*** -0.0295*** 0.0424**  0.0437**  0.2169*** 0.1196*** 0.0704*** 
  (13.21)  (5.24)  (-2.05)  (2.30)  (3.04)  (11.76)  (8.67)  (3.93) 
5. 2−ia   -  -0.0198  -  -  -  -  -0.0156  - 
    (1.13)          (-1.16) 
6. ga   0.1229  -0.0995  0.0310  0.0680  0.0471  0.2504**  -0.0384  0.0232 
  (0.87)  (-0.68)  (0.35)  (0.91)  (0.98)  (2.16)  (-0.66)  (0.60) 
7. 0b   -0.0029  -0.0013  -0.0031  -0.0022  -0.0022  -0.0024  -0.0007  -0.0022 
  (-0.22)  (-0.86)  (-0.20)  (-0.17)  (-0.18)  (-0.13)  (-0.05)  (0.10) 
8. 1−xb   0.0605**  0.0575**  0.0553**  0.0587**  0.0590**  0.0586**  0.0570**  0.0578** 
  (2.53)  (2.47)  (2.36)  (2.51)  (2.42)  (2.46)  (2.41)  (2.32) 
________________________________________________________________________________________________________________________________________________ 
                
 











Maximum likelihood estimates for the normal distribution-based constant conditional correlation GJR GARCH(1,1)–M  model (continued) 
________________________________________________________________________________________________________________________________________________ 
Parameter   IT&H  L&H   O&G  PC&H  P&B  S&CS   S&OM  T 
________________________________________________________________________________________________________________________________________________ 
 
9. iω   0.0117**  0.0370*** 0.0040*  0.0095*  0.0037**  0.0317*** 0.0191*** 0.0327** 
  (2.07)  (4.91)  (1.72)  (1.64)  (2.44)  (2.70)  (4.27)  (2.26) 
10. iα   0.0803*** 0.0900*** 0.1032*** 0.0407**  0.0610*** 0.1297*** 0.1229*** 0.0537*** 
  (3.81)  (4.61)  (5.46)  (3.00)  (4.28)  (6.47)  (5.47)  (5.16) 
11. iγ    0.0265  0.0315  0.0338  0.0009  0.0251*  0.0058  0.0221  0.0289* 
  (1.66)  (1.00)  (1.41)  (0.05)  (1.94)  (0.29)  (0.85)  (1.67) 
12. ixα   0.0289  0.0428  0.0006  0.0030  0.0090  0.1075**  0.0133  0.0361 
  (1.18)  (1.39)  (0.04)  (0.24)  (1.24)  (2.50)  (0.37)  (0.97) 
13. ixγ   -0.0255  -0.0357  0.0511*** 0.0112  -0.0069  -0.0955*  0.0334  -0.0547 
  (-0.94)  (-1.00)  (3.20)  (0.54)  (-0.72)  (-1.86)  (0.92)  (-1.16) 
14. iβ   0.8914*** 0.8614*** 0.8735*** 0.9447*** 0.9183*** 0.8512*** 0.8445*** 0.8216*** 
  (33.93)  (42.86)  (51.21)  (51.82)  (67.18)  (42.04)  (32.65)  (51.91) 
15. xω   0.0088*** 0.0087*** 0.0095*** 0.0094*** 0.0095*** 0.0092*** 0.0086*** 0.0094*** 
  (3.60)  (4.37)  (3.58)  (3.63)  (3.80)  (3.70)  (4.30)  (3.41) 
16. xα   0.0438*** 0.0407*** 0.0464*** 0.0465*** 0.0470*** 0.0462*** 0.0408*** 0.0466*** 
  (3.73)  (3.89)  (4.09)  (4.15)  (4.19)  (4.13)  (3.85)  (4.06) 
17. xγ   0.0496*** 0.0464*** 0.0510*** 0.0514*** 0.0512*** 0.0500*** 0.0468*** 0.0522*** 
  (3.23)  (3.17)  (3.00)  (3.06)  (3.08)  (3.11)  (3.19)  (2.57) 
18.  xβ   0.9135*** 0.9180*** 0.9089*** 0.9089*** 0.9084*** 0.9104*** 0.9179*** 0.9087*** 
  (61.19)  (72.87)  (61.74)  (61.10)  (64.05)  (62.76)  (68.92)  (60.18) 
19. ixρ   0.0541**  0.0532**  -0.0770*** -0.0072  -0.0196  0.0092  -0.0491**   -0.0548*** 




A comparison between the OLS point estimates of market and exchange rate exposure betas 
obtained using local currency and a common currency (US$) 
___________________________________________________________________________________ 
              Local currency(1)          Common currency(2) 
   _________________________ _________________________ 
Country   mβ  xβ  2R  Rank(3) mβ  xβ  2R  Rank(3) 
___________________________________________________________________________________ 
 
Australia  0.1970 0.1057 0.0650 8 0.1908 1.0720 0.5128 5 
   (10.40) (4.07)   (9.71) (40.72)  
Canada   0.8398 0.0142 0.4592 9 0.8624 0.849 0.5416 7 
   (39.21) (0.32)   (38.80) (18.97) 
Japan   0.4457 0.1117 0.1120 7 0.4443 1.0178 0.3053 6 
   (15.11) (2.57)   (14.76) (23.45)  
Korea   0.5448 1.0317 0.0982 2 0.5230 1.9911 0.1899 2 
   (10.38) (9.07)   (9.69) (17.40) 
Singapore  0.4179 0.2058 0.1029 4 0.4141 1.0930 0.1475 4 
   (14.37) (2.09)   (13.31) (10.62) 
Taiwan   0.3579 1.3411 0.0650 1 0.3408 2.2814 0.1178 1 
   (8.18) (7.94)   (7.60) (13.48) 
Thailand  0.3149 0.9412 0.0605 3 0.2861 1.8921 0.1514 3 
   (7.01) (8.20)   (6.20) (16.39) 
UK   0.8620 -0.1187 0.4954 6 0.8520 -0.4051 0.4805 8 
   (40.99) (3.17)   (39.87) (10.86) 
US   1.1661 0.1427 0.8248 5 1.1789 0.3956 0.8363 9 
   (92.07) (5.19)   (92.56) (14.63) 
___________________________________________________________________________________ 
Notes: 
(1) “Local currency” regression uses MSCI national stock indexes denominated in local currency 
and a world market index that is not converted into a common currency and hence free from 
exchange rate fluctuations (namely, MSWRLDL).   
(2) “Common currency” regression uses MSCI national sock indexes and a world market index 
(MSWRLD$) denominated in US dollars. 
(3) “Rank” column arranges the exposure betas in descending order of magnitudes. 
(4) In both cases exchange rate is measured as US dollar price of respective local currency. 









Time-varying market and exposure betas drawn to the same scale 
 
            (A) Market betas 
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  (B) Exchange rate exposure betas 
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