In this work, we present the design of an integrated, low power single chip multi-channel Proportional-Integral-Derivative (PID) controller for emerging miniature robotics, that includes N inputs and N corresponding outputs thereby resulting in N parallel channels in the control system. It includes analog front-end (AFE) and analog PID controllers for PID parameter tuning based on Particle Swarm Optimisation (PSO) algorithm. The AFE incorporates adaptive biasing to ensure low power. The PSO is optimized with respect to tuning precision, power and area of the overall system whose design has been proposed in this paper. This makes it attractive for realtime tuning of multiple miniaturized robotic devices with a single PSO tuning algorithm block assigned for the task. For simulation and testing purposes, we take N as 3 with the channels being defined by their application-ends or plants, namely: dc motor, temperature sensor and gyroscope.
I. INTRODUCTION
Miniaturisation of integrated circuits has been the technological motivation behind many of the recent advances in the field of layout, board and circuit optimisation at different levels of abstraction. Beginning from the algorithmic approach at the very top, the journey through the architectural, gate and transistor level design approaches in that hierarchy has brought about notable revolutions in the chip size and power. Technology (channel length, supply voltage (V DD ), et. al.) and interconnect scaling have been the crust of many research routines to enforce the prediction of Moore's law. Control systems and engineering is one of the very concise applications where the scaling of chip size and power has been integrated with the sustainability of the stability of a plant, by essence of suitable design of analog proportional-integral-derivative (PID) controllers. Self-tunable PID controller has been in use in recent control systems because of its autonomous nature of correcting the variation in the stability (PID) gains of a plant or system, namely the K p , K i and K d values. Particle Swarm Optimisation (PSO) algorithm [7] is a popular algorithm that has been implemented in tuning the PID controller in this work [1] . This tuning algorithm has been efficiently put in place with the maximum tuning precision and minimum number of converging iterations. The chip has been designed with the analog front end (AFE) design of the PID controller and the Pulse Width Modulation (PWM) driver, which will be driving the motor of the miniature robot, both on a single chip, making the design of the IC highly integrated and occupying minimum area. In the next section, the previous research work on self-tunable PID controller and its components will be detailed along with the literature on the PWM driver design and custom DSP. Then, we will be exploring the methodologies of designing the PSO tuning section, the AFE and the PWM driver, highlighting the compatible connections among the different functioning blocks which will be integrated on the same chip or die area. Subsequently, the possible future endeavours, which this research work can open the doors to, will be discussed briefly. 
II. LITERATURE REVIEW
In this research, emphasis had been put on the previous work that has already been done in the field of self-tunable PID controller, so that advances in terms of novelty can be made in area and power of the chip which will also accommodate the PWM driver of the motor. In [1] , self tuning Analog PID controller design has been discussed along with the benefits of analog self tuning PID controller over the digital PID controller and provides the comparison with hand tuned solutions. However, in this work, the technique has been improved to give maximum tuning and bit precision. The digital version of the PWM driver (DPWM: digital pulse width modulation) for the PID controller using digital DC-DC converters has been proposed in [2] , which has led to the motivation of designing the analog version of the PWM driver, therefore eliminating digital blocks and reducing power dissipation. [3] gives a detailed description on the self-tuning PID controllers and is a nice reference for the theory of the same. In [4] and [5] , the PID controller tuning methods and design specifications and parameter selection reference for PSO tuning algorithm, respectively, have been discussed. These have led to a better understanding of the fundamental working of the self-tuning PID controller using the PSO algorithm and further optimising the approach for less number of iterations to converge to the desired set of values for K p , K i and K d . Ziegler-Nichols method for optimally finding the K p , K i and K d values of a PID controller was proposed in [6] . The reference to the PSO algorithm was taken from [7] , where the algorithm was proposed for the first time.
In the works of [13] , [14] , [15] , [16] and [17] , we find similar applications of FPGA or non-FPGA based control systems for micro robotics in low power ICs. All of these chips have focussed on a single input channel or plant which can be improved upon considerably following the idea we have proposed in this paper. In [18] , nuero-inspired PID controllers have been utilised for robotics applications. However, as explained in our work, the sharing of PID blocks along with a back-up PSO algorithm for finer and more reliable tuning presents a step further for similar research. [19] and [20] present low-power and low-area control systems on chip for robotic control plants for large scale sensor networks (FPGA or non-FPGA-based) but neither of these implements the tuning approach detailed in this paper that not only minimises the number of PID controllers for the closed loop control but also introduces a 2-tier mechanism of control transfer.
III. PARTICLE SWARM OPTIMIZATION FOR PID TUNING
As stated before, we used the Particle Swarm Optimization technique to tune the parameters K p and K d of the PID Controller. In this section, we shall get into the details of our approach. Particle swarm optimization (PSO) is a population-based stochastic optimization method. It was developed by Dr. Russell Eberhart and Dr. James Kennedy in 1995. It was inspired by the behaviour of birds flocking as a group, from a psychological perspective. It shares many similarities with evolutionary computation techniques such as Genetic Algorithms [8] . It is essentially a computational method that optimizes a problem by iteratively trying to improve a candidate solution (which starts off as an initial guess -However this may be modified according to the application) with regard to a given measure of quality (comparing values against a cost function). It solves a problem by having a population of candidate solutions (a random initialization of particles in space), here dubbed particles, and moving these particles around in the search-space according to simple mathematical formulae over the particle's position and velocity. Each particle's movement is influenced by its local best known position, but is also guided toward the best known positions in the search-space, which are updated as better positions are found by other particles. This is expected to move the swarm toward the best solutions, just like a swarm of birds, where the birds follow the bird closest to the target (food) [9] . A proportional integral derivative controller is a control loop feedback mechanism (controller) often used in industrial control systems. A PID controller continuously calculates an error value as the difference between a desired value and a measured process variable. Tuning of PID controllers is essential for the proper functioning of the controller. Among conventional tuning algorithms, the most well known is the Ziegler Nichols method. However, it does not always return a desirable result, and often results in an overshoot [10] . Both genetic algorithms and particle swarm optimization have been utilized for this purpose, however we chose to use PSO. Analog implementation of the PID controller is given as the following time-domain expression:
where s(t) is the set reference level, e(t) is the error or the difference between the set reference and the plant output y(t), (K p , K i , K d ) are defined in the next section and the integral, derivative and summation operations are carried out by means of operational amplifiers. The PID Controller Transfer Function, with set reference level taken as the unity function or u(t) = 1, is given as follows:
In our MATLAB implementation of PSO for the PID controller, we used a 3 dimensional position-velocity model, of which individual dimensions of the final position represented the K p , K i and K d values. We initialized and worked with 50 particles in space. The model was run for 50 iterations. For our Verilog implementation, we assumed K i = 0 for simplicity and ran it with 2 dimensional velocity and position vectors. The block diagram for the implementation can be seen below. We implemented a sequential PSO algorithm, as the aim was to minimize hardware, and the application scenario of our chip does not necessarily require a parallel implementation. Figure 4 below displays our design of the PSO in Verilog. Figure 5 shows the block-level RTL schematic of the implementation.
B. Initializing the model
The model was initialized with the number of particles and iterations both as 50, the current position and velocities randomly initialized, and the current fitness calculated using the objective function described in the next section.
C. Objective Function
The objective or 'fitness' function used for the PSO was F = β * Error + α * sys overshoot where β and α represent the weightage given to the error and to the overshoot. In our implementation, we weighed these equally. In Figure 4 , this is handled in the fitness module. 
Here R 1 and R 2 are the 2 randomly initialized matrices mentioned before, and the . * operation represents element wise multiplication. Using this updated velocity, the current position is updated as
In Figure 4 , the position update and velocity update blocks handle this. Also, the global best and local best values are updated in the gbest (global best) update and pbest (particle best) update modules. The PSO algorithm iteratively converges to a solution. This has been diagrammatically depicted in Figure 2 [16] .
E. Hardware Estimate
On designing the PSO in Verilog, we estimated the requirement of 206 8-bit Full Adders, 24 1-bit Full Adders, 72 1-bit Half Adders and 16 D-Flip Flops. Further reduction may be obtained by an optimized implementation of the same.
IV. ANALOG FRONT-END DESIGN OF THE PID
CONTROLLER The PID controller has been designed to satisfy minimum area requirements, consisting of three major blocks of operation (set reference taken as unity function):
• Proportional block: Output of this block is V out1 = − R2 R1 .V err (t), where K p = − R2 R1 and R 1 , R 2 are the elements of the proportional module. 
as discussed in the previous section) • V In = V err (t), (the error function e(t), as discussed in the previous section) Figure 1 shows the circuit level schematic of the analog PID controller. A fourth operational amplifier is placed just before the node where the output V out is taken to sum (and/or amplify) the 3 signals coming into it.
A. Implementation
All the four op-amps have been designed to be inverting in nature. The resistors and capacitors are bit-tunable to the precision of 4 bits so that they can be programmed directly by the output (K p , K i , K d ) values coming from our PSO algorithm which are digital in nature. K p , K i and K d are stored in 4-bit registers each and each of these 12 bits programs the bit-tunable resistors and capacitors to yield the desired PID control parameters in the analog circuit designed previously and achieve the desired set-point (here, desired speed of the motor of the miniaturised robot which our model plant simulates) eventually.
B. Design of the Bit-tunable Components
Bit-tunable resistors and capacitors have been designed by simple switches connected to the corresponding bits of the register storing the binary representations of the desired resistor and capacitor values, as seen in Figure 1 .
V. DETECTION OF PLANT PARAMETER DISTURBANCE

AND MULTIPLEXING
In our experiment, we have sixteen channels, three of which have been shown for better clarity-tachometer channel, gyroscope channel and temperature-sensor channel. In general, many more channels can be implemented. At the outputs of each of the sixteen channels' plants, an analog comparator is present that trivially compares the plant output (or its voltage equivalent) to the reference level given by the user and generates a high or low signal depending on the result of the comparison. This high/low signal triggers an analog multiplexer or allocator (comprising the decoder) which assigns a certain PID controller block to that channel where the disturbance has occurred. Here, the 2-tier threshold tuning begins:
• Case 1: If the PID controller is able to reduce the error in the signal level within a stipulated time t o , then posttuning, the system reverts to normal working condition and the PID controller becomes idle. • Case 2: If the PID controller is unable to reduce the error in the signal level within the stipulated time t o , it invokes the PSO block to re-configure its k p , k i , k d values and tune it. This in effect enables the newly configured PID block to further reduce the error in the plant output with respect to the reference level.
This switching of the control from the PID to the PSO and back to the PID is monitored by the Control Box. VI. PROPOSED REAL-TIME SELF-TUNABLE SYSTEM OVERVIEW AND SET-UP We set up our system with multi-channel inputs and outputs as can be observed in Figure 3 . Some of the key modules actively involved are: between set reference and the plant output of a particular channel. Our system is fed multi-channel inputs from different kinds of physical systems, such as temperature sensors, gyroscopes and tachometers. These physical systems need to have compatible input-output voltage swings, and we also require to know the conversion factor to map the physical dimensions of the instrument (such as temperature or speed) into voltage, for practical tuning by the PID controller. A table of these values can be seen in Table  1 .
If the PID controller detects an anomalous input at any of the input channels, the PSO-based PID tuner shall attempt to optimize the system by minimizing the error introduced by the fluctuation or change in the input values, by a control loop feedback system. The PSO-based method allows for a "selftuning" PID controller, which is an integral part of miniature Fig. 7 . Sustained Disturbance, tuned by PSO robotics based on multi-channel information pathways. In [1] , Varun Aggarwal et al attempted to do the same thing, but based on a single channel (a plant model), and realized its implementation on a Field Programmable Analog Array (FPAA). Our system builds on this by utilizing individual analog components and allowing for multi-channel inputs, thereby a marked evolution of the Analog Self Tuning PID domain, and a big step towards the further miniaturization of robotics-related components.
VII. RESULTS
In this paper, the compact design of an analog multi-channel PID controller with integrated analog front end and PWM driver, all on the same chip, was proposed. The PSO was tuned to a bit-precision of 4 bits. A single ADC was used very selectively with aid of the Control Block in the entire system set-up. The novelty of the idea behind this work lies in the fact that the entire design is mostly analog with implementation of basic circuits in it, yet minimising the area and power to a large extent, as estimated from the hardware requirements. This was possible owing to the utilisation of bit-variability of the PSO design and the use of a mathematical function to map the motor speed to a set of voltages used for reference by the PSO and the PID controller. We also obtained the following graphs. Here 't' represents a time equivalent, where 1 time equivalent is equal to the time taken for one iteration of the PSO tuning algorithm. Figure 6 shows how the PID Controller attempts to stabilize a pulse switched on at t=6 and switched off at t=8. If the error is stabilized within a specified duration (t=3 time equivalents, in our case) period, the PSO tuner does not activate. In case the PID fails to stabilize the input within that period, the PSO tuner activates. Figure 7 shows how the error Fig. 8 . Sustained Disturbance, Showing Kp, Kd and erf converges using the tuning algorithm. Finally, Figure 8 shows the variation of Kp and Kd during the tuning process.
VIII. CONCLUSION AND DISCUSSION By means of multiplexing, a single PSO tuner was able to tune the three channels, thus economically utilising power for multi-channel PID control. The multiple input, multiple output system thus employed a single PSO tuning algorithm block to tune all the three PID controllers, one at a time. As the PSO tuner converges in a maximum of 50 iterations, the waiting time for the remaining two channels will be extremely small while one channel is being tuned. This incorporates tractability into the system and proposes a convenient way of handling all the N channels in a pseudo-parallel manner.
IX. FUTURE WORK Miniature robotics and similar applications will find this multi-channel, multi-user optimisation technique, involving reduction in chip area by adding major functionalities in the same chip or die area, progressive in further reduction in their sizes and masses. Research is ongoing on improving the PSO performance by reducing the power consumed by the PSO block alone by bringing down the number of iterations further for the same number of nodes or particles. Faster convergence (convergence of the swarm portrayed in Figure 2 ) will result in less switching of the register values resulting in lower power consumption by the digital circuit constituted within the PSO tuning block. In the analog front end design, reduction in hardware size for the bit-tunable components is quintessential for future advancement of this particular area. Additionally, scaling down of V DD , and even in the sub-threshold regime, is a major factor that will decrease the amount of power dissipated. Improvement on the already proposed method will enhance user-handling capacity of the N-input N-output system and will be able to accommodate N plants in it, where N > 3.
