We interpret an ecological inference model as a treatment effects model in which the outcomes of interest and the conditional covariates come from separate datasets. In this setting, the counterfactual distributions and policy parameters of interest are only partially identified under a selection on observables assumption. In this paper, we provide estimation and inference procedures for structural prediction and counterfactual analysis in such models. We also illustrate the procedures with an application to US presidential elections.
Introduction
Combining aggregate and individual-level data arises naturally in many empirical applications. These include the "classic" ecological inference (EI) problem from political science on predicting (individual) voting behavior in which one dataset consists of aggregate vote shares and the other consists of individual's characteristics; demand analysis in economics in which one dataset consists of market shares and the other consists of consumer demographics; poverty analysis in which one dataset consists of program participation and the other consists of demographic attributes.
Early work on partial identification in the EI problem focuses on predicting individual-level behavior when both outcomes and individual characteristics are binary. See Duncan and Davis (1953) and Goodman (1953) . King (1997) and Cross and Manski (1999, 2002) formalize and extend this work to the case of continuous outcome variables with discrete individual characteristics. Recently, Fan, Sherman, and Shum (2014) generalize this model to the case where either outcomes or covariates can be continuous or discrete. In order to do this, they develop a novel approach, which borrows and combines tools and insights from the treatment effect and copula literatures. Specifically, they reinterpret the forecasting problem in Cross and Manski (1999) as a program evaluation problem. By doing so, the structural prediction exercise in the EI model becomes analogous to a problem of identifying mean counterfactual outcomes in a treatment effect model. However, the outcomes of interest are observed only at the aggregate level, while the conditioning covariates are observed at the individual-level. Because the data are contained in two separate datasets, the usual formulas for the mean counterfactual outcomes cannot be used. However, by applying the classical monotone rearrangement inequality, they obtain bounds on these counterfactual outcomes. Other parameters, such as counterfactual distributions and average treatment effect parameters, can be similarly bounded.
The lower and upper bounds of mean counterfactual outcomes and average treatment effect parameters established in Fan, Sherman, and Shum (2014) are functionals of quantile functions of generated variables. In this paper we provide plug-in estimators of these bounds and establish asymptotic properties of the plug-in estimators by making heavy use of modern empirical process methods similar to Linton, Song, and Whang (2010) . A numerical example and a simple application to recent US presidential elections illustrate the methods.
The rest of this paper is organized as follows. Section 2 introduces the EI model, the traditional approach to the structural prediction or counterfactual analysis in the EI model and its limitations, and our new approach. In Section 3, we review the main identification results of Fan, Sherman, and Shum (2014) . Section 4 presents estimators of the bounds on mean counterfactual outcomes and results from a numerical example. An empirical application is presented in Section 5. Section 6 establishes asymptotic properties of the plug-in estimators of the bounds on mean counterfactual outcomes. The last section concludes. Technical proofs are presented in the Appendix.
Throughout the rest of this paper, we use F A|B (·|b) and f A|B (·|b) to denote the distribution function and density function of the random variable A conditional on B = b. For a distribution function F, we use F −1 (·) to denote its quantile function.
Ecological Inference Model

Set-up and the Traditional EI Approach
We start by describing the formal setup we use for the EI model. Since our paper departs from the standard EI tradition (e.g. King [1997] and Cross and Manski [1999, 2002] ) and applies tools and insights from the treatment effect literature to the EI problem, we will present three running examples.
Example A: vote outcomes across election years. This is the "classic" ecological inference problem from political science. Let D be the indicator for election year, Y D be an indicator for the party voted for in election year D, and Z denote a vector of demographic variables for voters in the different election years. In this setting, the counterfactual outcome distributions are of particular interest. For example, for US presidential election data, the counterfactual distribution F Y 2000 |D (·|1980) describes how the 1980 US population would have voted if they had to choose among the candidates (GW Bush vs. Gore) in the 2000 presidential election. Indeed, Cross and Manski (1999) analyze the prediction of the counterfactual vote outcomes E(Y 1996 |D = 2000), using our notation. We will also use this example in our empirical illustration below. ■ Example B: changes in wage distribution across time. This example is drawn from DiNardo, Fortin, and Lemieux (1996) . Z denotes a vector of demographic variables for consumers in the different geographic markets. In this setting, the prices of the products P D vary over geographic markets, so that the counterfactual distribution F Y d |D (·|d′) can be interpreted as the counterfactual demand of the consumers in market d (who faced prices P d ) if their prices were changed to P d ′, the prices prevailing in market d′. ■ To incorporate all three examples in our set-up, we let D∈{0, 1} denote two time periods or geographic markets ("treatments"), and let Y D denote the corresponding outcome variable of interest for D = 0, 1. Using the treatment effect interpretation, Y 0 and Y 1 are considered "potential outcomes." That is, each individual agent, regardless of the treatment group that he belongs to, is associated with values for both of the potential outcomes Y 0 and Y 1 . However, because each agent belongs to only one of the treatment groups, his observed
In typical EI models, the outcome variables are discrete variables, taking M ≥ 2 distinct values. In the aggregate dataset, we assume that the joint distribution function of (Y, D) is observed; since both of these are discrete variables, this joint distribution function takes the form of a M × 2 matrix with (m,d)-element equal to the aggregate probability Pr(Y = m, D = d). The second dataset is an individual-level sample, containing a sample of individual-level demographic variables Z∈Z⊂R d z and treatment indicators D.
In the aggregate data, the two conditional distributions F Y d |D (·|d) for d = 0, 1 are observed. However, because of differences between the individuals in the two aggregate units, we want to disentangle differences between the two distributions due to inherent behavioral differences (i.e. inherent differences between Y d and Y d ′) versus demographic differences (i.e. as captured in the distribution of the covariates Z) between the two units. 3 In the EI literature (as well as the treatment effects literature), the typical parameters of interest such as mean counterfactual outcomes are (functionals of) the (i) marginal potential outcome distributions
The traditional EI approach is a two-step procedure in which we first infer individual-level behavior and then draw inferences for counterfactual outcomes from the individual-level behavior, as in Cross and Manski (1999, 2002) and Cho and Manski (2008) . To illustrate, suppose the individual-level covariates Z are discrete-valued and the interest is in the mean counterfactual outcome E(Y 0 |D = 1). The EI approach starts with the identification or partial identification of the long regression E(Y 0 |D = 0, Z = z) from two identified marginal distributions: F Y 0 |D (·|0) identified from the aggregate data and F Z|D (·|0) identified from the individual data. With the invariance assumption: E(Y 0 |D = 0, Z = z) = E(Y 0 |D = 1, Z = z), the identified set for E(Y 0 |D = 1) can be deduced from the identified set for the long regression E(Y 0 |D = 0, Z = z) and F Z|D (·|1) which is identified from the individual data. This follows from
However, when the covariates Z are continuous, the identified set for the long regression E(Y 0 |D = 0, Z = z) is no longer computable using the Cross and Manski method of stacked distributions, which requires that Z be discrete. A different approach is needed when Z is continuously distributed.
A New Approach
To allow for both discrete and continuous covariates in Z, Fan, Sherman, and Shum (2014) develop a completely new approach to the counterfactual analysis in the EI model. Their approach draws on, and combines, tools and insights from the treatment effect literature and the copula literature. In the treatment effect literature, the selection on observables assumption is often invoked to identify and evaluate average treatment effects. 4 It consists of the following two conditions:
(C1) is a conditional independence assumption and (C2) is a support assumption. Note that (C1) strengthens the invariance assumption E(Y 0 |D = 0, Z = z) = E(Y 0 |D = 1, Z = z) underlying the traditional EI approach (see above). Strengthening the invariance assumption to a full conditional independence assumption allows us to address interesting policy parameters besides the structural prediction problem in the EI framework.
Example B (cont'd):
The analysis in DiNardo, Fortin, and Lemieux (1996; hereafter DFL) can be reinterpreted in light of assumption (C1); see Firpo, Fortin, and Lemieux (2010) . Under this assumption, the counterfactual wage density is: = = = ∫ ∫ ∫ boils down to (η 0 , η 1 ⊥P)|Z. This can be interpreted as an "exogeneity" assumption on prices, conditional on Z. That is, conditional on Z, the observed demographic variables, the unobservables η d do not affect prices. This is an undoubtedly strong assumption -it rules out, for instance, unobserved demand shocks which affect firms' pricing decisions -but, as we will see, identification is already non-trivial even in this simple case. ■ When (Y, D, Z) are all observed in a single dataset (so that there is no EI problem), it is well known that, under (C1) and (C2), the conditional distribution functions of Y d given Z denoted as F Y 1 |Z (y|z) and F Y 0 |Z (y|z) are identified:
and the marginal distributions F Y 1 (y), F Y 0 (y) are identified as well:
Moreover under (C1) and (C2), the counterfactual distribution function F Y 0 |D (y|1) is also identified: (3) and (4) can no longer be identified from the available data; neither can the unconditional distributions in Eq. (5). Fan, Sherman, and Shum (2014) show that once the variables (Y, D, Z) are not simultaneously observed in the same dataset, we no longer have point identification of these distributions, even under assumptions (C1) and (C2). To tackle this problem, they resort to the Cambanis-Simons-Stout inequality (see Lemma 3.1 below) to establish sharp bounds on some of these quantities, which is reviewed in the next section.
Counterfactual Analysis in the EI Model
In this section, we review the main identification results of Fan, Sherman, and Shum (2014) . These include identification/partial identification results for the marginal and counterfactual marginal distributions of the potential outcomes Y 0 , Y 1 and for functionals of these distributions, including the traditional program evaluation parameters such as the average treatment effect and treatment effect for the treated.
Throughout the rest of this paper, we assume Assumption (I) below:
Theorem 3.1 establishes sharp bounds on the mean of g (Y d ). This result is proved in Fan, Sherman, and Shum (2014) .
.
Without additional information, the bounds are sharp.
Structural Prediction and Treatment Effects
Let Δ = Y 1 −Y 0 denote the individual treatment effect. Let μ Δ , μ Δ|1 denote, respectively, the average treatment effect (ATE) and the average treatment effect on the treated (TT), i.e. μ Δ = E(Δ) and μ Δ|1 = E(Δ|D = 1). Bounds on μ Δ and μ Δ|1 follow immediately from Theorem 3.1:
and 
F y F y F y where
Without additional information, the bounds are sharp (both pointwise and uniformly).
Without additional information, the bounds are sharp (both pointwise and uniformly). The uniform sharpness of the bounds in Theorem 3.2 allows us to establish sharp bounds on monotone functionals of the marginal or counterfactual marginal distribution functions. Such functionals include the quantile treatment effects (QTE) defined as 
where u∈(0, 1), and the cumulative distribution functions
and the corresponding quantile functions. For example, it may be of interest to evaluate the probability of a positive treatment effect: either Pr(Δ > 0) or Pr(Δ > 0|D = 1), and the median of Δ for the treated. Sharp bounds on these parameters can be established by extending the reach of Theorem 3.2 by applying the lemma below adapted from Frank, Nelson, and Schweizer (1987) ; see also Park (2009, 2010) .
Consider, for instance, the CDF F Δ (δ|D = 1). From Theorem 3.2 and Lemma 3.3, we have:
Sharp bounds on the quantile function of F Δ (δ|D = 1) follow from sharp bounds on F Δ (δ|D = 1).
Group-Level Behavior
In some applications, group level behavior may be of interest, see Cho and Manski (2008) . Let S denote a subset of Z such that Pr(Z∈S) > 0. The reach of Theorem 3.2 can be extended to establish sharp bounds on the group-level behavior for individuals with characteristics Z∈S even when some of the components of Z are continuous. To illustrate, consider E(Y 0 |Z∈S)
where V S = VI{Z∈S}.
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Estimation of the Bounds
In describing the estimators, we simplify further to the case where the outcomes are binary: Y 0 , Y 1 ∈{0, 1}.
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Let P 01 = Pr(Y = 0|D = 1) and P 00 = Pr(Y = 0|D = 0). Thereby, the first (aggregate) dataset contains two values P 01 and P 00 , while the second (individual-level) dataset contains
Z D where i denotes individual. The asymptotic properties of all the estimators are derived under the assumption that P 01 and P 00 are completely known (observed without sampling error). It is a straightforward, but tedious, extension to consider the case when P 01 and P 00 are observed with noise.
In this section we present our estimators of the bounds on mean counterfactual outcomes (corresponding to the bounds defined in Theorem 3.1 above), and a numerical example. We delay the detailed discussion of the asymptotic theory for these estimators to Section 6 below. Moreover, estimation of other functionals of the counterfactual outcome distribution (as in Theorem 3.2) proceeds in analogous fashion as for the mean; for this reason, we do not discuss this in the paper, but details are available from the authors upon request.
Estimators
We begin by considering the estimation of the (bounds on) mean counterfactual outcomes. For binary outcomes,
so an application of Theorem 3.1 yields:
Similarly, we have:
To estimate these bounds, we need to estimate p 1 and the quantile functions:
p n D To estimate the quantile functions, we let
and, assuming p(Z) is a continuous random variable, we obtain:
Our quantile estimators are constructed from the generated dataset:
Where | ( | )
we construct the following quantile estimators:
and propose the estimators of the bounds below: 
Numerical Comparisons from a Test Model
For assessing the performance of our bounds, we consider a simple simulation example. We consider the following test model:
For this model, we can compute our bounds for various values of the parameters (δ, γ 1 , γ 0 ). For the average treatment effects, we compare our bounds to Manski's (1990) "worst case" benchmark, which are for the case when only the aggregate data are available. Specifically, suppose Y 1 ∈[0, 1]. Then Manski's worst case bounds on μ 1 are:
The bounds are presented graphically in Figures 1 and 2 . In these graphs, the solid blue line in the middle corresponds to the actual values of the ATE or ATT, which can be directly computed from the simulated data. One noteworthy feature in the ATE graphs in Figure 1 is how much our bounds shrink relative to the Manski bounds. When δ = 0, our bounds point identify ATE and ATT.
Subsequently, we also consider the small-sample properties of our bounds. In Table 1 , we show results from a Monte Carlo study. As expected, increasing the sample size leads to more precise estimates of the bounds (but, of course, cannot tighten the bounds).
An Empirical Example
In this section, we consider a simple empirical example to illustrate our approach. We compute bounds on counterfactual voteshares for the US presidential elections of 1980 and 2000. We define a binary outcome variable Y i for individual eligible voter i:
Note that Y i = 0 encompasses voting Democratic, voting for a third party candidate, or abstaining. Likewise, the variable D i is a binary indicator defined as being = 1 ( = 0) if person i was randomly sampled from the eligible voting population in 2000 (in 1980) . 6 Accordingly, we define the two potential outcome variables: for The propensity score was estimated using a probit regression on a random sample of individual-level census data from the 1980 and 2000 censuses. 7 The specification was:
where Φ(·) denotes the standard normal CDF. The definitions and summary statistics for the demographic variables are given in Table 2 . This propensity score regression was estimated separately for each state, as well as for the nation as a whole.
7 See, e.g. Wooldridge (2010, chapter 21, section 3.3, pp. 920-923) for a discussion of methods and guidelines for estimating the propensity score parametrically, as well as references to articles indicating how to estimate the propensity score both parametrically and nonparametrically. 8 The results were quite stable to different definitions and specifications of the conditioning variables in the propensity scores. To aid in the interpretation of the results, we make a simplifying expository assumption that the main intrinsic difference across election years is the identity of the presidential candidates -Ronald Reagan and Jimmy Carter in 1980, and George W. Bush (GWB) and Al Gore in 2000. In this setting, the counterfactual outcomes 
Estimates of the Bounds
Bounds on these treatment effects are presented in Table 3 . We calculated the bounds for each state, as well as for the nation as a whole. Looking at the TT column in the table, we see that, for all the states, the True values computed by simulation. Propensity scores estimated using linear probability model. Reported bounds are averages over 1000 replications. Standard deviations (across replications) in parentheses. bounds on ATT = E(Y 1 −Y 0 |D = 1) contain zero. Moreover, for all the states, and for the nation as a whole, the actual change in Republican voteshare between election years (in the "Diff." column) lies between the upper and lower bounds of the ATT. This implies that, using the previous terminology: if we were to hold fixed the candidates in the 2000 election, we cannot reject the hypothesis that there would have been no discernible change in the vote outcomes.
To get more insight, we decompose this treatment effect into
The first term on the right-hand side is directly observed in the data, and reported in the column labelled "2000" in Table 3 . We have derived bounds for the second term on the right-hand side, which are reported in Table 4 (the lower and upper bounds are, respectively, in the " 0|1 L µ " and " 0|1 U µ " columns). For all states, Table 3 ). These results show that we cannot reject the hypothesis that the candidates did not make a difference, in the sense that the Republican voteshares would have been the same in 2000 even if Reagan and Carter were running instead of Bush and Gore. While these bounds are inconclusive, they shed light on one hypothesis, which is that appeal for Reagan, and his anti-government message, was especially strong in 1980 when the economy was in a recession. Our results show that the data do not allow us to reject the hypothesis that Reagan's message would have resonated just as well with the voters in 2000, a year of economic prosperity (as evidenced in the summary statistics in Table 2 ).
Confidence Sets
All the parameters of interest including the mean outcomes μ 1 , μ 0 , the counterfactual outcome μ 0|1 , and the treatment effect parameters μ Δ , μ Δ|1 are interval identified and estimators of their bounds are jointly asymptotically normally distributed. Their inference falls within the framework of Andrews and Soares (2010), Fan and Park (2010) , and Stoye (2009), and Chernozhukov, Hong, and Tamer (2007) .
To compute the confidence sets for ATE and ATT, we followed the procedure in Stoye (2009) . As an input into Stoye's procedure, we computed the standard errors and correlation between the lower and upper bound estimates for each of the five parameters
Because the asymptotic variances of our estimators of the bounds on these parameters are very complicated due to the use of generated variables, we used bootstrap simulation to approximate the variances and correlations. In Figures 3 and 4 , we present graphs of the estimated bounds, along with the confidence sets. We see that, across all the states, the confidence sets and the estimated bounds are very close, suggesting that sampling error is not a big concerns in these bounds estimates. Overall, then, this suggests that sampling error due to estimation is minor relative to the magnitude of the differences between the upper and lower bounds for the parameters.
Asymptotics for Bounds Estimators
In this section we present the asymptotic theory for the bounds estimators of the mean counterfactual outcomes defined in Section 4 above. Let W, V, and A denote the support of the random variables W, V, and V/W respectively. To simplify the derivation of the asymptotic properties of our estimators, we introduce the following distribution functions:
and their estimators:
9 When the P's are estimated from a separate sample independent of 1 ( , ) ,
Z D = the bootstrap procedure will include drawing bootstrap samples from each sample and re-estimating the P's and the conditional quantiles involved using the two bootstrap samples. We used 100 bootstrap samples. Table 3 . The confidence sets are marked by the whiskers. Y-axis: numbers correspond to states in Table 3 . Table 3 . The confidence sets are marked by the whiskers. Y-axis: numbers correspond to states in Table 3 .
we have 
The alternative expressions for the bounds estimators reveal that they are smooth functionals of
which in turn are "empirical distribution functions" depending on the estimator of the propensity score ˆi P and ˆ. d p To characterize the effect of ˆ, i P we assume a semiparametric model for the propensity score p(z), i.e. p(z) = p(z; β 0 , τ 0 ) for some β 0 ∈B and τ 0 ∈T, where B is a compact subset of an Euclidean space and T is an infinite dimensional space (see Linton, Song, and Whang [2010] ). This set-up subsumes the most commonly used parametric (such as probit or logit) and semiparametric models (including partially linear and single index models). Let ˆ( , ) β τ denote consistent estimators of (β 0 , τ 0 ) using dataset 1 { , } . 
Assumption (p)
is bounded on its support and continuously differentiable with bounded derivatives on its support; and for some δ > 0, there exists a functional
and for (θ, τ)∈B Θ×T (δ), for all w∈W,
for all v∈V,
with constants C 1 and C 2 that do not depend on P.
(iv) There exists δ, C > 0 and a subvector Z 1 of Z such that: (a) the conditional density of Z given Z 1 is bounded uniformly over (β, τ)∈B B×T (δ) and over P∈P, (b) for each (β, τ)∈B B×T (δ) and (β′, τ′)∈B B×T (δ), p(Z; β, τ)−p(Z; β′, τ′) is measurable with respect to the σ-field of Z 1 , and (c) for each (β 1 , τ 1 )∈B B×T (δ) and for each δ > 0,
sup sup sup | ( ; , ) ( ; , )| | ,
where the supremum over z 1 runs in the support of Z 1 .
Assumption (b)
sup sup ( ; , , ) . .
Theorem 6.1 Suppose assumptions (s), (p) and (b) hold. Let {ν W (·), ν V (·)}be a bivariate Gaussian process with zero mean and covariance kernel given by C((w 1 , v 1 ), (w 2 , v 2 )) defined as: 
and
Then, uniformly in P∈P, 
Below we provide a sketch of the main steps in the proof of Theorem 6.1 and a discussion of the role of each of the Assumptions (s), (p) and (b) in the proof.
Step 1 We show that the random function,
converges weakly to the Gaussian process {ν W (·), ν V (·)} uniformly in P∈P and the convergence is in
. This is done using empirical process methods similar to the proof of theorem 1 in Linton, Song, and Whang (2010); see also Andrews (1994) , Chen, Linton, and van Keilegom (2003) , and Linton, Maasoumi, and Whang (2005) . Assumptions (p) and (b) are mainly used in this step. They are sufficient conditions for the Assumptions 1-3 needed for Lemma A.1 (in the Appendix). Assumption p (ii) restricts the complexity of the class of functions that τ 0 belongs to. This and Assumption p (iv) ensure that the classes of functions:
are uniformly Donsker so that the effect of estimating p 1o and (β 0 , τ 0 ) can be analyzed via the behavior of F P|D (p 1 /w; β, τ|d) and F P|D (1−(1−p 1 )/v; β, τ|d). Eq. (11) in Assumption (p) (iii) implies that F P|D (p; β, τ|d) can be approximated by linear functionals uniformly in p and Eqs. (12) and (13) in Assumption (p) (iii) impose further smoothness conditions on the relevant linear functionals. Together with Assumption (b) on uniform linear representations of these functionals evaluated at ˆ( , ), β τ they allow us to establish the stated weak convergence result in this step. The example below verifies these assumptions for a parametric model for the propensity score. Semiparametric models such as single-index models may be shown to satisfy these assumptions as well.
In general, suppose Z contains at least one component with an absolutely continuous distribution and p(·; β, τ) is monotonically increasing in that component. Without loss of generality, let the first component of Z be that variable and the inverse of p(·; β, τ) with respect to the first variable be q(·; Z −1 ; β, τ). .
Then under some conditions, we can verify Assumption (p) (iii) and Assumption (b) (ii) for estimators of β, τ satisfying Assumption (b) (i). Crucial to Assumption (b) (ii) in the presence of τ is the existence of component Z −1 resulting in the smoothing operation in the expression for Γ p (p|d)[β−β 0 , τ−τ 0 ] in (17).
Step 2 
where g w|D and g V|D are pdfs corresponding to G W|D and G V|D . Assumption (s) is used in this step. It ensures that the quantile functions van der Vaart and Wellner (1996) .
11 By the Functional Delta method (see van der Vaart and Wellner [1996] ), we obtain that, uniformly in P∈P, 
Theorem 6.1 can be used to construct confidence sets (CSs) for the mean outcomes μ 1 , μ 0 . It also allows us to construct CSs for the ATE μ Δ , as an application of the Delta method leads to the asymptotic distributions of the estimators of the lower and upper bounds on: (14) (15) accounts for the effect of estimating p 1o by 1 p and the third term accounts for the effect of estimating (β 0 , τ 0 ) by ˆ( , ); β τ these take the more familiar form when the model for the propensity score is parametric as illustrated below.
Example: A parametric model for the propensity score Let p(z) = p(z; β 0 ) for some β 0 ∈B. Such a parametric model for the propensity score was considered in the empirical application above. If F P|D ( p; β|d) is twice differentiable in (p, β) with bounded second order derivatives in p and a neighborhood of β 0 , Assumption (p) (iii) is satisfied with
and 11 We note that Assumption (s) may be relaxed at the expense of a more tedious proof analogous to the proof of claim 1 in Bhattacharya (2007) , see also Goldie (1977) . 
is twice differentiable with bounded second of β 0 . Let β satisfy: 
To establish the asymptotic distribution of
Assumption (p) (iii)′: f P|D (·|d) is bounded on its support and continuously differentiable with bounded derivatives on its support; and for some δ > 0, there exists a functional Γ P (·|d)[β−β 0 , τ−τ 0 ] of (β−β 0 , τ−τ 0 ), (β, τ)∈B B×T (δ), such that for all p∈[ 1 , 1− 2 ], (11) holds, and for (θ, τ)∈B Θ×T (δ), all a∈A,
The following result (which is a special case of Theorem 6.1 above) obtains:
Theorem 6.2 Let ν V|W (·) be a Gaussian process with zero mean and covariance kernel:
; , |0 ( { 1} 1 ( 1 ) ( 1 ) 1 ( 1 ) 
Conclusion
Combining tools and insights from the treatment effect and copula literatures, this paper has presented a novel approach to counterfactual analysis in EI models, in which aggregate and individual-level data must be combined in order to infer individual-level behavior. Under a "selection on observables" assumption familiar from the treatment effects literature, we establish partial identification results for the mean and other functionals of the counterfactual outcome distribution. We provide estimators and derive inference tools by using empirical process methods combined with recent developments on inference for partially identified parameters. Inference tools for distributional treatment effect parameters such as F Δ (δ|D = 1) may be established by generalizing the technical tools in Fan and Song (2011) . This is challenging and left for future research.
Where x∈X, (θ 0 , τ 0 )∈Θ × T, and ˆ( , ) θ τ are consistent estimators of (θ 0 , τ 0 ). Lemma A.1 below presents conditions under which the process {ν n (·; d)} converges weakly to a Gaussian process.
Let B Θ×T (δ) = {θ, τ}∈Θ × T: ‖θ−θ 0 ‖+‖τ−τ 0 ‖ ∞ < δ} for δ > 0 and P be the collection of all the potential distributions of (Z i , D i ) that satisfy Assumptions 1−3 below.
Assumption 2 (i) X i (θ 0 , τ 0 ) is a continuous random variable with a bounded support X.
(ii) There exists δ, C > 0 and a subvector Z 1 of Z such that: (a) the conditional density of Z given Z 1 is bounded uniformly over (θ, τ)∈B Θ×T (δ) and over P∈P, (b) for each (θ, τ)∈B Θ×T (δ) and (θ′, τ′)∈B Θ×T (δ), ϕ(Z; θ, τ)−ϕ(Z; θ′, τ′) is measurable with respect to the σ-field of Z 1 , and (c) for each (θ 1 , τ 1 )∈B Θ×T (δ) and for each δ > 0, ). 
We let 
( |1) ( |1)
( ; , )
. 
