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Abstract
Since the consensus problem is getting popular in recent researches and the applica-
tions based on it are expanding in current years! the consensus problem under the
condition that constraints exist on agents’ state in continuous-time in a multi-agent
system has been studied here. This work combines the projection operator method
in a general consensus algorithm to avoid the violation of state on its individual con-
straint set. When the projection operator works in the general consensus algorithm,
the constraint region is divided into the projection-operator working region and the
non-projection region. The boundary between these two regions is a circular line.
Once the state of the correspond agent cross this line, the projection operator starts
to work when the state is going out from the non-projection region and moves towards
to its constraint boundary. The boundary of the starting circle for projection opera-
tor has the same shape with the constraint set boundary. The difference is it has a
smaller area with a certain ratio. With a one dimensional projection-based consensus
algorithm, we analyzed the projection-based consensus algorithm on the expected-to-
arrival (ETA) requirement which is always the problem at the simultaneous arrival
task on multiple unmanned aerial vehicles (UAVs) system. The stability and con-
vergence rate of the proposed algorithm has been analyzed. Based on the stability
and convergence rate, the conditions to guarantee the feasibility of the simultaneous
arrival task has also been presented. Then the analysis for projection-based consensus
algorithm has been extended in a high dimensions, in this case, the agents can only
exchange their state information in continuous time in a connected and undirected
communication network topology. The result is proven that since the intersection
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set of every state constraint is non-empty, the global consensus will eventually be
achieved. At last, the projection-based algorithm has been applied on a UAV mod-
ule, with the UAV dynamics, the algorithm makes a multi-UAV system with different
ability in flying reach the global spatial consensus achievement for simultaneous ar-
rival task.
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Chapter 1
Introduction
The consensus phenomenon widely exists in nature. In the migration instinct of an-
imals, for example, the flocking behavior can been seen by some when they fly in
teams. Similarly, schooling by small fish is a way of bluffing to scare away predators.
By studying these consensus behaviors, the consensus can be simply applied in many
applications in human society. The most intuitive example is the flight formation
used in air missions or air show, the pilot adjusts his operation by observing the
relative position of the neighboring planes, or by receiving information from other
members in group. In recent decades, in technology, consensus algorithms have been
widely used in distributed coordination networks, such as in sensor networking ap-
plication, motion planning and biological systems, etc. To improve the usage of the
consensus algorithm in diverse areas, consensus problems have already been studied
for a long time. These studies have made consensus forms the foundation in the field
of distributed computing. In multi-agent systems, consensus algorithms have also
been widely studied for solving problems where the state of agents in multi-agent
systems are required by some specific demand to come to a common agreement or
reach a joint decision on a certain global behavior by the agents sharing the local
information between each other in the distributed communication system. To reach
common agreement or joint decision requires focus on the agents’ state; it is not
necessarily related to the dynamic of each individual agent. In general, the classical
consensus algorithm has been the primary method to solve these problems which re-
quires achievement of global agreement. The classical consensus algorithm solves the
1
problems by developing a distributed and coordinated protocol such as the control
law for all agents in the system to track their states to the agreed or decided final
state.
Figure 1.1: The intuitive conception of consensus
The Figure 1.1 shows the intuitive conception of consensus: different things
directly reaching toward to a common goal. Based on the intuitive picture, for a
more general explanation, we illustrate the Figure 1.2 which shows a simple and
basic view about consensus in a four agent system.
Figure 1.2: The basic idea of consensus
As we see in Figure 1.2, each color stands for one agent; the stars at the ends of
each line are the initial state for each agent. When the line with the related color
corresponds with the moving trajectory where the lines reach the point, it means
global consensus has been achieved.
When applying consensus algorithms in the real world, the considered topology of
the multi-agent system is either formed by a directed graph or an undirected graph,
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the trajectories in different graphs have major differences. Figure 1.3 illustrates the
trajectory under the consensus algorithm where the difference can been seen from
Figure 1.2, as the agents do not directly move to the common destination.
Figure 1.3: The consensus in direct graph
The author in research [1] has discussed sufficient conditions for reaching global
consensus under either directed or undirected condition and the requirement for hav-
ing global consensus for the system has also been explained. Beside the graph differ-
ence, the system dynamics can be divided into the global leaderless system and the
leader-follower system, in our current research we mainly focus on the system analy-
sis of the leaderless system. In the future we will conduct a study on leader-follower
systems. Since the saturation for the state of the system exists due to real physical
limitations, the constraint limitation is always a concern when designing the system.
In consensus algorithms, the state is necessary to achieve the global consensus; once
the constraint set exists, the trajectory followed by the general consensus protocol
would violate the constraint requirement. Figure 1.4, clearly shows that once the
constraint set is represented by the circles, the trajectories followed by the previous
setting supply the states cross their constraints. In our research, we focus on the
state saturation where the state could have any physical meaning in a system. To
design a system for achievement of global consensus on state, we bring the concept of
3
a projection operator into the classical consensus protocol. Our main contribution to
consensus achievement with existence of constrained limitation on state: projection-
based consensus.
Figure 1.4: The example of consensus violate the consraint
As mentioned in the literature [2, 3], one of the practical fields for consensus ap-
plication in multi-agent system is the cooperative control of unmanned aerial vehicles
(UAVs). For this application, the speed state on UAVs always exists: both the mini-
mum velocity and maximum speed. As illustrated in Figure 1.5, for many missions,
UAVs need to arrive at their destinations at the same time, which means the agents
in this system must have consensus on time state. To achieve this time state consen-
sus, the speed limitations on each agent could exert significant effects. Based on the
projection operator, we proposed a continuous time projection-based consensus pro-
tocol for UAVs to coordinate their Estimate Time to Arrival (ETA) based on existing
velocity constraints. We also analyzed that the condition on achieving the consensus
is related to the boundary of the convergence rate in the system. Based on the study
of convergence, the feasibility of the system stabilization and the convergence time
have also been studied.
The constraint set in the projection-based consensus algorithm on UAVs’ applica-
tion is only in 1-dimension. To expand the usage area of projection-based consensus
4
Figure 1.5: UAVs simultaneous arrival illustration
protocol, we proposed the analysis in a multi-dimension background. In our work,
we analyzed the algorithm in n-dimension, simulated in 2-dimensional environment.
This analysis shows that since the communication graph is connected and the con-
straint sets have a common intersection area, the global consensus on the state with
constraints will eventually be achieved in the intersection region. This result has been
proven both in our n-dimensional mathematical deduction and the 2-dimensional sim-
ulation.
1.1 Motivation and literature review
As consensus forms the foundation in distributed computing field, the distributed
computation works on asynchronous asymptotic agreement problem starts from the
work [4], [5] and [6], it solves problems for the parallel computing and the distributed
decision on systems. The paper [7, 8, 9, 10, 11, 12] analyzed the collective behaviors
on flocks and swarms. For the applications of the distribution conception, the papers
[13, 14, 15, 16, 17, 18] , [19, 13, 20] studied the multi-robotic system which mainly
focus on formation control. The general consensus protocol comes from the work [21],
[22], [23] and[24]. These researches give the consensus protocol a theoretical frame-
work on solving problems for the networked dynamic systems. Besides the previous
foundation works, the researches on [25], [26],[27] arise the consensus problems under
various information flow conditions. On the other hand, the papers [28, 29] expand
5
analysis of the consensus problems in random networks. The research on [25],without
any need of the objective functions, proposed a way to solve alignment problems in
reaching the agreement, and the work [26] and [27] theoretically extend the solution
of [25] into the networks with directed graph.
Compare with the Laplacian Matrix which is usually used in consensus algorithms,
the research on [30] has introduced a new method which, instead of Laplacian Matrix,
the push-sum protocol of gossip-based algorithms is used in alternative. The paper
[31] presents a cohesive overview of basic notions on information consensus problems,
control theoretic methods for convergence and performance analysis of consensus
protocols, which all rely on matrix theory and spectral graph theory, in networked
systems in a unified framework. Related to the unified framework, the demonstration
of the framework shows the consensus algorithms in [24], [22], [25], [26] and [26]
are closely related.
Since constraint is a very important concern in consensus protocols, the paper
[32, 33] studied the consensus problems with apparent dynamic constraints and the
paper [34] presented a consensus protocol with apparent communication constraints,
the author in work [35] focusing on the constraint of input saturation. The paper
[36] designed a bounded cooperative controller for mobile robots with constraint on
sensing ranges. Author in work [37] introduces a consensus method on formation
control with velocity constraint for collision avoidance. A consensus study on flocking
behavior with an existence control input constraint has been analyzed in [38] in a
multi-agent system.
For the state constraint problem, the paper [39] presents a consensus protocol in
discrete-time, which is based on the set projection conception. It also analyzed the
convergence rate of the protocol for some specific cases. Based on the set projection,
the paper [40] extended the results to the case where communication delay exists.
In continuous-time, the consensus protocol with a special type of input saturation
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has been proposed in the work [41], in this protocol, the control input can only
take the boundary value or 0, and is following the bang-bang control law. With the
paper [39] solves the consensus problem first by using set-projection method, the set
constraint problem has been analyzed in discrete-time domain. In continuous-time
domain, [42] presented a framework where agent’ states are constrained in convex
sets and each state of individual agent only consider its corresponded constraint set.
To build this framework, the author has used the auxiliary variables to utilize a
logarithmic barrier function, which forms a convex potential to guarantee the states
to reach a state agreement which is the intersection part of all convex constraint sets.
In this logarithmic barrier function method, the extra information, beside the state
information itself, is required. On the other hand, the system must meet another
implicit requirement, which entails that the origins of each agent be included in
the constraint sets. Because of the complex requirements in its consensus protocol,
the logarithmic barrier function will not be very suitable for solving the consensus
problems with limited information exchange in a multi-agent system in continuous
time.
On the purpose of relaxing the requirement on previous researches and reduc-
ing the preconditions for a system to reach the global consensus in continuous-time,
we brought the projection operator concept into our projection-based consensus algo-
rithm to ensure the state of agents stays inside the constraint bound. In our consensus
protocol, all the agents in a system only need to receive the states from the neighbor-
hood and no more extra condition is required. On each single agent, it only computes
the receiving state information with its own information. With the calculation from
the properties of the projection operator, the state, which was about to violate the
constraint limitation, will be maneuvered to approach the constraint boundary in a
smooth trajectory. For the work in continuous-time domain, since our protocol only
require the agents’ state to be exchanged with the graph connection in a multi-agent
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system, it will have the consensus be more applicable in many circumstances.
1.2 Notations and graph theory
We denote by Rn the n-dimensional real vector space, by R+ the set of the positive
real numbers, and by R+0 the set of the non-negative real numbers. We use ‖ · ‖ to
denote the Euclidean norm of a vector and the induced 2-norm of a matrix. dist(x,X)
to to denote the distance of a vector x from a set X, i.e., dist(x,X) = infy∈X ‖x−y‖.
Given a vector y, [y]k ∈ R denotes the kth component of y. Given a collection of
N vectors x1, x2, · · · , xN , let x = (x>1 , · · · , x>N)>. Given a set X, ∂X denotes the
boundary of X. For a function of time x(t), sometimes we drop t and use just x for
brevity if it is clear in context. The maximal and minimal singular values of a matrix
P are denoted by σmax(P ) and σmin(P ), respectively. Given a collection of n scalars
τ1, τ2, · · · , τn, let τ = (τ1, · · · , τn)>. Let 1n = (1, · · · , 1)> ∈ Rn. For a function of
time x(t), sometimes we drop t and use just x for brevity if it is clear in context.
For a team of n agents, the communication among them is described by an undi-
rected graph G = {V , E} in this dissertation work, where V = {1, 2, · · · , n} denotes
the agent set and E ⊆ V × V denotes the edge set. An edge (i, j) ∈ E means that
agent j can obtain information from agent i. Since the undirected graph is considered
in this work, (i, j) ∈ E implies (j, i) ∈ E , which means that agent i can also obtain
information from agent j. If (i, j) ∈ E , then agent i is called a neighbor of agent j.
The set Ni is called the neighboring set of agent i and |Ni| is its cardinality. A path
from agent i to agent j is a sequence i, p1, p2, · · · , pk, j, where pl ∈ V for l = 1, 2, · · · , k
and (i, p1), (pk, j), (pl, pl+1) ∈ E for l = 1, 2, · · · , k − 1. A graph is called connected if
for any i, j ∈ V , there exists at least a path from i to j.
The adjacency matrix A ∈ Rn×n of a graph G is defined by aij = 1 if (i, j) ∈ E and
aij = 0 otherwise. Given an undirected graph, aij = aji, which means A is symmetric.
The Laplacian matrix L of G is defined as L = D−A, where D represents the degree
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matrix which is a diagonal matrix with entries dii = |Ni| = ∑j∈Ni aij. Notice that
L1n = 0. If the graph is connected, the corresponding Laplacian matrix has only one
eigenvalue equal to zero, λ1(L) = 0, and the other eigenvalues are positive and real,
λi(L) > 0 for i = 2, · · · , n.
1.3 Projection-based operator
This section introduces the projection operator, which will be the main contribute
in our consensus algorithm. From the result of [43, 44, 45], and the book [44],
the projection operator has been explored with the idea is to reduce the velocity of
the point which is moving along the direction and pointing outside of a convex set.
The projection algorithm’s working process of basic idea is when the point enters a
pre-defined area moving to boundary, the projection operator smoothly change the
moving trajectory of the point, and in the end, keeps the point either stay or moving
on the boundary of the convex set.
Figure 1.6: The Projection Operator in R2
As shown in Figure 1.6, a convex constraint set is divided into two areas, non-
projection region and projection involve region. AT the non-projection region, the
point is moving free and no extra manipulation from projection operator will be
involved into the moving trajectory. The projection involve region is an annulus
area between the boundary of the constraint set and the non-projection area, once
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the projection algorithm has been triggered to adjust the point’s movement, the
projection operator will reduce the scaled component of the point normal to the
boundary and moving outwards the set. By applying the projection algorithm, the
scalar component which normal to the constraint boundary, will be subtracted down
to zero, and eventually staying on the boundary of the set. To have the projection
algorithm be triggered to adjust the trajectory, there are two requirements need to
be achieved in projection involve region, 1: the point has crossed the Projection start
line and into the Projection Involve Area, 2: the point is moving towards to the
boundary. As shown in Figure 1.6, θ and y are two vectors, where θ, y ∈ Rn. Since
we use f to denote the convex function of the constraint set, and have fi : Rn → R,
the Projection Operator for the point which is defined as:
Proj(θ, y, f)
=

(
y − ∇f(θ)∇f(θ)>‖∇f(θ)‖2
)
y if f(θ) > 0 and yT∇f(θ) > 0
y otherwise
(1.1)
where ∇f(θ) =
(
∂f(θ)
∂θ1
, ..., ∂f(θ)
∂θn
)T
. When the structure of the convex function f
is not important, we use Proj(θ, y) to instead of Proj(θ, y, f). And the whole set
is presented as: Ω1 = {θ ∈ Rn|f(θ) ≤ 1}, non-projection area is defined as :Ω0 =
{θ ∈ Rn|f(θ) ≤ 0}, then the area where projection operator works is Ωp = Ω1 \Ω0 =
{θ|0 < f(θ) ≤ 1}
10
Chapter 2
Projection-Based Consensus for Time-critical
Coordination of Unmanned Aerial Vehicles
under Velocity Constraints
In case UAVs in multi-agent system with time-critical constaint, the system is design
to have all the UAVs simultaneous arrive its destination. In this application, each
UAV has a pre-defined profiles on velocity and path with are used to estimate the
expected time-to arrival (ETA), then each UAV just simply follows its profiles and
attempts to reach its destination by a pre-defined arriving time [46], [47]. The
arriving time for each UAV by the calculation of its profiles should be the same.
However, in practice, this two state approach strategy is not robust to disturbance
by the feed-forward information structure. The reason causes the unstable is the
existence of uncertainty of the disturbances. The unanticipated disturbance effect the
system in random, for example the sudden come of the strong wind could change the
extreme speed of the UAVs, then the pre-defined profiles is no longer keeping the same.
Sticking to the original profiles will only steer the overall system away from its original
decision point, eventually, it leads the mission to failure. Therefore, to compensate
the effect from uncertainty, a real-time planning scheme is desirable. To do this,
each UAV estimates its own ETA based on its position and speed individually, and
sharing these in information with its neighbors through the communication network
in real-time. Based on exchange the instant information in network, the effect from
disturbance will be adjusted, and the consensus on ETA will reach to the common
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agreement before any UAV arrives its destination during flying.
Normally, the convergence rate is very important for simultaneous arrival in real-
time due to the reason consensus must be achieved before any UAV arrives its des-
tination. The convergence rate of consensus algorithms is related to the minimal
positive eigenvalue of the Laplacian Matrix of the connected graph [24], [48], [49].
However, as the UAVs have the mechanical constraint on its dynamics, the velocity
should be bounded with some constraints, then the analysis of the system stability
and convergence rate becomes a challenge. In our work, we studied a real-time co-
ordination for simultaneous arrival with fixed velocity constraints, which formulates
a constrained continuous-time consensus problem. We use the projection operator in
continuous time, when the saturation on velocity constraints happens, it can ensure
the smoothness of the trajectory and keep it under the constraint.
2.1 Problem Statement
This section provides a rigorous formulation of the simultaneous arrival problem for
multi-agent systems. Suppose that a team of n agents are tasked to simultaneously
visit some pre-specified targets and the path for each individual agent to follow has
been pre-computed. To arrive at their targets at the same time, agents have to adjust
their velocity during the motion, based on the information communicated with their
neighbors.
Let li(t) and vi(t) denote the length of the remaining path and the velocity of
agent i at time t, respectively, where li : R+0 → R+0 and vi : R+0 → R+0 for i = 1, · · · , n.
Obviously, the following relation holds:
li(t) = li(0)−
∫ t
0
v(s)ds
which implies
l˙i(t) = −vi(t) (2.1)
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with the initial condition
li(0) = li,0 (2.2)
vi(0) = vi,0 (2.3)
The velocity of agent i has the following constraints:
vi(t) ∈ [vmini , vmaxi ]
where vmini , vmaxi ∈ R+0 are known and vmini < vmaxi . Notice that [vmini , vmaxi ] does not
have to include 0 and vi,0 ∈ [vmini , vmaxi ].
At time t, the ETA of agent i is denoted by τi(t) which satisfies
τi(t) =
li(t)
vi(t)
. (2.4)
Obviously, when agent i arrives its destination at some time, say t∗i , then τ(t∗i ) = 0
and li(t∗i ) = 0.
Taking the time derivative of τi(t), we have the following differential equation:
τ˙i =
vil˙i − liv˙i
v2i
= −1− τi
vi
v˙i. (2.5)
Let
v˙i(t) = ui(t) (2.6)
where ui(t) is the input that controls the velocity of agent i.
Within this framework, we are interested in consensus protocols under a connected
and undirected communication graph that can guarantee simultaneous arrival subject
to the velocity constraints.
2.2 Projection-Based Consensus Algorithm
To arrive simultaneously, agents have to achieve an agreement on the ETA that
is feasible to all of them before any agents physically arrive at their destinations.
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Ideally, if there were no constraints on the velocity, the consensus protocol can be
easily designed as
ui = −c vi
τi
∑
j∈Ni
(τj − τi),
where Ni ⊆ N is the neighboring set of agent i and c is a positive constant controlling
the convergence rate. Assume that the communication graph is undirected, i.e. if
j ∈ Ni, then i ∈ Nj. One can easily verify that this consensus protocol will guarantee
τi(t)− τj(t)→ 0 as t→∞ [50].
When constraints are posed on the velocity, saturation will happen when the
velocity approaches the boundary value. To ensure smoothness of the velocity over
the interval [vmini , vmaxi ] while still taking saturation into account, we introduce the
following projection-based consensus protocol:
ui(t) = Proj [vmini ,vmaxi ]
vi,−c vi
τi
∑
j∈Ni
(τj − τi)
 . (2.7)
The projection-based operator Proj : R×R×R×R→ R is defined as follows£o
Proj [vmini ,vmaxi ](vi, a)
=

a if fi(vi) ≤ 0
a if fi(vi) > 0 and ∂fi(vi)∂vi a ≤ 0
a(1− fi(vi)) if fi(vi) > 0 and ∂fi(vi)∂vi a > 0
(2.8)
where
fi(vi) =
(
vi − v
min
i +vmaxi
2
)2
− (ρmaxi )2
(ρmaxi )2
(2.9)
ρmaxi =
vmaxi − vmini
2
√
1 + 
, (2.10)
and  ∈ (0, 1). Letting
vi = −ρmaxi +
vmaxi + vmini
2
v¯i = ρmaxi +
vmaxi + vmini
2 ,
we can easily verify that
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• [vi, v¯i] ⊂ [vmini , vmaxi ];
• fi(vi) ≤ 0 when vi ∈ [vi, v¯i];
• 0 < fi(vi) < 1 when vi ∈ (vmini , vi) ∪ (v¯i, vmaxi );
• fi(vmini ) = fi(vmaxi ) = 1.
Notice that [vi, v¯i] can be arbitrarily close to [vmini , vmaxi ] if  is close enough to zero.
Obviously, at time t, if τi(t) ∈
[
li(t)
v¯i
, li(t)
vi
]
, agent i can arrive at its destination in
τi(t) unit-of-time by maintaining the velocity at time t (which is li(t)τi(t) ∈ [vi, v¯i] ⊂
[vmini , vmaxi ]). So τi(t) is a feasible ETA for agent i at time t and we call the set[
li(t)
v¯i
, li(t)
vi
]
the feasible set of the ETA of agent i at time t.
The projection-based operator is often used in adaptive control [51]. It can enforce
the estimated uncertainty always stay inside a pre-specified region with the guarantee
of differentiability. In our case, we use it to enforce the constraints on the velocity.
Notice that if vi,0 ∈ [vmini , vmaxi ], the inequality vi(t) ∈ [vmini , vmaxi ] always holds for
any t ≥ 0 by the definition of the projection-based operator [51]. Also, it generates
a smooth input ui(t) which is more suitable for UAV applications since the smooth
input profile can be more easily implemented than an input with discontinuities. As
a result, not only input saturation is addressed, but, to some extent, saturation on
the input rate of change is dealt with as well.
2.3 Convergence Analysis
This section discusses the convergence of the proposed consensus protocol. Let T ∗
be the time when the first agent arrives at its destination. Notice that before T ∗,
τi(t) > 0 and li(t) > 0 for any i ∈ N . Before introducing the result on convergence,
we need the following lemma.
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Lemma 2.3.1. For any t ∈ [0, T ∗], if
∩ni=1
[
li(t)
v¯i
,
li(t)
vi
]
6= ∅ (2.11)
and there exist i, j ∈ N such that vi(t) ∈ [vmini , vi] and vj(t) ∈ [v¯j, vmaxj ], then the
inequality τi(t) ≥ τj(t) must hold.
Proof : We prove this statement using contradiction method. Suppose that
τi(t) < τj(t) is true. Then
li(t)
vi
≤ li(t)
vi(t)
= τi(t) < τj(t) =
lj(t)
vj(t)
≤ lj(t)
v¯j
,
which means that
[
li(t)
v¯i
, li(t)
vi
]
∩
[
lj(t)
v¯j
, lj(t)
vj
]
= ∅ at time t. This is contradicted with the
assumption that ∩ni=1
[
li(t)
v¯i
, li(t)
vi
]
6= ∅. Therefore, τi(t) ≥ τj(t) must hold. 
Lemma 2.3.1 indicates that if the intersection of the feasible sets of the ETAs is not
empty, the agents whose velocity is close to the minimum (vi(t) ∈ [vmini , vi]) will have
greater ETAs than those agents with almost maximal velocity (vi(t) ∈ [v¯i, vmaxi ]).
This lemma will be often used in the following proofs, with which we are able to
present the first result in this work.
Theorem 2.3.2. If equation (2.11) holds for all t ∈ [0, T ∗], then τi(t) − τj(t) → 0
for any i, j ∈ N as T ∗ →∞ and t→∞.
Proof : In the following discussion, we will drop the index t if it is clear in context.
Let zi(t) =
∑
j∈Ni(τj(t)− τi(t)). Then z(t) = −Lτ(t), where L is the Laplacian of the
graph. Consider the potential function V (τ) = 12τ
>Lτ .
V˙ = τ>Lτ˙ = τ>L

−1− τ1
v1
v˙1
...
−1− τn
vn
v˙n
 .
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Since L1n = 0, the preceding equation can be further derived as
V˙ = τ>L

− τ1
v1
v˙1
...
− τn
vn
v˙n
 = (−z1, · · · ,−zn)

− τ1
v1
v˙1
...
− τn
vn
v˙n

=
n∑
i=1
zi · τi
vi
· Proj [vmini ,vmaxi ]
(
vi,−cvi
τi
zi
)
Let
S(t) =
{
i ∈ N | fi(vi) > 0 and ∂fi(vi)
∂vi
(
−cvi
τi
zi
)
> 0
}
where fi is defined in equation (2.9). Then
V˙ =
∑
i∈S(t)
−z2i c(1− fi(vi))−
∑
i∈N/S(t)
cz2i
This inequality implies that τ(t) will converge to the equilibrium (τ ∗1 , · · · , τ ∗n),
where agent i satisfies either
v∗i ∈ {vmini , vmaxi } (⇔ fi(v∗i ) = 1), or
τ ∗i =
1
|Ni|
∑
j∈Ni
τ ∗j (⇔ z∗i = 0), (2.12)
and v∗i ∈ R+ is the corresponding velocity of agent i.
We now show that τ ∗i = 1|Ni|
∑
j∈Ni τ
∗
j for all i ∈ N using contradiction method.
Suppose that the set Λ = {i ∈ N | τ ∗i − 1|Ni|
∑
j∈Ni τ
∗
j 6= 0} is not empty. According
to the analysis above, we have v∗i ∈ {vmini , vmaxi } for any i ∈ Λ. Without the loss of
generality, assume that the set Λm = {i ∈ Λ | v∗i = vmini } has at least one element.
Let i0 = arg maxi∈Λm τ ∗i at time t. Then the inequality
τ ∗i0 <
1
|Ni0|
∑
j∈Ni0
τ ∗j (2.13)
must hold; otherwise, if τ ∗i0 >
1
|Ni0 |
∑
j∈Ni0 τ
∗
j , then −
v∗i0
τ∗i0
∑
j∈Ni0 (τ
∗
j − τ ∗i0) > 0, given
τi0(t) > 0 over [0, T ∗). Since v∗i0 = vmini0 , we have
fi0(v∗i0) = 1 > 0
∂fi0(vi0)
∂vi0
∣∣∣∣∣
vi0=v
min
i0
=
vmini0 − vmaxi0
(ρmaxi0 )2
< 0.
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Therefore,
∂fi0(vi0)
∂vi0
∣∣∣∣∣
vi0=v
min
i0
−cv∗i0
τ ∗i0
∑
j∈Ni0
(τ ∗j − τ ∗i0)
 < 0.
By the definition of the projection-based operator in equation (3.5), we know
v˙i0 = Proj[vmini0 ,vmaxi0 ]
vi0 ,−cv∗i0τ ∗i0
∑
j∈Ni0
(τ ∗j − τ ∗i0)

= −cv
∗
i0
τ ∗i0
∑
j∈Ni0
(τ ∗j − τ ∗i0) > 0,
It implies that vi0(t) will move away from vmini0 , towards the center of [vmini0 , vmaxi0 ],
which indicates that v∗i0 = vmini0 is no longer the equilibrium.
With inequality (3.23), let i1 ∈ Ni0 be the agent satisfying
i1 = arg max
j∈Ni0
τ ∗j (t) (2.14)
at time t. Obviously, τ ∗i0 < τ ∗i1 must hold. By the contrapositive statement of
Lemma 2.3.1, we know that v∗i1 6∈ (v¯i1 , vmaxi1 ]. Meanwhile, by the definition of i0,
v∗i1 6= vmini1 . Therefore, v∗i1 6∈ {vmini1 , vmaxi1 } and we have
τ ∗i1 =
1
|Ni1|
∑
j∈Ni1
τ ∗j (2.15)
according to equation (3.20). Since we consider an undirected graph, i0 ∈ Ni1 . With
τ ∗i0 < τ
∗
i1 , we know that there must exist i2 ∈ Ni1 such that
τ ∗i1 < τ
∗
i2
according to equation (2.15). Keeping such reasoning, we know that there exists
ik ∈ Nik−1 that satisfies
τ ∗i0 < · · · < τ ∗ik−1 < τ ∗ik (2.16)
τ ∗ik ≥ τ ∗j , ∀j ∈ Nik
τ ∗ik−1 ∈ Nik
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Obviously,
τ ∗ik >
1
|Nik |
∑
j∈Nik
τ ∗j ,
which means that v∗ik ∈ {vminik , vmaxik } according to equation (3.20). By the definition
of i0, we know that v∗ik = v
max
ik
. However, by Lemma 2.3.1, if vi0(t) ∈ [vmini0 , vi0) and
vik(t) ∈ (v¯ik , vmaxik ], τ ∗i0 ≥ τ ∗ik must hold, which is contradicted with inequality (2.16).
Similar analysis applies to the case when the set {i ∈ Λ | v∗i = vmaxi } has at least one
element. Therefore, we conclude that τ ∗i = 1|Ni|
∑
j∈Ni τ
∗
j for all i ∈ N , which means
τi(t)− τj(t)→ 0. 
Remark 2.3.1. Equation (2.11) means that the ETA feasible sets of agents at least
have one shared ETA that the agents can agree with. A more general condition is
that there exists tˆ ∈ [0, T ∗) such that equation (2.11) holds over [tˆ, T ∗], which implies
that equation (2.11) ultimately holds. However, we would like to point out that this
more general condition will not significantly change the analysis in this work since
we can always treat tˆ as the initial time. Another important thing worth mentioning
is that the assumption of equation (2.11) can be relaxed in the later discussion where
verifiable conditions are presented to enforce the satisfaction of equation (2.11).
Proposition 2.3.2 shows asymptotic property of the consensus algorithm. Notice
that it will take infinite amount of time for agents to converge to the exact equilibrium.
We know that to have simultaneous arrival, consensus on the ETA must be achieved
before any actual arrival. Since the algorithm needs infinite amount of time to reach
the equilibrium, the actual arrival time theoretically should also be infinity so that
it is always later than the moment when consensus is achieved. That is why we
introduce the condition T ∗ → ∞, which is to guarantee the well-poseness of the
algorithm, i.e., To make sure that the remaining path li(t) and the ETA τi(t) are
always greater than zero during the converging process. Otherwise, if li(t) < 0 for
example, it means that agent i has passed its destination, which does not make sense
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in simultaneous arrival. In fact, T ∗ → ∞ implies that the path of each agent, li(t),
is arbitrarily long.
In practice, however, the length of the paths is always finite. It requires agents to
achieve consensus in finite amount of time. Instead of reaching the exact equilibrium,
a more practical way is to ensure that τi(t)− τj(t) enters and stays in a small neigh-
borhood of the origin before any actual arrival happens. Once τi(t) − τj(t) enters
such sets, we claim that consensus is achieved. Such an approach can be referred
to ε-consensus [52]. In the following sections, we will further explore this idea with
discussions on the convergence time of the consensus algorithm and the feasibility of
the simultaneous arrival problem.
2.4 Convergence Time
In this section, we develop bounds on the convergence time when ε-consensus can
be achieved. Before presenting the main results, we first introduce the following
definition of ε-consensus.
Definition 2.4.1. A protocol makes the agents reach ε-consensus in finite time if
there exist a finite time T ∗ > 0 and a small positive constant ε such that the state
τ(t) ∈ Φ for all t ≥ T ∗, where
Φ , {τ ∈ Rn | V (τ) ≤ ε} and (2.17)
V (τ) = τ>Lτ. (2.18)
Notice that V (τ) = ∑i∈N ∑j∈Ni(τj − τi)2. If τ(t) stays in this set, |τj(t) − τi(t)|
will be bounded by a very small number. In that case, we say that consensus on the
ETA is reached. One important thing for the simultaneous arrival problem is that
the time when all τi(t) enters the set Φ, denoted as T ∗, should be earlier than any
actual arrival happens. To fulfill this objective, we need to study when τ(t) will enter
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the set Φ on the one hand. On the other hand, we need to estimate when agents will
arrive at their destinations.
To address the question of when τ(t) enters Φ, we will study the convergence rate
of the consensus protocol and derive an upper bound on the actual entering time T ∗.
We start from the following lemma which provides the convergence rate of V over a
short time interval.
Lemma 2.4.2. Given t0 ∈ [0, T ∗] and δ0 ∈ R+, assume that equation (2.11) holds
for any t ∈ [t0, T ∗] and ‖V (τ(t0))‖ ≤ δ0. Given any positive constant δ1 < δ0, τi(t)
will enter the set {τ | V (τ) ≤ δ1} and t1 − t0 ≤ δ0−δ1c ξ2 , where t1 > t0 is the entering
time instant,
ξ =
√
δ1
d
√
nσmax(L†)
, (2.19)
d = max
i0i1···ik∈P
|Ni0 |
1 + k−2∑
m=0
k−1∏
j=m+1
(|Nij | − 1)
 , (2.20)
L† is the pseudo-inverse matrix of L satisfying L = LL†L, and P denotes the set of
all paths in the graph.
Proof: Let zi(t) =
∑
j∈Ni(τj(t)−τi(t)). Consider the time derivative of V (τ) = τ>Lτ :
V˙ ≤ −∑
i∈N
bi(t)zi(t)2 (2.21)
where bi(t) = c(1− fi(vi(t))) if
i ∈ S(t) =
{
i ∈ N | fi(vi(t)) > 0 and ∂fi(vi)∂vi
(
− cvi(t)
τi(t) zi(t)
)
> 0
}
;
otherwise bi(t) = c.
Let iM = arg maxi τi and im = arg mini τi. There are two possible cases:
(i) bi 6= c for both i = im and i = iM ;
(ii) bi = c for some i ∈ {im, iM}.
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Case I: We show that Case I does not hold, using contradiction method. Suppose
that bim 6= c and biM 6= c. Then im, iM ∈ S(t). First, consider im. The relation
im ∈ S(t) means that vim ∈ (v¯im , vmaxim ] ∪ [vminim , vim) and
∂fim(vim)
∂vim
(
−cvim
τim
zim
)
> 0. (2.22)
By the definition of im, we have
1
|Nim|
∑
j∈Nim
τj > τim ,
which means zim > 0. Applying this inequality into inequality (2.22) yields
∂fim (vim )
∂vim
<
0 and therefore vim ∈ [vminim , vim). Similarly, we have viM ∈ (v¯iM , vmaxiM ]. By Lemma 2.3.1,
we know that τim ≥ τiM must hold, which is contradicted with the fact τim < τiM
according to the definitions of τim and τiM . Therefore, either bim = c or biM = c holds,
or both.
Case II: Obviously, when τ(t) enters the set {τ | V (τ) ≤ δ1}, it will stay inside
the set according to inequality (2.21). Let us consider V˙ when V (τ(t)) > δ1. Define
Λt = {i ∈ N | bi(t) = c}. By the analysis above, Λt is always non-empty over [0, T ∗].
When V (τ(t)) ≥ δ1, we have
σmax(L†)z>z ≥ z>L†z = τ>Lτ = V (τ) ≥ δ1
where L† is the pseudo-inverse matrix of L. Therefore, ‖z(t)‖ ≥
√
δ1
σmax(L†) , which
means that there exists at least an i ∈ N such that
|zi(t)| ≥ η ,
√
δ1
nσmax(L†)
.
If i ∈ Λt, we know V˙ ≤ −cη2 by inequality (2.21).
Consider the case when |zi| < η for any i ∈ Λt. Then any i satisfying |zi| ≥ η
belongs to N /Λt. Without the loss of generality, assume that at time t there exists
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at least an i ∈ N /Λt such that vi ∈ (v¯i, vmaxi ] and |zi| ≥ η. Let
Θt = {i ∈ N /Λt | vi(t) ∈ (v¯i, vmaxi ] and |zi(t)| ≥ η},
i0 = arg min
i∈Θt
τi,
Ω = {j ∈ N | τj < τi0}.
Notice that any i ∈ N satisfying vi ∈ [vmini , vi) and bi 6= c does not belong to Ω
according to Lemma 2.3.1. Therefore, for any j ∈ Ω we know either bj = 1 or
vj ∈ (v¯j, vmaxj ] ∧ bj 6= 1, besides |zj| < η.
Since i0 6∈ Λt, which means bi0 6= c, we have ∂f(vi0 )∂vi0
(
− cvi0
τi0
zi0
)
> 0. Notice that
vi0 ∈ (v¯i0 , vmaxi0 ] implies
∂fi(vi0 )
∂vi0
> 0. Then− cvi0
τi0
zi0 > 0, which means zi0 =
∑
j∈Ni0 (τj−
τi0) < −η < 0. There exists at least i1 ∈ Ω ∩Ni0 such that τi1 − τi0 < − η|Ni0 | .
If bi1 6= c, which means vi1 ∈ (v¯i1 , vmaxi1 ], we have
∑
j∈Ni1 (τj − τi1) < 0 following
the same analysis for i0. Then
∑
j∈Ni1/{i0}
(τj − τi1) < τi1 − τi0 < −
η
|Ni0|
. (2.23)
Therefore, there exists at least i2 ∈ Ω ∩ Ni1/{i0} such that τi2 − τi1 < − η|Ni0 |(|Ni1 |−1) .
Otherwise, if bi1 = 1 and |zi1| > ξ, then V˙ ≤ −c ξ2; if bi1 = 1 and |zi1| < ξ, then
−ξ < ∑j∈Ni1 (τj − τi1) < ξ. So
∑
j∈Ni1/{i0}
(τj − τi1) < τi1 − τi0 + ξ < −
η
|Ni0|
+ ξ.
Therefore, there exists at least i2 ∈ Ω ∩Ni1/{i0} such that
τi2 − τi1 < −
η
|Ni0|(|Ni1 | − 1)
+ ξ|Ni1| − 1
.
Combining this inequality and inequality (2.23), we know that either the inequality
above holds or V˙ ≤ −c ξ2. Keeping such reasoning, we will reach some ik such that
23
either
τik − τik−1 < −
η
|Ni0|
∏k−1
j=1(|Nij | − 1)
+ ξ
k−1∑
m=1
1∏m
j=1(|Nij | − 1)
(2.24)
τik ≤ τj, ∀j ∈ Nik (2.25)
or |zik | ≥ ξ (which implies V˙ ≤ −c ξ2). The inequalities above imply
zik =
∑
j∈Nik
(τj − τik) ≥ τik−1 − τik
>
η
|Ni0|
∏k−1
j=1(|Nij | − 1)
− ξ
k−1∑
m=1
1∏m
j=1(|Nij | − 1)
≥ ξ > 0.
So |zik | ≥ ξ holds. Notice that even if vik ∈ (v¯ik , vmaxik ], we have
∂f(vik )
∂vik
(
− cvik
τik
zik
)
< 0,
which implies bik = 1. So, overall we have V˙ ≤ −c ξ2 for the worst-case when d is
maximized. Given this decreasing rate, we know that t1 − t0 ≤ δ0−δ1c ξ2 . 
With Lemma 2.4.2, we have the following result on the convergence time for V to
decrease from V (τ(0)) to ε.
Proposition 2.4.3. Given an positive constant ε, let T ∗ be the time when τ(t) enters
the set Φ. If equation (2.11) holds for all t ∈ [0, T ∗], then
T ∗ ≤ T¯ , d
2nσmax(L†)
c
ln
(
V (τ(0))
ε
)
. (2.26)
Proof: Partition the interval [ε, V (τ(0))] into n pieces ε = θ0, θ1, · · · , θn = V (τ(0))
with ∆θ = θk−θk−1 = V (τ(0))−εn being the length of each sub-interval. By Lemma 2.4.2,
it takes at most θk−θk−1cθk−1
d2nσmax(L†)
for V to decrease from θk to θk−1. Thus,
T ∗ ≤
n∑
k=0
d2nσmax(L†)∆θ
cθk−1
.
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Letting ∆θ → 0, we have
T ∗ ≤ lim
∆θ→0
n∑
k=0
d2nσmax(L†)∆θ
cθk−1
= d
2nσmax(L†)
c
∫ V (τ(0))
ε
1
θ
dθ
= d
2nσmax(L†)
c
ln
(
V (τ(0))
ε
)
. 
Remark 2.4.1. If the parameter d is large, the upper bound on T ∗ will be large,
which means that it might take more time for agents to reach consensus on the ETA.
The parameter d is completely determined by the topology of the graph. To be more
precise, it is determined by the degrees of agents. For instant, if the connected graph
of n agents forms a circle where the degree of each agent is 2, then d = 2(n − 1).
Notice that for a path of length k, i0, i1, · · · , ik, d is only affected by the degrees of
the first k agents. Since d is developed for the worst case, the resulting upper bound
T¯ might be conservative. Fortunately, we can still reduce T¯ by setting a large c.
Remark 2.4.2. Notice that the bound on T ∗, which is T¯ , is also affected by σmax(L†).
Since L† is the pseudo-inverse of L, we have σmax(L†) = 1λ2(L) , where λ2(L) is the
smallest positive eigenvalue of L. It is well known that λ2(L) determines the connec-
tivity of the graph. By the definition of T¯ in equation (2.26), strong connectivity will
result in large λ2(L) and therefore small σmax(L†) that helps to reduce T¯ . Meanwhile,
it will lead to large d that may cause large T¯ . This is different from the case of uncon-
strained consensus, where strong connectivity implies fast convergence. The relation
between connectivity and T¯ will be an interesting research topic to be investigated in
the future.
2.5 Feasibility
This section discusses feasibility of the simultaneous arrival problem: given a set of
initial conditions, is simultaneous arrival achievable under the proposed consensus
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protocol? Although Proposition 2.4.3 shows the convergence time, the result is based
on the assumption of equation (2.11). The question that follows naturally is whether
this assumption holds given the initial conditions. Obviously, we never expect the
assumption being violated before ε-consensus is reached. Meanwhile, it is unexpected
that any agent arrives before ε-consensus is achieved. Therefore, the entering time
T ∗ must be smaller than (i) the time when equation (2.11) is violated; and (ii) the
time when the first agent arrives at its destination.
We first study the time interval when equation (2.11) holds, starting from the
bounds on li(t). By equation (2.1), we know that −vmaxi ≤ l˙i ≤ −vmini . Therefore, we
have
li(0)− vmaxi t ≤ li(t) ≤ li(0)− vmini t
which indicates
li(0)− vmaxi t
vi
≤ li(t)
vi
≤ li(0)− v
min
i t
vi
li(0)− vmaxi t
v¯i
≤ li(t)
v¯i
≤ li(0)− v
min
i t
v¯i
With these bounds, the feasible set of the time-to-arrival
[
li(t)
vmaxi
, li(t)
vmini
]
satisfies
[
li(0)− vmini t
v¯i
,
li(0)− vmaxi t
vi
]
⊆
[
li(t)
v¯i
,
li(t)
vi
]
⊆
[
li(0)− vmaxi t
v¯i
,
li(0)− vmini t
vi
]
. (2.27)
Obviously, if ∩ni=1
[
li(0)−vmini t
v¯i
,
li(0)−vmaxi t
vi
]
6= ∅, then ∩ni=1
[
li(t)
v¯i
, li(t)
vi
]
6= ∅.
Lemma 2.5.1. If
max
i∈N
li(0)− vmini t
v¯i
≤ min
i∈N
li(0)− vmaxi t
vi
, (2.28)
then ∩ni=1
[
li(0)−vmini t
v¯i
,
li(0)−vmaxi t
vi
]
6= ∅.
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Proof: The proof is straightforward. If the maximum of the lower bounds of
the sets is greater than the minimum of the upper bounds, then the intersection of
these sets is non-empty. 
To enforce inequality (3.17) holds at least over a short period, we need the condi-
tion that
max
i∈N
li(0)
v¯i
< min
i∈N
li(0)
vi
. (2.29)
This condition guarantees that inequality (3.17) holds when t = 0. Let T∩ denote the
time when inequality (3.17) is violated for the first time, i.e.
T∩ , max
{
s ∈ R+
∣∣∣∣∣ maxi∈N li(0)− v
min
i t
v¯i
≤ min
i∈N
li(0)− vmaxi t
vi
, ∀t ∈ [0, s]
}
.
Notice that when T ∗ < T∩, consensus on the ETA is achieved before the intersection
of the ETA feasible sets becomes empty.
Another important point is that consensus is expected before any agent arrives
at its destination (li(t) = 0). Obviously, the objective can be achieved if T ∗ <
mini∈N li(0)vmaxi , where
li(0)
vmaxi
is the shortest time for agent i to arrive at the destina-
tion. According to these observations, we summarize the main result in the following
theorem:
Theorem 2.5.2. Consider the system defined by equations (2.1)–(2.6) with a con-
nected communication graph. Assume that inequality (2.29) holds and the positive
constant c is chosen such that T¯ < Tm, where T¯ is defined in equation (2.26) and
Tm = min
{
mini∈N li(0)vmaxi , T∩
}
. Then simultaneous arrival can be achieved, i.e. the
ETA τi(t) will converge into the set Φ defined in equation (2.17) before any agent’s
arrival.
Proof: By the definition of Tm, we know that inequality (3.17) holds for any
t ∈ [0, Tm] and therefore for any t ∈ [0, T¯ ] since T¯ < Tm. Therefore, by Lemma 2.5.1,
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∩ni=1
[
li(0)−vmini t
v¯i
,
li(0)−vmaxi t
vi
]
6= ∅ holds over [0, T¯ ], which implies ∩ni=1
[
li(t)
v¯i
, li(t)
vi
]
6= ∅ by
equation (2.27). By Proposition 2.4.3, τi(t) goes into the set Φ at T ∗ which is less
than T¯ . Notice that the definition of Tm ensures that li(0) ≥ 0 for all t ∈ [0, Tm].
Since T ∗ ≤ T¯ < Tm, we can conclude that consensus on the ETA can be achieved
before any agent’s arrival. 
Remark 2.5.1. By the definition of T¯ in equation (2.26), it can be arbitrarily small
by enlarging c. Thus, the condition T¯ < Tm can always be satisfied. The most
critical condition for feasibility is then inequality (2.29). Notice that if  → 0 in
equation (2.10), we have v¯i → vmaxi and vi → vmini . Therefore, inequality (2.29)
actually places the requirement on the initial condition, in terms of the length of the
paths, and the maxmimal/minimum velocity. Basically, Theorem 2.5.2 says that if
the initial condition satisfies inequality (2.29), simultaneous arrival can always be
achieved under our consensus protocol with c large enough.
2.6 Simulation
This section presents the simulation results. We first consider the system with 4
agents, where the lengths of the paths are
l(0) = {6, 8, 5, 9}.
The velocity of each agent satisfies
v1 ∈ [1, 5], v2 ∈ [2, 8],
v3 ∈ [1, 5], v4 ∈ [2, 7].
We choose  = 0.01. Then v¯i and vi are computed as follows:
v1 = 1.0099, v2 = 2.0149, v3 = 1.0099, v4 = 2.0124,
v¯1 = 4.9901, v¯2 = 7.9851, v¯3 = 4.9901, v¯4 = 6.9876.
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Equation (2.29) can be verified as:
max
i∈N
li(0)
v¯i
= 1.2880 < 3.9704 = min
i∈N
li(0)
vi
.
The communication graph is simply a chain, where agent i can communicate with
agent i − 1 and i + 1 except that agent 1 and N only talk to agent 2 and N − 1,
respectively. We set ε = 0.1, c = 40, and vi(0) = v¯i, the following parameters can be
computed:
d = 4, Λmax(L†) = 1.7071, T¯ = 0.5434,
T∩ = 0.7290, min
i∈N
li(0)
vmaxi
= 1,
which verifies the condition
T¯ < Tm = min
{
min
i∈N
li(0)
vmaxi
, T∩
}
.
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Figure 2.1: The history of the velocity with c = 40
The simulation results are presented in Figure 2.1–3.6. Figure 2.1 shows that
history of the velocity of each individual agent, which eventually converges to a
constant. Notice that the velocity of agent 4 reaches its maximum from v¯4 since its
path is the longest. Figure 2.2 plots the history of the ETA. It can be seen that the
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Figure 2.2: The history of the ETA with c = 40
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Figure 2.3: The history of the remaining paths with c = 40
ETA converges after t = 0.6, which is close to the derived bound on T ∗ (T¯ = 0.5434)1.
The same observation can also be found in Figure 2.1. Figure 3.6 shows the history
of the remaining path. We can see that eventually agents complete their trips at the
same time.
When the parameter c is changed to be 1, simultaneous arrival cannot be achieved
any more from Figure 3.7–2.6. From Figure 2.6, we can find that when agent 2 first
arrives, agent 1 and 3 are relatively close to their destinations, but agent 4 still has a
1Of course, T¯ heavily depends on the size of the ultimate set determined by ε. If we reduce ε,
T¯ will be larger.
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long distance to travel. Therefore, from Figure 3.7, we can see that agent 2 reduces
its velocity to wait for others. So does agent 3 with a smaller decreasing rate. Agent 4
already reaches the maximum of its velocity, trying to catch up with others. In this
case, the convergence rate of the consensus is not fast enough and arrival happens
earlier than consensus is reached.
The third simulation considers time-varying constrains on the velocity. The dis-
turbances are added to affect the velocity constraints as follows:
v1 ∈ [1 + w1(t), 5 + w¯1(t)], v2 ∈ [2 + w2(t), 8 + w¯2(t)],
v3 ∈ [1 + w3(t), 5 + w¯3(t)], v4 ∈ [2 + w4(t), 7 + w¯4(t)],
where wi(t) and w¯i(t) are randomly generated satisfying uniform distributed over
[−0.3, 0.3]. The parameter c is set back to 40. Figure2.7–Figure 2.9 shows the sim-
ulation results. We can find in Figure 2.8 and 2.9 that simultaneous arrival can still
be achieved. However, in Figure 2.7, there is a small oscillation in the velocity of
agent 4 at the beginning, because at that time the velocity is close to its upper limit
and tends to increase while the maximum velocity happens to be reduced by the dis-
turbance. The velocity of other agents are away from the boundary. So they are not
affected by disturbances. Another observation is that although consensus is reached,
the velocity converges to a different equilibrium, compared with the first simulation.
2.7 Summary
In this work, the simultaneous arrival problem is formulated as a continuous-time
consensus problem with velocity constraints. To deal with such constraints, we in-
troduce the projection-based operator to smooth the saturation effect. With this
operator, we presented a continuous-time consensus algorithm, of which, we show the
convergence and derive the convergence rate. By applying these results in the simul-
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Figure 2.4: The history of the velocity with c = 1
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Figure 2.5: The history of the ETA with c = 1
taneous arrival problem, we obtain a sufficient condition on the problem feasibility
as shown in equation (2.29).
There are still many open problems to be solved. For instance, when deriving
the convergence time, we consider ε-consensus, which means that as long as |τi(t)−
τj(t)| ≤ ε, we claim that consensus on the ETA is reached. An alternative is to
consider finite-time consensus, where the exact consensus will be achieved [53]. Also,
the convergence rate might be conservative since it considers the worst-case over the
entire running time. A less conservative convergence rate is expected in the future
work.
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Figure 2.6: The history of the remaining paths with c = 1
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Figure 2.7: The history of the velocity with disturbances
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Figure 2.8: The history of the ETA with disturbances
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Figure 2.9: The history of the remaining paths with disturbances
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Chapter 3
Projection-Based Consensus for
Continuous-Time Multi-Agent Systems with
State Constraints
Since the simultaneous arrival problem is only need to consider the state change
on one dimension, we should consider the situation which the state could be with
multiple dimension. Here, we will analyze the projection-based consensus algorithm
on multi-dimensions. Compare with the consensus protocol in [39] is in discrete-
time, we present a nonlinear projection-based consensus protocol for agents with the
dynamics in continuous-time. In our algorithm, agents in the network only have
to exchange the information of the state which need to reach the consensus, the
projection operator will steer the state of each agent back into the constraint set
whenever it is about to flee way from the constraint set boundary. In our work, we
show that since the communication graph is connected and the intersection of each
agent’s constraint is not empty, the global consensus will eventually be reached in the
intersection. Compare with some previous works, this method have the more relaxed
assumption on the pre-required condition, where only one information is demanded.
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3.1 Problem Formulation
Consider a multi-agent system with N agents. The dynamics of agent i are given as:
x˙i(t) = ui (3.1a)
xi(t0) = xi0 (3.1b)
where x : R→ Rn is the system state, u : R→ Rn is the control input, and xi0 ∈ Rn
is the initial state of agent i. The state xi(t) at time t ≥ t0 is required to stay inside
the constrained set Xi ⊆ Rn, i.e., xi(t) ∈ Xi for any t ≥ t0. At time t, agent i receives
the state information from its neighboring agents in the set Ni, where Ni ⊆ V . The
control input ui is computed based on the received information. We assume that the
communication graph is undirected and connected.
Three assumptions are made on the constrained set Xi and the initial state xi0:
Assumption 1. The constrained set Xi is convex and can be represented by a first-
order differentiable convex function gi : Rn → R:
Xi = {xi ∈ Rn | gi(xi) ≤ 1} (3.2)
Assumption 2. The intersection of the constrained sets is non-empty, i.e. X =
∩Ni=1Xi 6= ∅;
Assumption 3. The initial state is inside Xi, i.e., xi0 ∈ Xi.
Remark 3.1.1. For a general convex set Xi whose boundary is not smooth, we can
always find a smooth function gi(xi) such that Xˆi = {xi ∈ Rn | gi(xi) ≤ 1} stays
inside Xi. The function gi(xi) can be selected in a way that the set Xˆi is as close
to Xi as possible. Accordingly, the assumption of non-empty intersection becomes
∩Ni=1Xˆi 6= ∅.
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With these assumptions, the objective is to develop consensus algorithms for the
agents, based on the information from their neighbors, so that they can reach an
agreement on the state subject to the state constraints, i.e.,
lim
t→∞ ‖xi(t)− xj(t)‖ = 0, ∀ i, j ∈ V
xi(t) ∈ Xi, ∀t ≥ t0.
3.2 Projection-Based Consensus Algorithm
This section introduces the projection-based consensus protocol. The projection op-
erator helps reduce the velocity of the state movements along the direction pointing
out of the constraint set in certain situations. To be more specific, once the state
of an agent enters a pre-defined area (that is in the inner side of boundary circle)
and has the tendency to move outside of the constrained set, the projection operator
will function on top of the conventional consensus algorithm in order to push the
state back into the constrained set. With this projection-based consensus protocol,
the state that tends to move outside may eventually stay on the boundary of the
constraint set Xi while the velocity pointing outside Xi will be reduced to zero.
To design the projection-based consensus protocol, we first introduce the tradi-
tional consensus protocol:
ui =
∑
j∈Ni
aij(xj − xi) , zi (3.3)
where aij = [A]ij and A is the adjacency matrix of the graph. Given an undirected
graph, it is well known that this protocol globally asymptotically solves the average-
consensus problem if and only if the graph is connected [24].
Based on this protocol, we introduce the projection-based consensus as follows:
ui = ProjXi (xi, zi) , (3.4)
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where the projection-based operator ProjXi : Rn × Rn → R is defined as follows
ProjXi(xi, zi)
=

zi if fi(xi) ≤ 0
zi if fi(xi) > 0 and ∇fi(xi)zi ≤ 0
(I− fi(xi)Hi) zi if fi(xi) > 0 and ∇fi(xi)zi > 0
. (3.5)
The function fi : Rn → R in the equation above is defined by
fi(xi) =
gi(xi)− i
1− i (3.6)
with an arbitrarily chosen constant i ∈ (infxi∈Xi gi(xi), 1) that can be determined by
agents individually. The function Hi : Rn → Rn×n is defined by
Hi(xi) =
∇fi(xi)>∇fi(xi)
‖∇fi(xi)‖2 . (3.7)
Given gi(xi) ≤ 1 for any xi ∈ Xi, fi(xi) ≤ 1 holds. In fact, the function fi
partitions the set Xi into two subsets
X i = {xi ∈ Rn | fi(xi) ≤ 0} (3.8)
X¯i = {xi ∈ Rn | 0 < fi(xi) ≤ 1}. (3.9)
When xi ∈ X i, the control adopts the traditional consensus law in (3.3). If xi ∈ X¯i,
we need to check the change of fi(xi) with respect to the time. If f˙i = ∇fi(xi)x˙i =
∇fi(xi)zi is less than 0 which means fi(xi) is decreasing, the traditional consensus
law will still be used. Only when xi ∈ X¯i and f˙ > 0 which means that the state is
moving towards outside of the set, the projection operator will modify the traditional
consensus law. This idea is illustrated in Figure 3.1.
By changing i, one can adjust the size of X¯i. If choosing i close to 1, X¯i can be
arbitrarily close to ∂Xi and the traditional consensus law can be kept to the maximum
extent. The cost is the smoothness of the state trajectories. The smaller i is, the
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Figure 3.1: The trajectories generated before and after projection
smaller X i is, which implies that the projection operator will function even when the
state is still far away from the boundary.
The projection operator often appears in adaptive control [44, 51]. It is used
to keep the estimate of the uncertainty staying inside a pre-specified set with the
guarantee of differentiability. In our case we use it to enforce the state constraints as
stated in the following lemma 3.2.1.
Lemma 3.2.1. Given the projection-based consensus law (3.4) with xi0 ∈ Xi, xi(t) ∈
Xi holds for any t ≥ t0.
Proof. The proof is similar to the proof of Theorem 4.4.1 in [51] and therefore omitted.
3.3 Convergence Analysis
In this section the convergence of the proposed consensus algorithm is analyzed. The
dynamics of the system of agents V (x) = 12x
>L⊗x where L⊗ = L⊗In, L is the
Laplacian of the communication graph, and ⊗ means the Kronecker product. The
time derivative of V is
V˙ = x>L⊗x˙ = −
N∑
i=1
z>i x˙i.
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Let St ⊆ V be the set of agents satisfying fi(xi(t)) > 0 and ∇fi(xi(t))zi(t) > 0 at
time t, i.e.,
St = {i ∈ V | fi(xi(t)) > 0 and ∇fi(xi(t))zi(t) > 0}.
Then
V˙ = −∑
i∈St
z>i (I− fi(xi)Hi(xi)) zi −
∑
i∈V/St
z>i zi (3.10)
The z>i zi in the inequality above is always positive.
However, the sign of z>i (I− fi(xi)Hi(xi)) zi is not clear yet. Therefore, we introduce
the lemma 3.3.1.
Lemma 3.3.1. Given any xi ∈ Xi, the matrix I − Hi(xi) is positive semi-definite
and for any y ∈ Rn
y>(I−Hi(xi))y = 0
⇔ [∇fi(xi)]p [y]q = [∇fi(xi)]q [y]p, ∀p, q ∈ V .
Proof. Recall that Hi(xi) = ∇fi(xi)
>∇fi(xi)
‖∇fi(xi)‖2 . Since only considering a specific i in the
proof, we will drop the index i in the following discussion if it is clear in context to
simplify the notations. Let bj = [∇fi(xi)]j for j = 1, · · · , n. Then
I−Hi(xi) = I−

(b1)2 b1b2 · · · b1bn
b2b1 (b2)2 · · · b2bn
... ... . . . ...
bnb1 bnb2 · · · (bn)2

∑
j∈V b2j
=

∑n
j=2 b
2
j −b1b2 · · · −b1bn
−b2b1 ∑j∈V,j 6=2 b2j · · · −b2bn
... ... . . . ...
−bnb1 −bnb2 · · · ∑j∈V,j 6=n b2j

∑
j∈V b2j
.
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For any y ∈ Rn, one can easily verify that
y>(I−Hi(xi))y =
∑
p, q∈V, q 6=p(bp[y]q − bq[y]p)2∑
j∈V b2j
≥ 0,
which completes the proof.
Notice that the matrix
I− fi(xi)Hi(xi) = I−Hi(xi) + (1− fi(xi))Hi(xi)
will be at least positive semi-definite, since I −Hi(xi) and Hi(xi) are positive semi-
definite and fi(xi) ≤ 1 for any xi ∈ Xi. In fact, when xi is an interior point of Xi
(which means fi(xi) < 1), I − fi(xi)Hi(xi) will be positive definite. Therefore, by
LaSalle’s invariance principle, the set of accumulation points is contained in the set
Ω =
x∗
∣∣∣∣∣∣
∑
i∈S∗
z∗i
> (I− fi(x∗i )H∗i ) z∗i +
∑
i∈V/S∗
z∗i
>z∗i = 0
 (3.11)
where
z∗i =
∑
j∈Ni
aij(x∗j − x∗i ) (3.12)
S∗ = {i ∈ V | fi(x∗i ) > 0 and ∇fi(x∗i )z∗i > 0}. (3.13)
Obviously, the element in Ω must satisfy one of the following cases since:
z∗i
> (I− fi(x∗i )H∗i ) z∗i is nonnegative; for any i ∈ V ,
(I) z∗i = 0, or
(II) z∗i 6= 0 and (z∗i )> (I− fi(x∗i )H∗i ) z∗i = 0 where
H∗i =
∇fi(x∗i )>∇fi(x∗i )
‖∇fi(x∗i )‖2
. (3.14)
If the first case, z∗i = 0, holds for all i ∈ V , consensus is reached. In the following
discussion, we will show that the second case will not appear, i.e., S∗ is empty, given
the observation that i ∈ S∗ for any i ∈ V satisfying the second case. First of all, we
introduce two lemmas.
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Lemma 3.3.2. Under Assumptions 1–3, if x∗i ∈ X for all i ∈ V, then z∗i = 0 holds
for all i ∈ V.
Proof. The statement is proven by contradiction. Suppose that there exists k ∈ V
such that z∗k 6= 0. Then
z∗k =
∑
j∈Nk
ajk(x∗j − x∗k) 6= 0,
which means
dk =
−z∗k∑
j∈Nk ajk
= x∗k −
1∑
j∈Nk ajk
∑
j∈Nk
ajkx
∗
j 6= 0.
Since Xi is convex for all i ∈ V , the intersection X is also convex. So
1∑
j∈Nk
ajk
∑
j∈Nk ajkx
∗
j ∈ X ⊆ Xk because x∗j ∈ X for all j ∈ Nk. Consequently, dk
provides a feasible direction at x∗k for Xk, which implies that either (i) x∗k is an interior
point of Xk, or (ii) x∗k is on the boundary of Xk and pointing inside Xk.
Case (i) means fk(x∗k) < 1 and therefore I − fi(x∗k)H∗k is positive definite. So, to
stay inside Ω, z∗k = 0 must hold. For case (ii), we have fk(x∗k) = 1 and ∇fk(x∗k)z∗k < 0
(since dk is a feasible direction), which implies k 6∈ S∗. Again, z∗k = 0 must hold for x∗
to stay in Ω. Overall, z∗k = 0 in either case which is contradicted with the assumption
of z∗k 6= 0. Thus, z∗i = 0 for all i ∈ V .
Remark 3.3.1. Lemma 3.3.2 implies that if all agents enter the intersection X, the
local constraints will not be activated and global consensus will be achieved.
Lemma 3.3.3. S∗ = ∅ under Assumptions 1–3.
Proof. We prove the statement using the contradiction method. Suppose that the
statement is not true, i.e., S∗ 6= ∅.
By previous Assumptions, X = ∩i∈VXi 6= ∅. Let
dmax = max
i∈V
dist(x∗i , X). (3.15)
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Notice that S∗ 6= ∅ means the existence of k ∈ S∗ and z∗k 6= 0. By the contrapositive
of Lemma 3.3.2, z∗k 6= 0 implies the existence of i ∈ V such that x∗i 6∈ X. Therefore,
dmax > 0. There are two possible cases:
• There exists i0 ∈ V such that zi0 = 0 and dist(x∗i0 , X) = dmax;
• For all i ∈ V satisfying dist(x∗i , X) = dmax, zi 6= 0 holds.
We will discuss these cases individually.
Case I. There exists imax ∈ V such that zimax = 0 and dist(x∗imax , X) = dmax. Let
x¯ ∈ X be the projection of x∗imax on X. So
‖x∗imax − x¯‖ = maxi∈V dist(x
∗
i , X) = dmax.
Let C = (x∗imax − x¯)>. We can construct a hyperplane P across x∗imax
P = {y ∈ Rn | Cy = Cx∗imax}.
Notice that P ∩X = ∅ (because x∗imax 6∈ X and X is convex) and the hyperplane P
is parallel to the tangent plane to X at x¯ which is {y ∈ Rn | Cy = Cx¯}. By the
definition of imax and the convexity of X, all x∗j must be at one side of the hyperplane
P that satisfies
C(x∗j − x∗imax) ≤ 0, ∀j ∈ V . (3.16)
Since S∗ 6= ∅, there must exist k ∈ S∗ which implies z∗k 6= 0. Notice that z∗k 6= 0
means that consensus is not achieved. Therefore, there exists a node i1 ∈ V such that
x∗i1 6= x∗imax . Given the convexity of X, we know that for any x ∈ P ,
dist(x,X) ≥ dist(x∗imax , X), and
dist(x,X) = dist(x∗imax , X) if and only if x = x
∗
imax .
Since x∗i1 6= x∗imax and dist(x∗i1 , X) ≤ dist(x∗imax , X) by the definition of imax, we have
x∗i1 6∈ P and
C(x∗i1 − x∗imax) < 0.
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Because the graph is connected, the existence of i1 implies that there must exist
i2 ∈ V such that
C(x∗i2 − x∗imax) < 0, (x∗i2 does not belong to P ) (3.17)
i2 ∈ Nimax . (i2 is imax’s neighbor) (3.18)
Given z∗imax =
∑
j∈Nimax aimaxj(x
∗
j−x∗imax) = 0, we have
∑
j∈Nimax aimaxjC(x
∗
j−x∗imax) = 0.
Combining this equation with (3.17) with the fact that aimaxj > 0 for any j ∈ Nimax ,
there must exist i3 ∈ Nimax such that
C(x∗i3 − x∗imax) > 0
which is contradicted with inequality (3.16). Therefore, Case I does not hold. An
intuitive illustration of Case I can be found in Figure 5.1.
Figure 3.2: Case I
Case II. For any i ∈ V satisfying dist(x∗i , X) = dmax, z∗i 6= 0 holds. Let imax ∈ V be
the node that satisfies
z∗imax 6= 0,
dist(x∗imax , X) = dmax.
Since z∗imax 6= 0, imax must be in S∗ to ensure x∗ ∈ Ω, i.e.,
fimax(x∗imax) > 0 and (3.19)
∇fimax(x∗imax)z∗imax > 0. (3.20)
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Since imax ∈ S∗, let us take a look at the properties of those nodes in S∗. By the
definition of Ω, if x∗ ∈ Ω, then
∑
i∈S∗
(z∗i )> (I− fi(x∗i )H∗i ) z∗i +
∑
i∈V/S∗
(z∗i )>z∗i = 0.
It means that for any i ∈ S∗
(z∗i )> (I− fi(x∗i )H∗i ) z∗i = 0,
which implies
(z∗i )> (I− fi(x∗i )H∗i ) z∗i
= fi(x∗i )(z∗i )> (I−H∗i ) z∗i + (1− fi(x∗i ))(z∗i )>z∗i = 0.
Notice that fi(x∗i ) > 0 holds for any i ∈ S∗ and fi(x∗i ) ≤ 1 holds since x∗i ∈
Xi ∪ ∂Xi. Given fi(x∗i ) ∈ (0, 1], the equation above implies
(z∗i )> (I−H∗i ) z∗i = 0 (3.21)
1− fi(x∗i ) = 0. (3.22)
By Lemma 3.3.1, equation (3.21) implies that for any i ∈ S∗,
[∇fi(x∗i )]p [z∗i ]q = [∇fi(x∗i )]q [z∗i ]p , ∀p, q ∈ V . (3.23)
Equation (3.22) implies that x∗i ∈ ∂Xi. We will use these two conditions later.
Similar to Case I, we can construct the hyperplane Pˆ across x∗imax as
Pˆ = {y ∈ Rn | Cˆy = Cˆx∗imax}
where Cˆ = (x∗imax − xˆ)> and xˆ ∈ X be the projection of x∗imax on X.
By the definition of imax and the convexity of X, all x∗j must be at one side of the
hyperplane Pˆ that satisfies
Cˆ(x∗j − x∗imax) ≤ 0, ∀j ∈ V
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and therefore
Cˆ
∑
j∈Nimax
aimaxj(x∗j − x∗imax) = Cˆz∗imax ≤ 0 (3.24)
must hold.
Because x∗imax ∈ Ximax and xˆ ∈ X ⊆ Ximax , xˆ− x∗imax provides a feasible direction
pointing inside Ximax at x∗imax . Since ∇fimax(x∗imax) is normal to the tangent plane to
Ximax at x∗imax and points outside of Ximax , we know
∇fimax(x∗imax)(xˆ− x∗imax) < 0.
Combining this inequality and inequality (3.20) yields
(xˆ− x∗imax)>∇fimax(x∗imax)>∇fimax(x∗imax)z∗imax < 0.
Rewriting the left term of the inequality above,
(xˆ− x∗imax)>∇fimax(x∗imax)>∇fimax(x∗imax)z∗imax
=
n∑
i,j=1
{[
xˆ− x∗imax)
]
i
[
∇fimax(x∗imax)
]
i
[
∇fimax(x∗imax)
]
j
·
[
z∗imax
]
j
}
=
n∑
i,j=1
[
xˆ− x∗imax)
]
i
([
∇fimax(x∗imax)
]
j
)2 [
z∗imax
]
i
=
n∑
j=1
([
∇fimax(x∗imax)
]
j
)2 n∑
i=1
[
xˆ− x∗imax
]
i
[
z∗imax
]
i
=
n∑
j=1
([
∇fimax(x∗imax)
]
j
)2
(xˆ− x∗imax)>z∗imax < 0
where the second equality comes from equation (3.23). It means
(xˆ− x∗imax)>z∗imax = −Cˆz∗imax < 0,
which is contracted with inequality (3.24). Therefore, Case II does not hold. An
intuitive explanation of Case II can be found in Figure 3.3.
Overall, we can conclude that S∗ = ∅.
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Figure 3.3: Case II
Lemma 3.3.3 indicates that the invariant set Ω only contain x∗ such that z∗i = 0
for any i ∈ V . With this result, we are able to present the main theorem as follows:
Theorem 3.3.4. If Assumptions 1-3 hold, the system (3.1) will reach global consensus
under the projection-based control law defined by equation (3.4).
Proof. By Lemma 3.3.1, we know that I−Hi(xi) is positive semi-definite. SinceHi(xi)
is positive semi-definite and the projection-based control law guarantees fi(xi) ≤ 1,
I − fi(xi)Hi is also positive semi-definite. Therefore, V˙ is negative semi-definite ac-
cording to inequality (3.10). By LaSalle’s invariant principle, the states will converge
to points in the invariant set Ω.
By Lemma 3.3.3, S∗ = ∅. It means that the invariant set Ω in (3.11) can be
simplified as Ω = {x∗ | z∗i = 0, ∀i ∈ V}. Since the graph is connected, z∗i = 0 for all
i ∈ V implies global consensus.
3.4 Simulations
This section presents the simulation results on a 2D multi-agent system with 4 agents.
Each agent is represented as a single integrator:
x˙i(t) = ui(t)
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where xi : R→ R2. Let xi = [xi1, xi2]>. The functions gi(xi), i = 1, 2, 3, 4 are defined
by
g1(x1) = 2(x11 + 0.5)2 + (x12 − 7)2 − d1
g2(x2) = 9(x21 − 1)2 + 4(x22 − 7)2 − 2(x21 − 1)(x22 − 7)− d2
g3(x3) = 10(x31 + 0.5)2 + 3(x32 − 3.5)2
+ 3(x31 + 0.5)(x32 − 3.5)− d3
g4(x4) = 3(x41 − 1.5)2 + (x42 − 4)4 − (x41 − 1.5)(x42 − 4)− d4
where d = (8, 25, 30, 10)>. The state constraint sets are defined by equation (3.2). It
can be verified that the intersection of the sets is non-empty.
Figure 3.4: The communication topology of 4 agents
With gi and  = (0.5, 0.5, 0.5, 0.5)>, we can compute the function fi(xi) for the
projection operator based on equation (3.6). The initial state for agent i is arbitrarily
chosen as long as it stays in Xi. The communication topology is given in Figure 3.4
with the adjacent matrix
A =

0 1.9143 0 0.2838
1.9143 0 0.9708 0
0 0.9708 0 1.6006
0.2838 0 1.6006 0

.
Figure 3.5 plots in 2D space the trajectory of each agent as well as the initial posi-
tion (cross) and the final position (circle). It is clear that global consensus is achieved
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at the boundary of the intersection set. We also plot the final position (square) of the
agents under the unconstrained consensus algorithm. Clearly, the unconstrained con-
sensus will arrive at a point that is not acceptable to agent 1 (blue) and agent 3 (red).
Another observation is that when agent 1 and agent 3 are very close to their bound-
aries, the state moves along the boundaries instead of moving outside of the constraint
sets.
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Figure 3.5: The state trajectories in 2D space with i = 0.5
In the next simulation the constants  is changed to be (−30,−40,−50,−20)>. In
this case, the inner set X i in (3.8) becomes smaller than that in the first simulation.
It means that the projection operator will start to work earlier. Figure 3.6 plots the
state trajectories. Again, consensus is achieved, but at a different point inside the
intersection set. Also, we can see that the states are driven away from the boundaries
because the projection operator functions even when the states are still far from the
boundaries.
In the third simulation, we reduce the size of the constrained sets by setting
d = (1, 5, 6, 3)>. By doing so, the intersection of the constrained sets become empty.
With i = 0.5, the simulation result is plotted in Figure 3.7. Notice that all of the
agents move to their boundaries. An interesting observation is that no matter how
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Figure 3.6: The state trajectories with  = (−30,−40,−50,−20)>
we change , states converge to the same equilibrium, although the trajectories in
transience are different, as shown in Figure 3.8. This is different from the case with
non-empty intersection set where the equilibrium may change given different values
of .
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Figure 3.7: The state trajectories in 2D space with the intersection set being empty
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Figure 3.8: The state trajectories in 2D space with empty intersection set and  =
(−30,−40,−50,−20)>
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Chapter 4
Quadrotor Based Simultanous Arrival Task
Simulation
In recent years, the usage of quadrotors has become more popular, and the quality
of the quadrotor products have become more reliable. In the near future, there will
be huge potential for the use of quadrotors to be used in numerous areas of our daily
lives. In order to that what quadrotors could be used for, they have been designed
in many different styles. For example, with different frame sizes, they are divided
in categories as micro, mini, medium and large ones. In addition, the parameters of
quadrotor, such as weight, battery life and motor type make the abilities of different
quadrotors significantly distinct. Different types of quadrotors will be able to work
together in a group. Despite having different physica dynamic limits and physical
difference, such as the flying speed range, air resistance and load capability and etc,
quadrotors are becoming more applicable for the future cooperation use. It will be
good carriers for the constraint consensus algorithm to be applied on it in order for
it to reach the simultaneous arrival tasks.And can then task one will be applied on
either reaching different destination for different quadrotor or on task two for the
quadrotors in the system to reach in the same destination. A quadrotor is an aerial
vehicle that takes off vertically and land vertically. A lot of tasks are looking for
quadrotors to reach in a same point to have a relay on the delivery, where same point
normally mean the same X-Y position in horizontal plane but in different altitude
to avoid the collision. To apply this kind of simulation on simultanous arrival task,
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the consensus only needs to be applied while moving on X-axis and Y-axis. The
movement of quadrotors in the X-Y plane is controlled by the controller which is
usually the PID (proportional-integral-derivative) controller. In the simulation, the
quadrotor was designed and simplified based on the model in [54], which has two
independent controllers to control the flying trajectory on both X-axis and Y-axis.
The quadrotor model which is used for the simultaneous arrival task is intro-
duced in the following section starts with the introduction of the transformation by
mechanical principal and the basic model of the quadrotor.
4.1 Model of Quadrotor
Based on [55], the transformations of quadrotors in the simulation use the Kardan
Angles. Combine with a quadrotor structure the Kardan Angle is shown as in Figure
4.1.
Figure 4.1: Structure of Quadrotor
The transformation by using Kardan Angles is commonly used in aerospace areas,
and is basically based on three rotations about three different axis. For example, the
rotation of coordinate system with X0, Y0, Z0 rotate to coordinate system X1, Y1, Z1
is described by the transformation matrix C10 , which shown in the Figure 4.1.
The coordinate system rotates about the Y axis and moves with the angle θ. It
changes the positions of coordinates on the X axis and Z axis. In this transformation,
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Figure 4.2: coordinate system rotation 1 in Kardan Angles
the vector position x0 along axis X0 has been transformed to position x1 along axis
X1. The equation (4.1) describes this transformation movement.
~x1 = C10~x0 (4.1)
Where C10 is the transformation matrix, which transforms the vector in coordinate
system 0 to coordinate system 1, and we have the expression of this transformation
matrix as in (4.2)
C10 =

cosθ 0 sinθ
0 1 0
−sinθ 0 cosθ
 (4.2)
To understand the coordinate transformation, some notation is used to describe
the transformation process. We use ~vbib to denote as the velocity vector of the trans-
form process, where the upper index b denotes the coordinate system from where the
v will eventually be considered. The lower part ib means the coordinate system b is
moving towards to reference coordinate system i. Since the coordinate transformation
is bidirectional, it has the following properties:
~vbib = −~vbbi (4.3)
~vbib = ~vbin + ~vbnb (4.4)
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Based on the book [56], for any matrix Ωiib , [~ωiib×] in transformation, it also has
the similar properties
Ωiib = −Ωibi (4.5)
Ωiib = Ωiin + Ωinb (4.6)
Use the transformation matrix Cbi to describe the vectors transform from coordi-
nate system i to coordinate system b, the equations can be expressed as follow
~ωbib = Cbi ~ωiib (4.7)
Or by Ω matrix
~Ωbib = Cbi ~ΩiibCib (4.8)
Back to the quadrotor model, from Figure 4.1, the affect force F1, F2, F3, F4,
which are provided by the four motors, are the only kinetic energy on a quadrotor.
Each force generated by the rotor is positive and along the negative direction of Z
axis of the coordinate system of the body frame. b is to denote the coordinate system
of the quadrotor body frame, where the Zb axis is perpendicularly down away from
the plane of where the four arms on the body are. The g is used to denote the global
coordinate system where Zg axis points downward to the earth center and the four
forces all point upwards in the body frame coordinate system. m is the mass of the
quadrotor and the b coordinate system has to be consistent with the i coordinate
system. When F1 = F2 = F3 = F4 and
∑4
n=1 Fn > mg happens, the quadortor will
takeoff vertically along the negative directory of Z-axis. It is not difficult to follow
that once the four forces are not equal, the quadrotor will not move straightly along
the Z-axis, rather it will fly with either a rotation or in a tilt position, or both. The
quadrotor structure in Figure 4.1, shows the rotation of motor ω1 and rotation of
motor ω3, both in a counterclockwise direction and it is in the opposite direction with
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ω2 and ω4. As shown in Figure 4.3, once the inequality of the four force exist with
(ω1 +ω3) 6= (ω2 +ω4), the quadrotor will rotate in X-Y plane and the rotation moves
toward the same direction of the greater sum of angular velocities, which comes from
the pair of motors in the same arm line. In the simulation, since the rotation make the
body-frame coordinate system change constantly, it brings a high complex coordinate
transformation and position calculation in 3-D position maneuver. To simplify the
movement of quadrotor, the rotation should always be controlled as zero. This means
the sum of the arm forces from four motors in two orthogonal lines should always
be the same. To apply the consensus algorithm to reach simultaneous arrival task in
calculaton, we need to simplify the global quadrotor system model, the X-axis in the
global model is set equal to the line along motor 1 and 3, and Y-axis is along the line
on motor 2 and motor 4.
Figure 4.3: Quadrotor Rotation
To move in X-axis, the force between F1 and F3 must be different, then the
quadrotor will tilt and make the sum of upward force have component at X direction,
this force component makes quadrotor move along X-axis. Related to the Figure
4.2, once the quadrotor only moves along X0 axis, it has to change from position of
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coordinate system X0, Y0, Z0 to X1, Y1, Z1 with a certain tilt angle θ. Consider the
structure in Figure 4.1, it must follow the following three conditions: F1 + F3 =
F2 + F4; F2 = F4; F3 > F1.
Similarly, Figure 4.4 shows the coordinate system which the quadortor should
have to move along Y-axis. The conditions: F1 +F3 = F2 +F4, F2 > F4 and F1 = F3
should be followed, and the tilt angle around X-axis is ψ.
Figure 4.4: coordinate system rotation 2 in Kardan Angles
Once the quadrotor moves along Y-axis, it changes coordinate system around
X-axis to {X2, Y2, Z2}, we have transformation matrix as the follow:
C20 =

1 0 0
0 cosψ sinψ
0 −sinψ cosψ
 (4.9)
With the tilt of both θ and psi degrees and the force follows the condition F1+F3 =
F2 + F4, the quadrotor moves in X-Y plane without any rotation. Due to the zero
rotation condition, the angles around Z-axis is zero. The transformation coordination
caused rotation is shown as in Figure 4.5.
The transformation should be as follow:
C30 =

cosφ sinφ 0
−sinφ cosφ 0
0 0 1
 (4.10)
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Figure 4.5: coordinate system rotation 3 in Kardan Angles
Since the rotation is always be controlled as zero, so in the simulation, we have
C30 =

1 0 0
0 1 0
0 0 1
 (4.11)
The overall transform matrix Cbi to transform the global coordinate system
{X i, Y i, Zi} to quadrotor’s body fixed coordinate system {Xb, Y b, Cb} follows by the
equation
Cbi = C10C20C30 =

cosθsinψ 0 sinθ
sinψsinθ cosψ sinψcosθ
−cosψsinθ −sinψ cosψcosθ
 (4.12)
The acceleration of the quadrotor in a body-fixed coordinate is given as:
~˙vbib =
1
m

0
0
−F1 − F2 − F3 − F4
+ C
b
i

0
0
g
 (4.13)
The accelaration ~˙vbib,Zb which is the component on Zb-axis, and it is given by the
equation:
~˙vbib,Zb =
1
m
(−F1 − F2 − F3 − F4) +
3∑
n=1
Cbi (n, 3) ∗ g (4.14)
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So in the global coordinate system i, we can calculate the acceleration from ~˙vbib,Zb
and have quadrotor’s acceleration along X-axis in global coordinate system:
~˙viib,Xi = ~˙vbib,Zbcosψsinθ (4.15)
Similarly, the acceleration along Y-axis in global coordinate system:
~˙viib,Xi = ~˙vbib,Zbcosθsinψ (4.16)
The acceleration along Z-axis in global coordinate system:
~˙viib,Zi = ~˙vbib,Zbcosθcosψ (4.17)
which gives the force in global coordinate
F iib,Zi = m ∗ ~˙viib,Zi (4.18)
where F iib,Zi ≥ mg should always be constrained to maintain the flying before the
quadrotor arrives at the designed destination. The angles θ and ψ must have the
limits to maintain the flying position, this gives quadortors different constraints on
speed with different mass and different motors.
4.2 Algorithm Design
To achieve the simultaneous arrival task for a quadrotor group, the constraint consen-
sus algorithm is applied on speeds in both X-axis and Y-axis. In the simulation, the
algorithm is applied on a system with three quadrotors. The quadrotors are assigned
with three individual destinations, the task is for the three quadrotors is to reach
their own destination at the same time. As mentioned in the previous part, due to
different physical structures, such as mass and arm length, different quadrotor have
different maximum tilt angle and maximum speed limit. In the simulation, we give
three quadrotors the mass as m1,m2 and m3. The arm length is given in a same
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size and the maximum speed for each quadrotor along either X-axis and Y-axis is set
in a same value. The limits for three quadrotors are given as vmax1 , vmax2 and vmax3 ,
each quadrotor i can fly with speed from 0 to it’s maximum speed vmaxi . Before any
quadrotor reach it’s maximum speed, we set a projection region on its speed range.
For any quadrotor i, the range is set as [v¯i, vmaxi ], where v¯i is a speed value close to
maximum speed. Once the current speed vi enters into this range and it’s expected
speed vexpi , which is calculated from the traditional consensus algorithm, will still in-
crease towards the maximum speed vimax, the projection-based consensus algorithm
will take the place of the traditional consensus algorithm to recalculate the expected
speed vexpi .
When complete the task, we first need to estimate the remaining flying time,τ1, τ2, τ3
for three quadrotors. This Estimate Time to Arrival(ETA) τ is the input parameters
into the projection-based consensus algorithm. All three τ1, τ2, τ3 will be transfer into
the current speed v1, v2, v3 in the algorithm, and will be renewed as the expected ETA
τ exp1 , τ
exp
2 and τ exp3 after the algorithm. Since ETA τ describes in time, which can’t
be directly controlled by the quadrotor controller, we translate the τi to the related
expected speed vexpi for quadrotor i to fly with. This means after the algorithm cal-
culation process, each quadortor in the system will have a new reference speed to be
used to fly in it’s path.
Since the model we use in simulation is simplified and modified based on the model
in [54], the speed can only be manipulated by quadrotor’s two PID controllers in both
X-axis and Y-axis. And to adjust the speed, the proportional gain Kp in controller
is the best parameter to maneuver with. Since either to match the reference speed
or tune the PID, the system need response time to achieve it. This brings error with
the coming up ETA τ . Once the speed adjust by consensus program will not be very
accuracy, due to the system problem, the consensus algorithm needs to be applied in
real time to continuously adjust the flying speed for each quadrotor. Therefore, the
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philosophy of using consensus algorithm to achieve simultaneous arrival task need
the quadrotor continuously sent it’s ETA information into the algorithm and adjust
it’s speed all the way until it’s reach the destination. To have a better understanding
with the process to achieve the task a block diagram of system design is shown in
Figure 4.6. The flow chart of projection-based consensus is shown in Figure 4.7.
These Figures explains how the simultaneous arrival task been achieved under the
projection-based consensus algorithm.
Figure 4.6: Block Diagram of The System Design
On the system design level, the consensus algorithm plays the key role in all func-
tions. To be clear about how to calculate the expected speed for each quadortor, a
pseudo code based on projection-based consensus algorithm is described as in Algo-
rithm 1. The pseudo code only shows how the algorithm affect for a controller which
can be either in X-axis or Y-axis. To achieve the consensus in the plane, another code
with same function is needed to be applied on the controller in another axis. Since
the algorithm works for all the controllers on every quadrotors, the two independent
algorithm based functions can be combined as one program with the same inside logic
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Algorithm 1: Projection-based Consensus Algorithm for Simultaneous Ar-
rival Task for multi-Quadortor system
1 function SimulConsensus (τ1, τ2, τ3);
Input : The Estimated to Arrival time for three quadrotors τ1, τ2 and τ3
Output: Reference Speed for three quadrotors v1, v2 and v3
2 fi(vi) =
(vi− v
max
i
2 )
2−amaxi 2
amaxi
2 ;
3 amaxi =
vmaxi
2
√
1+ ,  is close to zero ;
4 For agent i; i = 1; i <= number of quadrotors ;
5 if current speed vi is not in the projection applying region
6 Or in this region but speed is moving to the center or its speed range then
7 return normal consensus algorithm result: ai;
8 ai = − cviτi
∑
j∈Ni(τj − τi);
9 the new reference speed for agent i: vi = ai ;
10 else
11 the speed is in projection region and is still changing to the limit
boundary ;
12 return constraint consensus algorithm result: aproji ;
13 aproji = ai(1− fi(vi));
14 the new reference speed for agent i: vi = aproji ;
15 end
16 i = i+ 1 ;
17 end
design.
4.3 Simulation Results
In the simulation, we have three quadrotors, quadrotor number 1 with mass m1,
quadrotor number 2 with mass m3 and quadrotor number 3 with m3. The mass of
three quadrotors are in ratio of 1.0 : 1.3 : 1.5. The destinations for all quadrotors
are given as three points. They are [10,10,10], [30,30,30] and [50,50,50] in X-Y-Z
coordinate. Each quadrotor has three PI controllers which make it moving in the
coordinate system. Each axis has one correspond controller to control the movement.
The proportional gains Kp in different controllers are designed different. Effected by
the different mass, the trajectory of different quadrotor should be different with other
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Figure 4.7: Flowchart of Projection-based Consensus Algorithm
quadrotors.
The Figure 4.8 shows quadrotor number 1 flies from origin to its destination
[10,10,10] by only using it’s PID controllers but without the consensus algorithm
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applied on it. Figure 4.9 shows quadrotor number 2 flies to its destination [30,30,30]
without consensus algorithm, and Figure 4.10 shows the approach of quadrotor
3 to reach the position of [50,50,50] without any consensus algorithm applied on
it. From these figures, we can see altitude, which is the value in Z-axis, is always
been reached in the first. The reason this happen is because the quadrotor model
is designed to reach the altitude first. The arrival time without consensus on the
system are marked with the red circle in the figures, and we can see the arrival time
for individual quadrotor to it’s individual destination, mainly in X-axis and Y-axis,
varies from time of 9 to time of 26.
Figure 4.8: Trajectory of Quadrotor 1 without Consensus Algorithm
At last, after applying projection-based consensus algorithm on the system, a com-
parison for quadrotor number 1,2 and 3 to reach their destinations simultaneously in
X-Y plane shows in Figure 4.11. From this Figure the destination has been arrived
for quadrotor number 1 with flying time changes from around 10 to 24; for quadrotor
number 2, flying time has been changed from 16 to 24; and for quadrotor number 3,
the time decreases from 26 to 24. These figures indicate that by applying our consen-
sus algorithm, quadrotors in a same system can change their flying plan without any
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Figure 4.9: Trajectory of Quadrotor 2 without Consensus Algorithm
Figure 4.10: Trajectory of Quadrotor 3 without Consensus Algorithm
change on the controllers of themselves. Compare with no consensus algorithm has
been applied quadrotors, quadrotor number 3 reaches its destination with a shorter
flying time with flying at its maximum speed . And quadrotors number 1 and num-
ber 2 reduce their speeds by receiving real-time references from consensus algorithm.
Eventually all quadrotors reach their goals at the same time. Simultaneously arrival
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task completed at time 24 for all three quadrotors in system.
Figure 4.11: Trajectories Comparisons for three Quadrotors in X-axis and Y-axis
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Chapter 5
Future Works
5.1 projection-based consensus for leader-follower multi-agent sys-
tem with state constraint
In many applications, the states of agents in a multi-agent system under the directed
network graph are not always in equal precedence; some of them could have higher
priorities which can lead the group’s movement in a system. These kinds of agents
don’t need to receive any information from their neighborhood when adjusting their
next behavior but just following their pre-decided plans. For the other agents, they
still have to reach the global consensus by computing the directed and weighted
information which spreads in their neighborhoods. This means they should follow the
leaders and achieve consensus by following and moving to reach. Here, we expand
our study to the case of one of agents in system is leading all the others; how the
projection-based consensus algorithm works in the context of this situation should
yield interesting results.
A leader-follower multi-agent system with N+1 agents, connected by a undirected
graph. We use x : R → Rn to represent the system state; the agent xN+1 leads all
other agents in system. We denote i ∈ {1, 2, ..., N} is the index set of the followers in
system and agent xi ∈ {x1, x2, ..., xN} is one of the followers which follow with agent
xN+1. The dynamics for the follower i,
x˙i(t) = ui (5.1)
67
and the initial state
xi(t0) = xi0 (5.2)
where, u : R → Rn is the control input, and xi0 ∈ Rn represents the initial
state of agent i. The same as non-leader follower system, the follower xi stays inside
the constraint set Xi ∈ Rn at any time t ≥ t0. The control input of agent i, ui is
calculated by the receiving information from its neighbor agents, where the neighbor
agents are in set Ni ⊆ V . For any agent i in the follower group, the initial state xi0
should be inside its constraint set Xi, and for all members in follower group have
their constraint sets with a intersection X = ∩Ni=1Xi where this intersection should
be a non-empty and differentiable convex set. The leader agent xi at any time t ≥ t0,
is represented as xN+1(t). The time t∗ denotes the time the follower group members
achieve the their global consensus.
Figure 5.1: Leader follower example
With this frame, the object is to analyze both the follower group consensus
achievement and the global consensus for the whole system with the projection-based
consensus algorithm. If any consensus is achieved, we focus on the states relationship
between the follower group and the leader agent xN+1, which equals to analyze:
mini∈(1,...,N) dis (xN+1(t∗), xi(t∗)) (5.3)
when the consensus for the follower group is achieved
xi(t∗)− xj(t∗) = 0, ∀i, j 6= N + 1, j ∈ Ni
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5.2 projection-based consensus for linear dynamic system with state
constraint
By going through the study of consensus with linear dynamics from [57, 58], the
consensus algorithm has been analyzed in different approaches for the linear dynamic
system, which is widely apparent in the world for the current control systems, for
example, the control in power system, the control protocol in factory manufacture
process and etc,. Since the limitations also exist on the states in these systems, the
constraint consensus applied on linear dynamic system is worthy to analyze.
A multi-agent system in a un-directed graph with N agents, for each agent i,
i ∈ (1, 2, ..., N), the system dynamic is denoted by
x˙i = Axi +Bui, (5.4)
yi = Cxi (5.5)
zi =
1
|Ni|
∑
j∈Ni
aij(xj − xi) (5.6)
where,xi ∈ Rm is multi-dimensional state of agent i, ui is the designed cooperative
control input, the yi is the system output, which can be considered as the state
measurement. zi is the the coupling measurement of the ith agent in system for
i = 1, 2, ..., N . Matrices A,B,C are constant and in proper dimensions. Xi is the
constraint set for state xi of agent i. To keep xi inside its constraint set, we also use
the projection-based consensus algorithm to smoothly maneuver the state change.
The ∑j∈Ni(xj(t) − xi(t)) is the reference in a close loop system for the consensus
to be achieved, the input ui equals the difference between the reference and the
current state. Therefore, the control input ui = zi− xi = 1|Ni|
∑
j∈Ni aij(xj − 2xi), the
projection-based consensus protocol uˆi = (Projxi)(xi(t), ui(t)) will be the focus on
the future work
Beside the theoretical analysis for projection-based consensus with state constraint
in linear dynamic system, we will also validate the algorithm in a simulator. we will
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take UAVs as the agents in linear dynamics; and apply the algorithm in simulator
to complete a simultaneous arrival task with existence of velocity constraints. The
MATLAB simulation tool is considered to be used as the simulator. The UAVs will
be designed in close-loop systems and controlled by PID controllers. The destinations
relates to the number of UAVs, will be carefully considered for all vehicles. Theses
destinations can either be hovering points or landing locations. To make sure each
path between its starting point and its destination is individual and non-repeated
to its correlated UAV, we mark the starting points and ending points in pairs. The
paths between all pairs of points will be simply considered as segments. To avoid the
possible collision when flying on the paths, the segments should have no-intersections
which means the height of the path will be carefully calculated.
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