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1 Introduction
Particle methods in Computational Fluid Dynamics (CFD) are numerical tools for the solution of the equations
of fluid dynamics obtained by replacing the fluid continuum with a finite set of particles. For mathematicians,
particles are just points from which properties of the fluid can be interpolated. For physicists the particles
are material points, which can be treated like any other particle system. Either way, particle methods have a
number of attractive features. One of the key attributes is that pure advection is treated exactly. For example,
if the particles are given a determined colour and the velocity is specified, the transport of colours by the particle
system is exact. The convection of properties also eases the solution of multi material problems, simplifying
the detection of interfaces. The use of particles also allows to bridge the gap between the continuum and
fragmentation in a natural way, for example in fracture or droplets problems. Since the computation domain,
the particles, matches exactly the material domain of interest, the computational resources are optimized with
the corresponding reduction in storage and calculation time compared to other methods. Finally, because of
the close similarity between particle methods and the physics of the problems to be solved, it is often possible
to account for complex physics more easily than with other methods.
Particle methods can be roughly classified into two types: a) those based on probabilistic models, such as
molecular dynamics, direct simulation Monte Carlo, and lattice gas automata procedures, and b) those based on
deterministic models, such as the particle-and-force method, smooth particle hydrodynamics (SPH), particle-in-
cell method (PIC), moving-particle semi-implicit method (MPS), material point method (MPM), particle finite
element method (PFEM) and discrete element method (DEM), among others.
Probabilistic methods represent macroscopic properties as statistical behaviours of microscopic particles,
and therefore a large number of particles should be traced for a long period to obtain accurate average values.
Deterministic methods, on the other hand, require much shorter computation times and smaller storage. Only
methods based on deterministic models will be presented in this chapter.
Deterministic particle methods can be subdivided in particle methods that use a mesh (or a grid) and
particle methods without a mesh, named meshless methods. When a mesh is used, particles are only used
to trace interfaces or to calculate the convection terms adding no numerical diffusion. On the other hand, in
particle methods without a mesh, the particles are also used to evaluate the spatial derivatives of the unknown
functions.
It must be noted that the term meshless methods is not equivalent to particle methods. The word meshless
refers to methods in which a mesh is not necessary to evaluate the different field variables or their derivatives.
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A meshless method may be used to solve a CFD problem with or without particles. In the same way, a particle
method may be used with or without a mesh. Standard particle methods that do not use a mesh are SPH and
MPS. On the other hand, typical particle methods that use a background mesh are MPM, PIC and PFEM.
Finally, another class of deterministic method is the DEM. Although it is a method originally designed
for the study of solid particle interactions, the DEM has also been used to approximate fluids and also, in
conjunction with standard CFD formulations, to model particulate fluids. In the DEM each particle has an
associated volume, mass and shape and the interaction is defined the by physical contacts between the particles.
The layout of this chapter is as follows. First we present the governing equations of fluid dynamics to be
solved. Then we describe the basic concepts of the SPH, MPS and MPM procedures. Next we explain in more
detail the theory and computational implementation of the PFEM, both in its standard form as well as the
so-called PFEM-2, recently developed by the authors. The chapter concludes with an overview of the DEM and
the coupling of the DEM with the finite element method (FEM) for the analysis of particulate flows and their
interactions with structures.
2 The equations to be solved
While particle methods have been used for both, compressible and incompressible fluid flows and also for
both laminar and turbulent flows, in this chapter we will refer only to laminar and incompressible or quasi-
incompressible fluid flows.
The momentum and mass conservation equations that define the flow of a fluid in a domain Ω read:
Momentum: ρ
DV
Dt
= ∇ · σ + ρb in Ω (1a)
Mass conservation:
∂ρ
∂t
+∇ · (ρV ) = 0 in Ω (1b)
where V is the velocity vector, DADt is the material time derivative of a function A or of the component of a
vector, σ the Cauchy stress tensor, ρ the density and b a source vector term (typically, the body force vector).
The material time derivative is expressed in different form in Lagrangian and Eulerian frames, as explained
below.
For a Newtonian fluid, the stress tensor is split as:
σ = τ − pI = 2µS − pI (2)
where µ is the dynamic viscosity coefficient, τ is the deviatoric stress tensor, p the pressure (positive in com-
pression), I the second order unit tensor and S the symmetric strain tensor: Sij =
1
2
(
∂Vi
∂xj
+
∂Vj
∂xi
)
.
Inserting Eq. (2) into Eq. (1a) and taking into account the incompressibility condition, DρDt = 0, the
Navier-Stokes equations read: ρ
DV
Dt
= ∇ · τ −∇p+ b in Ω
∇ · V = 0 in Ω
(3)
with appropriate boundary conditions:
V = V¯ on ΓV and σ¯ · n = (2µS − pI) · n on Γσ (4)
where V¯ and σ¯ represent known values of the velocity and the surface stresses on the Dirichlet (ΓV ) and
Neumann (Γσ) boundaries with Γ = ΓV
⋃
Γr being the boundary of Ω and n the unit normal vector to the
boundary.
2.1 Lagrangian and Eulerian formulations
To solve numerically Eqs.(3) we have to approximate the unknowns in space and time and integrate the equations
over the total space-time domain. Concerning the coordinate frame where the governing equations are solved,
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the solution methods can be classified in Eulerian and Lagrangian formulations. Classical numerical methods
to solve CFD problems typically use the Eulerian formulation. However, particle methods use in general a
Lagrangian formulation.
The main difference between the two formulations lies in the way the time derivative is described. In an
Eulerian formulation the spatial or partial derivative is required. On the other hand, in a Lagrangian frame,
the total or material time derivative is used and, therefore, the form of Eq. (3) can be used without further
modifications:
Lagrangian frame:
ρ
DV
Dt
= ∇ · τ −∇p+ ρb (5a)
∇ · V = 0 (5b)
Note that for the definition of the total derivative:
DV
Dt
= lim
∆t→0
V
(
xn+1p , t
n+1
)−V (xnp , tn)
∆t
(6)
the position of a particle xn+1p after the time integration is known. For this reason it is necessary, in case of a
Lagrangian frame, to add the movement of the particle to the equation. Hence, Eqs.(5) are rewritten as
ρ
DV(xp)
Dt
= ∇ · τ (xp)−∇p(xp) + ρb(xp) (7a)
∇ · V (xp) = 0 (7b)
with V(xp) =
Dxp
Dt
(7c)
where the unknowns are V(xp, t), p(xp, t) and xp(t).
Eulerian frame: For the Eulerian frame, Eq. (6) yields DVDt =
∂V
∂t + V(x, t)∇V(x, t) where ∂V∂t is the spatial
time derivative. Substituting this expression into Eq. (5a) gives the usual form for the governing equations for
a fluid in an Eulerian frame as
ρ
[
∂V(x, t)
∂t
+ V(x, t)∇V(x, t)
]
= ∇ · τ (x, t)−∇p(x, t) + ρb(x, t) (8a)
∇ · V (x, t) = 0 (8b)
and the unknowns are now only V(x, t) and p(x, t).
2.2 Material interfaces and free-surface boundaries
Particles-based methods are especially well adapted to the treatment of internal interfaces for multi-fluids or
free-surface boundaries when one of the external fluid may be neglected. In fact, the Lagrangian frames used
in most particle-based methods facilitate the definition of the interfaces. In many cases, for instance when a
meshless method or a moving mesh is used, the internal interfaces or the free-surface is directly defined by the
particles. In other cases, where a background fixed mesh is used as in the MPM or PFEM-2, the interfaces
are defined using a projection of a level set function. In order to improve the approximation on the internal
surfaces, an enriched space can be introduced as it will be described for the PFEM-2 procedure.
3 The Smoothed Particle Hydrodynamic Method (SPH)
Smoothed-particle hydrodynamics (SPH) is a mesh-free Lagrangian method originally developed by Gingold and
Monaghan (1977) and Lucy (1977). In the first publications, it was focused on the simulation of astrophysical
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problems. Subsequently, it was applied to fluids (Monaghan, 1994), which is its current most popular application.
Since its conception, it has also been applied to a broad range of fields, including solid mechanics (Allahdadi
et al., 1993) , geomechanics, ballistics and FSI simulations (Hoover et al., 2006).
3.1 The interpolant
The basis of the SPH method lies in the employed interpolation. Any quantity A(x) is defined using the
following integral interpolant:
A(x) =
∫
A(x′)W (x− x′, h)dx′ (9)
where W (x, h) is the kernel function. The previous interpolant reproduces A(x) exactly if the kernel is a Dirac
delta function. Since in practice only a finite number of points are available with a finite distance between each
other, it is not possible to use the Dirac function. Instead, the interpolant is defined by a smooth function that
is non-zero for a radius < 2h. A commonly used kernel is based on the cubic spline, expressed as a piecewise
cubic polynomial. Defining q = |x−x
′|
h , the spline has the form
M(q) =

1
6
[
(2− q)3 − 4(1− q)3] for 0 ≤ q ≤ 1
1
6
(2− q)3 for 1 < q ≤ 2
0 for q > 2
(10)
As noted in Monaghan (2005), the SPH kernel associated to M(q) in one dimension (D = 1) is W (x, h) =
M(q)/h. For higher dimensions, the spline is multiplied by a different constant to normalize it and W (x, h) =
M(q)/hD. The factor 1/6 is replaced by 15/(14pi) in 2D and by 1/(4pi) in 3D. Despite higher order kernels offer
better accuracy for homogeneous particle distribution, they require the cancellation of negative and positive
distributions, besides losing the definite positive dissipation term since the sign of the gradient of the kernel
changes sign. For this reason higher order splines will not be considered here.
The discretization process in the SPH method consists on splitting the domain into a finite set of particles
with a fixed mass mp =
∫
p
ρp(x
′)dx′. Then the value of A can be expressed as:
A(x) =
∫
A(x′)
ρ(x′)
ρ(x′)dx′ (11)
Using the proposed mass discretization and the spline definition, the previous equation can be written as:
A(x) =
∑
p
Ap
ρp(x′)
mpW (x− x′, h) (12)
Since the cubic spline is given a zero value for particles that are at distance larger than 2h, only a limited
number of particles are needed to compute the value of A for a given point. The density function is defined as :
ρ(x) =
∑
p
mpW (x− x′, h) (13)
If h is held constant in the whole domain, the integration of equation (13) yields the exact total mass,
proving that mass is perfectly conserved, i.e. ∫
ρ(x) =
∑
p
mp (14)
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3.2 Derivative evaluations
Assuming W is differentiable, the gradient of A can be expressed as:
∇A =
∑
p
mp
Ap
ρp
∇W (15)
Since the derivative of the kernel can be computed analytically, the gradients of the functions are exact
derivatives of the approximation A(x). Unfortunately, this approximation leads to important errors. As an
example, the previous form (15) yields derivatives different from zero for constant functions, showing that it
is unable of capturing the correct derivative value even for simple cases. By expanding A(x) in Taylor series,
defining the first derivative from there and subtracting the first error term (Price, 2012), more accurate gradient
approximations can be obtained. In general, the enhanced derivatives will be based on the continuous form,
where Φ is any differentiable function, i.e.
∇A = 1
Φ
[∇(ΦA)−A∇Φ] (16)
The discrete SPH versions of Eq. (16) evaluated in a particle a is:
(∇A)a = 1
Φa
∑
p
mp
Φp
ρp
(Ap −Aa)∇aW (xp − xa, h) (17)
Different choices of Φ yield all the derivatives in the SPH literature. For example, choosing Φ = 1 gives
(∇A)a =
∑
p
mp
ρp
(Ap −Aa)∇aW (xp − xa, h) (18)
and choosing Φ = ρ
(∇A)a = 1
ρ
∑
p
mp(Ap −Aa)∇aW (xp − xa, h) (19)
3.3 Second derivative evaluations
To compute the second derivatives, we proceed in the same way. Hence, deriving two times the kernel function
gives
∇2A =
∑
p
mp
Ap
ρp
∇2W (20)
Unfortunately, this simple form of the second derivatives also has its shortcomings, specially for particles that
are poorly arranged or disorganized. Since ∇2W can change its sign, erratic behaviour is possible in diffusion
problems, with fluxes in the opposite direction to the gradient. Consequently, using Eq. (20) the conservation
laws are not guaranteed.
For these reasons, other approximations to the second derivatives have been proposed (Brookshaw, 1985).
For instance
(∇2A)a =
∑
p
mp
ρp
(Ap −Aa)Fa(xp − xa, h) (21)
where
F (xp − xa, h) = ∇a(xp − xa, h)|xp − xa| (22)
5
For 2D problems, similar approximated formulas for the Laplace equation take the form (Espanol and
Revenga, 2003) (
∂2A
∂xi∂xj
)
a
=
∑
p
mp
ρp
(
4∆xi∆hj
∆x2
− δij
)
(Ap −Aa)Fa(xp − xa, h) (23)
where xi is the ith component of x and ∆x = xa − xp.
Eqs. (18), (19) and (23) are used to approximate the first and second derivatives in Eqs.(5) to solve the
Lagrangian Navier-Stokes equations. The position of the particles after each time step is simply approximated
in an explicit way with a constant in time velocity as
xn+1a = x
n
a + V [xa(t
n), tn] ∆t (24)
3.4 Mass conservation
Since each particle has a fixed associated mass that is assigned at the onset of the simulation, the mass is
guaranteed to be conserved without solving any equation. However, a normal force between the particles must
be added in order to solve the compressibility equation of the fluid. The normal force is computed by comparing
the density of the particle with the target density ρ0 and multiplying this vector by the compressibility modulus,
i.e.
(F)normala ∝
∑
p
xp − xa
h
κ(ρa + ρp − 2ρ0) (25)
It must be noted that the compressibility modulus k will reduce considerably the maximum admissible time-
step for a stable algorithm. For this reason, this coefficient is usually artificially lowered in order to reduce the
required computational power.
3.5 Advantages and disadvantages of the SPH
The advantages of the SPH method are the same as for all particle methods. That is, pure advection is treated
exactly; for multi material problems, each material is described by its own set of particles and the gap between
the continuum and fragmentation is treated in a natural way. Also, in problems involving changes in the domain
shape such as fragmentation and droplets, the computation is performed only where matter is located. Finally,
it is often possible to include complex physics more easily than in other methods due to the explicit nature of
the SHP technique.
Nevertheless, the disadvantages of the SPH method compared to other particle methods are also important.
The time-steps must be small due to the explicit way to solve the mass conservation equation. Also, the particle
distribution must be homogeneous or have smooth variations in order to obtain an acceptable solution in the
evaluation of the forces. Failing to do so causes unreliable results which are specially unstable for the pressure
values.
4 The Moving Particle Semi-implicit (MPS) method
Koshizuka and Oka (1996) developed in 1996 the moving particle semi-implicit method (MPS) for incompressible
flows with free-surfaces. In the MPS method, fluids are represented by particles and the derivatives of the
unknown functions are evaluated without a grid, as in SPH methods.
4.1 Particle interaction model
In the same way as for the SPH approach, the MPS technique uses a weighting function W (x−x′, h) to compute
the interactions with the neighbouring particles. Defining again q = |x−x
′|
h , W is defined as:
W (q) =

1
q
for 0 ≤ q ≤ 1
0 for q > 1
(26)
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which implies that the interactions are limited to a radius h.
Using (26), the particle number density on the volume centered in the particle a and limited by the radius
h can be obtained as:
(n)a =
∑
p 6=a
W (xa − xp, h) (27)
In the previous equation, the number of particles in a unit volume ρn can be approximated as
(ρn)a =
(n)a∫
W (q)dr
(28)
Using a constant radius h, the value of the integral can be computed analytically. Then the fluid density
can be easily obtained with the following expression, where m are the particle masses
(ρ)a = m (ρn)a =
m (n)a∫
W (q)dr
(29)
From the previous equations it is clear that the fluid density depends directly on the particle number density.
This translates into the requirement of a constant particle number density for incompressible fluids, defined as
n0. On the other hand, for problems in which several fluids with different densities interact between each other,
the value of n0 is kept constant in all the domain, varying only the value of the particle masses m.
4.2 Derivative evaluations
The gradient operator is computed in the MPS method using the contribution from all the particles within a
radius h. The gradient between the point of interest a and each particle p is evaluated in the following way,
where A is the quantity of interest
∇apA = (Aa −Ap) xa − xp|xa − xp|2 (30)
Using W as the weighting function for each of the contributions, the gradient reads
(∇A)a = d
n0
∑
p 6=a
(A′a −Ap)
xp − xa
|xa − xp|2W (xa − xp, h) (31)
where d is the number of spatial dimensions and p refers to the particles within the radius h. Note that in
Equation (31) the value of Aa is not used, but rather A
′
a = min(Ap). Since the gradient is, in principle,
insensitive to the value in a, this does not affect the value of the gradient and, moreover, improves its definition
for irregular particles distributions. This implies that (Ap − A′a) will always be positive, which, according to
practical experience, leads to more robust algorithms (Koshizuka et al., 1998).
4.3 Second derivative evaluations
In continuum problems, the Laplacian of a scalar/vectorial field is required to solve the diffusion phenomenon,
such as heat transfer or viscous forces. Due to the irregular distribution of the particles in the MPS method,
this approach is not typically used. Instead, a discrete flow from two neighbour particles is computed and used
for the diffusive term. The quantity given from particle p to particle a is defined as
∆p→a =
2dκ∆t
n0λ
ApW (xa − xp, h) (32)
where κ is the diffusivity and λ is introduced so that the change in the variable is equal to the analytical solution.
Defining r = |x− x′|
λ =
∫
V
r2W (r)dr∫
V
W (r)dr
(33)
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Taking into account the flow in the opposite direction (from particle a to p) and adding the contribution of
all the particles within the radius h, the Laplacian term is approximated by the following expression
(∇2A)a =
∑
p 6=a
2dκ∆t
n0λ
(Ap −Aa)W (xa − xp, h) (34)
Note that the scheme is conservative since the quantity contributed by one particle is exactly the same as
the one received by its neighbour.
4.4 Modeling of incompressibility
As stated in Section 4.1, the particle number density must be held constant in order to guarantee incompress-
ibility. Starting from an initial value n0 at the time-step n, the convection of the particles will lead to a new
value n* 6= n0, which differs from the target value by n′ : n∗+n′ = n0. Using the mass conservation expression
equation (1b), the value of n′ can be expressed as a change in the divergence of the velocity field ∇ ·V′ as
1
∆t
n′
n0
= ∇ ·V′ (35)
The change in the velocity field V′ can be directly linked to a pressure change using the following expression
V′ =
∆t
ρ
∇pn+1 (36)
Inserting Equation (36) into (35) and recalling that n∗+ n′ = n0, the Laplacian equation for the pressure is
obtained as
(∇2pn+1)a = ρ
∆t2
(n∗)a − n0
n0
(37)
Since the incompressibility condition implies that the speed of sound is infinite, the previous equation has
to be solved implicitly. In other words, a system of equations has to be assembled and solved at each time step.
4.5 Boundary conditions
The definition of density is linked to the particle number density through Equation (29). Then it follows that if
(n)∗a ≤ βn0 (38)
the particle a is considered to lay on the free surface. The parameter β is adjusted so that the small deviations
from n0 inside the fluid are not mistaken with the location of the free surface. In general β = 0.95 yields good
results. Once the particles fulfilling this criterion have been identified, the pressure is strongly imposed at these
points as a Dirichlet boundary condition in the Laplacian equation for the pressure (equation (37)). Having
done this, no additional conditions are required to capture the behaviour of the free surface. The algorithm is
capable of simulating its evolution including fragmentation and coalescence of water drops.
Solid walls have to be modelled differently. Since at the fluid regions close to the wall (n)a = n
0 must be
held, layers of particles with a fixed velocity and (n)wall = n
0 have to be added to define the walls. The number
of layers depends on the size of h, but in general three layers yield good results.
4.6 Advantages and disadvantages of MPS
The MPS method shares the advantages of all particle methods, that is pure advection is treated exactly; for
multi-materials, each material is described by its own set of particles and the gap between continuum and
fragmentation is treated in a natural way. Also in problems involving fragments or drops; the computation
takes place only where matter is located and it is often possible to include complex physics easier than in other
methods. Furthermore, the semi implicit treatment of the pressure terms in the MPS method introduces a big
advantage compared to the SPH method in the solution of incompressible flows, allowing to solve the equations
without decreasing the time step to zero.
The main disadvantage of the MPS method is the way to evaluate the derivatives, which is not accurate
for non-homogeneous particle distributions. In order to avoid this shortcoming, the particle distribution on the
total domain must be homogeneous or have smooth variations for obtaining acceptable solutions.
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5 The Material Point Method (MPM)
The MPM is a Lagrangian particle-based procedure to solve continuum mechanics problems. The MPM was
developed as an extension of the Particle-in-Cell (PIC) (Brackbill and Ruppel, 1986) method in order to expand
the capabilities of this procedure, limited to fluids. The main improvements of the MPM over the PIC technique
were possibility to write the equations in a weak form (so that finite elements could be combined with particles),
and the possibility to use history-dependant models. These additions allow the MPM to model both fluid and
solid materials.
The distinct approach of the MPM consists on using a set of Np material points with extensive properties
(i.e. mass and momentum). A standard finite element method (FEM) is then used to solve the momentum
equations. Contrary to the previously described particle methods, the MPM relies on a fixed mesh to evaluate
de derivatives of the unknown functions.
5.1 Discretized equations in the MPM
Let us discretize the domain into a finite set of material particles with position xtp at time t. As stated previously,
the material points will have associated extensive and intensive properties such as mass mp, density ρp, Cauchy
stress tensor σ, strain s , and any other variable that the problem requires. In the same way, and similarly to
the MPS method, the mass will be conserved as long as the number of points remains unchanged during the
analysis.
The difference between the MPM and the previously described particle methods appears at this point.
Instead of using the particles themselves to create the field of unknowns and their derivatives, the MPM lies on
a background FEM mesh. Then it follows that the information of the particles has to be mapped into the nodes
of this fixed mesh. The nodal values are used to interpolate the information from the nodes to the material
particles as in the standard FEM. Having done this, the momentum equations are written in the standard weak
FEM form. Using the FEM shape functions N as test functions and defining the specific stress as σs = σ/ρ,
the variational form of the momentum Equation (5a) reads∫
Ω
ρN
DV
Dt
dΩ = −
∫
Ω
ρσs : ∇NdΩ +
∫
Ω
NρdΩ +
∫
Γσ
Nρσ¯sΓ (39)
where Ω is the analysis domain and Γσ is the Neumann boundary with prescribed tractions. As in the standard
FEM, N is chosen to take a unit value at the Dirichlet boundaries.
Unlike the MPS method, the density field is not approximated with a smooth function, but rather using a
discrete distribution via the Dirac δ function. In this way the conservation of the total mass is guaranteed, but
the density field itself is not defined at every point. This is computed as
ρx =
∑
p
mpδ(x− xtp) (40)
where δ(·) is the Dirac delta function.
Inserting Equation (40) into (39), the integrals are transformed into their discrete MPM counterparts as
∑
p
mpN(x
t
p)
DVt(xtp)
Dt
=
∑
p
mp
[−∇N(xtp)σs(xtp) + N(xtp)σ¯s(xtp)h−1 + N(xtp)b(xtp)] (41)
where h is the thickness of the boundary layer, if present.
Since the Dirac delta function δ is not differentiable, an alternative procedure to calculate the gradients has to
be found. In this sense, the background mesh provides the smooth functions defined by the FEM approximation
with well-defined derivatives within the different finite element in the mesh. Using the shape functions N, the
velocity of the pth particle can be expressed as the sum of all the non-zero i functions at that point. In the
same way, the Lagrangian framework allows us to express the velocity and the acceleration in the same form,
namely
Vtp =
∑
i
Ni(x
t
p)V¯
t
i (42)
9
DVtp
Dt
= atp =
∑
i
Ni(x
t
p)a¯
t
i (43)
where V¯i and a¯i are the nodal velocity vector and the acceleration vector of node i, respectively.
Inserting Equation (42) into (41) gives
∑
i
∑
j
Mtij
DVti
Dt
= −
∑
i
∑
p
mpNi(x
t
p)σ
s(xtp)∇Ni(xtp)
+
∑
i
∑
p
mpσ¯
sh−1Ni(xtp) +
∑
i
∑
p
mpbpNi(x
t
p) (44)
where Mtij are the components of the mass matrix
Mtij =
∑
p
mpNi(x
t
p)Nj(x
t
p) (45)
The system of Equations (44) is the result of mapping the information of the particles into the mesh using
the finite element shape functions. This system can be solved either with an implicit strategy by computing
the corresponding stiffness matrices, or with an explicit technique by lumping the mass matrix. In general the
latter is more popular due to the lower computational cost and a more natural approach for non-linear analysis.
When using explicit strategies, the time step must be set below the critical value to avoid instabilities in the
algorithm.
Once the nodal accelerations have been computed, the new velocities are used to update the position of
the particles (the material points). On the other hand, the stresses are updated using the gradients of the
FEM shape functions at the material point position. Having updated both the velocity and the position of the
particles, the new step can be started. Since the background mesh does not store any information, the previous
mesh can be discarded and a new one is created if the problem requires so.
5.2 Advantages and disadvantages of the MPM
The advantages of the MPM are the same as those of all particle methods, that is pure advection is treated
exactly and each material is described by its own set of particles. Compared to the previously described particle
methods, the background mesh can be refined in areas where there are large gradients of the unknowns, which
improves considerably the efficiency of the method. The use of the FEM mesh also allows to obtain a better
approximation on the variables and its gradients, leading to higher accuracy specially in the forces and stresses.
The main disadvantages of the MPM is the way to evaluate the mass conservation. The fact that each
particle has its own mass is a big handicap because the number of particles must be held constant during all
the process in order to preserve the total mass. This can cause an irregular distribution of particles in large
deformation problems, difficulting the use variable mesh sizes (to enhance the accuracy in certain areas). The
way to move the particles also restricts the efficiency of the method, giving acceptable solutions only for very
small time-steps. On the other hand, the lack of a pressure equation in the MPM can induce a locking behaviour,
which might require special techniques to avoid a non-physical numerical solution for the fluid flow (Mast et al.,
2012).
6 The Particle Finite Element Method (PFEM)
Similarly to the MPM, the particle finite element method (PFEM) is a particle method that uses a mesh to
evaluate de derivatives of the unknown functions. Many of the disadvantages or the MPM are overcome in
the PFEM, making it a very versatile and efficient method for analysis of multi-fluids, free-surface fluids and
fluid-structure interaction (FSI) problems with or without free-surfaces. The PFEM is particularly suited to
problems with breaking waves and splashing of liquids (Idelsohn et al., 2003b; On˜ate et al., 2004).
Currently there exists two PFEM strategies; the standard PFEM using moving meshes and then another
one using fixed meshes (as in the MPM). The latter has been named PFEM-2 and incorporates other important
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Figure 1: Sequence of steps to update a “cloud” of nodes representing a domain containing a fluid and a solid
part from time step n (t = tn) to time n+ 1 (t = tn + 1∆t)
differences with the hereafter “standard” PFEM concerning the time integration of the equations (Idelsohn
et al., 2013). For this reason the PFEM-2 is explained in a separate section.
The main component of the PFEM in both versions, either with moving or fixed mesh, is a set of particles
that move in a Lagrangian frame, convecting all the intrinsic and extrinsic properties and variables (e.g. density,
viscosity, conductivity, velocity, pressure, etc.). These values are projected at the end of each time-step on a
moving mesh (for the standard PFEM) or on a fixed mesh (for the PFEM-2). The main difference with the
MPM is that particles in the PFEM do not have an associated mass, i.e. they are material points without any
associated volume. In the moving mesh version (the standard PFEM) the advantage is that, as the mesh moves
together with the particles, it is not necessary any projection from the particles to the mesh. Conversely, in the
PFEM-2 a permanent projection from the particles to the mesh is needed. The disadvantage of the standard
PFEM versus the MPM and the PFEM-2 is the need for a permanent remeshing.
6.1 The basis of the standard PFEM
Let us consider a domain containing both fluid and solid subdomains (the solid subdomain may include soil/rock
materials and/or structural elements). The moving fluid particles interact with the solid boundaries, thereby
inducing the deformation of the solid, which in turn affects the flow motion, leading to a fully coupled problem.
In the PFEM both the fluid and the solid domains are modelled using an updated Lagrangian formulation
(Idelsohn et al., 2003b; On˜ate et al., 2004; On˜ate and Carbonell, 2014; Zienkiewicz and Taylor, 2005). That is,
all variables are assumed to be known in the current configuration at time t. The new set of variables in both
domains are sought for in the next or updated configuration at time t+ ∆t. The finite element method (FEM)
is used to solve the equations of continuum mechanics for each of the subdomains. Hence a mesh discretizing
these domains must be generated in order to solve the governing equations for each subdomain in the standard
FEM fashion.
The quality of the numerical solution depends on the discretization chosen as in the standard FEM. Adaptive
mesh refinement techniques can be used to improve the solution in zones where large motions of the fluid or
the structure occur.
The solution of the problem using the PFEM involves four steps, as show in Figure 1. In the first step, the
cloud of points Cn at time tn is convected using the last known velocity. Having determined the new analysis
domain (Ωn) configuration, the boudaries between the different phases are determined and later a FEM mesh
(Mn) is created using the points Cn as nodes. Using this FEM mesh, the Lagrangian system of equations is
solved and then the connectivities of the mesh are erased to start the new time step.
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6.2 Solution of the governing equations in the PFEM
Both equations (5) are used in PFEM. This means that not only the momentum conservation equations are
solved, but also the mass conservation is implicitly solved. This is an important difference with the SPH, in
which the mass conservation is solved explicitly, and also with the MPM, where the mass conservation is not
solved at all because the mass is preserved by keeping constant the number of particles.
Equation (5a) is integrated implicitly in time as:
ρ
DV
Dt
≈ ρV
(
xn+1p , t
n+1
)−V (xnp , tn)
∆t
= ρ
Vn+1 −Vn
∆t
= [−∇p+∇ · (µ∇V) + ρb]n+θ (46)
Only the case of θ = 1 (fully implicit) will be considered next. Other values (for instance θ = 1/2), may be
considered without major changes. The time-integrated equations become:
ρ
Vn+1 −Vn
∆t
= −∇pn+1 + [∇ · (µ∇V) + ρb]n+1 (47)
The mass conservation equation is also integrated implicitly as:
Dρ
Dt
≈ ρ
n+1 − ρn
∆t
= −∇ρn+1 · (ρV n+1) (48)
The time integration of equations (47) presents some difficulties because it is a fully-coupled equation
involving four degrees of freedom per node. When the fluid is incompressible (or nearly incompressible) and the
Laplacian form of the viscosity is used, advantages can be taken from the fact that in equations (47), the three
components of the velocity are only coupled via the pressure. Ever though the monolithic solution of equations
(47) and (48) is possible, the fractional-step method proposed in Idelsohn et al. (2003b) will be used. This
basically consists in splitting each time step into two pseudo-times steps. In the first step the implicit part of
the pressure is avoided in order to have a decoupled equation in each of the velocity components. The implicit
part of the pressure is added during a second step. The fractional-step algorithm for equations (47) and (48) is
the following:
Split of the momentum equations:
DV
Dt
≈ V
n+1 −Vn
∆t
=
Vn+1 − Vˆ + Vˆ −Vn
∆t
= −1
ρ
∇p+ 1
ρ
∇ · τn+θ + b (49)
where Vˆ are fictitious variables termed fractional velocities defined by the split:
A) Vˆ = Vn − γ∆t
ρ
∇p+ ∆t
ρ
∇ · τn+θ + ∆t b (50a)
C) Vn+1 = Vˆ − ∆t
ρ
∇(pn+1 − γpn) (50b)
in which pn = p(x, tn) is the value of the pressure at time tn but evaluated at the final position of the particles
and is considered constant in time (50b).
In equation (50) γ defines the pressure splitting, and can take the value 0 or 1. For γ = 1 the algorithm
can achieve a quadratic splitting error (SE2), but requires adding stabilization terms on the pressure equation
(Hughes et al., 1986; Codina and Badia, 2006). In this work γ = 0 will be used, leading to only linear
convergence (SE1) only but also to a stable method that does not require stabilization terms for time-steps that
do not approach zero.
Taking into account (2), the last term in equation (50a) may be written as:
∇ · τn+θ = ∇ · [µ(1− θ)∇Vn] +∇ · (µθ∇Vn+1) (51)
Using the fractional velocity instead of the final velocity yields
∇ · τn+θ ≈ ∇ · [µ(1− θ)∇Vn] +∇ ·
(
µθ∇Vˆ
)
(52)
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Setting θ = 1 and γ = 0, equation (50a) can be expressed as:
Vˆ − ∆t
ρ
∇ ·
(
µ∇Vˆ
)
= Vn + ∆t b (53)
Splitting also the mass conservation equation gives
Dρ
Dt
≈ ρ
n+1 − ρn
∆t
=
ρn+1 − ρˆ+ ρˆ− ρn
∆t
= ρ∇ ·
(
Vn+1 − Vˆ + Vˆ
)
(54)
where ρˆ is a fictitious variable defined by the split:
ρˆ− ρn
∆t
= −ρ∇ · Vˆ (55a)
ρn+1 − ρˆ
∆t
= −ρ∇ ·
(
Vn+1 − Vˆ
)
(55b)
Using equation (50b) the coupled mass-momentum equation (55b) becomes:
B)
ρn+1 − ρˆ
∆t
= ∇ · (∇pn+1) = ∇2pn+1 (56)
Taking into account equation (55a) the above expression can be written as:
ρn+1 − ρn
∆t
+
ρ
∆t
∇ · Vˆ = ∇2pn+1 (57)
In equation (57) the incompressibility condition has not been introduced yet. The simplest way to introduce
this condition in a Lagrangian formulation is to write:
ρn+1 = ρn = ρ0 = ρˆ (58)
Then, the first term of equation (57) vanishes, giving
ρ
∆t
∇ · Vˆ = ∇2pn+1 (59)
As a summary, the three-step fractional method used can be expressed as:
A) Vˆ − ∆t
ρ
∇ ·
(
µ∇Vˆ
)
= Vn + ∆t b → Vˆ (60a)
B) ∇2pn+1 = ρ
∆t
∇ · Vˆ → pn+1 (60b)
C) Vn+1 = Vˆ − ∆t
ρ
∇pn+1 → Vn+1 (60c)
6.3 Generation of a new mesh
One of the key points for a competitive PFEM formulation is the fast regeneration of the mesh at every time
step on the basis of the position of the nodes in the space domain. An efficient way to do so is generating the
mesh using the so-called extended Delaunay tesselation (EDT) presented in Idelsohn et al. (2003a). The EDT
allows generating meshes of elements with arbitrary polyhedrical shapes, combining triangles, quadrilaterals
and other polygons in 2D and tetrahedra, hexahedra and arbitrary polyhedra in 3D in a computing time of
order n, being n the total number of nodes in the mesh.
The shape functions for arbitrary polyhedral elements can be simply obtained using the so-called non-
Sibsonian interpolations. Details of the mesh generation procedure and the shape functions for arbitrary poly-
hedra can be found in Idelsohn et al. (2003b). Once the new mesh has been generated at each time step, the
numerical solution is found using the standard finite element interpolation.
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6.4 Summary of a time-step solution with the standard PFEM
Starting with the known values Vn and pn for each particle, the computation of the new particle position at
tn+1 involves the following steps:
1. Approximate Vn+1 (For the first iteration Vn+1 = Vn. For the subsequent iterations the value of Vn+1
corresponding to the last iteration is taken).
2. Move the particles to the xn+1 position and generate a new mesh.
3. Evaluate the Vˆ velocity from (60a). It must be noted that the mass matrix and the stiffness matrix are
split in 3 blocks. Then, these equations can be solved separately for Vˆx, Vˆy and Vˆz. For θ 6= 0 (implicit
scheme) this involves the solution of three Laplacian equations. For θ = 0 (explicit scheme) the mass
matrix may be lumped and inverted directly.
4. Evaluate the pressure pn+1 by solving the Laplacian equation (60b).
5. Evaluate the velocity Vn+1 using (60c). Go to 1 until convergence.
The Lagrangian fractional step algorithm described has two important advantages:
- Step 3. is linear and may be explicit (θ = 0) or implicit (θ 6= 0). The nonlinearity remains only due to
the unknown of the final particle position.
- In all steps, the system of equations to be solved are the evaluation of the velocity components (Step 3)
and the evaluation of the pressure (Step 4). Those systems are scalar (only one degree of freedom per
node), symmetric and positive definite. Then, it is very easy to solve them using a symmetric iterative
scheme (such as the conjugate gradient method).
6.5 Stabilization of the incompressibility condition
In the Eulerian form of the momentum equations, the discrete form must be stabilized in order to avoid
numerical wiggles in the velocity and pressure results. This is not the case in Lagrangian formulations such as
PFEM, where no stabilization term are required in equation (49). Nevertheless, the incompressibility condition
must be stabilized when equal-order velocity-pressure FEM approximations are used to avoid possible pressure
oscillations in some particular cases.
For instance for γ = 1 or for small time-step increments (Courant number much less than one) it is well
known that the fractional-step method does not stabilize pressure waves (Codina and Badia, 2006; On˜ate et al.,
2014a). In those cases, a stabilization term must be introduced in equation (60b) in order to eliminate pressure
oscillations. A simple and effective procedure to derive a stabilized formulation for incompressible flows is based
in the Finite Increment Calculus (FIC)(also called Finite Calculus) formulation (On˜ate, 2004). Applications of
the FIC approach to the PFEM can be found in On˜ate et al. (2006).
In all the examples presented in this chapter, the γ parameter was always set to zero and the time increments
were fixed to a given value so that the Courant number ≈ 1, avoiding in this way all the stability problems.
6.6 Boundary surface recognition
One of the main problems in the mesh generation stage is the correct definition of the boundary domain.
Sometimes, boundary nodes are explicitly defined as special nodes, which are different from internal nodes.
In other cases, the total set of nodes is the only information available and the algorithm must recognize the
boundary nodes. Such is the case in particle methods such as PFEM in which, at each time step, the new
coordinates of the particles are obtained and the boundary-surface must be recognized using the new particle
positions. The use of the PFEM with the Extended Delaunay partition makes it easier to recognize boundary
nodes.
Considering that the particles follow a variable h(x) distribution, where h(x) is the minimum distance
between two particles, the following criterion has been used:
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Figure 2: Contour recognition: Empty circles with radius αh(x) define the boundary particles.
All the particles on an empty sphere with a radius r(x) bigger than αh(x) , are considered as boundary
particle (Figure 2). Thus, α is a parameter close to, but greater than one. This criterion is coincident with the
Alpha Shape concept (Edelsbrunner and Mu¨cke, 1994).
Once a decision has been made concerning which of the particles are on the boundaries, the boundary surface
must be defined. It is well known that for 3D problems the surface fitting a number of particles is not unique.
For instance, four boundary particles on the same sphere may define two different boundary surfaces, a concave
one and a convex one. To overcome this problem, the boundary surface is defined with all the polyhedral
surfaces having all their particles on the boundary and belonging to just one polyhedron.
The correct boundary surface is important for computing the normal vectors to the interfaces in problems
including surface tension. Furthermore; in Galerkin FEM a correct evaluation of the volume domain is also
important. Nevertheless, it must be noted that in the criterion proposed above, the error in the boundary
surface definition is proportional to h. This is the error order accepted in a numerical method for a given nodal
distribution. The only way to obtain a more accurate boundary surface definition is by reducing the distance
between the particles.
6.7 Treatment of contact conditions in the standard PFEM
6.7.1 Contact between the fluid and a fixed boundary
The condition of prescribed velocities at the fixed boundaries in the PFEM is applied in strong form to the
boundary nodes. These nodes might belong to fixed external boundaries or to moving boundaries linked
to the interacting solids. Contact between the fluid particles and the fixed boundaries is accounted for by
the incompressibility condition which naturally prevents the fluid nodes to penetrate into the solid boundaries,
providing the time step increment is adjusted accordingly (On˜ate et al., 2004, 2008).
6.7.2 Contact between solid-solid interfaces
The contact between two solid interfaces is simply treated in the PFEM by introducing a layer of contact
elements between the two interacting solid interfaces. This layer is automatically created during the mesh
generation step by prescribing a minimum distance (hc) between two solid boundaries. If the distance exceeds
the minimum value (hc) then the generated elements are treated as fluid elements. Otherwise the elements are
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Figure 3: Modelling of contact conditions at a solid-solid interface with the PFEM
treated as contact elements where a relationship between the tangential and normal forces and the corresponding
displacement is introduced (Figure 3).
This algorithm has proven to be very effective and it allows to identifying and modeling complex frictional
contact conditions between two or more interacting bodies moving in water in an extremely simple manner.
This algorithm can also be used effectively to model frictional contact conditions between rigid or elastic
solids in structural mechanics applications (Carbonell et al., 2010; On˜ate et al., 2008). The PFEM contact
algorithm has been successfully extended to model bed erosion in rivers and the sea bottom under the frictional
forces induced by the water motion and the dragging of bed material. Details can be found in (On˜ate et al.,
2008).
6.8 Some outstanding results using the standard PFEM
The examples chosen show the applicability of the standard PFEM to solve problems involving large motions of
the free surface, fluid-multi-body and multi-fluid interactions, and burning, melting and dripping of polymers.
The examples presented were solved using the PFEM and the formulation described above implemented in
the Kratos software platform (Dadvand et al., 2010) and the PFLOW software developed at CIMNE.
6.8.1 Rigid objects falling into water
Figure 4 shows the penetration and evolution of a square and a circle of rigid shape in a container with water.
The colours denote the different sizes of the elements at several times. In order to increase the accuracy of the
FSI problem, smaller size elements have been generated in the vicinity of the moving bodies during their motion
(Figure 5). The possibility to generate refined meshes in some particular domains is one of the main advantages
of the PFEM.
The examples shown in Figure 6 and Figure 7 evidence the potential of the PFEM to solve 3D problems
involving complex interactions between water and moving solid objects. Figure 6 shows the simulation of two
tetrapods falling in a water container. Figure 7 shows the motion of a collection of ten tetrapods placed in a
slope under an incident wave. The example shows the complex 3D interactions between the water particles and
the tetrapods and between the tetrapods themselves, which can be easily modeled with the PFEM.
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Figure 4: 2-D simulation of the penetration and evolution of a square and a circle in a water container. The
colors denote the different sizes of the elements at several time-steps.
Figure 5: Detail of element sizes during the motion of a rigid circle within a water container.
6.8.2 Impact of sea waves on piers and breakwaters
Figures 8 and 9 shows the analysis of the effect of breaking waves on two different sites of a breakwater containing
reinforced concrete blocks (each one of 4 m). The figures correspond to the study of Langosteira harbour in A
Corun˜a, Spain using the PFEM.
6.8.3 The landslide in Lituya Bay
A case of much interest is when landslides occur in the vicinity of a reservoir (Fritz, 2001). The fall of debris
material into the reservoir typically induces large waves that can overtop the dam, originating an unexpected
flooding that can cause severe damage to the constructions and population in the downstream area.
In this example, results of the 3D analysis of the landslide produced in Lituya Bay (Alaska) on July 9, 1958,
are presented (Figure 10). The landslide was originated by an earthquake and mobilized 90 millions tons of
rocks that fell on the bay, originating a large wave that travelled to the opposite coast, reaching a height of
524m.
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Figure 6: Motion of two tetrapods falling in a water container.
Figure 7: Motion of ten tetrapods on a slope under an incident wave.
Figure 11 show snapshots of the simulation of the landslide with the PFEM. The sliding mass has been
modelled as a quasi-incompressible continuum with a prescribed shear modulus. No frictional effect between
the sliding mass and the underneath soil has been considered. Also the analysis has not taken into account the
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Figure 8: Breaking waves on breakwater slope containing reinforced concrete blocks. Mesh of 4-noded tetrahedra
near the slope.
Figure 9: Study of breaking waves on the edge of a breakwater structure formed by reinforced concrete blocks
Figure 10: Lituya Bay landslide. Left geometry for the simulation. Right landslide direction and maximum
wave level.
erosion and dragging of soil material induced by the landslide mass during motion.
The PFEM results have been compared to the observed values of the maximum water level in the north
hill adjacent to the reservoir. The water height reached in this hill obtained with the PFEM was 551m, which
is 5% higher than the value of 524m observed by Fritz (2001). The maximum height location differs in 300m
from the observed value. On the other hand, in the south slope the maximum water height observed was 208m,
while the PFEM result (not shown here) was 195m (6% error). More information on the PFEM solutions of
this example are reported in Salazar et al. (2012, 2016).
6.8.4 Melting flow and flame spread of thermoplastics
In the next examples we show the possibilities of the PFEM to simulate the melting and spread of polymer
objects under the effect of a heat source induced by a fire. The simulation reproduces a laboratory experiment
in which a chair of polymeric material is exposed to an initial heat source. Degradation of the polymer decreases
its viscosity by several orders of magnitude and produces combustible gases that increase the heat source when
ignited. The problem was solved as a multi-fluid problem, simulating air as a Newtonian fluid and the chair
as a high-viscosity fluid. The changing viscous polymer included gasification effects and a pseudo combustion
between the air and the polymer when the temperature reaches the ignition temperature. Figure 12a shows
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Figure 11: Lituya Bay landslide. Evolution of the landslide into the reservoir obtained with the PFEM.
Maximum level of generated wave (551m) in the north slope.
the temperature distribution and the mesh used in one time step. A similar PFEM analysis of the burning of
a rectangular polymer is displayed in Figure 12b.
Figure 13 shows another application of the PFEM to the melting and dripping of a polimer coating protecting
three cables.
Figure 12: (a) Temperature distribution and instant mesh during the burning of a polymer chair. (b) Evolution
of the burning, melting and dripping of a rectangular thermoplastic object in a close cavity.
6.9 Advantages and disadvantages of the standard PFEM
The PFEM shares the same advantages of all the particles methods; pure advection is treated exactly and when
several materials are present, each is described by its own set of particles. The PFEM also shares the advantage
using a finite element mesh with the MPM. Hence, reducing the mesh size in certain areas allows to improve the
resolution limiting the increase in the computational cost. The FEM mesh also allows a better approximation of
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Figure 13: PFEM simulation of the melting and dripping of a polymer coating protecting three cables. Evolution
of the 4-noded tetrahedra mesh discretizing the polymer domain for two instants of time
the unknowns, with greater precision in the definition of the stresses and the forces. In many meshless particle
methods the pressure results are useless due to the magnitude of the oscillations in the solution.
Compared to the MPM, the main advantage of the PFEM is the way to evaluate the mass conservation
with an implicit time integration. The fact that each particle is not assigned with a fixed mass is an important
advantage when the number of particles changes due to mesh refinement. In the PFEM, it is possible to add or
to eliminate as many particles as necessary during the time integration without any modification in the total
mass of the domain.
The main disadvantage of the PFEM is the permanent need for a mesh generation stage, which must be
called in almost all the time steps. The mesh generation process does not only imply the computer time to
generate the mesh itself, but also the creation of a new data structure, with possible new degrees of freedom, new
matrices, new boundary conditions, etc. Furthermore, the other constraint of PFEM is the same as observed in
all the other previously described particle methods: the need of small time-steps to obtain reasonable results.
7 The Particle Finite Element Method second generation (PFEM-2)
7.1 General formulation
The particle finite element method second generation (PFEM-2) is a particle-based strategy combining the
characteristics of moving and fixed mesh methods. The PFEM-2 is based in a Lagrangian framework, making
use of moving particles to convect the material and physical properties of the fluid, but also utilizing a fixed
finite element mesh to solve the equations, in a similar fashion to the MPM. In order to derive the PFEM-2, let
us start with the momentum equations written in the Lagrangian form:
ρ
DV
Dt
= ∇.σ + ρb in Ω (61)
Equation (61) is solved by evaluating the terms in a limited number of spatial configurations. For first order
time integrators, the equation is only evaluated in a single configuration, either in the previous state or in the
new configuration (forward Euler and backward Euler respectively). On the other hand, the Crank-Nicholson
scheme uses information from both configurations for a better accuracy. The problem with equation (61) is
that the intermediate configurations are not used. While this is not a limitation when the time steps are small
and, therefore, the forces do not change significantly, it can lead to severe errors when the configuration changes
significantly. The goal of the PFEM-2 is to improve the approximation in the intermediate configurations. To
do so, the equations are written in an integral form in time for a material particle with position xp, as
xn+1p = x
n
p +
∫ n+1
n
Vt(xtp)dt (62a)
Vn+1p = V
n
p +
∫ n+1
n
at(xtp)dt (62b)
where a is the acceleration and superscript t indicates that both variables have to be evaluated continuously in
time.
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The advantage of the form (62) is that no time integration errors are introduced, as long as the acceleration
and velocity vectors are known exactly. Unfortunately equations (62) cannot be solved directly in the way they
are presented. On one hand they are linked together since one is the derivative of the other. The convection of
the particles, defined by (62a) depends on the velocity at every instant, while the forces (accelerations) of the
momentum equation in (62b) depend on the position of each particle. On the other hand, the need for a time
discretization to solve the equations implies that the variables are not known for any arbitrary time t, but only
at discrete time steps n− 1, n, n+ 1, etc.
Following this line, the convection of the material points in Equation (62a) can be approximated using
information from the current and previous time steps. Defining the parameter θ = 0 for a fully explicit scheme
and θ = 1 for a fully implicit one, the convection equation (62a) reads
xn+1p ≈ xnp + (1− θ)
∫ n+1
n
Vn(xtp)dt+ θ
∫ n+1
n
Vn+1(xtp)dt (63)
The problem with Equation (63) is that the new velocity depends on the new configuration (i.e. on the new
position of the particle), and, hence, this equation is strongly coupled to the momentum equations. By using an
explicit strategy (θ = 0) and Lagrangian particles, the convection stage reduces to simply moving the particles
across the domain with a known velocity. Note that in the following equation the position of the particle (xtp)
is computed approximately, by using explicit information as
xn+1p ≈ xnp +
∫ n+1
n
Vn(xtp)dt (64)
Idelsohn et al. (2013) applied the same explicit strategy for the momentum equation (62b). The resulting
method was termed PFEM-2 without implicit viscous correction, which showed good accuracy for low viscosity
problems. Unfortunately, this strategy cannot be used for all problems. When the acting forces are large
compared to the inertia of the material points, explicit algorithms yield unstable schemes. The stability of such
schemes can be evaluated by the Fourier number. For example, for a diffusion problem with a mesh size h, a
time step ∆t and a diffusion coefficient D, the limit condition for stable explicit schemes is
Fo =
D∆t
h2
<
1
2
(65)
Failing to fulfill this condition leads to unstable algorithms. On the other hand, implicit or semi-implicit
algorithms can be unconditionally stable. Using again θ = 0 for a fully explicit scheme and θ = 1 for a fully
implicit one, the momentum equation (62b) is expressed as
Vn+1p ≈ Vnp + (1− θ)
∫ n+1
n
an(xtp)dt+ θ
∫ n+1
n
an+1(xtp)dt (66)
On the other hand, if the streamline integration is not used, the velocity in the new time step can be
expressed as
Vn+1p ≈ Vnp + (1− θ)an(xnp )∆t+ θ an+1(xn+1p )∆t (67)
Combining the explicit contribution of Equation (66) with the implicit term of equation (67), the general
PFEM-2 algorithm with implicit correction is obtained. This simplifies the implementation of the method, as
the implicit terms are added directly in the final configuration. Then the final set of equations including the
convection terms reads:
xn+1p ≈ xnp +
∫ n+1
n
Vn(xtp)dt (68a)
Vn+1p ≈ Vnp + (1− θ)
∫ n+1
n
an(xtp)dt+ θ a
n+1(xn+1p )dt (68b)
With only explicit contributions across the streamline integration, it is possible to devise a strategy with
two distinct stages. First, the explicit streamline integration is performed. Having done this, the results are
projected into a fixed mesh to solve the implicit system of momentum equations and, finally, the corrections
are passed on to the Lagrangian material points. Then the full solution scheme over a time step becomes:
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Particle Stage
Convect particles →
Project
information →
Mesh Stage
Solve equations →
Update
particles
The particles used in this scheme do not represent a fixed amount of mass, but rather material points with
certain properties and velocity. This allows us using a variable number of particles per element depending on
the zone, to ensure a better accuracy on selected areas. Figure 14 shows the velocity streamline integration for
a single particle.
Figure 14: PFEM-2 streamline integration
As for any Lagrangian method, the equations to solve in the PFEM-2 do not include the convective term.
This fact, combined with the streamline integration, allows us to use larger time steps compared to alternative
Eulerian formulations. Idelsohn et al. (2012) presented accurate PFEM-2 results with Courant numbers higher
than 10, that is, a particle moves across more than ten elements in a single time step.
7.2 Interface description
The linear shape functions used in the PFEM-2 are well suited to represent variables whose field is smooth. In
other words, there can be no discontinuities on the variables or in their gradients. However, in multi-material
simulations there can be sharp interfaces which translate into abrupt changes in the problems unknowns.
To tackle this problem, two distinct tools are needed. On one side, we use a strategy to detect the exact
location of the interfaces. Having done this, the FE field is modified in order to improve the interpolation of
the variables. The new field must contain the space of the real solution to obtain optimal convergence (Ausas
et al., 2012).
7.2.1 Interface capturing between two materials
To enhance the description of the interfaces in a multi-material problem, it is first necessary to correctly define
the location of the boundaries between the different phases. The particles can store auxiliary variables to ease
the task of detecting sharp changes in the properties.
Each particle has an associated material and the interface should be located where the material properties
change. The distribution of particles inside each element can define complicated curves that become impossible
to manage with simple shape functions due to the large number of particles. In Figure 15 some particles are
in the “wrong” side of the interface. For this reason the instantaneous local interface inside each element is
simply defined by a line (or a plane in 3D) taking into account a weighted average using the shape functions.
Assuming that only two materials are involved (e.g. air and water), the lighter one is given a positive sign and
the denser one a negative sign. In order to compute the location of the interface, a pseudo ϕ level set function
is used, which defines the interface at the isosurface ϕ = 0. To calculate the value of ϕ at each j node, all the
i particles in the neighbour elements to j are used. Next, the weighting function is defined as the standard
shape function of the element for the node j in the position of each i particle. Once the contribution of all the
particles has been added, finding the interface location is trivial using the following expression
ϕj =
∑n
i signiN
j
i∑n
i N
j
i
(69)
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Figure 15: Contribution of i particle to j node
7.3 Improving the fields of unknowns: Enrichments
Standard FE formulations only allow for continuous interpolations of the variables inside the elements. However
discontinuities in the material properties can cause jumps in the gradients of the variables and even complete
discontinuities. The chosen strategy must take into account these special cases in order to reproduce correctly
the physics of the real problem.
To overcome this issue the FEM space must be modified to allow for a more accurate reproduction of the
solution. A first alternative would be remeshing the zone that the interface crosses. This would lead to the exact
solution but would require adding new degrees of freedom (DoFs) in the new nodes and new connectivities.
This strategy, even possible, is computationally expensive as the system of equations must be resized and new
memory space must be allocated, a task that is likely to be slower than the solution of the system equations
itself.
An alternative to a new mesh is the enrichment of the FEM space. Enriching consist on creating new DOFs
on each of the interface elements and then statically condensing the new unknowns (Felippa, 2004). In this
work, enrichment shape functions are used to improve the standard continuous field of the FEM. When the
FEM space is enriched, extra shape functions are added to the interpolation field. The combination of the
original shape functions and the enriching ones must contain the space that we want to reproduce. Failing to
do so will translate into poor convergence.
Gradient Discontinuities. For cases in which the material discontinuities only produce a kink in the gra-
dients of the unknowns, it is necessary to add new shape functions that are continuous in the variables but
discontinuous in the gradient. The most simple function that can fulfil this criteria is the one proposed in
Coppola-Owen and Codina (2005) to improve the pressure field in two-fluid problems with low viscosities, such
as mould casting simulations. In this case, the pressure is still continuous but with a steep change in the
gradient, meaning that no discontinuities in this variable are needed. The addition of this function improves
considerably mass conservation and the convergence of the solution. Figure 16(a) shows the gradient enrichment
for the two-dimensional (2D) case. The concept is easily extended to 3D problems; the function is constructed
by creating a continuous function whose gradient must be constant on each side of the interface.
Variables Discontinuities. When the variables can have sharp discontinuities at the interface, a gradient
enrichment is not enough to capture the solution. In these cases more freedom must be given to the unknowns
to obtain an accurate result (Ausas et al., 2012). Following this line, three enrichments shape functions plus
special shape functions to replace the standard pressure field are used. Figure 16(b) shows the six functions
used for triangles, with the goal of fully uncoupling the pressure from both sides. For 3D problems the concept
is easily extrapolated, using a total of eight shape functions in split tetrahedra. To create this function, first
the standard shape functions in the interface elements are replaced by their discontinuous counterparts. These
functions are basically the same as the original ones, but the integrals are calculated only with the contribution
of the partitions whose sign matches the sign of the node. On the other hand, when partitions and nodes have
different signs, the contribution is added to the enrichments functions i∗, j∗ or k∗. In other words, the original
shape functions are split into two independent functions across the interface, allowing more freedom in the
pressure field.
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(a) Discontinuous gradient
enrichment
(b) Discontinous Functions. Top: replacement func-
tions. Bottom: enrichments
Figure 16: Enriched shape functions for the pressure field over a 3-noded triangle
7.3.1 Condensing the new degrees of freedom
Using enrichment shape functions allows us to capture more accurately the unknown field. The cost is that the
new problem has a different number of unknowns compared to the original one. As an example, adding the
gradient enrichment adds one extra unknown to the problem per every interface element.
Despite the number of unknowns is larger than in the original system, the associated computational cost to
solve the sparse system would not be significantly larger. As stated previously, the main time increase would
be the result of resizing the matrix and changing the graph of connectivities in this matrix. Condensing DOFs
allows to circumvent this resizing. This process consists on eliminating the enrichments from the global system,
by performing matrix operations and condensing the new DoFs. The reduced algebraic system is solved and
then the condensed unknowns can be recovered.
7.4 PFEM-2 using a Fractional Step strategy
Recalling the fractional step (FS) strategy of Section 6.2 we can write the standard three solution steps for
arbitrary values of θ as:
A) Vˆ − ∆t
ρ
∇ ·
(
µθ∇Vˆ
)
= Vn + ∆t b +
∆t
ρ
(1− θ)∇ · (µ∇Vn)− γ∇pn (70a)
B) ∇2(pn+1 − γpn) = ρ
∆t
∇ · Vˆ (70b)
C) Vn+1 = Vˆ − ∆t
ρ
∇(pn+1 − γpn) (70c)
Note that all the terms in the RHS of (70a) are explicit, which makes them good candidates for the explicit
streamline integration. We define next:
ˆˆV = Vn + ∆t b +
∆t
ρ
(1− θ)∇ · (µ∇Vn)− γ∇pn (71)
This equation is solved by integrating along the streamlines. Hence, the FS strategy for the PFEM-2 becomes
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0) xn+1p = x
n
p +
∫ n+1
n
Vn(xtp)dt
ˆˆV = Vn +
∫ n+1
n
(
b +
1
ρ
(1− θ)∇ · (µ∇Vn)− γ 1
ρ
∇pn
)
dt (72a)
A) Vˆ − ∆t
ρ
∇ ·
(
µθ∇Vˆ
)
= ˆˆV (72b)
B) ∇2(pn+1 − γpn) = ρ
∆t
∇ · Vˆ (72c)
C) Vn+1 = Vˆ − ∆t
ρ
∇(pn+1 − γpn) (72d)
Finite Element discretization. Equations (72b) (72c) and (72d) are solved on a fixed Galerkin FE mesh.
Using linear shape functions N for the velocity and pressure variables, steps A-B-C can be expressed in the
following way, where the bars (¯·) denote the vectors of nodal unknowns:
A) M(ρ) ¯ˆV + K(µ) ¯ˆV = M(ρ)
¯ˆ
Vˆ (73a)
B) L(
1
ρ
)p¯n+1 = L(
1
ρ
)p¯n +
1
∆t
D¯ˆV (73b)
C) M(ρ)V¯n+1 = M(ρ) ¯ˆV −∆tG(p¯n+1 − γp¯n) (73c)
where the matrix components are:
M(ρ)ij =
∫
Ω
Ni ρ NjdΩ K(µ)ij =
∫
Ω
∇Ni µ ∇NjdΩ
Gij =
∫
Ω
∇Ni NjdΩ Dij =
∫
Ω
Ni ∇NjdΩ
Despite the momentum equations do not need any spatial stabilization in the Lagrangian formulation,
Equation (73b) must be stabilized in space for equal order velocity - pressure formulations when γ = 1 is
used. Here the Orthogonal Sub-grid Scale (OSS) approach has been chosen (Codina, 2002), which consists
on using the projection on the pressure as a stabilization term. For the pressure stabilization and using ∇q
as a weighting function, the OSS approach can be written in the following way, where pi is the standard L2
orthogonal projection:
0 = τ
(∇N,pi(∇pn+1)−∇pn+1)
Ω
(74)
In matrix form, and using the explicit projection we can obtain
τLp¯n+1 = −τGp¯in (75)
Adding the terms of Equation (75) to the second step in Equation (73b), the stabilized form of the pressure
equation becomes [
L(
1
ρ
) + τL
]
p¯n+1 = L(
1
ρ
)p¯n +
1
∆t
D¯ˆV − τGp¯in (76)
Indeed any other stabilization method such as FIC procedure (On˜ate, 2004; On˜ate et al., 2014a) could have
been used.
Computation of the explicit contributions. Starting with Step 0 of the FS method (equation (72a)), the
terms (1− θ)∇ · (µ∇Vn) and γ∇pn in (72a) are approximated by a continuous field. Each ith component will
be called gni and pi
n
i respectively, such that:
gn(x) = N(x)g¯n and pin(x) = N(x)p¯in (77)
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To evaluate g¯n and p¯in we use the same approximation as for the standard FEM, that is:∫
Ω
[N (1− θ)∇ · (µ∇Vn)−N gn] dΩ = 0 (78)
and ∫
Ω
[N γ∇pn −N pin] = 0 (79)
Integrating by parts the first term in both Equations (78) (79) and adding both equations, we obtain
gˆ − pˆi = M−1 [(1− θ)K(µ)V¯n − γGp¯n] (80)
PFEM-2 algorithm. Having obtained the expression for the explicit terms and the three steps to be solved
in the mesh, the PFEM-2 algorithm can be expressed as follows:
0) xn+1p = x
n
p +
∫ n+1
n
Vn(xtp)dt
ˆˆVp = V
n +
1
ρp
∫ n+1
n
[
b + N(xtp)(g¯
n − p¯in)] dt (81a)
1) Project information into mesh
2) A) M(ρ) ¯ˆV + K(µ) ¯ˆV = M(ρ)
¯ˆˆ
V (81b)
B)
[
L(
1
ρ
) + τL
]
p¯n+1 = L(
1
ρ
)p¯n +
1
∆t
D¯ˆV − τGp¯in (81c)
C) M(ρ)V¯n+1 = M(ρ) ¯ˆV −∆tG(p¯n+1 − γp¯n) (81d)
3) Correct the particles’ velocity with the new mesh velocity
Vn+1p =
ˆˆVp + N(xp)(V¯
n+1 − ¯ˆVˆ) (81e)
The above PFEM-2 algorithm with explicit contributions from both the pressure and viscous forces (γ = 1
and θ 6= 1) has been successfully implemented for single fluid flows, with excellent accuracy even for very large
time steps. Unfortunately, the explicit terms bear some limitations on the type of problems that can be solved.
Besides the time step restriction to bound the Fourier number, the drawbacks associated to the explicit force
integration become more evident in multi-fluid flows. In these cases the interface location changes constantly
and since the densities of the phases are different, the integral (81a) can lead to extremely large non-physical
velocities for low density particles that get into higher density/viscosity zones.
For these reasons, the streamline integration for the forces cannot be used in multi-fluid problems. Alter-
natively, a first order FS is used in these cases as the pressure field can be completely different from one step
to the next. Unfortunately, the first order FS is only first order accurate (Codina and Badia, 2006). This can
lead to unacceptable results in multi-fluids since severe mass losses can appear. To overcome this problem, it
is possible to change the strategy in order to improve the accuracy towards a second order FS scheme. The
idea consists on, instead of finishing the solution in the third step (81d), treat this velocity as the first step of
an iterative process involving steps B and C, via a predictor-corrector scheme (Codina and Badia, 2006). This
means taking at the end of each iteration Vˆ n+i+1 = V n+i and repeat again steps B and C until convergence is
found using δpn+i+1 = pn+i+1 − pn+i.
Multi-fluids solved with the Fractional Step and PFEM-2. When there is a sharp change in the
density, the hydrostatic condition under the gravitational force leads to two different values for the gradient of
the pressure. This is specially critical when the fluids have very different densities (e.g. air-water). In these
cases, the term ∇p ≈ ρg changes abruptly on the interface. Figure 17 shows the exact pressure distribution for
the hydrostatic case of water and air and the one obtained by three linear elements. It is clear that the solution
is very poor and, in practice, it would lead to an incorrect behaviour of the interface and mass losses (Coppola,
2009).
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Figure 17: Pressure distribution for the hydrostatic case
To account for the gradient discontinuity, the shape function proposed in Coppola (2009) is used. Since the
FS scheme is specially well suited for low viscosity problems and in these cases there can be no discontinuities
in the pressure, the discontinuous shape functions are not used in this scheme. Then the new full enriched
pressure system of for interface elements can be written in the following way[
LNN LN∗
L∗N L∗∗
] [
p¯N
p∗
]
=
[
FN
F∗
]
(82)
The RHS is denoted as F and has contributions from the divergence of the velocity and the previous pressure
field. To distinguish the different shape functions, sub-index N is used for the standard FE space and ∗ for the
enriched DoFs. Expanding the system and rearranging the equations, the enriched DoFs can be obtained. Note
that the submatrix L∗∗ must be invertible. Now, for a given iteration i+ 1, the enriched pressure is:
pi+1∗ = L∗∗
−1(F∗ − L∗i p¯i+1N ) (83)
Finally, replacing equation (83) into (82), the new unknowns are condensed and the system recovers the
same number of unknowns it originally had. It must be noted that after the pressure system has been solved,
the enriched pressure field p∗ should be recovered using (83) in order to calculate the gradient of the pressure
correctly in the last step of the segregated strategy. The system to be solved with the condensed DOFs becomes:
L˜p¯i+1 = F˜ (84)
where
L˜ = LNN − LN∗L∗∗−1L∗N
F˜ = FN − LN∗LNN−1F∗
Writing all the terms that account for F∗, the updated enriched pressure field becomes.
pi+1∗ = L
−1
∗∗
[(
L∗∗p∗n + G∗Vˆ
i+1
)
− LN,∗
(
δp¯i+1
)]
(85)
Note that the formula includes the enriched pressures from the previous iteration.
Finally, having calculated the updated standard pressures with (84) and the updated enriched pressures
with (85), the correction step (step 3) of the interface element becomes
M Vi+1 = M Vˆi+1 −∆t (GNδp¯i+1N + G∗δpi+1∗ ) (86)
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Then, the complete PFEM-2 algorithm for multi-fluids and no explicit streamline integration becomes
0) xn+1p = x
n
p +
∫ n+1
n
Vn(xtp)dt (87a)
1) Project information into mesh
2) A) M(ρ) ¯ˆV + K(µ) ¯ˆV = M(ρ)
¯ˆ
Vˆ (87b)
B) L˜
(
1
ρ
)
p¯n+i+1 = G¯ˆV
n+1
+ L˜
(
1
ρ
)
p¯n+i (87c)
C) pi+1∗ = L
−1
∗∗
[(
L∗∗p∗n + G∗
¯ˆV
i+1
)
− LN,∗
(
δp¯i+1
)]
(87d)
D) M(ρ)V¯n+1 = M(ρ) ¯ˆV −∆t[Gδp¯n+i+1 + G∗δpi+1∗ ] (87e)
set ¯ˆV
n+1
= V¯n+1+i and go to step 2B) until convergence
3) Correct particles’ velocity with N(xp)(V¯
n+1 − ¯ˆˆV)
7.5 PFEM-2 using a Monolithic strategy
When the viscosity of the fluids plays a dominant role in the simulation, the FS scheme is no longer a good
alternative. The assumption used to develop the strategy do not hold and, therefore, the results are not correct
using a single fractional velocity iteration. Despite it would be possible to achieve convergence by iterating all
the steps of the strategy, it would no longer provide a fast algorithm, which will jeopardize the original reason
why the fractional step PFEM-2 was developed for. In these high viscosity cases, the monolithic scheme is a
better alternative. The method consists on solving the pressure and velocity equations together, meaning that
no simplifications are made to solve the system. The solution steps are the same as in (87), replacing only the
FS step strategy (equations (87b)–(87e)) with the monolithic method presented below.
Setting θ = 1 and using the Galerkin FEM discretization, the system in matrix form (5) becomes (88).
The monolithic problem (pressure and velocities together as unknowns) is the set of equation that has to be
assembled in the fixed FE mesh. The gradient of the pressure has been integrated by parts in order to obtain
a symmetric system as [
K(µ) + M(ρ)∆t D
T
D 0
] [
V¯n+1
p¯n+1
]
=
[
F(V¯n,g)
0
]
(88)
where the matrix components are:
M(ρ)ij =
∫
Ω
Ni ρ NjdΩ K(µ)ij =
∫
Ω
∇Ni µ ∇NjdΩ
Dij =
∫
Ω
Ni ∇NjdΩ F(V¯n,g) = M(ρ)(g + 1
∆t
V¯n)dΩ
A FEM discretization directly implemented in the form (88) using the same shape functions for the velocity
and the pressure would be unstable in the pressure since it does not fullfil the inf-sup condition (Codina and
Badia, 2006).
Stabilization of the pressure equation via a PSPG method. A simple way to stabilize the pressure
equation while modifying as little as possible the solution is the Pressure-Stabilizing/Petrov-Galerkin (PSPG)
method (Tezduyar, 1992). It consists on adding a perturbation term multiplied by the residual of the momentum
equation (first equation in (5)) as:
0 = τ
(
∇q, ρ (V
n+1 −Vn)
∆t
−∇ [2µ (∇sVn+1)]+∇pn+1 − ρg)
Ω
(89)
Since the elements used are linear it is not possible to integrate by parts Equation (89) because the gradient
of the test function is being used. Hence, the viscosity term vanishes due to the second derivatives. Now adding
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the perturbation to the unstabilized original weak form, dividing by the density to obtain consistent units and
assuming |V
n+1−V n|
∆t  g, the stabilized system becomes:[
K(µ) + 1∆tM(ρ) D
T
D τL( 1ρ )
][
V¯n+1
p¯n+1
]
=
[
1
∆tMV¯
n
+ Mg
τDTg
]
(90)
An alternative stabilization approach can be derived using the Orthogonal sub-grid scale (OSS) technique
(Codina, 2002) or the FIC procedure (On˜ate, 2004; On˜ate et al., 2014a). Details can be found in these publi-
cations.
Pressure enrichments on the interface. Discontinuities in the pressure can appear when there is a jump
in the viscosity. For this reason the full set of discontinuous shape functions will be used for the pressure field, as
shown in Figure 16(b). Recalling the notation N for the standard shape functions and ∗ for the enrichments, the
extended system has the form shown in equation (91). The equations are written with the PSPG stabilization,
but the procedure is exactly the same for any other stabilization method (OSS, FIC, etc.)K(µ) +
1
∆tM(ρ) D
T DT∗
DN τL(
1
ρ )NN τL(
1
ρ )N∗
D∗ τL( 1ρ )∗N τL(
1
ρ )∗∗

V¯n+1p¯n+1N
pn+1∗
 =
 1∆tMV¯n + MgτDNTg
τD∗Tg
 (91)
Condensing the enrichment DoFs, the initial size of the system is recovered. For simplicity, the 1ρ parameters
is omitted in the Laplacian terms.
[
K(µ) + 1∆tM(ρ)− 1τD∗L−1∗∗D∗T DNT − L∗NL−1∗∗D∗T
DN − LN∗L−1∗∗D∗ τ
(
LNN − L∗NL−1∗∗ LN∗
)] [V¯n+1
p¯n+1N
]
= 1∆tMV¯n + Mg −D∗L−1∗∗D∗Tg
τ
(
DN
Tg − L∗NL−1∗∗D∗Tg
)  (92)
Unlike the FS scheme, the system (92) has the advantage of not requiring an additional step to recover the
pressure, thus simplifying the algorithm. Implemented in this way, accurate results are possible by solving the
system only once, unlike the segregated scheme described in Section 7.4, which requires at least two or three
iterations of the pressure system to avoid severe mass losses.
7.6 Some results using the PFEM-2
7.6.1 Flow around an airfoil
The flow around a NACA 0012 airfoil is a classical benchmark example due to the large amount of available
experimental data. The angle of attach is set to 4◦ and a Reynolds number of 10,000 is used. No turbulence
model was included in the simulation. The airfoil chord is of unit length and the computational domain is large
in order not to interfere the boundary conditions with the airfoil. The computational domain and a detail of
the mesh for the latter case are shown in Figure 18.
In Figure 19(a) the velocity contours are shown for the PFEM-2 using explicit integration on the streamlines
for both the pressure and viscous forces. In Figure 19(b) the pressure coefficient for the lower and upper surface
is plotted, with good matching with the results of Srinath and Mittal (2010).
7.6.2 Dam break with obstacle
Following the experiment proposed by Koshizuka et al. (1995), numerical simulations were carried out to test
the accuracy of the strategy. The domain is a closed box. The water column is held by a wall that is suddenly
removed and the flow begins. The initial configuration can be seen in Figure 20.
Figure 21(a) shows the comparison between the real experiment and the simulation. The results are quali-
tatively accurate with small computation times. It is interesting to note that, despite not being visible, the air
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(a) Computational domain (b) Mesh detail
Figure 18: NACA 0012 geometry
(a) Velocity contour snapshots (b) Pressure coefficient distribution
Figure 19: NACA 0012 results
Figure 20: Dam Break experiment configuration
domain is also calculated with the aid of the enrichment functions for the air-water interface. This allows for
the simulation of the interaction between the two fluids, and allows us to reproduce the trapped air that holds
the water jet in the last frame of Figure 21(a). The same example was also run in 3D, as seen in figure 21(b).
7.7 Catamaran with spray and mesh deformation
The use of numerical methods to simulate ships allows to refine hull geometries and predict possible design
problems, without the costs and time associated with experimental modelling (On˜ate et al.). The problem of a
powerboat cruising over waves is presented to test the code in a non academic example. The geometry of the
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(a) 2D experimental and numerical results
(b) 3D simulation snapshot
Figure 21: Dam break problem results
boat is shown in Figure 22. It consists on a flexible twin hull design (catamaran) joined by a link, based on
the WAM-V concept (WAM-V, 2016; Nadukandi et al., (accepted) . The goal of the simulation was assessing
the visibility at high velocities. The dimensions are shown in the same figure. The use of the PFEM-2 strategy
allows us to represent water volumes that are below the mesh scale, by just plotting individual water particles
moving through the air. To improve the behaviour of these particles, a parabolic trajectory is implemented to
replace the streamline integration. The convection stage is performed this way until the particles are back on
the water surface, when the streamline integration is recovered. On the other hand, the mesh is deformed at
each time step to track the imposed movement of the boat. Since the PFEM-2 is a Lagrangian method, there
is no need to modify the set of equations as an Arbitrary Lagrangian-Eulerian solver would require. Snapshots
of the simulation of half of the geometry are shown in Figure 23.
A similar example solved with the PFEM-2 can be found in On˜ate et al. (2015)
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Figure 22: Catamaran Geometry
7.8 Advantages and disadvantages of the PFEM-2
In the same way as for the standard PFEM, the PFEM-2 has all the desirable properties of FEM strategies,
such as a well defined field of variables and their derivatives. In the same way, the presence of a mass equation
allows one to obtain the pressure as a primary variable, thus improving the accuracy on its value.
The main differences between the PFEM and PFEM-2 are the use of streamline integration and a fixed
mesh in the latter. The streamline integration allows us to increase considerably the maximum time step for a
given accuracy. This is a key feature of the PFEM-2 since, compared to explicit particle methods, that requires
very small time steps to obtain accurate results. The use of a parallel solver for the implicit set of equations in
the PFEM-2 will make this method competitive in terms of computing times versus explicit particle techniques.
On the other hand, the fixed mesh overcomes the main limitation of the standard PFEM. Since the Delaunay
tesselation is no longer required, the algorithm becomes trivially parallelizable with excellent scalability.
However, the computation of the momentum equations in the fixed mesh also leads to the main drawback
of the PFEM-2 algorithm: the need for a projection stage. There is not a unique projection method and
the different alternatives have associated errors, meaning the the field in the mesh will not exactly reproduce
the Lagrangian particles field. In other words, every time the information is projected, the field is slightly
degraded, adding a new error source compared to projection-free methods, such as the PFEM (Idelsohn et al.,
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Figure 23: Catamaran Simulation snapshots at t=0.4s. Top and side views. Free surface and water particles.
2015). This projection error can be reduced using solution recovery techniques. Finally, the use of particles
without associated mass also has disadvantages. Since the mass conservation depends only on the correct
solution of the incompressibility equation accumulated errors can lead to mass losses when the time step is
increased excessively.
8 Analysis of particulate flows using a DEM-FEM technique
8.1 Introduction
The study of fluid flows containing particles of different sizes (hereafter called particulate flows) is relevant
to many areas of engineering and applied sciences. This type of flows is typical in slurry flows originated
by natural hazards such as floods, tsunamis and landslides, as well as in many processes of the bio-medical
and pharmaceutical industries, in the manufacturing industry and in the oil and gas industry (i.e. cuttings
transport in boreholes (Celigueta et al., 2016)), among other applications (Anderson and Jackson, 1967; Avci
and Wriggers, 2012; Clift et al., 1978; Gidaspow, 1994; Healy and Young, 2005; Hilton and Cleary, 2013; Jajcevic
et al., 2013; Jackson, 2000; Kafui et al., 2002; Liu and Sun, 2002; Patankar and Joseph, 2001; El Shamy and
Zeghal, 2005; Sommerfeld et al., 2008; Li et al., 2007; Zohdi, 2007b,a).
In this section we describe the modelling and simulation of free surface particulate quasi-incompressible flows
containing particles of different sizes using either an Eulerian or a Lagrangian formulation. In the later case we
will use the standard PFEM described in Section 6.1.
8.2 Modelling of micro, macro and large particles
Figure 24 shows a domain containing fluid and particles of different sizes. Particles are defined as microscopic,
macroscopic and large according to their dimensions. Microscopic and macroscopic particles are assumed to
have a cylindrical (in 2D) or spherical (in 3D) shape. These particles are modelled as rigid objects that undergo
interaction forces computed using the physical contacts between a particle and its neighbours, as in the standard
discrete element method (DEM) (Avci and Wriggers, 2012; Hilton and Cleary, 2013; On˜ate and Rojek, 2004).
Larger particles are discretized using a Lagrangian FEM mesh.
Extensive research on the DEM has been carried out in the last decades since the first ideas were presented
by Cundall and Strack (1979). Much of the research efforts have been focused on the development of adequate
DEM models for accurately reproducing the correct behaviour of non cohesive and cohesive granular assemblies
and granular flows (Cleary, 2009; On˜ate and Rojek, 2004; Tavarez and Plesha, 2007; Wellmann et al., 2008;
Williams and O’Connor, 1999). In recent years the DEM has also been effectively applied to the study of
multi-fracture and failure of geomaterials (soils and rocks), concrete, masonry and ceramic materials, among
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Figure 24: Microscopic, macroscopic and large particles within a fluid domain
(a) (b)
Figure 25: (a) Particles of different sizes surrounding the nodes in a FEM mesh. (b) Representative volume for
a node (in shadowed darker colour)
others (Donze´ et al., 2009; Fakhimi and Villegas, 2007; Hentz et al., 2004; Huang, 1999; Labra et al., 2008;
Labra and On˜ate, 2009; Mustoe, 1992; On˜ate and Rojek, 2004; On˜ate et al., 2015; Potyondy and Cundall, 2004;
Rojek et al., 2012, 2001, 2008; Tavarez and Plesha, 2007; Tran et al., 2011).
Within the analysis of solids with the DEM, the material is typically represented as a collection of rigid
particles interacting between each other at the contact interfaces in the normal and tangential directions.
Material deformation is assumed to be concentrated at the contact points. Appropriate contact laws are defined
to obtain the desired macroscopic material properties. The contact law can be seen as the formulation of the
material model of the underlying continuum at the microscopic level. For frictional cohesive materials, the
contact law takes into account the cohesive bonds between rigid particles. Cohesive bonds can be broken, thus
allowing to simulate fracture of the material and its propagation.
A challenge in the failure analysis of solid materials with the DEM is the definition of the limit strengths in
the normal and shear directions at the contact interfaces, and the characterization of the non linear relationship
between forces and displacements at these interfaces beyond the onset of fracture, accounting for frictional
effects, damage and plasticity. The non cohesive model considered in this section is a particular case of the
more sophisticated cohesive model discussed in On˜ate et al. (2015).
Microscopic and macroscopic particles are assumed to be spherical and submerged in the fluid (Figure 25).
Fluid-to-particle forces are transferred to the particles via appropriate drag and buoyancy functions. Particle-
to-fluid forces have equal magnitude and opposite direction as the fluid-to-particle ones and are transferred to
the fluid points as an additional body force vector in the momentum equation (Figure 26). These equations,
as well as the mass balance equation, account for the volume fraction of particles in the fluid, similarly as in
standard immersed approaches for particulate flows (van Wachen, 2010; Wang et al., 2009; Zhang et al., 2004).
Large particles can have any arbitrary shape and they can be treated as rigid or deformable bodies. In
the latter case, they are discretized with the standard FEM. The interface forces between the fluid and large
34
Figure 26: Immersed approach for treating the motion of physical particles in a fluid (Zohdi, 2007b)
particles and viceversa are computed using fluid-structure interaction (FSI) procedures (On˜ate and Garc´ıa-
Espinosa, 2001; Zienkiewicz et al., 2005b).
The following sections describe the basic governing equations for a Lagrangian particulate fluid and the
computation of the forces for microscopic, macroscopic and large particles.
8.3 Basic governing equations for a particulate fluid
Conservation of linear momentum
The momentum equation expressed in residual form can be obtained by coupling the standard momentum
balance equation for fluids (equation (3)) with the additional forces caused by the interaction with the particles.
These equations can be written as
rm = 0 in Ω with rm := ρf
DV
Dt
−∇ · τ +∇p−
(
ρfb− 1
nf
fpf
)
(93)
In the expression of rm equation(93), the new term f
pf is the averaged particle-to-fluid interaction force, for
which closure relations must be provided and nf is the fluid volume fraction at a point defined for each node j
as
nfj = 1−
1
Vj
nj∑
i=1
V ij (94)
where Vj is the volume of the representative domain associated to a fluid node j, V
i
j is the volume of the ith
particle belonging to Vj and nj is the number of particles contained in Vj (Figure 24).
The fluid volume fraction nf in equation(93) is a continuous function that is interpolated from the nodal
values in the finite element fashion (On˜ate, 2009; Zienkiewicz et al., 2005b,a).
The boundary conditions at the Dirichlet and Neumann boundaries coincide with equations(4).
Mass conservation equation
The residual form of the mass conservation equation for a compressible particulate flow is written as
rv = 0 in Ω with rv :=
D(nfρf )
Dt
+ nfρfεv (95)
Expanding the term in rv and dividing by nfρf , the expression of rv can be redefined as
rv := − 1
κ
Dp
Dt
+
1
nf
Dnf
Dt
+ εv (96)
where κ = ρfc
2 is the bulk compressibility parameter with c2 = −∂p∂ρ , c being the speed of sound in the fluid.
Remark 1. For nf = 1, no particles are contained in the fluid. Consequently, f
ρf
i = 0 and the standard
momentum and mass conservation equations for a viscous fluid are recovered (Donea and Huerta, 2003;
Zienkiewicz et al., 2005b).
Remark 2. The time derivative term in equations (93) and (96) have different forms in Eulerian and Lagrangian
frameworks (Section 2.1).
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Figure 27: Motion of a rigid particle
Figure 28: Force Fij at the contact interface between particles i and j
8.4 Motion of micro and macro particles
The translational and rotational motion of rigid spherical or cylindrical particles is described by means of the
standard equations of rigid body dynamics. For the i-th particle we have (Figure 27)
miu¨i = Fi , (97)
Iiω˙i = Ti , (98)
where ui is the particle centroid displacement in a fixed (inertial) coordinate frame X, ωi – the angular velocity,
m – the particle mass, Ii – the moment of inertia, Fi – the resultant force, and Ti – the resultant moment
about the central axes (Figure 28).
Equations (97) and (98) are integrated in time using a standard central difference scheme (On˜ate and Rojek,
2004; Zienkiewicz and Taylor, 2005). The time integration operator for the translational motion at the n-th
time step is as follows:
u¨ni =
Fni
mi
, (99)
u˙
n+1/2
i = u˙
n−1/2
i + u¨
n
i ∆t (100)
un+1i = u
n
i + ∆ui with ∆ui = u˙
n+1/2
i ∆t (101)
The first two steps in the integration scheme for the rotational motion are identical to equations(99) and (100):
ω˙ni =
Tni
Ii
, (102)
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Figure 29: Definition of the contact interface.
Figure 30: Model of the contact interface in the DEM
ω
n+1/2
i = ω
n−1/2
i + ω˙
n
i ∆t (103)
The vector of incremental rotation ∆θ = [∆θx,∆θy,∆θz]
T is calculated for the ith particle as
∆θi = ω
n+1/2
i ∆t (104)
Knowledge of the incremental rotation suffices to update the tangential contact forces. It is also possible
to track the rotational position of particles, if necessary. Then the rotation matrices between the moving
frames embedded in the particles and the fixed global frame must be updated incrementally using an adequate
multiplicative scheme (On˜ate and Rojek, 2004; Zienkiewicz and Taylor, 2005).
Explicit integration in time yields high computational efficiency and it enables the solution of large models.
The disadvantage of the explicit integration scheme is its conditional numerical stability imposing the limitation
on the time step ∆t (Zienkiewicz and Taylor, 2005).
8.4.1 Computation of forces on the particles
The forces Fi acting on the ith particle are computed as
Fi = F
w
i + F
c
i + F
fp
i (105)
Fwi , F
c
i and F
fp
i are the forces on the particle due to self-weight, contact interactions between particles and
fluid effects. These forces are computed as follows.
Self-weight forces Fwi = −ρiΩig (106)
where ρi and Ωi are the density and the volume of the ith particle, respectively and g is the gravity acceleration
vector.
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Figure 31: Acting forces and stresses
Contact forces
Fci =
ni∑
j=1
Fcij (107)
where ni is the number of contact interfaces for the ith particle, and
Fcij = F
ij
n + F
ij
s = F
ij
n ni + F
ij
s (108)
where Fijn and F
ij
s are the normal and tangential forces acting at the ith interface connecting particles i and j.
These forces are computed in terms of the relative motion of the interacting particles as in the standard DEM.
The procedure to compute the normal and tangential forces is discussed below.
The normal force Fn at the contact interface between particles i and j (Figures 28 and 31) is obtained as
F ijn = σnA¯
ij (109)
where σn is the normal stress at the contact interface and A¯
ij is the effective area at the interface computed as
A¯ij = αijA
ij with Aij = pir2c (110)
In equation(110) αij is a parameter that accounts for the fact that the number of contacts and the packaging
of particles are not optimal. Clearly α ' 1 for quasi-optimal packaging distributions (On˜ate et al., 2015).
Following the procedure described in On˜ate et al. (2015) the relationship between the normal force and
normal relative motion at the interface between particles i and j is found as
F ijn = Knun + Cnu˙n (111)
where un and u˙n are the relative normal displacement and the relative normal velocity between the centroids of
the interacting particles. equation(111) is assumed to hold in the elastic regime for both the normal tensile force
Fnt and the normal compressive force Fnc . For non cohesive materials, the relationship (111) only applies for
the normal compressive force. The normal stiffness (Kn) and damping (Cn) coefficients at the contact interface
(Figure 30) are
Kn =
αijpir
2
c
dij
E , Cn =
2pircαijξ
dij
√
mijKn (112)
The shear forces in the tangential directions s1 and s2 (Figure 31) are given by
Fs1 = τ1A¯
ij , Fs2 = τ2A¯
ij (113)
where τ1 and τ2 are the shear stresses at the contact interface.
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Following the procedure described in On˜ate et al. (2015) we can find the relationship between the shear
forces Fs1 and Fs2 and the relative tangential displacements us1 and us2 as
Fs1 = Ks1us1 and Fs2 = Ks2us2 (114)
with
Ks1 = Ks2 = Ks =
Kn
2(1 + ν)
(115)
where ν is the Poisson ratio.
A damping term is typically added to the contact forces in order to damp out the oscillations induced by
the explicit dynamic scheme. For details see On˜ate et al. (2015).
Fluid-to-particle forces: Ffpi = F
d
i + F
b
i , where F
b
i and F
d
i are, respectively, the buoyancy and drag forces
on the ith particle. These forces are computed as:
Buoyancy forces Fbi = −Ωi∇p (116)
Drag forces
The drag force is defined as
Fdi = −F di vˆri (117)
where
vˆri =
vri
|vri |
with vri = ui − vi (118)
is the relative velocity of the particle with respect to the fluid, with vi being the velocity vector of the fluid
point coinciding with the ith particle.
The computation of the drag force F di is explained in the next section.
Computation of fpf
The force fpf in the r.h.s. of the momentum equations (equation(93)) is computed for each particle as fpf = −ffp
, where ffp computed at each node in the fluid mesh from the particle drag forces Fdi as
ffpj =
1
Vj
nj∑
i=1
Nj(xi)F
d
i , j = 1, N (119)
where Nj(xi) is the value of the shape function of node j at the position of the ith particle, using the contribution
of the nj particles in the neighbour elements of node j. A continuum distribution of f
fp is obtained by
interpolating its nodal values over each element in the FEM fashion. The forces on the particles due to lift
effects have been neglected in this work, although they can be accounted for as explained in Jackson (2000).
8.5 Motion of large particles
Large particles may be considered as rigid or deformable bodies. In the first case the motion follows the rules for
rigid Lagrangian particles. The contact forces at the particle surface due to the adjacent interacting particles
are computed using a frictional contact interface layer between particles, as in the standard PFEM (Section
6.7.2) (Idelsohn et al., 2004; On˜ate et al., 2008, 2004).
The fluid forces on the particles are computed by integrating the tangential (viscous) and normal (pressure)
forces at the edges of the fluid elements surrounding the particles. Large deformable particles behave as de-
formable bodies immersed in the fluid which are discretized via the standard FEM. Their motion can be followed
using a staggered FSI scheme, or else by treating the deformable bodies and the fluid as a single continuum
with different material properties (Idelsohn et al., 2008; On˜ate et al., 2014b,a).
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8.6 Discretization of the fluid equations
We discretize the analysis domain containing Np particles into finite elements with ne nodes in the standard
manner leading to a mesh with a total number of Ne elements and N nodes. In our work we will choose simple
3-noded linear triangles (ne = 3) for 2D problems and 4-noded tetrahedra (ne = 4) for 3D problems with
local linear shape functions Nei defined for each node i of element e. The velocity components, the weighting
functions and the pressure are interpolated over the mesh in terms of their nodal values in the same manner
using the linear shape functions (Belytschko et al., 2013; On˜ate, 2009; Zienkiewicz et al., 2005a).
Remark 3. For Eulerian flow formulations or when equal order inter polation for the velocities and the pressure
are used stabilization terms must be added to the governing balance equations. In our work we use a
stabilized form of the balance equations obtained via the FIC technique (On˜ate, 2004; On˜ate et al., 2014b,
2006; On˜ate and Rojek, 2004).
Using the standard FEM procedures and omitting the stabilization terms, the final matrix system has the
following form
M0 ˙¯v + Kv¯ + Dp¯− fv = 0 (120a)
M1 ˙¯p−DT v¯ + (L + Mb)p¯− fp = 0 (120b)
The matrices and vectors in equations(120) can be found in On˜ate et al. (2014a, 2006).
Incremental solution of the discretized equations for a particulate flow
We summarize the steps for the analysis of a particulate fluid containing micro/macro particles modelled as a
rigid spheres interacting “a la DEM” as described in the previous sections.
Equations(120) are solved in time with an implicit Newton-Raphson type iterative scheme (Belytschko et al.,
2013; Donea and Huerta, 2003; Zienkiewicz et al., 2005a,b). The basic steps within a time interval [n, n + 1]
are:
- Generate a new mesh using the position of the fluid nodes at tn. This step is only required for formulations
using a moving mesh (such as PFEM).
- Initialize variables: (n+1x1, n+1v¯1, n+1p¯1, n+1nif ,
n+1r¯1m) ≡ {nx, nv¯, np¯, nnf , nr¯m}.
Note that n(·)j denote values at time n for the jth iteration.
- Iteration loop: k = 1, · · · , NITER.
For each iteration.
Step 1. Compute the nodal velocity increments in the fluid ∆v¯
From equation(120)a, we deduce
n+1Hiv∆v¯ = −n+1r¯km → ∆v¯ (121a)
with the momentum residual r¯m and the iteration matrix Hv given by
r¯m = M0 ˙¯v + Kv¯ + Dp¯− fv , Hv = 1
∆t
M0 + K + Kv (121b)
where Kv is a “bulk” stiffness matrix that accounts for the changes of the pressure due to the velocity. This
matrix is important for the fast convergence, mass preservation and accuracy of the iterative solution (Franci
et al., 2015; On˜ate et al., 2014a).
Step 2. Update the velocities
Fluid nodes: n+1v¯k+1 = n+1v¯k + ∆v¯ (122a)
Rigid particles:
{
n+1/2u˙j =
n−1/2u˙j + nu¨k+1j ∆t
u˙j =
1
mj
nFk+1j , j = 1, Np
(122b)
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Step 3. Compute the nodal pressures in the fluid n+1p¯k+1
From equation(120b) we obtain
n+1Hip
n+1p¯k+1 =
1
∆t
M1
n+1p¯i + DT n+1v¯k+1 + n+1f¯ ip → n+1p¯k+1 (123a)
with
Hp =
1
∆t
M1 + L + Mb (123b)
Step 4. Update the coordinates of the particles
Rigid particles:

n+1uk+1i =
nuk+1i +
n+1/2u˙k+1i ∆t
n+1xk+1i =
nxi +
n+1uk+1i , i = 1, Np
(124a)
Step 5. Update the coordinate of the fluid nodes (for moving mesh algorithms only)
Fluid nodes: n+1xk+1i =
n+1xki +
1
2
(n+1v¯k+1i +
nv¯i)∆t , i = 1, N (124b)
Step 6. Compute the fluid volume fraction for each node n+1nk+1fi via equation(94)
Step 7. Compute forces and torques on particles: n+1Fk+1i ,
n+1Tk+1i , i = 1, Np (equations (97) and (98))
Step 8. Compute particle-to-fluid nodes: (n+1fpfi )
k+1 = −(n+1ffpi )k+1 , i = 1, N with ffpi (equation(119))
Step 9. Check convergence
Verify the following conditions:
‖n+1v¯k+1 − n+1v¯k‖ ≤ ev‖nv¯‖
‖n+1p¯k+1 − n+1p¯k‖ ≤ ep‖np¯‖ (125)
where ev and ep are prescribed error norms for the nodal velocities and the nodal pressures, respectively. In the
examples solved in this work we have set ev = ep = 10
−3.
If both conditions (125) are satisfied then make n← n+ 1 and proceed to the next time step.
Otherwise, make the iteration counter k ← k + 1 and repeat Steps 1–8.
Remark 4. The time step within a time interval [n, n+ 1] has been chosen as ∆t = min
(
nlemin
|nv|max ,∆tb
)
where
nlemin is the minimum characteristic distance of all elements in the mesh, |nv|max is the maximum value of
the modulus of the velocity of all nodes in the mesh and ∆tb is the critical time step of all nodes adjacent
to a solid boundary On˜ate et al. (2014a).
Remark 5. The Eulerian and Lagrangian versions of the particulate flow formulation presented have been
implemented in the open-source Kratos software platform (Kratos, 2015). The generation of the analysis
data and the visualization of the results have been carried out using the GiD pre/postprocessing system
(CIMNE, 2015).
8.7 Examples
8.7.1 Water pipe with particles sediment
Figure 32 shows an example of flow of a non-cohesive granular material modeled using spherical DEM particles.
The water inside the pipe is simulated with an Eulerian FEM code.
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Figure 32: Interaction between particles and water in a pipe. Eulerian fluid solver coupled with DEM. Snapshots
at two timesteps. Detail on the right images.
8.7.2 Filling of a water container with particles
Figure 33 shows a 3D example of the filling of a cylindrical container with water containing macroscopic spherical
particles. Water is allowed to exit the cylinder by a lateral hole while particles enter from two other holes at
different height and fall down by gravity until they progressively fill the cylinder. The figures show different
instants of the filling process.
8.7.3 Transport of spherical particles in a tube filled with water
The example in Figure 34 models the vertical transport of 120.000 spherical particles to the surface of a tube
filled with water and the subsequent deposition of the particles on the free water surface at the top of the tube.
Particles move upwards within the tube due to a vertical fluid velocity of 1 m/s. The average particle radius is
2 mm and their density is 2300 Kg/m3. Particles move vertically until they reach the top of the fluid domain
and accumulate there due to the combined effect of their weight and the interaction force from the fluid. Figure
34 shows two instants of the particles ascending process.
Figure 35 shows the interaction of eight jets of ascending air bubbles with 200.000 spherical particles that
fall down in a cylinder filled with water.
8.7.4 Dragging of large objects and small particles in a tsunami type flow
Figure 36 shows the dragging of a car by the impact of a water stream containing rocks.
The next example represents an schematic study of the dragging of some objects over a vertical wall, related
to the tsunami in Fukushima (Japan) on March 2011 (Figure 37). Figures 38 show two snapshots of the
PFEM solution of this complex problem using a simplified geometry including barrels and debris (modelled as
macroscopic particles).
Figure 39 shows a similar analysis with the PFEM of the progressive erosion and failure of a soil retaining
slope under the action of a water stream dragging cars and barrels.
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