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Abstract
In this report, we present a new Linear-Quadratic Semistabilizers (LQS) theory for linear network systems.
This new semistable H2 control framework is developed to address the robust and optimal semistable con-
trol issues of network systems while preserving network topology subject to white noise. Two new notions
of semistabilizability and semicontrollability are introduced as a means to connecting semistability with the
Lyapunov equation based technique. With these new notions, we first develop a semistable H2 control theory
for network systems by exploiting the properties of semistability. A new series of necessary and sufficient
conditions for semistability of the closed-loop system have been derived in terms of the Lyapunov equation.
Based on these results, we propose a constrained optimization technique to solve the semistable H2 network-
topology-preserving control design for network systems over an admissible set. Then optimization analysis and
the development of numerical algorithms for the obtained constrained optimization problem are conducted.
We establish the existence of optimal solutions for the obtained nonconvex optimization problem over some
admissible set. Next, we propose a heuristic swarm optimization based numerical algorithm towards efficiently
solving this nonconvex, nonlinear optimization problem. Finally, several numerical examples will be provided.
I. INTRODUCTION
Linear-Quadratic Semistabilizers (LQS) is a generalization of deterministic optimal semistable control pro-
posed in [1]–[5] to the stochastic case in which the stochasticity comes from two aspects: random distribution of
initial conditions and stochastic L2 noises due to sensor noise and exogenous disturbance. LQS also has a similar
mathematical formulation as the stochastic LQR control while their differences are apparent. First, LQR control
guarantees asymptotic stability of the closed-loop system, that is, state convergence to the origin, while LQS
control assures semistability of the closed-loop system. As discussed in [6], semistability is the property that the
limiting state is determined not only by system dynamics, but also by initial conditions, and hence, is not fixed
a priori. Thus, LQS is essentially linear-quadratic control with nondeterministic steady-state regulation. Next,
LQR assures one unique feedback controller while, on the contrary, LQS allows multiple feedback controllers.
Actually LQS may have infinite many solutions due to the initial results for the deterministic case developed in
[1]–[5]. Thus, this gap between the nonuniqueness feature of LQS and the uniqueness property of LQR leads
to a huge difference in theoretical analysis and control applications of LQS. In this report, we initiate the first,
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systemic control-theoretic framework for the LQS theory based on many preliminary results [1]–[5] that we have
developed before. We hope this report will lead to research attention on LQS and its related control problems
for network systems.
The motivation of this report can be illustrated by the following three examples from mechanical engineering,
network sciences, and electrical systems, respectively. The first motivating example is a simple mass-damper
system. For mechanical systems, semistability characterizes the motion of a rigid body subject to damping and
in the absence of stiffness [7]. Such a damped rigid body converges to rest at a Lyapunov stable equilibrium
position that is determined by the initial conditions. Specifically, we consider the mass-damper system given
by the equation of motion mq¨(t) + cq˙(t) = 0 with the initial condition (q(0), q˙(0)) = (q0, q˙0), t ≥ 0, where
q(t) ∈ R denotes the position, m > 0 denotes the mass, and c > 0 denotes the viscous damping constant. It
is straightforward to verify that the system state (q(t), q˙(t)) converges to (q∞, 0), where q∞ = limt→∞ q(t) =
q0 + (m/c)q˙0 is the limiting position determined by both the system parameters m, c and the initial condition.
Our control problem here is how to choose the ratio m/c such that when the initial condition (q(0), q˙(0)) is
randomly distributed, the variance of the weighted convergence error limt→∞ E[(q(t) − q∞)2 + k(q˙(t))2] is
minimized, where E denotes the expectation operator and k > 0 is a weight constant. The physical meaning
for this control design is that we try to attenuate the stochastic effect as much as we can so that the system’s
response is robust to such an effect. Note that q∞ is not a fixed point and cannot be predetermined.
The second motivating example is the consensus problem with imperfect information. In many applications
involving multiagent coordination and distributed computation [6], [8]–[10], groups of agents are required to
agree on certain quantities of interest. In particular, it is important to develop information consensus protocols for
networks of dynamic agents wherein a unique feature of the closed-loop dynamics under any control algorithm
that achieves consensus is the existence of a continuum of equilibria representing a state of agreement or
consensus. Technically, we consider a multiagent network system consisting of n agents, whose dynamics are
x˙i = ui, where xi ∈ R is the state and ui is the control input. The linear consensus protocol can be designed as
ui =
∑
j∈Ni
aij(xj − xi), (1)
where aij > 0 and Ni denotes the set of all the neighbors for agent i. The equivalent matrix form of this
consensus protocol is given by x˙(t) = −Lx(t), x(0) = x0, t ≥ 0, where L denotes a weighted Laplacian
matrix. It can be shown that if the underlying graph for L is chosen to be undirected and connected [6], then
limt→∞ x(t) = x∞ = c[1, . . . , 1]T, where c is determined by the initial condition x(0). Now we consider the
case where x(t) is imperfect and corrupted by some noise. In this case, the previous consensus protocol becomes
x˙(t) = −L(x(t) + w(t)), (2)
where w(t) denotes the standard Gaussian white noise. Now the design problem becomes how to choose L
such that the variance of the weighted convergence error limt→∞ E[(x(t)− x∞)TR(x(t)− x∞)] is minimized,
where R is symmetric and positive semidefinite.
The third motivating example comes from [11]. The physical meaning of LQG heat engines is to seek an
ideal current source to extract maximal amount of energy from resistors with Johnson-Nyquist noise. From
a control-theoretic point of view, we aim to design an LQG optimal controller to extract work from heat
flows for a heated lossless system. Specifically, consider the linear system given by x˙(t) = Jx(t) + Bu(t)
and y(t) = BTx(t) where J is skew-symmetric and (J,B) is controllable. The control aim here is to design a
controller u(t) = Kx(t)+Dw(t) to maximize the expected work extracted from this linear system and to achieve
“thermal equilibrium”, where the expected work is given by − ∫ t0 (E[(x(s)−Ex(s))TBu(s)]+uT(s)Ru(s))ds.
This thermal equilibrium implies the temperature equipartition which is a semistable status shown by [12].
In the first part of this report, we generalize the above ideas of designing optimal mass-damper systems,
consensus protocols, and LQG heat engines with an H2 performance to develop a semistable H2 network-
topology-preserving control design framework for network systems by using two new notions of semistabilizabil-
ity/semidetectability originating from [13], and semicontrollability/semiobservability originating from [3]. Our
proposed LQS framework not only works for the consensus problems and electrical circuits, but also applies to
a wide range of applications such as chemical reaction systems, biomedical systems, and flight control systems
in which semistability is the appropriate notion of stability [6], [14], [15]. Although H2 optimal semistable
control for linear systems has been discussed in [2], [3], only the deterministic, free-network-topology case
has been considered. However, it is much more involved and important to develop a stochastic H2 semistable
network-topology-preserving control framework for network systems to address the robustness issue of such a
design. Hence, this report takes on this issue to try to fill in the theoretical gap of semistable H2 theory for
network systems.
The aim of this new type of control is to address emerging stability issue arising from network systems together
with its optimal performance in a noisy networked environment. In particular, we want to design a distributed
state feedback controller for a class of stochastic linear networks so that it can guarantee that the closed-loop
network system is semistable and its H2 performance cost functional is minimized. There are many important
applications for which semistability is the most appropriate stability property of interest. A classical example is
the synchronization of multiple weakly coupled oscillators to a common frequency. Recently, significant results
have been obtained on semistability in consensus problems for networked agents [1], [6], [10], [16]–[18]. An
example of such a problem is for a group of networked autonomous vehicles to converge to a common heading,
and for the network to respond to a small perturbation with only a corresponding small change to the common
heading. Semistability arises naturally in the context of system thermodynamics. System thermodynamics uses
basic thermodynamic principles to design controllers that guarantee a high degree of robustness as indicated in
[19]. Other recent results in semistability theory can be found in [14], [20], [21].
In the second part of this report, we address theoretic optimization analysis for a nonconvex optimization
problem which characterizes the proposed LQS design derived from the first part of the report. The existence
of optimal solutions will be established for this optimization formulation over some admissible set by using
a series of important results. To our best knowledge, this is the first attempt to answering this open question
regarding the existence of optimal solutions since many optimization-based forms of semistable control have
been developed in recent years [1]–[5]. Furthermore, inspired by the resemblance between swarm behaviors
such as particle swarm [22] and semistable control for state equipartitioning [16], next we will propose to use a
heuristic swarm optimization based numerical algorithm to solve the proposed nonconvex optimization problem.
Finally, several numerical examples will be provided. A preliminary version of this report has appeared in [23].
II. PROBLEM FORMULATION FOR NETWORK SYSTEMS
To generalize the three examples including optimal consensus problems presented in the Introduction, we use
the semistability theory developed for linear systems [3] to formulate a robust and optimal semistable control
problem for general network systems. Before we proceed, we need to use graph notations to represent network
topologies for general network systems. Specifically, let G = (V, E ,A) be a directed graph (or digraph) with
the set of nodes (or vertices) V = {1, . . . , n}, the set of edges E ⊆ V × V involving a set of ordered pairs, and
an adjacency matrix A ∈ Rn×n such that A(i,j) = 1, i, j = 1, . . . , n, if (j, i) ∈ E , and 0 otherwise. Moreover,
we assume that A(i,i) = 1 for all i ∈ V . A graph or undirected graph G associated with the adjacency matrix
A ∈ Rn×n is a directed graph for which the arc set is symmetric, that is, A = AT. A graph G is balanced if∑n
j=1A(i,j) =
∑n
j=1A(j,i) for all i = 1, . . . , n.
For a graph or a set of graphs G, we consider a dynamical network in which node i has a value1 given by
xi(t) ∈ R and a control input ui(t) ∈ R, i = 1, . . . , n, at time t ∈ R. We assume that this dynamical network
is affected by n independent, additive Gaussian white noises wi(t), i = 1, . . . , n. The evolution process for this
1It is straightforward to extend xi(t), ui(t), and wi(t) from the scalar case R to the vector case Rq .
dynamical network is governed by the following interconnected differential equations
x˙i(t) = A(i,i)[aiixi(t) + diiwi(t)] +
n∑
j=1,j 6=i
A(i,j)[ajixj(t) + djiwj(t)
−aijxi(t)− dijwi(t)] + ui(t), xi(0) = xi0, t ≥ 0, i = 1, . . . , n, (3)
where aij , dij ∈ R denote the constant weights for node values and white noises associated with the graph G,
respectively. We assume that aij, dij ≡ 0 if A(i,j) = 0. The compact form of (3) can be written as
x˙(t) = A(G)x(t) + u(t) +D(G)w(t), x(0) = x0, t ≥ 0, (4)
where x(t) = [x1(t), . . . , xn(t)]T ∈ Rn is the system state vector, u(t) = [u1(t), . . . , un(t)]T ∈ Rn is the control
input vector, w(t) = [w1(t), . . . , wn(t)]T ∈ Rn is the standard Gaussian white noise vector, A = A(G) ∈ Rn×n,
and D = D(G) ∈ Rn×n.
Note that (3) represents a wide spectrum of network systems in many disciplines. For example, the mass
balance equation for compartmental systems in [15] is indeed the form of (3). The linear inhibitory-excitatory
neuronal network in [24] has the same form as (3). Of course, the consensus protocol (2) can also be viewed as
(3). Thus, the dynamical network given by the form (3) offers a good foundation to conduct control synthesis
of linear network systems.
The control aim here is to design a network state feedback controller given by
ui(t) = A(i,i)kiixi(t) +
n∑
j=1,j 6=i
A(i,j)[kjixj(t)− kijxi(t)], (5)
where kij ∈ R satisfies that kij ≡ 0 if A(i,j) = 0, or, equivalently in vector form,
u(t) = K(G)x(t), (6)
where K = K(G) ∈ Rn×n, such that the following design criteria are satisfied:
i) The closed-loop system (4) and (6) is semistable, i.e., A˜ = A+K is semistable.
ii) The performance functional
J(K) = lim
t→∞
1
t
E
{∫ t
0
[
(x(s)− x∞)TR1(x(s)− x∞) + (u(s)− u∞)TR2(u(s)− u∞)
]
ds
}
(7)
is minimized, where R1 = ET1 E1, R2 = ET2 E2, ET1 E2 = 0, E1, E2 ∈ Rq×n, x∞ = limt→∞ E[x(t)], and
u∞ = Kx∞.
The state feedback controllers satisfying Conditions i) and ii) are called linear-quadratic semistabilizers. Note
that (5) has the same network topology as (3). Furthermore, the closed-loop dynamics matrix A˜ has the same
network topology as (3). Hence, (5) is a fixed-structure controller which preserves the network topology G.
Recall from [25] that a matrix A ∈ Rn×n is semistable if and only if limt→∞ eAt exists. Furthermore, if A
is semistable, then the index of A is zero or one, and thus A is group invertible. The group inverse A# of A
is a special case of the Drazin inverse AD in the case in which A has index zero or one [25]. In this case,
limt→∞ eAt = Iq−AA# [25]. Clearly, this control problem can be viewed as a stochastic version of semistable
LQR control. However, due to the possibility of singularity of A˜, the analysis of such a control problem is
much more involved than the standard LQR theory. In fact, the three examples in [2] show that this semistable
H2 control problem could have none, one, or infinitely many solutions under the standard assumptions from
the LQR theory. Hence, there is a big difference between the standard H2 control theory and the proposed
stochastic optimal semistable control problem here.
One may argue that we can resort to the existing theory of Lyapunov and Riccati equations to tackle
semistability and synthesis of linear systems with additive noise. For instance, checking semistability via
Lyapunov equations: it is well known that if there exists a solution to the Lyapunov equation then the modes
(in the setup of this report, the pair (AT,DT)) that are observable are asymptotically stable. One simply has
to check that the remaining modes (that is, non-observable modes) are semistable. Such a method relies on the
Kalman decomposition of (AT,DT) and this matrix transformation will destroy the graph topology G in A and
D. However, the control design needs to retain the graph topology in K shown in (5) since the topologically
structured information is the only one available for feedback in many network systems. As an example, in sensor
networks the relative sensing information is always used for control instead of absolute sensing information [26].
In this case, it is more realistic to use the form of (5) to design controllers for sensor network systems. Thus,
the matrix decomposition method which disrupts the network topology becomes very difficult to address this
property required in control.
III. MATHEMATICAL PRELIMINARIES
Suppose A˜ is semistable. Then it follows from (7) and Lemma A.1 in the Appendix that
J(K) = lim
t→∞E
[
x˜T(t)R˜x˜(t)
]
, (8)
where x˜(t) = x(t)− x∞ and R˜ = R1 +KTR2K. Next, it follows from (4) and (6) that
d
dt
E[x(t)] = A˜E[x(t)], t ≥ 0. (9)
Hence, E[x(t)] = eA˜tE[x(0)] and x∞ = limt→∞ E[x(t)] = (In − A˜A˜#)E[x(0)]. Note that x∞ ∈ N (A˜), where
N (X) denotes the null space of X. Then it follows from (4) and (6) that
˙˜x(t) = A˜x˜(t) +Dw(t), (10)
ddt
E[x˜(t)] = A˜E[x˜(t)], t ≥ 0, (11)
where E[x˜(0)] = A˜A˜#E[x(0)]. Note that (9) is the first moment equation for (4) and (6) while (11) is the
first moment equation for (10). To completely analyze (4) and (6) as well as (10), one needs to consider
the second moment equations. Define the covariance matrices Q(t) = E[x(t)xT(t)] − E[x(t)]E[xT(t)] and
Q˜(t) = E[x˜(t)x˜T(t)]− E[x˜(t)]E[x˜T(t)]. We make the following standing assumption.
Assumption 3.1: x(0) and w(t) are independent for all t ≥ 0.
The following result asserts that Q(t) and Q˜(t) are the same. Hence, one can use either Q(t) or Q˜(t) to
characterize the covariance matrix for the closed-loop system.
Lemma 3.1: Assume that Assumption 3.1 holds. Then Q(t) satisfies the Lyapunov differential equation
Q˙(t) = A˜Q(t) +Q(t)A˜T +DDT, t ≥ 0, (12)
where Q(0) = E[x(0)xT(0)]− E[x(0)]E[xT(0)]. Furthermore, (12) is equivalent to
Q(t) = eA˜tQ(0)eA˜
Tt +
∫ t
0
eA˜sDDTeA˜
Tsds. (13)
Finally, Q(t) = Q˜(t) ≥ 0 for all t ≥ 0.
Proof: Note that x˙(t) = A˜x(t) +Dw(t). Evaluating Q˙(t) yields
Q˙(t) = E[x˙(t)xT(t) + x(t)x˙T(t)]− E[x˙(t)]E[xT(t)]− E[x(t)]E[x˙T(t)]
= E[(A˜x(t) +Dw(t))xT(t) + x(t)(A˜x(t) +Dw(t))T]− A˜E[x(t)]E[xT(t)]− E[x(t)]E[xT(t)]A˜T
= E[A˜x(t)xT(t)]− A˜E[x(t)]E[xT(t)] + E[x(t)xT(t)A˜T]− E[x(t)]E[xT(t)]A˜T
+E[Dw(t)xT(t) + x(t)wT(t)DT]
= A˜Q(t) +Q(t)A˜T + E
[
Dw(t)
(
eA˜tx0 +
∫ t
0
eA˜(t−s)Dw(s)ds
)T
+
(
eA˜tx0 +
∫ t
0
eA˜(t−s)Dw(s)ds
)
wT(t)DT
]
= A˜Q(t) +Q(t)A˜T + E
[
D
∫ t
0
w(t)wT(s)DTeA˜
T(t−s)ds+
∫ t
0
eA˜(t−s)Dw(s)wT(t)dsDT
]
= A˜Q(t) +Q(t)A˜T +D
∫ t
0
δ(t − s)DTeA˜T(t−s)ds+
∫ t
0
eA˜(t−s)Dδ(s − t)dsDT
= A˜Q(t) +Q(t)A˜T +
1
2
DDT +
1
2
DDT
= A˜Q(t) +Q(t)A˜T +DDT, (14)
where we used the fact that E[w(t)wT(s)] = δ(t− s) and δ(t) denotes the Dirac function. Hence, (12) holds.
Next, to show (13), rewriting (12) as
vec Q˙(t) = vec A˜Q(t) + vecQ(t)A˜T + vecDDT
= (A˜⊕ A˜)vecQ(t) + vecDDT
Now using the Lagrange’s formula yields
vecQ(t) = e(A˜⊕A˜)tvecQ(0) +
∫ t
0
e(A˜⊕A˜)(t−s)vecDDTds
or, equivalently, by changing the variable of integration
vecQ(t) = e(A˜⊕A˜)tvecQ(0) +
∫ t
0
e(A˜⊕A˜)svecDDTds
= eA˜t ⊗ eA˜tvecQ(0) +
∫ t
0
eA˜s ⊗ eA˜svecDDTds
= vec eA˜tQ(0)eA˜
Tt +
∫ t
0
vec eA˜sDDTeA˜
Tsds,
which implies (13). Finally, using the similar arguments as in (14), it follows that ˙˜Q(t) = A˜Q˜(t) + Q˜(t)A˜T +
DDT. Thus, ˙˜Q(t) = eA˜tQ˜(0)eA˜Tt +
∫ t
0 e
A˜sDDTeA˜
Tsds for all t ≥ 0. Now since Q˜(0) = E[x˜(0)x˜T(0)] −
E[x˜(0)]E[x˜T(0)] = E[(x(0)−x∞)(x(0)−x∞)T]−E[x(0)−x∞]E[(x(0)−x∞)T] = E[x(0)xT(0)]−E[x(0)]E[
xT(0)] = Q(0), it follows that Q(t) = Q˜(t) for all t ≥ 0.
Now we have the following necessary and sufficient condition on the convergence of an integral in (13).
Lemma 3.2: Assume that Assumption 3.1 holds. If A˜ is semistable, then Qˆ , limt→∞
∫ t
0 e
A˜sDDTeA˜
Tsds
exists if and only if N (A˜T) ⊆ N (DT), where N (X) denotes the null space of X. Furthermore, if N (A˜T) ⊆
N (DT), then Q , limt→∞Q(t) is given by
Q = lim
t→∞E[x˜(t)x˜
T(t)]
= (In − A˜A˜#)Q(0)(In − A˜A˜#)T + Qˆ. (15)
Proof: Note that since A˜ is semistable, it follows from mspec (A˜) = mspec (A˜T) (see Proposition 4.4.5 of
[25, p. 263]) that A˜T is semistable as well, where mspec (A˜) denotes the multispectrum of A˜. Hence, it follows
that either A˜T is Hurwitz or there exists an invertible matrix S ∈ Rn×n such that A˜T = S
[
J 0
0 0
]
S−1, where
J ∈ Rr×r, r = rank A˜T, and J is Hurwitz. Now, if A˜T is Hurwitz, then N (A˜T) = {0} ⊆ N (DT).
Alternatively, if A˜T is not Hurwitz, then N (A˜T) = {x ∈ Rn : x = S[01×r, yT]T, y ∈ Rn−r}. Now,∫ ∞
0
eA˜tDDTeA˜
Ttdt = S−T
∫ ∞
0
eJˆtDDTeJˆtdtS
= S−T
∫ ∞
0
[
eJ
TtRˆ1e
Jt eJ
TtRˆ12
RˆT12e
Jt Rˆ2
]
dtS, (16)
where Jˆ =
[
J 0
0 0
]
and Rˆ = STDDTS =
[
Rˆ1 Rˆ12
RˆT12 Rˆ2
]
. Next, it follows from (16) that ∫∞0 eA˜tDDTeA˜Ttdt
exists if and only if Rˆ2 = 0 or, equivalently, [01×r, yT]Rˆ[01×r, yT]T = 0, y ∈ Rn−r, which is further equivalent
to xTDDTx = 0, x ∈ N (A˜T). Hence, N (A˜T) ⊆ N (DT).
Finally, the proof of N (A˜T) ⊆ N (DT) implies the existence of ∫∞0 eA˜tDDTeA˜Ttdt is immediate by reversing
the steps of the proof given above.
The second part of the result is a direct consequence of Lemma 3.1 and limt→∞ eA˜t = In − A˜A˜#.
Thus, under Assumption 3.1, if A˜ is semistable and N (A˜T) ⊆ N (DT), then (8) can be rewritten as
J(K) = trQR˜
= tr (In − A˜A˜#)Q(0)(In − A˜A˜#)TR˜+ tr QˆR˜. (17)
Clearly if E[x(0)xT(0)] = E[x(0)]E[xT(0)], then Q(0) = 0, and hence, J(K) = tr QˆR˜, where trX denotes the
trace of X. One of the sufficient conditions to guarantee this scenario is that x(0) is deterministic. However,
here we consider the general case where x(0) is not necessarily deterministic. Without loss of generality, we
make the following assumption on x(0).
Assumption 3.2: x(0) is a random variable having a covariance matrix V , that is, E[x(0)xT(0)]−E[x(0)xT(0)]
= V .
Note that it follows from (15) that Q has two parts: (In−A˜A˜#)Q(0)(In−A˜A˜#)T and Qˆ. Hence, to minimize
J(K), one has to minimize two cost functionals associated with both terms simultaneously. This is not a good
strategy from the optimization point of view. To combine two separate forms in (15) into a compact form, the
following result is the key.
Lemma 3.3: Assume that Assumptions 3.1 and 3.2 hold. Furthermore, assume N (A˜T) ⊆ N (DT). If A˜ is
semistable, then
J(K) = tr (W + V )R˜, (18)
where
W =
∫ ∞
0
eA˜s[A˜V + V A˜T +DDT]eA˜
Tsds. (19)
Proof: Using the fact that ∫∞0 dds(eA˜sV eA˜Ts)ds = eA˜sV eA˜Ts|s=∞s=0 , we have∫ ∞
0
eA˜s[A˜V + V A˜T]eA˜
Tsds = (In − A˜A˜#)V (In − A˜A˜#)T − V. (20)
Now the result is immediate.
It is important to note that unlike the standard LQR theory, here Q given by (15) does not satisfy the standard
Lyapunov equation 0 = A˜Q+QA˜T+DDT due to the fact that limt→∞ Q˙(t) = (In−A˜A˜#)DDT(In−A˜A˜#)T.
Furthermore, Q given by (15) is just positive semidefinite, not positive definite. If we define S = {K ∈ Rm×n :
A+BK is semistable} and S+ = {K ∈ S : Q = QT ≥ 0}, then S+ is a closed set, not an open set. Hence,
the standard Lagrange multiplier techniques cannot be applied to this problem.
IV. SEMIDETECTABILITY AND SEMIOBSERVABILITY
A. Semidetectability
In this subsection, we introduce two new notions of semistabilizability and semidetectability [13] to address
semistability of A˜ by using the Lyapunov equation while keeping the topological structure G.
Definition 4.1: Let A ∈ Rn×n, B ∈ Rn×l, and C ∈ Rl×n. The pair (A,B) is semistabilizable if
rank
[
B ωIn −A
]
= n (21)
for every nonzero ω ∈ R, where rank denotes the rank of a matrix. The pair (A,C) is semidetectable if
rank
[
C
ωIn −A
]
= n (22)
for every nonzero ω ∈ R.
It is clear from Definition 4.1 that (A,C) is semidetectable if and only if (AT, CT) is semistabilizable.
Furthermore, it is important to note that semistabilizability and semidetectability are different from the standard
notions of stabilizability and detectability in linear control theory. Recall that (A,B) is stabilizable if and only
if rank
[
B λIn −A
]
= n for every λ ∈ C in the closed right half plane, and (A,C) is detectable if and only
if rank
[
C
λIn −A
]
= n for every λ ∈ C in the closed right half plane. Obviously if (A,C) is detectable, then
it is semidetectable, but not vice versa. Similar remarks hold for the notions of controllability and observability,
that is, if (A,C) is observable, then it is semidetectable, but not vice versa. Hence, semidetectability is a much
weaker notion than observability and detectability. Since (22) is only concerned with the detectability of (A,C)
on the imaginary axis, we label this notion as semidetectability.
Remark 4.1: It follows from Facts 2.11.1-2.11.3 of [25, p.130-131] that (21) and (22) are equivalent to
dim[R(ωIn −A) +R(B)] = n (23)
and
N (ωIn −A) ∩ N (C) = {0} (24)
respectively, where dim denotes the dimension and R(X) denotes the range space of X. As we can see later
on, these two equivalent forms are aligned with (33) and (34), respectively. 
Example 4.1: Consider A =
[
0 0
0 0
]
and B =
[
0
1
]
. Clearly (A,B) is not stabilizable. However, one can
check (21) that (A,B) is indeed semistabilizable. Thus, for this pair of (A,B), the standard H2 control problem
is not well defined, but the semistable H2 control problem is well defined. N
Similar to stabilizability, state feedback control does not change semistabilizability. The proof is identical to
the case of stabilizability by use of the Sylvester’s inequality for rank.
Lemma 4.1: Let A ∈ Rn×n and B ∈ Rn×l. If (A,B) is semistabilizable, then (A+BK,B) is semistabilizable.
Proof: Since (A,B) is semistabilizable, it follows that rank [ B ωIn −A ] = n for all nonzero ω ∈ R.
Hence, by Sylvester’s inequality, for all nonzero ω ∈ R,
n = n+ (l + n)− (l + n)
= rank
[
B ωIn −A
]
+ rank
[
Il −K
0 In
]
− (l + n)
≤ rank [ B ωIn −A ]
[
Il −K
0 In
]
≤ rank [ B ωIn −A ]
= n. (25)
Since
[
B ωIn −A−BK
]
=
[
B ωIn −A
] [ Il −K
0 In
]
, it follows from (25) that
rank
[
B ωIn −A−BK
]
= n
for all noznero ω ∈ R. Thus, (A+BK,B) is semistabilizable.
Next, we introduce the core technical result of this report by connecting semistability with the Lyapunov
equation via semidetectability. Before we state it, we need the following lemma.
Lemma 4.2: Let A ∈ Rn×n. Then A is semistable if and only if N (A) ∩R(A) = {0} and spec (A) ⊆ {s ∈
C : s+ s∗ < 0} ∪ {0}, where s∗ denotes the complex conjugate and spec (X) denotes the spectrum of X.
Proof: If A is semistable, then it follows from Definition 11.8.1 of [25, p. 727] that spec (A) ⊆ {s ∈
C : s + s∗ < 0} ∪ {0} and either A is Hurwitz or there exists an invertible matrix S ∈ Rn×n such that
A = S
[
J 0
0 0
]
S−1, where J ∈ Rr×r, r = rankA, and J is Hurwitz. Now, if A is Hurwitz, then N (A) =
{0} = N (A) ∩R(A).
Alternatively, if A is not Hurwitz, then N (A) = {S[01×r, yT2 ]T : y2 ∈ Rn−r}. In this case, for every
S[01×r, xT2 ]
T ∈ N (A) ∩ R(A), there exists z ∈ Rn such that S[01×r, xT2 ]T = Az. Hence, S[01×r, xT2 ]T =
S
[
J 0
0 0
]
S−1z, that is,
[
0
x2
]
=
[
J 0
0 0
]
S−1z,
which implies that x2 = 0. Thus, N (A) ∩R(A) = {0}.
Conversely, we assume that N (A) ∩ R(A) = {0} and spec (A) ⊆ {s ∈ C : s + s∗ < 0} ∪ {0}. If A is
nonsingular, then A is Hurwitz, and hence, A is semistable. Now we consider the case where A is singular. In
this case, let x ∈ N (A2). Then it follows from A2x = AAx = 0 that Ax ∈ N (A). Note that Ax ∈ R(A). It
follows from N (A) ∩ R(A) = {0} that Ax = 0, that is, x ∈ N (A). Hence, N (A2) ⊆ N (A). On the other
hand, clearly N (A) ⊆ N (A2). Thus, N (A) = N (A2). Then it follows from Proposition 5.5.8 of [25, p. 323]
that the eigenvalue 0 of A is semisimple. Finally, by Definition 11.8.1 of [25, p. 727], A is semistable.
Lemma 4.3: Let A ∈ Rn×n and C ∈ Rl×n. If A is semistable and N (A) ⊆ N (C), then CL = 0, where L
is given by
L , In −AA#. (26)
Proof: First it follows from semistability of A that L is well defined. We show that CLx ≡ 0 for any
x ∈ Rn. Suppose that there exists x 6= 0 such that CLx 6= 0. Then Lx 6∈ N (C). Since N (A) ⊆ N (C),
it follows that Lx 6∈ N (A). However, ALx = A(In − AA#)x = (A − AAA#)x = 0, which implies that
Lx ∈ N (A). This is a contradiction. Hence, CLx ≡ 0 for any x ∈ Rn.
Theorem 4.1: Let A ∈ Rn×n. Then A is semistable if and only if there exist a positive integer m, an m× n
matrix C , and an n× n matrix P = PT > 0 such that the pair (A,C) is semidetectable and
0 = ATP + PA+ CTC. (27)
Proof: If A is semistable, then by Lemma 4.2, ω, ω 6= 0, cannot be an eigenvalue of A and hence,
rank (ωIn − A) = n for every nonzero ω ∈ R. Thus, (22) holds for any C ∈ Rm×n and any positive
integer m. To prove the existence of a positive definite solution to (27), we restrict C to be the one satisfying
N (A) ⊆ N (C). For such a pair (A,C), let
Pˆ =
∫ ∞
0
eA
TtCTCeAtdt. (28)
Then it follows from Proposition 2.2 of [3] that such a Pˆ is well defined. Clearly Pˆ = PˆT ≥ 0. Since A is
semistable, by Lemma 4.2, N (A)∩R(A) = {0}, it follows from [27, p. 119] that A is group invertible. Hence,
it follows from (28) that
ATPˆ + PˆA =
∫ ∞
0
d
dt
(
eA
TtCTCeAt
)
dt
= (In −AA#)TCTC(In −AA#)−CTC. (29)
Next, consider L given by (26) and note that L2 = L. Hence, L is the unique n × n matrix satisfying
N (L) = R(A), R(L) = N (A), and Lx = x for all x ∈ N (A). Now, define
P , Pˆ + LTL. (30)
Clearly P is symmetric. Next, we show that P is positive definite. Consider the function V (x) = xTPx, x ∈ Rn.
If V (x) = 0 for some x ∈ Rn, then Pˆ x = 0 and Lx = 0. It follows from i) of Lemma 2.4 in [3] that x ∈ N (A),
and Lx = 0 implies that x ∈ R(A). Now, it follows from ii) of Lemma 2.4 in [3] that x = 0. Hence, P is
positive definite. Now since LA = A−AA#A = 0, it follows from (29), (30), and Lemma 4.3 that
ATP + PA+ CTC = ATPˆ + PˆA+ CTC +ATLTL+ LTLA
= LTCTCL+ (LA)TL+ LTLA
= 0, (31)
which is (27). Hence, the conclusion holds for C satisfying N (A) ⊆ N (C) (one obvious choice for C is A).
The converse part follows from Corollary 11.9.1 in [25, p. 730]. For completeness, we include it here. Note
that V (x) we defined above is positive definite. Moreover, V˙ (x) = −xTCTCx ≤ 0, x ∈ Rn, which implies
that A is Lyapunov stable.
To show that A is semistable, let ω ∈ spec(A), where ω ∈ R is nonzero, and let x ∈ Cn be an associated
eigenevector. Then it follows from (27) that
− x∗CTCx = x∗(ATP + PA)x
= x∗[(ωIn −A)∗P + P (ωIn −A)]x
= 0. (32)
Hence, Cx = 0, and thus, rank
[
C
ωIn −A
]
x = 0, which implies that x = 0 by (22). This contradicts x 6= 0.
Consequently, ω 6∈ spec(A) for all nonzero ω ∈ R. Hence, the eigenvalue of A is either a real/complex number
with negative real part or is zero, and if the eigenvalue is zero, then it is semisimple. Therefore, A is semistable.
Remark 4.2: It is important to note that if A is semistable, then for every semidetectable pair (A,C), one
cannot always find P = PT > 0 such that (27) holds. To see this, consider A =
[ −1 0
0 0
]
and C =
[
0 1
]
.
Clearly A is semistable. Moreover,
[
C
ωIn −A
]
=

 0 1ω + 1 0
0 ω

 is a full rank matrix for every ω ∈ R.
Hence, (A,C) is semidetectable. However, one can verify that there does not exist P = PT > 0 such that (27)
holds. 
Theorem 4.1 gives a necessary and sufficient condition for semistability by use of a Lyapunov equation. Since
we do not assume the detectability of (A,C), asymptotic stability cannot be reached. Instead, by assuming a
weaker notion–semidetectability, we can guarantee semistability. This result inspires us to design semistable H2
and H∞ controllers using this new notion and optimization methods such as linear matrix inequalities.
Example 4.2: Consider A =
[ −1 1
1 −1
]
and C =
[
1 −1 ]. Clearly, for P given by P = 12
[
1 0
0 1
]
,
P > 0 and (27) holds. In this case, it can be verified that (22) holds for (A,C), and hence, (A,C) is
semidetectable. Hence, it follows from Theorem 4.1 that A is semistable. In fact, limt→∞ eAt = 12
[
1 1
1 1
]
. N
B. Semiobservability
Theorem 4.1 gives a necessary and sufficient condition for guaranteeing semistability of linear time-invariant
systems by using a rank condition and the Lyapunov equation. However, as we mentioned in Remark 4.2, the
statement of Theorem 4.1 cannot be generalized to the case where the pair (A,C) is arbitrary. This poses a gap
between semidetectability and detectability since the classic Lyapunov condition for asymptotic stability holds for
every detectable pair (A,C). To fill in this gap, next, we use the newly developed notions of semicontrollability
and semiobservability in [3] to give alternative, yet new necessary and sufficient conditions for semistability of
A by using the null space condition on A and the Lyapunov equation. Here the definition of semicontrollability
is slightly different from the one in [3].
Definition 4.2: Let A ∈ Rn×n, B ∈ Rn×l, and C ∈ Rl×n. The pair (A,B) is semicontrollable if
span
(
n⋃
i=1
R (Ai−1B)
)
= R(A), (33)
where span denotes the span of subspace. The pair (A,C) is semiobservable if
n⋂
i=1
N (CAi−1) = N (A). (34)
As mentioned in [3], semicontrollability and semiobservability describe the ability of the system to deal
with the equilibrium manifold. In particular, semicontrollability implies the ability of the system to drive any
initial state to an equilibrium point on the equilibrium manifold in finite time while semiobservability implies
that the only state that is unobservable at the initial time is the equilibrium state. Hence, these two notions
are quite different from the classic controllability and observability. However, some properties derived from
controllability and observability still hold for these two notions. For example, duality between semicontrollability
and semiobservability is valid. Before we present this result, we prove an equivalent test for semicontrollability.
Lemma 4.4: Let A ∈ Rn×n and B ∈ Rn×l. Then (A,B) is semicontrollable if and only if
n∑
i=1
R (Ai−1B) = R(A). (35)
Proof: It suffices to show that ∑ni=1R (Ai−1B) = span (⋃ni=1R (Ai−1B)). Note that R(Ai−1B) is a
subspace of Rn for every i = 1, . . . , n. Then it follows from Fact 2.9.13 in [25, p. 121] that the above equality
holds.
Lemma 4.5: Let S1,S2 ⊆ Rn be subspaces. Then S1 = S2 if and only if S⊥1 = S⊥2 .
Proof: It follows from i) and ii) of Fact 2.9.14 in [25, p. 121] that S1 ⊆ S2 if and only if S⊥2 ⊆ S⊥1 .
Hence, the result follows immediately.
Lemma 4.6: Let A ∈ Rn×n and C ∈ Rl×n. Then (A,C) is semiobservable if and only if (AT, CT) is
semicontrollable.
Proof: It follows from Theorem 2.4.3 in [25, p. 103] that N (A) = R(AT)⊥. Hence, if (34) holds, then⋂n
i=1R((AT)i−1CT)⊥ = R(AT)⊥. By Fact 2.9.16 in [25, p. 121],
⋂n
i=1R((AT)i−1CT)⊥ = [
∑n
i=1R((AT)i−1
CT)]⊥, and hence, [
∑n
i=1R((AT)i−1CT)]⊥ = R(AT)⊥. On the other hand, it follows from Lemma 4.5 that∑n
i=1R((AT)i−1CT) = R(AT). Now it follows from Lemma 4.4 that
∑n
i=1R((AT)i−1CT) = span(
⋃n
i=1R
((AT)i−1CT)). This leads to span
(⋃n
i=1R
(
(AT)i−1CT
))
= R(AT), and hence, by definition, (AT, CT) is
semicontrollable. The proof of the converse part just reverses the above derivation.
It is worth noting that semidetectability is weaker than semiobservability.
Lemma 4.7: Let A ∈ Rn×n and C ∈ Rl×n. If (A,C) is semiobservable, then (A,C) is semidetectable.
Proof: Suppose (A,C) is not semidetectable. Then by definition, there exists x 6= 0 such that Cx = 0
and (A − ωIn)x = 0 for some ω 6= 0. Hence, CAi−1x = (ω)i−1Cx = 0, i = 1, . . . , n. Since (A,C)
is semiobservable, it follows from (34) that x ∈ N (A), and hence, ωx = 0, which leads to x = 0. This
contradicts the assumption. Hence, (A,C) is semidetectable.
The converse part of Lemma 4.7 is not true in general as the following example shows.
Example 4.3: Consider A and C given by Remark 4.2. It follows from Remark 4.2 that (A,C) is semide-
tectable. However, N (C) ∩ N (CA) = N ([ 0 1 ]) 6= N (A). Thus, (A,C) is not semiobservable. N
Now, combining with Theorem 4.1, we have the following new series of necessary and sufficient conditions
for semistability by using the Lyapunov equation, semiobservability, and semidetectability.
Theorem 4.2: Let A ∈ Rn×n. Then the following statements are equivalent:
i) A is semistable.
ii) rank (A− ωIn) = n for any nonzero ω ∈ R and there exist a positive integer m, an m×n matrix C , and
an n× n matrix P = PT > 0 such that (27) holds.
iii) For every semiobservable pair (A,C) where C ∈ Rl×n, there exists an n × n matrix P = PT > 0 such
that (27) holds.
iv) There exist a positive integer m, an m×n matrix C , and an n×n matrix P = PT > 0 such that the pair
(A,C) is semiobservable and (27) holds.
Proof: First, note that if A is semistable, then it follows from Lemma 4.2 that ω, ω 6= 0, is not an eigenvalue
of A. Hence, rank (A− ωIn) = n for any nonzero ω ∈ R. The existence of C and P to (27) follows from the
first part of the proof of Theorem 4.1. Alternatively, it follows from the second part of the proof of Theorem 4.1
that A is Lyapunov stable. Furthermore, it follows from rank (A− ωIn) = n for any nonzero ω ∈ R that ω,
ω 6= 0, is not an eigenvalue of A. Hence, A is semistable. Thus, i) ⇔ ii). The proof of i) ⇔ iii) follows from
Theorem 2.2 in [3]. Next, we show that i) ⇔ iv). It follows from Lemma 4.7 and Theorem 4.1 that iv) ⇒
i). Alternatively, if i) holds, then we pick C to be the one satisfying N (C) = N (A) (an obvious choice is
C = A). Since N (CAi) ⊇ N (A) for every i = 1, . . . , n− 1, it follows that ⋂ni=1N (CAi−1) = N (A). Finally,
it follows from the similar arguments in the proof of Theorem 4.1 that there exists P = PT > 0 such that (27)
holds. Thus, i) ⇒ iv).
The major difference between Theorems 4.1 and 4.2 is Part iii) in Theorem 4.2. As we mentioned in
Remark 4.2 and the beginning of this subsection, this part does not hold for semidetectability. Hence, by
assuming a stronger notion–semiobservability, one can obtain two necessary and sufficient conditions that are
consistent with the classic Lyapunov conditions for asymptotic stability by use of observability.
V. SEMISTABLE H2 OPTIMAL CONTROL DESIGN FOR NETWORK SYSTEMS
In this section, we use the proposed notions of semistabilizability and semicontrollability in Section IV to
develop an H2 optimal network-topology-preserving control design methodology for network systems. More
specifically, we use Theorems 4.1 and 4.2 to derive the following key result for our design.
Theorem 5.1: Assume that Assumptions 3.1 and 3.2 hold.
i) Then A˜ is semistable if and only if for every semicontrollable pair (A˜,D), there exists an n × n matrix
P˜ = P˜T > −V such that
0 = A˜(P˜ + V ) + (P˜ + V )A˜T +DDT. (36)
ii) Assume that there exists an n × n matrix P˜ = P˜T > −V such that (36) holds. Then A˜ is semistable if
and only if (A˜,D) is semistabilizable.
Furthermore, if (A˜,D) is semistabilizable and P˜ satisfies (36), then
P˜ =
∫ ∞
0
eA˜t(A˜V + V A˜T +DDT)eA˜
Ttdt+ αxxT, x ∈ N (A˜), α > 0. (37)
Proof: Part i) is a direct consequence of Lemma 4.6 and iii) of Theorem 4.2. Part ii) is a direct consequence
of Theorem 4.1 and ii) of Theorem 4.2 by letting P = P˜ +V . To prove that P˜ has the form (37), we follow the
arguments in the proof of Theorem 4.1 in [2]. More specifically, first it follows from the above result that there
exists an n×n matrix P˜ > −V such that (36) holds or, equivalently, (A˜⊕A˜)vec P˜ = −vec (A˜V +V A˜T+DDT).
Hence, vec (A˜V +V A˜T+DDT) ∈ R(A˜⊕ A˜). Next, it follows from Lemma 3.8 of [2] that A˜⊕ A˜ is semistable,
and hence, by Lemma 3.9 of [2],
vec−1
(
(A˜⊕ A˜)#vec (A˜V + V A˜T +DDT)
)
= −
∫ ∞
0
vec−1
(
e(A˜⊕A˜)tvec (A˜V + V A˜T +DDT)
)
dt
= −
∫ ∞
0
vec−1
(
eA˜t ⊗ eA˜t
)
vec (A˜V + V A˜T +DDT)dt
= −
∫ ∞
0
eA˜t(A˜V + V A˜T +DDT)eA˜
Ttdt, (38)
where in (38) we used the facts that eX⊕Y = eX ⊗ eY and vec(XY Z) = (ZT ⊗X)vec Y [25]. Hence, P˜ =∫∞
0 e
A˜t(A˜V +V A˜T+DDT)eA˜tdt+vec−1(z), where z satisfies z ∈ N (A˜⊕A˜) and vec−1(z) = (vec−1(z))T ≥ 0
(The nonnegativity of vec−1(z) is guaranteed by Theorem 4.2a of [28]). Since A˜⊕ A˜ is semistable, it follows
that the general solution to the equation (A˜ ⊗ A˜)z = 0 is given by z = x ⊗ y, where x, y ∈ N (A˜). Hence,
vec−1(z) = vec−1(x⊗y) = yxT, where we used the fact that xyT = vec−1(y⊗x) [25]. Furthermore, it follows
from vec−1(z) = (vec−1(z))T ≥ 0 that xyT = yxT ≥ 0. Now it follows from Lemma A.2 that y = αx, where
α > 0.
Using Theorem 5.1, we can obtain a solution to the semistable H2 optimal network-topology-preserving
control design proposed in Section II over some admissible set by solving the following constrained optimization
problem.
Corollary 5.1: Assume that Assumptions 3.1 and 3.2 hold. Let K = {K : (A˜,D) is semistabilizable}. Then
solving the following constrained optimization problem
min
K∈K
{
tr (S + V )R˜ : S = ST > −V and A˜(S + V ) + (S + V )A˜T +DDT = 0
}
(39)
gives a solution of the semistable H2 optimal network-topology-preserving control problem proposed in Sec-
tion II over K. Furthermore, let Cs = {K : (A˜,D) is semicontrollable}. Then solving the following constrained
optimization problem
min
K∈Cs
{
tr (S + V )R˜ : S = ST > −V and A˜(S + V ) + (S + V )A˜T +DDT = 0
}
(40)
gives a solution of the semistable H2 optimal network-topology-preserving control problem proposed in Sec-
tion II over Cs.
Proof: It follows from Theorem 5.1 that S can be parameterized as S = ∫∞0 eA˜t(A˜V+V A˜T+DDT)eA˜Ttdt+
αxxT for some α > 0 and x ∈ N (A˜). Then S = W + αxxT, which implies that S + V = W + V + αxxT,
where W is given by (19). Hence, tr (S + V )R˜ = tr (W + V )R˜+αxTR˜x ≥ tr (W + V )R˜, where the equality
holds if and only if x ∈ N (R˜) ∩ N (A˜). The second conclusion follows in a similar fashion.
Note that Corollary 5.1 is a general optimization framework to solve the robust and optimal control of network
systems. The cost functional in (39) is an implicit function of K due to the fact that S = S(K) satisfies
a Lyapunov equation for the closed-loop system. Hence, it is not easy to solve this constrained optimization
problem practically. The authors in [1], [3] suggest a Linear Matrix Inequality (LMI) method to solve semistable
H2 optimal control problems for general linear systems and a Bilinear Matrix Inequality (BMI) method to solve
special network consensus problems. However, in general the semistabilizability constraint for (A˜,D) is not
convex with respect to K, and hence, the constrained optimization problem (39) is not a convex optimization
problem. Moreover, the existence of a solution to (39) remains unclear at this point. Thus, it is highly questionable
that one can find an optimal solution for (39) by using the LMI method proposed in [3].
VI. OPTIMALITY ANALYSIS
To overcome this puzzle of solving (39), next we use the notion of semicontrollability to show that the
constrained optimization problem (39) indeed has a solution over a subset of K. See also [29] for the discussion
of the classic H2 control case.
Lemma 6.1: There always exists K given in the form of (5) such that (A˜,D) is semicontrollable.
Proof: We first claim that there exists K = K(G) such that N (DT) = N (A˜T). Note that
A˜(i,j) =
{ A(i,j)(aji + kji), i 6= j
A(i,i)(aii + kii)−
∑n
r=1,r 6=iA(i,r)(air + kir), i = j
(41)
and
D(i,j) =
{ A(i,j)dji, i 6= j
A(i,i)dii −
∑n
r=1,r 6=iA(i,r)dir, i = j
. (42)
Clearly if we pick K to be the form kji = −aji + cjdji, where cj 6= 0, cj ∈ R, i, j = 1, . . . , n, then it
follows that A˜T = CDT, where C = diag[c1, . . . , cn] ∈ Rn×n is an invertible diagonal matrix. In this case,
N (A˜T) = N (CDT) = N (DT). Finally, note thatN (DT(A˜T)i) ⊇ N (A˜T) for every positive integer i, it follows
that
⋂n
i=1N (DT(A˜T)i−1) = N (A˜T), which implies that (A˜T,DT) is semiobservable. By duality (Lemma 4.6),
(A˜,D) is semicontrollable.
Lemma 6.2: Assume that Assumption 3.1 holds. If K ∈ S ∩ Cs 6= ∅, then J(·) is finite and continuous on
S ∩ Cs.
Proof: By Lemma 3.2, if A˜ is semistable, then Q = limt→∞Q(t) exists if and only if N (A˜T) ⊆ N (DT),
where Q(t) satisfies (13) in Lemma 3.1. Since K ∈ Cs implies N (A˜T) ⊆ N (DT) by Lemma 4.6, it follows
from Lemma 3.1 and (17) that J(·) is finite. Finally, the continuity of J(·) follows from (13).
Recall from [30] that the pair (A,B) is completely unstabilizable if there exists an invertible matrix S ∈ Rn×n
such that
SAS−1 =
[
A1 A12
0 A2
]
, SB =
[
B1
0
]
, (43)
where A1 is asymptotically stable. The following results give several necessary and sufficient conditions to
guarantee the complete unstabilizability of (A,B).
Lemma 6.3: [25, p. 816] The following statements are equivalent:
i) (A,B) is completely unstabilizable.
ii) limt→∞ eAtB = 0.
iii) ∫∞0 eAtBBTeATtdt exists.
iv) There exists a positive-semidefinite matrix Q = QT ∈ Rn×n satisfying 0 = AQ+QAT +BBT.
The following result can be viewed as a partial converse of Lemma 6.2.
Lemma 6.4: Assume that Assumptions 3.1 and 3.2 hold. Let K ∈ Rm×n. If J(K) < ∞, K ∈ Cs 6= ∅, and
R˜ > 0, then K ∈ S .
Proof: By (8) and Lemma 6.2, J(K) = limt→∞ tr
[
eA˜tV eA˜
TtR˜+
∫ t
0 e
A˜sDDTeA˜
TsdsR˜
]
. Note that
eA˜tV eA˜
Tt +
∫ t
0
eA˜sDDTeA˜
Tsds = V +
∫ t
0
d
ds
(
eA˜sV eA˜
Ts
)
ds+
∫ t
0
eA˜sDDTeA˜
Tsds
= V +
∫ t
0
eA˜s
(
A˜V + V A˜T +DDT
)
eA˜
Tsds. (44)
It follows that J(K) = trV R˜ + limt→∞ tr
[∫ t
0 e
A˜s
(
A˜V + V A˜T +DDT
)
eA˜
TsdsR˜
]
. Thus, J(K) < ∞ if
and only if
∫∞
0 e
A˜s
(
A˜V + V A˜T +DDT
)
eA˜
Tsds exists. Next, if P =
∫∞
0 e
A˜s
(
A˜V + V A˜T +DDT
)
eA˜
Tsds
exists, then P = PT ≥ −V and limt→∞ eA˜t
(
A˜V + V A˜T +DDT
)
eA˜
Tt = 0. In this case,
A˜(P + V ) + (P + V )A˜T =
∫ ∞
0
[
A˜eA˜s
(
A˜V + V A˜T +DDT
)
eA˜
Ts
+eA˜s
(
A˜V + V A˜T +DDT
)
eA˜
TsA˜T
]
ds
+A˜V + V A˜T
=
∫ ∞
0
d
ds
eA˜s
(
A˜V + V A˜T +DDT
)
eA˜
Tsds
+A˜V + V A˜T
= lim
t→∞ e
A˜t
(
A˜V + V A˜T +DDT
)
eA˜
Tt
−(A˜V + V A˜T +DDT) + A˜V + V A˜T
= −DDT. (45)
Now it follows from Lemma 6.3 that the pair (A˜,D) is completely unstabilizable and
∫∞
0 e
A˜sDDTeA˜
Tsds
exists.
Consider the pair (A˜,D). Then it follows from the Kalman decomposition that there exists an invertible
matrix T ∈ Rn×n such that TA˜T−1 =
[
A1 A12
0 A2
]
and TD =
[
D1
0
]
where (A1,D1) is controllable. Thus,
∫∞
0 e
A˜sDDTeA˜
Tsds = T−1
[ ∫∞
0 e
A1sD1D
T
1 e
A
T
1
sds 0
0 0
]
(T−1)T exists.
First, we claim that A1 is asymptotically stable. Conversely, suppose that A1 is not asymptotically stable. Let
λ ∈ spec(A˜) where Reλ ≥ 0, and let x ∈ Cr, x 6= 0 satisfy A1x = λx, where r denotes the row dimension of
A1. Since (A1,D1) is controllable, it follows from Theorem 12.6.18 of [25, p. 815] that
∫∞
0 e
A1sD1D
T
1 e
A
T
1
sds
is positive definite. Thus, α , x∗
∫∞
0 e
A1sD1D
T
1 e
A
T
1
sdsx is a positive number. However, we also have α =
x∗
∫∞
0 e
λsD1D
T
1 e
λsdsx = x∗D1DT1 x
∫∞
0 e
2(Reλ)sds. By controllability of (A1,D1), we have x∗D1DT1 x 6= 0.
Since Reλ ≥ 0, it follows that ∫∞0 e2(Reλ)sds = ∞, which contradicts the fact that α is a positive number.
Thus, A1 is asymptotically stable.
Second, we claim that A˜ is Lyapunov stable. To see this, let µ ∈ spec(A˜T) and z ∈ Cn, z 6= 0 satisfy
A˜Tz = µz. Since (A˜,D) is semicontrollable, it follows from Theorem 5.1 that z∗DDTz = −z∗(A˜(Pˆ +
V ) + (Pˆ + V )A˜T)z = −(2Reµ)z∗(Pˆ + V )z for some Pˆ = PˆT > −V . Hence, Reµ ≤ 0. If Reµ = 0,
then let µ = ω and x ∈ N ((ωIn − A˜T)2), where ω ∈ R. Defining y = (ωIn − A˜T)x, it follows that
(ωIn − A˜T)y = 0, and hence, A˜Ty = ωy. Therefore, it follows from Theorem 5.1 that −y∗DDTy =
y∗(A˜(Pˆ + V ) + (Pˆ + V )A˜T)y = −ωy∗(Pˆ + V )y + ωy∗(Pˆ + V )y = 0, and thus, DTy = 0. Hence, 0 =
x∗DDTy = −x∗(A˜(Pˆ + V ) + (Pˆ + V )A˜T)y = −x∗(A˜+ ωIn)(Pˆ + V )y = y∗(Pˆ + V )y. Since Pˆ + V > 0, it
follows that y = 0, that is, (ωIn− A˜T)x = 0. Therefore, x ∈ N (ωIn− A˜T). Now it follows from Proposition
5.5.8 of [25, p. 323] that ω is semisimple. Thus, A˜ is Lyapunov stable and consequently, so is A2.
Finally, we show that ω 6∈ spec(A2) for every ω 6= 0. Since (A˜,D) is semistabilizable, it follows from (23)
that dim[R(D)+R(ωIn− A˜)] = n for every nonzero ω ∈ R. We claim that (TA˜T−1, TD) is semistabilizable.
Note that T is invertible, it follows that R(TD) = R(D) and for every nonzero ω ∈ R, R(ωIn − TA˜T−1) =
R(ωIn − A˜). Hence, dim[R(TD) +R(ωIn − TA˜T−1)] = dim[R(D) +R(ωIn − A˜)] = n, which implies
that rank
[
TD ωIn − TA˜T−1
]
= n, that is, rank
[
D1 ωI −A1 −A12
0 0 ωI −A2
]
= n. In this case, the
matrix ωI −A2 must be a full rank matrix for every nonzero ω, which implies that ω is not an eigenvalue of
A2. Hence, the eigenvalue of A2 is either a real/complex number with negative real part or is zero, and if the
eigenvalue is zero, then it is semisimple. Therefore, A2 is semistable. Since A˜ has the same set of eigenvalues
as A1 and A2, it follows that A˜ is semistable, i.e., K ∈ S .
To proceed, let σ(S) denote the largest singular value of S, σ(S) the smallest singular value of S, λ(S) the
most positive eigenvalue of symmetric S = ST, and λ(S) the most negative eigenvalue of symmetric S = ST.
Lemma 6.5: Suppose that there exist A ∈ Rn×n, V = V T ∈ Rn×n, and Q = QT ∈ Rn×n satisfying
0 = AQ+QAT + V . Then λ(V ) ≤ 2σ(Q)σ(A).
Proof: For every α > 0, since 0 ≤ (√αIn+ 1√αAQ)(
√
αIn+
1√
α
AQ)T = αIn+AQ+QA
T + 1
α
AQ2AT,
it follows that V = −AQ−QAT ≤ αIn+ 1αAQ2AT. Hence, it follows from Theorem 8.4.9 of [25, p. 469] that
λ(V ) ≤ λ(αIn+ 1αAQ2AT) = α+ 1αλ(AQ2AT) = α+ 1ασ2(AQ). Now using the fact that σ(AB) ≤ σ(A)σ(B),
we have λ(V ) ≤ α + 1
α
σ2(Q)σ2(A). Suppose either σ(Q) = 0 or σ(A) = 0. Then it follows that λ(V ) ≤ α
for any α > 0. Hence, λ(V ) ≤ 0, as required in this case. If, however, σ(Q) > 0 and σ(A) > 0, then set
α = σ(Q)σ(A) > 0. Hence, λ(V ) ≤ σ(Q)σ(A) + 1
σ(Q)σ(A)σ
2(Q)σ2(A) = 2σ(Q)σ(A), as required.
For the next result define the set
Kα , {K ∈ Cs : J(K) ≤ α} (46)
and note that, by Lemma 6.4, Kα ⊂ S , α ≥ 0, provided that R˜ > 0.
Lemma 6.6: Assume that Assumptions 3.1 and 3.2 hold. Furthermore, assume R1 > 0 and Cs 6= ∅. Then
there exists α > 0 such that Kα is nonempty and compact relative to Cs.
Proof: First note that it follows from Lemma 6.1 that Cs is nonempty and from Lemma 4.7 that Cs ⊆ K.
Thus, there exists α > 0 such that Kα is nonempty. Define the function Jˆ : Cs → R by
Jˆ(K) ,
{
J(K), K ∈ K2α,
2α, K 6∈ K2α. (47)
Since, by Lemma 6.4, K2α ⊂ S , it follows from Lemma 6.2 that J(·) is continuous on K2α. However, Jˆ(K) =
J(K) for all K ∈ K2α. Then it follows that Jˆ(·) is continuous on K2α. Next note that J(K) → 2α as
K → ∂K2α. Hence, Jˆ(·) is continuous on Cs. Thus Kˆα , {K ∈ Cs : Jˆ(K) ≤ α} is closed relative to Cs.
On the other hand, Jˆ(K) ≤ α implies that Jˆ(K) = J(K). Then it follows that Kˆα = Kα and thus Kα is
closed relative to Cs. Next we show that Kα is bounded relative to Cs. Since Kα ⊂ S , it follows from (18) that
K ∈ Kα implies that J(K) = tr(W + V )R˜, where W + V ≥ 0 and 0 = A˜(W + V ) + (W + V )A˜T +DDT.
Now, since tr(W + V )R˜ ≤ α for K ∈ Kα, it follows from λ(W + V ) = σ(W + V ), λ(R2) = σ(R2), and
Proposition 8.4.13 of [25, p. 471] that α ≥ tr(W +V )R˜ ≥ (trR˜)σ(W +V ) = (trR1+trKTR2K)σ(W +V ) =
(trR1 + trKK
TR2)σ(W + V ) ≥ (trR1 +(trKKT)σ(R2))σ(W + V ). By using Lemma 6.5, we have (trR1 +
(trKKT)σ(R2))σ(W + V ) ≥ (trR1 + ‖K‖2Fσ(R2))σ(DDT)/(2σ(A˜)), where ‖K‖F denotes the Frobenius
norm of K. Note that σ(A + BK) ≤ σ(A) + σ(B)σ(K) and σ(K) ≤ ‖K‖F. Then it follows that (trR1 +
‖K‖2Fσ(R2))σ(DDT)/(2σ(A˜)) ≥ ([σ(R2)‖K‖2F + trR1]σ(DDT))/(2[σ(A) + σ(B)σ(K)]) ≥ ([σ(R2)‖K‖2F +
trR1]σ(V ))/(2[σ(B)‖K‖F +σ(A)]) = (σ(DDT)σ(R2)‖K‖2F +σ(DDT)trR1)/(2σ(B)‖K‖F +2σ(A)). Thus,
combining these inequalities together yields σ(DDT)σ(R2)‖K‖2F + σ(DDT)trR1 ≤ 2ασ(B)‖K‖F +2ασ(A).
Define β1 , (2ασ(B))/(σ(DDT)σ(R2)) and β2 , (σ(DDT)trR1−2ασ(A))/(σ(DDT)σ(R2)). Choose α > 0
to be sufficiently large so that β21 ≥ 4β2. Then it follows that ‖K‖F ≤ 12β1 + 12
√
β21 − 4β2 < ∞, which
establishes the boundedness of Kα relative to Cs. Hence, Kα is compact relative to Cs.
Theorem 6.1: Assume that Assumptions 3.1 and 3.2 hold. Furthermore, assume R1 > 0 and S ∩ Cs 6= ∅.
Then there exists K∗ ∈ S ∩ Cs such that J(K∗) ≤ J(K), K ∈ Cs.
Proof: Since S ∩ Cs 6= ∅, let Kˆ ∈ S ∩ Cs 6= ∅ and define αˆ , J(Kˆ). Then it follows from Kˆ ∈ Kαˆ that
Kαˆ 6= ∅ and, by Lemma 6.6, Kαˆ is compact relative to Cs. Since Kαˆ ⊂ S ∩ Cs by Lemma 6.4, it follows from
Lemma 6.2 that J(·) is continuous on Kαˆ. Hence, there exists K∗ ∈ Kαˆ such that J(K∗) ≤ J(K), K ∈ Kαˆ.
Furthermore, since K 6∈ Kαˆ implies that J(K) > αˆ, it follows that J(K∗) ≤ J(K), K ∈ Cs.
Since it has been proved in Theorem 5.1 that solving the semistable H2 optimal network-topology-preserving
control problem proposed in Section II is equivalent to solving (39) over the admissible set Cs, it follows from
Theorem 6.1 that the following constrained optimization problem
min
K∈Cs
{
tr (S + V )R˜ : S = ST > −V and A˜(S + V ) + (S + V )A˜T +DDT = 0
}
(48)
has an optimal solution and gives a solution to the original semistable H2 optimal network-topology-preserving
control problem proposed in Section II over Cs. Thus, finding an appropriate numerical algorithm to solve (39)
becomes a key issue to tackle the proposed optimal and robust control design for network systems.
VII. NUMERICAL ALGORITHMS
In this section, we propose a heuristic swarm optimization based numerical algorithm to solve (39). In
particular, we use an variant form of Particle Swarm Optimization (PSO) proposed by Kennedy and Eberhart
[22] to deal with constrained optimization problems. The standard particle swarm optimization algorithm in
vector form is described as follows:
vk(t+ 1) = avk(t) + b1r1(p1,k − xk(t)) + b2r2(p2 − xk(t)),
xk(t+ 1) = xk(t) + vk(t+ 1), (49)
where vk(t) and xk(t) are the velocity and position of particle k at iteration t respectively, p1,k is the position of
previous best value particle k obtained so far, p2 is the position of the global best value the swarm can achieve
so far, a, b1, and b2 are weight coefficients, and r1, r2 are two random coefficients which are usually selected
in uniform distribution in the set Ω ⊆ [0, 1]. In every iteration t, the velocity of each particle is updated by the
interaction of the current velocity, the previous best position p1,k and the global position p2. The position of
each particle is updated by using the current position and the newly updated velocity. For every iteration, the
previous best position p1,k and the global best position p2 will be updated according to the calculation of the
objective function.
The constrained optimization problem that we are interested in can be formulated as follows: Find x which
minimizes f(x) subject to gi(x) ≤ 0, i = 1, . . . ,m, and hj(x) = 0, j = 1, . . . , p, where x ∈ Rn is the solution
vector and each xi, i = 1, . . . , n, is bounded by the lower and upper limits Li ≤ xi ≤ Ui which define the search
space, F comprises the set of all solutions which satisfy the constraints of the problems and it is called the
feasible region, m is the number of inequality constraints, and p is the number of equality constraints. Equality
constraints are always transformed into inequality constrains in practice as follows: |hj(x)| − ε ≤ 0 [31], [32],
where ε is the tolerance allowed (a very small value).
It is well known that PSO is designed for unconstrained optimization problems. Regarding the application
of PSO to constrained optimization, there are also a number of papers in the literature [32]–[34]. In these
constrained PSO algorithms, the updates of p1,k and p2 are different from those in unconstrained PSO. More
specifically, three rules to update the global best position p2 and previous best position p1,k are as follows [35]:
1. If x1 and x2 are both feasible solutions, then choose the one which can obtain the best objective function
value.
2. If x1 and x2 are not feasible, then choose the one with the lowest sum of normalized constraint violation:
s(x) =
m∑
i=1
max(0, g(x)) +
p∑
j=1
max(0, (|h(x)| − ε)). (50)
3. If one is feasible and the other is infeasible, then choose the feasible one.
In this report, since V is an arbitrary symmetric matrix related to initial conditions, without loss of generality,
we assume that V = 0. Because the pair (A˜,D) is semistabilizable if and only if rank[D, ωIn − A˜] = n, we
can use the rank value to check the semistabilizability of (A˜,D). Furthermore, we use the indicator p = p(S)
of the command chol(S) = [R, p] (Cholesky factorization) in MATLAB R© to test the positive definiteness of
matrix S, that is, if p = 0 then S is positive definite, and if p > 0, then S is not positive definite.
Then we can formulate our problem into the standard constrained optimization problem as follows:
min f(K) = min tr(SR˜) (51)
subject to
h1(K) = rank[D, ωIn − A˜]− n = 0, (52)
h2(K) = p = 0, (53)
h3(K) = A˜S + SA˜
T +DDT = 0. (54)
Since it is not easy to make the solution feasible and the matrix equation makes the calculation complicated
in this problem, we propose a hierarchical method to solve this problem. We divide the optimization into two
stages and in each stage we use a constrained PSO algorithm to solve the problem. In this report, we also
use the those “feasibility-rules” mentioned above to handle constraints. The proposed numerical algorithm is
described in Algorithm 1.
Algorithm 1
Initialize matrix particles K(G) in the search space with kij being a uniform distribution U(−θ, θ), θ > 0.
STAGE I:
repeat
Use the constrained PSO to optimize the problem with single constraint h1(K) = 0.
until h1(K) = 0 or the exit condition is satisfied.
Solve the matrix equation h3(K) = 0 for S and go to STAGE II.
STAGE II:
repeat
Use the constrained PSO with constraint h2(K) = 0. If h1(K) 6= 0 then go back to STAGE I
until All the particles converge to the same position or the exit condition is satisfied.
A =


a11 a12 · · · a1n
a21 a22 · · · a2n
.
.
.
.
.
.
.
.
.
.
.
.
an1 an2 · · · ann

 ,D =


d11 d12 · · · d1n
d21 d22 · · · d2n
.
.
.
.
.
.
.
.
.
.
.
.
dn1 dn2 · · · dnn

 (55)
VIII. SIMULATION RESULTS
A. Case 1: Ω = [0, 1]
In this case, we choose a four-node graph topology, a six-node graph topology, and a ten-node graph topology
to test algorithms and give the numerical results respectively. Before we proceed, we need to define three new
weight matrices as A and D in (55) where each item is the weights aij and dij in A(G) and D(G), respectively.
For the 4-node network, we choose 30 particles and iterate 100 times. For the 6-node network we pick 100
particles and iterate 100 times. Finally, for the 10-node network, the number of particles is set to 2000 and we
choose 2000 iteration times. The reason that we pick our particles and iteration times in such a way is that as
the number of nodes increases it is more difficult to find a feasible solution. Finally, let θ = 100 in Algorithm 1.
For the node-4 graph, the topology of the graph is shown in Fig. 1, and A, A , D , E1, and E2 are given by
(56). For the node-6 graph, the topology of the graph is shown in Fig. 2, and A, A , D , E1, and E2 are given
by (57). For the node-10 graph, the topology of the graph is shown in Fig. 3, and A, A , D , E1, and E2 are
given by (58) and (59).
The numerical results are listed as follows:
1) For the 4-node graph, the best value we found is 4.1499 × 104 and the solution is given by (60). We set
A =
[
1 1 0 1
1 1 0 1
0 0 1 1
1 1 1 1
]
,A =
[
1 3 0 2
3 1 0 1
0 0 1 2
2 1 2 1
]
,D =
[
1 1 0 2
1 1 0 3
0 0 1 2
2 3 2 1
]
, E1 =
[
1 3 5 7−1 −3 −5 −7
]
, E2 =
[
2 4 6 8
2 4 6 8
] (56)
Fig. 1. The 4-node graph topology
Fig. 2. The 6-node graph topology
A =

 1 1 0 0 0 01 1 1 0 0 00 1 1 1 0 0
0 0 1 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1

 ,A =

 1 1 0 0 0 01 1 1 0 0 00 1 1 1 0 0
0 0 1 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1

 ,D =

 1 1 0 0 0 01 1 1 0 0 00 1 1 1 0 0
0 0 1 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1

 , E1 = [ 1 3 5 7 9 11−1 −3 −5 −7 −9 −11 ] , E2 = [ 2 4 6 8 10 122 4 6 8 10 12 ] (57)
Fig. 3. The 10-node graph topology
A =


1 1 0 1 0 0 1 0 1 0
1 1 1 0 0 0 0 1 1 0
0 1 1 0 1 0 1 1 0 0
1 0 0 1 0 0 0 1 0 1
0 0 1 0 1 1 0 0 0 1
0 0 0 0 1 1 0 1 0 0
1 0 1 0 0 0 1 0 0 1
0 1 1 1 0 1 0 1 0 0
1 1 0 0 0 0 0 0 1 1
0 0 0 1 1 0 1 0 1 1

 ,A =


1 4 0 0 0 0 3 0 4 0
4 1 5 0 0 0 0 3 4 0
0 5 1 0 3 0 1 2 0 0
0 0 0 1 0 0 0 3 0 4
0 0 3 0 1 4 0 0 0 5
0 0 0 0 4 1 0 3 0 0
3 0 1 0 0 0 1 0 0 3
0 3 2 3 0 3 0 1 0 0
4 4 0 0 0 0 0 0 1 4
0 0 0 4 5 0 3 0 4 1

 ,D =


1 2 0 0 0 0 3 0 2 0
2 1 1 0 0 0 0 3 2 0
0 1 1 0 3 0 5 4 0 0
0 0 0 1 0 0 0 3 0 2
0 0 3 0 1 2 0 0 0 1
0 0 0 0 2 1 0 3 0 0
3 0 5 0 0 0 1 0 0 3
0 3 4 3 0 3 0 1 0 0
2 2 0 0 0 0 0 0 1 4
0 0 0 2 1 0 3 0 4 1

 (58)
E1 =
[
1 3 5 7 9 11 13 15 17 19−1 −3 −5 −7 −9 −11 −13 −15 −17 −19
]
, E2 =
[
2 4 6 8 10 12 14 16 18 20
2 4 6 8 10 12 14 16 18 20
] (59)
K =


−25.8128 6.9356 0 7.4131
−15.2475 −48.7597 0 28.8212
0 0 16.9044 39.1779
33.7429 9.9462 −39.9050 −63.8953

 (60)
the initial value x0 = [−1 −5 3 2]T to the system and simulate the response of the system in Fig. 4.
2) For the 6-node graph, the best value we found is 6.5001 × 104 and the solution is given by (61). We set
the initial value x0 = [−1 2 −3 −5 6 4]T to the system and simulate the response of the system in Fig. 5.
3) For the 10-node graph, the best value we found is 1.6542× 107 and the solution is given by (62). We set
the initial value x0 = [5 −5 3 −1 1 2 −3 4 −2 −6]T to the system and simulate the response of the system
in Fig. 6.
B. Case 2: Ω = {0.01k, k = 1, . . . , 100}
In this case, we first choose a 2-node network system with xi(t) ∈ R2, i = 1, 2, and then we apply the proposed
algorithm to two additional network systems with particular topologies given by [36] and [37], respectively, for
obtaining numerical results. Let Ω = {0.01k, k = 1, . . . , 100}. For the 2-node network with the 2-dimensional
state, we choose 200 particles and iterate 100 times. For the 20-node and 24-node networks with 1-dimensional
states, the number of particles is set to 2000 and we choose 2000 iteration times. The reason that we pick our
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Fig. 4. The 4-node network system
K =


−5.7999 63.3691 0 0 0 0
−47.9432 −5.3760 −12.3541 0 0 0
0 −11.6398 −19.2400 −20.1679 0 0
0 0 89.0270 −260.7268 71.1626 32.1778
0 0 0 36.6739 −89.8199 3.2043
0 0 0 64.7487 −95.3711 −73.1023


(61)
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Fig. 5. The 6-node network system
K =


−150.5268 5.9712 0 55.7382 0 0 47.5353 0 16.4830 0
7.5120 −40.5108 59.9242 0 0 0 0 34.1820 −64.0819 0
0 56.9838 −127.6148 0 −26.2837 0 47.0278 54.8586 0 0
−57.5445 0 0 −84.8205 0 0 0 48.6216 0 48.0671
0 0 24.7723 0 −106.9229 −5.2833 0 0 0 83.4365
0 0 0 0 91.7352 −84.7957 0 −5.3865 0 0
−100.6877 0 87.7404 0 0 0 −26.6525 0 0 −51.2242
0 −26.3584 27.2982 39.1605 0 43.4890 0 −185.2530 0 0
−70.3768 4.2835 0 0 0 0 0 0 −16.6587 64.6209
0 0 0 9.2189 59.6637 0 38.6097 0 −29.5420 −94.3604

 (62)
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Fig. 6. The 10-node network system
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Fig. 7. State versus time for the 2-node network system with the two-dimensional state for each node.
particles and iteration times in such a way is that as the number of nodes increases it is more difficult to find
a feasible solution.
In the 2-node network system with xi(t) ∈ R2, A =
[
0 1
1 0
]
, aii = dii = 0, a12 = −a21 = −1, d12 = −d21 =
−1, i, j = 1, 2, E1 =
[
1 0 0 1
1 2 2 1
1 0 1 4
1 1 1 2
1 0 0 1
]
, and E2 =
[
1 1 1 1
0 0 0 0
0 0 0 0
0 0 0 0−1 −1 −1 −1
]
. The best value we found for f(K) is 84.625. and
the corresponding matrix K is given by
K =
[−94.1723 34.7539 35.2913 24.1272
34.7539 −122.8293 98.1980 −10.1225
35.2913 98.198 −150.9285 17.4393
24.1272 −10.1225 17.4393 −31.4439
]
.
The time response of the closed-loop system is given by Figure 7. Note that in this case, x∞ 6= 0.
For the 20-node and 24-node network systems, the topologies are shown in Figures 8 and 10, which are
originally from [36] and [37], respectively. Due to the space limitation, we do not present the corresponding
matrices R1 and R2 as well as aij and dij we used in the simulation here. For the 20-node graph, the best
value we found for f(K) is 1906.2 and the simulation of the state versus time for this network system is shown
in Figure 9. Finally, for the 24-node graph, the best value we found for f(K) is 2772 and the simulation of
the state versus time for this network system is shown in Figure 11. Note that for these two network systems,
x∞ = 0.
IX. CONCLUSION
Motivated by multiagent network consensus and deterministic optimal semistable control, this report lays out
a semistable H2 control synthesis framework called LQS for stochastic linear network systems via the notions
of semistabilizability and semicontrollability. By exploiting the properties of semistability and the relationship
between semidetectability and the Lyapunov equation, a complete set of necessary and sufficient conditions were
established for semistability and a constrained optimization characterization of semistable H2 control over some
admissible set was derived. Next, we have addressed the existence of optimal solutions to such a constrained
Fig. 8. The 20-node graph topology.
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Fig. 9. State versus time of the 20-node network system.
Fig. 10. The 24-node graph topology.
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Fig. 11. State versus time of the 24-node network system.
optimization problem. Furthermore, we developed a constrained PSO based numerical algorithm to solve the
proposed optimization problem. The future work focuses on the application of the proposed numerical method
to design a robust and optimal consensus protocol with imperfect information for multiagent networks proposed
in [38].
APPENDIX
Lemma A.1: If f : (−∞,+∞)→ R is integrable and limt→+∞ f(t) = A where −∞ ≤ A ≤ +∞, then
lim
t→+∞
1
t
∫ t
0
f(s)ds = A = lim
t→+∞ f(t).
Proof: We first consider the case where −∞ < A < +∞. It follows from limt→+∞ f(t) = A that for
every ε > 0, there exists δ > 0 such that for all t > δ, |f(t)−A| < ε, or, equivalently, −ε+A < f(t) < ε+A.
Hence, for all t > δ, 1
t
∫ δ
0 f(s)ds +
t−δ
t
(−ε + A) < 1
t
∫ δ
0 f(s)ds +
1
t
∫ t
δ
f(s)ds < (ε + A) t−δ
t
+ 1
t
∫ δ
0 f(s)ds,
that is, 1
t
∫ δ
0 f(s)ds − t−δt ε − δtA < 1t
∫ t
0 f(s)ds − A < t−δt ε − δtA + 1t
∫ δ
0 f(s)ds for all t > δ, and hence,
1
t
∫ δ
0 f(s)ds− ε − δtA < 1t
∫ t
0 f(s)ds − A < ε − δtA + 1t
∫ δ
0 f(s)ds for all t > δ. Note that limt→+∞(− δtA +
1
t
∫ δ
0 f(s)ds) = 0, it follows that there exists δˆ > 0 such that for all t > δˆ, | − δtA + 1t
∫ δ
0 f(s)ds| < ε, or,
equivalently, −ε < − δ
t
A + 1
t
∫ δ
0 f(s)ds < ε. Thus, for t > max{δ, δˆ}, −2ε < 1t
∫ t
0 f(s)ds − A < 2ε. By
definition, limt→+∞ 1t
∫ t
0 f(s)ds = A.
Now we consider the case where A = +∞. Conversely, suppose that limt→+∞ 1t
∫ t
0 f(s)ds 6= +∞. Since
limt→+∞ f(t) = +∞, it follows that
∫ t
0 f(s)ds must have a lower bound for all t ≥ 0, and hence, lim inft→+∞
1
t
∫ t
0 f(s)ds ≥ 0, i.e., there exists δ1 > 0 such that 1t
∫ t
0 f(s)ds ≥ 0 for all t > δ1. Consequently, if
limt→+∞ 1t
∫ t
0 f(s)ds < +∞, then there exists M ∈ [0,+∞) such that limt→+∞ 1t
∫ t
0 f(s)ds = M , which
implies that lim supt→+∞ 1t
∫ t
0 f(s)ds = M . On the other hand, it follows from limt→+∞ f(t) = +∞ that
there exists δ2 > 0 such that f(t) > 2M + 1 for all t > δ2. Let δ = max{δ1, δ2}. Then for every t > 2δ + 1,
1
t
∫ t
0 f(s)ds =
1
t
∫ δ
0 f(s)ds +
1
t
∫ t
δ
f(s)ds = δ
t
1
δ
∫ δ
0 f(s)ds +
1
t
∫ t
δ
f(s)ds ≥ 1
t
∫ t
δ
f(s)ds ≥ t−δ
t
(2M + 1) >
1
2(2M + 1) = M +
1
2 , which implies that lim supt→+∞
1
t
∫ t
0 f(s)ds > M . This contradicts the fact that
lim supt→+∞ 1t
∫ t
0 f(s)ds = M . Thus, limt→+∞
1
t
∫ t
0 f(s)ds = +∞.
Finally, for the case where A = −∞, define g(t) = −f(t). Then it follows from limt→+∞ f(t) = −∞ that
limt→+∞ g(t) = +∞. By the second case, limt→+∞ 1t
∫ t
0 g(s)ds = +∞, which implies that − limt→+∞ 1t
∫ t
0
f(s)ds = +∞. Hence, limt→+∞ 1t
∫ t
0 f(s)ds = −∞.
Lemma A.2: Let x, y ∈ Rn be two nonzero vectors. Then xyT = yxT if and only if x and y are linearly
dependent. Furthermore, xyT = yxT ≥ 0 if and only if y = αx, where α > 0.
Proof: If x and y are linearly dependent, then xyT = yxT holds. Conversely, suppose that x and y are
linearly independent, then it follows from Proposition 7.1.8 of [25, p. 441] that xyT = yxT if and only if
vec−1(y ⊗ x) = vec−1(x ⊗ y), which further implies that y ⊗ x = x ⊗ y, where vec−1 denotes the inverse
operation of vectorization [25, p. 439]. Let x = [x1, . . . , xn]T and y = [y1, . . . , yn]T. Then it follows from
y ⊗ x = x ⊗ y that xix = xiy for every i = 1, . . . , n. Since x and y are linearly independent, it follows that
yix − xiy = 0 for every i = 1, . . . , n if and only if yi = xi = 0 for every i = 1, . . . , n. This contradicts the
assumption that x, y 6= 0. Hence, x and y are linearly dependent. Similar arguments hold for the second result.
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