Abstract-In this paper, the Gaussian mixture model (GMM) is introduced to implement channel multipath clustering. The GMM incorporates the covariance structure and the mean information of the channel multipaths, thus it can effectively reveal the similarity of the channel multipaths. First, the expectation-maximization (EM) algorithm is utilized to search for the posterior estimation of the GMM parameters. Then, the variational Bayesian (VB) algorithm is employed to optimize the GMM parameters to enhance the searching ability of EM and further to determine the optimal number of Gaussian distributions without resorting to cross-validation. Finally, a compact index (CI) is proposed to validate the clustering results reasonably. Thanks to the proposed CI, it is possible to find a close relationship among the GMM clustering mechanism, the multipath propagation characteristics and the CI evaluation index. Experiments with synthetic data and outdoor-to-indoor (O2I) channel data are presented to demonstrate the effectiveness of the proposed method.
INTRODUCTION
T HE channel model is of great importance in system simulations and technology evaluations for mobile communications. In fifth-generation (5G) mobile communication systems, the geometry-based stochastic model (GBSM), which is cluster based, is a popular model [1] . In the threedimensional (3D) multiple-input multiple-output (MIMO) channel for 5G, the clustering parameters include the elevation angle and the azimuth angle [2] . A cluster indicates a group of multipath components (MPCs) with similar parameters [3] , and the clustering can considerably simplify the process of modeling. Therefore, a clustering method corresponding to the multipath propagation characteristics is necessary. Fig. 1 shows the clustering phenomenon of channel multipaths. The left side is the base station (BS), and the right side is the mobile station (MS). Each circle with many dots represents one scattering region causing one group of propagation multipaths with similar properties, called a cluster [4] . In 3D MIMO channels, a cluster of MPCs is defined as a group of multipaths with similar parameters, including the delay (τ ), azimuth angle of arrival (AOA), azimuth angle of departure (AOD), elevation angle of departure (EOD), and elevation angle of arrival (EOA) [2] . A clustering algorithm corresponding to the propagation characteristics of the channel multipaths will improve the model precision. Additionally, the clustering also has a significant impact on channel capacity. According to [5] , the capacity of unclustered models will be overestimated if the multipaths of the channels are truly clustered. Moreover, a cluster-nuclei-based channel model method is proposed in [6] , where clustering is an important signal processing procedure.
A number of algorithms have been proposed for channel multipath clustering, such as the visual inspection of measurement data [7] , which has shown that the difference between the average tap angle spread (AS) and the cluster AS decreases when the channel bandwidth decreases. There are also many automatic clustering algorithms [3] such as the clustering characteristics in [8] , where a novel initialization is proposed. The elevation angle is considered in the clustering with the 3D MIMO channels in [9] , and a modified definition of the multiple component distance (MCD) is introduced in [2] . For the above-mentioned clustering algorithms, the K-means rule is employed to find the possible clustering, and then, the Calinski-Harabasz (CH) index [10] is utilized to evaluate the clustering results. The clustering mechanism and the K-means evaluation index are all distance based. However, the distance alone cannot capture the propagation characteristics of the channel multipaths.
We introduce a Gaussian mixture model (GMM) to facilitate the clustering using more statistical characteristics of the channel multipaths [11] . The GMM formed by taking linear combinations of K basic Gaussian distributions and each of the Gaussian distributions in the GMM is called a component, which has its own mean and covariance. By using a sufficient number of Gaussian distributions and adjusting the means, covariances and coefficients, the GM-M can approximate any continuous density function very closely [12] . Utilizing the covariance and mean information, the GMM can effectively capture the inner relationship hidden in the dataset. Because of its numerous advantages, the GMM has been popular in various areas, including feature selection [13] , change detection [14] , object detection [15] and classification [16] , [17] , [18] .
When attempting to find the maximum log-likelihood or a posteriori estimation of the GMM parameters, the expectation-maximization (EM) algorithm [19] is a preferable choice among modern statistical signal processing approaches. It iterates between calculating the log-likelihood expectation (E-step) and maximizing the log-likelihood (Mstep). However, one potential issue with the EM algorithm is that the covariance matrices can become singular. Moreover, to determine the optimal number of components, the EM algorithm must resort to cross-validation algorithms. Therefore, we turn to the variational Bayesian (VB) inference algorithm [20] . The VB-GMM cannot only determine the number of the components automatically but also substantially reduce the computational complexity of the EM-GMM.
The validity criteria in the K-means community are mainly based on the distance, although this lacks sufficient statistical characteristics to evaluate the clustering results. The scattering property of the channel multipaths obeys a Gaussian distribution, which is consistent with the GMM clustering mechanism. Thus, the clusters selected under the distance-based criteria may not reflect the propagation properties of the channel multipaths. Based on the above analysis, a compact index (CI) that can be used to evaluate the clustering results based on the means and variances is proposed. The CI can reveal the inherent property of the multipath propagation and provide an appropriate explanation of the clustering results. Benefiting from the combination of the GMM clustering mechanism, the multipath propagation mechanism and the CI validation index, a better performance is expected. In general, we find that the three components are closely related, and they can be used together to facilitate the clustering.
The contributions of our work are as follows:
• The GMM is introduced to the channel multipath clustering to reveal the information hidden in the channel.
• The EM algorithm is employed to optimize the GMM parameters in the channel multipath clustering.
• The VB inference is employed to both enhance the searching ability of EM and conveniently determine the optimal number of components conveniently.
• Considering the mean and variance of the dataset, the CI validation index is proposed, which can more evaluate the clustering results reasonably.
• Benefiting from the proposed CI, we can find a close relationship among the GMM clustering mechanism, the multipath propagation characteristics and the CI validation index. In other words, CI conformed to the GMM clustering mechanism, and the preferable clustering result can reflect the multipath propagation characteristics more effectively in the sense of compactness.
The remainder of this article is organized as follows. Section 2 briefly introduces the related work. In Section 3, the GMM, the GMM optimization methods and the validity index of the clustering results are presented. Synthetic and outdoor-to-indoor (O2I) channel measurement data are employed to demonstrate the advantage of the GMM in Section 4. Finally, Section 5 concludes the paper with directions for future work.
Notation: Bold uppercase and lowercase letters are used to represent matrices and vectors, and (·)
T denotes the transpose of (·). tr(·) denotes the trace of a matrix. The upper-right corner marked with bracket represents the ith assessment of the variable. In this paper, when we use p(·; θ), it is implied that θ are parameters and as a function of θ, it is called the likelihood function. In contrast, it is implied that θ are random variables when we use p(· | θ).
RELATED WORK

The K-Means Clustering Algorithm
In the channel, one of the most widely used clustering algorithms is the K-means algorithm [3] . The K-means algorithm finds K cluster centroids, and then, it iteratively groups the multipaths such that the distance sum of the respective multipath is minimized over all clusters. The MCD, which denotes the similarity of the multipaths in the delay and angular aspects, is generally adopted in K-means algorithm. The total MCD between the ith (i = 1, 2, ..., N ) and jth (j = 1, 2, ..., N ) multipath is given by
where 
Pj ,where c where θ i and φ i are the azimuth and elevation of the ith multipath, respectively, ∆τ max is the maximum difference of the delay, τ std is the standard deviation of the delay, τ i is the delay of the ith multipath; andτ is the mean value of the delay. The operation procedure of the K-means clustering [3] is illustrated in Table 1 .
Validity Index of the Clustering
The K-means algorithm assigns a multipath to a certain cluster according to the distance. Well reasoned, it validates the results using the distance. There are many validity indices that use the distance, for instance, the CH index, the Davies-Bouldin (DB) index, the Jaccard coefficient (JC), and the Fowlkes and Mallows index (FMI) [10] . Generally, these validity indices reach a uniform conclusion on evaluating the solution. Here, we only analyze the CH index as an example. The CH is defined as
which corresponds to the ratio between the traces of the between-cluster scatter matrix B and the within-cluster scatter matrix W . A high CH value indicates a compact clustering result from the perspective of MCD. By means of the MCD formula (1), tr(B) and tr(W ) are given as
where L k is the number of multipaths corresponding to the kth cluster, c k is the kth cluster centroid, x j represents the jth multipath, andc
where N is the number of MPCs.
In the K-means algorithm, when determining the optimal number of clusters, the algorithm has to operate on an increasing number of clusters and choose the optimal component K with cross-validation methods [9] . This can substantially increase the computational burden. In contrast, for the CH validity index, the MCD alone may not effectively reflect the similarity of the channel multipaths. Moreover, we prefer the clusters whose members are close to each other with a small variance, which indicates the compactness of the cluster [21] . We search for solutions in the next section to overcome the above problem.
PROPOSED METHOD
The Gaussian Mixture Model
To implement the clustering with the mean and covariance structure of the channel multipaths and further determine the number of components without resorting to crossvalidation, we introduce the GMM [11] . The GMM is a generative model that assumes that all the data consist of several Gaussian distributions in varying proportions. Moreover, the GMM is able to approximate any given dataset with high accuracy and can be interpreted as a soft clustering community whereby each multipath belongs to more than one cluster from the perspective of probability. Furthermore, it can be solved by various algorithms. Therefore, the GMM has been widely used in clustering.
A graphical model is illustrated in Fig. 2 , where nodes indicated by circles correspond to random variables and nodes indicated by squares correspond to the parameters of the model. Doubly circled nodes represent observed random variables, while nodes with a single circled represent hidden random variables. The hidden random variable Z represents the component that has been selected to generate an observed sample x, i.e., to assign the observed value x to the observed random variable X. The node distributions can be expressed as below. In the graphical model, the distributions of the nodes [23] are
and
where π are the mixing coefficients, N (x; µ k , Σ k ) is the Gaussian probability density function, and µ k and Σ k represent the mean and covariance matrix, respectively. The detailed expression of the Gaussian probability density function is as follows: Transactions on Big Data
Then, the joint probability density function (pdf) of X and Z is
Then, we can obtain the marginal probability function
where the density of the kth component is
, in which the π k are the weights (mixing coefficients), k = 1, 2, ..., K. Then,
With the above distributions, we can compute the posterior probability using the Bayes theorem [23] as follows:
The posterior, indicating which Gaussian distribution each channel multipath had come from, is sometimes referred to as the responsibility. By assigning each multipath x to the component of the maximum posterior, we can cluster the dataset X into K components.
Two optimization algorithms are introduced in the next section to search for the parameters of the GMM.
Training the GMM
EM for GMM Training
By adjusting the means and covariances of the GMM, it is expected to fit the channel multipaths well. To estimate the parameters of the GMM, the maximum log-likelihood function is solved by the EM algorithm, which is a numerically iterative algorithm [23] . The parameter set of the model is
, and the log-likelihood of the dataset is as follows:
The maximum likelihood estimation can therefore be obtained from the posterior probability (16) and parameter updating formulas (17)- (20) [23] as follows:
For a detailed derivation of (17)- (20), refer to [23] .
(i) , s, we can update the parameters of our model in the M-step. The operation procedure of the EM-GMM clustering is illustrated in Table 2 . 
Input:
The maximum iteration number r max and the multipath parameter matrix X. Initiation: Set the number of multipaths N , the dimensionality of feature vectors d, and the mixtures K used to generate data.
Loop body: 1. E-step: Calculate the posterior probability ω
k as formula (17). 2. M-step: Re-estimate the parameters using data samples weighted by the posterior probabilities as formulas (18)- (20) . 3 . If the maximum iteration number r max or the termination condition is reached, the iterations are ceased; otherwise, r = r + 1. Output: The parameter sets of each GMM component.
However, one potential issue with the EM algorithm is that the covariance matrix may become singular, i.e., a Gaussian distribution responds for a single channel multipath, and its variance along some principal axis tends to zero. Another drawback of the EM algorithm for GMM training is that it must resort to cross-validation methods to determine the optimal number of components. Considering these aspects, Bayesian theory is introduced for training the GMM.
Variational Bayesian for GMM Training
For convenience, we rewrite (14) as
To provide a convenient expression, we use the precision (inverse covariance) matrices T k rather than the covariance matrices Σ k . By imposing conjugate priors on the parameters of π, µ and T , the Bayesian GMM is obtained [22] .
where Γ(x) is the Gamma function. Acting as parameters of the Gamma function, the same parameter α k is chosen for each of the components. The parameter α k can be interpreted as the effective prior number of observations associated with each component of the mixture. If α k is small, then the posterior distribution will be influenced mainly by the dataset rather than by the prior [22] . The Gaussian-Wishart prior for (µ, T ) is
where ν and V denote the degrees of freedom and the scale matrix, respectively. The Wishart distribution is the multidimensional generalization of the Gamma distribution. Because significant correlations may exist between datasets, we use the Wishart prior to capture these correlations. The graphical model is shown in Fig. 3 . The VB-GMM is obtained by imposing a Dirichlet prior distribution on π and a Gaussian-Wishart prior distribution on (µ, T ). In contrast to Fig. 2 , with the introduction of conjunction priors, the set h = (Z, π, µ, T ) becomes random variables. α, η, U , m, and β serve as parameters that are specified in advance. The posterior of p(h | x) is not easily computed. Thus, a variational inference of q(h | x) based on the Bayesian model is introduced.
Fig. 3: Graphical model for VB-GMM.
A necessary calculation is conducted in [23] , and the result is as follows:
where η k and U k are parameters of the Wishart distribution representing the degrees of freedom and scale matrix, respectively.For details on the updating of the parameters, refer to [22] [24] . Formula (24) corresponds to the E-step, and (25)- (28) corresponds to the M-step. By performing several iterations of the E-step and M-step, we can obtain the best variational lower bound. Compared with EM-GMM, VB-GMM does not allow for a singular solution. Another advantage is that it is possible to determine the optimal number of components directly using VB-GMM. According to this variational methodology, an approximation to the posterior of the hidden variables given the observations is used. Based on this approximation, Bayesian inference is possible by maximizing a lower bound of the likelihood function [23] . This methodology allows for inference in complex parameter models, providing significant improvements compared with EM. Moreover, when the conditional pdf of the hidden variables is unknown, the problem can only be solved by the Bayesian method. The operation procedure of the VB-GMM clustering [23] is illustrated in Table 3.   TABLE 3 : Operation procedure of the VB-GMM clustering.
Input:
The maximum iteration number r max and the multipath parameter matrix X. Initiation: Set the number of multipaths N , the dimensionality of feature vectors d, and the prior parameters α, β, µ, ν, V .
Loop body: 1. E-step: Calculate the responsibility of the expectation as formula (24). 2. M-step: Update the parameters as formulas (25)- (28). 3. If the convergence condition is satisfied, the iterations are ceased; otherwise, r = r + 1. Output: The parameter sets of each VB component and the number of components.
Novel Validity Index of the Clustering
In the K-means framework, we use the distance-based validity indices to evaluate the clustering results. Nevertheless, one problem with the distance-based validity is that the MCD distance lacks sufficient statistical characteristics, and distance alone may not effectively reflect the similarity of the channel multipaths. Moreover, we would also like to search for clusters whose members are close to each other with small variance [21] . Furthermore, it is expected that the clustering results could correspond to the multipath propagation property. Specifically, on the one hand, under the GMM rule a Gaussian distribution is employed to fit the multipaths. Thus, the multipath parameters in the same cluster obey a Gaussian distribution. On the other hand, the multipath diffusion characteristic obeys a Gaussian distribution. Considering those aspects, we propose the CI, which is described as follows:
where S 2 k is the variance of the kth cluster andx is the mean value of the multipaths in the kth cluster. We can easily find that the former portion is the CH index. Then, both the means and variances of the clusters are considered in the CI. If a multipath has the same distance to two cluster centroids at the same time, we choose the cluster centroid with smaller variance under the CI, whereas it would cause confusion under the CH. Contributing to the proposal of CI, we can find a close relationship among the clustering mechanism of GMM, the propagation characteristics of the channel multipaths and the CI validity index.
VALIDATION RESULTS
To compare the clustering algorithm between the GMM and K-means techniques, a synthetic dataset and O2I channel measurement data are employed.
Validation Based on Synthetic Datasets
Synthetic datasets are often employed to validate the clustering performance. In this experiment, we use four synthetic datasets with different means and covariance matrices to verify the performance of the clustering algorithms. In the 2-dimensional space (x, y)
T , 6000 data points are generated by four Gaussian distributions, with means (−1, 1) T , (1.6, 1. As shown in Fig. 5 , the K-means technique obtains a chaotic clustering result, whereas the GMM clustering can retrieve most of the primary dataset. The CI values are 2586 for GMM and 1798 for K-means. The simulation results indicate that the K-means-based clustering may fall into local optimal values with a high probability, leading to poor clustering performance. Conversely, the GMM-based clustering has a higher ability to discover distributions, patterns and correlations in large datasets, which is necessary for the channel multipath clustering. 
Validation Based on the O2I Channel Measurement Data
Measurement Scenario
In the measurement, the Elektrobit Prosound Sounder is utilized to detect the channel information [25] . The basic parameters are illustrated in Table 4 . As shown in Fig. 6 , at the transmitting (Tx) side, a dual-polarized uniform planar array (UPA) with 32 elements is used. A dual-polarized omni-directional array (ODA) with 56 elements is employed at the receiving (Rx) side. The layouts of the antenna arrays at the Tx and Rx sides are illustrated in Fig. 6(a) and Fig. 6(b) , respectively. The antenna parameters are shown in Table 5 . 
The measurement is conducted in the main building of the Beijing University of Posts and Telecommunications (BUPT). It is an O2I scenario where the Tx is fixed on a lower building covered with plasterboard on the surface. On the Rx side, the antenna array is fixed on a trolley at a height of approximately 1.8 m. The measurement scenario is shown in Fig. 7. 
Parameter Settings
After some necessary signal pre-processing using the spacealternating generalized expectation maximization (SAGE) algorithm [26] , we obtain 74 multipaths as the input of the clustering. In the K-means-based, EM-GMM and VB-GMM clustering algorithms, the dimension of the data is set to 5, i.e., (τ, φ Rx , φ Tx , θ Rx , θ Tx ), where φ Rx , φ Tx , θ Rx , and θ Tx are EOA, EOD, AOA, and AOD, respectively. In the EM and VB algorithms, the input data are arranged in column vectors as X = (x 1 , x 2 , . . . , x N ) , where x j = (x j,1 , x j,2 , . . . , x j,M ) T denotes the data vector of the jth (j = 1, 2, . . . , N ) multipath. The diagonal covariance matrix is designated for the Gaussian components.
Clustering Comparisons between EM-GMM and Kmeans
Clustering Comparison of EM-GMM and Kmeans under the CI Index:
In this section, we will compare the CI of the EM-GMM and K-means-based clustering from 3 to 20 clusters. A total of 30 Monte Carlo simulations are used. In the channel clustering area, a high CI value corresponds to a preferable clustering performance. The graph is illustrated in Fig. 8 , and the internal small block diagram is the enlargement of the cluster from 3.5 to 4.5. As shown in Fig. 8 , the CI values of the EM-GMM clustering are mostly higher than those of K-means. A conclusion can be drawn that the EM-GMM clustering can obtain more favorable clusters with a large mean-to-variance ratio. A large CI corresponds to a compact clustering result, which conforms to the scattering properties of the channel multipaths. The clustering mechanism of GMM is consistent with the propagation characteristics of channel multipaths. Thus, the CI can select a favorable clustering result. 
Clustering
Comparisons of EM-GMM and K-means in the Visual Aspect: We choose 3 parameters with the largest variance, (τ, φ Rx , φ T x ), for the visualization. Fig. 9 shows the visualization comparison of EM and Kmeans in 6 clusters, where the same cluster are colored the same.
As shown in Fig. 9(a) , the K-means-based technique obtains chaotic clustering result, particularly among (−1, 1) in the AOA. The result cannot clearly reveal the inner structural characteristics of the channel multipaths. Conversely, the EM-GMM clustering algorithm obtains clearer and more compact clusters in Fig. 9(b) . From the visual aspects, we find that the EM-GMM clustering algorithm can obtain more favorable results.
Determining the Optimal Number of Components Using VB-GMM
In the Bayesian setting, we marginalize all possible parameters. The variational inference is solved by the EM algorithm, which yields an iterative solution that guarantees an increase in the dataset likelihood. However, EM is an optimization algorithm that depends on the initialization [27] . Thus, if the true posterior distribution is multimodal, variational inference tends to approximate the distribution in the neighborhood of one of the nodes and ignores the others [22] . A convenient approach to select an optimal value for component K is treating the mixing coefficients π in formula (21) as parameters. Then, the lower bound is maximized as a point estimation with respect to π. The reestimation equation is then
In VB-GMM, if some components drop into the same area in the data-space, then there is a tendency that the model will eliminate the redundant ones [23] , i.e., setting the mixing coefficients of the redundant components to zeros. Therefore, we always initialize a model with a large number of components and let competition eliminate the redundant ones. In the simulation, the initialized component is 15. An uninformative distribution obtained by setting the parameters to small values is set in this paper, i.e., α = 10 −6 and β = 10 −5 . The degrees of freedom η are 6. If
, then the iterations are ceased, where L is the log-likelihood of the dataset and r is the number of iterations. In this way, we find that the optimal number of components is 6, and some of the parameters are listed in Table 6 . The components that provide insufficient contributions to the channel multipaths will make their mixing coefficients zero during the optimization. Therefore, the corresponding components are removed from the model. This method allows one to use a large K for the initiation. Subsequently, the surplus portion is pruned out from the model automatically. Although the EM-GMM can obtain more favorable results than K-means, in Fig. 9(b) , the blue cluster occupies a large scope in the AOA. In the O2I scenario, there are numerous types of scatterers indoors, and the scattering characteristics of the multipaths obey a Gaussian distribution, making the blue cluster unreasonable. Conversely, Fig. 9(c) shows that the phenomenon is largely alleviated. Moreover, the clustering chaos in the red circle of Fig. 9(b) is not found under VB-GMM. Furthermore, as the scattering characteristics of the multipaths obey a Gaussian distribution, we expect that the clusters are ball-like as in Fig. 9(c) , not bar-like as in Fig. 9(b) . The conclusion can be drawn that VB-GMM can effectively capture the internal relationships between the multipaths. Thus, it can obtain clustering result in accordance with the O2I scenario.
The CI value in VB-GMM is 18.3, which is higher than the value of 15 in EM-GMM. The log-likelihoods (the larger the better) of the dataset for formula (16) are -592 for VB-GMM and -1255 for EM-GMM. Overall, VB-GMM can not only search for the optimal number of components but also increase the fitting accuracy of the GMM to the channel multipaths. We compare the CI values of the three algorithms, and the clustering results are illustrated in Fig. 10 . As shown in Fig. 10 , the VB-GMM clustering algorithm obtains the maximum CI values among the three algorithms, and the CI values of EM are higher than those of Kmeans. A consistent conclusion can be drawn from the CI values and the visualization, namely, VB-GMM can obtain the best clustering results corresponding to the propagation property of the channel.
CONCLUSIONS AND FUTURE WORK
We showed that the K-means clustering algorithm implements clustering with the MCD, which cannot reveal the hidden information effectively or correspond to the propagation characteristics of the channel multipaths reasonably. To effectively reveal the propagation characteristics of the channel multipaths, a GMM is introduced to fit the channel multipaths. Initially, the EM algorithm is utilized to search for the posterior estimation of the GMM parameters, therein generating the EM-GMM clustering. Considering the mean and variance of the multipaths in the clustering, the EM-GMM clustering can obtain more favorable clustering results than K-means. Then, VB is introduced to enhance the searching ability of EM and further to directly determine the optimal number of components. In addition, to select the results corresponding to the propagation characteristics of the channel multipaths, the CI validation index is proposed. Benefiting from the propossd CI, we can find strong relationships among the multipath propagation characteristics, the GMM clustering mechanism and the CI validation index. The validation results illustrate that the VB-GMM clustering method can not only obtain more reasonable results from a quantitative aspect but also determine the optimal number of components without resorting to cross-validation. In the visualization, the VB-GMM clustering results reasonably correspond to the multipath propagation characteristics in the O2I scenario. With the clustering results of VB-GMM, we have sufficient confidence to obtain a channel model with high precision. We introduce the GMM to the 3D MIMO channel in the O2I scenario, but it can also be extended to massive MIMO channel or other scenarios.
Some essential conditions for obtaining preferable results are necessary in using the GMM. The GMM will fit the multipaths well under the condition that abundant multipaths are used. Typically, the number of multipaths used in the GMM needs to be larger than the number of model parameters. When the dataset to be fitted is proportional datasets or normalized histograms [28] , the GMM doer not perform well. Thus, neither EM-GMM nor VB-GMM can obtain good preferable performances on proportional datasets or normalized histograms. Because the three algorithms all easily fall into local optima, a Monte Carlo simulation is used in this paper. Moreover, the K-means and EM-GMM clustering algorithms may lead to overfitting, which can be avoided in teh VB-GMM clustering algorithm.
