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To overcome the dimensionality curse of hyperspectral data, an investigation has
been done on the use of grouping spectral bands, followed by feature level fusion and
classifier decision fusion, to develop an automated target recognition (ATR) system for
data reduction and enhanced classification. The entire span of spectral bands in the
hyperspectral data is subdivided into groups based on performance metrics. Feature
extraction is done using supervised methods as well as unsupervised methods. The effects
of classification of the lower dimension data by parametric, as well as non-parametric,
classifiers are studied. Further, multiclassifiers and decision level fusion using Qualified
Majority Voting is applied to the features extracted from each group. The effectiveness of
the ATR system is tested using the hyperspectral signatures of a target class, Cogongrass
(Imperata Cylindrica), and a non-target class, Johnsongrass (Sorghum halepense). A
comparison of target detection accuracies by before and after decision fusion illustrates
the effect of the influence of each group on the final decision and the benefits of using

decision fusion with multiclassifiers. Hence, the ATR system designed can be used to
detect a target class while significantly reducing the dimensionality of the data.
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CHAPTER I
INTRODUCTION

1.1 Overview
Using high-resolution optical sensors, it is possible to collect a large amount of
information from radiance measurements in the visible and infrared regions of the
spectrum. As a result, very high-resolution reflectance signature can be obtained. The
large amount of gathered information has necessitated the development of algorithms that
can reduce the volume of the data for the purpose of storage, transmission, and efficient
computation time. Modern hyperspectral sensors acquire data in hundreds or thousands of
spectral bands for each pixel in a scene, thereby allowing subtly different classes to be
discriminated. The Hyperion sensor mounted on the Earth Observation (EO-1) satellite is
the first hyperspectral sensor in space, which gives detailed publicly available land-cover
image of a scene on the earth’s surface [1].

1.2 Need for Dimensionality Reduction
In hyperspectral data, the spectral reflectance of a material is sampled at hundreds or
thousands of contiguous bands. Therefore, the dimensionality of the data is extremely
high. This makes the processing of the raw datasets extremely complex, and this is not
practically viable. For example, a Hyperion image of the Washington D.C. mall [2]
shown in Figure 1.1 has 220 contiguous spectral bands ranging from 357nm - 2576 nm
1

2
with a 10nm sampling interval in an image data cube [3]. Every pixel in the data cube,
which represents a part or whole of a target class, forms a discrete point in the
220- dimensional space. For an 8-bit reflectance data, the number of discrete points in
the 220-dimensional space is (2 8 ) 220 . Hence, processing such large volumes of data is
virtually impossible unless dimensionality reduction is done.

0.9
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Y
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X
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Hyperion hyperspectral
cube of DC mall

The extracted spectral
band forms a spectral
signature and represents
the characteristics of the
object covered by the
pixel

Discrete points
in the
220-dimensional
space
representing the
object

Figure 1.1. Representation of Hyperion image unwrapping.
The related work done by Jimenez and Landgrebe in [4] suggests that higher
dimensional space has distinct properties that are quite different from the normal threedimensional space. It is revealed that as the dimensionality increases, the data tends to
move away from its origin, and spreads itself around the outer shell of a hyperellipsoid.
Due to this phenomenon, density estimation becomes difficult, and might affect the
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design of supervised classifiers since statistical parameters such as mean and variance are
estimated from the training data.
Although the classification of target classes from hyperspectral data is
computationally taxing, the accuracy of target detection is high from a supervised
classification perspective. The number of training samples needed for accurate
classification is immense, and often unrealistic to achieve since the number of spectral
bands is very large in hyperspectral data. This problem is known as Hughes phenomenon
[5] or the “curse of dimensionality.”
To avoid these issues, a number of techniques for dimensionality reduction methods
have been developed such that features are extracted from the data in the high
dimensional space. These features provide relevant information depending on the
application involved. Principal component analysis (PCA) and Fisher’s linear
discriminant analysis (LDA) are popular methods of feature reduction. The study in [6]
on the characteristics of high dimensional spaces has shown that high dimensional data
can be projected to a lower dimensional space without the loss of significant target
discrimination information. Features are extracted from lower dimensional subspaces
formed by linear projections of the original high dimensional space. The extracted
features become inputs to classifiers for labeling the data into target and non-target
classes.

In recent work on developing dimensionality reduction algorithms [6-14],

various types of features have been extracted from lower dimension subspaces.
This thesis aims at analyzing the performance of a dimensionality reduction method,
which groups adjacent spectral bands of the hyperspectral data. The entire hyperspectral
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signature of a very high spectral resolution dataset is divided into adjacent, disjoint
groups based on performance metrics that are functions of band correlation and/or class
separation. The resulting groups are linearly independent, contiguous, and cover the
entire spectrum of the data. Features are extracted from each of these groups using
supervised and unsupervised statistical methods. The features obtained from each of the
groups are tested on parametric as well as non-parametric classifiers. Next, the effect of
applying decision level fusion on the features extracted from each group is studied. To
reduce the effect of conflicting decisions by individual groups, a voting scheme called
Qualified Majority Voting (QMV) [14, 15] is adopted to combine decisions.
This thesis is arranged in the following way. A brief discussion of some popular
dimensionality reduction methods, and decision fusion methods is given in Chapter 2.
Chapter 3 presents a detailed description of the methodologies adopted in creating the
grouping, feature extraction, and classification algorithms employed in this thesis. The
effectiveness of the system is tested using a data set consisting of hyperspectral
signatures of a target class, Cogongrass (Imperata Cylindrica), and a non-target class,
Johnsongrass (Sorghum halepense). The results of experimentation and relevant
discussions are reported in Chapter 4. Finally, Chapter 5 summarizes the observations
made in previous chapters and discusses the scope of future work.

CHAPTER II
LITERATURE REVIEW

2.1 Curse of Dimensionality
Hyperspectral data can consist of hundreds or even thousands of channels with
narrow spectral widths. Dealing with these large size datasets incurs problems during the
processing stage. Furthermore, the large dimensionality of the data can cause
inaccuracies in statistical classification due to the “curse of dimensionality.”
Supervised automated target recognition (ATR) systems make use of training data in
the feature extraction and classification stages as shown in Figure 2.1. Typically in
hyperspectral remotely sensed data, enough training data is not available to ensure a
reliable classification resulting in reduced classification accuracy. This problem is known
as Hughes phenomenon [5]. Therefore, in high-dimensional space, the number of training
samples needed for accurate classification is huge and usually impossible to achieve. This
is known as curse of dimensionality. Thus, dimensionality reduction is necessary.
Spectral correlation exists between the narrow spectral bands of hyperspectral data
potentially enabling dimensionality reduction. Spectral correlation indicates the presence
of redundant information in the hyperspectral data and, by removing the redundant
information, the data can be projected onto a much lower dimensional space. Therefore,
reducing the dimensionality should project the spectra to a lower dimensional subspace as
well as preserve the separability of classes.
5

6

Hyperspectral Data

Feature Extraction
Training Data
Classification

Classification
Accuracy

Figure 2.1. Supervised classification scheme.

2.2 Dimensionality Reduction Overview
In order to overcome the Hughes phenomenon, feature extraction algorithms can be
applied to the original hyperspectral signature to reduce its dimensionality. Landgrebe
states that, “Higher dimensional space is mostly empty, which implies that the
multivariate data in any given case is usually in a lower dimensional structure” [6].
Therefore, by performing dimensionality reduction, high dimensional data can be
projected on to a lower dimensional space. Feature extraction techniques are more
powerful if applied to lower dimensional data since more consistent parameters can be
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estimated in lower dimensional subspaces. However, the main objective of preserving the
key information content should not be lost at the cost of reducing the dimensionality.
This would lead to poor classification accuracies.
Algorithms used in dimensionality reduction can be broadly categorized into two
cases based on the domain in which they operate. In the first case, algorithms are applied
to raw data in the original domain to extract features. In the second type of algorithms, a
transform (for example eigen transform) is applied to the hyperspectral signature so that
they are projected into a new domain. The features are arranged in the order of their
importance. By doing this, only features pertinent to the application are retained and the
rest are discarded. For example, in an image compression application, features with high
information content are retained, and in classification applications, features with high
class discrimination capability are retained.
Several feature extraction algorithms have been proposed in the literature to perform
dimensionality reduction. In previous works [6-14], feature extraction was done in lower
dimensional subspaces formed by linear projections from the original high dimensional
space. The extracted features became inputs to the classifiers implemented for labeling
the data into target and non-target classes. The classifier was designed based on reduced
features extracted from the training set.

2.3 Examples of Dimensionality Reduction Techniques
Some of the commonly used dimensionality reduction methods for hyperspectral
data are PCA [16], LDA [16, 17], and wavelet-based feature extraction [9, 14]. Recently,
methods such as decision boundary feature extraction [18], feature-level fusion using
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best-bases selection algorithms [7-9, 19], and decision-level fusion of features obtained
using best bases selection [11, 12, 19] have been investigated. The effect of using spectral
metrics such as spectral angle and spectral correlation angle for spectral screening is
studied in [20]. Spectral screening is a technique of selecting a subset of pixel vectors in
order to reduce the volume of the hyperspectral data [21]. However, this method of data
size reduction is a time consuming process.
PCA is an extremely popular method in the remote sensing community for feature
extraction due to its simplistic approach. Theoretically, PCA is the optimum method for
dimensionality reduction in a root-mean-square error sense. PCA projects data from the
original dimension to a lower dimension onto axes that are orthogonal and account for the
maximum amount of the variation of the data [16]. This is a very useful property when
the goal is data compression. However, recent research by Cheriyadat and Bruce has
shown that PCA is not the optimal method for feature extraction in target detection
applications [22].
Dimensionality reduction can be done using wavelet transforms. The signal is
analyzed using a mother wavelet, and the wavelet coefficients at different decomposition
levels are used as features. The wavelet coefficients at different decomposition levels can
be selected to form an optimal feature subset. In [14], a class discriminatory metric, such
as area under the receiver operating characteristic (ROC) curve, Az, is used for extracting
the wavelet coefficient feature set. Saito and Coifman also proposed a method of finding
the best bases for classification based on a class discrimination metric by adopting the
wavelet tree approach [9].
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LDA is a linear supervised transformation method for dimensionality reduction
[16, 17]. Application of LDA transforms the hyperspectral data onto a hyperplane by
maximizing the class separability function, which is the ratio of between-class variance
( S B ) and within-class variance ( SW ). The goal is to maximize the ratio. The
dimensionality is reduced to one less than the number of classes. For example, a three
class problem in a 200-dimension space is reduced to a 2-dimensional three class
problem in the hyperplane. However, there is a problem associated with the computation
of the LDA transform matrix. The SW for high dimensional data becomes singular for
high dimensional data with insufficient training data [13]. As a result, the inverse of

SW cannot be computed. Therefore, LDA cannot be applied directly to hyperspectral data
for dimensionality reduction unless there is sufficient training data.
Another approach to perform dimensionality reduction involves the selection of
features from the original domain based on certain class separability criteria such as
ROC, Bhattacharya distance (BD), or Mahalanobis distance. In the work in [23], spectral
bands are used as features, and the features are selected and combined based on their
class separation capability. ROC is used as the class discrimination metric, and LDA is
used for combining the features.
Recent research has focused on extracting features from localized partitions of the
hyperspectral signature. The entire hyperspectral signal is divided into neighboring
groups of spectral bands. Jimenez and Landgrebe proposed a feature reduction method
based on projection pursuit, where the hyperspectral space is partitioned into lower
dimensional subspaces using the Bhattacharyya distance as a performance metric for
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discrimination [7]. Here, adjacent bands are grouped together if they maximize the
minimum pairwise class separation determined by the distance metric. Features are
extracted from the lower dimension subspaces, which are not affected by the inadequate
training data [7]. The dimensionality reduction algorithm implemented by Lin and Bruce
[24] demonstrates three methods of parametric projection pursuits (PPP). Two
performance metrics, ROC and Bhattacharyya distance, are maximized as a measure of
class separability, and the three PPP methods, namely sequential PPP, parallel PPP, and
Projection Pursuits Best Band Selection, are compared and tested on a hyperspectral
dataset. Jia and Richards’ work suggested that the entire hyperspectral space can be
partitioned using the correlation between adjacent spectral bands [10]. This, followed by
implementation of PCA gives a set of principal components, which is used as a feature
set for the classifier. However, the issue of use of PCA discussed in [22] arises here.
Kumar et al. proposed a band combination technique using best bases functions. Here,
the entire hyperspectral plane is partitioned based on correlation between adjacent grouppairs and multi-class discrimination [8]. The design of spectral channels by Serpico et al.
gives a method to extract groups formed by non-overlapping spectral bands in such a way
so as to optimize the accuracy of the classifier. The method implemented in the method
suggested here does a suboptimal search for hyper dimensional feature selection [25].

2.4 Decision Fusion Overview
Jimenez et al. suggested that if feature and decision fusion techniques are
integrated, the classification accuracies can be improved for hyperspectral data [12].
Benediktsson and Kanellopoulos showed that feature-level fusion when combined with
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decision-level fusion yields higher classification accuracies [11]. Kittler et al. showed
that classifiers can be combined by using the opinion of individual classifiers to derive a
consensus [15]. Various schemes such as min, max, median rule, and majority voting
were suggested to combine the opinions of the classifiers. Woods et al. used the estimates
of individual classifier’s local accuracy to combine classifiers [26]. Lam and Suen
analyzed the behavior of the application of majority voting to combine classifiers [27]. In
the design of an ATR system proposed in [19], a classification technique that used
feature-level and decision-level fusion in lower dimensional subspace was implemented.
The entire hyperspectral subspace was decomposed into best bases based on the
maximization of the product of adjacent band correlation and minimum BD. Features
were extracted using LDA, and Qualified Majority (QMV) scheme was used for classifier
decision fusion.
This thesis is an extension of the work done in [19]. Alternative performance metrics
and feature selection methods are investigated. The performance of single and multiple
classifiers are also studied.

CHAPTER III
METHODOLOGIES
3.1 Overview
In this thesis, a classification technique, which exploits both feature and decision
level fusion of lower order subspaces to improve the classification potential of
hyperspectral data, is analyzed. The flowchart shown in Figure 3.1 summarizes all the
steps discussed in this chapter. The hyperspectral signature is broken down into groups of
bands using a grouping function. Features are extracted from these groups and
classification is carried out.

3.2 Grouping
Grouping spectral bands is a method of localized partitioning of a hyperspectral
signature. The grouping is based on a predetermined criterion, which is a function of
adjacent spectral bands. The entire hyperspectral signature is divided into adjacent,
non-overlapping groups of spectral bands, and features can be extracted from each of
these groups. The entire hyperspectral subspace can be subdivided into lower
dimensional subspaces in two different ways.
1. Manually grouping a fixed number of adjacent spectral bands.
2. Grouping adjacent spectral bands based on a performance metric.

12
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Hyperspectral
signature

Band grouping

Comparison of
Performance Metrics

Data Reduction

Comparison of Data
Reduction Methods

Unsupervised Ft.Ex

Supervised Ft.Ex
LDA

PCA, µ, O2 , ….
Classification
Confusion Matrix,
Class & Overall
Accuracy

Figure 3.1. Overall block diagram of the developed algorithm.

3.2.1

Fixed width grouping

Manually combining spectral bands into groups of fixed width is simple and
straightforward. The entire hyperspectral signature consists of hundreds of spectral bands,
which are manually divided into adjacent, non-overlapping groups of size 10, 20, and so
on. This method of grouping spectral bands is called fixed width grouping.
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3.2.2

Performance Metrics

Grouping spectral bands based on performance metrics is an automated method of
grouping spectral bands. Groups formed through using a performance metric may be of
unequal lengths. The grouping of spectral bands stops depending on two of the following
conditions:
1. Further grouping with adjacent groups or spectral bands does not significantly
increment the current value of the performance metric.
2. The size of the groups is not allowed to grow beyond what is supported by the
amount of available training data.
In this thesis, ten performance metrics have been investigated to perform grouping of
the hyperspectral bands, and their algorithms are explained below.

3.2.2.1

Correlation

Highly correlated bands are combined with each other to form a group. In Figure 3.2,
the correlation matrix of a hyperspectral dataset is shown. The adjacent bands of the data
exhibit high correlation. The brighter areas in the image represent high correlation and
the darker areas represent low correlation. Therefore, the hyperspectral subspace is
partitioned into subspaces based on correlation existing between adjacent bands.
The correlation  for bands i and j is given by

 =
ij



ij

 
ii jj

(3.1)

15
where  are the elements of the covariance matrix for band i versus band j and  ii and
ij
 jj are the variances of the ith and jth bands of the data [17]. The parameter  indicates
ij

the covariance between bands i and j. The variables i and j vary from 1 to N, where N is
the dimensionality of the subspace. The correlation measure C of the hyperspectral
subspace quantifies the correlation between two bands, i.e. C gives the minimum of all
the correlations between every pair of bands in the subspace. Therefore,
C n = min(  ij ) n

(3.2)

where Cn represents correlation of the nth subspace .
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Figure 3.2. Correlation Matrix for the hyperspectral data used in analysis
(white = maximum correlation and black = minimum correlation).
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3.2.2.2

Bhattacharya Distance

The Bhattacharya distance, a statistical distance measure, is used to assess the
discrimination capability of multidimensional features. It is defined as

1 +  2
−1

1
 + 2
1
2
BD = (m1 − m 2 )T  1
(m1 − m2 ) + ln 

8
2 
2  1  2








(3.3)

where mi and i are the mean vector and covariance matrix for class i [30].
The BD considers the measure of distance between the class centers (mean vector) as
well as the distribution (variance) of the classes; hence it is used as a performance metric
for grouping spectral bands. The adjacent bands are combined together if the resultant
group increases the minimum BD measured for the individual groups.

3.2.2.3

Jeffries Matusita Distance

The Jeffries Matusita (JM) distance is a measure of separability that assesses class
separation based on their signatures. Assuming that the classes are normal distributions,
the Jeffries Matusita distance is computed as follows [29]

JM = 2(1 − e − BD ) .

(3.4)

The JM distance has an upper bound of 1.41 ( 2 ), and a lower bound of 0. When the
calculated distance has a value of the upper bound, the signatures can be said to be totally
separable, while the signatures are inseparable when the calculated distance is zero.

17
3.2.2.4

Receiver Operating Characteristic

The receiver operating characteristic is a method of measuring class separation. The
classifier sets a hard threshold so as to define the four possible cases that arise when the
system is making a decision [28]:
•

n S number of true positive decisions, i.e. a sample from the positive class is
TP

classified as positive.
•

n

FN

S number of false negative decisions, i.e. a sample from positive class is

classified as negative.
•

n

TN

S number of true negative decisions, i.e. a sample from the negative class

is classified as negative.
•

n

FP

S number of false positive decisions, i.e. a sample from the negative class

is classified as positive.
The ROC curve is a plot between n

TP

and n . Consider a data set with two classes 1
FP

and 2. The area under the ROC curve (Az) is typically a measure of the class separation.
An area of 1 represents 100% perfect test, whereas an area of 0.5 represents complete
overlap of the two classes. These are the extreme cases, and the area under the ROC
curve for all other test cases lies between 0.5 and 1. Figures 3.3 and 3.4 show the class
distribution and ROC curve for a case of perfect class separation. Figures 3.5 and 3.6
show the class distribution and ROC curve for no class separation. Figures 3.7 and 3.8
show the class separation and ROC curve for partially overlapping classes.
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Grouping of spectral bands can be done with the Az value as the performance metric.
The Az value is used as a measure to assess the class separation. Spectral bands with very
poor Az values are not grouped together, but when separation is good, bands are grouped
together.

P
P(f)
(f)
Target
Non-target

Threshold

f

Figure 3.3. Probability density plots of 2 class problem, where there is no overlap
between 1 (non-target class) and  2 (target class).
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Figure 3.4. Az=1 indicating no overlap between 1 (non-target class) and
 2 (target class).

P(f)

Target
Non-target

Threshold

f

Figure 3.5. Probability density plots of 2 class problem, where there is complete over lap
between 1 (non-target class) and  2 (target class).
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Figure 3.6. Az= 0.5 indicating complete overlap between 1 (non-target class) and
 2 (target class).
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Figure 3.7. Probability density plots for 2 class data, where 1 is the non-target class
and  2 is the target class.
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Figure 3.8. Az lies between 0.5 and 1.0 indicating partial overlap between 1
(nontarget class) and  2 (target class).

3.2.2.5

Product of Correlation and Bhattacharya Distance

For grouping spectral bands using this performance metric, a function, which is the
product of the spectral group’s correlation and minimum BD for all the class pairs, is
maximized. The function DCBD for the nth group is given by
DCBDn=max (Cn BDn).

(3.5)

where BDn is the Bhattacharya distance of the nth spectral band. The product of Cn and
BD is maximized since the metric will give highly correlated bands whose class
separation is maximum.
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3.2.2.6

Product of Correlation and Jeffries Matusita Distance

For grouping spectral bands using this performance metric, a function, which is the
product of the spectral group’s correlation and minimum JM for all the class pairs is
maximized. The function DCJM for the nth subspace is given by
DCJMn= max (Cn JMn).

(3.6)

where JMn is the Jeffries Matusita distance of the nth spectral band.
3.2.2.7

Product of Correlation and Area under the ROC curve

For grouping spectral bands using this performance metric, a function, which is the
product of the spectral group’s correlation and area under the ROC curve Az for all the
class pairs is maximized. The function DCROC for the nth subspace is given by
DCROCn= max (Cn Azn).

(3.7)

where AZn is the area under the ROC curve for the nth spectral band.
3.2.2.8

Weighted Sum of Correlation and Bhattacharya Distance

A combination of adjacent spectral band correlation and BD, which is a class
discrimination measure, is commonly done in single feature optimization algorithms. In
this thesis, the idea is extended to the grouping algorithm. The performance metric, Kn is
a linear function that involves grouping of highly correlated spectral bands, which have
maximum class separation.
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A weighted sum of correlation between adjacent spectral bands and BD is the
grouping metric. This function is maximized, i.e.,
K CBDn = max (w1C n + w2 BDn ) .

(3.8)

The weights, w1 and w2, determine the relative importance of class separation and feature
correlation. There is no theoretical guideline for weight selection. Thus, for this thesis the
weight is experimentally varied over [0, 1].

3.2.2.9

Weighted Sum of Correlation and Jeffries Matusita Distance

A combination of adjacent spectral band correlation and JM distance, which is a class
discrimination measure, is used in the grouping algorithm. The metric is defined as
K CJMn = max (w1C n + w2 JM n ) .

(3.9)

The weights are experimentally varied over [0, 1].

3.2.2.10

Weighted Sum of Correlation and Area under the ROC curve

The grouping of bands can be done by applying a weighted sum of the ROC test’s Az
value and correlation between adjacent bands as the performance metric. This function
maximizes the class separation between highly correlated bands and is given by
K CROCn = max (w1C n + w2 AZn ) .

(3.10)

The weights are experimentally varied over [0, 1].

3.3 Lower Dimension Subspace Identification

The initial set of groups is identified by searching the entire hyperspectral subspace
for the pair of spectral bands that has the largest value for the grouping function. The
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grouping function is defined by the performance metric. The groups formed are further
combined with its adjacent bands or groups, and the group that has the maximum value of
the grouping function from these groups is retained for further grouping. Once a group is
formed and cannot grow further, the next best pairs of bands or groups are grouped in a
similar fashion as explained above. This is an iterative process that stops when further
grouping does not result in a higher value of the function or specific maximum feature
size condition. For example, consider the grouping function is maximum for the bands 13
and 14. Bands 13 and 14 are grouped as one. Since bands 12 and 15 overlap with 13 and
14 respectively, the grouping function for these band pairs are checked if the group
formed can be grown to accommodate these bands. Figure 3.9 shows the groups formed
from which features are extracted for the classification stage.
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Figure 3.9. Example grouping, where each rectangle represents one group of spectral
bands.
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3.4 Hyperspectral Data Reduction

Data reduction can be achieved by extracting features from the spectral groups that
have been formed from applying one of the grouping methods discussed above. Features
are extracted from the spectral subspaces, and these features are used to discriminate the
underlying classes, i.e. identify the target and non-target classes. Therefore, this step
plays a key role in designing an ATR system. The main idea behind extracting features is
to remove redundant data, thereby reducing the computational complexity.
In this thesis, two types of feature extraction algorithms have been explored. In the
first case, the features are selected from the raw data in the spectral groups or subspaces
formed. Extracting mean and variance as features are examples for this kind of approach,
an unsupervised method of feature extraction. In the second case, spectral data is
transformed into a new domain and arranged in order of class discrimination capability.
The transformed data forms the feature set. The transformation can be either supervised,
as in LDA, or unsupervised, as in PCA.

3.4.1

3.4.1.1

Unsupervised Feature Extraction

Mean

The mean of the spectral bands in each group is extracted as the feature of the group.
The mean of the spectral band in the nth group is given by

f µn =

1
M

M

d

j

(3.11)

j=1

where d j is the jth spectral band, and the data in nth group is of dimension M x 1 where M
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is the number of spectral bands. Hereby, dimensionality of the data is reduced to one
feature from each band in each spectral group.

3.4.1.2

Variance

The variance between the spectral bands in each group is the features extracted from
each group. Variance is a measure of spread of the data points in the group.
The variance of the spectral band in the nth group is given by

f

2
n

=

1
M

M

 (d

j

− µ)2

(3.12)

j =1

where d j is the jth spectral band, µ is the mean spectral band, and the data in nth group is
of dimension M x 1.
This method of feature extraction is similar to the previous method explained in
3.4.1.1 wherein the dimensionality is reduced to one feature from each band from each
group.

3.4.1.3

Principal Component Analysis

PCA is a dimensionality reduction technique that is widely used in classifying data. It
is a transform-based unsupervised feature extraction technique. PCA transforms the
features from the original domain to the PCA domain where the features are arranged in
the order of their variance. These features are uncorrelated. Dimensionality reduction is
achieved by retaining only those components, which have a significant amount of
information in the PCA domain.
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The approach of using PCA requires the computation of the eigenvectors and
eigenvalues of the total covariance matrix calculated from the spectral bands [30]. If l is
the total number of training samples for class i, the covariance matrix  is given by
l

(

)(

)

T
1
 =  xj − m xj − m
l j =1

(3.13)

where x j is the jth training sample and m is the sample mean. The eigen
decomposition of the covariance matrix is given by
ak = k ak

(3.14)

The eigenvalues, <k, are arranged in decreasing order indicating decreasing variance, and
the corresponding eigenvectors, ak , are likewise ordered. In order to achieve
dimensionality reduction without losing much of the information, the first eigenvalue/
eigenvector or principal component is typically retained. The transformation matrix A is
given as
A= a1 .

(3.15)

The output features in the transformed PCA space is given as
f PCA = A( x i −m) .

(3.16)

Figure 3.10 clearly shows how the information in Feature1 and Feature2 have been
compressed to form a single dimension, which is the largest principal component
(PCA1), which has been calculated using the eigen decomposition of the covariance
matrix estimated from the data distribution.
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This PCA technique of feature extraction is applied to the spectral bands in the
subspaces obtained from the grouping process to obtain the features with maximum
information content.

Feature 2

Target
Non-target

Feature1

PCA 1

Figure 3.10. Class separation using PCA

3.4.2

3.4.2.1

Supervised Feature Extraction

Fisher’s Linear Discriminant Analysis

LDA is an example of a supervised transformation method for dimensionality
reduction. LDA is a commonly used technique to find a projection of features to obtain
maximum class separation. LDA combines features linearly to maximize between-class
variance and minimize within-class variance. LDA is very effective in two-class,
multidimensional feature sets, as it can transform these sets into a single dimensional
feature. The dimensionality is reduced to one less than the number of classes. For
example, a three class problem in 100-dimension space is reduced to a two-class
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problem. In general, D dimensional space is projected onto (C-1) dimensional space,
assuming D  C , where C is the number of classes. In this thesis, C = 2 (target and nontarget classes) so LDA reduced the spectral group to one feature. The within-class
covariance matrix is defined as [30]
C
    t
SW =  l i  ( x − mi )( x − mi )
i =1


xci

(3.17)


where C is the number of classes, l i is the number of samples in class i, x is the D

[

]



dimensional feature vector x = x1 , x2 ...xn , and mi is the class mean for the i

th

class.

The between-class covariance matrix is
C
   t
S B =  li (mi − m )(mi − m )

(3.18)

i =1


where m is the overall mean.

Fisher’s LDA maximizes the function
J (W ) =

W t S BW
W t SW W

.

(3.19)

The weight vector must satisfy the above criterion for the best projection.
Mathematically, LDA can be expressed as
S W− 1 S B W


= W

(3.20)


where the elements  are the eigenvalues and W contains the eigenvectors [30]. The
projections f LDA is obtained by employing the linear transformation

f LDA = W x

(3.21)
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where W is the 1x D set of weights and f LDA is a scalar.
Figure 3.11 shows maximum class separation along the axis of the new feature vector, or

Feature 2

hyperplane, W.

W

Target
Non-target

Feature1

Figure 3.11. Maximum class separation when features are projected along hyperplane W

3.5 Classification
Classification of data is the main purpose of designing an ATR system. Classifiers
use the features extracted to label a test sample. In this thesis, two types of classifiers are
implemented and used. They are the nearest-neighbor (k-NN) classifier and maximumlikelihood (ML) classifier. Both are supervised methods meaning the classifier is trained
using a set of training data. The performance of these classifiers depends on the
distribution of the training data. Since different classifiers produce different classification
accuracies for a particular distribution of data, in order to select the optimum classifier,
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the k-NN as well as ML classifiers analyze every best group separately. The classifier
performance for each group is tested using the leave-one-out testing technique. If a
certain group performs better than a predetermined accuracy limit, the group is
considered to be a “best” group. The features of best group(s) are used for determining
the separation between the two classes. The reliability of the classification is reflected in
the form of their classification accuracy.

3.5.1

Nearest Neighbor Classifier

In the nearest neighbor classifier, the training samples are used to classify the test
sample. Euclidean distance is used to compute the distance between the test data and each
of the training data. In a k-NN classifier, Euclidean distance between the test sample and
the k nearest neighbors are calculated, and the test sample is classified into the class,
which is most frequently represented among its k nearest neighbors. Figure 3.11 shows an
example situation where a 5-NN classifier is employed and the result is a classification of
the test sample as non-target.
In this thesis, ten nearest neighbors are considered here before classification of the
test sample. The Euclidean distance is computed as follows:

d=

1
M

M

 (x

0i

− x ji ) 2

(3.22)

i=1

where d is the Euclidean distance, xoi is the ith element of the test data, xji is the ith
element of the jth training data, and M is the dimension of the data subspace [29].

Feature 2
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Target
Non-target
Test sample

Feature1

Figure 3.12. Example of k-nearest neighbor classifier decision process for two features.

3.5.2

Maximum Likelihood Classifier

The ML classification is one of the most common supervised classification methods.
For each class, statistical parameters of mean and covariance are determined using the
training data. The ML classifier assumes the class distribution to be Gaussian [29].
Hence, the probability density function for a sample data is given by
P ( x / wi ) =

1
(2˘ ) Q  i

e −1 2( x−mi )

T

 i−1 ( x−mi )

(3.23)

where mi and  i are the mean vector and covariance matrix of class i , Q is
dimensionality of the feature space, and x is the test sample.
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The decision rule used in ML classification gi(x) is referred to as the discriminant
function and is given by [29]
g i ( x) = ln { p ( x |  i )}

(3.24)

Substituting (3.23) in (3.24) we get

 
1
1
1   T
g i (x) = − K ln (2˘ ) − ln  i + ( x − mi )  i−1 ( x − mi )
2
2
2

(3.25)

The first term of the above equation is common to all gi(x) and does not aid

°1
˙
discrimination. The second term ˝ ln  i ˇ represents the size and shape of the cluster.
˛2
ˆ
  ˙
°1   T
Finally, the third term ˝ ( x − mi )  i−1 ( x − mi )ˇ represents the statistical distance between
˛2
ˆ
the sample data and the mean of the cluster. The sample data is assigned to the class i
for which (3.23) is maximized.

3.6 Testing Technique
Two methods of training techniques have been used in this thesis. These methods
have been explained below. The entire data is jack-knifed into two sets of training and
testing. Leave-one-out classifiers then classify the test data.

3.6.1

Jack-knife testing

In jack-knife testing, the entire data is divided into two sets: the training set and the
testing set. The partitioning is done in a random fashion to eliminate any kind of bias
depending on the way the data was collected or stored. The training set is used to obtain
features, which are used by the classifiers. The training set is also used to train the
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classifiers. The advantage of this method is that it simulates a practical scenario. Also,
since the training and testing sets are separated, it is unbiased. However, this method
cannot be employed when the original size of the dataset is small.

3.6.2

Leave- one-out testing

Leave-one-out testing is a method in which the classifier is trained on the entire data
except one. This training data is used to determine the best features and train the
classifiers. The sample data that was left out is then classified. This process is repeated
until each of the data samples has been ‘left out’ and classified. The final classification is
given in the form of a confusion matrix. The producer, user, and overall accuracies are
produced. The advantage of this method is that it maximizes the size of the training set
while producing an unbiased classification for the testing set. The disadvantage of this
method is its relative computational complexity. Therefore, this method is preferred only
for small size data sets.

3.7 Best Subspace Identification
When the classifiers are trained, certain accuracy for each group is obtained. Out of
all the group accuracies, only a few of them have accuracy greater than the user-defined
inclusion accuracy for each type of classifier. These groups are called the “best”
subspaces.

3.8 Decision Fusion
The main idea behind decision fusion is to use a technique to combine the decisions
of several classifiers into a single decision. Combining the decisions of several classifiers
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can lead to better recognition results than those achieved by individual classifiers.
Multiple classifiers are used in classifying hyperspectral data because some classifiers
might perform well in some regions of the spectrum and others might yield superior
results in other regions. The selection of classifiers that are combined is crucial in
decision fusion. There are several methods of implementing decision fusion, such as max
and min rule, median rule, and majority voting rule [15].
In this thesis, each classifier makes a decision using a feature set obtained from a
spectral group i.e., spectral subspace. Hence each spectral group has a classifier
associated with it. These decisions are combined using an alternate majority voting
scheme known as QMV. Every classifier makes its decision using a feature set obtained
from its corresponding group. How much each classifier influences the final decision is
based on the local accuracy of individual classifiers in the feature space. This precaution
avoids large conflicting decisions made by the classifiers.

3.8.1

Majority Voting Rule

The majority voting scheme is one of the simplest techniques to implement decision
fusion. It is based on the class labels generated by each of the classifiers that qualify for
decision fusion. Every classifier has an equal opportunity to make its influence on the
final decision made. However, this property of the majority voting rule may affect the
classification accuracy of the classifier ensemble, if some classifiers (non-expert) have
lower prediction accuracy for a certain class. For example, if the number of expert
classifiers that classify the target accurately is less than the number of non-expert
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classifiers, the conflicting decision of these non-expert classifiers may override the
decision of the minority expert classifiers.
In this thesis, a qualified majority voting scheme is implemented. The amount of
influence each classifier can make on the final decision for a particular class depends on
the classification accuracy (user accuracy) of the classifier for that class and the ability
with which the other classifiers accurately classify that particular class. Details of the
technique used in QMV are as follows. Let the total number of classifiers used for
classification of data be a. For example, if all the classifiers have the range of
classification accuracy to predict class 1, meaning all the classifiers have a similar
probability of predicting class 1, then all the classifiers get an equal number of votes to
predict class 1. This means none of the classifiers qualify higher than another to influence
the final decision. However, if classifier b has a user accuracy of 95% in classifying class
1, and rest of the a-1 classifiers have classification accuracy below 85%, then decisions
made by classifier b for class 1 is considered as “qualified.” This means classifier b
qualifies to have more influence in classifying class 1 compared to any of the other a-1
classifiers. Depending on the user accuracy of the classifier, the number of votes given to
a single classifier during decision fusion is provided in Table 3.1.
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Table 3.1
Qualified Majority Voting Scheme.
Class Accuracy
>95%

Number of Votes
5

>= 90% & < 95%

4

>= 85% & < 90%

3

>= 80% & < 85%

2

>= 70% & < 80%
< 70%

1
0

3.9 Single and Multiple Classifiers
To study the effectiveness of decision fusion, two different types of analyses were
done. A flowchart of each is shown in Figures 3.13 and 3.14. In Analysis I, a single
classifier labels the data. In Analysis II, multiple classifiers are used in classifying the test
sample, and decision fusion by QMV combines the results into a single classification.
Group 1

Group 2

…..

Group (a-1)

Group a

Ft. Ex.

Ft. Ex.

…..

Ft. Ex.

Ft. Ex.

ML/NN Classifier

Confusion Matrix,
Classification Accuracies

Figure 3.13. Analysis I single classifier approach.
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Figure 3.14. Analysis II multi-classifier approach.

Group a

CHAPTER IV
RESULTS AND DISCUSSION

4.1 Database

4.1.1

Hand-held Data

The hyperspectral pure end-member data used in this thesis was collected using the
Analytical Spectral Device ™ (ASD) hand-held spectroradiometer. The ASD is a battery
operated portable device that can be used to measure the radiance, or irradiance, and
calculate the reflectance, or transmission of a target. The ASD spectroradiometers can be
used to obtain reflectance for wavelengths in the range of 350nm to 2500 nm. The
individual bands of the hyperspectral signature have a bandwidth of approximately
1.4 nm [31]. The finely resolved and detailed reflectance spectra are employed to design
and test target discrimination and classification methods.
The database used for implementation of the algorithm consisted of reflectance
signatures of Cogongrass (Imperata Cylindrica) and Johnsongrass (Sorghum halepense).
Cogongrass is a target invasive species that needs to be detected by the ATR system
designed in this thesis. The readings were collected at two sites – Eastman farms, west of
US-45 and North farm, Mississippi State University on 6th August, 2004. Cogongrass is
among the world’s worst weeds, and it spreads at a rapid rate, displacing desirable native
vegetation [32]. Johnsongrass was chosen as the class to differentiate from Cogongrass in
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order to simulate realistic conditions, since many of the areas that are invaded by
Cogongrass have substantial amounts of Johnsongrass present.
The data represents the leaf reflectance measured by the ASD sensor at an average
distance of 3-8 inches above the leaf. From the total 2151 bands available, only the first
1625 bands were used for evaluation of the ATR system developed due to the noisy
nature of the higher bands. Correction for the water bands (1380nm-1870nm) was done
using cubic spline interpolation to avoid discrepancies in training and testing of the
system due to unreliable measurements in the water bands. Figures 4.1 and 4.2 show the
hyperspectral signatures before and after the pre-processing step of water band
interpolation.
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Figure 4.1. Original hyperspectral signature with noise.
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Figure 4.2. Hyperspectral signature where water bands are interpolated and noisy higher
bands are discarded.

4.2

Data Preparation for Analysis

In this thesis, the hyperspectral data is initially jack-knifed into two sets, namely,
training and testing. Both the datasets are randomly chosen to avoid any bias. The
training set is used to determine the best features and train the classifiers. The trained
classifiers are used to test the testing dataset using leave-one-out testing method.
Accuracies generated from testing the test data are reported.

4.2.1

Data Jack-knifing

The hyperspectral data collected is divided into two groups: the training set and the
testing set. This partitioning is done in a random fashion, i.e. the data samples selected
for training and testing are chosen in no specific order. This is done to remove any bias
that the data may have as a result of the way it is collected and stored, and ensure
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unbiased classification accuracy. A total of 120 readings of Cogangrass and 120 readings
of Johnsongrass were collected for experimentation. The training and testing sets were
divided into 20 and 100 observations respectively, for each class. The training data is
used at the band grouping, feature extraction stages, and also to train the classifiers.

4.3

Experimental Analysis

The hyperspectral data has a total of 1625 bands. The training data is projected onto
a lower dimensional subspace by grouping. The groups formed maximize the grouping
performance metric.
After the hyperspectral data is projected onto a lower dimensional subspace, four
types of feature extraction methods are employed. Every grouping algorithm is combined
with each of the feature extraction methods to compare the classification accuracies. This
is done both for Analysis I (with single classifier) as well as Analysis II (decision fusion
with multi-classifier). Table 4.1 summarizes the grouping methods, feature extraction
algorithms, and classifiers investigated in this thesis.
Analyses I and II are applied to the 1625-dimension hyperspectral dataset. At the end
of the grouping stage as well classification stage, a comparison between the performances
of every experiment is done.
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Table 4.1
Experiments investigated in the thesis.
Case

Grouping Metric

1

Manual
(10-80 bands)

2

Correlation ( C n )

3

Bhattacharyya
Distance (BD)

4

Jeffries Matusita (JM)
Distance

5

Az of Receiver Operating
Characteristic

6

Product of

Cn and BD
7

Product of
Cn and JM

8

Product of
Cn and Az

9

Weighted Sum of

Cn and BD ( K CBDn )
(weights [0 1] in steps of 0.1)
10

Weighted Sum of
Cn and JM (K CJMn )
(weights [0 1] in steps of 0.1)

11

Weighted Sum of
Cn and Az (K CROCn )
(weights [0 1] in steps of 0.1)

Feature Extraction Classification
Mean
Variance
PCA (1st component)
LDA
Mean
Variance
PCA (1st component)
LDA
Mean
Variance
PCA (1st component)
LDA
Mean
Variance
PCA (1st component)
LDA
Mean
Variance
PCA (1st component)
LDA
Mean
Variance
PCA (1st component)
LDA
Mean
Variance
PCA (1st component)
LDA
Mean
Variance
PCA (1st component)
LDA
Mean
Variance
PCA (1st component)
LDA
Mean
Variance
PCA (1st component)
LDA
Mean
Variance
PCA (1st component)
LDA

k-NN
ML

k-NN
ML

k-NN
ML

k-NN
ML

k-NN
ML

k-NN
ML

k-NN
ML

k-NN
ML

k-NN
ML

k-NN
ML

k-NN
ML
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4.3.1

Best Grouping Algorithm

Grouping is the initial process applied to the dataset. The dimensionality of the data
is reduced here drastically. This can be seen in the number of groups and best subspaces
selected for further analysis of data. Tables 4.2 - 4.9 shows the number of groups formed
when each performance metric is combined with a feature extraction algorithm coupled
with a classifier. For cases 9-11 as indicated in Table 4.1, a comparison of the overall
accuracy is done for all the weights, and the weights that give best overall accuracy is
reported in the results. The feature extraction method and classifier implemented is
indicated in each table.

Table 4.2
Number of groups and subspaces for mean feature extraction and
ML classification
Grouping method No. of groups No. of best subspaces
579
109
Cn
150
36
BD
150
36
JM
483
12
ROC
148
33
DCBDn
188
31
DCJMn
483
12
DCROCn
148
35
0.8*Cn+0.2*BD
150
33
0.6* Cn +0.4*JM
482
12
0.5* Cn +0.5*ROC
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Table 4.3
Number of groups and subspaces for mean feature extraction and
k-NN classification
Grouping method No. of groups No. of best subspaces
579
44
Cn
150
14
BD
150
14
JM
483
50
ROC
148
14
DCBDn
181
14
DCJMn
483
50
DCROCn
151
16
0.6* Cn +0.4*BD
151
15
0.7* Cn +0.3*JM
482
48
0.2* Cn +0.8*ROC

Table 4.4
Number of groups and subspaces for variance feature extraction and
ML classification
Grouping method No. of groups No. of best subspaces
579
109
Cn
150
36
BD
150
36
JM
483
12
ROC
148
33
DCBDn
181
38
DCJMn
483
12
DCROCn
152
35
0.4* Cn +0.6*BD
151
35
0.4* Cn +0.6*JM
483
179
0.5* Cn +0.5*ROC
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Table 4.5
Number of groups and subspaces for variance feature extraction and
k-NN classification
Grouping method No. of groups No. of best subspaces
579
44
Cn
150
13
BD
150
13
JM
483
49
ROC
150
13
DCBDn
181
14
DCJMn
483
49
DCROCn
148
13
0.8* Cn +0.2*BD
151
14
0.7* Cn +0.3*JM
483
47
0.9* Cn +0.1*ROC

Table 4.6
Number of groups and subspaces for PCA (1st principal component) feature extraction
and ML classification
Grouping method No. of groups No. of best subspaces
579
109
Cn
150
36
BD
150
36
JM
483
182
ROC
148
33
DCBDn
179
37
DCJMn
483
182
DCROCn
148
35
0.8* Cn +0.2*BD
150
34
0.5* Cn +0.5*JM
483
182
0.5* Cn +0.5*ROC
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Table 4.7
Number of groups and subspaces for PCA (1st principal component) feature extraction
and k-NN classification
Grouping method No. of groups No. of best subspaces
579
44
Cn
150
14
BD
150
14
JM
483
50
ROC
148
13
DCBDn
179
14
DCJMn
483
50
DCROCn
151
15
0.6* Cn +0.4*BD
150
14
0.5* Cn +0.5*JM
482
49
0.9* Cn +0.1*ROC

Table 4.8
Number of groups and subspaces for LDA feature extraction and
ML classification
Grouping method No. of groups No. of best subspaces
579
48
Cn
150
84
BD
150
84
JM
483
92
ROC
148
83
DCBDn
179
85
DCJMn
483
92
DCROCn
148
84
0.8* Cn +0.2*BD
151
81
0.7* Cn +0.3*JM
483
85
0.6* Cn +0.4*ROC
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Table 4.9
Number of groups and subspaces for LDA feature extraction and
k-NN classification
Grouping method No. of groups No. of best subspaces
579
86
Cn
150
91
BD
150
91
JM
483
85
ROC
148
91
DCBDn
179
108
DCJMn
483
85
DCROCn
147
87
0.9* Cn +0.1*BD
145
89
0.8* Cn +0.2*JM
481
84
0.2* Cn +0.8*ROC

In Table 4.10, a comparison of the number of best subspaces selected for each
grouping method is shown. Section 3.3 explains best subspace identification process. A
subspace is formed when grouping with adjacent groups does not result in higher value of
the performance metric. It is desirable to have lesser number of groups since the lesser
number of groups indicates higher dimensionality reduction. The product of BD and
correlation proves to be one of the best grouping algorithms since the number of groups
is less compared to other grouping performance metrics. Although local performance of
methods such as ROC and DCJMn are close to that of DCBDn, the overall performance of
this method is typically the best. Also, computationally, DCBDn is faster.
The number of best subspaces selected when the k-NN classifier is used is fewer in
all feature extraction methods except LDA. This indicates that the number of subspaces
that qualify for decision fusion is generally fewer in the case of k-NN classifier versus the
ML classifier.
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Table 4.10
Comparison of number of best subspaces for varying grouping metrics, features
extraction, and classification method.

ML
109

f PCA
k-NN
44

f PCA
ML
109

f LDA
k-NN

f LDA
ML

86

48

13
13
49
13
14
49
13

36
36
12
33
38
12
35

14
14
50
13
14
50
15

36
36
182
33
37
182
35

91
91
85
91
108
85
87

84
84
92
83
85
92
84

33

14

35

14

34

89

81

12

47

179

49

182

84

85

f µn
k-NN
44

f µn
ML
109

k-NN
44

14
14
50
14
14
50
16

36
36
12
33
31
12
35

K CJMn

15

K CROCn

48

Cn
BD
JM
ROC
DCBDn
DCJMn
DCROCn
K CBDn

4.3.2

f

f

2
n

2
n

Feature Extraction Algorithm Comparison

The various feature extraction methods explained in Section 3.4 are implemented to
extract the best features from the grouped data. Figures 4.3 and 4.4 give the relationship
between the feature extraction algorithms implemented and their corresponding overall
performance in terms of classification accuracy.
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Figure 4.3. Comparison of performance of feature extraction algorithms for k-NN
classifier when using DCBDn as grouping metric.
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Variance
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Figure 4.4. Comparison of performance of feature extraction algorithms for ML classifier
when using DCBDn as grouping metric.
LDA performs the best among all the feature extraction methods. The overall accuracy
achieved for LDA in Analyses I and II is greater than other feature extraction methods
implemented. The class separation achieved using LDA has an effect on the overall
accuracy of the ATR system. If the class separation is more, classification of the target
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and non-target is accurate. In Analysis II, an overall classification accuracy of 85% is
achieved when features are extracted using LDA as compared to 60% using the
unsupervised feature extraction methods.

4.3.3

Classification Method Comparison

Classification of the hyperspectral data to label them is done by implementing the
ML and k-NN classifiers. The threshold accuracy for inclusion as a best base is  80%
for k-NN classifier and  70% for ML classifier. These inclusion rates were
experimentally determined. The threshold is set as a cut-off criterion for the selection of
best subspaces that qualify for decision fusion based on their classification accuracies.
This limits the number of classifiers that qualify for QMV. The two classifiers typically
perform equally well. Figures 4.5 and 4.6 show the performance of both the classifiers
during Analyses II, when using DCBDn as the grouping metric and I.

Overall Accuracy

0.6
0.5
0.4

K-NN Classifier
ML Classifier

0.3
0.2
0.1
0
Mean

Variance

PCA

LDA

Feature Extraction Method

Figure 4.5. Comparison of classifier performance for Analysis II when using DCBDn as
grouping metric.
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Figure 4.6. Comparison of classifier performance for Analysis II when using DCBDn as
grouping metric.
4.4 Comparison of Fixed width Grouping Methods
Fixed width grouping of the hyperspectral data is done as explained in Section 3.2.1.
Subspaces are formed by grouping spectral bands into groups of 10, 20, etc. Grouping
does not depend on any criterion as in the case of automated band grouping. The 1625
dimension problem is reduced to a great extent as shown in Table 4.11 and Table 4.12.
Table 4.11
Dimensionality reduction via fixed width grouping for LDA feature extraction and
k-NN classifier.
Number of Spectral Bands grouped No. of groups Number of Best Subspaces
163
131
10
82
70
20
55
46
30
41
14
40
33
9
50
28
8
60
24
7
70
21
6
80
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Table 4.12
Dimensionality reduction via fixed width grouping for LDA feature extraction and
ML classifier.
Number of Spectral Bands grouped No. of groups Number of Best Subspaces
163
119
10
82
68
20
55
45
30
41
2
40
33
1
50
28
1
60
24
1
70
21
1
80

Figures 4.7 and 4.8 show the performance trend of the ATR system when the
grouping of spectral bands is of fixed width and uniform across the signature. As
expected, the ability of the system to classify the hyperspectral data typically reduces as
the number of bands per group increases, particularly for sizes greater than 30 bands. For
Analysis I and II, the group size of 20-30 bands into one group is optimal. As the group
size increases, the variance in the characteristics of the bands also increases. Therefore,
large size groups are not desirable. The overall accuracy of the system to classify the
hyperspectral signal stabilizes for group size V 50 bands. For example, forcing bands in
the visible and infra-red regions of the spectrum will not yield good classification
accuracies since the characteristics in these two regions of the electromagnetic spectrum
is varied. In Figure 4.8, the plots for both types of analyses merge into one, the reason
being the classification accuracies are the same. In Analysis II, only one best subspace is
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selected. Therefore, Analysis II becomes equivalent to Analysis I, i.e. there is no
necessity for decision fusion.

Overall Accuracy
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No. of Spectral bands grouped

Figure 4.7. Performance comparison of fixed width grouping methods when using LDA
feature extraction and k-NN classifier.
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Figure 4.8. Performance comparison of fixed width grouping methods when using LDA
feature extraction and ML classifier.
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4.5 Fixed width and Automated Band Grouping Comparison
A comparison between the fixed width, uniform and automated, non-uniform
approaches in grouping can provide information about the effect of grouping on the
classification accuracy. Figures 4.9 and 4.10 show the performance of the k-NN and ML
classifiers in Analyses I and II. In both cases, Analysis II outperforms Analysis I for both
methods of grouping. The ATR system performs relatively well when the group size is
small when grouped manually. However, classification accuracy drops significantly when
the group size increases. In the case of automated grouping, for all ten methods of
grouping, the classification accuracy remains consistently higher than fixed width
grouping, particularly for Analysis II. Consequently, it can be concluded that automated

Overall Accuracy

grouping is a better choice than fixed width grouping.
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Figure 4.9. Performance comparison of fixed width and automated grouping methods for
LDA feature extraction and k-NN classification.
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Figure 4.10. Performance comparison of fixed width and automated grouping methods
for LDA feature extraction and ML classification.

Table 4.13
Performance metric definition for Figures 4.9 and 4.10.
Corr
BD
JM
ROC
Corr*BD
Corr*JM
Corr*ROC
Corr+BD

Cn
BD
JM
ROC
DCBDn
DCJMn
DCROCn
K CBDn

Corr+JM

K CJMn

Corr+ROC

K CROCn

4.6 Analysis I and Analysis II Comparison
An overall comparison between use of single and multi-classifier combined with
decision fusion reveals that the latter outperforms the former in any combination of band
grouping and feature extraction. For every case, Figures 4.3 - 4.10 show that Analysis II

57
gives higher classification accuracies. Decision fusion using QMV is the reason for the
improved performance of the ATR system. QMV combines the results of the multiclassifiers such that the influence of the classifier that performs the best is maximum on
the overall accuracy of the system

4.7 Comparison with existing methods
The algorithm developed in this research is validated by comparing it with already
existing methods. The best band (BB) selection method [23] is implemented and data is
classified using a ML classifier. The all spectral band (ASB) method [33] is also
implemented followed by the leave one out NN classifier. Both the methods are time
consuming as compared to the grouping algorithm. On a typical Dell laptop with 512Mb
RAM, 1.6GHz speed, the time the implemented algorithm takes to give classification
accuracies in both Analysis I and Analysis II is not more than 3 minutes. The BB method
took approximately 5 hours to classify the 100 test data. In the BB method, 25 individual
spectral bands were selected as the best bands to classify data and gave a classification
accuracy of 62%. The ASB method took approximately 20 minutes to classify the test
data to give an overall classification accuracy of 12%. These methods are compared to
Analyses I and II and the conclusions drawn indicates that method implemented in this
thesis is far superior. Also, the computation time is reduced drastically.

CHAPTER V
CONCLUSIONS AND FUTURE WORK

5.1 Conclusion
Advancements in hyperspectral sensor technology have paved the way for the remote
sensing community to carry out detailed intensive research on target recognition
applications. However, computationally it is not practical to process large dimensional
hyperspectral data without performing dimensionality reduction. Many dimensionality
reduction techniques have been developed in the recent past. In this thesis, a
dimensionality reduction method has been proposed and successfully been implemented
to extract an optimum set of features for discrimination of invasive species of weeds
using hyperspectral reflectance signals.
Grouping of spectral bands drastically reduces the 1625-dimension data depending
on the performance metric used. For example, when the grouping metric is the product of
BD and correlation, the computation is reduced to approximately a 150-dimension
problem. Metrics such as correlation does not take class separability into consideration
and does not perform as well as grouping metrics, which do take class separability into
consideration. Figure 4.10 and 4.11 show that K CBDn and K CJMn results in the highest
overall accuracy. However, these accuracies are only slightly higher than the product
metrics, especially DCBDn and DCJMn. And since the weighted sum metrics are more likely
to become over trained, as compared to the product metrics, the product metrics may be
58
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more desirable. Manually grouping bands works well till > 30 bands are forced into one
group. This method of forcing a particular number of bands into one group may not
perform well for all datasets. Also, this method might not necessarily group bands, which
have similar properties into one group that could lead to undesirable results. Therefore,
using automated band grouping is a better choice.
Unsupervised and supervised feature extraction methods were investigated. Simple
statistical measures such as mean and variance were used to extract features from the
groups. The performance of mean was much better than variance for Analysis I and II,
and therefore higher order statistics were not tested. It was shown that the supervised
methods, specifically LDA, significantly outperformed the unsupervised methods.
Two types of classifiers were investigated, k-NN and ML, resulting in similar
classification accuracies. Finally, a single classifier versus a multi-classifier approach was
investigated. The multi-classifier approach, using QMV for decision fusion, resulted in
significantly higher classification accuracies than the single classifier method. In general,
the automated band grouping using LDA feature extraction and multi-classifiers with
QMV resulted in classification accuracies between 80% and 90%.
The computation time for the grouping method of dimensionality reduction is less.
Even if the most intensive choice in grouping, feature extraction and classification is
made, computation time does not exceed a few minutes. This time is far less compared to
already existing methods such as BB and ASB. In this thesis, simple operations such as
addition and multiplication are performed on the performance metrics. Standard feature
extraction methods and classifiers are implemented which give reasonably good results.
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5.2 Future Work
The effect of applying the method of band grouping on multi-temporal data can be
studied. One-dimensional grouping on hyperspectral data done in this thesis can be
extended further to multi-dimensional grouping. For example, 2-dimensional grouping of
spectral and spatial characteristics of hyperspectral images, or 2-dimensional grouping of
spectral and temporal characteristics can be done. Future work can explore the use of
non-linear operations on grouping metrics. This might fit the dataset in a better way to
provide better classification accuracies.
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