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Since the advent of functional magnetic resonance imaging (fMRI) and the rise in popularity of its 
use for resting state functional connectivity mapping (rs-FCM) to non-invasively detect correlated 
networks of brain activity in human and animal models, many resting state FCM studies have 
reported differences in these networks under pathologies such as Alzheimer’s or schizophrenia, 
highlighting the potential for the method’s diagnostic relevance. A common underlying 
assumption of this analysis, however, is that the blood oxygen level dependent (BOLD) signal of 
fMRI is a direct measurement of local neural activity. The BOLD signal is in fact a measurement 
of the local changes in concentration of deoxy-hemoglobin (HbR). Thus, it is imperative that 
neurovascular coupling—the relationship between neuronal activity and subsequent hemodynamic 
activity—be better characterized to enable accurate interpretation of resting state fMRI in the 
context of clinical usage.  
This dissertation first describes the development and utility of WFOM paradigm for the robust and 
easily adaptable imaging of simultaneous neuronal and hemodynamic activity in awake mouse 
models of health or disease in strains with genetically encoded fluorescent calcium reporters. 
Subsequent exploration of resting state WFOM data collected in Thy1-GCaMP3 and Thy1-
GCaMP6f mouse strains is then presented, namely the characterization of spatiotemporal patterns 
of neuronal and hemodynamic activity and different modulatory depths of neuronal activity via a 
 
 
toolbox of unsupervised blind source separation (e.g. k-means clustering) and supervised (e.g. non-
negative least squares, Pearson correlation) analysis tools. The presence of these different 
modulatory depths of neuronal activity were then confirmed in another Thy1-jRGECO1a mouse 
strain using the same imaging scheme. Finally, the dissertation documents the application of the 
WFOM paradigm and select analysis tools to a novel mouse model of diffusely infiltrating glioma, 
through which neuronal and hemodynamic activity changes during diffusely infiltrating glioma 
development which impact temporal coherence of the tumor region activity relative to non-tumor 
regions activity were recorded and analyzed. The paradigm also allowed for recording of numerous 
spontaneous occurrences of interictal neuronal activity during which neurovascular coupling is 
modified in the tumor, as well as occurrences of non-convulsive generalized seizure activity 
(during which neurovascular is non-linear and cortex eventually suffers hypoxia).  
The detection of spatiotemporal patterns and different modulatory depths of activity in the awake 
mouse cortex, as well as observation of changes in functional activity in the context of diffusely 
infiltrating glioma, provide us with new insights into the possible mechanisms underlying 
variations in resting state connectivity networks found in resting state fMRI studies comparing 
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1 Chapter 1    
 
1.1 Introduction 
Since the initial discovery of functional magnetic resonance imaging (fMRI), resting state 
functional connectivity mapping (FCM) has enabled a great number of studies to detect correlated 
networks of brain activity. Many resting state FCM studies have reported differences in these 
networks under pathologies such as Alzheimer’s or schizophrenia, highlighting the potential for 
the method’s diagnostic relevance. Underlying these promising findings is the assumption that, the 
blood oxygen level dependent (BOLD) signal of fMRI, a direct measurement of local neural 
activity. In fact, the BOLD signal is a measurement of the local changes in concentration of deoxy-
hemoglobin (HbR). Since the BOLD signal is a proxy rather than a direct measure of neuronal 
activity, it is imperative that neurovascular coupling—the relationship between neuronal activity 
and subsequent hemodynamic activity—be better characterized to enable accurate interpretation 
of resting state fMRI.  
Recent innovations in wide-field optical imaging paradigms and fluorescent reporters allow for 
the simultaneous and longitudinal measurement of in vivo neuronal and hemodynamic activity via 
hyperspectral methods such as wide-field optical mapping (WFOM) [1] at much higher 
spatiotemporal resolutions than fMRI. In previous studies, Ma et al [2] found bilaterally symmetric 
patterns of neuronal activity and well-coupled hemodynamic activity in the dorsal cortex of 
anesthetized and awake Thy1-GCaMP6f mouse (which express GCaMP6f in excitatory neurons 
of cortical layers II/III and V) using the WFOM technique. These results were consistent with 
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existing fMRI [3], optical [4] and electrophysiological [5] literature in both human subjects and 
animal models.  
With these considerations in mind, this dissertation describes the work geared towards three 
principle aims. First, to document the development of a WFOM paradigm to simultaneously image 
resting state neuronal and hemodynamic activity in the awake Thy1-GCaMP6f mouse. Second, to 
characterize spatiotemporal patterns of activity in data acquired from said paradigm in healthy 
mice. Third, to demonstrate the application of these findings for a longitudinal imaging study of a 
mouse model of diffusely infiltrating glioma.  
Chapter 1 provides background and significance for resting state fMRI, other existing methods of 
neuroimaging available in the clinical and research context. 
Chapter 2 covers the development of optical imaging (including the transition from MSOISI to 
WFOM), surgery, and habituation paradigms critical to observing simultaneous neuronal and 
hemodynamic signals in the awake, head-restrained mouse.  
Chapter 3 explains the various supervised and unsupervised dimensionality reduction and 
correlation-based methods used to identify and explore spatiotemporal patterns and modulatory 
variations in resting state activity.  
Chapter 4 describes the application of the aforementioned WFOM imaging and select analysis 
methods to a longitudinal mouse model of glioma.  




1.2 Background and Significance 
1.2.1 Resting State fMRI  
1.2.1.1 Functional MRI and factors preventing its standard clinical use 
Magnetic resonance imaging (MRI) first came into use as an important adaptation of nuclear 
magnetic resonance (NMR) in the 1970’s [6], and is now a mainstay in clinical radiology with a 
myriad of different sequences and corresponding uses for imaging specific aspects of internal 
anatomy. One of the most prominent uses of MRI is to image the brain, where the challenge of 
imaging through the skull and differentiating soft tissue types limits the resolution and diagnostic 
use of other clinical methods such as ultrasound or CAT scans. Different sequences of MRI allow 
for imaging of a vast range of anatomy and function in the brain. Unlike X-rays or PET scans 
which use potentially harmful ionizing radiation, MRI is a low-risk technology well-suited for 
repeat measurements.  
The demonstration of the blood oxygen level dependent (BOLD) signal by Seiji Ogawa in 1990 
[7] then enabled the usage of MRI to be extended from structural imaging to functional imaging. 
In contrast to structural MRI scans, functional magnetic resonance imaging (fMRI) is capable of 
measuring dynamic functional brain activity. In addition to standard preoperative task-evoked 
fMRI to map functional cortex regions, the method of resting state fMRI—that is, fMRI measured 
in the absence of explicit task or stimuli—has now gained traction as a possible diagnostic tool as 
it can reveal network changes in the presence of pathology. However, the fMRI BOLD signal, 
which is commonly assumed to represent underlying neuronal activity in the brain, actually arises 
from local changes in deoxygenated hemoglobin (shown in the top left panel of Figure 1), and the 




Therefore, an important consideration for those seeking clinical usage of fMRI is a comprehensive 
understanding of the effect of factors such as brain state, pathology and pharmacological agents 
on neurovascular coupling. Though neurovascular coupling of evoked responses in healthy brain 
is robust [2], the impact of these additional factors common in patients necessitates careful 
interpretation of changes in resting state fMRI networks as these effects are not yet fully 
characterized [8].  
 
Figure 1: BOLD fMRI signal, hemodynamic stimulus response, resting state fMRI connectivity mapping 
(Top-Left) A schematic of a generic BOLD fMRI response to stimulus, whose duration is indicated by gray background. Modified 
from Figure 1 of Hu, 2012 [9]. (Top-Right) The hemodynamic response to stimulus as deoxygenated, oxygenated and total 
hemoglobin measurements. Modified from Figure 5 of Hillman, 2014 [10]. (Bottom) Example of resting state fMRI connectivity 
mapping analysis using correlation to a seed region posterior cingulate/precuneus (PCC) indicated with a green dot, and time 
courses of three regions of interest, the interparietal sulcus (IPS, blue), posterior cingulate/precuneus (PCC, yellow) and medial 
prefrontal cortex (MPF, orange). Adapted from Fig 1 (M. Fox and M. Grecius, Front. Syst. Neurosci. 2010) 
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These complexities, along with limitations in speed and resolution of fMRI scans relative to higher 
resolution MRI scans which don’t require multiple scans, have prevented confident and 
widespread adoption of functional connectivity methods in clinical settings for diagnostic use. The 
current primary clinical use of fMRI is pre-operative mapping of essential brain regions in 
preparation for resections in patients with conditions such as tumors or epilepsy (Genetti et al., 
2013; Petrella et al., 2006). It would be greatly advantageous to be able to collect additional facets 
of functional information through resting state fMRI, especially if they relate to more subtle 
pathology-related changes that cannot be detected via structural or task-evoked functional MR 
scans, and even more still if these changes correlate to early stage precursors of neuropathologies 
rather than late stage markers. In light of the massive increase of interest in resting state networks 
changes as measured with fMRI and these potential clinical benefits, it is essential to gain a more 
comprehensive understanding of the underlying assumptions, limitations and variations of resting 
state fMRI. 
1.2.1.2 Resting state fMRI  
Starting in 1995 with Biswal et al [3], studies began to utilize resting state functional connectivity 
mapping (rs-FCM) or resting state fMRI (rs-fMRI), a method by which voxels with more 
correlated time signals are grouped as functionally connected networks. These studies were 
preceded by observations of a set of brain regions, now referred to as the default mode network 
(DMN), which appeared to generally decrease in activity during task engagement (and also 
increase in activity when the subject was not engaged in any particular task or stimulus), imaged 
using positron emission tomography (PET) [11]. An example of the classical seed-based 
correlation maps and corresponding time courses of three seed regions used to demonstrate rsfMRI 
is shown in the bottom panel of Figure 1. Subsequent rs-fMRI studies also began to hint at possible 
diagnostic utility by demonstrating not only network structures in healthy controls, but also 
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network changes in neuropathologies [12, 13]. In resting fMRI acquisition, the subject is generally 
asked to lay still in the scanner without a task (sometimes an unobtrusive non-motor sensory 
fixation such as a visual stationary cross displayed in front of the eyes or instruction keep eyes 
open is introduced [14]), the intention being to capture measurements of spontaneous activity in 
the brain.  
Though fMRI cannot directly report neuronal activity, many rsfMRI studies have revealed that 
brain hemodynamics in humans, non-human primates and rodent models [5, 12, 15, 16] exhibit 
bilateral and distinctly organized areas (often called connectivity networks) which persist 
longitudinally and are found consistently across sample groups, and often resemble known 
anatomical regions. Task-related networks are easily found by having the subject perform a task 
or being presented with a stimulus in the MRI scanner, but the previously-mentioned DMN has 
been observed to be activated when the subject is not doing a task and conversely less activated 
when the subject actively performs a task [3]. Many rsfMRI studies specifically study the loss of 
correlation in regions of the default mode network in the context of neuropathologies such as 
Alzheimer’s, ADHD, or Parkinson’s disease [13, 17-19]. Additionally, bilateral patterns of 
neuronal firing have been observed using optical imaging methods in both anesthetized and awake 
mice [2, 20, 21] with calcium indicators like GCaMP as well as with voltage indicators [22]. 
Similar patterns have also been observed in hemodynamics using intrinsic signal imaging [4] and 
changes in bilateral symmetry have been demonstrated under various neuropathology animal 




Figure 2: Alzheimer’s disease animal model study vs human study. 
(Left Top) Parcellation results compared to histological atlas map in a resting state optical intrinsic signal imaging study in 
anesthetized mouse [4]. (Left Bottom) A study in APP mouse models of Alzheimer’s disease demonstrates a loss of bilateral 
symmetry at 11.5 month progression of model relative to 3 month progression as shown by seeded correlation maps [23].  
(Right Top) Representative modules of resting state fMRI results consistent across human subjects identified by an unsupervised 
network and module algorithm [24]. (Right Bottom) Maps of extent of default mode network activation compared between 
healthy controls, mildly cognitive impaired patients and Alzheimer’s disease patients [13].  
The most promising aspect of resting state fMRI for more nuanced-onset diseases would be early 
screening and detection without the need to be alerted by the manifestation of more serious 
symptoms such as dementia or loss of motor coordination. Currently, due to limited mechanistic 
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knowledge of how diseases such as Alzheimer’s and Parkinson’s arise, there are not yet reliable 
early screening processes in place aside from identifying known risk factors or waiting for the 
presence of detectable changes. Frustratingly, there have also been promising avenues of research 
in the prevention or early treatment of debilitating symptoms (e.g. dementia in Alzheimer’s, tremor 
in Parkinson’s, loss motor function in cerebral palsy, or neurological deterioration in multiple 
sclerosis), which would be far more effective in earlier stages but is difficult to apply without 
earlier diagnosis [25-30]. Likewise, if psychological disorders already known to be linked to 
genetic disposition such as schizophrenia, bipolar disorder or depression could be screened for or 
ultimately diagnosed through changes in resting state networks, fMRI could become a powerful 
tool in the identification of important mechanisms and common risk factors, as well as the 
quantification of broadly effective treatments. 
As promising as these observations seem in the context of neuropathology diagnostics, two major 
issues with resting state fMRI include: 1) the lack of agreement about the optimal parameters for 
pre-processing and analysis of data and 2) whether the inherently low SNR of fMRI BOLD signal 
present an insurmountable challenge for even the most robust of data-mining algorithms. Some of 
the most common pre-processing steps including motion registration, low-pass filtering to remove 
heart rate and breathing rate noise, and global average signal regression to remove noise present 
across the field of view, can potentially induce artefacts which distort, obscure or cause false 
positives in subsequent data analysis and interpretation [31]. Additionally, most data that 
undergoes group-wise analysis are non-rigidly registered to a group average or a standard space 
template which will not account for subject variations in brain cytoarchitecture [32].  
To truly understand the results of rsfMRI studies, it is imperative to have a better characterization 
of underlying neurovascular coupling to better inform the interpretation of BOLD signal in fMRI. 
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1.3 Neurovascular Coupling 
1.3.1 Neurovascular coupling and functional hyperemia 
Neurovascular coupling is defined as the relationship between local neuronal activity in the brain 
and the subsequent hemodynamic response. Both the neuron and the vasculature are two structures 
within the larger and complex neurovascular unit, which comprises the many cells involved in 
neurovascular coupling, including glia, endothelium, smooth muscle cells, and pericytes. While 
the exact cause, need or progression from neuronal activity to increase in cerebral blood flow is 
not yet fully known, it has been reliably evoked and observed in vivo using task or stimulus 
paradigms in human and animal subjects.  
 
Figure 3: Neurovascular coupling for stimulus-evoked responses and neurovascular unit 
(Left) Stimulus-evoked neuronal (as measured with Oregon Green BAPTA-1) and hemodynamic response in rat somatosensory 
cortex elicited by 4s electrical stimulation in anesthetized rat. Figure 1 from Hillman, 2014 [10]. (Right) A schematic of some of 
the cells in the neurovascular unit, with many suspected to take an active role in the signaling that results in functional hyperemia 
in response to local neuronal activity. Figure 1 from Hamilton, 2010 [33].  
Functional hyperemia, the hemodynamic response elicited by local neuronal firing which increases 
blood flow to the same cortical region, has been observed to deliver a slightly delayed, 
overabundant supply of oxygen far greater than the apparent needs of the tissue [10]. The purpose 
of such a seemingly exaggerated response to neuronal activity is still hotly debated—some believe 
that it could indicate that the response is geared towards temperature regulation [34], while some 
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assert that it must ensure the delivery of oxygen to all of the active cells in the area via a high 
gradient [35], others think that different nutrients such as glucose may play a larger role than 
oxygen [36], or even that functional hyperemia could be a mechanism tailored for the removal of 
metabolic waste [10, 37, 38].  
It is the presence of reliable neurovascular coupling and functional hyperemia in the context of 
stimulus-evoked responses that allows for clinical use of task- or stimulus-evoked fMRI mapping 
of cortical areas in preparation for resection. However, the cellular and molecular mechanisms of 
neurovascular coupling are not yet fully characterized, especially during resting state activity. 
Little still is known about the exact mechanisms of change in neurovascular coupling in the context 
of disease, and specifically neuropathologies. 
1.4 Current neuroimaging methods  
The most conventional approaches to measuring brain activity can be divided into radiographical, 
optical and electrophysiological methods. Radiological methods include x-ray/CT, MRI, and PET, 
which are especially useful for noninvasive diagnosis and monitoring of various ailments and are 
therefore the most well-established in the clinic. Electrophysiological methods allow clinicians 
and researchers alike to probe neuronal activity via electric measurements, with high temporal 
resolution. Optical methods, which utilize wavelengths in and nearby the visible light spectrum 
for imaging, are more often used in the research arena but do include some key clinical uses. 
There exist many optical methods capable of imaging in vivo hemodynamic and neuronal activity 
in animal models, as well as electrophysiological methods for measuring neuronal activity in both 
human and animal subjects. Optical methods remain of high interest in the neuroimaging field and 
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new tools are constantly being innovated and enhanced to better image brain activity with greater 
spatiotemporal resolution and higher signal to noise.  
1.4.1 Clinical neuroimaging 
X-ray/CT and MRI are by far the two most frequently used clinical methods of neuroimaging are 
mainstays in major hospitals and radiology centers. X-ray scans are inexpensive and quicker to 
acquire than MRI scans, though the modality utilizes energy levels that expose the patient to 
ionizing radiation and thus repeated image acquisition in the same subject should be minimized 
(to reduce risk of radiation damage and cancer). Computed tomography (CT), also known as 
computed axial tomography (CAT), leverages the collection of multiple x-ray images from many 
different angles to construct a two-dimensional cross-sectional image, which provides a more 
complete understanding of region of interest with higher spatial resolution but through repeated 
imaging also deposits higher levels of energy than for a one-dimensional x-ray projection image. 
Though the contrast between soft tissues in x-ray and the overall spatial resolution is low, its low 
cost and quick turnaround makes it the most accessible and effective mode of imaging for patients, 
as it is still sensitive enough to detect gross abnormalities such as hemorrhage, skull injury, lesions 
and large tumors [39].  
Magnetic resonance imaging (MRI), on the other hand, does not involve ionizing radiation as the 
modality’s contrast is based on the detection of tiny changes in a strong magnetic field imposed 
within the subject rather than high energy photons traveling through tissue. This mechanism 
necessitates that no magnetic materials or electronics be present within the subject while in the 
vicinity of the machine’s large magnetic field, which prohibits its use for patients with pacemakers, 
metal implants, or tattoos. Despite these constraints, structural MRI has a much higher spatial 
resolution and can better differentiate between distinct soft tissues (e.g. gray and white matter in 
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the brain), making it more ideal for the detection of subtler changes such as edema, small tumors, 
and multiple sclerosis lesions [40].  
In addition to the extensively used T1 and T2 scans, structural MRI encompasses a myriad of sub-
modalities including contrast-enhanced angiography [41], diffusion weighted imaging (DWI), and 
perfusion weighted imaging (PWI) [42]. The kinetics of contrast agents within the subject can also 
be measured with dynamic contrast-enhanced (DCE) imaging, which along with PWI is 
particularly helpful for identifying cancerous tumors [43]. Functional sub-modalities of MRI such 
as arterial spin labeling (ASL) and the aforementioned blood oxygen level dependent (BOLD) 
signal are more heavily used in research rather than for diagnostics due to higher acquisition times, 
cost and hardware demands, but have still provided extremely important insights into the 
complementary use of functional with structural measurements.  
One well-established usage of fMRI in the clinic, as mentioned before, is pre-operative mapping 
of essential brain regions like motor cortex before resection of a tumor or epileptogenic focus. The 
measurements of well-designed task-evoked or event-evoked block fMRI sequences are generally 
robust and of sufficient signal-to-noise ratio (SNR) such that they can be repeated and averaged to 
map the activated area corresponding to events such as a finger tap task (for motor or 
somatosensory cortex), listening to a tone (for auditory cortex) or word/phoneme (for Broca’s area), 
or a high-contrast checkerboard image (for visual cortex). These maps are used to help guide 
surgeons and are often used in conjunction with similar intraoperative electrophysiological 
measurements in conscious patients during the resection surgery itself.  
Positron emission tomography (PET), an imaging modality capable of measuring metabolic 
function, is much more frequently used for research applications due to the need for expensive 
contrast agents which produce detectable positrons. However, PET has become especially 
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prevalent in clinical oncology to detect tumors and metastases, known to operate in different 
metabolic regimes than healthy cells. This modality is often used in conjunction with x-ray CT to 
register to known anatomical regions within the body. While PET can’t directly image neuronal 
activity or blood flow, it does allow for the imaging of glucose and oxygen metabolism, and is in 
fact the original method with which the above-mentioned default mode network was first observed. 
PET, like x-ray, relies on the penetration of high-energy photons, through tissues from within the 
subject to external detection arrays to obtain contrast, and therefore also exposes the patient to 
potentially harmful ionizing radiation. Single photon emission computed tomography (SPECT), a 
very similar modality which instead uses gamma rays to generate a 3D volume, also operates in 
the same risky high-energy regime. 
1.4.2 Electrical measurements of cortical neuronal activity  
Methods of electrophysiology recordings are well-established and range from single cell 
measurements (e.g. patch clamping) to extracellular recordings (e.g. multi-unit activity or local 
field potential) all the way up to arrays of electrodes placed in brain tissue (e.g. Utah array and 
other multielectrode arrays), on the brain surface (e.g. electroencephalogram, electrocorticogram) 
or even measurements made through overlying scalp (e.g. scalp EEG, magnetoencephalography) 
[44]. Electroencephalograms (EEGs) are noninvasive and can be used easily for applications such 
as sleep studies, seizure recordings, and identification of brain death. Magnetoencephalography 
(MEG), is a similar modality but instead of measuring electrical signals, measures small local 
changes in magnetic field, and can also be used for studying seizure activity.  
1.4.2.1 Clinical usage of electrophysiology 
More invasive forms of electrophysiology like electrocorticogram (ECoG) and Utah arrays 
(common for epilepsy studies in humans) may be performed in patients whose seizures are 
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intractable with medication and require precise focal resection surgery. In these cases, the objective 
is to locate the focus, the originating area of the seizure event, and to remove it with the least 
possible damage to the surrounding cortex. For this reason, it is absolutely essential to have 
sufficient spatiotemporal resolution to image these quick ictal events and their spread across 
cortical regions, and accompanying measurements using structural MRI and task-evoked fMRI are 
usually co-registered to the locations of electrodes to further aid the surgeon with resection. While 
spatial sensitivity is limited by the quantity and location of the electrodes, strategic placement of 
a sufficient number of electrodes allows for better localization of seizure foci than without 
electrophysiology. Implanted ECoG and Utah arrays or well-secured EEG electrodes can also be 
used for longer-term epilepsy patient monitoring, as it is not always known when seizure events 
will occur. Implanted electrodes are generally not viable for very long periods of time due to 
scarring at the implantation site and subsequent signal loss, but in the case of diagnosing seizure 
foci for patients who will ultimately undergo surgery, have become fairly standard.  
Though lacking in spatial resolution, with typical acquisition rates that range from the hundreds of 
Hertz to kilohertz [45], electrophysiological methods can achieve much higher temporal 
resolutions than that of most clinical modalities and optical based imaging methods. However, the 
signals of the majority of clinically applied electrophysiological approaches are not cell specific, 
and are rather a spatially integrated sum of the signals, making it difficult to gain insight into the 
mechanisms of neuronal activity in the context of neuropathology.  
1.4.2.2 Intracellular and extracellular approaches in research 
Much of the classical approaches of patch clamping of neurons has been used in ex vivo brain 
slices or cell cultures, usually submerged in solutions to mimic the ionic and temperature 
conditions of in vivo brain. While patch clamping allows for the measurement of a single isolated 
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neuron, the technique itself requires a great deal of experience, finesse and most importantly – a 
vibration isolated table. The technique’s sensitivity to movement makes it difficult to incorporate 
into in vivo unless the subject has been anesthetized and immobilized in a stereotaxic frame.  
Due to these limitations, researchers making in vivo measurements often opt for extracellular 
electrodes which measure local field potentials (LFP) and multi-unit activity (MUA) in an area 
surrounding the exposed tip of the electrode, and can also be surgically implanted and used 
longitudinally in an animal. Extracellular electrodes can also be used in conjunction with optical 
imaging methods to measure neuronal activity and hemodynamics simultaneously. However, 
electrodes can only report neuronal activity from a localized volume (on the order of ~100 microns 
radius) [46], and it is also a difficult to ascertain which neurons are coupled to which nearby blood 
vessels in a plane or volume of tissue being imaged. While larger scale methods such as 
electroencephalogram (EEG), electrocorticogram (ECoG) and magnetoencephalography (MEG) 
can increase the spatial extent of the signal being measured, they also come with the disadvantage 
of poor spatial resolution and more difficult computational reconstruction and still cannot find 
which neurons influence nearby blood vessels.  
1.4.3 Optical imaging 
There exists an exceptional diversity of optical imaging techniques in both clinical and biological 
research. In the past decade alone, many innovations, technological developments, and incremental 
improvements in methods and labeling have allowed for better measurement of structures and 
phenomena in animal and human subjects than before. As it would be virtually impossible to cover 
the whole field, the ones mentioned here are meant to provide an overview of the most commonly 
used optical imaging techniques and those most relevant to multi-spectral optical intrinsic signal 
imaging (MS-OISI) and wide field optical mapping (WFOM). 
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Optical imaging methods utilize wavelengths of light that span the ultraviolet, visible and infrared 
ranges. While these particular wavelengths are much lower in energy than the photons involved in 
x-rays or PET and therefore safer for the subject or sample, they are less optimal for depth 
penetration in tissue. However, optical imaging modalities are capable of imaging at far higher 
spatial resolutions than standard clinical and research-geared non-optical imaging methods can 
within an optimal field of view and depth of field. This access to in vivo and ex vivo cellular, sub-
cellular level, and high-resolution imaging has made optical imaging one of the most popular 
means of imaging biological samples for researchers.  
There are several widely accepted clinical usages of optical imaging, which include optical 
coherence tomography (OCT) for imaging the retina in ophthalmology, microscopy of stained 
biopsy samples in histopathology, and pulse oximetry for the monitoring of blood oxygenation 
and pulse rate in patients. An example of a more research-oriented use of optical technology for 
neuroimaging in human subjects would be functional near infrared spectroscopy (fNIRS), which 
notably can be used to non-invasively measure hemodynamic activity in the brain through the use 
of a spatial array of light sources and detectors, but has poor spatial resolution (on the order of cm) 
and signal to noise relative to most other optical modalities. 
1.4.3.1 Optical imaging of cortical hemodynamics 
Existing optical methods capable of imaging hemodynamics in animal model cortex include 
Doppler flowmetry [47], optical coherence tomography (OCT) [48], laser speckle flow imaging 
[49], two-photon microscopy [50], light sheet microscopy [51] and multi-spectral optical intrinsic 
signal imaging (MS-OISI) [52]. Due to the scattering properties and thickness of the skull, all of 
these methods require the removal or thinning of the skull overlying the cortical region of interest 
and therefore accompanying protocols generally involve surgically invasive craniotomy 
17 
 
procedures. There exist other non-optical methods such as Doppler ultrasound which are capable 
of imaging blood flow non-invasively, but because ultrasound cannot effectively image through 
dense bone, must be done through areas on the head termed ‘acoustic windows’ where the bone is 
thinner, which limits which brain areas can be imaged. Methods which leverage the scatter of 
photons due to blood flow generally have low spatial resolution (up to ~100 micron resolution), 
whereas fluorescence microscopy or reflectance image generally can image at much higher 
resolutions (up to order of ~1 micron for confocal or two-photon microscopy). 
1.4.3.2 Optical imaging of neuronal activity 
Fluorescence microscopy and imaging have the added advantage of a vast array of fluorescent 
labels (constantly being updated and developed) which can be used in vivo for the purpose of 
studying both neuronal activity and blood flow. While the use of stains and dyes in ex vivo slices 
in traditional bright-field microscopy and clinical pathology has long been established, the use of 
reporting specific cells using fluorescent proteins is only about two decades old and the reporting 
of cell dynamics such as electric or ionic activity even more recent [53, 54].  
Great advances have been made in the development of voltage and calcium sensitive molecules 
tagged with fluorescent proteins to directly visualize and image electrical or ionic activity in 
neurons using optical methods [52, 55]. Notably, this allows for an exquisite level of 
spatiotemporal resolution with methods such as confocal or two-photon microscopy, as well as 
mesoscale and population scale neuronal activity with wide field optical imaging. Careful optical 
design with proper consideration of fluorescence spectra and hemoglobin absorption spectra 
allows for simultaneous measurements of hemodynamics – a technique which was leveraged in 
this particular study and will addressed in further detail in later chapters. 
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1.4.3.3 Advancements of in vivo fluorescent probes and transgenic mouse models  
Voltage-sensitive optical property changes of axons from crab legs and squid giant axons were 
first discovered in 1968, and followed by the observation of voltage-sensitive fluorescence changes 
in the same year [56-58]. From this knowledge, voltage-sensitive dyes (VSDs) as well as 
genetically encoded voltage indicators (GEVIs) for use in neurons and axons were developed and 
are still actively being improved by researchers for optimal SNR. Similarly, calcium sensitive dye 
(CSD) reporters were first discovered to be naturally present in Aequorea victoria jellyfish [59], 
and have also been adapted into genetically encoded calcium indicators (GECIs). Alongside these 
developments, a toolbox of fluorescent dyes were also developed, including BAPTA- and fluo- 
variant dyes [60], and many more indicators are constantly invented and improved each year [61].  
The development of GECIs starting from 1997 [62, 63] led to the invention of GCaMPs, green 
fluorescent protein linked to the calcium-sensitive molecule calmodulin and binding peptide, by 
Junichi Nakai [64]. These were further optimized and later interfaced with animal models via viral 
injections, and ultimately to produce commercially available transgenic lines such as Thy1-
GCaMP, as well as very useful lox-based lines like R26-GCaMP3 for breeding use with cre-
recombinase lines for yet another route of customized expression [21], for the specific purpose of 
visualizing action potential activity in the brain in targeted cell types [65]. In addition to GCaMPs, 
different wavelengths of GECIs are have now developed with calmodulin from CyCaMP, YCaMP 
to RCaMP (operating in the cyan, yellow and red emission wavelength ranges respectively) [66] 
and still more recently jRCaMP1s and jRGECOs (based on red fluorophores mRuby and mApple 
respectively) capable of imaging at deeper cortical layers with decreased phototoxicity to cells and 
simultaneous imaging with sufficiently spaced wavelength GECIs [67]. 
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These specific and specialized fluorescent probes allow for a more robust dissection of in vivo 
neuronal and hemodynamic activity as well as neurovascular coupling. This study in particular 
made use of two Thy1-GCaMP transgenic mouse lines expressing the GCaMP3 and GCaMP6f 
fluorophores respectively. For the purpose of informing fMRI interpretation, it behooves one to 
choose an imaging modality which best matches (and preferably surpasses) the scale at which 
voxels are acquired. Though microscopy methods and single-cell or single-plane neuronal 
measurements are common throughout literature, in this context a mesoscale approach better 
captures the neural population dynamics underlying local hemodynamic changes observed in the 
BOLD fMRI signal. Wide-field hyperspectral approaches such as MS-OISI and WFOM (discussed 
in further detail in Chapter 2) as used by this study provide the added advantage of imaging near 
simultaneous fluorescence and reflectance signals through strobed illumination [1, 68], allowing 
for measurement of both neuronal and hemodynamic activity in the entire field of view. 
Optical methods cannot yet be used to measure neuronal activity in human patients using voltage 
or calcium sensitive dyes, and certainly less so using GEVIs/GECIs which are normally transfected 
with viral vectors. However, the power to visualize neuronal and hemodynamic activity together 
in animal models can still offer researchers a better understanding of the neuronal underpinnings 
of fMRI BOLD signal and the modifications to neurovascular coupling that occur in the context 
of neuropathology. The hope is that these findings, in time, will empower clinicians to use and 
interpret resting state fMRI in an informed and robust way to aid diagnosis of diseases. 




2 Chapter 2    
Imaging Method Development 
2.1 Introduction 
2.1.1 Principles of hyper-spectral optical imaging methods 
Most standard optical imaging modalities such as bright field microscopy, fluorescence 
microscopy, two-photon microscopy, and confocal microscopy utilize one narrow wavelength 
band per image. While this is sufficient for the quantification of a single structure of interest, 
utilizing more than one wavelength or superimposing images taken with different wavelengths in 
the same field of view can yield more channels of information and a better understanding of the 
context of the phenomena being measured. Hyperspectral optical imaging methods, which utilize 
more than one wavelength of excitation light, are one way by which to accomplish this. 
One very simple example of a hyperspectral optical imaging method ubiquitous in the clinical 
setting is pulse oximetry, a non-invasive device usually clipped to the subject’s fingertip (or any 
other area with high vascular density and easy access, such as an earlobe) to measure blood 
oxygenation. Pulse oximeters use two LEDs of different illumination wavelengths, red (660 nm) 
and infrared (940 nm), and detect the light transmitted to the other side of the fingertip [69]. This 
allows for a readout of the oxygenation of the blood by converting known absorption spectra of 
oxygenated and deoxygenated hemoglobin to changes in concentration of the two, as well as the 





Figure 4: Pulse oximetry, hemoglobin absorption spectra, transmittance signals schematic 
(Top) Wristwatch style pulse oximeter with sensor clipped to fingertip of index finger. Oximeter displays SpO2 percentage, heart 
rate, and waveform of transmitted light. Photograph by UusiAjaja, distributed under a CC0 1.0 license. (Bottom - Left) Absorption 
spectra of deoxygenated and oxygenated hemoglobin in the red and infrared regimes. Vertical solid black lines indicate two 
wavelengths used for pulse oximetry. Adapted from image by Adrian Curtin, distributed under a CC-SA 3.0 license. (Bottom - Right) 
Schematic of blood compartments contributing to pulse oximeter transmittance signals with respect to cardiac cycle. Adapted 
from Figure 1 of Chan et al., Respiratory Medicine, 2013 [69].  
Hyperspectral methods can be as simple as taking a single image for each wavelength, or as 
dynamic as taking a series of images by rapidly strobing through each wavelength in turn to obtain 
near simultaneous information from each channel. One of the most common ways to prepare a 
sample to leverage the benefits of a hyperspectral method is to distinctly label more than one 
structure or phenomenon of interest, whether it is with transgenic or viral expression of a 
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fluorescent protein under a cell-specific promoter or with different stains or dyes. If a structure 
changes on the order of hours to days (common examples include embryonic development or 
longitudinal changes in dendritic spine structures), a single image per wavelength sampled sparsely 
over time may be sufficient. However, for phenomena that occur on much quicker timescales, such 
as action potentials (order of milliseconds), it is more appropriate to acquire images at a higher 
framerate. At fast imaging speeds, it becomes necessary to quickly alternate through the 
illumination wavelengths using more advanced methods such as strobing or spinning filter wheels.  
For the mouse model portion of this study, not only is there a need to image multiple channels of 
hemodynamic activity via reflectance, the neuronal activity as encoded by the calcium sensitive 
fluorophore GCaMP must also be measured. Therefore, in order to truly elucidate the brain activity 
which is the basis of resting state fMRI, a carefully chosen and designed form of hyperspectral 
imaging is needed. 
2.1.2 Multi-Spectral Optical Intrinsic Signal Imaging (MS-OISI)  
 
Figure 5: Hemoglobin absorption spectra and MS-OISI illumination wavelengths. 
(Left) Hemoglobin absorption spectra of deoxy-hemoglobin (HbR) in blue and oxy-hemoglobin (HbO2) in red [70]. Vertical dotted 
lines represent three color wavelengths (470, 534 and 630 nm) typically chosen in our laboratory’s studies to conduct MS-OISI 
imaging of hemodynamic activity. Using the known absorption spectra, illumination wavelengths, and measured reflectance 
signal, it is possible to linearly unmix the change in concentrations of deoxy- and oxy-hemoglobin using the modified Beer-Lambert 
law. (Right) Typical stimulus-evoked neuronal and accompanying functional hyperemia as shown by calcium signals, deoxy-, oxy- 
and total- hemoglobin unmixed from MS-OISI measurements in anesthetized rat somatosensory cortex. Calcium signals were 




























Both MS-OISI and reflectance WFOM are hyperspectral imaging approaches that unmix 
hemodynamic concentration changes by using multiple wavelengths of light, known hemoglobin 
absorption spectra, and measured reflectance intensity with the modified Beer-Lambert principle, 
which states that the light detected by the camera has been attenuated from its original intensity 
(𝜱𝟎) by a factor described by the exponential of the negative product of absorption coefficient 
change (∆𝝁𝒂(𝒕)) and path length (𝑳).  












As shown in Equation 2.1-2, the change in absorption coefficient for a given wavelength of 
illumination (∆𝝁𝒂,𝝀(𝒕)) can be expressed as a function of the change in reflectance signal intensity 
normalized by its baseline (usually chosen to be a blank or stationary image with no LED 
illumination) and the wavelength-dependent pathlength (𝑳𝝀 , which can be estimated through 
known absorption properties of the tissue, empirical data and Monte Carlo simulations).  
The Beer-Lambert principle asserts that absorption coefficient is equal to the product of the 
wavelength-dependent extinction coefficient (𝑬𝝀,𝒊) which is obtained from the known absorption 
spectra of our absorber, change in concentration of absorber ([𝑯𝒃𝒊] refers to [HbO2] and [HbR] in 
this specific case), and wavelength-dependent path length (𝑳𝝀). Rearranging this equation into 
matrix form, Equation 2.1-5 is obtained, which allows us to better visualize how the hemodynamic 
signals are unmixed in a computational software environment such as MATLAB. 
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 𝝁𝒂,𝝀 = 𝑬𝝀,𝒊[𝑯𝒃𝒊]𝑳𝝀 
Equation 2.1-3 
 













By matching the number of wavelengths used 
with the number of desired hemoglobin 
signals, linear unmixing with a least-squares 
fit solution easily yields concentration 
changes in deoxy (HbR) and oxy-hemoglobin 
(HbO2) [1]. In the case of the MS-OISI setup 
shown in Figure 5, just two of the 
wavelengths (such as 534 and 630 nm) would 
be sufficient for unmixing changes in oxy and 
deoxy hemoglobin, but an additional 
wavelength (here, 470 nm) allows for cross-
validation of hemodynamic signals by 
unmixing with 470 nm and 630 nm or 470 nm 
and 534 nm to make sure there are no problems due to low SNR or by human error in setup 
hardware. It is also trivial to calculate total hemoglobin as the sum of oxy- and deoxy- hemoglobin, 
providing yet another facet of hemodynamic information. 
In addition to these aspects of MS-OISI, this modality has also already been quantitatively 




Figure 6: MS-OISI anesthetized rat imaging paradigm. 
Imaging set up for acquiring MS-OISI data in anesthetized rat with 
exposed cortex preparation. High-powered LEDs of different 
wavelengths are strobed onto the cortical window, while a time-
locked CCD camera acquires a frame per each color strobe. Data is 
acquired and stored onto a computer for data verification and 




literature to measure changes in deoxygenated hemoglobin correspond to inverse changes in 
BOLD signal, two of whose results are shown in Figure 7. 
  
Figure 7: Demonstrations of fMRI BOLD and optical HbR signal correspondence 
(Left) fNIRS and BOLD measurements from motor cortex during (A) 2s finger tapping and (B) 20 s finger tapping in human subject. 
Figure 3 from Gagnon, 2012 [71]. (Right) (A) HD-DOT (a higher spatial resolution version of fNIRS) and BOLD measurements from 
visual cortex during same repeating checkerboard wedge visual stimulus paradigm (measurements not acquired simultaneously). 
(B) Spectral analysis indicates that hemodynamic signals obtained with HD-DOT are similar in the frequency domain to that of 
BOLD fMRI. Figure 4 from Eggebrecht, 2012 [72]. 
2.1.3 The advantage of GECI transgenic mouse lines in optical imaging 
Among the huge variety of transgenic mouse lines now commercially available through 
established animal vendors such as Jackson Laboratory, the lines used in our studies were the 
Thy1-GCaMP3 line (JAX stock #017893) [65] and subsequently improved line Thy1-GCaMP6f 
(JAX stock #025393) [73] for the purpose of imaging the neuronal activity in cortical layer II/III 
(see histology of expressed GCaMP in left column of Figure 8) excitatory neurons alongside 
hemodynamic activity with the wide-field optical mapping (WFOM) method. The availability of 
transgenic GCaMP mouse lines opened up new opportunities for much more efficient optical 
imaging of neuronal activity. Where before, CSDs such as Oregon Green BAPTA-1 or viral 
vectors bearing GECIs had to be manually and heterogeneously injected into the cortex to image 
calcium activity as a proxy for neuronal activity, transgenic GCaMP lines require no cortical 
injections, are cell-specific, expressed throughout the cortex, and more robust in SNR.  
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Each iteration of GCaMP has continued to offer incremental improvements in SNR and 
background fluorescence (in the absence of dynamic calcium activity) and yet more options 
compatible with different imaging parameters; GCaMP6f (fast), GCaMP6m (medium), and 
GCaMP6s (slow) are all different variants based on the speed of imaging method at hand. The 
differences in relative fluorescence signal and SNR between the GCaMP3 and GCaMP6f 
fluorophores are shown in the center and right columns of Figure 8: Characteristics of transgenic 
GCaMP3 and GCaMP6f mouse lines.  Notably, the time traces, signal and SNR of Oregon Green 
BAPTA-1 are also quantified, highlighting just how much more signal is gained in GCaMP6f 
imaging in comparison to both Oregon Green and GCaMP3. 
 
Figure 8: Characteristics of transgenic GCaMP3 and GCaMP6f mouse lines  
(Left Top) Expression in motor cortex of Thy1-GCaMP3, as imaged with confocal microscopy. Layers I through VI marked with 
roman numerals and lines. White box indicates a particular layer II/III area. Scale bar = 1 mm. Adapted from Figure 1 of Chen, 
2012 [65]. (Left Bottom) Expression in somatosensory cortex of Thy1-GCaMP6f, as imaged with confocal microscopy. Adapted 
from Figure 1 of Dana, 2013 [73]. (Center Column–Right Column) Comparisons of single action potential (center column, top), 10 
action potentials (center column, bottom), change in fluorescence (right column, top) relative to GCaMP3, and SNR relative to 
GCaMP3 (right column. Bottom) of Oregon Green BAPTA-1 and several GCaMP variants. GCaMP3 traces are clarified with red 




While the use of optical imaging to image cortical hemodynamic activity in animal models is now 
a fairly established method since the first demonstration of infrared imaging in cat cortex [75], 
many researchers in the neuroimaging field have classically relied on the use of stereotaxic frames, 
anesthetics and sometimes paralytics in order to keep the subject still, control the physiology of 
the animal, and to reduce the occurrence of motion artefacts [76]. Existing in vivo small animal 
imaging paradigms often use anesthetic agents such as alpha-chloralose, isoflurane or sevoflurane 
(inhalation anesthesia), pentobarbital (barbiturate), ketamine/xylazine, urethane, and 
medetomidine [77, 78]. Though anesthetic agents do indeed allow for closer control of the animal 
and measurements with fewer artefacts, they have been shown to impact vascular, neuronal and 
neurovascular coupling activity in different ways depending on the drug and its dosage (and 
sometimes even the individual animal or strain) and there is no definitive understanding of how 
each of these anesthetics work mechanistically in the central nervous system. Studies have shown 
that spatial, temporal aspects of neuronal and vascular activity changes occur and must be taken 
into account when choosing the appropriate anesthetic for studying a particular mechanism and 
when interpreting results [78]. The additional necessity of ventilation for paralytics and certain 
anesthetics such as alpha-chloralose or pentobarbital also brings to question whether the changes 
in heart rate and respiratory function could potentially alter physiology to the point where results 
cannot be meaningfully compared to those made in awake animals. 
Around the early to late 2000s, researchers began to push in earnest towards the adoption of in 
vivo optical imaging of awake, rather than anesthetized, animal models to overcome these 
confounds [79, 80]. Recognizing the advantages of such a paradigm, I and a team of colleagues 
began to develop an awake rat paradigm which would enhance the multi-spectral optical intrinsic 
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signal imaging (MS-OISI) technology already developed in Dr. Elizabeth Hillman’s Laboratory 
for Functional Optical Imaging, and to characterize resting state hemodynamics in awake rats 
without anesthetic confounds and determine implications on human fMRI study interpretation. 
Studies utilizing MS-OISI had already demonstrated reliable measurements of robust stimulus-
evoked hemodynamic activity in the anesthetized rat cortex [81], and even the optical 
measurement of accompanying neuronal activity using calcium sensitive dyes (i.e. Oregon Green) 
as seen in Figure 5 [68], at a spatiotemporal resolution much higher than that of fMRI. Though 
neuronal activity measurements have been shown with MS-OISI, doing so with a dye or by 
transfection of a fluorescent protein with a viral vector that needs to be injected in the local area 
of interest is not feasible for studying wide fields of view of cortex, so the approach taken instead 
was to focus on measuring cortical hemodynamics first. Obtaining a better grasp of the 
spatiotemporal patterns in awake rats could potentially relate to those found in human fMRI studies 
and other related existing literature [4] .  
2.2.1 Paradigm development for awake head-fixed rat 
2.2.1.1 Habituation and head restraint considerations 
Existing literature for the imaging of awake animal cortex always combines habituation and head 
restraint hardware (or alternatively, miniaturized systems attached rigidly to the head). With rats 
and other larger animal models, it becomes extremely important not just to immobilize the head to 
reduce motion artefact, but also to decrease the range of motion for the rest of the body. Some 
groups such as David Tank’s aimed to head-restrain but allow the rest of the animal’s body to 
freely move on a spherical foam ball while being imaged with two-photon microscopy [79], while 
others such as Jason Berwick’s focused on rat paradigms that head-restrained but also prevented 
extraneous movement using a suspended Velcro sling [80]. For the purposes of developing a head 
restraint paradigm for WFOM imaging, a spherical ball with the proper radius for comfortable 
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navigation by the rat or mouse would take up a large amount of space and the imaging rig would 
have to be sufficiently elevated. The rat sling paradigm established by Berwick’s group was 
attempted in our MS-OISI paradigm designs but proved insufficient to prevent motion artefacts 
and became an unnecessarily complex element for the restraint of much smaller and tractable mice 
for WFOM imaging.  
Habituation is absolutely essential for any kind of extended awake imaging paradigm involving 
restraint and frequent human handling. The prevention of distress in an animal during imaging and 
handling is not just the fulfillment of standard IACUC protocol, but also an important step to avoid 
confounds in neuronal and hemodynamic activity due to elevated levels of stress hormones and 
undue changes physiology [82]. In the study described here, grain and nut based food treats (such 
as peanut butter, Nutella, and Ensure) were used to help acclimate rats restrained in Velcro slings 
(based on existing literature [80]) for increasing periods of time, and reward them at the conclusion 
of a habituation or imaging session (as incentive for them to stay calmer and feel more secure 
during the session). The head restraint gear consisted of a plastic horseshoe-shaped hardware 
implant with threaded screws into the posterior base of the skull and two lipped metal pieces 
protruding upwards from the plastic into a fixed ‘docking’ piece which would secure the metal 
pieces with perpendicular spring-loaded plungers as shown in Figure 9. The surgical paradigm 
accompanying the headplate implant was a thinned-skull craniotomy, where the skull overlying 
the dorsal cortex (between the coronal and lambdoid sutures) was thinned to translucency using a 
dental drill and then covered with a protective layer of cyanoacrylate glue. The glue served 
additional purposes, as it allowed for refractive index matching for subsequent wide-field imaging, 
helped prevent skull regrowth and clouding of the window, and also reduced specular reflections 




Figure 9: Awake rat imaging paradigm for MS-OISI. 
(Top Left, Top Center) Two different views of horseshoe-shaped headplate implant and headplate dock assembly for head restraint. 
The plastic horseshoe base was implanted into posterior skull with screws and dental acrylic posterior to the thinned-skull window. 
Two lipped metal prongs friction fitted into the horseshoe base engage with a spring-loaded plungers inside a plastic block rigidly 
secured on posts above the rat. The secured rat would then allow for MS-OIS imaging using the LED angled illumination scheme 
shown here in bright green. (Top Right) Example of thinned-skull craniotomy preparation. MS-OISI image taken with 460 nm 
illumination. (Bottom) Sling restraint and head-restraint mechanisms for reduction of motion artefact in awake rat paradigm for 
MS-OISI data acquisition. 
2.2.1.2 Acquisition of hemodynamic measurements in rat under different anesthetic conditions 
While this choice of surgical procedure combined a maximized field of view with optimal 
protection of the skull, the thinning of the skull did require relatively longer periods of surgery (up 
to ~6 hours of drilling) than would be required for complete skull removal. This extended duration 




holes in the posterior skull needed for headplate implantation also added to the risk of the surgery, 
as that area of the skull typically contains many vessels that could bleed during drilling. 
Additionally, while the habituation paradigm was easily carried out in awake rat, the head- and 
sling-restrained imaging had to first be tested under anesthesia to avoid distress in the subjects. 
Rats can exert a significant amount of force on fixed hardware, and though dental acrylic was used 
to further reinforce the connection between the skull, screws and headplate, constant monitoring 
was required to ensure the restrained animal wouldn’t cause excessive motion artefact during 
imaging. During the prototyping stages of the head-restraint hardware, therefore, anesthetized 
rather than awake conditions were chosen to reduce risk of motion artefact during imaging. 
Ultimately, due to all of the considerations mentioned above, MS-OISI data was collected in a 
cohort of anesthetized rats under several anesthetic conditions: ketamine, 1.25%, 1.75% and 2.25% 
end tidal concentration isoflurane. While alpha-chloralose and urethane were also common choices 
in neurovascular coupling literature for imaging, the first requires cannulation and ventilation, 
while the second is a known carcinogen, and thus neither were viable options for longitudinal 
survival studies in implanted rats. Our focus instead was to identify any spatiotemporal patterns 
occurring longitudinally in the same subject over different imaging sessions and whether those 
patterns were modified somehow by the various anesthetic conditions. 
2.2.1.3 Identification of spatiotemporal patterns of hemodynamic activity under anesthesia 
Correlation maps of seeded regions over 180 second runs were calculated using total hemoglobin 
data in MATLAB and demonstrated differences in hemodynamic activity between anesthetics. As 
isoflurane concentration is increased, localized spontaneous activity is suppressed and the cortex 
exhibits globally correlated “bursts” of hemodynamic activity. As ketamine anesthesia depth 
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increased, waves of bilateral hemodynamic activity moved through the cortex, resulting in 
bilaterally symmetric correlation maps minimally dependent on anesthesia depth.  
  
Figure 10: Correlation maps of anesthetized cortical hemodynamic activity 
Pearson correlation maps generated from total hemoglobin data for three seeded regions (black rectangles) for imaging runs of 
180 seconds. Runs were taken under (Left) different isoflurane end tidal concentrations (1.25%, 1.75%, and 2.25%) and (Right) 
ketamine anesthesia depths. Different concentrations of Isoflurane appear to affect the degree of global correlation whereas 
ketamine, which manifests in what resembles waves of hemodynamic activity, does not show the same trend. 
2.2.1.4 Awake rat paradigm was informative but insufficient  
Anesthetized data did demonstrate different degrees of local to global correlation patterns in 
bilaterally symmetric regions of cortex for different levels of isoflurane, but without underlying 
neural signals and sufficient SNR, understanding of the mechanisms remained incomplete. The 
only ways to obtain corresponding neuronal activity measurements in the rat model were to modify 
an already very involved surgical procedure to include electrophysiology (which would still be 
limited in spatial resolution and potentially occlude part of the window) or the use of calcium or 
voltage sensitive dyes. Oregon Green 488 BAPTA-1, a cell permeant variant of the calcium 









injected directly into the brain. This process, while already incompatible with a thinned-skull 
preparation where the goal is to minimize cortical exposure to ambient air and pathogens, also 
means that these injections cannot achieve a truly homogeneous cortex-wide distribution and are 
not cell specific (both neurons and astrocytes can uptake the dye) and require yet other cell-specific 
dyes to label these differences. Voltage sensitive dyes (VSD) not only faced similar issues with 
injection, but their relatively low SNR and the need for additional channels of imaging (including 
a second camera for the detection of ratiometric differences in signal) made them an even less 
viable option. Viral injection of GECIs and GEVIs, while potentially cell-specific, was yet another 
method that involved exposing the parts of cortex being injected and often suffered from 
inhomogeneities in expression in the cortex relative to a bred transgenic expression.  
Proper habituation of awake rats to the head and sling restraint paradigm also required a very 
lengthy process which required lengthy durations of daily handling, training and selection by a 
limited number of handlers (to facilitate familiarity via scent). As rats are larger and significantly 
more intelligent rodents and able to exert proportionally large amounts of force on mounted 
hardware, requiring longer durations of habituation, the paradigm was extremely challenging and 
time-consuming, and there was no guarantee that a given rat would ultimately be a good candidate 
for completing habituation training. 
While this entire prototyping process had allowed for the development of a strong understanding 
of the paradigm demands of head-restraint awake rodent imaging with MS-OISI, it became clear 
that the choice of animal model was not suitable for awake imaging nor was it sufficient to only 
measure hemodynamic activity without accompanying neuronal activity. 
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2.2.2 Paradigm modification for imaging awake mouse model 
2.2.2.1 Considerations for imaging awake Thy1-GCaMP6f head-fixed mice 
As previously mentioned, the development and commercialization of the Thy1-GCaMP3 and 
Thy1-GCaMP6f transgenic mouse lines through Jackson Laboratory from 2012 through 2014 
allowed for a more optimized paradigm of simultaneous neuronal and hemodynamic activity 
measurements in awake mice [74]. Our laboratory secured breeding pairs of these newly available 
Thy1-GCaMP3 and later GCaMP6f mice, and our wide-field imaging team1 developed the wide 
field optical mapping (WFOM) setup aiming to image awake and behaving mice by adding the 
necessary optics for a GCaMP fluorescence imaging channel, more rigid and robust head-restraint, 
behavioral monitoring with a webcam, and a wheel to reduce animal distress to our pre-existing 
MS-OISI system [1]. Habituation was still required for the mouse to feel comfortable with human 
handling and with restraint in the imaging rig, but the process was much quicker (on the order of 
days to weeks) than it had been with habituating rats (on the order of several weeks to months). 
The continued use of grain or nut-based treats, peanut butter, Cheerios or fruit and veggie flavored 
crunch pellets (obtained from Bio-Serv) allowed for rewarding animals at the completion of a 2-
hour imaging session and minimization of imaging-induced stress without the need for water or 
food deprivation to motivate animals. Our mice regularly habituate to imaging after a one to two 
sessions and subsequently seek their food reward immediately after being returned to the cage 
following an imaging session. 
Existing literature at the time already featured paradigms such as the aforementioned two-photon 
imaging of awake head-fixed mice on an air floated foam ball, highlighting the importance of 
 
1 WFOM Imaging development team: Dr. Elizabeth Hillman, Mohammed A. Shaik, Sharon H. Kim, Ying Ma, Hanzhi 
(Teresa) Zhao, David N. Thibodeaux. Rat restraint paradigm was primarily designed and prototyped by Dr. Hillman, 
Evelyn Ramirez, and Sharon H. Kim. Keith Yeager and Tanya Tabachnik also provided guidance, tools, and 
machining services for prototyping the system. 
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allowing the mouse to remain mobile to behave as naturally as possible while still being able to 
keep motion artefacts to a minimum and track its behavior [79]. For our adaptation, we found it 
more advantageous to provide the mouse with the added stability and balance of a flat wheel 
(instead of a spherical ball which would limit the mouse’s ability to balance enough to sit still). 
Plastic guide panels placed directly to the side of and above the mouse’s body contained the 
mouse’s trunk to an area on the wheel where it could most comfortably sit still or move as it 
pleased, while also preventing the tail from being swiped across the LED beams and interfering 
with illumination. Webcam feeds and accompanying infrared illumination were integrated with an 
appropriate bandpass filter to block illumination wavelengths from the camera to monitor behavior 
such as locomotion, breathing rate, whisking, grooming and pupillometry.  
  
Figure 11: Wide Field Optical Mapping (WFOM) setup. 
(Left) A side view of the WFOM imaging setup, which included the addition of an improved head restraint design, webcam 
monitoring of behavior and a flat rotating wheel allowing the mouse to move more comfortably and naturally than if it were 
physically confined. (Right) A bird eye view of the laser-cut custom acrylic headplate, screws and holder hardware to head restrain 
mouse rigidly but with least interference to its behavior. 
One of our most innovative improvements from the original rat headplate design was the use of 
custom laser-cut acrylic plastic headplate prototypes. Whereas existing headplate designs in 
literature emphasized rigidity and were machined from titanium or stainless-steel sheet metal and 
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required extra drilled holes to help bond acrylic and glue between the plate and skull, our headplate 
can be easily reproduced by laser-cutting (1-2 minutes) and still rigidly restrain the head. Each 
headplate is cut out of 2.5 to 3 mm thick black matte acrylic plastic sheets, which are commercially 
available through vendors such as McMaster Carr and are relatively inexpensive to purchase. This 
headplate design is not only easy to produce, lightweight (less than 1 g) for the animal, 
biocompatible and well-bonded with skull using cyanoacrylate glue, it can also be customized and 
re-cut even at the start of a surgery and be sterilized for implanting after the skull was thinned. 
Mice typically adapt quickly to the headplate, and resume normal behaviors like grooming as soon 
as a day or two after the implant surgery. 
2.2.2.2 Key surgical improvements in mouse model 
One important key aspect of the surgery which was perfected over the course of testing both the 
rat and mouse models was the most effective way to thin the skull and prime it for preservation 
and clarity throughout months of longitudinal WFOM imaging. The skull consists of three distinct 
layers: the compact bone, spongy bone (diploë), and the inner vitreous table [83]. Each layer 
possesses a distinct texture and structure requiring slightly different drilling techniques. As a 
general rule of thumb, the drill should be securely fitted with a .9 mm drill bit2, and drilling should 
be performed while holding the drill at an angle in a raster pattern over the skull, with frequent 
irrigation (once for every two to three passes of the drill is generally sufficient), which is most 
easily done diagonally in a direction appropriate to the surgeon’s dominant hand and the 
hemisphere (left or right) of the skull being drilled. The overlying compact bone can be drilled in 
a fairly homogeneous way for most of the skull surface. The diploë, however, contains a myriad 
of skull vessels which must carefully be drilled off along with the skull, resulting in transient 
 




bleeding. For most situations, as long as the drilling has eliminated all of the skull vessels in the 
area, bleeding will eventually stop. In the extreme case that a skull vessel will not stop bleeding, a 
small piece of hemostatic Gelfoam can be placed atop the area to facilitate coagulation, or a tiny 
amount of bone wax can be used to help plug that area (though this strategy will compromise 
visibility in this area). The inner vitreous table should be thinned only to translucency, as further 
thinning can compromise the integrity of the remaining skull structure and protection of the cortex 
from exposure.  
    
Figure 12: Skull and sinus structure considerations for surgical paradigm development  
(Left) Schematic of layers of compact and spongy bone. Modified from Figure 3, “Anatomy of a Flat Bone” from Chapter 6.3 
Bone Structure of Anatomy & Physiology, OpenStax College [84].  
(Right) Illustration of rodent brain anatomy with locations of major sinus vasculature adapted from Figure 2B from Low et al., 
2014 [85].  
In most rodents, the frontal skull plates (anterior of the bregma) are much less homogeneous than 
the posterior skull plates, having thicker compact bone layers towards the sutures, a large amount 
of skull vessels prone to bleeding, and less stability relative to the rest of the skull (often disturbing 
the superior sagittal sinus (see Figure 12, right panel) to cause bleeds which are very difficult to 
staunch). Towards the left and right distal edges of the preparation, especially in the skull overlying 
the barrel cortex and visual cortex, drilling off the diploë from the very brittle inner vitreous table 
becomes difficult. It is not unusual for small pieces of skull to shear off during drilling closer to 
the borders of the preparation, and care must be taken to make sure the skull is free of skull vessels 
that block visibility but also that the remaining skull is not accidentally removed. Great care must 
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be taken along all sutures, as skull plates can shake along these areas during drilling and excessive 
force can cause bruising to the cortex (though this bruising usually subsides within two days of 
recovery). 
The drilling step of the thinned-skull craniotomy in mice, whose skulls are much thinner and 
smaller in area than those of rats, became much shorter in duration (about ~1-1.5 hours) and more 
straightforward to execute. Since shorter surgeries mean less prolonged exposure to isoflurane 
anesthesia, mice also recovered relatively quickly from the procedure (~2-3 hours). Also, as mice 
cannot exert as much force with their heads as their rat counterparts, there was no longer a need to 
use multiple skull screws to secure the headplate, but rather just a minimal application of gel 
formulation cyanoacrylate glue between the headplate and the skull. The headplate design was 
modified to encompass both the front and sides of the skull surrounding the thinned-skull 
preparation in addition to the posterior skull, which greatly stabilized the imaging window and 
reduced motion artefacts. All of these modifications, along with the new slots on the front two 
prongs and slotted hole in the rear of the headplate, which could be screw fitted into the headplate 
holder, allowed for extremely simple and secure placement of the mouse into the rig with minimal 
handling and distress to the animal.  
A small, pliable and easily removable layer of Kwik-Sil silicone overtop the protective 
cyanoacrylate layer was added to further protect the animal from accidentally damaging the prep. 
The Kwik-Sil could be removed by simple manipulation with a pair of blunt forceps prior to 
imaging while the animal was already head-restrained, could not be reached by the animal’s paws 
during grooming, and could also be reapplied after imaging to allow for extended protection 
between imaging sessions. Since the new headplate design contained two grooves on the front 
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prongs, wire bars which normally hold their food and water suspended in the cage were replaced 
with a non-wire water bottle holding cage top and food pellets on the cage floor.  
Through these simple but extremely effective improvements to the previous rat paradigm, we were 
able to greatly enhance our ability to image awake and naturally behaving animal models, decrease 
noise due to bulk motion and increased SNR in collected neuronal and hemodynamic data. The 
complete methods used for our habituation, surgical and imaging paradigms were published in the 
article, “Wide-field optical mapping of neural activity and brain haemodynamics: considerations 
and novel approaches” by Ma et al. in 2016 [1] and all methods relevant to this study are provided 
under section 7 of this document in Appendix A: Habituation, Surgical and Imaging Methods). 
2.3 Results 
By implementing this new and improved habituation, surgical and imaging paradigm, 
simultaneous neuronal and hemodynamic measurements were obtained in the awake head-
restrained Thy1-GCaMP6f mouse model.  
2.3.1 Validation and Correction of GCaMP Fluorescence Signal 
Since the usage of GCaMP as a proxy for the more traditional electrophysiological methods was 
novel at the time, validation that our data truly represented neuronal population activity analogous 
to that of multi-unit activity (MUA) was conducted [2]. Before comparison of MUA to the raw 
GCaMP3 or GCaMP6f signal, however, the effects of changing hemoglobin absorption during a 
hemodynamic event on GCaMP fluorescence signal must be considered. Capitalizing on our 
ability to simultaneously image fluorescence and hemodynamic signals, we developed several 
methods of correction, including ratioing the green wavelength reflectance data from the raw blue 
fluorescence channel, as well as the excitation-emission estimation method which uses converted 
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hemoglobin signals, estimated green and blue illumination, and emission pathlengths [1]. A simple 
visual check can also be performed to ensure vascular artefacts are generally eliminated in 
corrected GCaMP fluorescence data, and readjust correction parameters (namely, pathlength value 
estimations) as needed. 
 
Figure 13: Electrophysiological validation of GCaMP signal 
(C) A diagram of extracellular electrode placement in unilateral window prep. Inset zooms in on a typical cortical field of view. (D, 
E) The average fitted gamma-variate function (between MUA and GCaMP3 activity) convolved with multi-unit activity (MUA) and 
compared with GCaMP fluorescence raw and hemodynamic-absorption-corrected signal. Correlation with the convolved signal 
was highest with the corrected signal rather than the raw signal, an example of which is shown in (F). error bars = mean ± SEM. n 
= 9 mice. Figure and captions adapted from Ma et al. [2]. 
Comparison of the MUA convolved with a fitted gamma function (representing the discrete MUA 
signal with respect to intracellular calcium kinetics) with corrected GCaMP signal in 
corresponding data pixels revealed that fluorescence measurements were in accordance with 
electrophysiological measurements. The first study published on WFOM resting state data focused 
on modeling the mathematical relationship between the generally well-coupled spontaneous 
neuronal and hemodynamic events [2]. It was discovered in this study as well as in another 
focusing on neonatal development [20] that the spatial patterns of neural and subsequent 
hemodynamic activation observed in adult animals were commonly bilaterally symmetric and for 




Figure 14: Example of WFOM data collected from an awake Thy1-GCaMP3 mouse. 
(a) Single frame WFOM image of GCaMP3 fluorescence. (b) Time courses spatially averaged from pixels of cortical region denoted 
by black box in (a/e). (c,d) Time lapse images of a hemodynamic event indicated by changes in [HbT], [HbO] and [HbR] and neural 
activity (DF/F GCaMP). Map sequences were subtracted from a point 0.5 seconds prior to the first frame. 
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2.3.2 Improvement in signal from GCaMP3 to GCaMP6f  
As discussed in Section 2.1, incremental changes from GCaMP3 to GCaMP6f allowed for a boost 
in overall fluorescence signal as well as SNR. This increase in SNR from the Thy1-GCaMP6f line 
contributed substantially to our ability to more reliably detect spatiotemporal patterns in resting 
state activity. When imaging Thy1-GCaMP3 mice, it was commonplace to need more than one 
illuminating LED at 490 nm to acquire enough fluorescence signal (on the order of hundreds to 
several thousands of counts) relative to the hemodynamic reflectance signals (which were 
comparatively much more robust and had typical signals in the tens of thousands of counts). 
Though this limit in signal was not prohibitive in recording and identifying instance of neuronal 
activity, Thy1-GCaMP6f no longer required multiple 490 nm LEDs in a setup already full of 
closely-arranged hardware, allowing for more optimized characterization of spatiotemporal 
patterns using blind source separation. In contrast to the fluorescence time courses with changes 
ranging in the -2 to 2% range shown from a Thy1-GCaMP3 mouse in Figure 14, the fluorescence 
time courses from Thy1-GCaMP6f mouse in Figure 15 are about double that range. 
 
Figure 15: Signal improvements via Thy1-GCaMP6f 
(Left) Single frame of GCaMP6f fluorescence. A = anterior. P = posterior. (Right) Time courses spatially averaged from pixels of 
cortical region denoted by black box in left panel. Magenta vertical lines denote occurrences of neuronal events accompanied by 
subsequent hemodynamic responses. 
2.3.3 Data pre-processing steps 
Several important preconditioning steps were taken prior to WFOM data analysis. Data which 
consisted of 180s duration trials and frames of 512x512 pixels, was first downsampled to 128x128 
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pixels (a practical measure to free up more memory, increase the speed of processing and boost 
the signal of each pixel). The red and green channel were used to unmix HbO2 and HbR, and the 
aforementioned excitation-emission correction of hemodynamic artefacts was applied to GCaMP 
signal. Non-brain pixels were excluded using a manually traced binary mask guided by a 
correlation-based k-means of the entire field of view (to more easily delineate areas of activity and 
noise). A reference image was chosen from an early imaging session for each mouse to register all 
subsequent datasets, such that the same binary brain mask could be used across all registered data 
for a given animal. Accompanying webcam feeds were resampled to match the framerate of the 
red, green and blue channels and transformed into corresponding binary vectors denoting 
stationary (0) and locomotive (1) epochs according to thresholded mean standard deviation of 
adjacent frames. Each 180s resting state trial was analyzed individually without concatenation or 
averaging, and the same analysis was run across all data regardless of whether or not trials 
contained periods of locomotion.  
For methods quantifying correlation and coherence between the signals of different regions in the 
field of view, it was also imperative to denoise data by the removal of slow drift with an appropriate 
high pass filter or by smooth-subtraction of the average time course for each individual time course. 
In instances of data containing minor flickering due to LED illumination, data was corrected by 
dividing the difference between the mean time course and smooth-subtracted mean time course 




3 Chapter 3   
Analysis Method Development 
3.1 Introduction 
3.1.1 Blind source separation and dimensionality reduction algorithms 
Blind source separation (BSS), first explored at a theoretical level in the 1980s [86], is an extremely 
important class of signal processing methods with applications that span many different fields, and 
is of particular interest to neuroimaging. A classic example used to explain BSS is the “cocktail 
party problem”, where in a setting with multiple source of voices and noise, a listener must identify 
and comprehend the dialogue being spoken within his or her own conversation [87]. While this 
particular example was formulated out of interest in auditory processing in the brain, it illustrates 
elegantly the need for BSS algorithms in any dataset that consists of an unknown mixture of 
multiple signal and noise sources, where one or more of those signals are of interest to the 
researcher. As datasets garnered from neuroimaging tools in research are now in the gigabyte to 
petabyte range and can be as tractable as a few neurons in the field of view of a two-photon 
microscope image-series or as massive as ~100,000 neurons in a volumetric stack-series of whole-
brain zebrafish larva [88], it is imperative that researchers develop methodologies with which to 
extract signals of interest from large complex measurements.  
For the types of imaging studies described in this dissertation, a single recorded trial of WFOM 
data acquired in awake mouse of 180 s at a framerate of 10 frames per second per three channels 
of illumination wavelengths (effectively 30 frames per second) for a 512x512 field of view is 
already 5,400 frames and takes up about 4.5 GB of raw data file storage. These resting state 
recordings must be repeated over the course of a session in order to build a fuller picture of the 
variability of the brain’s activity over time within the same mouse, and very often a dataset can 
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involve the acquisition of up to six or more of these 180 s trials spread out over the course of the 
session, in addition to other tactile stimulus related trials. Therefore, a typical WFOM dataset is at 
minimum around 30-40 GB of just raw data, and this is not even taking into account the higher 
frame rates better suited to observe neuronal activity as reported by the GCaMP fluorophore, and 
still further the extra storage space needed to perform image processing and analysis. GCaMP6f, 
designed to have a faster rise time than the 6m or 6s variants, has a rise time of about 50 ms for 
single action potentials [89], so in theory a framerate of 40 Hz or higher would be optimal to better 
resolve distinct neuronal activity occurring in quick succession within a short time frame. As 
datasets with higher framerates with longer duration trails begin to approach file sizes that are 
challenging to efficiently load even on a powerful server, BSS algorithms are absolutely necessary 
for efficient mining of resting state patterns of activity. 
For the purpose of elucidating resting state fMRI, BSS plays an even more important role – 
identifying patterns within large datasets with challengingly low SNR and spatiotemporal 
resolution. The majority of analysis methods applied to fMRI apart from correlation-based 
mapping (as was shown in Figure 1) are BSS methods, primarily independent and principal 
component analysis, clustering, and graph theory [90]. All methods of analysis applied to fMRI 
heavily rely on data preconditioning—such as registration, motion correction, and filtering out 
breathing rate artefacts—to combat low SNR [91], and some BSS methods such as ICA are known 
to be particularly helpful for isolating noise components [92].  
Admittedly, BSS is not the end all be all of analysis methodology for all large datasets. It is always 
extremely important to study a representative dataset manually and develop a basic feel for its key 
characteristics, including SNR and whether patterns can be seen upon visual examination of 
image-series. For datasets acquired from tightly-controlled studies, a priori knowledge of the 
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observed system and data acquisition parameters may be sufficient to build a more meaningful 
model-based analysis approach, as is effective for fMRI studies that involve known tasks and 
stimuli [93, 94]. Without a good understanding of a dataset’s qualities or identification of possible 
pitfalls (such as low SNR or the presence of motion artefacts), it is difficult to evaluate which BSS 
algorithm would be most successful and set reasonable parameters for it. As more advanced and 
iterative BSS algorithms can be computationally expensive for large datasets, it is also important 
to understand a given study’s resource limitations and optimize as many parameters as possible 
prior to full-scale execution.  
3.1.1.1 Principal component analysis (PCA) and singular value decomposition (SVD) 
Principal component analysis (PCA) is a commonly used dimensionality reduction tool that 
represents a given dataset (consisting of multiple samples of a measurement) as a linear 
combination of components [95]. After priming by subtracting the mean of all observations, the 
components are found by identifying successive eigenvectors of highest variance (orthogonal to 
the previous vectors) [96]. As this is equivalent to solving for eigenvectors, this step is generally 
computed using singular value decomposition (SVD). In the case of spatiotemporal datasets such 
as those of fMRI or WFOM, each component can be easily displayed as spatial maps with the 
associated time course, an advantage for direct verification of results. PCA does rely on the 
fundamental assumption that the components’ variance is normally distributed, which means it is 
not necessarily the best form of dimensionality reduction for datasets with non-Gaussian 
distributions. Normally distributed noise is particularly amenable to removal via PCA by 
examining and eliminating components that are extraneous or contribute negligible amounts of 
variance to the overall dataset. 
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3.1.1.2 Independent component analysis (ICA) 
Independent component analysis (ICA), though similar in name and function to PCA, is a method 
more effective for datasets with non-normally distributed variance [97]. Like PCA, ICA can 
decompose a spatiotemporal dataset into spatial components with corresponding time courses. But 
instead of maximizing the orthogonal variance of components, ICA uses the fundamental 
assumption that components should be statistically independent and therefore the variance per 
component becomes somewhat irrelevant [98, 99]. As noise in fMRI tends to have different 
distribution qualities from meaningful signal, ICA has become a very handy tool for separating 
noise components, but the onus is on the user to identify and eliminate them. There are many 
‘flavors’ of ICA implementations, some temporal, others spatial (which most often used for fMRI), 
and still more with various approaches to defining statistical independence between components.  
3.1.1.3 K-means clustering 
K-means clustering is a simple and robust partitional algorithm which dates back to over 50 years 
ago in multiple scientific fields [100]. The k-means algorithm iteratively computes the distance 
between elements of current clusters and reassigns clusters according to closest between-element 
distance until convergence. For spatiotemporal datasets, the k-means algorithm can be leveraged 
similarly to ICA and PCA to find spatial clusters of pixels and their representative time courses. 
Initialization of clusters, the number of clusters sought (the ‘k’ of k-means), and distance metric is 
chosen by the user. For the case of clustering pixels or voxels with their respective time courses in 
WFOM or fMRI data, Pearson’s correlation is the most sensible distance metric, and a comparison 
of various initialization parameters (from random to seeded by known spatial ROIs) can provide a 
sense of reliability of clustering results. In the case of more complex data sets with a good number 
of clusters (on the order of 10 or more), it is advisable to set the number of iterations sufficiently 
high such that the algorithm can converge. For datasets where k-means does not reliably converge, 
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it can usually be concluded that SNR is insufficient or the distance metric is inappropriate. 
Determination of the appropriate number of clusters, k, is also an important consideration when 
applying k-means, and strategies such as checking a range of k values with each corresponding 
amount of variance accounted for by the components compared to the variance of the total dataset 
can aid in choosing k optimally [101]. 
In addition to the simplest k-means algorithm which only assigns one cluster per element (hard 
clustering), soft clustering variations which allow for associations with multiple clusters per 
element such as fuzzy k-means and fuzzy c-means have also been developed [102, 103]. Though 
the hard-clustering k-means provides a very straightforward way to visualize data, fuzzy clustering 
methods are much more representative of the more generally applicable distributed neuronal 
representation found in regions such as visual cortex (V1) and the existence of gradual borders 
between cortical regions consisting of different cytoarchitectures [104, 105]. 
3.1.1.4 Hierarchical clustering  
Whereas k-means is a partitional algorithm, another popular category of clustering is hierarchical 
clustering, where clusters are grouped in a nested fashion (most easily visualized as a dendrogram, 
shown in Figure 16). In contrast to partitional algorithms, which do not involve automatic ranking 
or sorting of components, hierarchical clustering algorithms assign levels of groups based on inter-
cluster similarity [106]. The distance metric between these groups is user-determined, and often it 
makes the most sense to use the same metric with which each of the clusters were first generated. 
Hierarchical clustering is in fact extremely simple to apply to results from partitional clustering 
algorithms, and this approach is often used for analyzing fMRI and similar wide field cortical 




Figure 16: Dendrogram visualization of hierarchical clustering 
An example of a dendrogram plot of hierarchical clustering performed on 10 normally distributed vectors. Image from MathWorks 
documentation of MATLAB dendrogram function [107].  
3.1.1.5 Graph theory 
Graph theory, an approach by which a system is analyzed by studying the connections (again, this 
distance metric is user-determined) between nodes [108]. For neuroimaging datasets, nodes are 
commonly defined as brain regions and the connection between them as correlation between their 
respective time courses. With datasets where time resolution is high enough to reliably determine 
the order in which several activations have happened within a time frame after a task or event, 
these dynamics can also be represented directionally between nodes using arrows.   
3.1.2 Supervised algorithms for resting state data analysis 
Though BSS algorithms provide a great set of tools to tackle datasets with many unknown 
mechanisms, supervised algorithms can be incredibly useful for examination of dataset for which 
a priori knowledge is available. In the case of resting state neuroimaging data, histological and 
functional atlases of models are widely available, making a supervised algorithm more viable tool 
to supplement observations made with BSS methods. Supervised algorithms are also valuable in 
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the context of smaller and heterogeneous datasets, such as resting state fMRI data aggregated from 
multiple research groups, where fields of view may vary and require a trained clinician or scientist 
to be able to distinguish corresponding regions of interest between subsets of data.  
Here, the supervised method of seeded Pearson correlation is explained, and another method called 
non-negative least squares (NNLS) unmixing will be introduced later in the context of this study 
in Section 3.2.2. 
3.1.2.1 Seed-based Pearson correlation analysis (pixel or voxel-wise) 
Pearson correlation is a standard statistical tool to test the linear correlation between two variables 
by calculating the correlation coefficient ranging from -1 to 1, where 0 signifies no linear 
correlation, 1 positive correlation, and -1 negative correlation. For neuroimaging datasets, 
calculating the Pearson correlation coefficient between the timecourses of each pixel or voxel 
yields a measure of temporal coherence, which can also be visualized as a spatial map with 
reference to a seed region (see Figure 17, top row). Many resting state studies utilize a priori 
knowledge of functional area locations provided in reputable sources such as the Paxinos atlas or 
Allen Institute Brain atlases to produce spatial maps of correlation coefficients and designate 
highly correlated areas as networks of functional activity [109-111].  
Another common visualization of correlation analysis is the coefficient matrix, where instead of 
plotting coefficients as a value in the location of the original pixel, the coefficient is displayed 
across all pairwise correlations (where rows and columns represent the whole set of observations). 
The result is always a square symmetric matrix, where the number of rows and number of columns 
are both equal to number of total observations (in the case of images, the number of pixels or 
voxels), and the diagonal entries are equal to 1 (as these are pairwise correlations of the same 
observation). This correlation coefficient matrix visualization can easily be applied to the 
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timecourse results of any BSS dimensionality reduction algorithm to visualize timecourse 
correspondence and confirm that the BSS algorithm was executed optimally. An example of a 
correlation coefficient matrix applied to the timecourses corresponding to clusters output by a BSS 
clustering algorithm (similar to k-means) is shown in the lower right panel of Figure 17. 
 
Figure 17: Pearson’s correlation used for timecourse analysis of optical recordings of resting state hemodynamic data 
(Top Left) Correlation coefficient spatial maps of every pixel timecourse with that of the seed region (indicated with black circle in 
each image). Seed regions were chosen manually with a priori knowledge of cortical areas of interest. (Bottom Left) (a) Results of 
an unsupervised iterative parcellation algorithm (analogous to k-means clustering) compared to (c) Paxinos histological atlas-
based [110] map in a resting state optical intrinsic signal imaging study in ketamine-anesthetized mouse. (b) A hierarchical 
clustering dendrogram of the found parcels. (Bottom Right) Correlation matrix between components found with iterative 
parcellation algorithm. Figures 3, 4, and 5 of White et al., 2011 [4]. 
Using a sensible combination of supervised and unsupervised methods is the ideal way to explore 
a resting state dataset acquired via neuroimaging, and with the goal of eventually building a model 




3.2.1 Preliminary analysis with BSS 
3.2.1.1 Unsupervised methods of BSS 
In order to better understand the spatial patterns of neuronal and hemodynamic activity observed 
in the WFOM data obtained from the Thy1-GCaMP6f mouse model and to grasp how they may 
relate to those observed in resting state data measured with fMRI and other optical modalities, the 
use of unsupervised blind source separation (BSS) methods was explored, similar to those already 
commonly employed in the resting state fMRI field. Blind source separation is a major category 
of machine learning algorithms used heavily in resting state fMRI, and notably includes methods 
such as independent component analysis (ICA), principal component analysis (PCA), singular 
value decomposition (SVD), k-means clustering, fuzzy c-means clustering, hierarchical clustering 
and graph theory. Unsupervised methods (assuming the data has a high enough SNR and some 
detectable structure) allow for unbiased data mining and are especially appropriate for preliminary 
and explorative analysis of large uncharacterized datasets such resting state fMRI or in the case of 
this study, the hemodynamic and neuronal signals collected in WFOM.  
PCA analysis of a given neuronal dataset generally yields components that are clearly linear 
mixtures of local activity (which could be visually observed in the data as distinct regions of 
activity) rather than well-separated components, indicating that the method was not appropriate in 
our case. ICA, on the other hand, yielded more distinct components with a sufficiently high number 
of components set by the user, but often split areas that activate bilaterally into unilateral 
components, and also includes components that consist of primarily noise, and required manual 
tweaks to assign regions accurately. This is consistent with resting state fMRI literature, where the 
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same types of unilateral splits are observed in ICA component results and require manual curation 
to re-group appropriate bilateral pairs [112]. 
Finally, (Pearson) correlation-based k-means clustering was applied to neuronal and hemodynamic 
WFOM data and resulting components were much more robust and maintained bilateral symmetry 
as long as the appropriate number of components was chosen, from about ~9 up to about ~12. If k 
values were chosen at lower values outside of this optimal range, components would cluster 
together regions that were generally observed activated separately, while higher values outside of 
the range caused the emergence of separated unilateral clusters of areas that generally activate 
together. It became apparent that there existed a consistent longitudinal spatial organization of 
neuronal activity which appeared to remain similar between different days (i.e. imaging sessions) 
as seen in Figure 18 and also bore similarities between different animals. Many of these regions 
also resembled known anatomical regions, in agreement with previous literature shown in Figure 
19. In the case of the whisker barrel and paw related somatosensory areas and visual areas, region 
locations could be directly identified and indeed matched those found by the k-means clustering 
algorithm. Therefore, it was concluded that correlation-based k-means clustering is an effective 
















   
  
Figure 18: K-means analysis on WFOM dataset; Functional cortical atlas; K-means clustering of neuronal and hemodynamic 
activity in different frequency bands 
(Top: First and Second Row) K-means clustering of resting state neuronal activity over three different weekly sessions in two 
different mice. (k = 9 components). Component colors reordered by location for facilitated visual comparison between images. 
Functionally connected areas found by k-means clusters remain fairly consistent over sessions (with some variation along region 
borders) in the same animal and also exhibit similarities between different mice. (Center Panel) Color-coded cortical functional 
area atlas adapted from Allen Institute Brain Atlas by Dr. Elizabeth Hillman. Many of the regions delineated by k-means clustering 
correspond to well-known anatomical regions such as the primary somatosensory forepaw, hindpaw and barrel field as well as 
primary and secondary visual regions. (Bottom Panel) K-means clustering of resting state neuronal and deoxy-, oxy- and total 
hemoglobin (k = 9 components, 180s duration). K-means clustering of neuronal activity across both lower (<1 Hz) and higher 
frequency (>3 Hz) band exhibit localized spatial components. In contrast, the clusters of hemodynamic data in lower frequencies 
showed very similar spatial patterns, but do not contain the same spatial localization above 3 Hz, confirming that hemodynamic 
activity originates from underlying neuronal activity but cannot fully represent its higher frequency content. Component colors 
reordered by location for facilitated visual comparison between images. Scalebar = 5 mm. 
In addition to these clustering results, frequency analysis was applied and correlation-based k-
means was executed on the same dataset for GCaMP and deoxy-, oxy- and total hemoglobin 
signals low-pass filtered at 1 Hz and high-pass filtered at 3 Hz, with results shown in Figure 18. 
GCaMP signals are much more robust over both low and high frequency ranges, with the same 
consistent spatial organization being found throughout. While hemodynamic activity < 1 Hz does 
also contain these same patterns, which indicate that the neuronal activity is indeed the underlying 
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source, hemodynamic activity is generally a slower event and cannot represent the high frequency 
nuances of neuronal patterns. It is important to remember here that since fMRI BOLD signal is a 
measurement based on changes in deoxy-hemoglobin, and fMRI acquisition is relatively slow (~1 
Hz), the modality will also not be able to capture the nuances of higher frequency neural activity. 
However, since lower frequency hemodynamic activity can still encode the spatial patterns found 
in neuronal activity, the functional connectivity observations in fMRI literature are strongly 
supported by this finding. 
Preliminary analysis using the k-means clustering algorithm demonstrated the existence of 
longitudinally present spatiotemporal patterns in resting state neuronal and hemodynamic activity 
in the awake Thy1-GCaMP mouse. However, the k-means algorithm does not allow for shared 
pixels between cluster borders, a feature which is well-known to exist within the brain and 
manifests as the fuzzy borders between functional cortical regions [105]. Therefore, the next 
algorithm which was applied, which would allow for pixels to be shared as a linear combination 
of components, was a simple linear unmixing model called non-negative least squares (NNLS), 
which had previously been useful on different microscopy datasets to unmix distinct neurons based 
on time courses. 
3.2.2 Supervised non-negative least squares modeling of neuronal activity 
The non-negative least squares algorithm unmixes data into a specified number of non-negative 
components using a set of a priori user-selected seeds.  







In this case, the seeds were chosen by averaging time courses from the pixels of the centroids of 
regions most reliably observed in k-means clustering. These averaged time course seeds are then 
used to linearly decompose the dataset into spatial regions, one for each seed. The result is a simple 
linear model with spatial and temporal components which can be used to reconstruct the original 
data by simply matrix multiplying the spatial components (𝑀𝑛(𝑟)) with their corresponding time 
courses (𝑇𝑛(𝑡)). 
Just as analogous known functional areas could be spotted in k-means clusters, in Figure 19, one 
can observe that the unmixed spatial component results of NNLS also resemble bilaterally 
symmetric virally traced network maps available from the Allen Institute Brain Atlas database. 
These bilateral patterns are also consistent with those previously observed in rat data collected 
under various anesthetic conditions (with the exception of high concentrations of isoflurane which 
induced globally correlated activity). The results of NNLS analysis generally account for about 
~80-90% of variance of data modeled and the residual also tends to contain unilateral events and 
noise. While further statistical testing is required to verify that NNLS is indeed a faithful basis 
representation of neuronal data, preliminary data suggests that it is a model that is potentially useful 






Figure 19: Spatial components resemble anatomical and viral trace atlases. 
(Top Row) Non-Negative Least Squares (NNLS) component results alongside virally traced networks from Allen Institute Brain 
Atlas. Left: Seed region selection, Right: All spatial component results color-coded and displayed together. (Left Column) Individual 
components displayed with distinct colors and generally exhibiting bilateral symmetry are shown alongside similar histological 
connectivity results of viral injections (Right Column). Color of border of seed region boxes in top right image correspond to color-
coding of spatial components in top right and left column. 
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3.2.3 Epochs of differently modulated neuronal activity  
Furthermore, a trial-by-trial visualization of the spatial and time course components of NNLS 
reveals that the temporal aspect of neuronal activity exhibits complex fluctuations that can happen 
throughout or between the 180s duration trials. To further investigate these occurrences, standard 
deviation across component activity (per each time point) and spectrograms were plotted alongside 
GCaMP time courses.  
. 
Figure 20: NNLS results of two different 180s epochs 
(A) The results of NNLS with 9 components for two different 180s epochs within the same imaging session (in the same mouse). 
Standard deviation was calculated across GCaMP component signals per each time point. Spectrogram of mean GCaMP time 
course was calculated with a window of 20 data points and 5 overlap between each. GCaMP time course of each region, color-
coded by region, plotted below spectrogram. Background gray bars indicate epochs during which the mouse moved. Three types 
of epochs outlined are outlined in red and labeled: (1) asynchronous-activity non-locomotive, (2) low-activity non-locomotive, and 
(3) locomotive.  (B) (Left) A masked fluorescence still showing locations of seed regions (color coded) in the cortex, which were the 
same for both epochs. (Right) Resulting thresholded spatial components after NNLS unmixing of time courses from chosen seed 
regions, corresponding to first epoch shown on the left of (A) and the second epoch shown on the right of (A).  
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Three different distinct modulations or states with regards to the spectral and temporal content of 
resting state neural activity were observed, shown also in red bordered boxes in Figure 20: (1) 
asynchronous-activity non-locomotive periods of extremely frequent and distinct incoherent 
events with an increase in power over most of the frequency range available for viewing, (2) low-
activity non-locomotive periods of ‘calm’ activity when the animal is not moving and neural 
activity is of relatively low amplitude and frequency, and (3) locomotive periods when the animal 
moves (as indicated by the gray shaded backgrounds in Figure 20 and Figure 21) which is often 
accompanied by a subsequent increase lower frequency band (< ~2 Hz) power.  
One notable observation is that the asynchronous activity epochs appear to be more likely to occur 
towards the end of the two-hour imaging sessions (especially after a series of multiple 1s and 5s 
whisker barrel stimulus trials) and after extended periods of the animal being stationary. In fact, 
occurrences of locomotion generally appear to temporarily disrupt this type of activity—this can 
be observed in runs L1, L2 and M1 in Figure 21, where the epochs of gray background that 
indicates running are accompanied by disruption to high-frequency asynchronous activity, 
whereas runs L3, M2 and M3 which do not contain running are uninterrupted.  
Another important aspect of this type of activity is that the unmixing of spatial NNLS components 
in this condition is much less likely to contain large amounts of vascular artefacts during these 
types of epochs whereas those of datasets that contain stationary calm or locomotion epochs do. 
This can be seen in Figure 20, where the unmixed NNLS components unmixed from two 180 s 
trials (the trial displayed on the left containing asynchronous activity and the trial on the right 
containing a mix of all three activity types) using the same seed regions are juxtaposed.  





Figure 21: Concatenated NNLS results for one imaging session. 
(Left) The results of NNLS with 9 components concatenated over an entire imaging session (in the same mouse). Standard 
deviation was calculated across GCaMP component signals per each time point. Spectrogram of mean GCaMP time course was 
calculated with a window of 20 data points and 5 overlap between each. GCaMP time course of each region, color-coded by region, 
plotted below spectrogram. (Right-Top) A masked fluorescence still showing locations of seed regions in the cortex.  (Right-Below) 
Resulting thresholded spatial components after NNLS unmixing of time courses from chosen seed regions (for runL3). 
3.2.4 Further validation of patterns in an updated transgenic mouse model 
These three modulated states were observed in resting state runs across all Thy1-GCaMP6f mice. 
However, in order to verify that these were not strain specific, analogous imaging and analysis was 
performed in Thy1-jRGECO1a mice. Though the strain was different, the promoter on which the 
calcium indicator was expressed was identical, allowing for an interesting comparison of the same 
type of expression across two different GECIs. As jRGECO1a is a red-shifted GECI, a 565 nm 
LED was used for illumination instead of the 490 nm LED used for GCaMP6f. At this point in 
time, a rotary encoder was also integrated into the WFOM imaging setup, further enhancing 
behavioral monitoring with a direct readout of wheel motion.  
K-means clustering was performed on jRGECO1a neuronal data. In contrast to Thy1-GCaMP6f 
data, which performs well with k at about 9-12, jRGECO1a neuronal data could handle clustering 
with values of k well above 20 and upwards of over 100. In Figure 22, the k-means clusters were 
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found with k = 76, and the correlation coefficient matrices between all 76 cluster mean timecourses 
were calculated for every 1 second segment of the data. These coefficient matrices were further 
grouped by using k-means with a k=3, into three distinct states, and their occurrence in time plotted 
alongside standard deviation across components, grand timecourse average spectrogram, activity 
of each cluster, and motion as measured by the rotary encoder. State 3 (in dark red) appears to be 
the most associated with movement which occurs in the first two minutes of the recording, while 
states 1 (dark blue) and 2 (green) appear to alternate during durations of time without movement.  
 
Figure 22: Thy1-jRGECO1a modulated state analysis  
(Top Left) K-means clustering (k=76) on jRGECO1a data from a 10 min resting state trial. (Top Right) Three correlation coefficient 
matrix states found by calculation of correlation coefficients matrices for all 76 component timecourses for every 1 second epoch 
of the trial, then k-means clustering of all of the correlation coefficient matrices (with k=3). (Bottom) Standard deviation across 
components, grand mean time course spectrogram, assigned state according to correlation coefficient matrices shown in (Top 
Right), an image-plot of mean neuronal activity traces of all 76 components, and movement indicated in gray bar backgrounds. 
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State 2 in particular appears to line up with times where the spectrogram resembles that of the 
asynchronous-activity non-locomotive periods observed in the Thy1-GCaMP6f mouse. While the 
differences in the nature of the jRGECO1a data are certainly noticeable, especially in the number 
of clusters appropriate for the k-means algorithm, the three states that are obtained through this 
combination of unsupervised BSS and supervised correlation methods appear similar in structure 
to the three previously shown for Thy1-GCaMP6f mice in Figure 20 and Figure 21.  
Though further work is needed to verify what these states signify, it appears that they are present 
across multiple mouse lines and are possibly related to mouse movement, the absence of movement, 




4 Chapter 4    
Mouse Model of Glioma 
4.1 Introduction 
4.1.1 Glioma  
Gliomas are brain tumors which arise from glial cells in the brain or spine, accounting for about a 
third of all brain tumors and 80% of malignant brain tumors, notorious for low survival rates [113-
116]. High-grade (WHO grade IV) malignant glioblastomas are characterized by vascularized 
tumors, angiogenesis, vascular disruption, aggressive cortical infiltration, and breakdown of the 
blood-brain barrier (BBB) [117, 118]. Patients with high-grade glioblastoma generally face a short 
median survival of 15 months [118]. In contrast, low-grade (WHO grade I or II) gliomas are 
characterized by diffuse infiltration along white matter tracts and vasculature, disruption between 
astrocytic endfeet, as well as accumulation around neuronal soma (perineuronal satellitosis), with 
median survival times of 4 – 13 years [113, 119, 120].  
At first glance, it may appear diffusely infiltrating gliomas have better survival times and would 
therefore be a more favorable diagnosis than high-grade—however, ~80-90% of diffuse diffusely 
infiltrating glioma patients experience seizure activity (often resistant to antiepileptic drugs) 
compared to about ~60% high-grade glioma patients [118, 121, 122]. These frequently occurring 
seizure-related symptoms are not only difficult to manage, convulsions are known to exacerbate 
cognitive deficits, which can worsen further with the use of anti-epileptic drugs [123]. Low-grade 
astrocytoma in particular can also gradually progress to secondary glioblastoma, making it 




 Figure 23: Diffusely infiltrating glioma treatments  
(Left) A schematic of standard surgical resection of diffusely infiltrating glioma in an area associated with critical cognitive 
functions. (Right) A flow chart of treatments generally implemented for diffusely infiltrating glioma patients over the course of 
resection and post-resection monitoring. Figures 1 and 2 respectively from Dixit, 2017 [116]. 
4.1.2 Standard treatment and imaging of glioma 
Treatment of many primary brain tumors generally begins with surgical resection of the tumor and 
any identifiable infiltrated brain, the goal being to remove the glioma as completely as possible. 
Resections involve very intensive craniotomies and if a tumor happens to be located nearby a 
cortical region related to higher cognitive functions such as speech, great care must be taken to 
avoid damaging these areas during removal of the tumor tissue. To ensure the maximal 
preservation of these cognitive functions, the location of the tumor is anatomically mapped (most 
commonly with MRI) along with the cortical regions of interest using methods such as task-based 
fMRI or electrophysiological stimulation (see left panel of Figure 23) during awake craniotomy 
with patient feedback [116].  
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Contrast-enhanced T1-weighted MR images generated with intravenous (IV) injection of 
Gadolinium-based contrast agents into the subject are routinely used for visualizing the location 
of tumors owing to the preferential accumulation of Gadolinium in tumor cells [124]. As high-
grade glioblastomas are accompanied by blood-brain barrier disruption, contrast-enhanced T1-
weighted MR is a very effective method of glioblastoma tumor delineation, as seen in the top row 
of Figure 24. However, as is shown in the bottom row of the same figure, diffusely infiltrating 
glioma is generally non-enhancing in T1-weighted MR images despite the addition of contrast and 




Figure 24: Contrast-enhanced imaging high-grade glioblastoma vs diffusely infiltrating glioma 
(Top Row) Pre-contrast T1-weighted (a) and T2-weighted (b) MR images and post-contrast T1-weighted (c) in a 46-year old male 
patient with grade IV glioblastoma. Contrast enhanced image shows outline of tumor mass. (Bottom Row) Pre-contrast T1 (a), T2 
(b) and post-contrast T1-weighted (c) MR images in a 42-year old male patient grade II astrocytoma. Contrast enhanced image 
does not differ significantly from original pre-contrast T1 image. Adapted from Figure 1 and 3 from Hakyemez, 2005 [125]. 


















On the other hand, T2-weighted and fluid-attenuated inversion recovery (FLAIR) MR imaging 
readily allow radiologists to readily detect the presence of any glioma-related signal change 
regardless of its grade, as can be seen in the center images of Figure 24 [113].  
Even with the many MR imaging tools available to clinicians, it is not trivial to identify the 
infiltrating edge of a tumor. It is this very issue that makes it so frustrating to wholly eradicate a 
glioma tumor (increasing risk of post-resection recurrence). There are, of course, further treatments 
to address any possible remaining glioma cells that continue to proliferate after resection, which 
include radiotherapy, chemotherapy, and additional minor resections (see Figure 23). The trouble 
with diffuse glioma is indeed the precarious balance of eliminating any remaining cancer cells to 
prevent regrowth while preserving the healthy cortical tissue and vasculature with which the 
infiltrating edge of the tumor is closely intermingled, especially if that adjacent healthy tissue 
happens to be involved with cognitive function. More recently, the chemotherapy agent 
temozolomide has been tested alongside known effective treatments like radiotherapy with 
promising results for high-grade glioblastomas and possible application to diffusely infiltrating 
glioma (especially in the context of post-resection elimination of cancer cells) [113, 121].  
In order to truly develop effective treatments for glioma that can completely and dependably 
eliminate cancer cells without harming healthy ones, a more targeted approach is undoubtedly 
preferred. Aspects of cell microenvironment such as growth factors and their receptors, as well as 
known mutations and cellular mechanisms associated with tumor growth allow for testing of drugs 
designed to disrupt these particular phenomena [126]. Another angle of attack is the vector with 
which a drug can bypass the blood-brain barrier and be delivered to the tumor, ranging from 
nanoparticles to ultrasound targeted microbubbles, especially since select contrast agents for MR 
and PET are already known to accumulate preferentially in cancer cells [127-129].  
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4.1.3 Pre-operative and intra-operative functional neuroimaging 
Aside from the structural changes of glioma commonly observed in the structural MRI modalities 
above, symptoms of seizure and cognitive deficit indicate the added presence of functional activity 
changes. This knowledge, along with that of studies that have observed neurovascular uncoupling 
and altered functional connectivity in glioma patients [130-132], points to the option of modalities 
such as optical imaging or resting state fMRI to seek changes in functional activity and 
hemodynamics in the local area of the tumor and perhaps even more distant [117, 133].  
 
Figure 25: Observation of 0.1 Hz hemodynamic oscillation in awake human glioma patient 
(A) 530 nm illumination, with four colored squares indicating ROIs from which time courses shown in (B) were averaged. (C) 
Spectral analysis of timecourses shows peaks at approximately 01 Hz, especially for ROIs 2 (cyan) and 3 (orange). Adapted from 
Figure 1 of Rayshubskiy et al., 2014 [133]. 
68 
 
Using a high-speed strobed MS-OISI optical imaging setup mounted to a surgical microscope for 
intraoperative imaging, Rayshubskiy et al. measured oxygenated, deoxygenated and total 
hemoglobin in two patients, including an awake 35-year old female subject with frontal lobe 
oligodendroglioma undergoing resection [133]. 0.1 Hz oscillations in hemodynamic activity were 
detected in the vasculature and parenchyma in the vicinity of the tumor, as shown in Figure 25. To 
ensure that motor cortex would not be damaged during resection and cause deficits, a 3 second on 
- 3 second off button press task was performed while recording fMRI. In a particular region distal 
to the motor cortex and closer to the tumor (ROI 2, indicated in green in Figure 26), ~0.1 Hz peaks 
were also detected (see Figure 26). 
 
Figure 26: fMRI signals in same subject also contain ~0.1 Hz oscillations 
(A) Same field of view of optical imaging in patient. (B) Square outlined in white dashed line indicates corresponding field of view 
in sagittal T1-weighted MR image (ROI2 and 3 in green and blue respectively). (C) Another sagittal plane image in same subject 
with left hand motor cortex (ROI 1 in red). (D-F) Timecourses of fMRI signal from three voxels shown in (C-D). (G) Spectrum of 
three timecourses in linear and log-log (inset) scales. Adapted from Figure 4 of Rayshubskiy et al., 2014 [133]. 
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Another recent study in 2016 by Chow et al. also demonstrated the detection of vascular 
modifications by glioma in five patients via changes in resting state BOLD fMRI signal localized 
to the tumor and surrounding edema by utilizing fMRI, contrast-enhanced T1 and FLAIR MR 
images [117]. This distinction between tumor (contrast-enhanced), edematous peritumor (visible 
in FLAIR images) and control (non-tumor) regions as seen in Figure 27 is crucial, as these results 
indicate that functional activity changes occur not just within the tumor region, but beyond the 
extent of blood-brain barrier disruption indicated in the contrast-enhanced T1 images.  
 
Figure 27: Contrast-enhanced T1 and FLAIR, and fMRI images for five glioblastoma patients  
Contrast-enhanced T1-weighted, FLAIR, tumor- and control-timecourse seeded fMRI BOLD signal z-statistic images for five 
glioblastoma patients (35 yr old female, 54 yr old male, 35 yr old male, 61 yr old male, 57 yr old female). Peritumoral region outline 
extracted from FLAIR image ands overlaid as green border on fMRI images (necrotic center omitted). Highest z-statistic strength 
for tumor is generally contained within contrast-enhanced tumor area seen in contrast-enhanced T1 and peritumor edematous 
area appears strongly related to the tumor area. Conversely, control z-statistics are low or even anti-correlated to peritumor area. 
Figure 2 from Chow, 2016 [117]. 
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Furthermore, whether the infiltrating edge location corresponds more to the contrast-enhanced 
border, edematous peritumor border, or areas with functional changes remains unclear. The exact 
mechanisms of glioma cell microenvironment that impact the vasculature and its activity, in turn 
allowing for detection of functional activity changes via resting state fMRI are also unclear, and 
difficult to study comprehensively in human patients.  
4.1.4 Animal models of glioma 
Glioma, as expected for any frequently occurring and difficult-to-treat disease, has been an 
extremely active area of research with animal models since the 1970s [134]. As rodents are 
mammalian but still extremely accessible to the scientific community and quicker to breed than 
larger canine models, rats and mice remain the most used. An additional advantage for murine 
models is wide availability of genetic tools to produce transgenic lines conducive to the study of 
particular disease models.  
Protocols to produce xenograft models of brain tumors actually involve the direct injection of 
human or mouse glioma cells into the cortex or subcutaneously in immunocompromised or 
immunosuppressed mice, but this model does not necessarily capture the nuances of cancers that 
arise and develop in human patients, though patient-derived models perform better in terms of 
predictive testing of therapeutics including chemotherapy agents [134, 135]. The need for 
immunocompromised mice to generate xenograft models is due to robust immune rejection of non-
host cancer cells, an aspect which causes many to doubt the utility of mouse models testing 
treatments for eventual use in patients [136, 137]. Some patient-derived xenograft model studies 
have nonetheless provided platforms to probe drug resistance in cancer cells, particularly cells 
remaining after initial treatments [136, 138, 139]. 
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In light of the issues with xenograft-based techniques, a more ideal model would then be a reliable 
generation of spontaneous cancer within the mouse cortex without external injection, giving 
researchers the opportunity to observe cancer glioma development longitudinally without added 
confound of immunocompromised mouse strains [134-136]. Just like any other mouse model of 
disease, the genetically engineered models which aim to produce this spontaneous generation of 
cancer are incredibly complex and many factors must be taken into account for reliable induction 
in the murine host. The two most common methods for cancer induction in mice are germline 
modifications (genetic mutations in heritable cells, namely sex cells or embryos) or somatic cell 
gene transfer through the use of viral vectors, though incorporating additional carcinogenic 
environmental- (e.g. UV light for melanoma) or pathogen-related (e.g. HPV for cervical cancer) 
factors can also help investigate these elements known to play a part in human cancers [135, 136]. 
Humanized mouse models, which are in active development and also widely available for 
researchers to utilize, may also be another avenue by which both xenograft-based and genetically 
engineered mouse models of cancer can be improved for more faithful representation of the 
complex human glioma microenvironment [136, 140]. Canine models, used for over four decades 
in cancer research, do have the benefit of being closer to humans in the evolutionary sense, and 
dogs also develop spontaneous brain tumors (including gliomas) frequently compared to other 
domesticated species [134]. With their larger brain sizes relative to murine models and immune 
responses more akin to humans, canine models are more likely to yield comparative clinical results 
for treatments such as immunotherapy. Porcine models and feline models are additional vertebrate 
options for larger-sized brain models, along with much smaller and perhaps less obvious species 
such as zebrafish and drosophila melanogaster which are quicker to breed, possess simple 
genomes for manipulation, and are small and transparent as larvae and therefore easy to image 
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with standard microscopy techniques [134, 141, 142]. Ultimately, the bulk of preclinical cancer 
research is focused on the mouse model despite its limitations, as it still remains the most efficient, 
accessible and modifiable of vertebrate species. 
4.2 Methods  
In light of resting state fMRI studies as well as multi-spectral optical intraoperative imaging study 
that have detected hemodynamic signal changes in the glioma area in humans, it is a logical next 
step to further characterize the mechanisms with relation to neurovascular coupling that contribute 
to these apparent functional changes that accompany structural changes. Wide field optical 
mapping (WFOM) imaging is well-suited for longitudinal imaging of neuronal and hemodynamic 
activity during the course of tumor development in mouse model of glioma. The use of a mouse 
model also allows for access to extensive behavioral monitoring and whole brain histopathology, 
whereas in human patients monitoring is less viable and histological sampling is limited to pre-
operative biopsies or tissue obtained during tumor resection. Presented here, in collaboration with 
Dr. Peter Canoll, Dr. Athanassios Dovas, and Nelson Humala, is an adaptation of the WFOM 
awake mouse model imaging paradigm introduced in Section 2.2 as a novel method to 
longitudinally image neuronal and hemodynamic activity in an awake diffusely infiltrating glioma 
Thy1-GCaMP6f mouse model to identify functional activity changes during tumor development.  
4.2.1 Preliminary studies 
Pilot studies of urethane-anesthetized imaging in mouse models of high-grade glioma were 
conducted. We then sought to eliminate anesthetic confounds on neuronal and hemodynamic 
activity and shifted to an awake mouse paradigm. A diffusely infiltrating glioma model better 
suited for longitudinal study was generated by the Canoll lab, and was integrated with the Thy1-
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GCaMP6f mouse model for longitudinal awake imaging by members of the Hillman and Canoll 
labs. 
4.2.2 Diffusely infiltrating glioma induction 
Diffusely infiltrating gliomas were induced by PDGFA-IRES-Cre retrovirus injection in 
transgenic C57BL/6 mice with floxed p53 (for knock out of tumor suppressors), stop-flox 
RPL22HA (ribosomal protein mutation for expression with Cre-Lox recombination) and stop-flox 
mCherry-luciferase (also for expression for fluorescence and bioluminescence imaging of cancer 
cells). These PDGFA+/TP53-/- mouse glioma cells were then harvested3, expanded in culture [143], 
and slowly injected 1.5 mm deep into the cortices of three Thy1-GCaMP6f mice 2 mm anterior 
and 2 mm lateral of the bregma with a Hamilton syringe immediately after the same thinned-skull 
preparation described in Section 2.2.2. After the needle had been carefully retracted to decrease 
backflow, the thinned-skull was completed as previously described with a protective layer of liquid 
formulation cyanoacrylate glue and the headplate secured to the skull along the preparation border 
with gel cyanoacrylate glue. Recovery also followed the same previously mentioned paradigm.  
4.2.3 Imaging paradigm (WFOM)  
Imaging was conducted 3-5 times a week for each mouse for up to 2 hours per session with WFOM 
simultaneous GCaMP fluorescence and hemodynamic reflectance collection via the Andor Zyla 
sCMOS camera at 50.25 Hz frames per second. Each session included resting state recordings, and 
full-length session recordings also included tactile left and right whisker barrel stimulus (5 second 
whisker stimulus applied with an up-down sweeping bar at 30 Hz). Full length sessions were 
recorded 2-3 times a week, and in later weeks intermediate shorter resting-state only sessions were 
 




interspersed. Each session was concluded with an mCherry fluorescence image acquisition for the 
same field of view.  
Webcam monitoring of mouse behavior was illuminated with an infrared LED and collected along 
with each dataset. At the end of each session the mouse was given a grain-based treat upon return 
to its cage. For the first week of imaging, animals not being imaged that day were acclimated with 
15-30 minute sessions in identical restraint hardware separate from the imaging rig.  
Animals were monitored daily for symptoms of tumor burden. Webcam monitoring for the last 
two weeks of imaging was set up in the home cage of all three animals in the cohort to check for 
instances of convulsive seizures outside of imaging. If animals exhibited symptoms of pain, altered 
behavior or weight loss of 20% or more, animals were euthanized via cardiac perfusion under 5% 
isoflurane with PBS and brains were extracted and fixed in 10% neutral buffered formalin. 
4.2.4 Histology  
Histological analysis was performed in coronal section slices on two mice of the same model that 
did not undergo thinned-skull preparation or longitudinal imaging, as well as in whole brain of 
three mice that were imaged with WFOM and subsequently euthanized. Coronal sections from 
non-imaged mice were sliced, cleared, and stained with primary antibodies for aquaporin-4 
(AQP4), hyaluronic acid (HA), NeuN protein, CD34, and Isolectin B4 (IB4). Whole brains from 
imaged mice were also cleared and stained. A Nikon A1RMP multiphoton confocal microscope 
and 25x/1.10 NA objective was used to acquire confocal (488, 561 and 639 nm) and two-photon 
images (820 nm) with 5 µm step size, and stacks generated with ImageJ software. 
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4.2.5 Analysis methods 
As before, red (630 nm) and green (530 nm) reflectance signals were converted into changes in 
oxygenated (HbO) and deoxygenated hemoglobin (HbR) concentrations. Total hemoglobin (HbT) 
was calculated as the sum of HbO and HbR. GCaMP6f fluorescence signal (excited at 490 nm) 
was converted to ΔF/F (mean subtracted and normalized) and corrected using Excitation-Emission 
(‘Ex-Em’) method as described in (Ma et al., 2016) to remove hemodynamic absorption 
contamination. 
Data for each mouse was registered to the field of view of its first recording session using rigid 
body registration and user selection of matching vessel branching points in each image (this was 
particularly necessary in later sessions when tumor growth began to slightly shift cortical areas). 
Epochs where the animal was neither walking nor running were identified using a thresholded 
standard deviation (plus user verification) of adjacent webcam frames and used for subsequent 
analysis. Data was corrected for minor flickering from illuminating LEDs by multiplication with 
the low-pass filtered full image mean time course and division by the mean full image time course. 
K-means clustering (Pearson Correlation distance, k=22) was applied to the first session GCaMP 
resting state dataset to identify functional regions of interest in a data-driven manner. In instances 
where SNR was particularly low (especially for the glioma region which was a lot quieter than 
other regions), it was important to use different types of spatiotemporal smoothing and the 
aforementioned drift removal to check for regional correlation with pixels from the glioma ROI. 
Webcam data from non-imaging periods of time in home-cages were examined visually—no 
convulsive seizures were detected outside of imaging except for one which occurred in the mouse’s 
cage in the imaging room, though generalized non-convulsive seizures are not obvious and may 
have occurred throughout glioma progression between recordings.  
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Pearson correlation map analysis was applied for data of each session pixel-by-pixel to GCaMP 
and HbT signals (preconditioned with a 5x5 pixel spatial box filter) of functional regions (glioma 
injection site, contralateral to glioma, forepaw, whisker barrel and visual cortex) selected from k-
means clusters. Whisker stimulus time courses extracted from the localized region of response 
were averaged per session. Trials containing running during, immediately before, or after the 
stimulus period were identified by thresholding the standard deviation from images from 
corresponding webcam data and were excluded from averages. Trials where hemoglobin 
concentrations continued to drift post-stimulus rather than returning to baseline were assumed to 
have been immediately followed by running and were also excluded from averages. 
Spike triggered average analysis of hemodynamic activity was applied to interictal events observed 
in resting state GCaMP data with the findpeaks MATLAB function and user-verified to be spikes 
of at least 2% (but typically closer to 10% or more) ΔF/F amplitude and at least .1 s in 
width/duration (averaged by session). Peak amplitudes for GCaMP and hemodynamic signals for 
each interictal event were calculated by finding the maximum (or in the case of [HBR], the 
minimum) value for each event, and time to half peak was found by finding the location of the first 
occurrence of half the previously found peak amplitude in the signal.  
Further analysis of IIEs again utilized the findpeaks MATLAB function where potential events. 
Usage of prominence and full-width at half-prominence of peaks was incorporated from methods 
from (Steinmetz et al., 2017). For optimal separation from noise and physiological occurrences of 
GCaMP6f activity, IIE’s were constrained to have a minimum peak of 7%, minimum prominence 
of 2%, full-width at half-prominence between .1 s and 1 s, a prominence to full-width ratio greater 
than twice the ratio of the total data peak prominences median to total data peak widths median, 
and at least 10 frames away from the nearest interictal event. Each event was user-verified with 
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time courses and data visualization to eliminate any spurious motion artifact related events. Event 
image series were thresholded at 6% fluorescence to detect events and observe spatial propagation. 
IIEs that propagated to involve more than 50% of the masked brain pixels were categorized as 
global interictal events, whereas those that did not propagate, or involved less than 50% of the 
cortex were categorized as localized interictal events (Figure 4 and Supplementary Figure S5). 
Generalized seizure epochs were user identified and time courses extracted from selected regions 
of interests on and contralateral to the glioma injection site, as well as from the tumor margin. 
Predicted HBT signal for a given generalized seizure was estimated using the average 
hemodynamic response of preceding interictal events in the same region of interest as the original 
signal convolved with the region GCaMP time course.   
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4.3 Results  
4.3.1 Glioma infiltration and disruptions to neuronal and vascular structure 
Histological analysis (performed by Dr. Athanassios Dovas, a postdoctoral scientist in the lab of 
Dr. Peter Canoll) of the gliomas induced in Thy1-GCaMP6f mice via injection of mouse-derived 
glioma cells at 22 days and 28 days post injection displayed known characteristics of human 
diffusely infiltrating gliomas, including diffuse infiltration along vasculature (Figure 28D) and 
white matter (Figure 28A), as well as perineuronal satellitosis (Figure 28B).  
 
 
Figure 28: Histological examination of diffusely infiltrating glioma Thy1-GCaMp6f mouse model  
(A) Coronal sections obtained from GCaMP6f positive mice at 22 days or 28 days post tumor cell injection stained with hyaluronic 
acid (HA) (tumor cells; red) and endothelial stain isolectin IB4 (magenta). Scale bar = 1000 µm. (B) 3D rendering of GCaMP6f 
positive neurons (green) surrounded by tumor cells (red). Image dimensions: 80 x 80 x 15 µm (X,Y,Z). (D) Glioma cells (red) show 
a perivascular mode of invasion (arrowheads), without aquaporin-4 (AQP4) astrocytic endfeet displacement. Vessels were stained 
with IB4 (magenta). Scale bar = 50 µm. (E) Representative fields of glioma at the indicated time points and locations. AQP4 
association with IB4-positive vessels is intact in uninvaded brain and tumor margins but gets disrupted with tumor burden. Scale 
bar = 100 µm. All histology, confocal imaging, figure and figure caption work for this figure performed by Dr. Athanassios Dovas 
in the laboratory of Dr. Peter Canoll. Figure adapted here for formatting and clarity from Montgomery MK and Kim SH and Dovas 
A, 2019, (manuscript in preparation) [144]. 
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Changes in cell density and integrity due to glioma infiltration were more pronounced in the tumor 
core and more graded along the infiltrative margins (Figure 28E). The tumor core, as expected, 
contained the highest cellular density of glioma cells while the margin had sparser density (Figure 
28E, HA stained column). Aquaporin 4 (AQP4), an indication of astrocytic endfeet which 
normally congregate around vessels (endothelial cells were stained with isolectin IB4 to visualize 
vessels), was still well-organized on the vasculature in the tumor margin but became more 
disorganized in the tumor core (Figure 28E, AQP4 column).  
Another notable change was the decreased but not eliminated density of neurons in the tumor core 
(seen in Figure 28A, 26E in GCaMP6f column and quantified in Figure 29 for coronal slices of 
two other mice), which was also detected via WFOM imaging as a very noticeable marked 
decrease in GCaMP6f fluorescence signal in the tumor (Figure 30A, blue signal column). No loss 
of hemodynamic signal was detected in the same region (Figure 30A green column), indicating 
the fluorescence signal change was not due to blood-related changes such as hemorrhage.  
 
Figure 29: Layer V neuron quantitative analysis in Thy1-GCaMP6f diffusely infiltrating glioma model 
(A) Coronal sections obtained from GCaMP6f+ mice at 22 days or 28 days post tumor cell injection stained with NeuN to identify 
neurons and HA for tumor cells. Scale bar = 1000 µm. Lower panels, enlarged insets. (B) Numbers of layer V neurons (per 9x104 
μm2) in tumor margins, core and contralateral to the tumor. All histology, confocal imaging, figure and figure caption work for 
this figure performed by Dr. Athanassios Dovas in the laboratory of Dr. Peter Canoll. Figure adapted here for formatting and clarity 
from Montgomery and Kim and Dovas et al., 2019, (manuscript in preparation) [144]. 
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4.3.2 Changes in bilateral correlation of resting state hemodynamic and GCaMP activity 
Pearson correlation analysis was applied to GCaMP and HbT time series on four brain regions: 
the anterior right frontal cortex (ipsilateral to the glioma initiation site) and anterior left frontal 
cortex (contralateral to the glioma initiation site), and visual cortex areas ipsilateral and 
contralateral to injection site (seed regions colored as dark red and dark blue respectively in Figure 
30D). Correlation in both GCaMP and HbT signals in the left and right visual cortex, both of which 
were distal to the tumor, remained largely stable over time. 
 
Figure 30: Correlation of GCaMP and hemodynamic signals between tumor and non-tumor regions over time (Mouse 2) 
(A) Images of raw fluorescence signal showing progressive loss of GCaMP fluorescence with no corresponding loss of 
hemodynamic signal. Magenta asterisks indicate approximate site of glioma injection. (B) Maps of correlation to a seed region, 
outlined in black, for GCaMP and hemodynamic data. (C) Individual time courses taken from representative runs and averaged 
across regions in the tumor and non-tumor areas of the brain. (D) Top: Map of k-means seed regions used in correlation analysis 
with frontal (red diagonal hatch line fill). Center: Bar plots of both GCaMP and hemodynamic correlation in frontal (gray with 
diagonal hatch line fill) and visual regions (gray fill) as tumor progresses, shown for one representative animal. Bottom: Slopes of 
regression lines for GCaMP and hemodynamic correlation values shown for one representative animal and across all animals 
(error bars are standard error across animals). Significance across all animals was calculated using paired, two-sample, two-tailed 
t-tests between non-tumor and tumor regions for each channel at significance of p < 0.05 (*) and p < 0.005 (**). Figure from 
Montgomery and Kim and Dovas et al., 2019, (manuscript in preparation) [144]. 
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However, correlation between the anterior right (ipsilateral) tumor-bearing cortex and the anterior 
left (contralateral) frontal cortex decreased over time, such that there was a significant difference 
in the slopes of linear fits to correlation coefficients over time for both GCaMP6f and HbT (Figure 
30D, center to bottom bar plots). This trend, shown for one representative animal in Figure 30, 
was seen across all three animals in the cohort (as shown for Mouse 1 and 3 in Figure 38 and 
Figure 39 in Appendix B).  
Seeded pixel-by-pixel correlation maps for GCaMP and HbT and representative time courses from 
each of these 4 regions for GCaMP, HbO, HbR, and HbT are also shown in Figure 30 (columns B 
and C). Over the course of tumor development and infiltration, neuronal activity in the tumor 
region decreases in amplitude and high frequency content over the course of tumor progression, 
while the region opposite does not (Figure 30C, gray and black neuronal traces). Hemodynamic 
activity in the tumor region also decorrelates from the contralateral region as it becomes relatively 
attenuated and delayed (red, green, and blue hemodynamic traces).  
Corresponding correlation maps also show this progressive loss of bilateral symmetry in the frontal 
regions, though the tumor margin of the right frontal region had a tendency to be more correlated 
to the contralateral region rather than to the tumor. These observations were again consistent across 
all three animals.  
Despite this dramatic change in correlation, tactile stimulus-evoked responses in both the left and 
right whisker barrel were surprisingly well-preserved during glioma progression in all three mice, 
as seen in Figure 40, attesting to the robust preservation of brain function in non-invaded regions. 
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4.3.3 Seizure and interictal activity 
4.3.3.1 Interictal events (IIEs) 
Consistent with observations of epileptic activity in human patients with diffusely infiltrating 
glioma, two out of three mice had at least one recorded generalized seizure (Figure 31, pink number 
indicating seizure count for session, pink horizontal lines indicate time of occurrence relative to 
session duration). Mouse 1 also had an additional convulsive seizure in its cage at 34 days post 
injection.  
 
Figure 31: Interictal and seizure event frequency and timing during glioma progression 
Full timeline of occurrence of two types of interictal events, and seizures, in each animal during recording sessions (shaded in light 
gray blocks). The day of each recording session is indicated with a dotted vertical black line. Total duration of resting state parts 
of recording sessions varied from .4 hours up to .9 hours. Local events, global events and generalized seizures are indicated with 
horizontal black, orange and magenta lines. One convulsive generalized seizure, which was observed in Mouse 1 but not imaged, 
is indicated with magenta font and asterisk under 34 days post injection. Dark bold vertical lines indicate the day of death of 
animal. Figure from Montgomery and Kim and Dovas et al., 2019, (manuscript in preparation) [144]. 
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Late stage glioma development was also accompanied by the decline in normal behaviors such as 
active navigation of the home cage and the use of nesting material and the increase of sleep activity.   
Spontaneous interictal events (IIEs) were also identified starting from 14 days post injection in all 
three animals and occurred increasingly frequently towards the later stages of tumor development. 
In particular, global IIEs (defined as events where the number of pixels displaying >6% 
fluorescence during IIE-associated activity spanned more than 50% of the total brain pixels) which 
were active across large swathes of cortex, occurred quite frequently in the very end stage of 
glioma development for Mouse 1 and 2. In contrast to global IIEs, local IIEs, defined to span less 
than 50% of total brain pixels, were well-localized to the site where the activity first began. The 
vast majority of the IIEs observed in Mouse 3 were local IIEs. 
Figure 32 shows various characteristics of user-identified global IIEs and their corresponding 
average neuronal and hemodynamic activity in Mouse 2 (the same quantitative analysis for Mouse 
1 is shown in Figure 41 in Appendix B). Interictal neuronal activity was characterized by extremely 
narrow (rapid onset and decay) and high-amplitude GCaMP peaks relative to normal resting state 
GCaMP activity peaks, and (if spatial propagation did occur beyond the initial site) very rapid 
propagation, consistent with observations of IIEs using wide-field or electrophysiological 
measurements in the literature [145, 146]. Typical subsequent hemodynamic activity appeared 
consistent with known functional hyperemia involving the delayed increase of oxygenated 
hemoglobin and decrease of deoxygenated hemoglobin in all areas, except the tumor region 
(Figure 32B). However, in the right anterior (tumor) region, the average hemodynamic response 
to IIEs was significantly attenuated in amplitude and time-to-peak significantly delayed (Figure 
32C-D), a finding which was also recapitulated in Mouse 1 (see Figure 41C-D in Appendix B), 
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and one which echoes the observations in the attenuated and delayed resting state timecourses in 
the tumor region relative to the contralateral side in Figure 30.  
 
Figure 32: Neurovascular Coupling During Interictal Events (Mouse 2) 
(A) Top Left: Raw fluorescence image marked with relevant regions of interest. Top Right: Timecourses taken from a 
representative event and averaged across pixels in the left posterior and right anterior (tumor) regions. Relevant frames of interest 
for GCaMP marked with gray vertical lines and for hemodynamics with green vertical lines. Bottom: Spatial patterns of GCaMP 
and hemodynamic data shown for relevant frames of interest during the event. (B) Timecourses for all events in one representative 
animal averaged across pixels in various regions of interest and shown for both GCaMP and hemodynamic data, with the average 
plotted in bold. (C) Hemodynamic timecourses in non-tumor and tumor regions, averaged across trials and shown with vertical 
bars at peak times. The vertical axes for the GCaMP and hemodynamic right anterior (tumor region) time courses are scaled 
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differently due to amplitude differences. (D) Bar plots of peak amplitude of GCaMP and hemodynamic data (left column) and time 
to half peak of hemodynamic data (right column), shown for one representative animal (top row) and across all animals (bottom 
row). Error bars are standard deviation across trials for one representative animal, and standard deviation across all animals. 
Significance across all animals was calculated using paired, two-sample, two-tailed t-tests between non-tumor and tumor regions 
for each channel at significance of p < 0.05 (*) and p < 0.005 (**). Figure from Montgomery and Kim and Dovas et al., 2019, 
(manuscript in preparation) [144]. 
Interictal events were initiated in various different regions across the cortex and could occur 
sparsely but sometimes sporadically in quick succession, especially in imaging sessions during 
which seizure activity also occurred. One example of such an occurrence of multiple spatially 
diverse interictal events over the duration of a single 180 second trial in Mouse 1 is shown in 
Figure 33, consisting of 1) a local IIE initialized in the right posterior cortex, 2) a global IIE which 
began in the same right posterior cortex area and propagated most of the visible cortex (except the 
glioma core), and 3) another distinct local IIE which initialized in the left anterior cortex. 
 
Figure 33: Spatial Variation of Initiation and Propagation of Interictal Events (Mouse 1)  
(A) Raw fluorescence image from a 180 s resting state trial recording containing three spatially distinct interictal events (collected 
35 days post injection). Magenta arrows indicate areas of interictal event initiation and propagation. (B) Top Row: Localized 
interictal event originating in right posterior region without further propagation. Center Row: Interictal event initiated in right 
posterior and propagating outwards to more regions anterior on right hemisphere and both anterior and posterior on left 
hemisphere. Bottom Row: Localized interictal event originating in left anterior region without further propagation. Figure from 
Montgomery and Kim and Dovas et al., 2019, (manuscript in preparation) [144]. 
4.3.3.2 Generalized seizures 
Clinically, seizures can be categorized as focal (partial) or generalized depending on whether the 
seizure activity ultimately spans a localized area or an area that spans both hemispheres (as 
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measured through electrophysiological or neuroimaging methods) [147]. A total of three 
generalized seizures were recorded between Mouse 1 and Mouse 2. No convulsive activity was 
detected in behavioral monitoring during these recorded seizures, indicating that these seizures 
could be classified as absence (also known as petit mal) seizures [148].  
The previously mentioned seizure observed in Mouse 1 on DPI 34 inside of its cage was 
accompanied by sustained convulsions, vocalization, and frothing of saliva, and could most likely 
be categorized as a tonic-clonic seizure (previously known as grand mal seizures) [149]. Similar 
tonic-clonic seizures were also observed in cohorts of the anesthetized high-grade glioma and 
awake diffusely infiltrating glioma pilot studies, and one such tonic-clonic generalized seizure in 
diffusely infiltrating glioma Thy1-GCaMP6f mouse model was imaged 24 days post injection. 
WFOM imaging with simultaneous behavioral monitoring of the three generalized seizures in the 
diffusely infiltrating glioma cohort allowed for observation of neuronal and hemodynamic activity 
with spatiotemporal resolution that clinical modalities generally cannot achieve, allowing us to 
track the spread of neuronal activity as well as the spatial differences in subsequent hemodynamic 
activity with respect to the tumor core and margin. Seizures were often preceded by a single or a 
few interictal events in the same region where the seizure would originate, and lasted about 30 
seconds. The three observed seizures were initiated along the tumor margin and eventually 
propagated across the cortex. In Mouse 1, the two seizures observed occurred within the same 
imaging session (in different trials) on DPI 35 (see Figure 42 and Figure 43).  
The generalized seizure which was imaged in Mouse 2 is shown in Figure 34, with neuronal and 
hemodynamic time courses selected from the tumor (orange box) and contralateral (light blue box) 
areas shown in panel B and time-lapse image-series of all four data channels displayed in panel C. 
Generalized seizures were characterized by extremely high non-physiological levels of GCaMP 
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fluorescence (exceeding 100% change in signal, whereas normal activity would be closer to about 
5%) and oscillatory flashes of this high amplitude neuronal activity (seen in the ‘jagged’ shape of 
the GCaMP traces in Figure 34, Figure 42 and Figure 43).  
 
Figure 34: Neuronal and Hemodynamic Activity During a Generalized Seizure (Mouse 2) 
(A) Raw fluorescence image marked with relevant regions of interest in non-tumor (blue square) and tumor (orange square) 
regions. (B) Timecourses of nonconvulsive generalized seizure, shown for both GCaMP and hemodynamics and averaged across 
non-tumor and tumor regions. Timings of relevant frames of interest marked with vertical green lines. (C) Spatial patterns of 
GCaMP and hemodynamic data shown for relevant frames of interest during seizure event. Figure from Montgomery and Kim and 
Dovas et al., 2019, (manuscript in preparation) [144]. 
Hemodynamic activity during the generalized seizure was also unusually high, but coupling 
between neuronal and hemodynamic activity did not exhibit generally linear coupling as has been 
previously shown with awake resting state data collected in non-diseased mice [2]. Coupling 
during interictal events preceding the seizure appear to be in agreement with averaged IIE event 
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activity from Figure 32, but once the seizure has begun, the level of hemodynamic activity does 
not correspond to the increased and sustained neuronal activity, and instead appear to saturate.  
To further demonstrate and quantify this mismatch in neurovascular coupling during the seizure 
recorded in Mouse 2, the average hemodynamic response from the four preceding IIEs was 
convolved with the GCaMP timecourse to approximate the predicted HbT activity (assuming 
linear neurovascular coupling) in both the tumor and contralateral regions. This predicted 
timecourse (in dashed green) is compared to the measured timecourse (solid green) in Figure 35. 
 
Figure 35: Neurovascular coupling during a seizure event (Mouse 2) 
(A) Timecourses of generalized seizure event, shown for both GCaMP and hemodynamics and averaged across non-tumor and 
tumor regions. Green solid lines represent measured change in total hemoglobin, and green dashed lines represent predicted 
change in total hemoglobin according to average hemodynamic response of four preceding interictal events (indicated with 
magenta asterisks) convolved with measured GCaMP timecourse. Vertical axes are scaled differently to visualize all timecourses. 
(B) Average hemodynamic response to four interictal events prior to seizure for non-tumor and tumor areas. Standard deviation 
across four events shown. Figure from Montgomery and Kim and Dovas et al., 2019, (manuscript in preparation) [144]. 
In the non-tumor region, the 100-fold disparity between the predicted and measured HbT 
timecourses is unmistakable. In the tumor region, however, the average hemodynamic response is 
already so impaired that this mismatch is not quite as dramatic, but it is nevertheless clear that this 
region is much less capable of oxygenation and therefore suffers from hypoxia (the blue HbR 
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timecourse remains above baseline starting from the second IIE, even before the seizure begins) 
during the majority of the seizure event, and even in the epochs preceding and following.  
In consideration of the histological results comparing tumor cell density, neuron density, and 
vasculature disruption in the tumor core, margin and non-tumor areas, three regions of interest 
were selected in these areas and the seizure timecourses compared (see Figure 36A). As expected 
from previous resting state and IIE activity results, tumor core timecourses of both neuronal and 
hemodynamic activity were much lower in amplitude than the non-tumor timecourses—when 
plotted on the same scale as non-tumor timecourses, tumor GCaMP timecourses are barely visible. 
Interestingly, the tumor margin timecourses exhibited activity intermediary in amplitude between 
those of the tumor and non-tumor regions.  
 
Figure 36: Graded Response to Seizure Event from Tumor to Margin to Non-Tumor Regions (Mouse 2) 
(A) ROIs over tumor region (orange), tumor margin (pink) and non-tumor (magenta) areas used to obtain average time courses 
in (B). (B) Timecourses of generalized seizure event, shown for both GCaMP and hemodynamics and averaged across tumor, tumor 
margin and non-tumor regions. Vertical axes are scaled differently between GCaMP and hemodynamics to visualize all 
timecourses but are consistent between tumor, margin and non-tumor timecourse displays. Figure from Montgomery and Kim 
and Dovas et al., 2019, (manuscript in preparation) [144].  
These results, along with the progressive loss of bilaterally symmetric correlation shown in Figures 
30, 38 and 39, are consistent with observations from the Chow et al. study, which reported that the 
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correlation of resting state fMRI timecourses between tumor and control (non-tumor) areas were 
low, but that peritumoral margin area timecourses had intermediary correlation with both tumor 
and control areas (as shown in Figure 37).  
 
 
Figure 37: Correlation between fMRI timecourses of tumor, peritumoral and control areas 
Left: Z-statistics between mean tumor timecourse and mean peritumoral and control timecourses. Right: Z-statistics between 
mean control timecourse and mean tumor and peritumoral timecourses Error bars represent standard error. All pairwise 
comparisons were significant at p<.0001. Adapted from Figure 3A-B from Chow et al., 2016 [117]. 
4.4 Discussion 
This study demonstrates the use of a novel diffusely infiltrating glioma Thy1-GCaMP6f mouse 
model, along with the longitudinal WFOM awake imaging paradigm, to measure functional 
neuronal and hemodynamic activity changes in the cortex during tumor development. This 
paradigm, which makes leverages high spatiotemporal resolution optical imaging and a low-grade 
mouse glioma procedure which does not require implantation into immunocompromised mice, 
more faithfully represents the classic features and epileptic symptoms of diffusely infiltrating 
glioma in human patients and offers better insight into the mechanisms of glioma development. 
The inclusion of hemodynamic measurements further enables comparisons between the results of 
this study and the predicted effects on BOLD fMRI signal in diffusely infiltrating glioma patients, 
Z-statistics for Tumor Timecourse Z-statistics for Control Timecourse 
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while the neuronal activity information allows for better understanding of underlying mechanisms 
of these changes.  
The gradual loss of temporal coherence of neuronal activity and hemodynamic activity was most 
dramatic in the tumor center and intermediary in the tumor margin across the entire cohort, and 
was accompanied by the loss of neurons and astrocytic endfeet organization along the vessels in 
the tumor center but less so in the margin. Stimulus-evoked functional activity in both ipsilateral 
and contralateral whisker barrels, where the tumor did not infiltrate significantly, remained stable 
during the entire duration of imaging for all three animals. These findings are in agreement with 
the dramatic change in rs-MRI signal in contrast-enhanced tumor center and lesser change in non-
enhancing peritumoral regions in relation to control areas demonstrated by Chow et al. [117]. 
Additionally, this correspondence implies a potential clinical use for rs-fMRI in combination with 
contrast-enhanced T1, T2, FLAIR, and task-evoked functional MR scans, wherein a radiologist or 
surgeon would not only be able to locate areas of densely packed tumor cells or glioma-induced 
relative to task-mapped regions, but could also use rs-fMRI changes to help guide more thorough 
resection of the non-enhancing infiltrating margin which would normally be difficult to visualize. 
Non-convulsive seizures, convulsive seizures, and IIEs were also observed in WFOM data 
throughout the imaging timeline (and across multiple cohorts), similar to epileptic symptoms 
observed in patients with diffusely infiltrating glioma. The regions where the IIEs began varied 
greatly, and were not isolated to any one area relative to the tumor but could be located anywhere 
from the posterior to anterior cortex. The spatial propagation of IIEs varied as well—some stayed 
localized to the region of initiation, others propagated to nearby regions, and still others spanned 
the majority of the visible dorsal cortex. The three non-convulsive generalized seizures which were 
imaged originated in the tumor margin and propagated to other brain regions, while the convulsive 
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generalized seizure imaged from a mouse in a previous diffusely infiltrating glioma pilot cohort 
began in the tumor center. This great variation in the spatial initiation and propagation of epileptic 
activity highlights the need to better understand what factors cause these events to arise in the 
context of diffusely-infiltrating glioma. In particular, the fact that so many interictal events are not 
isolated to the tumor or margin region calls implies that functional changes to neuronal activity 
may not require direct physical infiltration of glioma cells into a local area to induce these events. 
Though it has been shown that total resection of diffusely infiltrating glioma in patients generally 
improves or eliminates seizure symptoms [122], it is worth further investigation into the 
mechanisms of how these drug-resistant seizures even originate. 
Though these IIEs were indeed abnormal neuronal events, typical neurovascular coupling was 
largely preserved during these events in all regions but the tumor center, where neuronal activity 
amplitude was diminished and hemodynamic responses were both diminished in amplitude and 
delayed in time-to-peak. These alterations may explain in part the differences in fMRI BOLD 
signal in non-enhancing tumor found previously [117], as introduction of a phase-delay will lower 
correlation values between two otherwise identical timecourses. In the more dramatic generalized 
seizure events, where the amplitudes of neuronal activity greatly exceeded normal levels (>100% 
change in fluorescence) for sustained epochs of about 30 seconds, linear neurovascular coupling 
like that seen in the IIEs could not be sustained, eventually subjecting the cortex (especially the 
tumor region) to hypoxia. It has been shown that in patients with diffusely infiltrating gliomas, 
intractable seizures contribute significantly to increased morbidity [150]. In-depth interrogation of 
the mechanisms of adverse effects on cortex from seizures and IIEs could yield information 




Far more work is needed to fully understand the ramifications of diffusely infiltrating glioma on 
the functional activity of the brain, and in turn the optimal usage for resting state fMRI in diagnosis 
and treatment of the primary brain cancer. However, with the ever-increasing toolbox of optical 
and genetic tools being developed and becoming available to researchers, this framework of 
longitudinal WFOM imaging of awake rodent models of cancer allows for highly customizable 






5 Chapter 5    
Conclusions 
The key findings reported by this dissertation can be summarized as follows: 
• Development and utility of WFOM paradigm for the robust and easily adaptable imaging 
of simultaneous neuronal and hemodynamic activity in awake mouse models of health or 
disease in strains with genetically encoded fluorescent calcium reporters. 
• Exploration of resting state WFOM data collected in Thy1-GCaMP3 and Thy1-GCaMP6f 
mouse strains.  
• Characterization of spatiotemporal patterns of neuronal and hemodynamic activity and 
different modulatory depths of neuronal activity via a toolbox of unsupervised BSS (k-
means clustering) and supervised (NNLS, Pearson correlation) analysis tools. 
• Confirmation of the presence of different modulatory depths of neuronal activity in Thy1-
jRGECO1a mouse strain. 
• Application of the WFOM paradigm and select analysis tools to a novel mouse model of 
diffusely infiltrating glioma. 
• Demonstration of neuronal and hemodynamic activity changes during diffusely infiltrating 
glioma development which impact temporal coherence of the tumor region activity relative 
to non-tumor regions activity. 
• Recording of spontaneous occurrence of interictal neuronal activity during which 
neurovascular coupling is modified in the tumor region (attenuation of amplitude in 
neuronal and hemodynamic activity, delay in time-to-peak time in hemodynamic response 
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to IIEs) and occurrence of non-convulsive generalized seizure activity (during which 
neurovascular is non-linear and cortex eventually suffers hypoxia).  
5.1 Discussion and further work 
5.1.1 Interpretation of spatiotemporal patterns and modulatory states 
Spatiotemporal patterns of neuronal and hemodynamic activity detectable with the BSS algorithm 
k-means clustering in resting state measurements of Thy1-GCaMP3, GCaMP6f, and jRGECO1a 
mice. These patterns were generally bilateral, included known anatomical regions, and 
corresponded well with the findings of other resting state studies in rodent models [21, 23, 151] as 
well as previous patterns observed in earlier work in the Hillman group [1, 20]. 
 Modulatory states related to locomotive and non-locomotive periods of activity were also found 
in these three mouse strains. While it is not easy to say what each of these states represent, it is 
possible that they could be an aggregate of many factors, especially the asynchronous non-
locomotive state which more often appears towards the end of the two-hour imaging session 
possibly relating to habituation, quite wakefulness, fatigue, irritation or mild hunger.  
Additional studies by others in the Hillman group has revealed that the coherence and timing 
properties of neuronal activity in Thy1-GCaMP6f can be grossly modified through 
pharmacological means (with agents such as ketamine or scopolamine) as well as through 
pathologies such as ischemic stroke.  
5.1.2 WFOM awake imaging paradigm 
The WFOM imaging paradigm is an incredibly adaptable method by which the neuronal and 
hemodynamic signals of the cortex can be longitudinally imaged at high spatiotemporal resolutions 
in awake mouse models. The ability to be able to image different mouse strains, different 
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fluorophores (not limited to GECIs), and various disease models through swapping of strains, 
slight adjustments in optical parts, or surgical procedures offers the flexibility needed to probe 
complex mechanisms like those underlying apparent network changes in studies of rs-fMRI.  
The surgical thinned-skull craniotomy and headplate implant is also very amenable to the addition 
of other techniques such as ECoG electrode implant for simultaneous electrophysiological 
measurements. Aside from disease and treatment modeling, it is also a trivial modification to the 
paradigm to test pharmacological agents with this paradigm without the added confound of 
anesthesia. In the absence of exogenous drugs or agents, this paradigm can also be used to study 
task-based behaviors, or probing of different states such as sleep [152], quiet wakefulness, or 
memory recall [153]. 
5.1.2.1 Development of improved GECIs  
Since the development of Thy1-GCaMP6 transgenic mice by Karel Svoboda’s group [73], more 
calcium-sensitive fluorophores with better performance and higher SNR such as jGCaMP7 
(developed with slow, fast, brighter baseline, or low baseline variants) have been developed and 
made available through transgenic mouse lines [154]. In addition to incremental improvements to 
GCaMP, different wavelengths of GECIs are have now developed with calmodulin from CyCaMP, 
YCaMP to RCaMP (operating in the cyan, yellow and red emission wavelength ranges 
respectively) [66] and still more recently jRCaMP1s and jRGECOs (based on red fluorophores 
mRuby and mApple respectively) capable of imaging at deeper cortical layers with lessened 
photodamage and simultaneous imaging (with sufficiently separated wavelength bands of 
excitation GECIs) [67]. By integrating these updated mouse lines with better performing 
fluorescent indicators into the WFOM awake imaging paradigm, the potential for detecting distinct 
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patterns of neuronal activity is increased and the interference of hemoglobin absorption effects 
lessened.  
5.1.2.2 Caveats and considerations for GCaMP use 
Though the development of these higher performance GCaMP and other GECI molecules has 
exciting implications on the optical imaging front, it is important to take into account that the 
genetic insertion and expression of large molecules like GCaMP have the potential to affect 
genotypic, phenotypic, physiological and behavioral outcomes in transgenic mice. In particular, 
transgenic mouse lines containing Emx1-Cre and Ai93 and transgenes for expressing GCaMP6 
have been shown to display epileptiform events (with similar electrical activity to that of IIEs) via 
wide-field and electrophysiological measurements, though these events were not found to occur in 
mice of the Thy1-GCaMP6s line [145]. These findings are consistent with the fact that in the 
diffusely infiltrating glioma model imaged with WFOM, IIEs and seizures were only observed two 
weeks or later after injection. Additionally, in previous pilot studies, mice sham-injected with PBS 
with an otherwise identical surgical paradigm, epileptiform activity or IIEs did not occur. Any new 
line containing a large fluorescent indicator molecule such as GCaMP must be carefully tested for 
any unintended effects that may affect interpretation of neuronal activity measurements.  
There are also sensible maximum speeds with which one would want to image for a given indicator 
depending on the response time and decay of the fluorophore. For instance, with the GCaMP6s 
indicator, which has been designed for a rise time in individual neuron spikes of about 100-150 
ms, a framerate of higher than 20 fps for the fluorescence channel would most likely not yield 
more information than imaging at 20 fps [74]. However, for indicators with faster rise times like 
GCaMp6f, which has a rise time for individual neuron spikes of about 50-75 ms, imaging the 
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fluorescence channel at about 40 fps or higher would be more appropriate to distinguish the onset 
of distinct events [74].  
5.1.2.3 Labeling of multiple cell types 
These options of using other wavelength ranges also allows for more diverse simultaneous labeling 
of distinct cell types, allowing researchers to concurrently probe different parts of the cortical 
circuitry. For example, interneurons and excitatory neurons can be labeled with distinct 
wavelength band fluorophores in the same transgenic mouse to collect hemodynamic activity 
along with inhibitory and excitatory neuronal activity in a single animal model. Of course, care 
must be taken to modify the optics of the WFOM imaging system to prevent possible cross-talk 
between the fluorophores and also to verify that the transgenic labeling is successful via histology.  
This multiple labeling approach also offers the exciting possibility of imaging inhibitory and 
excitatory neuronal activity in the context of disease or pharmacology models. For example, 
seizures have long been suspected to involve an imbalance in the activity of inhibitory and 
excitatory neurons, and a dual labeling set up of these two types of neurons in an epilepsy model 
would allow for direct measurements of activity in those cells. In the case of the diffusely 
infiltrating glioma model discussed in Chapter 4, a similar dual labeling of inhibitory and 
excitatory neurons would allow longitudinal tracking of what activity changes may be occurring 
to facilitate the development of seizure and interictal activity.  
5.1.2.4 Limitations of WFOM and other mesoscopic methods 
Mesoscopic methods, unlike microscopy methods, cannot offer depth sectioning or cellular level 
resolution, and are more suited for measuring integrated calcium-indicator signals from 
populations of neurons. The exact layers from which signals contributing to the wide-field 
originate can be approximated by verifying in which cortical layer the indicator was expressed, 
but would require a more direct microscopy approach to check this with optical imaging. The lack 
99 
 
of depth sectioning also adds a layer of difficulty when comparing a WFOM dataset to one of 
fMRI in the same animal, which is volumetric, though use of fiducial markers and a z-projection 
fMRI data can allow for this comparison to nonetheless be made. As WFOM is not a cellular 
resolution method, comparison to electrophysiology studies which measure from very small 
populations of neurons at a time also present a challenge.  
Nevertheless, these limitations necessitate the communication of information between researchers 
who utilize measurements of neuronal and hemodynamic signals in the brain at the microscopic, 
mesoscopic, and macroscopic levels, to build a more holistic understanding of brain circuitry with 
relation to its tiniest working parts. 
5.1.3 Advancement of analysis methods 
As with any modality that involves repeated measurements of image-series at high framerates, 
WFOM data is collected in quantities that involve large raw file sizes and complex datasets that 
are too large for the manual examination of every single image. Along with the hemodynamic and 
neuronal activity information, WFOM also integrates behavioral monitoring of the mouse via an 
infrared illuminated webcam. Of particular interest to researchers is how so-called resting state 
activity may be related to previously overlooked behaviors (e.g. whisking, small muscle 
contractions in the limbs) and whether measurements such as pupil diameter may correlate with 
certain visual cortex activity or even different brain states (e.g. attention, arousal) [155, 156]. 
Due to the sheer complexity and volume of these multiple channels of data, it would be beneficial 
to have a powerful unsupervised machine learning or blind source separation algorithm to help 
untangle these potential correlations between behavior and brain activity. One such algorithm is 
deep learning, which has recently gained traction due to the availability of increased computational 
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performance and is being gradually applied to more resting state imaging studies [157, 158]. Deep 
learning is itself based on the perceptron model of the neuron arranged in layers and applied to a 
dataset to independently identify meaningful features within data [159]. Like any machine learning 
algorithm, it is not foolproof and cannot replace the acuity of the human visual system, but it has 
proved especially useful in very large datasets where certain elements have been labeled (for 
instance, running vs non running epochs of time) and in situations where computational 
performance resources are available to the researcher. Deep learning in the context of resting state 
activity has the potential to be able to link certain motifs of neuronal or hemodynamic activity with 
behavioral correlates and would be a logical next step after having characterized a dataset, or with 
datasets where supervised methods fail to find significant patterns. 
5.1.4 Improved MRI scanners for cross-validation of multiple modalities in animal models 
Cross-validation of the findings in WFOM with that of fMRI in the same animal model would 
allow for better characterization of the capabilities and limitations of resting state fMRI to detect 
the same types of spatiotemporal pattern changes observed via WFOM. However, fMRI scans of 
small animal models have typically been very difficult, suffering from low spatial and temporal 
resolution (especially with volumetric scans). With better machines being developed by companies 
like Bruker and Siemens, the highest known field strength for a commercial MR machine is now 
at an astounding 21 Teslas [160]. However, though high field MRI machines allow for a better 
spatial resolution, they do not eliminate all of the problems of fMRI that lower field MRI machines 
present. For example, issues such as motion artefact are actually more pronounced in high field 
machines [161].  
Resting state fMRI scans also involve volumetric scans collected as quickly as possible (on the 
order of Hz), meaning they are significantly louder than structural scans. This presents a challenge 
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for conducting an fMRI scan in a small animal model, as the animal would require sedation to 
tolerate the scan and protection for its ears from damage. As was demonstrated in Chapter 2, 
anesthetic confounds are best avoided in the context of imaging, but even the best habituated and 
restrained mouse with the latest state-of-the-art mouse-sized earplugs would have a tendency to 
move enough to cause motion artefact (even breathing artefacts can present problems for low SNR 
fMRI scans). Despite these many challenges, efforts to improve the performance of small animal 
MR scanners continue. Advancements such as cryogenically cooled RF coils specifically designed 
to boost sensitivity and reduce thermal noise, have allowed for much better viability of higher SNR 
fMRI imaging in small animal models [162].  
5.1.5 Considerations for mouse model of diffusely infiltrating glioma 
5.1.5.1 Advantages of diffusely infiltrating glioma mouse model 
The Thy1-GCaMP6f mouse model of diffusely infiltrating glioma presented in Chapter 4, in 
combination with the longitudinal WFOM awake imaging paradigm developed Chapter 2, 
demonstrates a very robust way to gain insight into the underlying mechanisms contributing to 
change in BOLD fMRI signals in diffusely infiltrating glioma patients. Though tumor cells were 
originally induced via genetic manipulations in mice with inhibited tumor suppressor genes, the 
tumor implantation did not have to be in an immunocompromised mouse, opening up the 
possibility of using any transgenic strain of mouse with an indicator or fluorophore of interest to 
optically investigating the mechanisms of diffusely infiltrating glioma. Ultimately, though care 
must be taken in testing pharmaceutical agents for treatment options to verify that the cross-species 
comparison still holds, this low-grade model of glioma (complete with manifestations of classic 




Further imaging with more cohorts is required to fully characterize this diffusely infiltrating glioma 
mouse model. Though gradual changes of resting state neuronal and hemodynamic activity in the 
tumor site were consistent across the cohort, the many and varied characteristics of IIEs and 
seizures across mice were less so. To answer the questions of why one mouse developed only 
global IIEs and no instances of seizures while the other two mice of the cohort exhibited a mix of 
local and global IIEs as well as non-convulsive and convulsive seizures, more data from a larger 
sample size is necessary. With better quantification of the nuances of this disease model, the direct 
causes of the vascular and neuronal function observed in this dissertation will become clearer, and 
of course should be further elucidated through complementary methods such as in vivo and ex vivo 
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7 Appendix A: Habituation, Surgical and Imaging Methods 
All procedures involving animals were reviewed and approved by the Institutional Animal Care 
and Use Committee (IACUC) of Columbia University. For rat studies, Sprague Dawley rats 
purchased from Charles River were used, and for studies involving transgenic mice, B6; CBA-
Tg(Thy1-GCaMP3)6Gfng/J or   C57BL/6J-Tg(Thy1-GCaMP6f)GP5.17Dkim/J were used. Both 
mouse lines were purchased from Jackson Laboratory and bred within ICM facilities.  
7.1 Habituation regimen 
Rats were habituated to human handling and to swaddling in a felt/Velcro sling for increasing 
amounts of time (from a few minutes to up to ~10-20 minutes), releasing them back to their cages 
if they exhibited overt distress for over a 30 second duration, and administering treats such as 
Ensure with a plastic pipette.  
Mice were habituated to human handling starting at least 48 hours prior to implant surgery with 
interactions such as acclimation to a handler’s gloved hand being present in their cage, as well as 
administration of grain or nut-based treats such as peanut butter, fruit or veggie flavored crunch 
pellets (Bio-Serv) or Cheerios. After headplate implantation and recovery, mice received a small 
treat (the one it most favored during habituation) after the completion of each imaging session. 
7.2 Aseptic thinned-skull craniotomy and headplate implant surgery 
The aseptic surgery for rats and mice were generally the same procedures. Animals were 
anesthetized using 3% isoflurane in an induction chamber, then secured in a stereotaxic frame 
where it continued to receive about ~1-2% isoflurane (depending on its physiology, breathing rate 
and heart rate which were monitored using a pulse oximeter clipped over its paw) for the duration 
of the surgery. The animal was injected with a pre-operative analgesic dosage of buprenorphine 
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(subcutaneously for sustained release formulations, intraperitoneally for injectable solution). The 
fur overlying the prep area was trimmed with a clipper, excess hair vacuumed, and the scalp wiped 
three times alternating between iodine/povodine and alcohol wipes. Aseptic gear (gown, hair cover 
and shoe cover) was donned by the surgeon and any other staff in the surgical area, and the surgeon 
put on sterile gloves and used a sterile drape to cover the animal and surrounding surgical area.  
Lidocaine (2%) was injected subcutaneously into the disinfected scalp and an incision made down 
the midline from approximately between the eyes to between the ears. The membrane overlying 
the skull was gently and thoroughly cleared with blunt and sharp forceps and cotton-tipped 
applicators (all instruments sterilized via autoclave beforehand), and excess skin carefully trimmed 
to allow for access to the skull during drilling but have enough skin to seal the edges of the prep 
later. While irrigating often with sterile saline, a dental drill is used to gradually thin the skull 
between the bregma and lambda sutures to translucency.  
The skull is allowed to dry and the bordering skin sealed around the edges of the prep with Vetbond 
tissue adhesive. The custom laser-cut headplate is then glued to the skull surrounding the thinned 
area using gel cyanoacrylate glue. Once the headplate is secured, a thin layer of liquid 
cyanoacrylate glue is used to index match and protect the thinned-skull surface. After the layer of 
glue has dried, a small layer of Kwik-Sil is placed overtop and allowed a minute to cure before 
removing the animal from the stereotaxic frame and placing it in a clean recovery cage with heat 
and oxygen support. For the 72-hour period following the conclusion of surgery, post-operative 
buprenorphine is administered, Diet-Gel or other easy to reach food source is provided on the cage 
floor, and animals are weighed and monitored during recovery.  
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7.3 Imaging paradigm [1] 
Both the MS-OISI and WFOM systems consist of a set of strobing LEDs at three different 
wavelengths (each with a clean-up band-pass filter), a camera sensitive enough to acquire 
reflectance and fluorescence data (to date, the Dalsa 1M60, Andor iXon 897 EMCCD, and Andor 
Zyla SCMOS cameras have been used), and an appropriate widefield lens and emission filter for 
the light collected by the camera. For the purposes of this study, the illumination wavelengths 
chosen were typically 530 nm (strategically placed at an isosbestic point), 630 nm (a red 
wavelength which would be more sensitive to deoxy-hemoglobin) and 490 nm (for GCaMP 
excitation), and a 500 nm long pass emission filter on the camera detection setup with an 
appropriate wide-field lens (in our case, a Nikon AF Micro-NIKKOR 60 mm f/2.8D lens). The 
strobing of the three LEDs was time locked with the acquisition of frames by the camera and the 
acquired images saved onto the computer where data could immediately be visualized and 
inspected after a trial and later transferred to a server backup through which the user could perform 
further analysis. 
Animals were briefly induced with ~2-3% anesthesia to reduce distress and placed in the head-
restraint rig and three screws secured the headplate onto the headplate holder. A plastic rectangular 
guide was loosely fitted over two aluminum rods protruding from the headplate holder over the 
mouse’s body to help keep the mouse’s movements within a reasonable area and facilitate 
comfortable locomotion and stationary posture. LEDs and the camera lens were positioned and 
fine-adjusted for optimal field of view, and LED intensities adjusted for optimal signal throughout 
acquisition. Imaging sessions lasted for up to 2 hours, after which the mouse was released from 
the head restraint and returned to its cage, and administered a small amount of grain or nut based 
treats, such as Cheerios. Imaging was repeated 3-5 days per week and animals were constantly 
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monitored for signs of distress such as vocalizations or excessive struggling movements. Animals 
were head restrained for 15-30 minute sessions in identical restraint hardware separate from the 
imaging system for the first week of imaging for better acclimation.  
8 Appendix B: Glioma Mouse Model Supplementary Materials 
All of the figures contained in Appendix B are from Montgomery and Kim and Dovas et al., 2019, 
(manuscript in preparation) [128]. 
 
Figure 38: Correlation of GCaMP and hemodynamic signals between tumor and non-tumor regions over time (Mouse 1) 
(A) Images of raw fluorescence signal showing progressive loss of GCaMP fluorescence with no corresponding loss of 
hemodynamic signal. Magenta asterisks indicate approximate site of glioma injection. (B) Maps of correlation to a seed region, 
outlined in black, for GCaMP and hemodynamic data. (C) Individual time courses taken from representative runs and averaged 
across regions in the tumor and non-tumor areas of the brain. (D) Top: Map of k-means seed regions used in correlation analysis 
with frontal (red diagonal hatch line fill). Center: Bar plots of both GCaMP and hemodynamic correlation in frontal (gray with 
diagonal hatch line fill) and visual regions (gray fill) as tumor progresses, shown for one animal. Bottom: Slopes of regression lines 
for GCaMP and hemodynamic correlation values shown for one representative animal and across all animals (error bars are 
standard error across animals). Significance across all animals was calculated using paired, two-sample, two-tailed t-tests 






Figure 39: Correlation of GCaMP and hemodynamic signals between tumor and non-tumor regions over time (Mouse 3) 
(A) Images of raw fluorescence signal showing progressive loss of GCaMP fluorescence with no corresponding loss of 
hemodynamic signal. Magenta asterisks indicate approximate site of glioma injection. (B) Maps of correlation to a seed region, 
outlined in black, for GCaMP and hemodynamic data. (C) Individual time courses taken from representative runs and averaged 
across regions in the tumor and non-tumor areas of the brain. (D) Top: Map of k-means seed regions used in correlation analysis 
with frontal (red diagonal hatch line fill). Center: Bar plots of both GCaMP and hemodynamic correlation in frontal (gray with 
diagonal hatch line fill) and visual regions (gray fill) as tumor progresses, shown for one animal. Bottom: Slopes of regression lines 
for GCaMP and hemodynamic correlation values shown for one representative animal and across all animals (error bars are 
standard error across animals). Significance across all animals was calculated using paired, two-sample, two-tailed t-tests 






Figure 40: Whisker stimulus responses during tumor progression  
(A) (Left) Raw fluorescence image showing location of whisker barrel in one early and one late day of imaging. (Right) Average 
total hemoglobin image and GCaMP6f image during the stimulus period for the same days as the fluorescence images. ROIs for 
the time courses below are marked with squares for all three images. (B) GCaMP6f and hemodynamic responses to 5 second left 
and right whisker stimulus for all animals over the course of tumor development (days post injection indicated on the upper right 




Figure 41: Neurovascular coupling during interictal events (Mouse 1) 
(A) Top Left: Raw fluorescence image marked with relevant regions of interest. Top Right: Timecourses taken from a 
representative event and averaged across pixels in the left posterior and right anterior (tumor) regions. Relevant frames of interest 
for GCaMP marked with gray vertical lines and for hemodynamics with green vertical lines. Bottom: Spatial patterns of GCaMP 
and hemodynamic data shown for relevant frames of interest during the event. (B) Timecourses for all events in one representative 
animal averaged across pixels in various regions of interest and shown for both GCaMP and hemodynamic data, with the average 
plotted in bold. (C) Hemodynamic timecourses in non-tumor and tumor regions, averaged across trials and shown with vertical 
bars at peak times. The vertical axes for the GCaMP and hemodynamic right anterior (tumor region) time courses are scaled 
differently due to amplitude differences. (D) Bar plots of peak amplitude of GCaMP and hemodynamic data (left column) and time 
to half peak of hemodynamic data (right column), shown for one representative animal (top row) and across all animals (bottom 
row). Error bars are standard deviation across trials for one representative animal, and standard deviation across all animals. 
Significance across all animals was calculated using paired, two-sample, two-tailed t-tests between non-tumor and tumor regions 




Figure 42: Neuronal and hemodynamic activity during a generalized seizure (Mouse 1) 
(A) Raw fluorescence image marked with relevant regions of interest in non-tumor (blue square) and tumor (orange square) 
regions. (B) Timecourses of nonconvulsive generalized seizure, shown for both GCaMP and hemodynamics and averaged across 
non-tumor and tumor regions. Timings of relevant frames of interest marked with vertical green lines. (C) Spatial patterns of 





Figure 43: Neuronal and hemodynamic activity during a generalized seizure (Mouse 1) 
(A) Raw fluorescence image marked with relevant regions of interest in non-tumor (blue square) and tumor (orange square) 
regions. (B) Timecourses of nonconvulsive generalized seizure, shown for both GCaMP and hemodynamics and averaged across 
non-tumor and tumor regions. Timings of relevant frames of interest marked with vertical green lines. (C) Spatial patterns of 
GCaMP and hemodynamic data shown for relevant frames of interest during seizure event. 
