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A∞-STRUCTURES ASSOCIATED WITH PAIRS OF 1-SPHERICAL
OBJECTS AND NONCOMMUTATIVE ORDERS OVER CURVES
ALEXANDER POLISHCHUK
Abstract. We show that pairs (X,Y ) of 1-spherical objects in A∞-categories, such
that the morphism space Hom(X,Y ) is concentrated in degree 0, can be described by
certain noncommutative orders over (possibly stacky) curves. In fact, we establish a
more precise correspondence at the level of isomorphism of moduli spaces which we show
to be affine schemes of finite type over Z.
Introduction
The study of A∞-categories has become an important part of the study of derived
categories in algebraic geometry, especially in connection with the homological mirror
symmetry. In [25, 26] we started to develop a systematic approach to the moduli spaces
of minimal A∞-structures on a given graded vector space. In [25, 13, 26] we related certain
moduli spaces of A∞-stuctures to appropriate moduli spaces of curves, and in [14] this was
applied to proving an arithmetic version of homological mirror symmetry for n-punctured
tori.
Philosophically, when replacing a geometric object by the corresponding A∞-category,
one enters the world of noncommutative geometry. Thus, it is natural that objects of
noncommutative geometry should appear in descriptions of more general moduli spaces
of A∞-structures.
In the present paper we consider examples of such moduli spaces parametrizing A∞-
categories generated by pairs of 1-spherical objects (X, Y ) such that morphism space
Hom(X, Y ) is concentrated in degree 0. Note that examples of such pairs come from
considering simple vector bundles on Calabi-Yau curves, as well as from Fukaya categories
of punctured surfaces.
Recall (see [32], [30, I.5]) that an object X of a k-linear A∞-category C, where k be a
field, is called n-spherical if Homi(X,X) = 0 for i 6= 0, n, Hom0(X,X) = Homn(X,X) =
k, and for any object Y of C the pairing between the morphism spaces in the cohomology
category H∗C,
Homn−i(Y,X)⊗Homi(X, Y )→ Hom1(X,X),
induced by m2, is perfect.
Note that if we have a pair of 1-spherical objects (X, Y ) in a minimal A∞-category, such
that Hom(X, Y ) is concentrated in degree 0, then the only interesting double products
invovling X and Y are the perfect pairings
Hom1(Y,X)⊗Hom0(X, Y )→ Hom1(X,X) ≃ k, Hom0(X, Y )⊗Hom1(Y,X)→ Hom1(Y, Y ) ≃ k.
Supported in part by the NSF grant DMS-1700642 and by the Russian Academic Excellence Project
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Thus, up to an isomorphism, the graded associative algebra Hom(X ⊕ Y,X ⊕ Y ) is de-
termined by a linear automorphism g of the finite-dimensional space Hom0(X, Y ), which
measures the difference between the above two pairings. More precisely, fixing trivializa-
tions of Hom1(X,X) and Hom1(Y, Y ) and a basis α1, . . . , αn in Hom
0(X, Y ), we get an
identification of graded associative algebras
Hom(X ⊕ Y,X ⊕ Y ) ≃ S(kn, g),
where S(g) = S(kn, g) is a certain (2n+4)-dimensional algebra depending on g ∈ GLn(k)
(see Sec. 1.1). Furthermore, it is easy to see that repacing g by λ · g, where λ ∈ k∗, leads
to an isomorphic algebra.
Since X and Y were objects of a minimal A∞-category, we get a minimal A∞-structure
on S(g) extending the given m2. Thus, the problem of describing pairs of 1-spherical
objects (X, Y ) as above with Hom0(X, Y ) of dimension n (in this case we refer to (X, Y ) as
an n-pair) fits into the framework of [26, Sec. 2.2]. As in [26] we consider the moduli space
of all minimal A∞-structures on the family of algebras S(·) over PGLn (extending the given
m2). The corresponding moduli functor M∞(sph, n) associates to a commutative ring R
the set of gauge equivalence classes of minimal R-linear A∞-structures on an algebra of
the form S(Rn, g), where g ∈ PGLn(R) (see Sec. 1.1 for the precise definition).
Note that by definition, we have a natural projection
M∞(sph, n)→ PGLn,
where we identify the affine scheme PGLn with the corresponding functor on commutative
rings.
In the case n = 2 we need to restrict possible elements g, so we consider the principal
open subscheme PGL2[tr
−1] ⊂ PGL2 where tr(g) is invertible. We denote by
M∞(sph, 2)[tr
−1] ⊂M∞(sph, 2)
the corresponding subfunctor.
Our first main result, Theorem A below, relates A∞-structures in M∞(sph, n) for
n ≥ 3 (resp., M∞(sph, 2)[tr
−1] for n = 2) to certain noncommutative projective schemes
in the sense of [2]. Recall that for a Noetherian graded algebra R one considers the
quotient-category qgrR = grmod−R/ tors of finitely generated graded R-modules by
the subcategory of torsion modules (it should be viewed as the category of coherent
sheaves on the corresponding noncommutative scheme).
Definition 0.0.1. Let R be a commutative ring, V a finitely generated projective R-
module, and L an invertible R-module. For g ∈ End(V ) ⊗ L we denote by Endg(V ) ⊂
End(V ) the R-submodule of transformations a such that tr(ga) = 0. We define the
subalgebra in End(V )[z] by
E(V, g) := {a0 + a1z + . . . ∈ End(V )[z] | a0 ∈ R · id, a1 ∈ Endg(V )}.
(0.0.1)
We view E(V, g) as a graded R-algebra, where deg(z) = 1.
Theorem A. For n ≥ 2, let us consider the functor Mfilt(n) associating with a commu-
tative ring R the following data: a morphism g : Spec(R) → PGLn and an isomorphism
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class of filtered R-algebras (A, F•) equipped with an isomorphism
grF A ≃ E(Rn, g)op,
where we denote also by g the pull-back under g of the universal matrix in H0(PGLn,Matn(O)⊗
O(1)). Then for n ≥ 3, there is an isomorphism of functors
M∞(sph, n) ≃Mfilt(n)
and each of these functors is representable by an affine scheme of finite type over Z.
In the case n = 2 we have an isomorphism of modified functors
M∞(sph, 2)[tr
−1] ≃Mfilt(n)[tr
−1]
where we impose the condition that tr(g) is invertible. These functors are still repre-
sentable by an affine scheme of finite type over Z.
In either case, if (A, F•) is the filtered S-algebra corresponding to an n-pair (E, F ) of
1-spherical objects over a Noetherian commutative ring S, then there exists an A∞-functor
from 〈E, F 〉 to the A∞-enhancement of the derived category of qgrR(A), where R(A) is
the Rees algebra of A, inducing a quasi-equivalence with its image.
Note that in the case n = 1 the equivalence of Theorem A still holds if we restrict
to working over Z[1/6]. Indeed, this follows from the results of [12], where the moduli
schemeM∞(sph, 1) is identified with A
2. The corresponding pairs of spherical objects are
realized geometrically as (OC ,Op), where C is an irreducible curve of arithmetic genus 1
and p ∈ C is a smooth point.
Another case that has a nice geometric realization is that of n = 2, g = id. Namely,
working over C, Seidel showed in [31, Sec. 2] that pairs of spherical objects (X, Y ) with
dimHom0(X, Y ) = 2 can be realized as (OC , π
∗OP1(1)), where π : C → P
1 is a (possibly
singular) double cover of P1.
It seems that in the case n = dimHom0(X, Y ) > 2 one cannot avoid using some
noncommutative geometry to realize pairs of spherical objects (X, Y ). However, it is still
of a sufficiently simple kind. Namely, working over a field k, using the classical result
of Small-Warfield [33] on algebras of GK dimension one, we deduce that any filtered
algebra appearing in Theorem A is finite over its center. Using this we establish a natural
bijection between M∞(sph, n) and certain orders over integral stacky curves. Here by an
order over an integral stacky curve C we mean a coherent sheaf of OC-algebras, torsion
free as OC-module, whose stalk at the generic point of C is a simple k(C)-algebra.
We make the following definition concerning the types of stacky curves and orders we
consider.
Definition 0.0.2. A neat pointed stacky curve over k is an integral 1-dimensional proper
stack C over k with a smooth stacky point of the form p = Spec(k)/µd, such that C\{p} is
an affine curve. In addition we assume that the coarse moduli space C is a projective curve
satisfying H0(C,O) = k, and there exists an e´tale morphism of the form f : U/µd → C,
where U is a smooth affine curve with a µd-action and k-point q, such that µd acts
faithfully on the tangent space to q and f(q) = p.
Definition 0.0.3. Let A be an order over an integral proper stacky curve C, such that
h0(C,O) = k. We say that A is spherical if A is a 1-spherical object in the perfect
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derived category of right A-modules, Perf(Aop), We say that A is weakly spherical if
h0(C,A) = h1(C,A) = 1.
It is easy to see that if A is spherical then it is weakly spherical. We will prove that
an order if spherical if and only if h0(C,A) = 1 and there exists a morphism of coherent
sheaves τ : A → ωC such that the pairing
A⊗A → ω : x⊗ y 7→ τ(xy)
is perfect (see Sec. 3.2). We say that a spherical order A is symmetric if the above pairing
(which is uniquely defined up to a scalar) is symmetric. The importance of spherical
orders is due to the fact that they give to cyclic A∞-structures (see Corollary C below).
Theorem B. Fix a field k and a vector space V over k of dimension n ≥ 2. Let us
consider the following two groupoids:
(1) filtered algebras (A, F•) with a fixed isomorphism gr
F A ≃ E(V, g)op for some g ∈
PEnd(V ) (here morphisms exist only when the corresponding elements g ∈ PEnd(V ) are
equal);
(2) data (C, p, v,A, τ, φ), where C is a neat pointed stacky curve, p ≃ Spec(k)/µd a
unique (smooth) stacky point on C, such that A is a weakly spherical order over C with
the center OC , such that h
1(C,A(p)) = 0; v is a nonzero tangent vector at p; and φ :
A|p ≃ ρ∗ End(V )
op is an isomorphism of algebras, where ρ : Spec(k)→ p is the projection.
Then the map associating to (C, p,A) the algebra A = H0(C \ p,A) with its natural
filtration extends to an equivalence of groupoids (1) and (2).
Furthermore, the element g in (1) is invertible if and only the corresponding order A is
spherical. In this case, assuming in addition that either n ≥ 3 or tr(g) 6= 0, we have an
equivalence between the perfect derived category Perf(Aop) and the A∞-category generated
by the n-spherical pair associated with the data (1) by Theorem A.
If either n ≥ 3 or char(k) 6= 2, then a spherical order A is symmetric if and only if g is
a scalar multiple of the identity matrix.
As an application of Theorems A and B, we get an equivalence of an A∞-category
(over a field) generated by a pair of 1-spherical objects (X, Y ), such that Hom(X, Y ) =
Hom0(X, Y ), with the category of the form Perf(Aop) for some spherical order A over a
stacky curve C. More precisely, such an equivalence sends the pair (X, Y ) to to the pair
(A, ρ∗V ) in Perf(A
op), where p ∈ C is a stacky point such that A|p ≃ ρ∗ End(V )
op.
Note that for all examples of spherical orders over stacky curves C that we were able
to construct, C is the usual nonstacky curve. However, we do not know whether this is
always the case.
We are particularly interested in the case when A is symmetric because in this case we
get a cyclic A∞-structure.
Corollary C. Let k be a field. Assume that either n ≥ 3 or char(k) 6= 2. Then every
minimal A∞-structure on the algebra S(k
n, id) can be realized by A∞-endomorphisms of
the generator A⊕ρ∗V of Perf(A
op), for a symmetric spherical order A over a neat pointed
stacky curve (C, p) equipped with an isomorphism A|p ≃ ρ∗ End(V )
op. If char(k) = 0 then
every such A∞-structure is gauge equivalent to a cyclic A∞-structure.
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As was shown in [15], cyclic A∞-structures on S(k
n, id) correspond to formal solutions
of set-theoretical Associative Yang-Baxter Equation (AYBE). Applying Corollary C, we
get an algebro-geometric realizition of these solutions in the category of modules over
some symmetric spherical orders. Elsewhere we will present an explicit construction of
such orders giving rise to trigonometric nondegenerate solutions of the AYBE that were
classified in [24].
The paper is organized as follows. In Section 1 we study the moduli spaceM∞(sph, n)
of A∞-structures corresponding to pairs of 1-spherical objects. Using the criterion from
[26] we show that it is an affine scheme of finite type over PGLn. In Section 2, after
reminding some background on spherical objects, we give a construction of a filtered
algebra corresponding to an n-pair of 1-spherical objects (see Theorem 2.4.1). In Sec-
tion 3, working over a field, we study the correspondence between filtered algebras with
grF A ≃ E(Rn, g)op and certain noncommutative orders over curves. In particular, using
this correspondence we check the AS-Gorenstein property for the Rees algebra R(A) of
every such filtered algebra A. Also, in Section 3.2 we give a criterion for an order to
be spherical (see Definition 0.0.3). Next, in Section 4 we show how to associate with a
filtered algebra A as above an n-spherical pair in the derived category of qgrR(A) (i.e.,
of coherent sheaves on the corresponding noncommutative projective scheme). Another
key result of this section is Theorem 4.3.2 generalizing [23, Sec. 3.1], computing some
Hochschild cohomology relevant for studying A∞-structures on certain graded algebras
having R(A) as a degree 0 component and its restricted dual as a degree 1 component.
Using this we complete the proof of Theorem A in Sections 4.5 and 4.6, and of Theorem B
in Section 4.7. Then in Section 4.8 we show that symmetric spherical orders over curves
give rise to cyclic A∞-structures and use this to prove Corollary C.
Conventions. All A∞-algebras/categories are strictly unital. We denote by hom(·, ·) the
morphism spaces in an A∞-category and by Hom(·, ·) their cohomology, For a commu-
tative ring S, and a graded S-module M =
⊕
iMi, where each Mi is a projective finite
dimensional S-module, we denote by M∗ the restricted dual of M , which is a graded
S-module with components (M∗)i = (M−i)
∨ = HomS(M−i, S).
Acknowledgments. I am grateful to Yanki Lekili and Riley Casper for useful discussions,
and to James Zhang for the help with proving finiteness of injective dimension in Sec. 3.4.
The construction of an algebra associated with a pair of spherical objects (see Theorem
2.4.1) is inspired by a construction in the work of Van Roosmalen [28]. Part of this work
was done while the author was visiting the Korean Institute for Advanced Study and
the ETH Zurich. He would like to thank these institutions for hospitality and excellent
working conditions.
1. A moduli space of A∞-structures
1.1. The moduli functor. For basics on A∞-structures we refer to [9]. We would like
to consider minimal (strictly unital) A∞-structures on a certain family of categories with
two objects (which are generalizations of the category considered in [15]).
Definition 1.1.1. Let R be a commutative ring, V a finitely generated projective R-
module, L an invertible R-module, and g : V → V ⊗ L an R-linear morphism. The
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graded category S(V, g) has two objects X and Y and the morphisms
Hom(X, Y ) = Hom0(X, Y ) = V, Hom(Y,X) = Hom1(Y,X) = V ∨ = HomR(V,R),
Hom0(X,X) = R idX , Hom
0(Y, Y ) = R idY , Hom
1(X,X) = L, Hom1(Y, Y ) = R.
The compositions are determined by
v∗ ◦ v = 〈v∗, g(v)〉, v ◦ v∗ = 〈v∗, v〉,
where v ∈ V , v∗ ∈ V ∨.
In this paper we will consider minimal unital A∞-structures on the algebras S(k
n, g),
where g ∈ GLn(k), for fixed n ≥ 2 (with m2 given above), up to a gauge equivalence.
More precisely, this family of algebras can be viewed as a sheaf of associative algebras S˜n
on the scheme GLn (over Z). Note that we have the standard action of the central Gm
on GLn and the universal element g can be viewed as a morphism of bundles over GLn,
g : On → On⊗χ, compatible with the Gm-action. Here χ is the identity character of Gm,
χ(λ) = λ. Thus, we can descend g to a morphism
g : On → On ⊗O(1)
of bundles over PGLn = GLn /Gm. Now it is easy to see that the sheaf of algebras S˜n
over GLn is isomorphic to the pull-back of the sheaf of algebras Sn over PGLn associated
with bundle On and the morphism g as in Definition 1.1.1.
As in [26], we consider the following functor over PGLn.
Definition 1.1.2. The functor M∞(Sn) associates to a pair (R, g), where R is a com-
mutative algebra and g ∈ PGLn(R), the set of gauge equivalence classes of minimal
A∞-structures on S(R
n, g). Note that here g is viewed as a morphism Rn → Rn⊗g∗O(1).
For each N ≥ 2 one can similarly consider the functor MN of minimal A
′
N -structures
up to equivalence, where we consider (m2, m3, . . . , mN ) and impose the A∞-identities up
to [m2, mN ] + [m3, mN−1] + . . . In [26, Thm. 2.2.6] we gave a general criterion for the
functors MN to be representable by an affine scheme and for the projection M∞ →M4
to be a closed embedding. In this paper we will apply this study in our situation.
More precisely, in the case n = 2 we restrict to an open subscheme of GL2. Let us
consider the closed embedding
Spec(Z/2) →֒ PGL2,Z/2 →֒ PGL2
given by the unit over Z/2, and let U ⊂ PGL2 be the complementary open subscheme.
Let S2,U be the restriction of the sheaf of algebras S2 to U . Since U is non-affine, as in [26,
Sec. 2.2], we first consider the functor M˜∞(S2,U) of the set of gauge equivalence classes of
minimal A∞-structures, and then define M∞(S2,U) to be the sheafification of M˜∞(S2,U)
with respect to the Zariski topology on the base.
Theorem 1.1.3. The functor M∞(Sn) for n ≥ 3) (resp., M∞(S2,U)) is representable by
an affine scheme of finite type over PGLn (resp., over U). Furthermore, in both cases the
projectionM∞ →M4 to the moduli space of minimal A
′
4-structures is a closed embedding.
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We will give a proof in Sec. 1.3 after computing some Hochschild cohomology of algebras
S(kn, g).
Note that in [15] we considered minimal A∞-structures on S(R
n, id), cyclic with respect
to a natural pairing. We postpone the discussion of cyclic structures until Sec. 4.8.
1.2. The dual quadratic algebra to S(kn, g). Let us fix a field k and an element
g ∈ GLn(k), where n ≥ 2. Let us set for brevity S = S(k
n, g). Note that we can view
S as a K-algebra, where K = k ⊕ k, where the idempotents eX and eY correspond to
the identity elements idX and idY . We also denote by ξX and ξY the basis elements in
Hom1(X,X) and Hom1(Y, Y ).
If (αi) are the elements of Hom(X, Y ) corresponding to the standard basis in k
n and
(βj) are the dual elements of Hom(Y,X), then the product in S is given by
βiαj = aijξX , αjβi = δijξY ,
where g = (aij). Note that the K-algebra S is generated by elements (αi) and (βj), so we
can view it as a quotient of the path algebra of the quiver with two vertices X and Y and n
arrows in each direction corresionding to αi and βj. We will use two different gradings on
S: deg given by deg(αi) = 0, deg(βi) = 1, and degK given by degK(αi) = degK(βi) = 1.
We denote by Sj the graded components of S with respect to degK .
We are going to use the following convention about quadratic (and Koszul) duality over
K = k · idX ⊕k · idY . For a quadratic K-algebra A with generators VXY and VY X of degree
1, and quadratic relations RXX ⊂ VY X ⊗ VXY , RY Y ⊂ VXY ⊗ VY X , the dual quadratic
algebra has generators V !XY = V
∨
Y X and V
!
Y X = V
∨
XY and quadratic relations
R!XX = A
∨
2,XX ⊂ (VY X ⊗ VXY )
∨ ≃ V !Y X ⊗ V
!
XY ,
and similarly for R!Y Y .
Thus, we think of the dual algebra S ! as the quotient of the path algebra of the quiver
with vertices X , Y , where the direction of α∗i (resp., β
∗
i ) is opposite to that of αi (resp.,
βi). We denote by S
!
j the graded components of S
! with respect to the grading degK(α
∗
i ) =
degK(β
∗
i ) = 1.
Lemma 1.2.1. With respect to the grading degK the algebra S is Koszul and the dual
quadratic algebra S ! is generated by the dual generators (α∗i ) and (β
∗
i ) with the only rela-
tions ∑
1≤i,j≤n
aijα
∗
jβ
∗
i = 0,
n∑
i=1
β∗i α
∗
i = 0.
Proof. The algebra S is obtained by folding from the following Z-algebra SZ = SZ(g)
(where we use the term Z-algebra in the sense of [4, Sec. 4]):
SZi,i+1 =
{
V i even
V ∗ i odd.
,
SZi,i+2 = k, S
Z
i,j = 0 for j > i+ 2.
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Here V is the n-dimensional space with the basis (αi). The multiplication is given by the
pairings
V ⊗ V ∗ → k : v ⊗ v∗ 7→ 〈v∗, v〉, V ∗ ⊗ V → k : v∗ ⊗ v 7→ 〈v∗, g(v)〉.
There is a natural isomorphism SZi+2,j+2 ≃ S
Z
i,j compatible with the product, and the
algebra S is the corresponding folding of SZ.
The Koszul properties for S (with the grading degK) and for S
Z are equivalent. On
the other hand, it is easy to construct the isomorphism of Z-algebras between SZ and the
Z-algebra corresponding to the Z-graded algebra
B0 ⊕ B1 ⊕B2 = k ⊕ V ⊕ k,
where the multiplication V ⊗ V = B1 ⊗ B1 → B2 = k is given by a nondegenerate
symmetric bilinear form. It is well known that the algebra B is Koszul. Hence, S is also
Koszul. 
Remark 1.2.2. The algebra S ! for g = id is closely related to the noncommutative
projective line P1n (see [21], [17]). Namely, it is a folded version of the Z-algebra of a
natural helix in the derived category of P1n.
Let eX , eY ∈ K be the idempotents corresponding to the vertices X and Y , respectively.
Lemma 1.2.3. (i) Let m ≥ 1. If x ∈ S !meX satisfies xα
∗
i = 0 for some i then x = 0.
(ii) Assume that either n ≥ 3, or g 6= λ · id (for any λ ∈ k∗), or the characteristic of k is
6= 2. If x0 ∈ S !2eX , x
1 ∈ S !2eY satisfy
β∗i x
0 = −x1β∗i , α
∗
i x
1 = x0α∗i
for all i, then x0 = 0 and x1 = 0.
(iii) If a collection of elements (xi), where xi ∈ S
!
2eY , satisfies∑
i,j
aijxjβ
∗
i = 0,
then there exists y ∈ S !1eX such that xj = yα
∗
j for each j.
Proof. (i) It is easy to see that the question does not depend on g, so we can assume g = id.
In this case, we need to check that the element x1 in the algebra k〈x1, . . . , xn〉/(x
2
1+ . . .+
x2n) is not a right zero divisor. But in fact, the latter algebra is a domain by [39, Thm.
0.2].
(ii) It is easy to see that we can reformulate the question as follows. Given an n-
dimensional vector space V (in our case the space spanned by (β∗i )) and elements x
0 ∈
V ∗ ⊗ V , x1 ∈ V ⊗ V ∗, such that
g(v)⊗ x0 = −x1 ⊗ vmod(id⊗V + V ⊗ id) for any v ∈ V, (1.2.1)
v∗ ⊗ Ad(g−1)x1 = x0 ⊗ g∗(v∗)mod(id⊗V ∗ + V ∗ ⊗ id) for any v ∈ V ∗,
(1.2.2)
we should deduce that x0 and x1 are proportional to id.
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Assume first that n ≥ 3. Then we claim that (1.2.1) alone implies that x0 and x1 are
proportional to id. Indeed, suppose we have
g(v)⊗ x0 + x1 ⊗ v = id⊗A(v) +B(v)⊗ id ∈ V ⊗ V ∗ ⊗ V
for all v, for some operators A,B ∈ End(V ). Taking the contraction in the third tensor
component with v∗ ∈ V ∗, we get the identity
g(v)⊗ 〈x0, v∗〉+ 〈v, v∗〉x1 = 〈A(v), v∗〉 id+B(v)⊗ v∗ ∈ V ⊗ V ∗.
Thus, whenever 〈v, v∗〉 = 0, the operator 〈A(v), v∗〉 id ∈ End(V ) is the sum of two opera-
tors of rank 1. Since n ≥ 3, this implies that 〈A(v), v∗〉 = 0. Hence, A(v) is proportional
to v for any v ∈ V , i.e., A = λ · id for some λ ∈ k. A similar argument shows that B = µ ·g
for µ ∈ k. Thus, subtracting some multiples of id from x0 and x1 we reduce ourselves to
the situation when
g(v)⊗ x0 + x1 ⊗ v = 0 for any v ∈ V.
Using contractions as above it is easy to deduce from this that x0 = 0 and x1 = 0.
Next, assume that n = 2. Then we are going to rewrite condition (1.2.1) by fixing a sym-
plectic isomorphism s : V → V ∗ and observing that (s⊗ idV )(
∧2 V ) and (idV ⊗s)(∧2 V )
are precisely the lines spanned by the identity elements in V ∗ ⊗ V and V ⊗ V ∗. Thus,
defining y0, y1 ∈ V ⊗ V by
x0 = (s⊗ id)(y0), x1 = (id⊗s)(y1),
we see that (1.2.1) is equivalent to the equation
g(v) · q0 = −q1 · v in S3V,
where qi is the image of yi in S2V . Assume first that g is not proportional to id. Then the
relation above implies that q0 = q1 = 0 in S2V . Indeed, let us pick v0 6= 0 such that g(v0)
is not a multiple of v0, and assume q
i are nonzero. Then we should have the following
equations in the algebra SV :
q0 = v0 · v
′, q1 = −g(v0) · v
′
for some v′ ∈ V , v′ 6= 0. Then for any v we should have
g(v) · v0 = g(v0) · v in S
2V.
But this is a contratiction as soon as v is not proportional to v0.
Finally, let us consider the case n = 2 and g = λ · id. Then the above argument gives
q1 = −λq0.
Similarly, we can rewrite condition (1.2.2) for g = λ · id as
v ⊗ y1 = λy0 ⊗ v,
where v∗ = s(v). Thus, we get
q1 = λq0.
Since the characteristic is 6= 2, we deduce that q0 = q1 = 0.
(iii) This follows from the exactness of the direct summand of the Koszul complex,
. . .→ eY S
!
1 ⊗ S
∗
2eX → eY S
!
2 ⊗ S
∗
1eX → eY S
!
3eX → 0
(which holds since the algebra S ! is Koszul). 
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1.3. Calculation of Hochschild cohomology and proof of Theorem 1.1.3. For a
Z-graded algebra A, we use the following convention for the bigrading on its Hochschild
cohomology HH(A). We denote by CHs+t(A){t} the space of linear maps A⊗s → A of
degree t. The corresponding bigraded piece in the Hochschild cohomology is denoted by
HHs+t(A){t} (then the upper grading is derived Morita invariant).
Let us consider the algebra S = S(kn, g) as above. We denote by S{m} (resp., S !{m})
the graded components of S (resp., S !) with respect to the grading given by deg(αi) =
0, deg(βi) = 1 (resp., deg(α
∗
i ) = 0, deg(β
∗
i ) = −1). We are interested in Hochschild
cohomology of S viewed as a graded algebra with this grading (note that this affects
some signs).
Theorem 1.3.1. For m ≥ 0, one has
HHm(S){< −m} = 0.
Assume in addition that either n ≥ 3, or g 6= λ · id (for any λ ∈ k∗), or the characteristic
of k is 6= 2. Then
HH1(S){−1} = 0.
Proof. Recall that to compute the Hochschild cohomology of a Koszul K-algebra A
(where K is commutative semisimple) we can use the Koszul resolution (see e.g.,[35, Sec.
3]). More precisely, we have a natural embedding
(A!m)
∗ →֒ A⊗m1
(here and below all tensor products are over K), so that the image consists of the inter-
section of kernels of the partial multiplication maps
a1 ⊗ . . .⊗ am 7→ a1 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ am.
The corresponding subcomplex
A⊗ (A!•)
∗ ⊗A ⊂ A⊗ T •(A+)⊗A
in the standard bar-resolution of A by free A − A-bimodules is still exact. Thus, we get
a resolution of the form
[. . .→ A⊗ (A!m)
∗ ⊗ A
dm✲ A⊗ (A!m−1)
∗ ⊗A→ . . .→ A⊗ (A!1)
∗ ⊗A→ A⊗A]→ A.
Let (vi) be generators in A1, (v
∗
i ) the dual generators of A
!
1. Then the differential is given
by
dm(r ⊗ φ⊗ s) =
∑
i
rvi ⊗ v
∗
i φ⊗ s+ (−1)
m
∑
i
r ⊗ φv∗i ⊗ vis,
where we use the A!-bimodule structure on (A!)∗ given by the operators dual to the left
and right multiplication.
Assume now that A has an additional grading deg, induced by some Z-grading on A1.
If we are interested in the Hochschild cohomology of A as a graded algebra with respect
to this grading, at this point we need to be careful in using the appropriate signs. Namely,
to compute the Hochschild cohomology HH∗(A) we apply the functor HomA⊗Aop(?, A) to
the above resolution and use the identification
A!m ⊗ A ≃ Hom((A
!
m)
∗, A) ≃ HomA⊗Aop(A⊗ (A
!
m)
∗ ⊗ A,A)
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under which an element c ∈ Hom((A!m)
∗, A) corresponds to the composition of id⊗c⊗ id
with the multiplication µ in A. Now we have to use the Koszul sign convention:
µ(id⊗c⊗ id)(r ⊗ φ⊗ s) = (−1)deg(c) deg(r)rc(φ)s.
Thus, we get the complex computing the Hochschild cohomology of A,
A→ A!1 ⊗ A→ . . .→ A
!
m ⊗ A
δm✲ A!m+1 ⊗A→ . . .
with the differential
δm(ψ ⊗ s) = (−1)
(deg(ψ)+deg(s)) deg(vi)
∑
i
ψv∗i ⊗ vis+ (−1)
m+1
∑
i
v∗i ψ ⊗ svi.
Here we assume that the basis (vi) is homogeneous with respect to deg.
We can apply this procedure in our case since S is Koszul, with the generators (αi, βi)
(see Lemma 1.2.1). We are interested in the components HH∗(S){j}. As explained above,
these spaces can be computed as cohomology of the complex (S !•⊗S){j} with respect to
the differential
δ(ψ ⊗ s) =
∑
i
(ψα∗i ⊗ αis+ (−1)
jψβ∗i ⊗ βis) + (−1)
m+1
∑
i
(α∗iψ ⊗ sαi + β
∗
i ψ ⊗ sβi),
where ψ ∈ S !m.
Since S{j} = 0 for j 6= 0, 1, we have
(S ! ⊗ S){j} = S !{j} ⊗ S{0} ⊕ S !{j − 1} ⊗ S{1}.
Note also that because α∗i and β
∗
j have to alternate in any nonzero monomial in S
!
m, we
have S !m{j} = 0 unless m ∈ {−2j − 1,−2j,−2j + 1}. This immediately implies the
vanishing
HHm(S){< −m− 1} = 0
for any m.
For m ≥ 0 the space HHm(S){−m − 1} is identified with the kernel of the map
δ : S !2m+1{−m− 1} ⊗ S{0} → S
!
2m2
{−m− 1} ⊗ S{0}.
But S !2m+1{−m− 1} ⊗ S{0} = S
!
2m+1eX ⊗ eX , and for x ∈ S
!
2m+1eX we have
δ(x⊗ eX) =
∑
i
xα∗i ⊗ αi.
Thus, Lemma 1.2.3(i) implies that this kernel is zero.
Next, HH1(S){−1} is the cohomology in the middle term of
S !1{−1} ⊗ S{0} → S
!
2{−1} ⊗ S{0} → S
!
3{−1} ⊗ S{0} ⊕ S
!
3{−2} ⊗ S{1}.
(1.3.1)
An element of S !2{−1} ⊗ S{0} has form
x = x0 ⊗ eX + x
1 ⊗ eY +
∑
j
xj ⊗ αj,
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where x0 ∈ S !2eX , x
1 ∈ S !2eY and xi ∈ S
!
2eY . We have
δ(x) =
∑
i
(x0α∗i ⊗ αi − x
1β∗i ⊗ βi)−
∑
i,j
aijxjβ
∗
i ⊗ ξ0 −
∑
i
(β∗i x
0 ⊗ βi + α
∗
ix
1 ⊗ αi).
Thus, δ(x) = 0 if and only if
β∗i x
0 = −x1β∗i , α
∗
ix
1 = x0α∗i for all i,∑
i,j
aijxjβ
∗
i = 0.
The coboundaries come from elements S !1{−1} ⊗ S{0} = S
!
1eX ⊗ eX and have form
δ(y ⊗ eX) =
∑
i
yα∗i ⊗ αi.
Thus, Lemma 1.2.3(ii)(iii) implies that (1.3.1) is exact (under our assumptions), and
hence, HH1(S){−1} = 0. 
Remark 1.3.2. In [31, Sec. (2c)] the computation similar that of Theorem 1.3.1 is done
in the case n = 2, g = id, k = C. In this case one also has HH2(S){−1} = 0, and
HH2(S){−2} can be identified with the space of binary quartic polynomials. As explained
in [31, Sec. (2f)], this means that all minimal A∞-structures on the algebra S(C
2, id) are
realized by double coverings of P1.
Proof of Theorem 1.1.3. We apply [26, Thm. 2.2.6] to the family Sn, n ≥ 3 (resp., S2,U).
More precisely we use the following vanishing of components of Hochschild cohomology
for any algebra S = S(kn, g) (implied by Theorem 1.3.1):
HH≤1(S){< 0} = HH2(S){< −2} = 0.

2. Pairs of 1-spherical objects and noncommutative algebras
2.1. Spherical objects and spherical twists. Recall (see [32], [30, I.5]) that an object
X of a k-linear A∞-category C, where k be a field, is called n-spherical if Hom
i(X,X) = 0
for i 6= 0, n, Hom0(X,X) = Homn(X,X) = k, and for any object Y of C the pairing
between the morphism spaces in the cohomology category H∗C,
Homn−i(Y,X)⊗Homi(X, Y )→ Hom1(X,X),
induced by m2, is perfect.
We need the following generalization of this notion to the case of an S-linear A∞-
category, where S is a commutative ring (our definition is not the most general possible:
we impose rather strong assumptions on the hom-complexes).
Definition 2.1.1. Let X be an object of an S-linear A∞-category C. Assume that for any
Y the complexes hom(X, Y ) and hom(Y,X) are bounded complexes of finitely generated
projective S-modules. Then X is called n-spherical if Homi(X,X) = 0 for i 6= 0, n,
Hom0(X,X) = S · idX , LX := Hom
n(X,X) is a locally free S-module of rank 1, and
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for any Y in C the following composed chain map of complexes of S-modules is a quasi-
isomorphism:
hom(Y,X)→ hom(X, Y )∨ ⊗S hom(X,X)→ hom(X, Y )
∨ ⊗ τ≥n hom(X,X).
(2.1.1)
Here the first arrow induced by m2, while the second comes from the natural map
hom(X,X)→ τ≥n hom(X,X), where τ≥n is the truncation functor. Also, P
∨ = HomS(P, S)
is the dual of a finitely generated projective module P .
Note that the complex τ≥n hom(X,X) is bounded, has the only cohomology at the left-
most term and all of its subsequent terms are finitely generated projective S-modules.
This implies that the left-most term is also finitely generated projective and there exists
a homotopy equivalence
τ≥n hom(X,X)→ Hom
n(X,X)[−n] = LX [−n].
Fixing such an equivalence we can view the map (2.1.1) as a chain map
sY : hom(Y,X)→ hom(X, Y )
∨ ⊗ LX [−n] (2.1.2)
Let Tw(C) denote the category of twisted complexes over C (see e.g., [9, Sec. 7.6]).
Lemma 2.1.2. An n-spherical object X of C remains n-spherical in Tw(C).
Proof. First, note that for any twisted complex Y we still have that hom(X, Y ) and
hom(Y,X) are bounded complexes of finitely generated projective S-modules. Now as-
sume we are given an exact triangle Y ′ → Y → Y ′′ → Y ′[1] in Tw(C), such that the
maps (2.1.2) for Y ′ and Y ′′ are quasi-isomorphisms. Then we have a morphism of exact
triangles of S-modules
hom(Y ′′, X) ✲ hom(Y,X) ✲ hom(Y ′, X) → . . .
hom(X, Y ′′)∨ ⊗LX [−n]
sY ′′
❄
✲ hom(X, Y )∨ ⊗ LX [−n]
sY
❄
✲ hom(X, Y ′)∨ ⊗ LX [−n]
sY ′
❄
→ . . .
so the fact that sY ′ and sY ′′ are quasi-isomorphisms imply that sY is also a quasi-
isomorphism. Since every object of Tw(C) is an iterated extension of shifts of objects
of C, the assertion follows. 
Given an n-spherical object E, we can define (see [32], [30, I.5]) the twist and the
adjoint twist A∞-functors
TE , T
′
E : Tw(C)→ Tw(C)
by
TE(X) = Cone(hom(E,X)⊗E
ev✲ X), T ′E(X) = Cone(X
ev′✲ hom(X,E)∨⊗E)[−1].
The proof of [32, Prop. 2.10] extends to our situation to prove that T ′ETE and TET
′
E are
isomorphic to identity in the homotopy category of functors from Tw(C) to itself.
13
2.2. n-pairs of 1-spherical objects. A∞-structures we want to consider are related to
the following pairs of objects in A∞-categories.
Definition 2.2.1. Let C be a S-linear A∞-category, where S is a commutative ring.
(i) We call a pair of 1-spherical objects (E, F ) in C an n-pair if Hom∗(E, F ) is concentrated
in degree 0 and is isomorphic to Sn. In addition we require that Hom1(F, F ) ≃ S. Note
that this implies that Hom∗(F,E) is a free S-module of rank n concentrated in degree
1. We say that (E, F ) a symmetric n-pair if in addition Hom1(E,E) ≃ S and the two
perfect pairings
Hom1(F,E)⊗S Hom
0(E, F )→ Hom1(E,E) and
Hom0(E, F )⊗S Hom
1(F,E)→ Hom1(F, F )
(2.2.1)
(coming from the conditions thatE and F are 1-spherical) lead to two dualities Hom1(F,E) ≃
Hom0(E, F )∨ that differ by a scalar in S∗.
(ii) A weak n-pair in C is a pair of objects (E, F ) in C such that F is 1-spherical with
Hom1(F, F ) ≃ S, E satisfies Hom0(E,E) ≃ S, Hom6=0,1(E,E) = 0, LE := Hom
1(E,E) is
a locally free S-module of rank 1, and Hom∗(E, F ) = Hom0(E, F ) ≃ Sn. An enhanced
weak n-pair is a weak n-pair (E, F ) together with chosen isomorphisms Hom0(E, F ) ≃ Sn
and Hom1(F, F ) ≃ S.
Note that for an enhanced weak n-pair, the second of the pairings (2.2.1) is perfect, so
it defines an isomorphism Hom1(F,E) ≃ V ∨, where V := Hom0(E, F ). Then the first of
the pairings (2.2.1) has form
Hom1(F,E)⊗S Hom
0(E, F ) ≃ V ∨ ⊗ V → LE : (v
∗, v) 7→ 〈v∗, gv〉
(2.2.2)
for a unique g ∈ EndS(V )⊗LE .
Lemma 2.2.2. Let (E, F ) be a weak n-pair in C, and assume that C is generated by
(E, F ). Then (E, F ) is an n-pair (i.e., E is spherical) in C if and only if the element
g ∈ EndS(V )⊗ LE defined by (2.2.2) is invertible.
Proof. By Lemma 2.1.2, E is spherical in C if and only if the pairing (2.2.2) is perfect,
which is equivalent to g being invertible. 
Example 2.2.3. Let Db(C) be the (enhanced) derived category of coherent sheaves on
an elliptic curve C over an algebraically closed field k. Then 1-spherical objects in Db(C)
are (up to shift) either simple vector bundles or the skyscraper sheaves Op. The group of
autoequivalences of Db(C) acts transitively on them, so any n-pair of 1-spherical objects
can be transformed by an autoequivalence into a pair (E,Op), where E is an simple vector
bundle of rank n. It is easy to see that any such n-pair is special.
Given g ∈ PGLn(S) and a minimal A∞-structure on S = S(S
n, g) we get an n-pair of 1-
spherical objects in the corresponding category of right A∞-modules over S, (eX ·S, eY ·S).
Conversely, starting with an enhanced n-pair (E, F ) in an S-linear A∞-category, let
us consider the full A∞-subcategory with the objects E and F . Due to our assumption
that hom(E,E), hom(E, F ), hom(F, F ) and hom(F,E) are bounded complexes of pro-
jective modules, we can apply the homological perturbation to get an equivalent minimal
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A∞-structure on this subcategory. Furthermore, as was explained before, we can identify
Hom1(F,E) with V ∨, where V = Hom0(E, F ) ≃ Sn, so that the second of the composi-
tions (2.2.1) becomes the standard pairing between V and V ∨, while the first has the form
(2.2.2) for some g ∈ GLn(S)⊗ LE. Thus, we get a minimal A∞-structure on S(R
n, g).
2.3. Some properties of the algebra E(Sn, g).
Lemma 2.3.1. Let S be a commutative ring, L a locally free S-module of rank 1. Assume
that n ≥ 2 and g ∈ Matn(S) ⊗ L is such that there exists h ∈ Matn(S) ⊗ L
−1 with
tr(gh) = 1.
(i) Assume that either n ≥ 3 or n = 2 and tr(g2h′) = 1 for some h′ ∈ Mat2(S) ⊗ L
−2.
Then the algebra E(Sn, g) is generated over S by degree 1 elements.
(ii) E(Sn, g) is generated by degree 1 and degree 2 elements.
(iii) Assume that g is invertible. Then the algebra E(Sn, g) is Koszul.
Proof. (i) Recall that E(Sn, g)1 is the subspace Endg(S
n) of elements a ∈ Matn(S) such
that tr(ga) = 0. The existence of h such that tr(gh) = 1 implies that Endg(S
n) is a direct
summand in Matn(S).
We have to prove the surjectivity of the map
Endg(S
n)⊗S Endg(S
n)→ Matn(S) (2.3.1)
induced by the product in Matn(S).
First, we claim that it is enough to prove the assertion in the case when S is a field.
We can easily reduce to the case when S is local. Now let M denote the cokernel of the
product map (2.3.1). Note that the construction of M is compatible with any change of
scalars S → S ′. Thus, the case of the field implies that M/mM = 0, where m ⊂ S is a
maximal ideal. By Nakayama lemma, this gives that M = 0.
Thus, it is enough to consider the case when S = k, where k is a field. In this case we
will prove a more general statement that for any pair of nonzero elements g1, g2 one has
Endg1(k
n) · Endg2(k
n) = Matn(k),
where in the case n = 2 we additionally require that g2g1 6= 0. Since the question is
that certain vectors generate Matn(k) as a linear space, without loss of generality we can
assume k to be algebraically closed.
Note that for any a, b ∈ GLn(k) one has
a · Endg1(k
n) · Endg2(k
n) · b = Endg1a−1(k
n) · Endb−1g2(k
n).
Thus, we can replace g1 by g1a
−1 and g2 by b
−1g2. In the case when g1 and g2 are invertible
this reduces the statement to the case g1 = g2 = 1, which is easy to check.
Next, we observe that for any nonzero g ∈ Matn(k) there exists a ∈ GLn(k) such that
tr(ag) = 0. Indeed, otherwise, the entire hyperplane Endg(k
n) would be contained in the
irreducible hypersurface det(a) = 0. Thus, we can assume that tr(g1) = tr(g2) = 0. In
this case we have 1 ∈ Endg1(k
n) and 1 ∈ Endg1(k
n). Hence,
Endg1(k
n) + Endg2(k
n) ⊂ Endg1(k
n) · Endg2(k
n).
Thus, the only case when this subspace is not the entire Matn(k) is when Endg1(k
n) =
Endg2(k
n), i.e., g1 and g2 are proportional. In this case we get that Endg1(k
n) is a
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subalgebra. As was observed above, we can assume that g1 is degenerate. Let us choose
a basis in which the last row of g1 vanishes. Let g
′ denote the (n− 1)× (n− 1)-submatrix
of g1 obtained by deleting the last row and last column.
Assume first that g′ = 0. Then Endg1(k
n) contains the maximal parabolic subalgebra of
endomorphisms preserving the hyperplane spanned by the first n−1 basis vectors. In the
case n ≥ 3 this implies that Endg1(k
n) cannot be a subalgebra, since it would be strictly
bigger than the maximal parabolic subalgebra. In the case n = 2 if g′ = 0 then g21 = 0
which contradicts the assumption that g2g1 6= 0 (recall that g1 and g2 are proportional)
Next, consider the case g′ 6= 0. Let eij denote the standard matrices with 1 as the (i, j)-
entry. Then for every i we have ein ∈ Endg1(k
n), and for every j ≤ n − 1 there exists a
matrix Aj with zero last row such that enj+Aj ∈ Endg1(k
n). But then eij = ein ·(enj+Aj),
so we deduce that Endg1(k
n) · Endg1(k
n) is Matn(k).
(ii) We have to show that the product map
Endg(S
n)⊗S Matn(S)→ Matn(S)
is surjective. As before, it is enough to consider the case when S = k is a field. Further-
more, as in part (i) we reduce to the case when tr(g) = 0, so that 1 ∈ Endg(S
n), in which
case the assertion is clear.
(iii) It is easy to check that the algebra E(Sn, g) is quadratic dual to the second Veronese
subalgebra of the algebra S(Sn, g), corresponding to the vertex X (i.e., one considers
paths of even length starting from X). Since the latter algebra is Koszul by Lemma 1.2.1,
the result follows (see [27, Prop. 2.2(i)]). 
In the next result we consider derivations of E(Sn, g) as an ungraded algebra (i.e., there
is no Koszul sign in the Leibnitz rule).
Proposition 2.3.2. Assume that one of the following two conditions holds:
• n ≥ 3 and g is invertible;
• tr(g) is a generator of L, and there exists h1 ∈ GLn(S) with tr(gh1) = 0.
Then any derivation E(Sn, g)→ E(Sn, g) of degree m ≤ −1 is zero.
Proof. The problem is local, so we can assume that L = S.
Let us set for brevity E := E(Sn, g), E ′ := End(V )[z, z−1]. By the assumption, we can
fix an element h1 ∈ E1 such that the operators E
′
i → E
′
i+1 of left and right multiplication
by h1 are invertible for i ∈ Z. Now assume we have a derivation D : E → E of degree
m ≤ −1. First, we are going to extend D to a derivation D′ : E ′≥1 → E
′ of degree m. For
this we compose D with the embedding E →֒ E ′ and then set for x ∈ E ′≥1,
D′(x) = D(xh1)h
−1
1 − xD(h1)h
−1
1 ,
where we use the operation of multiplication by h−11 as a degree −1 map E
′
≥1 → E
′. Note
that the expression in the right-hand side is well-defined since h1 ∈ E1 and xh1 ∈ E
′
≥2 =
E≥2. Also we have D
′ = D on E . Before checking that D′ is a derivation we observe that
for x ∈ E ′i, i ≥ 1, one has
D′(x) = D′′(x) = h−11 D(h1x)− h
−1
1 D(h1)x.
Indeed, this can be checked by applying the Leibnitz identity to write D(h1xh1) in two
ways (note that h1x ∈ E and xh1 ∈ E). Now we can prove the Leibnitz identity for
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D′ = D′′. Namely, it is enough to check that for x1, x2 ∈ E
′
≥1 one has
D(x1x2) = D
′′(x1)x2 + x1D
′(x2).
It is easy to see that this is equivalent to the identity
D(h1x1)x2h1 + h1x1D(x2h1) = D(h1)x1x2h1 + h1D(x1x2)h1 + h1x1x2D(h1),
obtained by writing D(h1x1x2h1) in two ways.
Next, we claim that there exists a ∈ End(V ) and s ∈ S such that
D′(x) = ad(azm) + s · zm+1
d
dz
.
Indeed, as above, we can extend D′ to a derivation on End(V )[z, z−1] of degree m. Using
Morita equivalence of the latter ring with S[z, z−1] we get the result.
Let us first assume that m = −1. Our goal is to show that s = 0 and a is proportional
to the identity. To this end we investigate the condition
D′(Endg(V )z) ⊂ S · id,
which means that for any x ∈ Endg(V ) one has
(a+ s)x− xa ∈ S · id,
Equivalently, for any y ∈ End(V ) with tr(y) = 0 and any x ∈ Endg(V ), one has
tr((a + s)xy − xay) = tr(x[y(a+ s)− ay]) = 0.
Equivalently, we should have
y(a+ s)− ay ∈ S · g whenever tr(y) = 0. (2.3.2)
Assume first n ≥ 3 and g is invertible. Then substituting y = ei0j0 with i0 6= j0 in
(2.3.2) we get an equality of the form
ei0j0(a + s)− aei0j0 = λ · g.
We claim that this is possible only when λ = 0. Indeed, for every j 6= j0 we get
λ · ej = µj · g
−1ei0
for some µj ∈ S. Let g
−1ei0 =
∑
biei. Then we have a system of equations
µjbj = λ, µjbi = 0 for i 6= j, j 6= j0.
Since g · g−1 = id, we have some (ai) in S with
∑
biai = 1. Thus, we deduce
µj = λaj .
Plugging back in the above equation, we get that λ · I = 0, where I ⊂ S is the ideal
generated by (ajbj − 1)j 6=j0 and (ajbi)i 6=j,j 6=j0. Now choosing a pair i 6= j in [1, n] \ {j0}
(this is possible since n ≥ 3), we obtain
I ⊃ (aibi − 1, ajbj − 1, ajbi) = (1),
and hence, λ = 0.
Thus, we derive that for every i 6= j one has
eij(a+ s)− aeij = 0
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This immediately implies that a is diagonal, and the diagonal entries (aii) satisfy ajj−aii =
s for i 6= j. Using again the assumption n ≥ 3, we obtain that s = 0 and a is proportional
to id.
Next, let us consider the case when tr(g) is invertible (but g is not necessarily invertible).
Considering traces of both sides of (2.3.2) we derive that
y(a+ s)− ay = 0 whenever tr(y) = 0.
Now substituting y = eij for i 6= j one can easily derive that a has to be a diagonal
matrix. As we have above, in the case n ≥ 3 this implies that s = 0 and a is proportional
to id. If n = 2 then taking into account the equation for the diagonal y with entries 1
and −1, we get the same conclusion.
In the case m ≤ −2 we should have
D′(Endg(V )z) = 0,
i.e., (a + s)x − xa = 0 for any x ∈ Endg(V ). As we have seen above, this implies that
a = s = 0. 
Remark 2.3.3. One can also check that there are no nonzero derivations E(k2, g) →
E(k2, g) of degree −1 provided k is a field of characteristic 6= 2 and g is invertible.
Example 2.3.4. Assume that n = 2 and 2 = 0 in S, and let us take g = id. Then there
exist nontrivial derivations of E(S2, id) of degree −1. More precisely, for any 2×2 matrix
a the derivation ad(az−1)+tr(a) d
dz
of Mat2(S)[z, z
−1] restricts to a derivation of E(S2, id).
This essentially amounts to the identity
[y, a] = tr(a)y + tr(ay) id
for 2× 2-matrices a and y such that tr(y) = 0 (it only holds because 2 = 0 in S).
2.4. The algebra associated with a pair of 1-spherical objects. Let (E, F ) be a
weak n-pair with Hom0(E, F ) = V ≃ Sn, equipped with the trivialization
Hom1(F, F ) ≃ S.
We denote by ξF ∈ Hom
1(F, F ) the corresponding generator.
We are going to associate to these data an S-algebra with an increasing exhaustive
filtration (FnA), together with an isomorphism of graded S-algebras
grF A =
⊕
n≥0
FnA/Fn−1A ≃ E(V, g)
op, (2.4.1)
where g ∈ End(V )⊗ LE is defined as before. Namely, we use the second of the pairings
(2.2.1) to identify Hom1(F,E) with V ∨, and define g so that the first pairing takes the
form (2.2.2).
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We will see also that (under some mild assumptions) the filtered algebra (A, F•A) is
determined by the following higher products:
m3 :V ⊗ V
∨ ⊗ V → V ≃ Hom0(E, F )⊗ Hom1(F,E)⊗Hom0(E, F )→ Hom0(E, F ) = V,
m3 :V
∨ ⊗ V ⊗ V ∨ ≃ Hom1(F,E)⊗Hom0(E, F )⊗ Hom1(F,E)→ Hom1(F,E) ≃ V ∨,
m3 :V
∨ ⊗ V ≃ Hom1(F,E)⊗ Hom1(F, F )⊗Hom0(E, F )→ Hom1(E,E) = LE,
m4 :V
∨ ⊗ V ⊗ V ∨ ⊗ V ≃
Hom1(F,E)⊗ Hom0(E, F )⊗Hom1(F,E)⊗Hom0(E, F )→ Hom0(E,E) = S.
(2.4.2)
Let us define the maps r, r′ : End(V )→ End(V ) by
r(v ⊗ v∗) =
∑
i
m3(ei, v
∗, v)⊗ e∗i , r
′(v ⊗ v∗) = ei ⊗
∑
i
m3(v
∗, v, e∗i ),
(2.4.3)
for v ∈ V , v∗ ∈ V ∨, where (ei) and (e
∗
i ) are dual bases of V and V
∨. Similarly, we define
s : End(V )→ LE by
s(v ⊗ v∗) = m3(v
∗, ξF , v). (2.4.4)
Theorem 2.4.1. Let (E, F ) be a weak n-pair in a minimal S-linear A∞-category C, such
that Hom0(E, F ) = V ≃ Sn, where n ≥ 2. Let us fix a trivialization Hom1(F, F ) ≃ S,
and let g ∈ End(V ) ⊗ LE be the corresponding element defined using pairings (2.2.1).
Assume in addition that there exists h ∈ End(V ) ⊗ L−1E such that tr(gh) = 1. Set Ei =
T i(E) ∈ Tw(C), where T = TF is the spherical twist with respect to F . Let us consider
the graded associative algebra
R = RT,E :=
⊕
n≥0
Hom(E0, En),
with the product ab = T i(a) ◦ b, where b ∈ Hom(E0, Ei), a ∈ Hom(E0, Ej). Then
(i) R is canonically isomorphic to the Rees algebra of a filtered algebra (A, F•A) equipped
with an isomorphism grF (A) ≃ E(V, g)op ≃ E(V ∨, g∗). In addition, Hom6=0(E0, En) = 0
for n > 0.
(ii) There exist embeddings Endg(V ) →֒ R1 and End(V ) →֒ R2, such that
R1 = Endg(V )⊕ S · t, R2 = End(V )⊕ Endg(V ) · t⊕ S · t
2,
where t is the central element of degree 1 corresponding to the isomorphism with the Rees
algebra. With respect to these decompositions, for a, b ∈ Endg(V ) ⊂ R1 one has
a · b = ba + [r(b)a+ br′(a) + s(ba)h]t +m4(a⊗ b)t
2. (2.4.5)
Here we use the higher products (2.4.2) and the corresponding maps r, r′, s (see (2.4.3),
(2.4.4)).
Proof. It will be notationally convenient for a while not to use the trivialization of
Hom1(F, F ), so let us set L := Ext1(F, F ).
For an S-module M , we set MLi := M ⊗ L⊗i. Note that the second of the pairings
(2.2.1) induces an identification Hom1(F,E) ≃ V ∨L.
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Step 1. We start by finding explicit twisted complexes representing Ei. Namely, let us
denote by Ei, for i ≥ 1, the following twisted complex:
Hom1(F,E)Li−1 ⊗ F
δi✲ Hom1(F,E)Li−2 ⊗ F
δi−1✲ . . .
δ2✲ Hom1(F,E)⊗ F
δ1✲ E.
(2.4.6)
Here the differentials δi with i > 1 are induced by the evaluation maps L ⊗ F → F [1],
while the differential δ1 : Hom
1(F,E)⊗ F → F [1] is also the evaluation map.
We are going to construct the homotopy equivalences T (Ei) ≃ Ei+1. Note that for
i = 0 we have T (E0) = T (E) = E1 by the definition of the twist functor T = TF . The
complex hom(F,Ei) has form
Hom1(F,E)Li−1 ⊗ idF Hom
1(F,E)Li−1 ⊗ idF · · · Hom
1(F,E)⊗ idF
Hom1(F,E)Li Hom1(F,E)Li−1
✲
· · ·
✲
Hom1(F,E)L
✲
Hom1(F,E)
✲
with the first row in degree 0 and the second row in degree 1 (note that higher products
do not appear since we assume our A∞-structures to be strictly unital). Since all the
components of the differential are isomorphisms, the natural embedding and the projection
give a homotopy equivalence
hom(F,Ei) ≃ Hom
1(F,E)Li[−1].
Hence, we deduce a homotopy equivalence
Ei+1 = Cone(Hom
1(F,E)Li ⊗ F [−1]
δi+1✲ Ei) ≃ Cone(hom(F,Ei)⊗ F
ev✲ Ei) = T (Ei)
(2.4.7)
as claimed.
For what follows we need to know explicitly the maps between Ei+1 and T (Ei). Note
that the embedding of Hom1(F,E)Li ⊗ F [−1] into hom(F,Ei) ⊗ F commutes with the
maps to Ei used to form the above cones, however, the projection in the other direction
only commutes up to homotopy. Namely, we have a homotopy h between the map ev :
hom(F,Ei)⊗ F → Ei and the composition
hom(F,Ei)⊗ F → Hom
1(F,E)Li ⊗ F
δi+1✲ Ei,
with the nonzero components
hj : Hom
1(F,E)Lj ⊗ F
id✲ Hom1(F,E)Lj ⊗ F →֒ Ei,
for 0 ≤ j ≤ i − 1. Hence, the map Ei+1 → T (Ei) is given by the obvious embedding of
complexes, while the map T (Ei)→ Ei+1 is the identity on the summands Ei and all the
summands Hom1(F,E)Lj ⊗ F of hom1(F,Ei)⊗ F .
Step 2. The complex hom(E0, Ei) = hom(E,Ei) has form(
i−1⊕
j=0
Hom1(F,E)Lj ⊗Hom0(E, F )
)
⊕ Hom0(E,E)→ Hom1(E,E),
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with the differential given by d(idE) = 0,
d(e⊗ ξ⊗j ⊗ x) = mj+2(e, ξ, . . . , ξ, x).
Recall that the map m2 : Hom
1(F,E) ⊗ Hom(E, F ) → Hom1(E,E) = LE can be
identified with the map End(V ) → S : a 7→ tr(ga). Thus, we immediately see that for
i ≥ 1 one has Hom 6=0(E0, Ei) = 0, while Hom
0(E0, Ei) fits into an exact sequence
0→ Endg(V )L⊕Hom
0(E,E)→ Hom0(E0, Ei)→
(
i⊕
j=2
End(V )Lj
)
→ 0,
where we use the identification Hom1(F,E) ≃ V ∨L.
Step 3. For 0 ≤ i < j let us consider the map of complexes
hom(Ei, Ej)
T✲ hom(T (Ei), T (Ej))→ hom(Ei+1, Ej+1),
where the second arrow is induced by the maps Ei+1 → T (Ei) and T (Ej) → Ej+1 de-
scribed in Step 1. Then in the case i > 0 the following square is commutative
hom0(Ei, Ej) ✲ Hom
0(Hom1(F,E)Li−1 ⊗ F,Hom1(F,E)Lj−1 ⊗ F )
hom0(Ei+1, Ej+1)
T
❄
✲ Hom0
(
Hom1(F,E)Li ⊗ F,Hom1(F,E)Lj ⊗ F
)
⊗ idL
❄
while in the case i = 0 the following square is commutative
hom0(E0, Ej) ✲ Hom
0(E,Hom1(F,E)Lj−1 ⊗ F )
hom0(E1, Ej+1)
T
❄
✲ Hom0
(
Hom1(F,E)⊗ F,Hom1(F,E)Lj ⊗ F
)❄
where the horizontal arrows are the natural projections, while the right vertical arrow
in the second diagram sends a ∈ Hom1(F,E)Lj−1 ⊗ V ≃ End(V )Lj to a∗ ⊗ idF ∈
End(V ∨)Lj ⊗Hom0(F, F ).
Step 4. For each i ≥ 1, let us consider the natural projection (see Step 2)
πi : Hom
0(E0, Ei)→ V
∨Li ⊗ Hom(E, F ) ≃ End(V )Li.
Note that for i ≥ 2 it is surjective, while for i = 1 its image is Endg(V )L. We claim that
the map π = (πi) is a homomorphism of graded algebras
R → E(V, g)op.
To prove this let us consider elements a ∈ Hom0(E0, Ei) and b ∈ Hom(E0, Ej), where
i > 0, j > 0, and set a = πi(a), b = πj(b). Iterating Step 3 we see the component of
T j(a) ∈ hom0(Ej , Ei+j) in Hom
0
(
Hom1(F,E)Lj−1⊗F,Hom1(F,E)Li+j−1⊗F
)
is a∗⊗idF .
It is easy to see that the pii+j(T
j(a) ◦ b) is obtained by composing the above component
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of T j(a) with b ∈ End(V )Lj ≃ Hom0(E,Hom1(F,E)Lj−1 ⊗ F ). Thus, if we view b as an
element of V ∨ ⊗ V Lj then we get
πi+j(T
j(a) ◦ b) = (a∗ ⊗ idV )(b) = ba ∈ End(V )L
i+j .
Step 5. Let us define t ∈ Hom0(E0, E1) to be the element represented by the element
idE ∈ Hom
0(E,E) in the complex hom(E,E1), so that we have a decomposition
Hom(E0, E1) ≃ Endg(V )L⊕ S · t. (2.4.8)
We claim that for i ≥ 0 the element T i(t) ∈ Hom(Ei, Ei+1) is represented by the closed
map of twisted complexes
V ∨Li ⊗ F
δ✲ V ∨Li−1 ⊗ F
δ ✲ . . .
δ✲ V ∨L⊗ F
δ ✲ E
V ∨Li+1 ⊗ F
δ✲ V ∨Li ⊗ F
id
❄ δ✲ V ∨Li−1 ⊗ F
id
❄ δ ✲ . . .
δ✲ V ∨L⊗ F
id
❄ δ ✲ E
id
❄
Indeed, this can be easily checked by induction by computing the effect of the twist functor
T on the above map and taking into account the homotopy equivalence (2.4.7).
Step 6. It follows easily from Step 5 that the map of the left multiplication by t in our
algebra,
Hom(E0, Ei)
t·✲ Hom(E0, Ei+1)
is injective and its image is given by the classes that have representatives in hom(E0, Ei+1)
with zero component in
V ∨Li+1 ⊗ Hom(E, F ) ≃ V ∨ ⊗ V Li+1 ≃ End(V )Li+1.
Thus, for i ≥ 1 we get an exact sequence
0→ Hom(E0, Ei−1)
t·✲ Hom(E0, Ei)
pii✲ E(V, g)iL
i → 0. (2.4.9)
From these exact sequences we deduce that the algebra R is generated by degree 1 and
degree 2 elements. Indeed, since π is a homomorphism, this follows from the similar
property of E(V, g)op (see Lemma 2.3.1).
Step 7. Next, let us consider an element a ∈ Endg(V )L, and let us view it as a cochain
in the term V ∨L ⊗ Hom(E, F ) ≃ End(V )L of the complex hom(E0, E1). We would like
to calculate T (a). By definition, T (a) is obtained as the composition
E1 = Cone(hom(F,E0)⊗ F
ev✲ E0)→ Cone(hom(F,E1)⊗ F
ev✲ E1)→ E2,
where the arrow between the cones is induced by a : E0 → E1, and the last arrow is the
projection T (E1)→ E2 that we computed before. Now the map hom(F,E0)
a✲ hom(F,E1)
has two nonzero components: the map Ext1(F,E)→ V ∨L2 induced by by the composition
with a and the map
µa : Ext
1(F,E)→ Ext1(F,E) : x 7→ m3(δ1, a, x). (2.4.10)
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It follows that T (a) is represented by the map
V ∨L⊗ F
δ1 ✲ E
V ∨L2 ⊗ F
a∗ ⊗ idF
❄
✲ V ∨L⊗ F
a
❄
✲
✲
E
(2.4.11)
where the diagonal arrow is µa ⊗ idF .
Step 8. Now let us check that t is central in R. By Step 6, it is enough to check
t commutes with elements of degree 1 and 2, lifting arbitrary elements in E(V, g)1 and
E(V, g)2 under the homomorphism π. First, let us check that at = ta in R2, for a ∈
Endg(V )L ⊂ R1. Note that here at = T (a) ◦ t, ta = T (t) ◦ a. From our description of
T (t), we immediately get that ta is represented by the map
E
V ∨L2 ⊗ F ✲ V ∨L⊗ F
a
❄
✲ E
(2.4.12)
On the other hand, from the description (2.4.11) of T (a) it follows immediately that
at = T (a) ◦ t is represented by the same chain map (2.4.12) as ta.
Similarly, let us consider an element A ∈ R2 represented by a closed map
E
V ∨L2 ⊗ F
A0
❄ δ✲ V ∨L⊗ F
δ ✲
A
1
✲
E
where m3(δ, δ, A0)+m2(δ, A1) = 0. Then one can easily check that T (A) ◦ t and T
2(t) ◦A
are both represented by the map
E
V ∨L3 ⊗ F ✲ V ∨L2 ⊗ F
A0
❄
✲ V ∨L⊗ F ✲
A
1
✲
E
Since t is a central nonzero divisor, it follows that the algebra R is the Rees algebra of
a filtered algebra (A, F•A). Furthermore, by Steps 4 and 6 we have
grF (A) ≃ R/(t) ≃ E(V, g)op,
which proves (i).
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Step 9. For a, b ∈ Endg(V )L ⊂ R1, the product ab = T (a) ◦ b in R can be easily
computed using the representation (2.4.11) for T (a): we get
T (a) ◦ b = (A0, A1, A2) ∈ hom
0(E0, E2) = End(V )L
2 ⊕ End(V )L⊕ Hom0(E,E),
with
A0 = ba, A1 = m3(a, δ1, b) + (µa ⊗ idF ) ◦ b, A2 = m4(δ1, a, δ1, b),
where µa is given by (2.4.10).
From this point on we use the trivialization L = S · ξF . Assume for simplicity of
notation that a = va ⊗ v
∗
a, b = vb ⊗ v
∗
b , for va, vb ∈ V , v
∗
a, v
∗
b ∈ V
∨ (the general case is
proved similarly).
The evaluation map δ1 : Hom
1(F,E)⊗ F → E[1] corresponds to the identity element∑
ei ⊗ e
∗
i in Hom
1(F,E)∨ ⊗Hom1(F,E) ≃ V ⊗ V ∨. Thus, the map µa : V
∨ → V ∨ sends
v∗ to ∑
i
〈v∗a, ei〉 ·m3(e
∗
i , va, v
∗) = m3(v
∗
a, va, v
∗).
Similarly,
m3(a, δ1, b) = m3(va, v
∗
b , vb)⊗ v
∗
a,
m4(δ1, a, δ1, b) = m4(v
∗
a, va, v
∗
b , vb).
Thus,
A1 = m3(va, v
∗
b , vb)⊗ v
∗
a + vb ⊗m3(v
∗
a, va, v
∗
b ), A2 = m4(v
∗
a, va, v
∗
b , vb).
Using the operators r and r′ we can rewrite the formula for A1 as
A1 = r(b)a + br
′(a).
Now recall that R2 = Hom
0(E0, E2) is the subspace of hom
0(E0, E2) consisting of
(A0, A1, A2) such that
s(A0) + tr(gA1) = 0,
where s(v ⊗ v∗) = m3(v
∗, ξF , v). Thus, we can define the splitting σ of the projection
π2 : R2 = Hom
0(E0, E2)→ End(V ) by setting
σ(A) = (A,−s(A)h, 0) ∈ Hom0(E0, E2) ⊂ hom
0(E0, E2),
for A ∈ End(V ). Rewriting the element (A0, A1, A2) ∈ Hom
0(E0, E2) as σ(A0) + (A1 +
s(A)h)t + A2t
2 we get (2.4.5). 
Corollary 2.4.2. Under the assumptions of Theorem 2.4.1, if in addition g is invertible,
then the isomorphism class of the corresponding filtered algebra (A, F•A) is determined by
the higher products (2.4.2).
Proof. Indeed, in this case by Lemma 2.3.1(iii), E(V, g) is generated in degree 1 and has
quadratic defining relations. Hence, the same is true for R. But, by Theorem 2.4.1(ii),
the product R1 ⊗R1 → R2 is determined by the higher products (2.4.2). 
In the context of Theorem 2.4.1 let us define the structure of a graded R−R-bimodule
on ⊕
i∈Z
Hom1(Ei, E0) =
⊕
i≥0
Hom1(Ei, E0)
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as follows. The grading of Hom1(Ei, E0) is set to be −i. The left and right multiplication
of x ∈ Hom1(Ei, E0) by a ∈ Hom
0(E0, Ej), with j ≤ i, are given by
a · x = T−j(a ◦ x), x · a = x ◦ T i−j(a).
We would like to calculate this R−R-bimodule.
Lemma 2.4.3. Let B be a non-negatively graded S-algebra, such that B0 = S and all
the graded components Bi are finitely generated projective S-modules. Let M be a graded
B−B-bimodule such that M is isomorphic to B∗ (the restricted dual of B) as a graded left
B-module and as a graded right B-module. Then there exists an automorphism φ : B → B,
preserving the grading, such that M is isomorphic to (idBφ)
∗ as a graded B−B-bimodule.
Proof. Note that M−i ≃ B
∨
i , so all the graded components of M are finitely generated
projective modules. Consider the restricted dual M∗. Then M∗ is isomorphic to B as a
left and as a right graded B-module. This easily implies the claim. 
Proposition 2.4.4. Under the assumptions of Theorem 2.4.1, assume in addition that g
is invertible. Then there is an isomorphism of graded R−R-bimodules⊕
i≥0
Hom1(Ei, E0) ≃ (idRφ)
∗ ⊗S LE, (2.4.13)
where φ is a graded automorphism of R, such that φ(t) = t and the automorphism φ of
R/(t) ≃ E(V, g)op, induced by φ, is equal the restriction of the automorphism Ad(g−1) :
x 7→ g−1xg of End(V )[z]op.
Proof. Without loss of generality we can assume that C is generated by (E, F ). Then by
Lemma 2.2.2, the object E0 = E is 1-spherical. It follows that all the objects Ei = T
i(E0)
are 1-spherical in C. As before, we fix a trivialization Hom1(F, F ) = S · ξF , and consider
the identification Hom1(F,E) ≃ V ∨, such that the second of the pairings (2.2.1) gets
identified with the the natural pairing V ⊗ V ∨ → S, while the first of these pairings is
given by (2.2.2). We also use the isomorphisms Hom1(Ei, Ei) ≃ Hom
1(E,E) = LE.
Step 1. There exists an isomorphism of bimodules (2.4.13) for some φ.
We can use the perfect pairing (given by the composition)
Hom1(X,E0)⊗Hom
0(E0, X)→ Hom
1(E0, E0) = LE
to define an isomorphism
Hom1(X,E0)⊗L
−1
E
∼✲ Hom0(E0, X)
∨.
These isomorphisms are functorial in X , which immediately implies that summing these
isomorphisms over X = Ei, we get an isomorphism of right R-modules⊕
i≥0
Hom1(Ei, E0)⊗ L
−1
E ≃
⊕
i≥0
Hom0(E0, Ei)
∨ = R∗. (2.4.14)
On the other hand, using the perfect pairings
Hom0(X,Ei)⊗ Hom
1(Ei, X)→ Hom
1(Ei, Ei) ≃ LE
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we similarly get an isomorphism of right R-modules
R =
⊕
i≥0
Hom0(E0, Ei) ≃
⊕
i≥0
Hom1(Ei, E0)
∨ ⊗LE .
Dualizing we get another isomorphism of the form (2.4.14) which is compatible with the
left R-module structures. By Lemma 2.4.3, there exists an automorphism φ : R → R
such that (2.4.13) holds.
It remains to check that φ(t) = t and to calculate the action of φ on R/(t). To this end
we will calculate some compositions of morphisms between E0 = E and E1 = [V
∨⊗F →
E]. Recall that we have a canonical decomposition
Hom(E0, E1) = R1 = Endg(V )⊕ S · t.
Step 2. We construct canonical identifications
Hom1(E1, E0) = End(V )/(S · id)⊕ LE, (2.4.15)
τ : Hom1(E1, E1)
∼✲ LE,
such that the composition
Hom1(E,E)⊕Hom1(V ∨⊗F,E)⊕Hom1(V ∨⊗F, V ∨⊗F ) = hom1(E1, E1)→ Hom
1(E1, E1)
τ✲ S,
where the first arrow is the natural projection to cohomology, is given by
(ξ, x, y ⊗ y∗) 7→ ξ + 〈y∗, gy〉, (2.4.16)
where ξ ∈ LE , y ∈ V , y
∗ ∈ V ∨.
By definition, the complex hom(E1, E0) has the form
Hom0(E,E)→ Hom1(V ∨ ⊗ F,E)⊕ Hom1(E,E),
where the differential maps idE to the evaluation morphism in Hom
1(V ∨ ⊗ F,E). This
immediately leads to the identification (2.4.15).
We have
hom0(E1, E1) = Hom
0(E,E)⊕ Hom0(E, V ∨ ⊗ F )⊕Hom0(V ∨ ⊗ F, V ∨ ⊗ F )
and the part of the differential hom0(E1, E1)→ hom
1(E1, E1) that maps to the summands
Hom1(E,E)⊕Hom1(V ∨ ⊗ F, V ∨ ⊗ F ) is the map
Hom0(E, V ∨ ⊗ F )
(−(?◦δ),δ◦?)✲ Hom1(E,E)⊕ Hom1(V ∨ ⊗ F, V ∨ ⊗ F ),
with both components induced by the evaluation map V ∨ ⊗ F → E[1]. We can identify
this map with the map
V ⊗ V ∨ → LE ⊕ V ⊗ V
∨ : y ⊗ y∗ 7→ (−〈y∗, gy〉, y ⊗ y∗).
Thus, the map hom1(E1, E1) → S given by (2.4.16) descends to a map on cohomology,
τ : Hom1(E1, E1) → S. It is clear from the definition that τ is surjective. Since E1 is
1-spherical, we deduce that τ is an isomorphism.
Step 3. Let T : LE = Hom
1(E,E)→ Hom1(E1, E1) be the map induced by the spherical
twist T . Then τ ◦ T is the identity map of LE. Hence, the map
Hom0(E0, E1)⊗ Hom
1(E1, E0)→ Hom
0(E0, E0) = S : a⊗ x 7→ a · x = T
−1(a ◦ x),
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sends a⊗ x to τ(a ◦ x).
Indeed, it is easy to see that T (ξ) is given by the element ξ ∈ Hom1(E,E) ⊂ hom1(E1, E1).
Step 4. For B ∈ End(V )/(S · id) ⊂ Hom1(E1, E0) one has B ◦ t = 0 in Hom
1(E0, E0)
and t ◦B = 0 in Hom1(E1, E1). Also, viewing ξ ∈ LE as an element of Hom
1(E1, E0) (see
(2.4.15)), we get ξ ◦ t = ξ and τ(t ◦ ξ) = ξ. Hence, for any x ∈ Hom1(E1, E0), we have
t · x = x · t
in the bimodule
⊕
i≥0Hom
1(Ei, E0).
Indeed, recall that t corresponds to the element idE ∈ Hom
0(E,E) ⊂ hom0(E,E1).
The vanishing of the composition B ◦ t = 0 is clear from the composition rule:
E
V ∨ ⊗ F
δ ✲ E
idE
❄
E
B
❄
The composition t ◦B is calculated by the diagram
V ∨ ⊗ F
δ ✲ E
E
B
❄
V ∨ ⊗ F
δ ✲ E
idE
❄
Thus, it belongs to the summand Hom1(V ∨⊗F,E) ⊂ hom1(E1, E1), which is annihilated
by τ , hence zero in cohomology.
27
The composition ξ ◦ t is calculated by the diagram
E
V ∨ ⊗ F
δ ✲ E
idE
❄
E
ξ
❄
Finally, the composition t ◦ ξ is calculated by the diagram
V ∨ ⊗ F
δ ✲ E
E
ξ
❄
V ∨ ⊗ F
δ ✲ E
idE
❄
so it is given by the element ξ ∈ Hom1(E,E) ⊂ hom1(E1, E1), which implies the assertion.
Step 5. For A ∈ Endg(V ) ⊂ Hom
1(E0, E1) and B ∈ End(V )/(S · id), we have
B ◦ A = tr(BgA),
τ(A ◦B) = tr(AgB).
Indeed, the composition B ◦ A is calculated by the diagram
E
V ∨ ⊗ F
A
❄ δ ✲ E
E
B
❄
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We claim that the composition of the vertical arrows is tr(BgA). Indeed, it is easy to
see using our conventions, that for A = v∗ ⊗ v and B = w∗ ⊗ w, this composition will be
〈v∗, w〉 · 〈w∗, gv〉, which gives our claim.
Finally, the composition A ◦B is calculated by the diagram
V ∨ ⊗ F
δ ✲ E
E
B
❄
V ∨ ⊗ F
A
❄ δ ✲ E
Note that this composition will have a component in Hom1(V ∨⊗F, V ∨⊗F ) given by the
composition m2(A,B) of the vertical arrows, as well, as a component in Hom
1(V ∨⊗F,E)
given by m3(δ, A,B). However, the latter component does not give any contribution to
the cohomology class, due to formula (2.4.16). For A = v∗ ⊗ v and B = w∗ ⊗ w, we have
m2(A,B) = 〈w
∗, v〉 · w ⊗ v∗, so applying τ we get
τ(m2(A,B)) = 〈w
∗, v〉 · 〈v∗, gw〉 = tr(AgB).
Step 6. Since R is generated in degree 1, the automorphism φ is uniquely determined
by its restriction to R1, which is in turn uniquely determined by the equation
x · φ(a) = a · x
in LE = Hom
1(E0, E0), where a ∈ R1, x ∈ Hom
1(E1, E0). Hence, by Step 4, we deduce
that φ(t) = t. Furthermore, still by Step 4, for a ∈ R1, one has B · a = 0 for all
B ∈ End(V )/(S · id) ⊂ Hom1(E1, E0) if and only if a ∈ S · t. Therefore, for A ∈ Endg(V ),
the element φ(A)modS · t is determined by the products B · φ(A) in Hom1(E0, E0). Now
the calculation of Step 5 implies that φ(A) ≡ g−1AgmodS · t. 
Proposition 2.4.5. Let V = Sn, where n ≥ 2, and let g ∈ EndS(V )⊗L be an invertible
element (where L is a locally free S-module of rank 1). Assume that either n ≥ 3 or tr(g)
is a generator of L. Let (A, F•A) be a filtered S-algebra, such that
grF A ≃ E(V, g)op. (2.4.17)
Suppose φ1 and φ2 are automorphisms of A, preserving the filtration (i.e., φiFjA = FjA),
such that the induced automorphisms of grF A are the same. Then φ1 = φ2.
Proof. Let us consider the automorphism φ = φ−11 φ2 of A. Then φ still preserves the
filtration and induces the identity on grF A. It is easy to check that setting for a ∈ FnA
D(a) = φ(a)− amodFn−2A
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we get a well defined derivation D : grF A → grF A of degree −1. Using (2.4.17) and
Proposition 2.3.2, we deduce thatD = 0. In particular, φ(a) = a for a ∈ F1A. But Lemma
2.3.1(i) implies thatA is generated by F1A (since this is true for gr
F A ≃ E(V, g)op). Hence,
it follows that φ(a) = a for all a ∈ A. 
3. Connection with noncommutative orders over stacky curves
3.1. Filtered algebras and orders. In this section we work over a fixed ground field
k. Let A be a filtered algebra over k equipped with an isomorphism (2.4.1) for some
g ∈ PEnd(V ), and let Z ⊂ A be its center. We equip Z with the induced filtration.
Lemma 3.1.1. The algebra A is finitely generated, prime and of GK-dimension 1. Hence,
A is Noetherian and finite over its center Z, which is a 1-dimensional domain, finitely
generated as k-algebra. Also, A is an order in a central simple algebra over the quotient
field of Z.
Proof. Since the algebra E(V, g) is generated by degree 1 elements, we deduce that A
is generated by F1A. Given a nonzero ideal I ⊂ A, let I0 ⊂ End(V ) be the set of all
elements x such that xtn appears as an initial form of an element of I for some n. Then
I0 is a nonzero ideal, hence, I0 = End(V ). Hence, for a pair of nonzero ideals I, J ⊂ A
we have I0J0 6= 0, so IJ 6= 0, which shows that A is prime. We have dimFiA/Fi−1A = n
2
for i > 1, so the GK-dimension of A is one. Now the results of [33] and [29] imply that A
and Z are Noetherian, A is finite over Z, and Z has dimension 1.
Note that the center of grF (A) ≃ E(V, g)op is either k[z2, z3] ⊂ k[z], in the case when
tr(g) 6= 0, or k[z], when tr(g) = 0. Thus, grF (Z) is a graded k-subalgebra in k[z], i.e., a
group algebra of a subsemigroup in natural numbers. This easily implies that the algebra
R(Z) is a domain, finitely generated as a k-algebra. Next, the fact that grF (A) ≃ E(V, g)op
is torsion free as a module over grF (Z) ⊂ k[z] implies that A is torsion free as a Z-module.
Let K be the quotient field of Z. Then A⊗Z K is a finite-dimensional prime algebra over
K with the center K, so it is a central simple algebra over K. 
Next, we would like to extend A to a sheaf of algebras over a projective curve com-
pactifying Spec(Z). The first obvious choice is to consider the Rees algebras R(A) =⊕
m≥0 FmA andR(Z) =
⊕
m≥0 FmZ and to consider the corresponding Proj-construction.
However, the resulting structures are not always easy to analyze. Namely, the problem
arises when grF (Z) is contained in k[td] for some d ≥ 2. It turns out that a better behaved
construction is provided by the stacky version of Proj, which we denote by Projst.
Namely, for any commutative non-negatively graded k-algebra B =
⊕
n≥0Bn, where
B0 = k, one can define a stack
Projst(B) := Spec(B) \ {B+}/Gm,
where B+ is the augmentation ideal. Assuming in addition that B is finitely generated,
we have an equivalence of the category Coh(Projst(B)) with the quotient of the category
of finitely generated graded B-modules by the subcategory of finite-dimensional modules.
Note that we have a natural line bundle O(1) on Projst(B) such that elements of Bn can
be viewed as global sections of O(n).
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Now starting with an algebra A as above we define the stacky curve C by
C := ProjstR(Z).
Let d ≥ 1 be the maximal such that grF (Z) ⊂ k[td]. We will see below that d measures
the “stackiness” of C (see Lemma 3.1.2(i)). In particular, d = 1 if and only if C is the
usual curve.
Let us denote by t the element 1 ∈ R1(Z) = F1A∩Z. Note that t is a non-zero-divisor,
and R(A)/tR(A) ≃ grF (A), R(Z)/tR(Z) ≃ grF (Z). Since grF (A) ≃ E(V, g)op if finitely
generated as a grF (Z)-module (see the proof of Lemma 3.1.1), we deduce that R(A) is
finitely generated as an R(Z)-module. Thus, localizing R(A) we get a sheaf of coherent
O-algebras A on C.
Lemma 3.1.2. (i) The pointed stacky curve C is neat, and the divisor (t = 0) is the
unique stacky point p = p˜/µd (where p˜ = Spec(k)), Thus, we have OC(1) ≃ OC(p). There
is a natural identification of the cotangent space T ∗p˜C with χ, the 1-dimensional space on
which µd acts with weight 1.
(ii) The sheaf A is an order on C, i.e., a torsion-free coherent sheaf of O-algebras, whose
stalk at the generic point is a central simple K(X)-algebra. Furthermore, the center of A
is OC.
(iii) One has a natural isomorphism of algebras on p,
A|p ≃ ρ∗ End(V )
op, (3.1.1)
where ρ : p˜ → p is the natural morphism. Similarly, we have a natural isomorphism
A(mp)|p ≃ ρ∗ End(V ) for every m ∈ Z, compatible with the above isomorphism via the
identification O(mp)|p ≃ χ
−m. The rank of A is equal to dn2.
(iv) The natural map FmA = Rm(A) → H
0(C,A(mp)) is an isomorphism for m ∈ Z
(where F−1A = 0). One has h
1(A) = 1 and h1(A(p)) = 0. In particular, A is a weakly
spherical order in the sense of Definition 0.0.3.
Proof. (i) We have seen that R(Z) is a domain, so C is integral. Also, the coarse moduli is
ProjR(Z) which is a projective curve. Note that the divisor (t = 0) in C can be identified
with Projst(grF (Z)). Since grF (Z) ⊂ k[zd], and these algebras agree in all sufficiently high
degrees, we see that Spec(grF (Z)) is an affine line with the pinched origin. In particular,
p = (Spec(grF (Z)) \ 0)/Gm ≃ Bµd.
Set S = Spec(R(Z))\{0}. We can view t as a map S → A1 and the fiber over 0, D ⊂ S
is a closed Gm-orbit with the stabilizer µd. Since D = Spec(gr
F (Z)) \ {0} is smooth, the
surface S is smooth near D. By the argument of Luna’s e´tale slice theorem (see [16]),
there exists a smooth µd-invariant locally closed curve Σ ⊂ S through the point z = 1 of
D such that the induced map of stacks Σ/µd → S/Gm is e´tale.
The identification of the cotangent space at p˜ with χ comes from the fact that p is given
by the equation t = 0, where t is a section of OC(1).
(ii) This first assertion follows from Lemma 3.1.1. Also, we know that R(Z) is the center
of R(A), so OC is the center of A.
(iii) Note that A/A(−p) is the localization of the graded module grF (A) ≃ E(V, g)op
over grF (Z). Up to finite-dimensional pieces, this is the same as considering End(V )op[z]
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as a k[zd]-module, which easily implies the isomorphism (3.1.1). If we identify sheaves
on p with µd-representations then the functor ρ∗ is given by tensoring with the regular
representation of µd, so the image of ρ∗ is stable under tensoring with χ.
Finally, since p is a smooth (stacky) point of C, the sheaf A is locally free near p. Thus,
by considering ranks in the isomorphism (3.1.1), we obtain that the rank of A is dn2.
(iv) Note that the isomorphism
φ : A
∼✲ H0(C \ {p},A)
sends FmA to H
0(C,A(m)). It is easy to check that the induced map of the associated
graded spaces has as components the natural maps
FmA/Fm−1A ≃ E(V, g)m →֒ End(V ) = H
0(p, ρ∗ End(V )) ≃ H
0(p,A(mp)|p),
where we use (iii). It follows that φ−1H0(C,A(mp)) = FmA for every m ∈ Z. In
particular, H0(C,A) = k.
Note that for m ≥ 1 we have dimFmA = mn
2. Hence, for sufficiently large m we
have χ(A(mp)) = h0(A(mp)) = mn2. Hence, χ(A) = 0 and χ(A(p)) = n2. Thus, since
h0(A) = 1 and h0(A(p)) = n2, we get h1(A) = 1 and h1(A(p)) = 0. 
Proposition 3.1.3. The category Coh(Aop) of coherent right A-modules is equivalent
to the category qgrR(A), the quotient of the category of finitely generated right R(A)-
modules by the subcategory of torsion modules.
Proof. We can apply the formalism of [2] to the triple (Coh(Aop),A, s), where s is the
autoequivalence M 7→ M(1). The fact that that s is ample follows easily from the
ampleness of O(1) on C. Since we have an isomorphism of graded algebras
R(A) ≃
⊕
n≥0
H0(C,A(n)) ≃
⊕
n≥0
HomAop(A,A(n)) (3.1.2)
(see Lemma 3.1.2), this implies the required equivalence. 
Below we refer to the condition χ introduced in [2, Def. 3.7] which is useful in the context
of noncommutative projective geometry. We also use the notion of the cohomological
dimension of Proj of a graded Noetherian algebra B defined in terms of the cohomology
functor
H i(·) := ExtiqgrB(O, ·)
(see [2, Sec. 7]). Note that for i ≥ 1, one has an isomorphism
H i(M) ≃ lim
m→∞
Exti+1Bop(B/B≥m,M) (3.1.3)
(see [2, Prop. 7.2]). Thus, finiteness of the cohomological dimension of ProjB is equivalent
to finiteness of the cohomological dimension of the functor ΓB+ = limm→∞HomBop(B/B≥m,M).
Corollary 3.1.4. The algebra R(A) is right Noetherian, satisfies the condition χ, and
ProjR(A) has cohomological dimension ≤ 1. The same is true for the algebra R(A)op.
Proof. By [2, Thm. 4.5], from Proposition 3.1.3 and isomorphism (3.1.2) we get thatR(A)
is right Noetherian and satisfies χ1.
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Next, we claim that for every coherent right A-module M the spaces ExtjAop(A,M)
are finite-dimensional, Ext>1Aop(A,M) = 0, and Ext
j
Aop(A,M(i)) = 0 for i ≫ 0. Indeed,
this immediately follows from the identification ExtjAop(A,M) ≃ H
j(C,M) (note that
the latter cohomology is isomorphic to the cohomology of the push-forward of M to the
coarse moduli space of C).
By Proposition 3.1.3, we deduce a similar statement for the cohomology functor H∗
on the category qgrR(A). In particular, we see that the cohomological dimension of
ProjR(A) is ≤ 1. Now the fact that R(A) satisfies χ follows from [2, Thm. 7.4(2)].
The last assertion follows from the fact that grF (Aop) ≃ E(V, g) ≃ E(V ∗, g∗)op, so we
can repeat the argument with A replaced by Aop. 
3.2. Spherical orders and duality. Let A be an order over a proper stacky curve C
with a stacky point p ≃ Bµd such that A|p ≃ ρ∗ End(V )
op, where ρ : p˜ → p is the µd-
covering of p by p˜ ≃ Spec(k). Then we can view ρ∗V as a right A-module supported at
p. Note that if d = 1 then this module is V ⊗Op.
Lemma 3.2.1. Let A be an order over a neat pointed stacky curve C with the stacky
point p ≃ Bµd ∈ C, such that A|p ≃ ρ∗ End(V )
op, where V is a finite-dimensional vector
space. Then the pair of Aop-modules (A, ρ∗V ) (resp., (A,A(−p))) generates Perf(A
op).
Proof. First, we note that the A-module A|p is the direct sum of several copies of ρ∗V .
In particular, ρ∗V is in Perf(A
op), and the pairs (A, ρ∗V ) and (A,A(−p)) generate the
same subcategory. Next, using the exact sequences
0→ A(−(m+ 1)p)→ A(−mp)→ A|p → 0
for m ≥ 0, we see that the subcategory 〈A, ρ∗V 〉 generated by our objects contains all
A(−mp) for m ≥ 0.
We claim that for any coherent right A-module M there exists a surjection of the form⊕N
i=1A(−ni) → M for some ni ≥ 0. Indeed, let p = Bµd. Using [19, Prop. 5.2], we see
that the bundle E =
⊕d
i=1O(−ip) over C has the property that the map
π∗π∗Hom(E ,F)⊗ E → F ,
where π : C → C is the coarse moduli map, is surjective for every quasicoherent sheaf F
on C. Let p ∈ C be the image of p. Then π∗OC(p) ≃ OC(dp). Thus, viewing a coherent
right A-module M as a coherent sheaf of O-modules, we get a surjection of the form
E(−dmp)⊕N ≃ π∗E(−mp)⊕N → π∗Hom(E ,M)⊗ E → M.
Hence, the induced map of right A-modules
E(−dmp)⊕N ⊗A → M
is also surjective, which proves our claim.
Now we can repeat the well known argument for the category of perfect O-modules
(see e.g., the proof of [20, Thm. 4]): starting with any perfect complex of A-modules E,
we can find bounded above complex P •, where each P i is a direct sum of modules of the
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form A(−mp), and a quasi-isomorphism P • → E. Now we consider brutal truncation
σ≥−nP • for sufficiently large n. The cone of the composition
σ≥−nP • → P • → E
will be isomorphic in the derived category to F [n + 1], where F is a coherent right A-
module. Furthermore, for sufficiently large n, we will have Hom(E, F [n + 1]) = 0, so we
deduce that E is a direct summand in σ≥−nP •. 
We say that a pairing
F ⊗ G → H,
where F , G and H are coherent sheaves on a scheme, is perfect on the left (resp. on the
right) if the induced map F → Hom(G,H) (resp., G → Hom(F ,H)) is an isomorphism.
We say that such a paring is perfect in the derived category (on the left or on the right)
if the similar statements hold with Hom replaced by RHom.
Proposition 3.2.2. Let A be an order over an integral proper stacky curve C, which is
smooth near all stacky points and satisfies H0(C,O) = k.
(i) A is spherical if and only if h0(C,A) = 1 and there is an isomorphism of left A-modules
A ≃ Hom(A, ωC), (3.2.1)
where ωC is the dualizing sheaf on C (equivalently, one can ask for an existence of an
isomorphism of right A-modules above). In particular, A is spherical if and only if Aop
is spherical.
Furthermore, if A is spherical then h0(C,A) = h1(C,A) = 1 and for a nonzero mor-
phism τ : A → ωC (which is unique up to rescaling) the pairing
A⊗A → ωC : (x, y) 7→ τ(xy)
is perfect in the derived category (on both sides).
(ii) Assume now that (C, p) is a neat pointed stacky curve, and A is a spherical order over
it, such that A|p ≃ ρ∗ End(V ). Let g ∈ End(V ) be the element such that the morphism
End(V ) ≃ H0(A(p)|p)
τ |p✲ H0(ωC(p)|p) ≃ k
is of the form x 7→ tr(gx). Then g is invertible, and the boundary homomorphism
End(V ) ≃ H0(A(p)|p)→ H
1(A) ≃ k,
associated with the exact sequence 0 → A → A(p) → A(p)|p → 0, is also of the form
x 7→ tr(gx), for an appropriate choice of an isomorphism H1(A) ≃ k. In addition, one
has h1(C,A(p)) = 0.
Proof. (i) For any vector bundles V,V ′ over C we have an isomorphism
HomA(A⊗ V,A⊗ V
′) ≃ Hom(V,A⊗ V ′),
whereas Exti vanish for i > 0. Hence, we have isomorphisms
ExtiA(A,A⊗ V) ≃ H
i(C,A⊗ V), ExtiA(A⊗ V,A) ≃ Ext
i(V,A).
In particular, Exti(A,A) ≃ H i(C,A). Furthermore, the canonical pairings
Ext1−iA (A⊗ V,A)⊗ Ext
i
A(A,A⊗ V)→ Ext
1
A(A,A)
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get identified with the natural composed maps
Ext1−i(V,A)⊗H i(A⊗ V)→ H1(A⊗A)→ H1(A), (3.2.2)
where the second arrow is induced by the multiplication on A. Since the modules of the
form A ⊗ V generate Perf(A), we deduce that A is 1-spherical as an object of Perf(A)
(i.e., the order Aop is spherical) if and only if h0(A) = h1(A) = 1 and all the pairings
(3.2.2) are perfect.
Now assume that A is 1-spherical in Perf(A). The Serre duality on C gives us perfect
pairings
Ext1−i(A⊗ V, ωC)⊗H
i(A⊗ V)→ H1(ωC).
In particular, we have a nonzero generator τ in the 1-dimensional space Hom(A, ωC) such
that the induced map H1(A)
H1(τ)✲ H1(ωC) is an isomorphism. It is easy to check that
the map (3.2.2) for i = 1 fits into a commutative diagram
Hom(V,A)⊗H1(A⊗ V) ✲ H1(A)
Hom(V,Hom(A, ωC))⊗H
1(A⊗ V)
❄
✲ H1(ωC)
H1(τ)
❄
(3.2.3)
where the bottom arrow is the Serre duality pairing combined with the isomorphism
Hom(V,Hom(A, ωC)) ≃ Hom(A⊗ V, ωC),
and the left vertical arrow comes from the morphism of left A-modules
ν = ντ : A → Hom(A, ωC) : a 7→ (x 7→ τ(xa)).
Since both horizontal arrows give perfect pairing and H1(τ) is an isomorphism, we deduce
that the map
Hom(V,A)→ Hom(V,Hom(A, ωC)),
induced by ν, is an isomorphism for all vector bundles V. It follows that ν is an isomor-
phism.
Note for an order A with h0(A) = 1, the biduality morphism
A → Hom(Hom(A, ωC), ωC)
is an isomorphism. Indeed, since ωC is a dualizing sheaf on C, it suffices to check that
Ext>0(A, ωC) = 0. Equivalently, we have to check that
Exti(A, ωC ⊗ L
m) = H0(C,Exti(A, ωC)⊗ L
m) = 0
for i > 0 and m ≫ 0, where L be an ample line bundle on C (see [7, Prop. 6.9]). By
Serre duality, this reduces to the vanishing of H0(C,A⊗L−m), which is clear since every
global section of A is a scalar multiple of the unit.
The above biduality statement easily implies that the bilinear pairing
A⊗A → ωC : a⊗ a
′ 7→ τ(aa′)
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for some τ : A → ωC induces an isomorphism ν of left A-modules as above if and only if
the corresponding morphism of right A-modules
ν ′ : A → Hom(A, ωC) : a 7→ (x 7→ τ(ax))
is an isomorphism.
Now let us start with an order A such that h0(A) = 1 and there exists an isomorphism
of left A-modulesA ≃ Hom(A, ωC). Let τ ∈ Hom(A, ωC) be the element corresponding to
the unit global section of A under this isomorphism. Then the isomorphism is equal to ντ .
Since τ generates the space Hom(A, ωC), by Serre duality, the map H
1(A)
H1(τ)✲ H1(ωC)
is an isomorphism. Hence, the diagram 3.2.3 implies that the pairing (3.2.2) for i = 0 is
perfect. Now the pairing (3.2.2) for i = 1 fits into a similar diagram
Ext1(V,A)⊗H0(A⊗ V) ✲ H1(A)
Ext1(V,Hom(A, ωC))⊗H
0(A⊗ V)
❄
✲ H1(ωC)
H1(τ)
❄
(3.2.4)
Now we have an isomorphism
Ext1(V,Hom(A, ωC)) ≃ H
1(Hom(V,Hom(A, ωC))) ≃ H
1(Hom(A⊗V, ωC)) ≃ Ext
1(A⊗V, ωC)
since Ext1(A ⊗ V, ωC) = 0. Thus, the pairing given by the bottom horizontal arrow in
diagram (3.2.4) is perfect, hence, so is the pairing given by the top horizontal arrow.
For the last assertion, we use the isomorphism
H1(C,A)∗ ≃ H0(C,Hom(A, ωC)) ≃ H
0(C,A),
together with the vanishing of Ext>0(A, ωC) observed before (which holds since h
0(C,A) =
1).
(ii) We can think of ρ∗ End(V ) as the algebra End(V ) ⊗ Rµd in the category of µd-
representations, where Rµd =
⊕d−1
i=0 χ
i is the regular representation of µd. The restriction
τ |p : A|p → ωC |p can be viewed as a morphism of µd-representations,
End(V )⊗Rµd → χ,
whose unique non-trivial component, End(V ) ⊗ χ → χ, corresponds to the functional
x 7→ tr(gx) on End(V ). The fact that the induced pairing τ |p(xy) on End(V ) ⊗ Rµd is
nondegenerate easily implies that g is invertible.
Now let us consider the morphism of exact sequences induced by τ ,
0 ✲ A ✲ A(p) ✲ A(p)|p ✲ 0
0 ✲ ωC
τ
❄
✲ ωC(p)
τ
❄
✲ ωC(p)|p
τ |p
❄
✲ 0
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Passing to the corresponding exact sequences of cohomology, we get a commutative square
H0(A(p)|p) ✲ H
1(A)
H0(ωC(p)|p)
τ |p
❄
✲ H1(ωC)
τ
❄
in which the horizontal arrows are boundary homomorphisms. The non-degeneracy of the
pairing
Hom(A, ωC)⊗H
1(A)→ H1(ωC)
implies that the right vertical arrow is an isomorphism. Since the bottom horizontal arrow
is also an isomorphism, we deduce that the top horizontal arrow can be identified with
τ |p. 
3.3. Special spherical orders over the cuspidal cubic. Let Ccusp be a cuspidal curve
of arithmetic genus 1 over a field k, q a singular point, p a smooth point. Note that the
normalization map is a homeomorphism, so we can identify Ccusp with P1 as a topological
space. We assume that p corresponds to ∞ ∈ P1, while q corresponds to 0 ∈ P1. For an
n-dimensional vector space V and g ∈ GL(V ), let us define an order Acuspg over C
cusp as
the subsheaf of algebras Acuspg ⊂ End(V )⊗ OP1, consisting of the elements that have an
expansion a(z) = c · I + a1z + . . . near 0 ∈ P
1, with c ∈ k and tr(ga1) = 0. Note that
Acuspg is a sheaf of OP1-algebras precisely when tr(g) = 0.
Let us denote by trg : A
cusp → OCcusp the homomorphism induced by the map
End(V )⊗OP1 → OP1 : A 7→ tr(gA).
Lemma 3.3.1. The O-bilinear form trg(aa
′) on Acusp induces an isomorphism of right
Acusp-modules
Acusp
∼✲ HomOCcusp (A
cusp,OCcusp) : a 7→ (a
′ 7→ trg(aa
′)). (3.3.1)
Proof. Away from q this is clear, so it is enough to consider the completions of the
stalks at q. Since the localization Âcuspq[z
−1] is just the matrix algebra over k((z)), we
know that any functional Âcuspq → k[[z]] has form a 7→ trg(ab), for some b = b−nz
−n +
b−n+1z
−n+1 + . . . Now considering the condition that trg(ab) has to be a formal series of
the form c0 + c2z
2 + . . . , we easily deduce that b has to be in Âcuspq. 
Remark 3.3.2. We also have an isomorphism of left Acusp-modules like (3.3.1), given by
a′ 7→ (a 7→ trg(aa
′)), which is in general different from (3.3.1).
Lemma 3.3.3. Under the construction of Sec. 3.1, the order (Acuspg )
op over Ccusp comes
from the algebra E(V, g)op, viewed as a filtered algebra. In particular, we have an equiva-
lence
mod−Acuspg ≃ qgr E(V, g)[t]
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and an isomorphism of graded algebras
E(V, g)[t] ≃
⊕
n∈Z
H0(Ccusp,Acuspg (n)).
Also, the algebra E(V, g)op[t] is right Noetherian and satisfies χ.
Proof. First, we need to identify Acuspg with the sheafification of E(V, g)[t], viewed as a
graded module over k[z2, z3][t]. For this we observe that Acuspg is the subsheaf in End(V )⊗
OP1 , which coincides with End(V )⊗OP1 over the complement to q. The same is true for
the sheafification of E(V, g)[t]. Hence, it is enough to compare the restrictions of the two
sheaves to the affine open subset Ccusp \ {p} (i.e., the open subset t 6= 0). It remains to
observe that
H0(Ccusp \ {p},Acuspg ) = E(V, g) ⊂ End(V )[z].
This proves the first first assertion. The other assertions follow from Lemma 3.1.2 and
Corollary 3.1.4. 
3.4. AS-Gorenstein condition over a field. For graded modules M and N over a
graded algebra B we use the notation
ExtiB(M,N) :=
⊕
j∈Z
ExtiB−gr(M,N(j))
where B − gr is the category of (left) B-modules.
Recall that a connected graded algebra B over a field k is called left Artin-Schelter
Gorenstein (AS-Gorenstein) with the parameter (d,m) if B has a finite left injective
dimension and ExtB(k, B) is 1-dimensional, concentrated in degree d and internal degree
m. Similarly one defines the notion of right AS-Gorenstein.
Proposition 3.4.1. For any g ∈ GL(V ) the algebra E(V, g)[x] (where deg(x) = 1) is left
and right AS-Gorenstein with the parameter (2, 0).
Proof. Let us set B = E(V, g)[x]. It is easy to see that E(V, g)op ≃ E(V ∗, g∗), so it is
enough to check that B is right Gorenstein. We have a natural identification of graded
algebras
B =
⊕
n∈Z
H0(Ccusp,Acuspg (n)),
where O(1) = O(p) (see Lemma 3.3.3). Next, by Lemma 3.3.1, for any n ∈ Z the map
Acusp(n)
∼✲ HomOCcusp (A
cusp(−n),OCcusp),
a 7→ (a′ 7→ trg(aa
′)), is an isomorphism of right Acusp-modules. Since the Ccusp is Goren-
stein with ωCcusp ≃ OCcusp , by Serre duality, we deduce an isomorphism⊕
n∈Z
H0(Ccusp,Acusp(n))
∼✲
⊕
n∈Z
H1(Ccusp,Acusp(−n))∗
of right B-modules. In other words, we have an isomorphism of left B-modules⊕
n∈Z
H1(Ccusp,Acusp(n)) ≃ B∗, (3.4.1)
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where B∗ is the restricted dual of B.
Next, let us consider the bar-resolution of k by the complex of free right B-modules,
. . .→ B+ ⊗ B+ ⊗ B → B+ ⊗ B → B (3.4.2)
Localizing this sequence on Ccusp and twisting, we get for each m ∈ Z an exact sequence
of left Acusp-modules,
. . .→ B+ ⊗ B+ ⊗A
cusp(m)→ B+ ⊗A
cusp(m)→ Acusp(m)→ 0
Let us consider the spectral sequence computing the hypercohomology of this exact com-
plex, i.e., abutting to zero, with the E1-term given by the cohomology of the terms of
this complex. Thus, the E1-term has two rows, corresponding to H
0 and H1. The row
of H0’s is the degree m component of the complex (3.4.2), which is exact for m 6= 0,
and has 1-dimensional cohomology in degree 0 for m = 0. On the other hand, using the
isomorphism (3.4.1) of left B-modules we can identify the row of H1’s with the degree m
component of the complex
. . .→ B+ ⊗ B+ ⊗ B
∗ → B+ ⊗B
∗ → B∗ (3.4.3)
Since the spectral sequence abuts to zero, the row of H1’s should be exact for m 6= 0 and
has one-dimensional cohomology in the term of degree −2 for m = 0.
Now the resolution (3.4.2) for k as a right B-module shows that the complex (3.4.3)
computes TorB(k, B∗), while its restricted dual computes Ext∗Bop(k, B).
In other words, Ext∗Bop(k, B) has the one-dimenisonal cohomology concentrated in co-
homological degree 2 and internal degree 0.
To conclude that B is right Gorenstein it remains to check that B has finite injective
dimension as a right module over itself. To this end we use [6, Thm. 4.5] together with
[36, Thm. 6.3]. More precisely, by Lemma 3.3.3, both B and Bop are right Noetherian,
satisfy χ, and their Proj has finite cohomological dimension. Hence, [36, Thm. 6.3] gives
existence of a balanced dualizing complex over A. Now the same method as in [6, Thm.
4.5] can be used to prove that B has finite injective dimension (see also [38, Thm. 0.3(3)]
for a similar proof in the case of local rings). 
Proposition 3.4.2. Let k be a field. For any filtered k-algebra (A, F•A) satisfying (2.4.1)
for some g ∈ GLn(k), the graded algebra R(A) is left and right AS-Gorenstein with
parameters (2, 0).
Proof. We observe that due to the nature of the Rees algebra construction there is a flat
family Rt(A) of graded algebras over A
1 such that specializing t to a nonzero value gives
an algebra isomorphic to R(A), while R0(A) is gr
F (A)[x] ≃ E(V, g)[x]. Therefore, since
the algebra E(V, g)[x] is AS-Gorenstein with parameters (2, 0) (see Proposition 3.4.1),
we get that Exti(k,R(A)) = 0 for i 6= 2 and Ext2(k,R(A)) is at most one-dimensional,
concentrated in the internal degree 0.
Now let us check that Ext∗(k,R(A)) cannot be entirely zero. Indeed, if it were zero
then using (3.1.3), we would get that all higher cohomology of O(i) on Proj vanishes.
Now we use the identification of qgrR(A) with coherent modules over the corresponding
order A (see Proposition 3.1.3) and get a contradiction with the fact that H1(C,A) ≃
Ext1Aop(A,A) is 1-dimensional (see Lemma 3.1.2(iv)).
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Finally, by Corollary 3.1.4, R(A) and Rop are both Noetherian, satisfy χ and their
Proj has finite cohomological dimension. Thus, as in the proof of Proposition 3.4.1 we
can deduce that R(A) has finite injective dimension, so R(A) is AS-Gorenstein. 
4. Application to algebras associated with pairs of spherical objects
4.1. Gorenstein condition over a base ring. Now we are going to switch to working
over an arbitrary Noetherian commutative ring S. Throughout this section we fix a
filtered S-algebra (A, F•A) equipped with an isomorphism (2.4.1) for some invertible
g ∈ EndS(V )⊗L (where V ≃ S
n), and let R = R(A) be the corresponding Rees algebra.
Note that the graded components of R are locally free S-modules of finite rank.
Lemma 4.1.1. The algebra R is right and left Noetherian.
Proof. First, we note that the ring R/(t) ≃ E(V, g)op is right and left Noetherian, since
E(V, g)op is finitely generated over its central subring S[z2]. Since t is a regular central
element, the assertion follows. 
Proposition 4.1.2. Let R∗ be the restricted dual of R. Then for i 6= 2, one has
TorRi (S,R
∗) = TorRi (R
∗, S) = 0, ExtiR(S,R) = Ext
i
Rop(S,R) = 0,
and TorR2 (S,R
∗), TorR2 (R
∗, S), Ext2R(S,R) and Ext
2
Rop(S,R) are locally free S-modules
of rank 1, concentrated in the internal degree 0.
Proof. Step 1. First, we observe that the assertion is true when S = k is a field.
Indeed, this follows from Proposition 3.4.2 and from the duality between TorB(k, B∗) and
ExtBop(k, B).
Step 2. In the general case, since R is Noetherian, we can find a free resolution
. . .→ P2 → P1 → P0 → S,
where Pi are free graded R-modules of finite rank. Let us set Q• = (P•)⊗R R
∗, so that
Hi(Q•) ≃ Tor
R
i (S,R
∗), and the graded components of Qi are free S-modules of finite rank.
Let us assume that S is local with the maximal idealM , and set k := S/M , Rk := R⊗S k.
We are going to prove HiQ• = 0 for i 6= 2, while H2Q• ≃ S is concentrated in internal
degree 0.
We have
Q• ⊗S k ≃ (P• ⊗S k)⊗Rk R
∗
k.
Note that P• ⊗S k is a free graded resolution of k over Rk, so that
Hi(Q• ⊗S k) ≃ Tor
Rk
i (k,R
∗
k).
Note that we know from Step 1 that the latter spaces are zero for i 6= 2 and are isomorphic
to k in degree 0 for i = 2.
Now let us consider the third quadrant spectral sequence
E2p,q = Tor
S
−q(H−pQ, k) =⇒ E
∞
n = Tor
S
−n(Q•, k),
with the differentials dr : E
r
p,q → E
r
p−r+1,q+r. Note that since the terms of the complex
Q• are free S-modules we have Tor
S
i (Q•, k) = Hi(Q• ⊗S k), so E
∞
n = 0 for n 6= −2,
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while E∞−2 is k in the internal degree 0. It follows that the term E
2
0,0 survives in the
spectral sequence, so we get H0Q ⊗S k = 0. Since H0Q has finitely generated graded
components, by Nakayama lemma, this implies that H0Q = 0. Therefore, E
2
0,q = 0, so
the term E2−1,0 survives, and we get H1Q ⊗S k = 0. Hence, H1Q = 0, and so E
2
−1,q = 0.
Thus, the terms E2−2,0 and E
2
−2,−1 survive, and we deduce H2Q⊗S k ≃ k (in degree 0) and
TorS1 (H2Q, k) = 0. Hence, H2Q ≃ S (sitting in degree 0). Now the similar argument will
prove by induction in n ≥ 3 that HnQ = 0 (for the base we use the vanishing of E
2
−2,q for
q ≤ −1).
Step 3. For arbitrary R, since the construction of the complex Q• is compatible with
localization, we deduce that HiQ• = 0 for i 6= 2, while H2Q• is a projective S-module
of rank 1 sitting in internal degree 0. This finishes the computation of TorRi (S,R
∗).
Since the complex HomS(Q•, S) computes Ext
i
R(S,R), and since HiQ• are projective, we
deduce that
ExtiR(S,R) ≃ HomS(Tor
R
i (S,R
∗)),
and the assertion about Ext∗R(S,R) follows. It remains to apply the same argument to
Rop. 
4.2. Noncommutative projective scheme associated with a filtered algebra.
As before, we consider the noncommutative projective scheme over S associated with
R = R(A), i.e., the category qgrR, defined as the quotient of the category of graded
finitely-generated right R-modules by the subcategory of torsion modules. We denote by
O(j) the object of qgrR corresponding to the module R(j). Recall also that H i(?) :=
Ext∗qgrR(O, ?).
Proposition 4.2.1. (i) In the category qgrR(A) one has
H i(O(j)) = 0 for i 6= 0, 1; H1(O(j)) = 0 for j > 0;
and there is a natural isomorphism of graded algebras⊕
j
H0(O(j)) ≃ R(A).
(ii) Let F be the object of qgrR(A) corresponding to the graded right R(A)-module V [z],
with the module structure induced by the homomorphism
R(A)→R(A)/tR(A) ≃ E(V, g)op →֒ End(V )op[z].
Then the multiplication by z induces an isomorphism F ≃ F (1). We have a natural exact
sequence in qgrR(A):
0→ O(−1)
t✲ O ✲ V ∗ ⊗ F → 0 (4.2.1)
and canonical isomorphisms H0(F ) ≃ V , Ext1(F,O) ≃ V ∗. Also, Hom(F, F ) = S · idF ,
H>0(F ) = 0 and Exti(F,O) = 0 for i 6= 1.
(iii) There exist canonical isomorphisms H1(O) ≃ L and Ext1(F, F ) ≃ S such that the
compositions Ext1(F,O)⊗ H0(F ) → H1(O) and H0(F ) ⊗ Ext1(F,O) → Ext1(F, F ) get
identified the pairings 〈v∗, gv〉 and 〈v, v∗〉, where v ∈ V , v∗ ∈ V ∗. Hence, the pair (O, F )
is an n-pair of 1-spherical objects with the corresponding element g ∈ EndS(V )⊗ L.
41
(iv) For every n ∈ Z we have isomorphisms O(n + 1) ≃ T (O(n)), where T = TF is the
spherical twist associated with F . Hence, the graded algebra RT,O equipped with its natural
central element of degree 1 (see Theorem 2.4.1) is isomorphic to (R(A), t).
Proof. (i) Let us set R = R(A). By [2, Prop. 7.2], we have
H i(O(j)) = lim
m→∞
Exti+1(R/R≥m,R(j)) for i ≥ 1,
and there is an exact sequence
0→ τ(R(j))0 →Rj → H
0(O(j))→ lim
m→∞
Ext1(R/R≥m,R(j))→ 0,
where τ(M) denotes the torsion submodule of M . Note that τ(R(j)) = 0 since t is a
nonzero divisor. On the other hand, by Proposition 4.1.2, we have
Ext 6=2(S(m),R(j)) = 0, Ext2(S(m),R(j)) = 0 for m 6= j.
Hence, the above exact sequence implies that the natural map
Rj → H
0(O(j))
is an isomorphism. The compatibility of these maps with the products is well known (see
[2, Thm. 4.5(2)]. Similarly, using the above formula for H i(O(j)) with i > 0 we see that
H>1(O(j)) = 0 and that H1(O(j)) = 0 for j > 0.
(ii) The multiplication by z gives an injection V [z] → V [z](1) with finite-dimensional
cokernel, hence, it induces an isomorphism F ≃ F (1). The exact sequence (4.2.1) is
induced by the sequence of graded R-modules
0→R(−1)
·t✲ R → E(V, g)→ 0
since we have E(V, g)≥2 ≃ End(V )[z]≥2. Twisting (4.2.1) by (2) and using the identifica-
tion F ≃ F (2), we get an exact sequence
0→ O(1)→ O(2)→ V ∗ ⊗ F → 0 (4.2.2)
Using part (i) and a long exact sequence of cohomology we immediately deduce that
H>0(F ) = 0. Note that the sequence (4.2.2) also immediately implies that Hom(V ∗ ⊗
F,O) = 0, hence, Hom(F,O) = 0.
Next, we claim that the natural map V = V [z]0 → H
0(F ) is an isomorphism. Note
that there is a morphism of exact sequences
0 ✲ R1 ✲ R2 ✲ V
∗ ⊗ V ✲ 0
0 ✲ H0(O(1))
❄
✲ H0(O(2))
❄
✲ V ∗ ⊗H0(F )
❄
✲ 0
where the bottom row is obtained from (4.2.2) by passing to H0, and all vertical maps are
the natural maps of the form M0 → H
0(M˜), where M˜ is the object of qgrR associated
with a graded moduleM . Note that the exactness of the bottom row follows the vanishing
of H1(O(1)) proved in (i). Since the two left vertical arrows are isomorphisms (again by
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(i)), we deduce that rightmost vertical arrow is also an isomorphism, which proves our
claim.
Another useful observation is that we have a morphism of functorsM
·t✲ M(1), which
vanishes on F . Hence, the natural morphisms
Hom(G,F )→ Hom(G(−1), F ), Ext1(F,G)→ Ext1(F,G(1))
induced by t, are zero. Thus, applying the functor Hom(?, F ) to the exact sequence (4.2.1),
we deduce the isomorphism Hom(V ∗ ⊗ F, F )
∼✲ H0(F ), induced by the projection
O → V ∗ ⊗ F . Using the isomorphism V → H0(F ), this implies that Hom(F, F ) = S · id.
Now let us consider another twist of (4.2.1):
0→ O → O(1)→ V ∗ ⊗ F → 0 (4.2.3)
The corresponding extension class is an element of Ext1(V ∗ ⊗ F,O) ≃ V ⊗ Ext1(F,O),
so it gives a canonical morphism V ∗ → Ext1(F,O). In other words, this is precisely the
connecting homomorphism in the long exact sequence of Ext∗(F, ?) applied to (4.2.3):
0 = Hom(F,O(1))→ V ∗ ⊗ Hom(F, F )→ Ext1(F,O)
t✲ Ext1(F,O(1))→ . . .
Since the map on Ext1 induced by t is zero, we see that the map V ∗ → Ext1(F,O) is an
isomorphism.
Finally, the vanishing of Ext≥2(F,O) follows from the long exact sequence of Ext∗(?,O)
applied to (4.2.1).
(iii) First, the long exact sequence of cohomology applied to (4.2.3) has form
0→ R0 → R1 → V
∗ ⊗ V → H1(O)→ H1(O(1)) = 0
Furthermore, the induced map R1/R0 → V
∗ ⊗ V is exactly the embedding E(V, g)1 ⊂
End(V ), so its image is the S-submodule End(V )g ⊂ End(V ). Thus, there is a unique
isomorphism H1(O) ≃ L, such that the above map V ∗ ⊗ V → H1(O) gets identified
with v∗⊗ v 7→ 〈v∗, gv〉. Note that this map corresponds to the composition Ext1(F,O)⊗
H0(F )→ H1(O) using the identifications Ext1(F,O) ≃ V ∗, H0(F ) ≃ V defined in (ii).
Next, we observe that since the map Ext1(F,O(−1))
t✲ Ext1(F,O) is zero, the long
exact sequence of Ext∗(F, ?) associated with (4.2.1) gives an isomorphism
Ext1(F,O)
∼✲ Ext1(F, V ∗ ⊗ F ) ≃ V ∗ ⊗ Ext1(F, F ). (4.2.4)
In particular, this implies that Ext1(F, F ) is a locally free S-module of rank 1. We have
a split exact sequence
0→ End0(V )⊗ F → V ⊗ V
∗ ⊗ F
tr⊗ idF✲ F → 0
Furthermore, the natural map V ⊗ O → F corresponding to the indentification V =
H0(F ), is the composition
V ⊗O
idV ⊗p✲ V ⊗ V ∗ ⊗ F
tr⊗ idF✲ F,
where p : O → V ∗⊗F is the map from the sequence (4.2.1). Thus, the map Ext1(F, V ⊗
O)→ Ext1(F, F ) can be identified with the composition
Ext1(F, V ⊗O)
∼✲ Ext1(F, V ⊗ V ∗ ⊗ F ) = V ⊗ V ∗ ⊗ Ext1(F, F )
tr⊗ id✲ Ext1(F, F ),
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where the first arrow is obtained from (4.2.4) by tensoring with V .
Thus, we deduce the surjectivity of the composition map
V ⊗ V ∗ ≃ Hom(O, F )⊗ Ext1(F,O)→ Ext1(F, F ). (4.2.5)
We claim that End0(V ) ⊂ End(V ) = V ⊗V
∗ is contained in the kernel of this map. Indeed,
it is enough to check that for any v ∈ V ≃ Hom(O, V ) and any v∗ ∈ V ∗ ≃ Ext1(F,O),
such that 〈v∗, v〉 = 0, the composition of v∗ and v in Ext1(F, F ) vanishes. Let us consider
the push-out of (4.2.3) by v : O → F :
0 ✲ O
t ✲ O(1) ✲ V ∗ ⊗ F ✲ 0
0 ✲ F
v
❄
✲ Ev
❄
✲ V ∗ ⊗ F
id
❄
✲ 0
(4.2.6)
Next, let us compute explicitly the subobject
E ′v := ker(t : Ev → Ev(1)) ⊂ Ev.
We can represent Ev by the graded R-module
V [z]≥1 ⊕R(1)≥1/{(−v ∗ r, tr) | r ∈ R≥1},
so that the embedding F → Ev corresponds to the embedding of the summand V [z]≥1.
Here for r ∈ Rm we denote by v ∗ r ∈ V · z
m the result of the right action of the image
of r in Rm/Rm−1 ⊂ End(V )
op · zm on v. Hence, E ′v corresponds to the submodule of
pairs (x, r) such that v ∗ r = 0. This easily implies that the image of the projection
E ′v → O(1)/O · t ≃ V
∗ ⊗ F coincides with 〈v〉⊥ ⊗ F . Thus, the bottom sequence in
diagram (4.2.6) contains as a subsequence the exact sequence
0→ F → E ′v → 〈v〉
⊥ ⊗ F → 0 (4.2.7)
of objects in the subcategory ker(t) ⊂ qgrR. Note that the latter subcategory is naturally
identified with qgr End(V )[z] and that F is a projective object in this subcategory. Hence,
the sequence (4.2.7) splits which proves the required vanishing in Ext1(F, F ).
It follows that the composition map (4.2.5) factors through a surjective map
S ≃ End(V )/End0(V )→ Ext
1(F, F ).
Since Ext1(F, F ) is a locally free S-module of rank 1, this map is in fact an isomorphism.
(iv) As we have seen above, the exact sequence (4.2.3) induces an isomorphism V ∗ →
Ext1(F,O). Hence, it gives a canonical isomorphism
O(1) ≃ TF (O).
On the other hand, for any n ∈ Z we have an isomorphism F (n) ≃ F . Hence, applying
the autoequivalence M 7→M(n) to the above isomorphism we get an isomorphism
O(n + 1) ≃ TF (n)(O(n)) ≃ TF (O(n)).

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Corollary 4.2.2. There exists a graded automorphism φ of R, such that φ(t) = t, the
induced automorphism of R/(t) ≃ E(V, g)op is Ad(g−1), and there is an isomorphism of
graded R−R-bimodules
H1(O) :=
⊕
i∈Z
H1(O(i)) ≃ (idRφ)
∗ ⊗S L.
Proof. This follows by combining Proposition 4.2.1 with Proposition 2.4.4. 
Next, we are going to construct a certain exact complex in qgrR(A). Namely, let us
consider an element hz ∈ Endg(V )[z] ≃ F1A/F0A, where h is any invertible element
of End(V ) ⊗ L−1, such that tr(gh) = 0. Note that we get take h = g−1h0 where h0
is an element of GL(V ) with tr(h0) = 0 (it exists since we assume that V ≃ S
n and
n ≥ 2). Let h˜ ∈ F1A ⊗ L
−1 be any lifting of hz to F1A ⊗ L
−1 = R1(A) ⊗ L
−1. The
right multiplication by hz induces an injective map E(V, g) → E(V, g)(1) ⊗ L−1 (which
we can view as a map of right R(A)-modules) with finite-dimensional cokernel, hence, an
isomorphism V ∗ ⊗ F → V ∗ ⊗ F (1) ⊗ L−1 in qgrR(A). Since t ∈ R1(A) is central, we
have a commutative diagram in qgrR(A) with exact rows
0 ✲ O
t· ✲ O(1) ✲ V ∗ ⊗ F (1) ✲ 0
0 ✲ O(1)⊗ L−1
h˜·
❄ t·✲ O(2)⊗ L−1
h˜·
❄
✲ V ∗ ⊗ F (2)⊗ L−1
·hz
❄
✲ 0
This implies the exactness of the complex
0→ O
α✲ O(1)⊕O(1)⊗L−1
β✲ O(2)⊗L−1 → 0 (4.2.8)
where
α = (t·, h˜·), β = (h˜·, (−t)·). (4.2.9)
Lemma 4.2.3. Under the isomorphism
Ext1(O(2),O)⊗ L
∼✲ HomS(R2,L)⊗ L : c 7→ (r 7→ c · r),
where we use the identification of H1(O) ≃ L from Proposition 4.2.1(iii), the class γ ∈
Ext1(O(2),O)⊗ L of extension (4.2.8) corresponds to the functional
R2 → L
2 : r 7→ tr(
p2(r)
z2
h−1g),
where p : R → R/(t) ≃ E(V, g)op is the natural projection (note that p2(r) is an element
of End(V )z2).
Proof. Let γ′ ∈ Ext1(V ∗ ⊗ F,O(−1)) ≃ Ext1(V ∗ ⊗ F (1),O) be the class of the extension
(4.2.1), and let p : O → V ∗ ⊗ F be the natural projection. We claim that γ is equal to
the composition
O(2)⊗ L−1
p✲ V ∗ ⊗ F (2)⊗L−1
·(hz)−1✲ V ∗ ⊗ F (1)
γ′✲ O[1].
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Indeed, this follows immediately from the commutative diagram in which rows and columns
extend to short exact sequences,
O
t ✲ O(1)
p✲ V ∗ ⊗ F (1)
O
=
✻
α✲ O(1)⊕O(1)⊗ L−1
✻
β✲ O(2)⊗L−1
(·(hz)−1) ◦ p
✻
0
✻
✲ O(1)⊗ L−1
✻
=✲ O(1)⊗L−1
−t
✻
Next, for any r ∈ Rm(A) the composition O
r✲ O(m)
p✲ V ∗ ⊗ F (m) corresponds
to an element p(r) ∈ E(V )m ≃ End(V )z
m ≃ H0(V ∗ ⊗ F (m)). Finally, the extension
class γ′ corresponds to the identity element in V ⊗ V ∗ under an isomorphism Ext1(V ∗ ⊗
F (1),O) ≃ V ⊗ V ∗, and the composition Ext1(F,O)⊗ Hom(O, F )→ H1(O) is given by
v∗ ⊗ v 7→ 〈v∗, gv〉. This easily implies the assertion. 
4.3. Digression: minimally non-formal algebras. Let A be a graded algebra over a
commutative ring S. We can consider structures of (S-linear) minimal A∞-algebras on A
extending the given m2, up to (strict) gauge equivalences. If every such structure is gauge
equivalent to the one with mi = 0 for i > 2, then A is called intrinsically formal. We
are going to describe a class of algebras A for which gauge equivalence classes of minimal
A∞-structures are classified by elements of a certain S-module.
Recall that the set of minimal A∞-structures on A is governed by the Hochschild co-
homology HH∗(A) of the underlying graded associative algebra. More precisely, if we
already have products mi for i ≤ n − 1, forming an An−1-structure, then the set of mn
extending these to an An-structure is a torsor over HH
2(A)2−n (we follow the grading
convention in which mn is a Hochschild 2-cochain of internal degree 2 − n). So the van-
ishing of HH2(A)<0 implies intrinsic formality. The next simplest case after that which
occurs in some situations is when HH2(A)2−n is nonzero for the unique value n = d ≥ 3.
In this case every A∞-structure is gauge equivalent to the one with mi = 0 for 2 < i < d.
Furthermore, md, calculated for such a representative, gives a class in HH
2
2−d, which
uniquely determines the gauge equivalence class of the A∞-structure.
Definition 4.3.1. Let B =
⊕
n≥0Bn be a graded S-algebra with B0 = S, and let
M =
⊕
nMn be a graded B − B-bimodule. We define the bigraded algebra A(B,M, d)
to be B ⊕M , where M ·M = 0, with the natural internal grading and the homological
grading given by deg(S) = 0, deg(M) = d.
The next theorem is a slight generalization of the results in [23, Sec. 3.1]. As in [23,
Sec. 3.1], for graded B − B-bimodules M1, . . . ,Mn let us consider the bar-complex
Bar•(M1, . . . ,Mn) :=M1 ⊗S T (B+)⊗S M2 ⊗S . . .⊗S T (B+)⊗S Mn,
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where T (B+) is the tensor algebra of B+ =
⊕
n≥1Bn as an S-module. The grading is
given by
Bar−m(M1, . . . ,Mn) :=
⊕
m1+...+mn−1=m
M1⊗S T
m1(B+)⊗SM2⊗S . . .⊗S T
mn−1(B+)⊗SMn.
Note that the cohomology H−m of the complex Bar•(S,M) (resp., Bar•(M,S)) is isomor-
phic to TorBm(S,M) (resp., Tor
B
m(M,S)).
Theorem 4.3.2. Assume that M bounded above, i.e., Mn = 0 for n > n0, and that
P l := TorB∗ (S,M) and P
r := TorB∗ (M,S) are both finitely generated projective S-modules,
concentrated in degree d+ 1 and the internal degree 0. Let us fix an embedding
P r
ϕ✲ M ⊗S T
d+1(B+)
inducing the isomorphism of P r with the cohomology of Bar•(M,S). Then for the algebra
A = A(B,M, d) one has HH i−md(A) = 0 for m ≥ 1 and i < 2m, and there is an embedding
HH2−d(A) →֒ HomS(P
r, S),
induced by the evaluation of a Hochschild cochain on the image of ϕ. Here the lower index
denotes the grading on Hochschild cohomology induced by the homological grading on A.
Proof. Below we consider graded B − B-bimodules Mi which are equipped with a pair
of isomorphisms l : Mi → M ⊗S Pi, r : Mi → P
′
i ⊗S M , for some finitely generated
projective S-modules Pi, P
′
i , where l (resp., r) is compatible with the left (resp., right)
graded B-module structures.
Step 1. H i(Bar•(M1,M2)) = 0 for i 6= −d − 1 and we have an isomorphism of right
B-modules
H−d−1Bar•(M1,M2) ≃ P
′
1 ⊗S P
r ⊗S M
and an isomorphism of left B-modules
H−d−1 Bar•(M1,M2) ≃M ⊗S P
l ⊗S P2.
To prove the first assertion we consider the spectral sequence associated with the fil-
tration on Bar•(M1,M2) induced by the Z-grading on M2. The corresponding E1-term
is
E1 ≃ H
•Bar•(M1, S)⊗S M2 ≃ P
′
1 ⊗S P
r ⊗S M2.
Hence, the spectral sequence degenerates and we obtain the first assertion. Similarly,
the second assertion is obtained by considering the spectral sequence associated with the
filtration induced by the Z-grading on M1.
Step 2. H i Bar•(M1, . . . ,Mn) = 0 for i > −(n− 1)(d+ 1), n ≥ 2.
We use induction on n. For n = 2 the assertion follows from Step 1. Now for n > 2
we can consider Bar•(M1, . . . ,Mn) as the total complex associated with a bicomplex, by
considering the bigrading given by the sums of the tensor degrees in even and odd factors
T (B+). This leads to a spectral sequence abutting to H
∗ Bar•(M1, . . . ,Mn) with the
E1-term
H∗Bar•(M1,M2)⊗S T (B+)⊗S H
∗ Bar•(M3,M4)⊗S T (B+)⊗S . . .
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where the last tensor factor is either Mn or H
∗ Bar•(Mn−1,Mn). Thus, the E1-term is
isomorphic to the complex of the form
Bar•(M ′1, . . . ,M
′
n′)[(n− n
′)(d+ 1)]
whereM ′1 = H
∗ Bar•(M1,M2),M
′
2 = H
∗ Bar•(M3,M4), etc., satisfy the same assumptions
as (Mi) by Step 1. Applying the induction assumption we deduce the result.
Step 3. H i Bar•(S,M1,M2, . . . ,Mn, S) = 0 for i > −n(d+1), and we have isomorphisms
H−d−1 Bar•(S,M1, S) ≃ P
l ⊗S P1 ≃ P
′
1 ⊗S P
r
of graded S-modules.
Consider first the complex Bar•(S,M1, S) = T (B+) ⊗S M1 ⊗S T (B+). We can view
it naturally as the total complex associated with a bicomplex (where the bigrading is
induced by two tensor degrees). Considering the corresponding two spectral sequences
we immediately deduce the vanishing of H iBar•(S,M1, S) for i > −d − 1 and get the
required identifications of H−d−1 Bar•(S,M1, S).
Now we use induction on n. As before, we equip Bar•(S,M1, . . . ,Mn, S) with the
bigrading using sums of tensor degrees in even and odd factors T (B+). Thus, we get a
spectral sequence of a bicomplex abutting to H∗ Bar•(S,M1, . . . ,Mn, S) with the E1-term
either of the form
T (B+)⊗H
∗Bar•(M1,M2)⊗ T (B+)⊗ . . .H
∗ Bar•(Mn−1,Mn)⊗ T (B+) =
Bar•(S,M ′1, . . . ,M
′
n/2, S)[n(d+ 1)/2]
if n is even, or of the form
H∗ Bar•(S,M1)⊗ T (B+)⊗H
∗ Bar•(M2,M3)⊗ T (B+)⊗ . . .⊗H
∗Bar•(Mn−1,Mn)⊗ T (B+)
≃ P l ⊗S P1 ⊗S Bar
•(S,M ′1, . . . ,M
′
(n−1)/2, S)[(n+ 1)(d+ 1)/2]
if n is odd. In both cases the required cohomology vanishing follows from the induction
assumption.
Step 4. Let us fix m ≥ 1 and denote by
C i−md ⊂ HomS(A
⊗i
+ , A)
the submodule of degree −md with respect to the homological grading on A and of degree
0 with respect to the internal grading on A. Note that the Hochschild differential maps
C i−md to C
i+1
−md, and HH
i
−md(A) is the (i+md)-th cohomology of the complex C
•
−md. We
have an exact sequence of complexes
0→ C•−md(M)→ C
•
−md → C
•(B)→ 0
where C i−md(M) ⊂ C
i
−md (resp., C
i
−md(B) ⊂ C
i
−md) consists of maps A
⊗i
+ → M (resp.,
A⊗i+ → B). Note that C
i
−md(B) (resp., C
i
−md(M)) consists of S-linear maps
[T (B+)⊗S M ⊗S T (B+)⊗S . . .⊗S M ⊗ T (B+)]i → B
(resp.,
[T (B+)⊗S M ⊗S T (B+)⊗S . . .⊗S M ⊗ T (B+)]i →M)
preserving the internal grading, where there are m (resp., m + 1) factors of M in the
source and the index i refers to the total number of tensor factors (of M and B+).
48
We claim that
H i(C•−md(M)) = H
i(C•−md(B)) = 0 for i < m(d+ 2)
and in addition,
Hd+2(C•−d(M)) = 0
and there is an embedding
Hd+2(C•−d(B)) →֒ HomS(P
r, S)
induced by the evaluation on the image of ϕ.
For the proof, let us consider the decomposition C•−md(B) =
∏
j≥0C
•
−md(Bj), where
C•−md(Bj) ⊂ C
•
−md(B) denote the maps with the image contained in Bj. Let us con-
sider the corresponding decreasing filtration on C•−md(B). Note that the corresponding
associated graded complex is⊕
j≥0
HomS(Bar
•(S, (M)m, S)j, Bj)[−m],
where the lower index denotes the internal grading (and we grade the dual complex using
the convention Hom(K•, ?)i = Hom(K−i, ?)). By Step 3, we have the vanishing
H iHomS(Bar
•(S, (M)m, S)j, Bj) = 0 for i < m(d+ 1),
Hd+1HomS(Bar
•(S,M, S)j , Bj) = 0 for j > 0,
and in addition,
Hd+1HomS(Bar
•(S,M, S)0, B0) ≃ HomS(P
r, S).
Hence, using [23, Lem. 3.2], we obtain the required statements about cohomology of
C•−md(B).
To deal with the cohomology of C•−md(M) we consider the decreasing filtration on
C•−md(M) associated with the grading induced by the sum of the tensor degrees in the
first and last factors of the tensor product T (B+)⊗M ⊗ T (B+)⊗ . . .⊗M ⊗ T (B+). The
associated graded complex can be identified with
Homgr−S−mod(T (B+)⊗S Bar
•((M)m+1)⊗S T (B+),M)[−m− 1].
Thus, the required vanishing follows from Step 2. 
Corollary 4.3.3. Under the conditions of Theorem 4.3.2, the map (m•) 7→ md+2 in-
duces a bijection between the set of gauge-equivalence classes of minimal (S-linear) A∞-
structures on A = A(B,M, d) with given m2 and the S-module HH
2
−d(A).
Proof. Since the grading on A is concentrated in degrees 0 and d, the only potentially
nonzero higher products are mn with n ≡ 2mod(d). Thus, the A∞-identities imply
that md+2 is a Hochschild cocycle. Now the vanishing of HH
2
−md for m ≥ 2 implies by
the standard argument that the gauge equivalence class of (m•) is determined by the
cohomology class of md+2. Furthermore, since HH
3
−md(A) = 0 for m ≥ 2, by [25, Lem.
3.1.2(ii)], every Hochschild cocycle md+2 extends to an A∞-structure on A. 
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Corollary 4.3.4. Under the conditions of Theorem 4.3.2 with d = 1, assume that we
have a finitely generated projective S-module Q and a locally free S-module L of rank 1,
maps of S-modules α : Q → Bn1, β : Q
∨ → Bn2 ⊗L
−1 and an element γ ∈M−n1−n2 ⊗L,
where n1 > 0, n2 > 0, such that m2(β ⊗ α)(idQ) = 0 in Bn1+n2 ⊗L
−1 and m2(γ ⊗ β) = 0
in Q∨ ⊗M−n−1, where m2 is induced by the product in B and the B-bimodule structure
on M . Assume in addition that the S-module P r = Tor2(M,S)0 is locally free of rank 1.
Then up to a gauge equivalence, there exists at most one minimal S-linear A∞-structure
on A = A(B,M, 1) with the given m2 and with
m3((γ ⊗ β ⊗ α)(idQ)) = 1. (4.3.1)
Furthermore, if such an A∞-structure exists then the gauge equivalence classes of all
minimal A∞-structures with the given m2 are classified by elements of S via the map
(m•) 7→ m3((γ ⊗ βi ⊗ α)(idQ)).
Proof. As in Corollary 4.3.3, we see that a minimal A∞-structure on A with the given m2
is determined by the class of m3 in HH
2
−1(A), and we have an embedding
HH2−1(A) →֒ HomS(P
r, S).
Next, we have a morphism S → P r = Tor2(M,S)0 given by the cycle (γ⊗ βi⊗α)(idQ)
in the complex Bar•(M,S). Assume that there exists an A∞-structure on A with the
given m2 such that (4.3.1) holds. Then the composition
HH2−1(A)→ HomS(P
r, S)
f 7→f((γ⊗β⊗α)(idQ))✲ S
sends the class of m3 to 1. It follows that the morphism HomS(P
r, S)→ S is surjective.
Since P r is locally free of rank 1, we deduce that this morphism is an isomorphism. Hence,
the map HH2−1(A)→ S, given by the evaluation on (γ ⊗ β ⊗α)(idQ), is an isomorphism,
which implies our assertion. 
4.4. Triple product calculation. Now we return to the situation of Section 4.2, so
S is a Noetherian commutative ring, (A, F•A) a filtered S-algebra equipped with an
isomorphism (2.4.1) for some invertible g ∈ EndS(V )⊗L (where V ≃ S
n), and R = R(A)
be the corresponding Rees algebra.
We would like to show that Corollary 4.3.4 is applicable to minimal S-linear A∞-
structures on the algebra A(R, (idRφ)
∗⊗L), 1), where φ is the automorphism of R defined
in Corollary 4.2.2. Recall that we have an isomorphism of bimodules over R, H1(O) ≃
(idRφ)
∗ ⊗ L.
Let us fix as before an invertible element h ∈ End(V ) ⊗ L−1 such that tr(gh) = 0
and its lifting h˜ ∈ F1A ⊗ L
−1 = R1 ⊗ L
−1, and let us consider the extension class
γ ∈ Ext1(O(2),O)⊗L = H1(O(−2))⊗L of the exact sequence (4.2.8) in qgrR. We can
view the maps α and β from this exact sequence as maps of S-modules
α : Q → R1, β : Q
∨ →R1 ⊗ L
−1,
where Q = S ⊕L, satisfying m2(β ⊗ α)(idQ) = 0 and m2(γ ⊗ β) = 0.
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Lemma 4.4.1. Up to a gauge equivalence, there is at most one minimal S-linear A∞-
structure on A(R, (idRφ)
∗, 1) with given m2 and satisfying
m3((γ ⊗ β ⊗ α)(idQ)) = 1. (4.4.1)
Proof. Note that (idRφ)
∗ ⊗ L is isomorphic to R⊗ L as a left and as a right R-module,
so by Proposition 4.1.2, the conditions of Theorem 4.3.2 with d = 1 are satisfied, with P r
and P l locally free over S of rank 1. Thus, the result follows from Corollary 4.3.4. 
Remark 4.4.2. Using the compatibility of the higher products with exact triangles
(see e.g., [30, Lem. 3.7]) one can check that (4.4.1) holds for the minimal A∞-structure
on A(R, H1(O), 1) coming from the standard A∞-enhancement of the derived category
D(qgrR) (defined uniquely up to a gauge equivalence). This explains why this is a natural
condition to consider.
In the case when the filtered algebra (A, F•A) is associated with a pair of 1-spherical ob-
jects as in Theorem 2.4.1, we get anA∞-structure on the algebra of the formA(R, (idRφ′)
∗⊗
L, 1). Namely, we can consider the minimal A∞-structure on the subcategory of twisted
complexes (Ei), obtained by homological perturbation, and use Proposition 2.4.4 to iden-
tify the resulting algebra with A(R, (idRφ′)
∗ ⊗ L, 1). Note that the homological per-
turbation is applicable here since all the S-modules Hom(Ei, Ej) are finitely generated
projective. Furthermore, if we assume in addition that either n ≥ 3 or tr(g) is a generator
of L, then we deduce that φ′ = φ, since such an automorphism is uniquely determined by
its action on R/(t) ≃ E(V, g)op by Proposition 2.4.5.
We need to check that this A∞-structure satisfies our normalization condition on m3.
Proposition 4.4.3. Assume that g is invertible, and let φ be the unique automorphism of
R, such that φ(t) = t and the induced automorphism of grF A ≃ E(V, g)op is Ad(g−1) (see
Proposition 2.4.5 and Corollary 4.2.2). Now assume that R arises as the graded algebra
associated with an n-pair (E, F ) as in Theorem 2.4.1. Then the corresponding minimal
A∞-structure on A(R, (idRφ)
∗ ⊗L, 1) satisfies
m3(γ, β, α) = id,
where α : E0 → E1 ⊕ E1 ⊗ L
−1, β : E1 ⊕ E1 ⊗ L
−1 → E2 ⊗ L
−1 and γ : E2 ⊗ L
−1 → E0
correspond to the elements (4.2.9) and to the class of the exact sequence (4.2.8).
Proof. (i) It is enough to compute the relevant triple Massey product in the A∞-category
of twisted complexes over the A∞-category C generated by our n-pair (E, F ), i.e., be-
fore applying the homological perturbation (this follows from the functoriality of Massey
products, see [22, Prop. 1.1].
We use our representations for E1 and E2 as twisted complexes from the proof of
Theorem 2.4.1. Thus, the complex hom(E2, E) has form
Hom0(E,E)→
(
Hom1(V ∨L2 ⊗ F,E)⊕Hom1(V ∨L⊗ F,E)⊕ Hom1(E,E)
)
with the differential induced by the maps δ1 and δ2 (see (2.4.6)).
Step 1. We claim that the map γ is equal to the class γ′ ∈ Hom1(E2, E)⊗LE of the closed
element h−1 ∈ End(V )⊗LE ≃ Hom
1(V ∨L2⊗F,E)⊗LE ⊂ hom
1(E2, E)⊗LE. Indeed, by
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Lemma 4.2.3, it is enough to check that the map Hom0(E,E2)→ Hom
1(E,E)⊗LE = L
2
E ,
given by postcomposing with γ′, coincides with the composition
Hom(E,E2)→ Hom(E, V
∨L2 ⊗ F ) ≃ End(V )
A 7→tr(Ah−1g)✲ L2.
Indeed, this amounts to checking that the composition
E → V ∨L2F
h−1✲ E ⊗ LE[1]
is given by A 7→ tr(Ah−1g) which follows from the identification of the composition
Hom1(F,E)⊗Hom0(E, F )→ Hom1(E,E) with v∗ ⊗ v 7→ 〈v∗, gv〉.
Step 2. Using the computations from the proof of Theorem 2.4.1 we see that the com-
ponents of α and β are represented by the following closed maps. The maps E0
t✲ E1
and E1
t✲ E2 are given by
E
V ∨ ⊗ F
δ1 ✲ E
idE
❄
V ∨ ⊗ F
δ1 ✲ E
V ∨ ⊗ F
δ2✲ V ∨ ⊗ F
idE
❄ δ1 ✲ E
idE
❄
Also, for a certain choice of h˜, the maps E0
h˜✲ E1 ⊗ L
−1
E and E1
h˜✲ E2 ⊗ L
−1
E are
given by
E
V ∨ ⊗ F ⊗L−1E
h
❄ δ1✲ E ⊗ L−1E
V ∨ ⊗ F ✲ E
V ∨ ⊗ F ⊗L−1E
h∗ ⊗ idF
❄ δ2✲ V ∨ ⊗ F ⊗ L−1E
h
❄ δ1✲
✲
E ⊗L−1E
where the diagonal arrow is µh ⊗ idF (recall that µa is defined by (2.4.10)).
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Note that any other choice of h˜ is of the form h˜ + c · t, for c ∈ L−1. Hence, for a
different choice of h˜, the sequence of maps α, β would change by an automorphism of
E1 ⊕ E1 ⊗ L
−1, so the Massey product is unaffected by such a change.
Step 3. Now one easily checks that m2(β, α) = 0 and that m3(γ, β, α) = 0. However, the
product m2(γ, β) is not zero on the cochain level. In fact, its only nonzero component is
given by the composition
V ∨ ⊗ F
δ1 ✲ E
V ∨ ⊗ F ⊗L−1E
h∗ ⊗ idF
❄ δ2✲ V ∨ ⊗ F ⊗ L−1E
h
❄ δ1✲
✲
E ⊗L−1E
E
h −1
✲
It is easy to check that the composition h−1 ◦ (h∗ ⊗ idF ) in this diagram is equal to δ1.
Hence, we obtain
m2(γ, β) = d(idE),
where we view idE as an element of hom
0(E1, E0). Thus, by the definition of the Massey
product, we get
MP (γ, β, α) = m2(idE , t) = idE .

4.5. Proof of Theorem A for Noetherian rings. For a commutative ring S we can
think of an S-point of PGLn as isomorphism classes of pairs (g,L), where L is an invertible
S-module and g ∈ EndS(V )⊗L (where V = S
n) is an invertible element.
Let us consider the functors on the category of Noetherian commutative rings, that
associate to S the set of
(1) (g,L) ∈ PGLn(S) and minimal A∞-structures on S(V, g) up to a gauge equivalence;
(2) (g,L) ∈ PGLn(S) and isomorphism classes of (A, F•A, ι, φ;m•), where (A, F•A) a
filtered algebra equipped with an isomorphism ι : grF A ≃ E(V, g)op and an automorphism
φ : A→ A such that the induced automorphism φ of grF A ≃ E(V, g)op is equal to Ad(g−1);
and m• is a minimal A∞-structure on A(R(A), (idRφ(A))
∗⊗L, 1) with given m2 and such
that m3(γ, β, α) = 1 (viewed up to a gauge equivalence);
(3) (g,L) ∈ PGLn(S) and isomorphism classes of (A, F•A, ι) as in (2).
Step 1. Construction of an injective map from (1) to (2).
Starting from a minimal A∞-structure on S
n(V, g), we consider the corresponding n-
pair of spherical objects (E, F ) (see Sec. 2.2). Now we consider twisted objects (Ei) in
Theorem 2.4.1 and use this Theorem and Proposition 2.4.4 to identify the corresponding
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algebra ⊕
i
Hom(E0, Ei)⊕
⊕
i
Ext1(Ei, E0)
with A(R(A), (idRφ(A))
∗⊗L, 1), for some filtered algebra (A, F•A) and an automorphism
φ satisfying the conditions in (2). Note that the condition on m3 holds due to Proposition
4.4.3.
Next, let us show injectivity of this map. For a minimal A∞-structure m• on S
n(V, g)
let us denote by S(m•) the corresponding A∞-algebra, which can be also viewed as an
A∞-category with two objects (E, F ). Let ΠTwS(m•) denote the A∞ split-closure of the
category of twisted complexes over S(m•). The exact triangle
E0 → E1 → V
∨ ⊗ F → E0[1] (4.5.1)
coming from the definition of E1 = TF (E0), shows that ΠTwS(m•) is split-generated by
E0 and E1. Thus, by [30, Cor. 4.9], the inclusion of the full subcategory on objects (Ei)
{Ei | i ≥ 0} →֒ ΠTwS(m•),
extends to a quasi-equivalence
ΠTw{Ei | i ≥ 0}
∼✲ ΠTwS(m•).
Thus, if two minimal A∞-structures on An, (m•) and (m
′
•) induce gauge-equivalent A∞-
structures on 〈Ei | i ≥ 0〉, then there exists a quasi-equivalence
Φ : ΠTwS(m•) ≃ ΠTwS(m
′
•)
such that H0Φ is the identity on Hom∗(Ei, Ej). Since the functor H
0Φ is triangulated,
the exact triangle (4.5.1) shows that
V ∨ ⊗ Φ(F ) ≃ Φ(V ∨ ⊗ F ) ≃ V ∨ ⊗ F.
Such an isomorphism is induced by a unique isomorphism Φ(F ) ≃ F ⊗ M, for some
locally free S-module of rank 1 equipped with an isomorphism V ∨ ⊗M ≃ V ∨.
Localizing over an open affine covering Spec(S), we can trivialize LE and M. Then Φ
gives an A∞-autoequivalence of the subcategory {E, F}, identical on objects, and such
that the induced autoequivalence of {Ei | i ≥ 0} is isomorphic to the identity. To prove
that (m•) and (m
′
•) are gauge equivalent, it is enough to have thatH
0Φ|{E,F} is isomorphic
to the identity. Just using the condition the the endomorphism of Hom1(E,E) induced
by H0Φ is the identity, it is easy to see that H0Φ should have the following form: it is
given by the maps
h : Hom0(E, F ) = V → V = Hom0(E, F ), (h−1)∗ : V ∨ = Hom1(F,E)→ Hom1(F, F ) = V ∨,
Hom1(F, F )
λ·?✲ Hom1(F, F ),
where h ∈ GL(V ) and λ ∈ S∗ satisfy
h−1gh = λg.
Now the condition that the induced automorphism of the graded algebraR =
⊕
i≥0Hom(E0, Ei)
is the identity, implies that the automorphism Ad(h−1) of R/(t) ≃ E(V, g)op is the iden-
tity. But this is possible only when h is a scalar matrix, h = c · id. In this case we can
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change Φ by an isomorphic A∞-equivalence (rescaling at F ), so that H
0Φ becomes the
identity.
Thus, we deduce that (m•) and (m
′
•) are gauge equivalent locally over Spec(S). Ap-
plying [26, ], we deduce that they are globally gauge equivalent.
Step 2. The forgetful map from (2) to (3) is injective. Indeed, this follows immediately
from Lemma 4.4.1.
Step 3. We have a natural map from (3) to (1): starting from (A, F•A, ι) we construct
an n-pair (E, F ) by considering the derived category Db(qgrR(A)) and considering the
objects E = O and F ∈ qgrR(A) defined in Proposition 4.2.1(ii).
Step 4. We claim that the composition (3)→ (1)→ (2)→ (3) is the identity. Together
with the injectivity proved in Steps 1 and 2, this would imply that our arrows give
bijections between data (1), (2) and (3).
Thus, we start from (A, F•A, ι), consider the corresponding n-pair of spherical objects
(E, F ) as in Step 3, then look at the twisted complexes Ei = T
i
F (E) and consider the cor-
responding Hom-algebra RTF ,E. By [30, Lem. 3.34], the inclusion of the full subcategory
{E, F} extends to an A∞-functor
Φ : Tw{E, F} → D(qgrR(A)),
which is a quasi-equivalence with its image. Thus, Proposition 4.2.1(iv) gives the required
isomorphism of the algebra RTF ,E with R(A), preserving the natural central elements t.
Note that the last assertion of the theorem follows from the fact that the composition
(1)→ (2)→ (3)→ (1) is the identity. 
4.6. Moduli spaces and the proof of Theorem A. We would like to show that the
functor associating to S an isomorphism class of the data
(L, g, A, F•A, ι : gr
F (A) ≃ E(V, g)op) (4.6.1)
as before (where L is a locally free S-module of rank 1, g ∈ End(Sn)⊗L is an invertible
element, such that tr(g) is a generator of L if n = 2), is representable by an affine scheme
SpecSfilt of finite type over Z.
For n ≥ 3, let S0 be the algebra of functions on PGLn (which is the degree 0 part in
the localization Z[xij ][det
−1]), and let g ∈ End(Sn0 ) ⊗ OS0(1) be the universal invertible
element. In the case n = 2, we deine S0 as the algebra of functions on the open subset of
PGLn given by nonvanishing of tr(g)
n/ det(g).
Recall that the algebra E := E(Sn0 , g)
op is Koszul (see Lemma 2.3.1(iii)). This means
that the filtered algebras A we would like to study are given by nonhomogeneous quadratic
relations whose homogeneous quadratic parts are the quadratic relations in E . Let IE ⊂
E1 ⊗S0 E1 denote the space of quadratic relations.
Lemma 4.6.1. The natural morphism
∇ : E∨1 → HomS0(IE , E1) : ξ 7→ (e⊗ e
′ 7→ ξ(e)e′ + ξ(e′)e) (4.6.2)
is a split embedding of S0-modules.
Proof. Since both E∨1 and HomS0(IE , E1) are finitely generated projective modules over S0,
it is enough to check that for any S0-algebra S, the morphism ∇S, obtained from ∇ by
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extension of scalars, is injective. Now we note that since ES = E ⊗S0 S is quadratic, the
elements of ker(∇S) are precisely derivations of ES of degree −1. By Proposition 2.3.2,
any such derivation is zero. 
Proposition 4.6.2. The functor associating to S the set of isomorphism classes of triples
(4.6.1) is representable by an affine scheme SpecSfilt of finite type over S0 (and hence,
over Z).
Proof. As was discussed above, our functor associates to S the set of nonhomogeneous
quadratic algebras deforming ES = E ⊗S0 S. For such an algebra we can always choose a
splitting s : ES,1 → F1A of the projection F1A → F1A/F0A ≃ ES,1. Set U := s(ES,1) ⊂
F1A. Then algebra A can be given by some submodule of nonhomogeneous quadratic
relations
IA ⊂ U ⊗S U ⊕ U ⊕ S,
such that the projection to U ⊗S U ≃ ES,1⊗S ES,1 induces an isomorphism of IA with the
submodule IE,S of quadratic relations in ES. Thus, IA is the graph of an S-linear map
(φ, θ) : IE,S → U ⊕ S.
Conversely, starting from such data we can construct the algebra T (U)/(IA) which is
equipped with a map E → grF (A). Since the algebra E is Koszul, by [27, Sec. V.2],
this correspondence gives a bijection between the set of quadruples (A, F•A, ι, s), where
s : ES,1 → F1A is a splitting, and pairs of maps (φ, θ) satisfying certain quadratic equations
(analogs of Jacobi identity). 1
Now we can change a splitting s to s+ ξ, where ξ ∈ HomS(ES,1(S), S). It is easy to see
that this corresponds to a certain action of HomS(ES,1(S), S) (viewed as an additive group)
on pairs (φ, θ). Furthermore, φ gets changed to φ+∇(ξ), with ∇ given by (4.6.2). Thus,
if we fix a complementary S0-submodule K ⊂ HomS0(IE , E1) to the image of ∇, which is
possible by Lemma 4.6.1, then every orbit of the above action has a unique representative
(φ, θ) with θ ∈ KS. The set of such (φ, θ), satisfying the quadratic equations mentioned
above, is the required affine scheme of finite type over S0. 
End of proof of Theorem A. As we have seen in Proposition 4.6.2 and Theorem 1.1.3, we
have two finitely generated Z-algebras, Sfilt and Sainf , that represent the functors (1) and
(3). Since both Sainf and Sfilt are Noetherian, by the Noetherian case of Theorem A(i)
and by Ioneda lemma, we obtain an isomorphism
Sfilt ≃ Sainf .
This gives the required isomorphism of functors. 
4.7. Proof of Theorem B. We have discussed in detail the construction of the order on
a neat stacky pointed curve associated with a filtered algebra (A, F•). To go from (2) to
(1) let us consider the filtration FiA = H
0(C,A(ip)) on the algebra A = H0(C \ p,A).
1In [27] we work over a field, however, the argument still applies in the case when all the graded
components ES,i are finitely generated projective modules over S, and ES,0 = S.
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From the trivialization of O(p)|p (given by the tangent vector) we get a natural injective
homomorphism of graded algebras
grF A→ End(V )op ⊗ k[z].
We claim that its image is E(V, g)op for some g ∈ PEnd(V ). Indeed, the exact sequence
0→ H0(C,A)→ H0(C,A(p))→ H0(p,A(p)|p)→ H
1(C,A)→ 0
shows that the image of the restriction map F1A → H
0(p,A(p)|p) ≃ End(V ) is of codi-
mension 1. Hence, it has form Endg(V ) for a unique g ∈ PEnd(V ). On the other hand,
since H1(C,A(ip)) = 0 for i ≥ 1, the restriction maps
FmA = H
0(C,A(mp))→ H0(p,A(mp)|p) ≃ End(V )
are surjective for m ≥ 2, which proves our claim. Thus, we get an isomorphism of grF A
with E(V, g)op.
Using Lemma 3.1.2(iv) it is easy to check that starting from a filtered algebra (A, F•)
and constructing an order A over a stacky curve C, we then recover the original filtered
algebra by the above construction.
Conversely, if we start with an order A over a neat pointed stacky curve (C, p) and
consider the filtered algebra (A, F•) with FiA = H
0(C,A(ip), then we recover (C, p,A)
by the stacky Proj construction, described in Sec. 3.1. Indeed, this is proved similarly to
the non-stacky case, using the fact that µd acts faithfully on the fiber of OC(p) at p (see
[1, Sec. 2.4] for similar results).
Next, by Lemma 3.2.1, the pair (A, ρ∗V ) generates Perf(A
op). Thus, by Proposition
3.1.3, we have an equivalence of Perf(Aop) with the full subcategory in D qgrR(A), which
sends (A, ρ∗V ) to the pair (O, F ).
If g is invertible then, by Proposition 4.2.1(iii), the pair (O, F ) in D qgrR(A) is an
n-pair of 1-spherical objects, so A is a spherical order. Conversely, if A is spherical then
g is invertible by Proposition 3.2.2(ii).
Finally, let us prove that A is symmetric if and only if g is scalar. Note that for any
spherical order we have a canonical Nakayama automorphism κ defined by the equation
τ(yx) = τ(xκ(y)),
where τ : A → ωC is a nonzero morphism. Indeed, we have two isomorphisms of coherent
sheaves,
ν : A → Hom(A, ωC) : a 7→ (x 7→ τ(xa)), ν
′ : A → Hom(A, ωC) : a
′ 7→ (x 7→ τ(a′x))
(see Proposition 3.2.2), and we set κ = ν−1 ◦ ν ′. The fact that κ is an automorphism of
algebras follows from the defining identity.
By Proposition 3.2.2(ii), the restricted functional
τ |p : A|p ≃ End(V )⊗Rµd → χ
is given by x 7→ tr(gx) on End(V )⊗ χ. Hence, we have
κ|p = Ad(g)⊗ id : End(V )⊗ Rµd → End(V )⊗ Rµd .
This immediately shows that if A is symmetric, i.e., κ = id, then g is scalar. Conversely,
assume that g is scalar. Then κ|p = id. Now κ induces a filtered automorphism of the
algebra A = H0(C \ {p},A), and the condition that κ|p = id implies that the induced
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automorphism of grF A is equal to the identity. Hence, by Proposition 2.4.5, this auto-
morphism of A is equal to the identity, and so κ = id. 
4.8. A criterion for cyclic A∞-structures. Recall that an A∞-algebra over a field k
is called cyclic if it is equipped with a bilinear form 〈·, ·〉 such that
〈mn(a1, . . . , an), an+1〉 = (−1)
n(deg(a1)+1)〈a1, mn(a2, . . . , an+1)〉.
Kontsevich and Soibelman give a general criterion [10, Thm. 10.2.2] in the case when
char(k) = 0 stating that such a cyclic structure exists on a minimal model of an A∞-
algebra A with finite dimensional cohomology H∗(A), provided there is a functional θ :
HCN(A)→ k (where HC∗(A) is the cyclic homology of A) such that the induced pairing
on H∗(A),
〈x, y〉 = θ(ι(xy)),
where ι : H∗(C)→ HC∗(A) is the natural map, is perfect.
In the case of algebras of the form H∗(C,A), where A is a sheaf of coherent algebras
over a curve C, we can provide a more direct construction of a cyclic structure, which
only uses the assumption that char(k) 6= 2, and relies instead on the cyclic version of the
homological perturbation from [11].
Proposition 4.8.1. Let B = B0 ⊕ B1 be a dg-algebra over a field k, concentrated in
degrees [0, 1], 〈·, ·〉 a pairing of degree 1 on B satisfying
〈x, y〉 = (−1)deg(x) deg(y)〈y, x〉,
〈dx, y〉+ (−1)deg(x)〈x, dy〉 = 0.
Assume also that H∗(B) is finite-dimensional and the induced pairing on H∗(B) is perfect.
Then the data for the homological perturbation can be chosen in such a way that the
resulting minimal A∞-structure on H
∗(B) is cyclic with respect to the pairing induced by
〈·, ·〉.
Proof. Let A ⊂ ker(d) ⊂ B be any (graded) subspace of cohomology representatives.
We claim that there exists a subspace C ⊂ B0, complementary to ker(d), such that
〈C,A1〉 = 0. Indeed, let us start with an arbitrary such complement C ⊂ B0. Then
the pairing C ⊗ A1 → k can be interpreted as a map C → A
∗
1 ≃ A0 (where the latter
isomorphism is given by the pairing between A0 and A1). Correcting C by this map,
we get a new subspace in C ⊕ A0, which is still complementary to ker(d), and which is
orthogonal to A1.
Note that we have orthogonalities 〈C,A〉 = 0, 〈C,C〉 = 0. Hence, the standard ho-
motopy operator Q : B → B associated with the decomposition B = im(d) ⊕ A ⊕ C
satsifies
〈Qx, y〉 = (−1)deg(x)〈x,Qy〉.
As was observed in [11, Sec. 3.3], this implies that the minimal A∞-structure on H
∗(B)
given by the tree formula is cyclic. 
We apply this general result in the following geometric setup.
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Proposition 4.8.2. Let C be a tame proper DM-stacky curve over a field k of charac-
teristic 6= 2, with a Cohen-Macaulay coarse moduli space C such that H0(C,O) = k. Let
A be a coherent sheaf of OC-algebras, equipped with a morphism τ : A → ωC. Assume
that we have a morphism τ : A → ωC such that τ(xy) = τ(yx). Assume that the induced
pairing
A⊗A → ωC
induced by τ(xy), is perfect in the derived category (either on the left or on the right).
Then the minimal A∞-structure on H
∗(C,A) obtained by homological perturbation is
gauge equivalent to a one, cyclic with respect to the pairing θ(xy), where θ : H1(C,A)→
Hn(C, ωC)→ k is induced by τ .
Proof. First of all, since C is tame, we have an isomorphism of algebras
H∗(C,A) ≃ H∗(C,A),
where A := π∗A and π : C → C to the coarse moduli map. Also, we have an isomorphism
π∗ωC ≃ ωC
(see [18, Prop. 2.3.1]). Thus, we can view the morphism π∗τ as a morphism
τ : A → ωC .
Furthermore, the induced pairing
A⊗A → ωC ,
given by τ (xy), factors through the natural projection A⊗A → π∗(A⊗A) and hence, is
still symmetric. Finally, by the relative duality we have an isomorphism
π∗RHom(A, ωC) ≃ π∗RHom(A, π
!ωC) ≃ RHom(A, ωC),
which implies the τ still satisfies the required non-degeneracy condition. Thus, replacing
(C,A, τ) with (C,A, τ), we can assume that C is a usual (non-stacky) curve.
We can compute H∗(C,A) using the Cech resolution
C(A) : A(U1)⊕A(U2)
δ✲ A(U12),
with respect to a covering C = U1 ∩ U2, where Ui are open affine subsets, U12 = U1 ∩ U2.
Here δ(f1, f2) = f2 − f1. Since char(k) 6= 2, we can equip C(A) with the following dg-
algebra structure: the product on A(U1) ⊕ A(U2) is the one on direct sum of algebras,
while for (f1, f2) ∈ A(U1)⊕A(U2), g ∈ A(U1 ∩ U2), we set
(f1, f2)g =
(f1 + f2)|U12g
2
, g(f1, f2) =
g(f1 + f2)|U12
2
.
Note that with respect to this product we have
[(f1, f2), g] =
1
2
([f1|U12 , g] + [f2|U12, g]).
Since the map τ vanishes on the commutators, the induced map of Cech complexes
C(A)→ C(ωC)
also does, with respect to the above product. Composing this map with a map C(ωC)→
k[−1], realizing the canonical trace morphism H1(C, ωC)→ k, we get a map θ : C(A)1 →
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k, vanishing on the image of the differential and on the commutators. Furthermore, Serre
duality implies that the map
H i(C,A)⊗H1−i(C,A)→ H1(ωC)→ k,
induced by τ(xy) is a perfect pairing. Thus, using Proposition 4.8.1 we get a cyclic
A∞-structure with respect to θ(xy). 
Remark 4.8.3. In characteristic zero there is a generalization of Proposition 4.8.2 to
coherent sheaves of dg-algebras over higher-dimensional schemes over a field of character-
istic zero. In this case one has to use Thom-Sullivan construction (see [8, Sec. 5.2], [37,
App. A,B]) to get a multiplicative structure on derived global sections, and then apply
the criterion of Kontsevich-Soibelman [10, Thm. 10.2.2].
One more observation is that the assumptions of Proposition 4.8.2 are preserved when
passing from A to the endomorphism sheaf of a locally projective A-module.
Lemma 4.8.4. Let A be a coherent sheaf of OC-algebras, together with a morphism
τ : A → ωC, satisfying the assumptions of of Proposition 4.8.2, and let P be a locally
projective finitely generated A-module. Consider the sheaf of algebras A˜ := EndA(P).
Then the assumptions of Proposition 4.8.2 still hold for A˜ and τ˜ : A˜ → ωC defined as the
composition of τ and the trace morphism tr : EndA(P)→ A/[A,A].
Proof. Note that as O-module, A˜ is locally a summand in A⊕n for some n. Hence, the
assumption that Ext>0(A, ωC) = 0 implies that the same holds for A˜, so we only need to
check that τ˜ vanishes on [A˜, A˜] and that the pairing τ˜ (xy) is perfect. The former is the
standard fact about traces. For the latter we can assume P to be a direct summand of
A⊕n. First, we observe that the pairing
τ(tr(xy)) : Matn(A)⊗O Matn(A)→ O
is a direct sum of pairings A · eij ⊗ A · eji → O, which are perfect by assumption.
Next, consider a direct sum decomposition A⊕n = P ⊕ Q, and let eP and eQ be the
corresponding idempotents in Matn(A). Then to deduce that the restriction of τ(tr(xy))
to eP Matn(A)eP it is enough to check that the decomposition
Matn(A) = eP Matn(A)eP ⊕
(
eQMatn(A)⊕ eP Matn(A)eQ
)
is orthogonal with respect to our form. But this immediately follows from the identities
ePeQ = 0 and tr(yx) ≡ tr(xy)mod[A,A]. 
Proof of Corollary C. The first part follows immediately from Theorem B: we can realize
every A∞-structure on S(k
n, id) by the one coming from a symmetric spherical order A.
For the last assertion, we use the fact that for such A, a nonzero morphism τ : A → ωC
induces a symmetric pairing A ⊗ A → ωC which is perfect in derived category (see
Proposition 3.2.2(ii)). Recall that we want to construct a cyclic minimal A∞-structure on
Ext∗(G,G), where G = A⊕ ρ∗V . Let L be a sufficiently positive power of an ample line
bundle on C. Then twisting G through the spherical object L−1 ⊗A gives an A-module
P fitting into an exact sequence
0→ P → HomA(L
−1 ⊗A, G)⊗ L−1 ⊗A → G→ 0
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Since local projective dimension of G is 1, this immediately implies that P is locally pro-
jective. Furthermore, since the spherical twist can be defined on a dg-level, we can replace
G by P when studying the minimal A∞-structure on Ext
∗
A(G,G) ≃ Ext
∗
A(P,P) obtained
by the homological perturbation. Now, combining Proposition 4.8.2 with Lemma 4.8.4,
we get that the minimal A∞-structure onH
∗(C,EndA(P,P)) obtained by the homological
perturbation can be chosen to be cyclic. 
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