Abstract
Introduction
Eye detection is a crucial step in many applications such as face detection/recognition, face expression analysis, gaze estimation, criminal investigation, human interactions and surveillance systems [2, 3, 4] . Existing works in eye detection can be classified into two major categories: traditional image-based passive approaches and the active IR based approaches. The former uses intensity and shape of eyes for detection and the latter works on the assumption that eyes have a reflection under near IR illumination and produce bright/dark pupil effect. The traditional methods can be broadly classified into three categories: template based methods [8, 9] , appearance based methods [10, 11] and feature based methods [12, 13] . Our approach is considered to be in first category.
Color is one of the useful features used for eye detection. Thilak et al. [14] proposed an algorithm which by three levels detects eyes. First they localized eye candidates by simple thresholding on HSV color space and normalized RGB color space sequentially. Then it is followed by connected component analysis to determine spatially connected regions and reduce the search space to determine the eye pair windows. Ultimately, the mean and variance projection function is applied to validate the presence of eye in each window. Lin et al. [15] proposed an algorithm which uses HSI color space to extract skin color pixels and use region growing algorithm to group these pixels. Then by means of Face Circle Fitting (FCF) method, they detect face region and thereafter apply Dark-pixel Filter (DFP) to identify eye candidates. At last, they use geometric relation to find eye positions. Gargesha et al. [16] combine the techniques of chrominance and luminance and curvature analysis to compute eye maps. The exact position of eyes could be determined using either PCA or Random transform.
We construct Eye Maps and by combining them, determine eye candidates from the final EyeMap. Eye Map is obtained from a facial image that is transformed into YCbCr color space [1] . The two highest peaks (brightest regions) in Eye Map are supposed to be eyes [6] .
Our simulation results showed that two highest peaks don't always correspond to eyes, i.e. input image is noisy or under poor lighting conditions. An extra phase is designed to overcome these situations. In this phase, the bright regions that satisfy some special features are considered as eye pair. Experimental results showed this phase improved detection rate saliently.
Algorithm of Eye Detection
We first build two separate eye maps from facial image, EyeMapC from the chrominance components and EyeMapL from the luminance component. These two maps are then combined into a single eye map, EyeMap. The facial image should be frontal and not occluded by objects like glasses, mask and so on. Also both eyes should be visible in input image so head rotation at most 30° around vertical axis and 10° around horizontal axis is acceptable. The flowchart of whole algorithm is shown in Fig.1 .
EyeMapC
The main idea of EyeMapC is based on characteristics of eyes in YCbCr color space which demonstrates that eye regions have high Cb and low Cr values [6] . It is constructed by: 
EyeMapL
Since the eyes usually contain both dark and bright pixels in the luma component, grayscale morphological operators (e.g., dilation and erosion) [5] can be designed to emphasize brighter and darker pixels in the luma component around eye regions. We use grayscale dilation and erosion with a hemispheric structuring element to construct eye map from the luma as follows:
Where the grayscale dilation and erosion operations on a function:
are defined in [5] .
Eye Map
After constructing EyeMapC and EyeMapL, we multiply them to obtain the final 'EyeMap', i.e., EyeMap= (EyeMapC) AND (EyeMapL), Fig.3 . The resulting eye map is then dilated, masked, and normalized to brighten both the eyes and suppress other facial areas. The locations of the eye candidates are estimated and then refined using thresholding and binary morphological erosion on this eye map. 
Improvement Phase
As discussed before, two brightest regions in EyeMap are not always eyes [17] . We proposed a novel approach to ensure that two selected regions are eyes, not necessarily two brightest ones. Hence we choose among eye candidates those two regions that satisfy our conditions. We utilized flexible thresholding and geometrical tests to design our approach which in following we describe them.
Flexible Thresholding
The minimum value each pixel must have to be considered as white (255) after thresholding is determined by a parameter called thresholding ratio which is different in images under various lighting conditions. Setting the thresholding ratio is the bottleneck of our solution. Adjusting the threshold ratio so much high in some images, results in eye regions not to be considered as eye candidates. In contrast, selecting the threshold ratio low causes firstly number of eye candidates increase and finding eyes among them becomes difficult, secondly regions combine with each other and cause not detecting the exact position of eyes. We reached this flexibility by combining iterative thresholding and geometrical tests which are explained in improvement algorithm.
Geometrical Tests
Eyes have some features in faces. We extract features and design special tests to verify which candidates are eyes. The geometrical tests include followings:
Eyes-Centre Distance Test: We calculate distance of eyes from the centre of face. Both the distance between eye and the centre of face are almost the same and must not exceed each other by 30%. Our observation shows the two distances are found very closely matched. Eye Pair Distance Test: The distance between the eye pair must be more than Eyes-Centre Distance. Eye Angle Test: According to the structure of face, two eyes cannot be located in one side of face. In this test we examine eye pair candidates to be in two side of face. Eye Shape Test: As eye shape is circular, we test candidates not to be so thin and long. For this purpose we compute roundness ratio.
The two selected eyes must be more than 0.7 in roundness ratio. Also those thin and long candidates would be discarded in this test.
Improvement Algorithm
Our suggested algorithm is composed of iterative thresholding and geometrical tests. We set thresholding ratio based on maximum pixel value in the facial image. Experimental results demonstrate that selecting too high thresholding ratio is not proper and sometimes it is dangerous to start with it. We found out 0.7*MaxValue is the best to start with. Then geometrical tests are applied on eye candidates obtained after thresholding. If two regions found that satisfy all the tests, they considered as eyes and algorithm finishes, else algorithm restarts by lowering the threshold ratio. The next ratio is obtained by previous minus 0.1 (ratio= previous ratio-0.1). This iterative task would be continued till both eyes are detected by algorithm. The Flowchart of improvement algorithm is shown in Fig.4 . As our observations showed, when the light distribution is not unified over face, the number of iterations increases. 
Experimental Results
This section provides simulation results to evaluate our algorithm with and without improvement phase.
We apply our algorithm on CVL [7] and Iranian databases. When the detection is found, a cross is used to mark the eyes. Summary of the detection results (including the number of images, detection rates and average CPU time for processing an image) on the CVL and Iranian databases are presented in Table.3  and Table. 4, respectively. The detection rate is computed by the ratio of the number of correct detection to that of all the images tested. Sample of detections on CVL and Iranian databases are demonstrated in Fig.5 and Fig.6 .
CVL Database
CVL database consists of head and shoulder images taken from 114 people in 7 kinds of expressions. Among 7 images taken from a person, 3 of them are suitable for our purpose. These three photos are frontal view and with different expressions: serious, smile and grin.
Iranian Database
Iranian database consists of head and shoulder images taken from 50 people. Images in Iranian database are taken under various lighting conditions. 
Conclusions
In this paper we have presented an eye detection algorithm for color image. Our method detects eyes in face image which is extracted over the entire image. We proposed flexible thresholding and geometrical tests and applied on eye candidates. Our simulation results demonstrate the effectiveness of improvement phases have increased the correct detections by about 12.4% and we reach the detection rate about 98.5% in total. 
