Abstract
Introduction
relative to the variation and covariation within sets of variables. The RV coefficient ranges between zero 48 and one, and larger values describe greater covariation between sets of variables relative to within them, 49 which may provide evidence that there is higher integration among subsets than expected by chance. An To understand the properties of rPLS we conducted simulations similar to those of Adams (2016) . 86 Specifically, simulated datasets were obtained by generating random variables drawn from a normal 87 distribution ~N(0,1), and variables were randomly assigned to one of two subsets with the constraint that 88 the number of variables was the same in each subset. Thus, each simulated dataset represented what was 89 expected under the null hypothesis of a random association of variables. Using this procedure, we 90 generated 100 datasets for differing levels of sample size (n), where the total number of variables was the 91 same (p = 30). Next we performed the reciprocal simulation where all datasets contained the same 92 number of specimens (n = 100), but where the total number of variables differed. From each simulated 93 dataset rPLS was estimated, and at each level of n and p, the mean and 95% confidence intervals across the 94 100 datasets were calculated. All simulations were performed in R 3.2.0 (R Core Team 2015). Although studies of integration rarely state a null hypothesis in terms of the parameters tested, the 104 permutation-based procedure described above evaluates the observed measure against a distribution of 105 values obtained under a null hypothesis of no association between subsets of variables. Thus, some 106 generalization of the Pearson product-moment null hypothesis, ρ = 0, could be implied. However, 107 whereas Pearson's r, as an estimate of ρ, has an expected value of 0 under the null hypothesis for 108 univariate tests, rPLS has a lower limit of 0 and an expected value that varies with n and p ( Fig. 1 A, B) .
109
For single-sample hypotheses, stating the null hypothesis as "no association" between matrices is 110 sufficient; the expected value is simply the mean of the sampling distribution of rPLS from the permutation 111 procedure (as described above) and the percentile of the observed rPLS value is the estimate of the P-value. 
where is the quantile from a standard normal distribution corresponding to the two-tailed probability
159
for the level of significance, α, and is the pooled standard error. The null hypothesis is to infer which sample has greater morphological integration, when a significant difference is observed. randomly generated, for 200 permutations. The first sampling frame was used to sample individuals from 177 each of the "no effect" population (no linear association) and "effect" population (linear association configurations were also generated to have dispersion of several orders of magnitude greater than the 211 random within-point dispersion, to ensure resulting individual landmark configurations were reasonable.
212
In each permutation within each simulation run, GPA was performed and Procrustes residuals were used 213 for rPLS calculations. Thus, our results allowed us to evaluate both GM (Procrustes residuals) and non-GM
214
(multivariate data) applications for consistently generated residuals, and whether GPA altered 215 interpretations.
216
We repeated the entire process for 5 simulation runs with 20 sampling events and PLS analyses 
222
Results. The simulation experiment demonstrated that type I error rates were appropriate for both 223 random multivariate data and Procrustes residuals (Fig. 2) . For "no effect" comparisons, the mean type I respectively. The nearly non-existent type I errors imply that when both datasets contain integration but 230 their levels are similar, the method displays fewer false positives as compared to when comparing datasets 231 lacking integration (Fig.2) . When comparing samples from the "no effect" and "effect" populations, the 232 mean statistical power was 0.8133 and 0.883 for multivariate data and Procrustes residuals, respectively.
233
Both of these values were, approximately equal to or greater than the generally desired value of 0.8 (Fig.   234 2), which represents a 4:1 trade-off between type II error risk and type I error risk (Cohen 1988).
235
However, the inherently generated within-module correlations from GPA appear to slightly increase 236 statistical power, perhaps owing to the additional correlation between mean configurations that was 237 simulated. These results suggest that the two-sample test of integration disparity presented here behaves 238 as expected, statistically, and GPA does not negatively impact results.
239
In terms of the appropriateness of the two-sample test of integration disparity for PLS analyses,
240
we found no evidence to suggest that the sampling distributions of rPLS statistics were non-normally 241 distributed. For multivariate data, the ranges in W statistics for the "no effect" case (0.9822-0.9996) and
242
"effect" case (0.9885-0.9997) were quite similar and sufficiently close to 1.0 in each case. For the
243
Procrustes residuals, the ranges in W statistics for the "no effect" case (0.9910-0.9996) and "effect" case rural and urban populations, the degree of integration between modules was estimated using partial least 280 squares. Here the maximal covariation between modules was characterized using the PLS correlation
281
(rPLS), which was statistically evaluated using 1,000 random permutations. Additionally, z-scores were 282 obtained for all four groups, and were statistically compared to one another using the procedure described (Fig. 3C) 
