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ON BOREL COMPLEXITY OF THE ISOMORPHISM PROBLEMS
FOR GRAPH RELATED CLASSES OF LIE ALGEBRAS AND
FINITE p-GROUPS
RUVIM LIPYANSKI AND NATALIA VANETIK
Abstract. We reduce the isomorphism problem for undirected graphs with-
out loops to the isomorphism problems for a class of finite dimensional 2-step
nilpotent Lie algebras over a field, and for a class of finite p-groups. We show
that the isomorphism problem for graphs is harder than the two latter isomor-
phism problems in the sense of Borel reducibility. A computable analogue of
Borel reducibility was introduced by S. Coskey, J.D. Hamkins, and R. Miller in
[8]. A relation of the isomorphism problem for undirected graphs to the well-
known problem of classifying pairs of matrices over a field (up to similarity) is
also studied.
Wild problems; Nilpotent groups; Nilpotent algebras; Graphs; Borel reducibility
1. Introduction
In this paper we define the class GLA of graph Lie algebras over a field and the
class GpG of graph p-groups (Sections 2 and 3, respectively). We also reduce the
isomorphism problems for the class GRAPH of undirected graphs without loops to
the isomorphism problems for the above classes.
Previously, the graph isomorphism problem was reduced to the isomorphism
problems for rings [20], algebras [14] and groups [1, 9]. Contrary to the paper [14],
where algebras were infinite dimensional, we reduce the graph isomorphism problem
to the isomorphism problem of a class of 2-step nilpotent finite dimensional Lie
algebras over a field. Also, in [9] the isomorphism problem for graphs was reduced
to the isomorphism problem for a class of infinite groups.
A reduction of the graph isomorphism problem to the isomorphism problem for
the class GpG of finite p-groups was given in [1]. In Section 3, we present a new
proof of this result based on the Lazard correspondence between the category of
nilpotent Lie rings of nilpotency class c and order pn, p > c, and the category of
finite p-group of order pn and nilpotency class c.
To compare the complexity of the isomorphism problems for the classes GLA,
GpG, and GRAPH we use the polynomial time Borel reducibility of equivalence re-
lations on countable sets (see [8]).
Let A and C be two countable sets and R,S be equivalence relations on A and
C, respectively. We say that (A,R) is computably Borel-reducible to (C, S), and
write (A,R) ≤PB (C, S), if there exists a polynomially computable map f : A→ C,
such that for all x and y in A
xRy ⇔ f(x)Sf(y).
In other words, the reduction function f yields a classification of the elements of A
up to R using invariants from C/S. We will also say that the classification problem
1
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of the elements of A up to R is not harder (in the Borel sense) than the classification
problem of the elements of C up to S. We say that (A,R) and (C, S) are Borel
equivalent and write (A,R) ≡PB (C, S) if they are polynomial-time Borel-reducible
(P -Borel-reducible) one to another, i.e., (A, T ) ≤PB (C, S) and (C, S) ≤
P
B (A,R). A
detailed discussion of Borel reducibility is given in Section 4.
Let D and D′ be two classes of finite structures and IsoD, with IsoD′ beiing two
isomorphism relations on these classes, respectively. Then P -Borel reducibility of
the pair (D, IsoD) to (D
′, IsoD′) is called strong isomorphism reducibility of one pair
to another. We will write D ≤iso D
′. If D ≤iso D
′ and D′ ≤iso D, i.e., D ≡iso D
′,
then D and D′ have the same strong isomorphism degree (see [7]). It was proven [7]
that the classes of finite sets, finite fields, finite abelian groups, finite cyclic groups,
and finite sets with linear orderings all have the same strong isomorphism degree.
However, as was also shown in [7], the problem of classifying undirected graphs is
harder than the problem of classifying all finite groups.
In Section 5, we prove that the classification problem for the class of graphs is
harder than the classification problem for the class of graph Lie algebras and a class
of finite p-groups.
We also investigate a relation of the above classification problems to the well-
known problem of classifying pairs of matrices over a field up to similarity. To be
precise, let us denote by W1 the set of all pairs of n × n matrices, for all n ∈ N,
over a field K, and by W2 the set of all transformations of simultaneous similarity
of pairs of matrices from W1:
(A,B) 7→ (S−1AS, S−1BS),
where A,B ∈ M(n,K) and S ∈ GL(n,K). This defines the pair W = (W1,W2).
The classification problem for W (W-problem) is the problem of classifying pairs
of matrices up to similarity. A matrix problem is called wild if it contains the
W-problem as a subproblem. Wild problems are hopeless in a certain sense (see
[4]).
Transformations from W2 induce an equivalence relation TW on W1. We say
that the pair (W1, TW ) corresponds to the pair W = (W1,W2). Let Ω be a class of
finite structures and IsoΩ be the isomorphism relation on Ω. Let us fix a countable
field K. The isomorphism problem for Ω is called Borel-wild (B-wild) over K if
the pair (W1, TW ) is polynomial time Borel-reducible to the pair (Ω, IsoΩ), i.e.,
(W1, TW ) ≤
P
B (Ω, IsoΩ). If (W1, TW ) ≤
P
B (Ω, IsoΩ) but (W1, TW ) 6≡iso (Ω, IsoΩ), we
say that the isomorphism problem for Ω is Borel-superwild and write (W1, TW ) <
B
P
(Ω, IsoΩ).
We prove that the class of undirected graphs without loops is Borel-superwild.
We also show that wildness of matrix problems over countable fields implies their
Borel-wildness. The converse is an open problem.
Below, all graphs are assumed to be finite undirected graphs without loops and
multiple edges.
2. A construction of a Lie algebras by a graph
We give a reduction from the graph isomorphism problem to the isomorphism
problem for some class of 2-nilpotent Lie algebras.
For each vector space V over a field K, and a subset W ⊂ V , we denote by
SpanKW the vector subspace of V generated by all elements of W .
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Denote by Fn the free Lie algebra over K generated by u1, . . . , un and write
F 3n := SpanK{[[ui, uj ], uk] | i, j, k = 1, . . . , n}. Then
(1) Nn := Fn/F
3
n
is the free 2-step nilpotent algebra freely generated by u1 + F
3
n , . . . , un + F
3
n .
Another realization of this algebra is given by M. Gauger [13]. Let V be the
vector space over K freely generated by v1, . . . , vn, and
∧2V = V ∧ V := V ⊗ V/ SpanK{v ⊗ v | v ∈ V }
be the exterior square of V (see [16]). Turn the vector space V ⊕∧2V into a 2-step
nilpotent Lie algebra in which the multiplication is given by
(2) [vi, vj ] = vi ∧ vj , [vi, vj ∧ vk] = [vi ∧ vj , vk] = [vi ∧ vk, vj ∧ vl] = 0,
where i, j, k, l = 1, . . . , n.We identify N and V ⊕∧2V via the isomorphism ϕ : N →
V ⊕ ∧2V that maps each vi ∈ N to vi ∈ V ⊕ ∧
2V .
Definition 1. Let Γ = (T,E) be a graph with the vertex set T = {v1, . . . , vn} and
the edge set E. Then for graph Γ the following holds.
• The subspace of Nn that corresponds to Γ is the vector space
I := SpanK{vi ∧ vj | {vi, vj} ∈ E} ⊆ V ∧ V ⊂ Nn
(because the algebra Nn defined in (1) is 2-step nilpotent, I is an ideal of
Nn).
• The graph Lie algebra corresponding to Γ is
L(Γ) := Nn/I.
In this section, we prove the following theorem.
Theorem 1. For any graphs Γ1 and Γ2,
L(Γ1) ∼= L(Γ2) ⇐⇒ Γ1 ∼= Γ2.
Proof. We use the following statements:
(a) Let X = {x1, . . . , xn} and Y = {y1, . . . , yn} be two bases of a vector space
V over a field K, where Γ1 = (X,E1) and Γ2 = (Y,E2) are two graphs. Let
I1 and I2 be two subspaces of ∧
2V corresponding to the graphs Γ1 and Γ2,
respectively. The graphs Γ1 and Γ2 are isomorphic if and only if I1 = I2
(see [1]).
(b) Let N be a free nilpotent Lie algebra of rank n. Then N is freely generated
by every system of n generators of N that are linearly independent modulo
N2 (see [18]).
(c) Let L be a nilpotent Lie algebra and dimL/L2 = m. A subset S =
{s1, . . . , sm} ⊆ L generates L if and only if the set {s + L
2|s ∈ S} is a
basis of L/L2 (see [18]).
Observe that if ϕ : Γ1 → Γ2 is any graph isomorphism, it induces the natural
isomorphism between L1 = L(Γ1) and L2 = L(Γ2). So we only have to prove that
if
(3) τ : L1 → L2
is an isomorphism from L1 to L2, Γ1 ∼= Γ2.
Let N1 and N2 be two free 2-step nilpotent Lie algebras generated by sets of
vertices T1 = {v1, . . . , vn1} and T2 = {u1, . . . , un2} of our graphs Γ = (T1, E1)
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and Γ = (T2, E2), respectively. Let V and U be the vector spaces over K freely
generated by the sets T1 and T2, respectively. Write
N1 := V ⊕ ∧
2V, I1 := SpanK{vi ∧ vj |{vi, vj} ∈ E1},
N2 := U ⊕ ∧
2U, I2 := SpanK{uk ∧ um|{uk, um} ∈ E2}.
By the definition of graph Lie algebra we can write L1 = N1/I1 and L2 = N2/I2,
where I1 and I2 are the vector spaces corresponding to the graphs Γ1 and Γ2.
Because the algebras L1 and L2 are isomorphic, L1/L
2
1
∼= L2/L
2
2. Using
dimLi/L
2
i = dimNi/N
2
i = ni, i = 1, 2,
we get n1 = n2. Write n := n1 = n2.
Consider the diagram
N1
pi1

ϕ
//❴❴❴❴ N2
pi2

N1/I1
τ
// N2/I2
(4)
where pi1 and pi2 are the canonical surjections and τ is the isomorphism (3). Because
τpi1 is a surjective map, there exist elements w1, . . . , wn ∈ N2 such that pi2(wi) =
τpi1(vi) for all i = 1, . . . , n.
Let us show that the elements w1, . . . , wn are independent modulo N
2
2 . For oth-
erwise, elements τ−1pi2(w1), . . . , τ
−1pi2(wn) are dependent modulo L
2
1. Therefore,
the elements pi1(v1), . . . , pi1(vn) are dependent modulo L
2
1. As a consequence, the
elements v1, . . . , vn are dependent modulo N
2
1 , which is impossible.
Let us define the homomorphism ϕ : N1 → N2 such that ϕ(vi) = wi for i =
1, . . . , n. By the statement (b), the elements w1, . . . , wn freely generate the algebra
N2. Hence the homomorphism ϕ is an isomorphism. Since τpi1(vi) = pi2ϕ(vi)
and the elements v1, . . . , vn generate N1, diagram (4) is commutative. Therefore,
ϕ(I1) = I2.
Let us write each wi as the sum
wi = αi1u1 + · · ·+ αinun + bi,
in which bi ∈ N
2
2 , uk ∈ T2, αik ∈ K, and i, k = 1, . . . , n. The elements ϕ(vi), i =
1, . . . , n generate the algebra N2. By statement (c), the elements
di := αi1u1 + · · ·+ αinun, i = 1, . . . , n,
are linearly independent modulo N22 and they generate the algebra N2. By the
statement (b), the elements d1, . . . , dn freely generate N2. Consider the homomor-
phism ψ : N1 → N2 such that
(5) ψ(vi) = di, i = 1, . . . , n.
The elements d1, . . . , dn freely generate N2, hence the homomorphism ψ is an iso-
morphism.
Because N2 is a 2-step nilpotent Lie algebra and ψ, ϕ : N1 → N2 are Lie homo-
morphisms, we have
ϕ(vi ∧ vj) = (di + bi) ∧ (dj + bj) = di ∧ dj = ψ(vi ∧ vj).
Therefore, ψ(I1) = I2 and so ψ(V ) = U by (5).
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Consider the graph Γ3 = (T3, E3) with
T3 := {d1, . . . , dn}, E3 := {{di, dj} | {vi, vj} ∈ E1}.
Denote by D the vector space freely generated by T3 and consider the Lie algebra
N3 := D ⊕ ∧
2D. Denote by I3 the subspace of N3 that corresponds to Γ3 (in
the sense of Definition 1). The equalities di ∧ dj = ψ(vi ∧ vj) ensure ψ(I1) = I3.
Because ψ(I1) = I2, we get I3 = I2. By the statement (a), the graphs Γ3 and Γ2
are isomorphic. Hence, the graphs Γ1 and Γ2 are also isomorphic. 
3. A construction of a p-group by a graph
First we give a brief summary of the Lazard correspondence ([15], see also [11])
between the category of nilpotent Lie rings L of nilpotency class c and order pn,
p > c, and category G of finite p-group of order pn and nilpotency class c. For each
L ∈ L we denote by Gr(L) ∈ G the group with the same set of elements and with
multiplication defined by the Beiker–Campbell–Hausdorff formula (BCH-formula,
[15]), which has the form:
(6) g · h = g + h+ h1(g, h) = g + h+
1
2
[g, h] +
1
12
[g, g, h] + · · · , g, h ∈ L,
where h1(g, h) is a finite linear combination over the field of rational numbers Q of
Lie ring commutators in g and h. The coefficients of the above linear combination
are given as rationals whose denominators are not divisible by any prime greater
than c. Thus the element h1(g, h) can be evaluated in L. Note that the expression
for the element h1(g, h) only depends on the nilpotency class c, but not on p or L
(for more details see [15]).
Conversely, let G be a group in G. Turn G into the Lie algebra, in which the Lie
operations + and [ , ]L are defined as follows:
(7) g + h := g · h · h2(g, h), [g, h]L := [g, h]G · h3(g, h).
Here g, h ∈ G; [g, h]G = g
−1h−1gh is the group commutator; and h2(g, h) and
h3(g, h) are (defined in [15]) products of formal powers of the group commutators
of g and h (the expressions (7) are called the inverse BSH-formulas). Because
the denominators of exponents in the expressions of h2(g, h) and h3(g, h) are not
divisible by any prime greater than c, they can be evaluated in finite p-group G.
Denote the above Lie ring by Lie(G). Note that the expressions for the elements
h1(g, h) and h2(g, h) only depend on the nilpotency class c, but not on p or G.
It can be proved that Gr(Lie(G)) = G and Lie(Gr(L)) = L hold for a group
G ∈ G and a Lie ring L ∈ L. We say that G and L are Lazard correspondening to
each other. The Lazard correspondence also gives an isomorphism between category
L of nilpotent Lie rings of order pn and nilpotency class c, and category G of finite
p-groups of nilpotency class c, provided p < c.
In this section, we use the Lazard correspondence to describe a relation between
the isomorphism problem for graphs and for a class of p-groups corresponding to
them. Let L be a finite dimensional Lie algebra over the field Fp = Z/pZ with
p 6= 2. In what follows, we denote by LR the Lie ring of a Lie algebra L. It is
evident that two finite dimensional Lie algebras, L1 and L2, over the field Fp are
isomorphic if and only if LR1 is isomorphic to L
R
2 .
Let Γ = (T,E) be a graph. As in Section 1, we define the vector space V freely
generated by the set of vertices T = {v1, . . . , vn} over finite field Fp with p 6= 2 and
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the free 2-step nilpotent Lie algebra Nn = V
⊕
∧2V with defining relation (2). Let
M = Gr(NRn ) be the group Lazard corresponding to Lie ring N
R
n . Because N
R
n is
a 2-step nilpotent Lie ring of characteristic p 6= 2, a multiplication on M can be
defined by BCH-formula (6):
(8) (v1 + w1)(v2 + w2) = v1 + v2 + w1 + w2 + 1/2(v1 ∧ v2),
for all v1, v2 ∈ V and w1, w2 ∈ ∧
2V . Note that NR is a free ring in the variety
of Lie rings determined by the identities: p · x = 0, [[x, y], z] = 0. Because any
Lie ring homomorphism ϕ : LR1 → L
R
2 , where L
R
1 , L
R
2 ∈ L, induces the group
homomorphism ϕˆ : Gr(LR1 )→ Gr(L
R
2 ), Mn is a free group freely generated by T in
the variety of groups determined by the identities xp = 1, [[x, y], z] = 1 (see formula
(6)).
As in the case of Lie algebras, we can define a 2-step nilpotent finite p-group
corresponding to the graph Γ = (T,E).
Definition 2. For each graph Γ = (T,E), define
• the subgroup of J of Mn generated by vi ∧ vj , where {vi, vj} ∈ E (because
the group Mn is 2-step nilpotent, J is a normal subgroup of Mn);
• the graph p-group corresponding to Γ is
G(Γ) =Mn/J,
Below we need the following result:
Proposition 1 ([11],[15]). Let G be a finite p-group of class c < p, and H be
its Lazard correspondent ring. Let G0 be a normal subgroup in G and H0 be the
corresponding ideal in H. Then ψ : G/G0 → H/H0 : xG0 → x+H0 is a well-defined
bijection, and it induces the Lazard correspondence between G/G0 and H/H0. 
Proposition 2. Let Γ = (T,E) be a graph, G(Γ) be the graph p-group and L(Γ)
be the Lie graph algebra over the field Fp corresponding to the graph Γ. Then G(Γ)
and L(Γ) are Lazard correspondents of each other.
Proof. Let I be the subspace of ring Nn corresponding to Γ. Then I
R is an ideal
of NRn and L(Γ)
R = NRn /I
R. It is clear that ring NRn and group Mn are in Lazard
correspondence. The normal subgroup J and ideal IR of ring Nn are also in Lazard
correspondence, i.e., Gr(IR) = J . By Proposition 1 Lie ring L(Γ)R = NRn /I
R is
the Lazard correspondent of group G(Γ) =Mn/J , i.e., Gr(L(Γ)
R) = G(Γ). 
Theorem 2. For every two graphs Γ1 and Γ2
G(Γ1) ∼= G(Γ2) ⇐⇒ Γ1 ∼= Γ2.
Proof. If G(Γ1) and G(Γ2) are two isomorphic graph p-groups, their Lazard corre-
spondent graph Lie rings L(Γ1)
R and L(Γ2)
R are also isomorphic. Hence graph Lie
algebras L(Γ1) and L(Γ2) over field Fp are also isomorphic. By Theorem 1 graphs
Γ1 and Γ2 are isomorphic. The converse is trivial. 
Remark 1. Theorem 2 can be proved also using the known properties of locally fi-
nite varieties of p-groups (see [1]). However, our proof reveals an important relation
between graph Lie algebras and graph p-groups via the Lazard correspondence.
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4. Borel reducibility and wildness
We use Borel reducibility to define Borel-wildness (B-wildness) of the isomor-
phism problem for classes of finite structures. Let A be a countable set. Denote
by Σ a finite alphabet and by Σ∗ the free monoid over the alphabet Σ. As usual,
a language over Σ is a subset of the monoid Σ∗. Encoding elements of A by words
from Σ∗ (this encoding can be done in many reasonable ways), we define a language
LA over Σ.
Let R be an equivalence relation on A. The relation R can be encoded as a
language by taking the pairwise encoding of each pair in R. Hereinafter we will
abuse notation and write (a, c) ∈ R (or aRc), where a, c ∈ LA, for the equivalence
relation R on A, but what we really mean is (a, c) ∈ LR, where LR is the language
over the alphabet Σ induced by R.
Let A and C be two countable sets. In the following we say that a map f : A→ C
is computable if the induced map fˆ : LA → LC is computable.
Definition 3. [8] Let A and C be two countable sets and R,S be equivalence rela-
tions on A and C, respectively. We say that (A,R) is computably Borel-reducible
to (C, S), and write (A,R) ≤B (C, S), if there exists a computable map f : A→ C
such that for all x and y in A
xRy ⇔ f(x)Sf(y).
In other words, the reduction function f yields a classification of the elements of
A up to R using invariants from C/S. We also say that (A,R) and (C, S) are Borel
equivalent and write (A,R) ≡B (C, S) if they are Borel-reducible one to another,
i.e., (A, T ) ≤B (C, S) and (C, S) ≤B (A,R). If f is computable in polynomial time,
we say that (A,R) is polynomial-time Borel-reducible to (C, S) (P -Borel-reducible)
and use the notation (A,R) ≤PB (C, S). Similarly, we define (A,R) ≡
P
B (C, S).
LetA1 be a set of a-tuples of matrices over a fieldK and A2 be a set of admissible
matrix transformations with them. Denote A = (A1,A2). The transformations
from A2 induce the equivalence relation TA on set A1. The classification problem
for the pair A = (A1,A2) is to find a description of the set of canonical a-tuples
in the equivalence classes of the quotient set A1/TA. Hereafter, the classification
problem for the pair A = (A1,A2) is called an A-matrix problem (or shortly, an
A-problem), (see [4]).
Definition 4 ([4]). Given two pairs A = (A1,A2) and B = (B1,B2), we say that
the A-problem is contained in the B-problem, (A  B), if there exists a b-tuple
T (x) = T (x1, . . . , xa) of matrices, whose entries are non-commutative polynomials
in x1, . . . , xa, such that
• T (A) = T (A1, . . . , Aa) ∈ B1 if A = (A1, . . . , Aa) ∈ A1;
• for every A,A′ ∈ A1, A reduces to A
′ by transformations from A2 if and
only if T (A) reduces to T (A′) by transformations from B2.
If A  B and B  A we say that A = B. In this case a solution of the
classification problem for B implies a solution of the clasification problem for A.
Let us consider the pair T = (T1, T2), where T1 is the set of all square matrices
of the order n × n, for all n ∈ N, over a field K, and where T2 is the set of all
transformations of similarity of matrices from T1:
A→ S−1AS,
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where A ∈ M(n,K) and S ∈ GL(n,K). A solution of the classification problem
for T over an algebraically closed field K is the canonical Jordan form of matrices
from T1 (see [16]).
Recall that theW-problem defined in the Introduction is the classification prob-
lem for the pair (W1,W2), where W1 is the set of all pairs of n × n matrices, for
all n ∈ N, over a field K, and W2 is the set of all transformations of simultaneous
similarity of pairs of matrices from W1. It can be proved that the W-problem over
an algebraically closed field P strictly contains the T -problem, i.e, T  W and
T 6=W .
In the notation of definition 4, the admissible matrix transformations A2 (resp.
B2) on A1 (resp. B1) define the equivalence relations TA on A1 (resp. TB on B1).
Proposition 3. Let K be a countable field and A = (A1,A2) and B = (B1,B2)
be two pairs over K. If the A-problem is contained in the B-problem, i.e., A  B,
then (A1, TA) ≤
P
B (B1, TB).
Proof. Let us fix an alphabet Σ that contains all the symbols necessary to encode el-
ements of field K and two additional symbols | and ‖. A matrix tuple is represented
by words from Σ∗, where the rows of a matrix are separated by | and different ma-
trices of the tuple by ‖. This defines the languages LA1 and LB1 over the alphabet
Σ. Using the b-tuple T (x) of matrices whose entries are non-commutative polyno-
mials in x1, . . . , xa we can construct mapping from LA1 to LB1 that is computable
in polynomial time. Hence, the pair (A1, TA) is P -Borel-reducible to (B1, TB).

Definition 5. [4] The classification problem for the pair A = (A1,A2) is called
wild if the A-problem contains the W-problem, i.e., W  A.
The classification problem for W is considered as hopeless in a certain sense. A
list of some known wild matrix problems is given in [4].
We now present another approach to the notion of wildness of a matrix problem
over a countable field K. Let A be a countable set and R be an equivalence relation
on A. The classification problem for the pair (A,R) is to find a description of the
set of canonical representatives in the equivalence classes of the quotient set A/R.
To characterize the complexity of this classification problem we compare it to the
complexity of the W-problem over field K.
Definition 6. The classification problem for the pair (A,R) is called Borel-wild
(B-wild) over K if the pair (W1, TW ) is P -Borel-reducible to the pair (A,R), i.e.,
(W1, TW ) ≤
P
B (A,R).
Let A-matrix problem be determined by the pair (A1,A2) over a countable field
K and A′ = (A1, TA) be the pair corresponding to (A1,A2). From Proposition
3 follows that if the A-problem is wild, the pair A′ = (A1, TA) is B-wild. An
interesting open question is whether the converse is also true.
We now define a notion of Borel-wildness of the isomorphism problem for classes
of finite structures. Let us recall the definition of a structure (see [10, 17]). A sig-
nature (or vocabulary) σ is a finite sequence of relation symbols, function symbols,
and constant symbols. Then, a structure S over the signature σ is defined as a
tuple that includes an universe US and an interpretation of all symbols from σ, i.e.,
an assignment of meaning to the symbols from σ in US. A structure S is finite if its
universe US is finite. The cardinality of the universe US will be denoted by |US|.
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From this point forward we will work only with classes of finite structures.
Let D be a class of structures. Let us fix a finite alphabet Σ. We now encode
a structure T in D by words from Σ∗, enc(T). Denote LD = {enc(A)|A ∈ D}.
We assume that the mappings A 7→ enc(A) and enc(A) 7→ A are computable in
polynomial time. Let D and D′ be two structures. We say that a map f : D → D′
is computable if the induced map fˆ : LD → LD′ is computable.
Definition 7 ([7], see also [8]). Let D (resp. D′) be two classes of structures. We
say that D is strongly isomorphism-reducible to D′, and write D ≤iso D
′, if there
exists a function f : D→ D′ computable in polynomial time and such that for all A
and B in D
A ∼= B ⇔ f(A) ∼= f(B)
If D ≤iso D
′ and D′ ≤iso D, D and D
′ have the same strong isomorphism degree;
we write D ≡iso D
′. The equivalence ≡iso we will call SID-equivalence.
Denote by IsoD (resp. IsoD′) the isomorphism relations on classes D and D
′,
respectively. It is clear that D is strongly isomorphism-reducible to D′ if and only
if the pair (D, IsoD) is P -Borel-reducible to (D
′, IsoD′).
Let K be a finite field and W = (W1,W2) be the aforementioned pair over K.
Definition 8. The isomorphism problem for Ω is called Borel-wild (B-wild) over K
if the pair (W1, TW ) is P -Borel-reducible to the pair (Ω, IsoΩ), i.e., (W1, TW ) ≤
P
B
(Ω, IsoΩ).
Definition 9. We say that the isomorphism problem for Ω is Borel-superwild and
write (W1, TW ) <
P
B (Ω, IsoΩ), if it is Borel-wild and (W1, TW ) 6≡iso (Ω, IsoΩ),
In what follows, we omit the sign of the isomorphism relation defined on the Ω
class and write (W1, TW ) <
B
P Ω.
Let P be a field of characteristic different from 2. It is known that the isomor-
phism problems are wild for the following classes:
• finite dimensional Lie algebras over P with cenral commutator subalgebra
of dimension 3 ( see [2, 3]),
• local commutative associative algebras over P with zero cube radical (see
[5]),
• finite p-groups of exponent p with central commutator subgroup of order
p3 (see [21]).
Note that wildness of the isomorphism problems for the first two classes means
wildness of the corresponding matrix problems in the sense of Definition 5. However,
wildness of the isomorphism problem for the third class of finite p-groups should be
understood in the sense of Definition 8, where P = Fp, i.e., as Borel-wildness over
Fp (see [21]) . We will use these results to show Borel-wildness of the isomorphism
problems for several classes of finite structures.
5. The complexity of the isomorphism problems
In the previous sections we have proved that the isomorphism problem for the
class of undirected graphs, denoted by GRAPH, can be reduced to the isomorphism
problems for the class GLA of graph Lie algebras over the field Fp with p 6= 2, and
the class GpG of graph p-groups with p 6= 2, and vice versa. Now we prove that
the isomorphism problem for GRAPH is harder than the isomorphism problems for
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the classes GLA and GpG, and is superwild. First we show that the isomorphism
problems for the classes GpG and GLA have the same isomorphism degree:
Theorem 3. GLA ≡iso GpG
Proof. The map g : GLA → GpG and the map f : GpG → GLA realizes the Lazard
correspondence between the classes GLA and GpG, are polynomially computable
(see the formula (8) and the inverse BCH-formulas (7)). Because maps f and g are
isomorphism-preserving, we have GLA ≡iso GpG. 
The following result was proved in [10] (see also [7]):
Proposition 4. A ≤iso GRAPH, for any class of structures A.
Theorem 4. The isomorphism problem for the class GRAPH is superwild,
(W1, TW ) ≺
P
B GRAPH,
and is harder than the isomorphism problems for the classes GLA and GpG, i.e.,
GpG ≺
iso
GRAPH, GLA ≺
iso
GRAPH.
Proof. In [21] was proven that the isomorphism problem for the class of finite p-
groups with a central commutator subgroup of order p2 is wild. By Proposition
3 it is B-wild. Therefore, the isomorphism problem for the class of finite groups,
denoted by GROUP, is B-wild, i.e., (W1, TW ) 
P
B GROUP. It is known [7] that
GROUP ≺iso GRAPH. Therefore, (W1, TW ) ≺
P
B GRAPH, i.e., the isomorphism
problem for the class of graph is superwild.
Because Group ≺iso Graph, we have GpG ≺iso GRAPH. By Theorem 4, GLA ≡iso
GpG. Hence, GLA ≺iso GRAPH.
The last relation can also be proven directly in the context of the theory of Lie
algebras. Indeed, according to Proposition 4 we have GLA 
iso
GRAPH. Let us
show that GLA 6≡
iso
GRAPH. Since GLA 
iso
GRAPH, there exists a computable
function f : GLA → GRAPH. Hence, there exists a polynomial g(x) such that
for a Lie algebra L ∈ GLA, |f(L)| ≤ g(|L|), where |L| denotes the cardinality
of the algebra L. Because f is a strong isomorphism reduction, the number of
isomorphism types N1 of nilpotent Lie algebras of the cardinality ≤ p
m over field
Fp is equal to the number of isomorphism types N2 of graphs with a number of
vertices ≤ g(pm). It is known [6] that the number of nilpotent Lie algebras with pm
elements over the field Fp is at most p
2
27
m3+O(m5/2). Hence, N1 ≤ mp
ϕ(m), where
ϕ(x) is a polynomial. On the other hand N2 ≥ 2
1
2
g(pm)(g(pm)−1). Therefore, for
a sufficiently large m, N1 < N2. We arrive at a contradiction. Hence, we obtain
again that GLA ≺iso GRAPH. 
For the classes GLA and GpG we can show more than SID-equivalence. We need
the following definitions.
Definition 10 ([22]). Let M and T be two categories with the classes of objects
Ob(M) and Ob(T ), respectively. Let ϕ : M→ T be a functor. If for any objects
X,Y from Ob(M) the induced mapping ϕ′ : Mor(X,Y) → Mor(ϕ(X), ϕ(Y)) is
bijective, then ϕ is called a complete embedding of M into T .
If there exists a complete embedding ϕ of a categoryM into a category T such
that the induced mapping ϕ′′ : Ob(M) → Ob(T ) is of a polynomial complexity,
then the isomorphism problem for the class of objects Ob(M) functorially reduces to
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the analogous problem for the class Ob(T ). We say that the isomorphism problem
for the class Ob(M) is functorialy equivalent to the same problem for the class
Ob(T ) if they are functorially reducible one to another.
Let us regard two pairs (Ob(M), IsoM) and (Ob(T ), IsoT ), where IsoM (resp.
IsoT ) denotes the isomorphism relation on the class Ob(M) (resp. Ob(T )). A
functorial reduction of the isomorphism problem for the objects from Ob(M) to
the analogous problem for Ob(T ) is more restrictive than a P -Borel reduction of the
pair (Ob(M), IsoM) to (Ob(T ), IsoT ), because it requires existense of a bijection
between the sets of isomorphisms of the two categories. Therefore, a functorial
reduction implies a P -Borel reduction of the above pairs (or a strong isomorphism
reduction of the class Ob(M) to Ob(T )).
Let us regard the above mentioned classes of finite structures as categories. For
conveniences we designate these categories by the same letters as the corresponding
classes. Then the isomorphism problems for the objects of the category GLA and the
category GpG are functorially equivalent. This follows from the following property
of Lazard correspondence of these categories: any Lie isomorphism ψ : L1 → L2,
where the Lie rings L1 and L2 belong to the class GLA, induces a group isomorphism
ψˆ : Gr(L1)→ Gr(L2) of the corresponding graph p-groups Gr(L1) and Gr(L2) from
the class GpG, and vice versa.
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