Introduction
Today, we are witnessing an explosive growth in the demand for mobile data, that is expected to continue for the next years following an annual rate of increase around 45% [1] . This trend is mainly fuelled by the penetration of mobile broadband packages and the popularity of modern communication devices with large screens and rich multimedia capabilities (smart phones, rsta.royalsocietypublishing.org Phil. Trans. R. Soc. A 
-If an operator employs multicast, how should the caching mechanism be reshaped? What is the impact of the time period of multicast service on network performance? -How does one leverage predictions about users' mobility patterns to fully reap the benefits of caching?
Our goal in this work is to analyse issues related to caching in wireless networks and propose potential solutions. We begin in the following section with an overview of the technology advances facilitating wireless caching and discuss the technical challenges for efficiently designing caching mechanisms. Following that, we present solutions that exploit technology advances in the fields of LTE broadcast/multicast and user mobility predictions. We analyse further the challenges for efficient cache design, modelling, optimization and implementation and conclude this work.
Wireless caching: state of the art and current challenges
In this section, we discuss the challenges associated with the design of caching mechanisms in wireless networks. We begin with recent technology advances relevant to base station caching, multicasting and mobility predictions. Following that, we discuss recent progress and technical challenges in designing wireless caching mechanisms.
(a) Technology advances (i) Base station caching
Operating caches installed at base stations is a challenging task that needs significant technology innovation. Namely, in conventional cellular networks the content is encapsulated based on the Tunneling Protocol (GTP) before being transmitted to mobile users. Therefore, the base stations lying between the core network and the users do not have direct access to the IP header of the transmitted packets. This requires additional efforts for base stations to identify and dynamically deliver the requested cached contents and raises scalability issues. One way to overcome this obstacle is by using the Software Defined Networking (SDN) approach [16] . With SDN, packets are forwarded according to rules installed on the switches and base stations by a centralized controller. As packets are not encapsulated, all nodes have direct access to the IP packets as sent by end-hosts and can thus apply caching. Hence, base stations can identify which content item is requested, and cooperate in serving the requests.
(ii) Multicast service Multimedia Broadcast Multicast Services (MBMS) is a point-to-multipoint interface specification for cellular networks, which is designed to provide efficient delivery of broadcast and multicast services. MBMS has been standardized in various groups of 3GPP (Third Generation Partnership Project), with the first phase being in release 6. It is also offered over LTE networks (release 9), in which case it is called eMBMS. The advantage of eMBMS compared to unicast (point-to-point) services is that the transmission resources in the core and radio network are shared. Hence, sending the same content information to a given set of users in a cell (multicast) consumes a subset of the radio resources needed by a unicast service. The remaining resources can be used to support transmissions towards other users, thus mitigating network congestion. Additional, competing with eMBMS, multicast technologies include DVB-H/DVB-T, DVB-SH, DMB, ESM-DAB and MediaFLO. An implementation of eMBMS is included in Ericsson's LTE broadcast solution [14] .
We point out that multicast can be used in video on demand systems to aggregate all the service requests during a short time window and deliver a single media stream when the corresponding window expires (batching multicast [17] ). It can also be used to provide real-time service for users by delivering the multicast media stream when the first request arrives in the system, and enabling subsequent identical requests to immediately join the ongoing multicast
stream and buffer the received data (patching multicast [18] ). In this case, users will fetch the missing fraction of the media stream via supplementary unicast streams. In the next section, we will describe an approach for combining multicast with caching mechanisms.
(iii) Mobility prediction
Since more and more base stations are deployed in macro-cells, e.g. pico-cells and femto-cells, mobile users will be more frequently handed off between base stations. This transition can take place within a few minutes given the typical values of urban macro-cell radius (approx. 400 m) and the deployment of several tens of base stations in dense urban areas. Understanding user mobility and being able to infer future mobility patterns can be a valuable tool in optimizing the operation of wireless networks. Mobility prediction mechanisms for ensuring continuous service of the users are included in the LTE release 8 [19] , where the history of cell crossings is analysed to estimate mobility behaviour. Various-more sophisticated-mobility prediction mechanisms have been also considered in [20] [21] [22] [23] . These can be categorized as follows [24] :
-Location-based [20] . These mechanisms provide predictions using the current and past user locations based on the Markov model. However, they ignore other characteristics such as the time of day and people habits. -Topology-based [21] . These mechanisms define directed graphs that represent topological placements of base stations and mobility patterns of users. -Activity-based [22] . These mechanisms provide predictions by relating locations to users' interests, such as schedules and activities. -Data mining-based [23] . Mobility predictions are realized by searching a database containing the history of mobile-user trajectories and time.
In the next section, we will describe an approach for exploiting mobility predictions in designing caching mechanisms.
(b) State of the art
Having overcome the technology obstacles, the next challenge is implementing the caching mechanism. Namely, several questions arise, including determining in which base stations to install caches, which content files to store in each cache and how often to refresh the cached content. Although all these questions are particularly important for network operators, typically they need to be solved in different time scales. For example, an operator will most probably install caches at the base stations once, but periodically update the cached content, due, for example, to variations in user demand pattern. Motivated by the above, most of the existing works have focused on a specific time period within which a set of caches are pre-installed at certain base stations and predictions about user demand for a set of popular content files are made. In this context, the key question is to derive the optimal caching policy; i.e. determining the subset of files placed in each cache so as to maximize the number of user requests that are successfully served by the caches.
(i) Wired network caching
The caching problem has been well investigated in wired networks, with applications in content distribution networks (CDNs), peer-to-peer, ICNs and Internet protocol television networks. Unfortunately, this has been shown to be an NP-Hard problem in its general form, since it is closely related to the knapsack and facility location problems. Therefore, previous research efforts have focused on designing heuristic or approximation algorithms that can provide solutions with performance guarantees. Baev et al. [25] investigated a cost minimization version of the caching problem, where transmitting content between caches incurs a cost. Under the assumption that costs form a metric, the authors presented a 10-approximation algorithm by rounding the optimal rsta.royalsocietypublishing. solution to a natural LP-relaxation of the caching problem. For the (equivalent) cost savings maximization version of the caching problem and without any restriction on costs, Borst et al. [26] presented a 2-approximation algorithm that iteratively swaps files in and out of the caches. For the special case of hierarchical networks and assuming that the costs between the caches form an ultra-metric, Korupolu et al. [27] presented a polynomial-time optimal caching algorithm by reduction to the minimum-cost flow problem. This generalizes the results presented in [28] where all costs are equal. Another optimal algorithm was presented in [29] considering hierarchies of two levels with two caches installed at the bottom level. When bandwidth limits are reached, e.g. in populated areas or during peak traffic hours, the caching policy needs to be jointly designed with the routing policy, which routes user requests to the caches [30, 31] .
(ii) Wireless network caching
The caching problem involves an interesting new twist in wireless networks. Namely, in the emerging hyper-dense heterogeneous cellular environments, the base stations may have overlapping coverage areas, which implies that the content can be delivered to users through multiple paths. Also, unlike the cache nodes in wired networks, base station caches are typically not connected to each other, and hence they cannot exchange content. More importantly, novel challenges arise due to the broadcast nature of the wireless medium, that allows multiple users to receive a content file through a common multicast stream, and the mobility of the users, who may rapidly associate with multiple base stations as they move in space. Existing works have studied the caching problem assuming that all the requests are served via unicast (pointto-point) transmissions and that the users are static-they are in fixed locations. Based on these assumptions, various models have been proposed facing the caching problem from an optimization [11, 12, 32, 33] , an information theoretic [34] and a game theoretic point of view [35] .
The results span a wide range of techniques, such as discrete/convex optimization, contentcentric algorithms, facility location algorithms and matching games. The caching problem was reconsidered in [36, 37] to handle the case of mobile users requesting videos with different quality requirements (e.g. spatial resolution). In this case, each video is encoded into multiple segments (called versions and layers), and caching decisions are taken per segment, rather than per video. A different model was presented in [38] that considers base stations with conflicting objectives, i.e. each maximizing the quality of experience of its connected users. A mechanism that allocates some of the available base station bandwidth to serve the local users and trades the rest with other caches in an auction-game fashion was proposed. Another auction-game based caching mechanism that takes into consideration both the utilities of the base station owners and the mobile users was proposed in [39] . However, all the above works neglect the broadcast nature of the wireless medium when deriving the caching policy. This is important for two reasons: first because of the interference caused by simultaneous wireless transmissions which can significantly reduce content delivery rate, and second because of the opportunity of serving multiple users with common interests via a dedicated multicast channel. For the first issue, the work in [40] investigated ways for mitigating the interference caused when multiple cache-endowed base stations deliver content to their associated users. The caching policy was derived with concerns on the cooperative MIMO (CoMP) technique that can be used to transform the cross-link interference into spatial multiplexing gain. This is possible by sharing both real-time channel state information and payload data among the concerned base stations. For the second issue, a joint caching and multicast scheduling policy in cellular networks was presented in [41] . Here, users are equipped with caches in order to store in advance multicasted content and retrieve later when they need it. More recently, Maddah-Ali et al. [42] developed a joint caching and multicast scheduling mechanism in tree networks aiming at reducing the peak traffic rate for serving a set of users, each one requesting a single file. However, the idea of caching content in base stations with concerns on the multicast schedule was firstly proposed in our recent work in [43] . 
Taking into consideration mobility profiles of the users is crucial to extract maximum benefit in network performance. This has been explored in wired networks where mobile users randomly connect to the leaf nodes in a cache hierarchy [44] . In wireless networks, the same problem has been studied by Guan et al. [45] . The authors assume that the exact trajectories are known a priori for a set of moving users and optimize base station caching based on them. This seems to be an over-optimistic view of current mobility prediction mechanisms. By contrast, caching mechanisms that take as input the probabilities of user movements from one location to another appear to be a more realistic assumption. In our prior work [46] , we have designed such mechanisms and demonstrated the performance benefits over conventional (mobility-agnostic) caching schemes.
Wireless caching mechanisms
In this section, we describe two general models for caching in wireless networks and present two respective caching schemes. We begin with a scenario of an operator delivering data to users via multicast transmissions. Then, we revisit the caching problem to handle scenarios of highly mobile users.
(a) Combining multicast with caching
The multicast service network we consider here builds upon the eMBMS technology for LTE. This is used to deliver live video to multiple viewers or serve multiple users requesting the same content in close times. The innovation lies in the use of a common carrier frequency to deliver the same data to multiple requesters (point-to-multipoint). Compared to the unicast (point-to-point) paradigm, multicast can reduce interference, bandwidth and power consumption. Intuitively, multicast should be effective when there is significant concurrency in accessing information across users; i.e. many users concurrently generate requests for the same content file. Such scenarios are more common during crowded events with a large number of co-located people that are interested in the same contents, e.g. during sporting games, concerts and public demonstrations with often tens of thousands of attendees [47] .
In our recent work [43] , we proposed a caching mechanism for multicast data delivery in heterogeneous cellular networks (HCNs) [48] . Our mechanism stores popular content files in caches installed at small-cell base stations (SBSs), such as pico-cells and femto-cells. User requests for the same file are collected and served periodically by a single multicast transmission from the macro-cell base station (MBS). In order to avoid such (costly) MBS transmissions, all the SBSs that receive requests for this file should have it cached. Figure 1 illustrates a simple example of a multicast service network.
In order to offload MBS as much as possible, SBS caching needs to take into consideration not only the anticipated demand for each file, but also the probability of requests for the same file received by different SBSs. For example, consider the scenario in figure 2 with two SBSs and four users, each requesting a file in a library of three files (namely files 1, 2 and 3). If each SBS stores the most popular file (file 1), then the two requests for files 2 and 3 will be served via two MBS transmissions (popularity-aware caching). However, if each SBS stores the second most popular file (file 2 for SBS 1 and file 3 for SBS 2), then only one MBS multicast transmission of file 1 suffices for serving all the pending requests (multicast-aware caching). Hence, the caching problem needs to be revisited to consider multicast transmissions.
In our recent work [43] , we proposed such a multicast-aware caching scheme, showing that the MBS load can be reduced down to 52% compared to conventional popularity-aware caching schemes. Owing to the high complexity of the caching problem, a heuristic algorithm that scales well with the problem size was proposed. Particularly, our algorithm starts with all the caches being empty. Iteratively, it stores the file in the cache that yields the lowest MBS load (taking into consideration the time period of multicast service). The procedure continues until all the caches become full. Figure 3 depicts the performance benefits, in terms of MBS load, achieved by the proposed algorithm (multicast-aware caching) over the popularity-aware caching scheme. The evaluation is carried out in a macro-cell with 14 SBSs uniformly deployed around the MBS. Each cache can store up to 20 equal-sized files among a library of 100 files. Requests for these files appear within the coverage area of each SBS following the Poisson distribution with rate parameter that is uniformly and independently picked between the values 1 and 10 requests per second. We assume that the requests are spread across files following the Zipf model with shape parameter value equal to 0.8 [49] . Figure 3 shows that significant benefits can be obtained by combining multicast with caching. The benefits increase with the period of multicast service, since more requests are aggregated and served via a multicast transmission. We emphasize that both schemes employ multicast transmissions to concurrently serve identical requests. However, only the proposed scheme designs the caching policy with concerns on multicast transmissions.
(b) Leveraging mobility predictions in caching
In the emerging hyper-dense HCN environments, users are expected to be frequently handed off from one SBS to another as they move in space. Consider for example the user in figure 4 associating with SBSs 1 and 2 as the user moves; for 1 min with each SBS. duration limits, each SBS can deliver at most half of the file that the user requests. Hence, it would be wasteful to store complete copies of that file at both the SBS caches. Alternatively, each SBS should store and deliver to the user a different half of the file. The rest of the cache space can be used to store other files and serve requests of other users. The above example emphasizes that the caching mechanism needs to take into consideration user mobility patterns to extract maximum benefit in network performance. More importantly, such a caching mechanism needs to address the following issues:
-Efficiency. The mechanism should ensure the efficient placement of files into caches, that is, maximize the network performance by taking into account predictions about the content demand and user mobility patterns. To better exploit the available cache space, parts of the files can be cached instead of complete file copies. -Decentralized implementation. The mechanism should be amenable to distributed execution for networks with a large number of SBSs and users. SBSs may have information only about the demand and mobility patterns in their neighbourhood, and they should be able to decide their caching policies independently from the others.
In our recent work [46] , we proposed a mechanism that tackles the above challenges. According to our model, each request is associated with a time deadline and the mobile user can download parts of the requested file by different SBS caches encountered until the deadline expires. In case that file parts are missing, the request is redirected to the MBS. The latter option raises scalability concerns, especially during peak usage hours, and hence it is important to decrease MBS load as much as possible. To fully reap the benefits of caching, our mechanism rsta.royalsocietypublishing.org Phil. Trans. R. Soc. A adopts a Maximum Distance Separable (MDS) code [50] and stores encoded versions of the files instead of the raw data packets. In this case, successful file recovery occurs when the total amount of encoded data is at least equal to the size of the original (uncoded) file. In this context, the user movements can be represented by random walks in a Markov chain. Users collect weights at each state that they visit, representing the amount of data downloaded by the encountered SBSs. By the end of the walk (i.e. when the deadline expires), either a user has downloaded sufficient amount of data (weight) to recover the requested file, or the request is redirected to the MBS. Deriving the caching policy that directly minimizes the MBS load is an NP-Hard problem. An alternative option is to minimize an upper bound of the probability of requests being served by the MBS, expecting that as this bound decreases, the actual MBS load will decrease as well. Using large deviation inequalities that apply in particular to Markov chain models, we show this to be a tractable problem that is closely related to the fractional knapsack problem. Specifically, a simple distributed caching algorithm is proposed that computes the caching policy for each SBS independently from the others. Namely, for a given SBS, the algorithm creates a knapsack with capacity equal to the size of the respective cache. Then, for each content file it defines a set of items of weights equal to the file size and values that represent the amount of data that the user can download by the encountered SBS at different times. Iteratively, it places in the knapsack a fraction of the item with the highest ratio of value/weight, until the knapsack becomes full. Finally, the solution to the knapsack problem is translated to a cache placement.
We now evaluate the performance of the proposed caching mechanism using the measured trace of mobility patterns released by the Wireless Topology Discovery project [51] . This trace contains information from approximately 275 PDA users for an 11 week period between 22 September 2002 and 8 December 2002. Specifically, each active user records every 20 s all the WiFi access points (APs) that are detected by its device. In our evaluation, we consider a certain subarea with dense AP deployment depicted in figure 5a, and substitute SBSs for WiFi APs. This is a reasonable approximation for pico-cells, since the radius of the latter usually resembles that of the WiFi APs (approx. 100 m). Importantly, owing to the fact that operators typically keep the datasets of mobility across their base stations confidential, it would be difficult to acquire such information. By contrast, the trace we use is publicly available online. In order to model the user demand for content, we use a measured trace of YouTube requests from a study performed at Amherst campus, University of Massachusetts, in 2008 [52] . The trace records for each request arising from the (wired) campus network its exact time and a unique identifier of the requested video. We use the trace data for the two consecutive weeks starting from 29 January 2008. The number of requests for the 10 000 most popular videos is presented in figure 5b . Figure 6 depicts the performance of the proposed scheme (mobility-aware caching) for different values of the delay deadline. This deadline refers to the time by which a user request must be served by the SBSs. If the deadline expires and the user cannot recover the requested file using the data downloaded by the encountered SBSs, then the MBS is triggered to serve the request. Each cache can store up to 10% of the library of 10 000 files. The size of each file is set to 40 MB, whereas the average bit-rate between an SBS and a mobile user is set to 8 mbps. We see that as the deadline increases, the probability of requests being served by the MBS decreases, since users have more contact opportunities with the SBSs. Compared to the scheme that simply places the most popular files per SBS (popularity-aware caching), the proposed scheme exploits better these contact opportunities, since for a sequence of SBSs that are frequently visited one after the other by users, coded parts of a file are spread to all the SBSs instead of storing complete file copies at some of them. This increases the number of potential sources from which a user can obtain data and can potentially decrease MBS load. Specifically, we find that mobility-aware consistently outperforms popularity-aware, where the gains can be up to 16%.
Open issues
Despite the efforts in this paper and previous works, there are still several open issues regarding the use of caching in wireless networks. Subsequently, we discuss some of these issues in detail.
(a) Incomplete information
First, we emphasize that the presented caching schemes assume the presence of a boundedsize library of content files (e.g. movies, TV shows, news) that is refreshed relatively slowly (e.g. on a daily or weekly basis) and the respective user demand is perfectly known. Hence, the effectiveness of our caching schemes depends on our ability to understand and predict demand across users. A method to achieve this is by analysing previous-time user preferences/ratings for content to infer on future events. This is even more challenging when considering video content, since often some newly generated videos become viral within a very short time, and hence the history of preferences/ratings is limited. The classical techniques for making such inferences are based on hierarchal Bayesian models and require high computational costs which render them infeasible for large-scale applications. This process can be speeded up by leveraging tools from machine learning, such as collaborative filtering techniques [53, 54] . Alternatively, the average demand can be learned online based on the instantaneous demand on a base station, in which case the caching problem can be modelled as a multi-armed bandit problem [55] . Clearly, additional methods are needed to further reduce the computational time of demand forecasting. 
(b) Communication overhead
There is also an overhead of cooperation among SBSs and coordination between SBSs and macrocells that needs to be taken into account when implementing caching mechanisms. In fact, if multiple base stations collaborate to cache some file segments, this requires extra metadata management and may increase user experienced delay. This is more crucial in highly mobile networks where users are rapidly handed off between the base stations. This issue is outside the scope of our study, and we leave it as a future work.
(c) Conflicting objectives
Finally, we emphasize that operators and users have conflicting objectives; operators aim at reducing their servicing costs, whereas user satisfaction degrades with increasing experienced delay. In the presented multicast service network, we capture the minimum acceptable level of user satisfaction by the time period of the multicast service within which all pending user requests are collected and served by the multicast stream. In the mobility-aware caching case, our algorithm associates all user requests with a time deadline. When this deadline expires, all requests left unserved by the encountered base stations are redirected to the macro-cell network. Despite our analysis, a more detailed study of the tradeoff between the aggregate transmission cost of a packet and the delay of its delivery is still necessary.
Conclusion
In this work, we provided an overview of an approach for eliminating the bandwidth crunch problem in wireless networks. The approach builds upon the extra dimension of caching and exploits the broadcast nature of wireless medium and the predictability of user mobility. Particularly, contents are cached at the RAN and can be delivered to users via multicast streams. To handle scenarios of rapid user mobility, which causes frequent hand-offs for users, the proposed caching schemes are enriched with mobility awareness. Simulation results indicated that for an operator having at its disposal a few days-old statistics of content requests and user mobility, thus being able to infer future request and mobility patterns, our approach can serve as an important tool for offloading macro-cell networks.
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