Anmar Khadra, Xinzhi Z. Liu, and Xuemin ShermanShen, Senior Member, IEEE Abstract-In this technical note, a class of autonomous impulsive differential systems with linear delayed impulses is considered. Sufficient conditions required for this particular class of systems with varying and constant impulse durations to be equi-attractive in the large are obtained. These conditions are then applied to impulsively synchronize two coupled chaotic systems by using delayed impulses and a robustness analysis of the model is also provided. Simulation results are given to demonstrate the analytical results.
I. INTRODUCTION
The synchronization of coupled chaotic systems has become an active research area because of its potential applications to secure communication [7] , [8] . A number of interesting communication security schemes based on chaos synchronization have been proposed. In these schemes, message signals are masked or modulated (encrypted) by using chaotic signals and the resulting encrypted signals are transmitted across a public channel. An identical synchronization between the chaotic systems at the transmitter and receiver ends is required for recovering the message signal [7] . Different types of synchronization techniques (some of which are robust to parameter mismatch and channel noise) have been developed in the literature [5] , [7] . Synchrony was established in some of these studies using low dimensional chaotic systems and employing first and second Lyapunov techniques. Most recently, another synchronization technique, called impulsive synchronization (IS), has been reported in [8] . The technique allows the coupling and synchronization of two or more chaotic systems by using only small synchronizing impulses. These impulses are samples of the state variables of the drive system at discrete moments that drive the response system. When equi-attractivity in the large of the synchronization error between the drive and the response systems is achieved, the two coupled systems are said to be synchronized. This technique has been applied to a number of chaos-based secure communication schemes which exhibit good performance as far as synchronization and security are concerned [8] .
In general, transmission and sampling delays in communication security schemes based on IS are inevitable. Therefore, it is very crucial to examine the robustness of IS towards these two types of delay. There have been several attempts in the literature to study the existence, uniqueness, boundedness and stability of solutions of a particular class of delayed impulsive systems [1] . In fact, the stability of linear continuous-time systems possessing delayed discrete-time controllers in networked control systems have been also analyzed [2] , [6] , [9] . Such studies have been based on the notions of Lyapunov-Krasovskii functionals and Lyapunov-Razumikhin functions [3] . In this technical note, we investigate the stability of non-linear impulsive systems and IS in the presence of linear delayed impulses. By linear delayed impulses we mean that the mapping describing these impulsive moments (or discrete transitions) are linear in structure and dependent on delayed state variables. We derive sufficient conditions leading to synchronization when linear delayed impulses are applied. Our goal is to explore the sensitivity of IS to delayed impulses and obtain the maximum amount of delay the synchronization error could handle.
The remainder of this technical note is organized as follows. In Section II, a general impulsive system with linear delayed impulses resembling the structure of many chaotic systems is presented and the equi-attractivity of its zero-equilibrium solution is investigated. The analysis is developed for systems with both varying and constant impulse durations. In Section III, we present the motivation for constructing these systems and show several numerical simulations to illustrate the theory obtained in Section IV. Finally, in Section V, we summarize our results.
II. SYSTEMS WITH LINEAR DELAYED IMPULSES
Consider the impulsive system _ x = Ax + 8 8 8(t; x); t6 = i 1x(t) = Bix(t 0 ri); t = i t > t 0 x(t) = (t 0 t0); t 0 0 r t t0 (1) where A is an n 2 n constant matrix, 1x(i) = x( integers chosen in such a way that i0k < i 0 r i0k+1 and i0k < i 0 r i i0k +1 , where 1 k i , k i and 0 is defined to be some point satisfying t 0 0 r 0 < 1 (0 does not represent a moment of impulse), as shown in Fig. 1 (1) satisfying the initial condition x(t) = (t 0 t0), for t 0 0 r t t 0 [1] . Let x(t) := x(t; t 0 ; ) be any solution of (1) satisfying x(t) = (t 0 t 0 ), for t 0 0 r t t 0 , and x(t) be left continuous at each i > t0 in the interval of existence, i.e., 
(S2) uniformly equi-attractive in the large if T in (S1) is independent of t 0 .
From Definition 3, we conclude that solution trajectories of (1) satisfy limt!1 x(t) = 0 no matter how large the k k r . By applying the Mean Value Theorem and (1), we obtain
(t; x(t))
for 0 i0k +1 < 1 i0k +1 and for some t 2 ( i0k +1 0 i0k +1 ; i0k +1 ) ( i0k ; i0k +1 ), i = 1; 2; . . ..
for some t 2 ( i0k +1 0 i0k +1 ; i0k +1 ) and for i = 1; 2; . . ..
Furthermore, by applying the Fundamental Theorem of Calculus on (1) and using Schwarz-Hölder inequality, we have
for i = 1; 2; . . .. The importance of (2) and (3) will eventually become evident in the proof of the next theorem. Notice that (1) has varying impulse durations and varying delay terms corresponding to each impulse. Therefore, equipped with the above definitions and results, we shall derive in Theorem 1 the sufficient conditions needed to establish the uniform equi-attractivity property for this case. Then, in Corollary 1, we shall derive similar conditions for (1) when all the impulses are equidistant (i.e., 1 i = 1, i = 1; 2; . . .) and all the delay terms are equal (i.e., r i = r, i = 1; 2; . . .). 
and the set of integers Si;j (which could be empty) depends on the impulse i and the index j which both relate to the delay terms ri, for all i such that k i > 1. Then (1) 
Thus, by (9) 
Similarly, if ki = 1, for some i = 2; 3; .. ., we may also conclude that
However, if k i > 1, for some i = 2; 3; ..., we have to apply (1), Schwarz inequality, (2) and (10) 
Moreover, if ki > 1, for some i = 2; 3; .. ., we have
Thus, by (3) and (10) Hence, by the latter inequality, (13), (4), (5), (6) and (7), we have
for all i such that ki > Then (17) is uniformly equi-attractive in the large if every eigenvalue,
j , where 0 < 1, i = 1; 2; ....
These results are similar to already existing theories on the stability of linear continuous-time systems with discrete-time controllers possessing delays [2] , [6] , [9] . Such studies were based on the notions of Lyapunov-Krasovskii functionals and Lyapunov-Razumikhin functions [3] . The models encountered in these theories were specific type of linear impulsive systems used in Networked Control Systems (NCSs), whose stability is determined by solving a set of Linear Matrix Inequalities (LMIs), using existing toolboxes, or by applying Schur criterion. In this current study, however, non-linear impulsive models have been considered and trajectory-based techniques have been employed to investigate stability of these models under different delay conditions that may well-exceed impulse durations. Lipschitz-type condition, an inherent property of the chaotic systems used in these models (see Section III), have been imposed on these non-linearities to make such arguments feasible. This condition makes the non-linear impulsive models described by (1) behave locally like a linear system in the vicinity of the equilibrium point 0. In other words, the LMIs obtained in [9] , for example, could be applied locally to (1) to derive stability conditions in the neighborhood of 0 in such a way that the NCS described in [9] becomes
Z (t) = AZ (t) + BZ (t 0 (t)) + 8 8 8 (t; Z (t))
where Z (t) = (x(t); e(t)) T , e(t) = x(t) 0 x(t), 8 In fact, the matrix J i is called the companion matrix of the polynomial given by the left hand side of (23). We may find the roots of this characteristic equation numerically and choose the matrices Bi in such a way that all the eigenvalues, (i) , lie inside a circle of radius . The choice we make for the values of k i , i = 2; 3; ..., is determined by trial and error. It is important to point out that, although Theorem 1 implies that, in theory (i.e., the general case), we need to check the eigenvalues of an infinite but countable number of matrices J i , in practice, we do not need to do so. Variation in the delay terms ri appearing in the impulses is not significant, as it is an outcome of our own design. Therefore we may consider worst case scenario by taking the largest delay recorded by the system and apply equidistant impulses with constant magnitude B = B i , i = 1; 2; ..., as described by Corollary 1.
Remark 2:
From (4), (5), (6) and (7) (similarly from (18), (19), (20) and (21)), we see clearly that as the delay terms ri , i = 1; 2; . .., increase, the magnitude of the impulses, kB i k, must be chosen small enough in order to maintain the equi-attractivity property of (1) (and (17)) provided that 1 i are kept unchanged. This is due to the fact that for small kB i k, i = 1; 2; . .., F
and L i will become relatively small, whereas K i will become the dominant term. In other words, by choosing small kBik, we can reduce the influence of all the impulses preceding the i th impulse and increase the influence of the i th impulse itself. However, there is a minimum threshold value i for kB i k below of which the desired equi-attractivity property will not be achieved (while keeping 1 i unchanged), since K i will become large and consequently making j (i) j > 1. This means that for large enough r i and a given fixed value for each 1i, i = 1; 2; .. ., one may not be able to find a suitable matrix B i which can drive the solutions of (1) (and (17)) to zero. This phenomenon will be illustrated in the next section by an example employing two Chua's oscillators.
Remark 3: The conditions of Theorem 1 and Corollary 1 are sufficient but not necessary conditions. Therefore, in the process of searching for impulse durations 1i and matrices Bi , i = 1; 2; ..., which guarantee equi-attractiveness, we may apply Theorem 1 (or Corollary 1) to find such Bi . However, one may still be able to find other matrices B i that fail the conditions of Theorem 1 (or Corollary 1) but remain capable of generating equi-attractive solutions.
Simulation Results: In cryptosystems based on IS, only samples of the drive chaotic system at the discrete moments t i are transmitted across a public channel to the receiver end (see Fig. 2(a) ). This set of discrete values fx(ti)g, i = 1; 2; ..., are used to linearly and impulsively drive the response chaotic system and to synchronize it with the drive system. In other words, the state variables of the response system are subjected to 'linear-type' jumps at these moments in order to make them mimic the behaviour of the driving chaotic system. According to this design (see Fig. 2(b) ), there are two types of delay involved in the model: (a) transmission delay due to transmitting the impulses through a public channel; and (b) sampling delay defined as being the time it takes for the system u(t) to produce (or sample) its values at each moment ti and to formulate the difference 1e(ti) = 1x(ti) 0 1u(ti), i = 1; 2; .... Due to the fact that these two kinds of delay co-exist, it is not feasible to apply the impulses at the exact moments t i to achieve synchronization. Rather, there will be a delay term, r i , at each impulse i, i = 1; 2; . .., representing the maximum of the two types of delay involved in the system, in general, and in the impulses, in particular. Therefore one may conclude that the impulses are, in fact, applied at the moments i := ti + ri , for some ri 0, i = 1; 2; ....
With the above set up, the general expression of the chaotic systems at the transmitter and receiver ends are given by
and Receiver : _u = Au + (u); t6 = i 1u(t) = 0B i e(t 0 r i ); t = i ; i = 1; 2; . .. (kAk + L2) and Ji = J = (L), for all i = 1; 2; . ... In this case, the error e is uniformly equi-attractive in the large (or the two chaotic systems x and u are impulsively synchronized) if ri rmax e 0a1 =(kAk + L2) = (2:0625 2 10 03 ), which predicts the maximum amount of delay permissible. The parameter can be chosen to be very close to one but less than one. In fact, by letting := 0:999, we obtain ri rmax 2:0604 2 10 03 .
As mentioned earlier, if the delay terms r i are less or equal to the above value, solutions will always be uniformly equi-attractive in the large. The solutions might still remain uniformly equi-attractive in the large for delay terms ri slightly bigger than rmax , as indicated in Remark 3. But as r gets significantly bigger, the equi-attractivity property will be lost at one point. This is shown clearly in Fig. 3 . The solid curve represents the first component e1 of the error e, whereas the dashed curve represents the second component e 2 and the dashed-dotted curve represents the third component e3 . We see that in (a), for B = 0I and r = 0:0011, solutions quickly converge to zero in 0.031 seconds, as we have predicted. However, in (b), we see that, for r = 0:0021 > r max , uniform equi-attractivity in the large is still achieved and solutions approach zero in 3.1 seconds. Finally, increasing r significantly beyond this value will make the synchronization error oscillate around zero but never approach zero, as shown in (c), where r = 0:003. On the other hand, if we decrease kB i k to a value less than 1, say B = 00:7I, in the latter case when r = 0:003, the equi-attractivity property is once again reached, as predicted by Corollary 1 and as shown in Fig. 4(a) .
When the delay term r increases to a relatively large value and 1 is kept fixed, we have to choose the matrices B i = B, i = 1; 2; ..., so that kBk must be small enough. For example, in Fig. 4(b) , panel (i), we see that if the delay term r is taken to be 0.07, then we must choose kBk = 0:03 in order to impulsively synchronize the two Chua's oscillators. This is due to the fact that we need to keep the influence of the impulses preceding the i th impulse negligible, as indicated in Remark 2. Furthermore, increasing the delay term r to a sufficiently larger value while keeping 1 fixed will make the IS of two Chua's oscillators unattainable no matter how small we choose kBk. This is illustrated in Fig. 4(b) , panel(ii), where we can see that for r = 2, the error e will never become equi-attractive in the large even if we select a matrix B with a very small norm (e.g., in (b), we have taken B = 00:01I and 1 = 0:002). This suggests that there is a minimum threshold value for kBk such that if we choose a matrix B whose norm is below that threshold value, equi-attractivity property will fail to hold. Finally, Theorem 1 and Corollary 1 predict that the smaller the impulse duration 1, the better the performance of synchronization toward larger delays (i.e., the synchronization error is less sensitive to larger delays). We verify this by reconsidering the above example where r, 1
and B were chosen to be 0.003, 0.002 and 0I, respectively. We found out that the synchronization error is not equi-attractive in the large in this case. However, reducing the impulse duration 1 to 0.001 while keeping the other parameters fixed forces (26) to become uniformly equi-attractive in the large [see Fig. 4(c) ].
III. CONCLUSION
We have established in this technical note that the solutions to autonomous impulsive systems subject to bounded delay in their impulses are relatively insensitive to these delays and remain uniformly equi-attractive in the large. There are, however, two outstanding issues that remain uninvestigated. The first issue is concerned with examining the robustness of IS to channel noise and parameter mismatches, while the second issue is concerned with demonstrating how implementable this synchronization technique is to secure communication. Our main objective in the latter issue is to replace classical low-dimensional chaos generators (such as Chua's oscillator) by time-delay chaotic systems [4] which are known to generate extremely complex hyperchaotic signals.
