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CAPÍTULO 1. INTRODUCCIÓN 
1.1 Definición del problema 
1.1.1 Planteamiento del problema  
 
Las investigaciones realizadas dentro del área de calibración de modelos de 
simulación de tráfico han concentrado sus esfuerzos en probar el desempeño de 
diferentes técnicas de optimización para encontrar los valores óptimos de los 
parámetros [1]. Esto ha generado que se le preste poca atención a investigar partes 
específicas del proceso. Valores fijos en los algoritmos de optimización, estrategias de 
codificación de variables, y operadores de los algoritmos son replicados por los 
investigadores sin evaluar su pertinencia. Uno de los casos más relevantes es la 
elección de la función objetivo, la cual se calcula a través de una medida de distancia 
entre las variables de tráfico obtenidas con el simulador y las capturadas en campo, 
generalmente usando el error cuadrático medio. Sin embargo, no se muestra las 
razones de su uso, evidenciando una ausencia de procesos investigativos enfocados a 
comprender su importancia e impacto en el desempeño del algoritmo. 
Una de las razones principales por las que es necesario prestar mayor atención a la 
elección de la función objetivo, se debe a que los datos generados por el simulador 
son variables aleatorias; la estadística ha desarrollado diferentes métodos para dar un 
tratamiento especial a este tipo de variables, procedimientos que son ignorados por 
completo para  la construcción de dichas funciones. El enfoque actual utiliza 
únicamente la centralidad de los datos, ignorando otros aspectos como la variabilidad, 
y la construcción de modelos, insumos necesarios para realizar pruebas estadísticas. 
La ausencia de estos aspectos puede generar conclusiones erróneas, las cuales 
repercuten en el proceso de calibración. 
 
1.1.2 Formulación del problema 
 
¿Pueden las técnicas estadísticas lograr plantear diferentes funciones objetivos que 
permitan mejorar el desempeño de un proceso de calibración de modelos de 
simulación? 
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1.1.3 Sistematización del problema 
 
¿Qué técnicas estadísticas puede ser utilizadas dentro de una función objetivo para 
Identificar el desempeño? 
¿Qué estructura deben tener las funciones objetivos basadas en técnicas estadísticas 
para ser utilizadas dentro del proceso de  calibración de modelos de simulación de 
tráfico? 
¿Cuál es el impacto dentro de un proceso de calibración de modelos de simulación de 
tráfico de implementar técnicas estadísticas en una función objetivo? 
 
1.2 Justificación del problema 
 
Las ciudades que tienen iniciativas en sistemas inteligentes de transporte ITS como la 
ciudad de Pereira necesitan software de simulación para responder a los problemas de 
movilidad que presentan, permitiéndoles evaluar estrategias de mejora. Las 
simulaciones de tráfico integran un conjunto de modelos que reflejan el 
comportamiento de los vehículos, recreando su interacción. Estos modelos son 
gobernados por los parámetros, valores que representan características de la zona de 
estudio. Si estos valores no representan la realidad, el modelo carece de valor porque 
no puede ser usado para inferir el comportamiento del sistema ante los escenarios 
probados, por lo tanto es necesario realizar procesos de calibración para garantizar 
que el modelo emule la realidad. Una simulación sin un buen proceso de calibración 
puede arrojar conclusiones erróneas, que no corresponden a la realidad.  
Por esta razón se han propuesto diferentes metodologías de calibración. Estas se 
caracterizan por usar metaheurísticas para encontrar el valor óptimo de los 
parámetros, y  utilizar una función objetivo que guie el proceso de optimización. Se 
han probado técnicas como los algoritmos genéticos, SPSA, OptQuest Multistart, 
entre otros; las cuales buscan encontrar la mejor configuración. Muy pocas 
investigaciones se han enfocado en aportar información que ayuden a resolver el 
problema de forma global, como lo podría hacer una que intente analizar el 
comportamiento del proceso ante diferentes funciones objetivo, ya que si se logra 
conocer esta relación es posible mejorar cualquier proceso de calibración sin importar 
la técnica de optimización utilizada.  
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Por otro lado, el enfoque tradicional utiliza únicamente el criterio de centralidad, el 
cual no necesariamente es el más adecuado, porque se debe asumir que las variables 
de tráfico del simulador y las de campo tienen la misma distribución de probabilidad, 
criterio que no es evaluado. Además, una solución que presente un  buen resultado en 
la función objetivo, no necesariamente representa correctamente la distribución de las 
variables de tráfico de la realidad [2]. Por esta razón es necesario iniciar 
investigaciones que aporten información a cerca de cómo plantear funciones objetivos 
que incorporen este concepto, permitiendo así tener una buena aproximación de la 
localización, variabilidad y distribución de las variables tráfico observadas.  
Otro aspecto que ha sido poco evaluado es el uso de diversas variables de tráfico 
dentro de la función objetivo. La mayoría de metodologías utilizan solo una variable, 
y las pocas que intentan incorporarlas calculan un promedio de errores relativos, con 
el fin de evitar que sus dimensiones afecten el cálculo. Este tipo de enfoques 
desconoce la estructura multivariada, no relaciona variables tan importantes como la 
matriz de varianza y covarianza, por lo que un proceso investigativo que incorpore 
estos elementos constituye un nuevo enfoque, que permitirá generar conocimiento 
sobre cómo abordar el problema de calibración de modelos de simulación de tráfico. 
En el contexto colombiano se evidencia un crecimiento en el uso de modelos de 
simulación de tráfico para gestionar la movilidad. Ciudades como Bogotá y Manizales 
cuentan actualmente con software de tráfico en sus secretarias de transporte [3]; 
Pereira a su vez cuenta con una plataforma de simulación de tráfico NTCIP (por sus 
siglas en ingles National Transportation Communications for Intelligent 
Transportation System Protocol) que le permite realizar simulaciones y visualizar el 
estado de los semáforos dentro del software Transmodeler [4]. Sin embargo son aún 
insuficientes los avances en el área de calibración, tan solo se cuenta con unas pocas 
investigaciones realizadas en la Universidad del Cauca [5][6] y en la Universidad 
tecnológica de Pereira, por lo que es pertinente  desarrollar proyectos investigativos 
en esta área.  
 
1.3 Objetivos  
1.3.1 Objetivo Principal  
 
Analizar diferentes técnicas estadísticas para la implementación de la función objetivo 
en los procesos de calibración de modelos de simulación de tráfico. 
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1.3.2 Objetivos Específicos  
 
• Alcanzar el estado del arte en procesos de calibración de modelos de 
simulación de tráfico. 
• Identificar las  técnicas estadísticas que puedan ser utilizadas dentro de una 
función objetivo para el proceso calibración de modelos de simulación de 
tráfico. 
• Implementar funciones objetivos utilizando técnicas estadísticas dentro de un 
proceso de calibración de modelos de simulación.  
• Evaluar el impacto de las diferentes técnicas estadísticas utilizadas para 
calibrar los modelos de simulación de tráfico. 
 
1.4 Estado del arte 
 
La simulación microscópica de tráfico incorpora modelos para representar la realidad. 
Estos modelos están integrados por un gran número de parámetros, variables que 
permanecen fijas durante toda la simulación,  estas permiten representan 
características específicas del sistema de tráfico. Elementos físicos, conductuales, 
psicológicos, y técnicos del sistema de tráfico, son ingresados al modelo a través de 
ellos. Al momento de crear una simulación es necesario ajustar sus valores para 
mejorar la  representación del comportamiento de la zona de estudio [7], a este 
proceso se le conoce como calibración, en el cual se buscan los valores óptimos de los 
parámetros que generen la mejor representación de la realidad. Por esta razón este 
proceso es una muestra de veracidad y credibilidad del modelo [8] [9]. 
El problema de la calibración de modelos de simulación ha sido altamente investigado 
en la última década, Huang Et al. [10] Huang y Sun [11], Otković et al. [12] han 
centrado sus investigaciones  en el software Vissim, Abdulhai  y Ma [8], Lee  [13], Li 
et al.[7] han realizado estudios sobre el software Paramics,  dos de los software más 
relevantes. También se han desarrollado estudios en software de simulación 
emergentes, Paz et al. [6] aplicaron su investigación en Corsim, y Ciuffo et al. [1] lo 
hicieron para Aismun y a medida que se desarrollen nuevos simuladores será 
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necesario desarrollar investigaciones para realizar el proceso de calibración, haciendo 
que esta área presente gran aplicación en el futuro cercano.  
Dentro de este proceso se debe definir tres componentes importantes: la técnica de 
optimización, las variables de tráfico de comparación y  la función objetivo. Para 
buscar los valores óptimos de los parámetros se han utilizado diversas técnicas de 
optimización, entre la cuales se destacan los algoritmos genéticos, utilizados por Li et 
al. [7] y Korcek el al. [14] quienes implementaron algoritmos mono objetivo; mientras 
que  Abdulhai y Ma [8] y Huan et al. [10] plantearon algoritmos multi objetivo para 
Vissim; a su vez Huang y Sun [11] aplicaron un NGSA II para el software Paramics. 
También se ha utilizado el algoritmo SPSA (por sus siglas en ingles Simultaneous 
Perturbation Stochastic Approximation), utilizado por  Paz et al. [6]. Adicionalmente 
Montanino el al.  [15] utilizaron el algoritmo OptQuest /Multistart. Un aporte 
importante para guiar la selección del método de optimización fue realizada por 
Ciuffo et al. [1] quienes compraron el desempeño de estos tres algoritmos con el 
recocido simulado, y el método Nelder-Mead; encontrando que el OptQuest 
/Multistart presenta el mejor desempeño de todos; aún así el algoritmo genético 
presentó un funcionamiento satisfactorio, mientras que el SPSA mostró un desempeño 
irregular. 
Para comparar el modelo de tráfico con la realidad es necesario elegir variables de 
tráfico, decisión que se centra en identificar tanto en el tipo como la cantidad, por esta 
razón algunas investigaciones han utilizado una sola variable, como Kim et al. [2] Li 
et al. [7] y Otković [12] quienes utilizaron el tiempo de viaje; Paz et al. [6]  calibraron 
con el flujo vehicular; Montanino et al.  [15] usaron la velocidad. Otras 
investigaciones utilizan dos variables; Abdulhai y Ma [8], Chu et al. [16], y Huang y 
Sun  [11] utilizaron el flujo y la velocidad. Ciuffo et al. [1] compraron el desempeño 
de ambos enfoques, encontrando que tener dos variables disminuye el rendimiento del 
proceso. 
La gran mayoría de investigaciones usan estadísticos, funciones matemáticas que 
miden el error, para calcular la función objetivo [8], [16], [10] , [11], [7], [6], [14]; 
son pocas las que intentan plantear funciones objetivo que integren componentes 
estadísticos, si embargo existe quienes intentan incorporarlos, Kim et al. [2] 
plantearon dos pruebas de bondad de ajuste no paramétricas, las pruebas de Moses y 
de Kolmogorov- smirnov; Montanino et al.  [15] utilizaron las autocorrelación, 
aunque el proceso necesitó 29000 iteraciones para mostrar convergencia es importante 
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resaltar el hecho que se innovó en la función objetivo. La importancia de la elección 
de la función objetivo radica en que cada una genera una superficie de respuesta 
diferente, impactando directamente la eficiencia del proceso, como lo demostró 
Ciuffo et al en [1].  
 
 
1.5 Resumen y Principales contribuciones 
Los procesos de calibración son los encargados de mejorar la calidad de los modelos 
de simulación de tráfico a través de encontrar los valores óptimos de los parámetros 
que permitan que el simulador emule la realidad. Para cumplir este objetivo un 
proceso de calibración debe correr gran cantidad de simulaciones (en la presente 
investigación cada proceso corrió 4000), esto hace que su costo computacional y 
tiempo de procesamiento sea un problema para su ejecución. Por lo tanto es necesario 
investigar enfoques que permitan realizar este proceso de una forma eficiente. La 
presente investigación comparara la utilización de funciones objetivo basadas en 
técnicas estadísticas dentro del proceso de calibración buscando mejorar su eficiencia. 
Para ello se plantea probar las siguientes funciones objetivo: (1) Distancia de 
Mahalanobis, (2) Prueba de medias valor fijo varianza simulación, (3) Prueba dos 
vectores de media, (4) Pruebas medias y varianza, y (5) Análisis discriminante. 
Adicionalmente se prueba el impacto de usar la técnica Bootstrap para mejorar la 
robustez de las funciones objetivo. Para demostrar si existen mejoras en el proceso se 
plantean tres indicadores: El índice del desempeño de optimización OPI, la distancia 
al parámetro y la velocidad de convergencia. El tercer indicador es inédito, y se 
propone como una solución al problema de diferencias de escala prestadas por las 
funciones objetivo evaluadas.  Luego se corrieron 9 procesos de calibración, cada uno 
de 4000 simulaciones para medir los indicadores antes mencionados. Y se finalizó 
con el análisis de los resultados arrojados por los indicadores. Los principales aportes 
se mencionan a continuación: 
El primer aporte de la investigación es incorporar métodos estadísticos a las funciones 
objetivo, los cuales permiten tratar correctamente las variables aleatorias generadas 
por el simulador. Dichos métodos permiten realizar pruebas estadísticas  para  
comparar los datos provenientes de campo con los generados por el simulador.  
El segundo aporte es la utilización de técnicas multivariadas como método para 
calcular el valor de la función objetivo; aunque estudios previos no han mostrado 
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resultados positivos al utilizar más de una variable de tráfico para calcular esta 
función [1],  la presente investigación pretende contrastar los resultados mostrados en 
el pasado. 
El tercer aporte es la implementación de una técnica de remuestreo para disminuir el 
número de simulaciones necesarias para calcular la función objetivo. Uno de los 
principales inconvenientes en los procesos de optimización de la simulación es que 
cada solución debe ser simulada, lo que incrementa el tiempo de procesamiento. 
Particularmente las simulaciones de tráfico microscópicas se caracterizan por ser 
computacionalmente costosa [17][18] lo que convierte a la calibración en un proceso 
que requiere mucho tiempo de ejecución.  Para solucionar este problema se utiliza el 
método Bootstrap, quien permite estimar la variabilidad de los datos con menos 
simulaciones, variable que es utilizada para calcular la función objetivo. 
El tercer aporte es que se evidencia que la técnica de remuestreo empeora el 
desempeño del proceso de calibración, por lo que se recomienda buscar técnicas 
alternativas para mejorar la robustez del proceso.  
El cuarto aporte es que se demuestra que la función objetivo Análisis discriminante 
mejorar la selectividad y concavidad. Este hallazgo muestra que las funciones 
objetivo tienen un alto impacto en el proceso de optimización de simulación. 
El quinto aporte radica en la implementación del proceso de calibración para el 
software de simulación Transmodeler. Tradicionalmente se han realizado estudios 
para Vissim, Paramics y Aissum pero se evidencian una ausencia de investigaciones 
que desarrollen procesos de calibración para Transmodeler, situación que convierte a 
la presente investigación en pionera, al estudiar la calibración de los parámetros de 
este software.  
 
1.6 Estructura del documento 
 
La estructura de la presente investigación presenta en el capítulo 2 una breve 
introducción de los sistemas inteligentes de transporte, además se abordan temas de 
simulación de tráfico, y la importancia del proceso de calibración dentro de la 
simulación. El capítulo 3 presenta el concepto de optimización de simulación, se 
definen sus principales componentes. El capítulo 4 presenta los fundamentos 
matemáticos utilizados para plantear las funciones objetivo, además se introduce el 
diseño de experimento, método estadístico utilizado para calcular el efecto de las 
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funciones planteadas. El capítulo 5 muestra a profundidad las funciones objetivos 
propuestas, además se presentan los indicadores de rendimiento que serán utilizadas 
para medir el impacto de dichas funciones. El capítulo 6 presenta los resultados de los 
experimentos realizados al proceso de calibración. Finalmente el capítulo 7 presenta 
las conclusiones y recomendaciones de la investigación. 
 
1.7 Publicaciones que contiene resultados defendidos en la presente tesis 
 
A continuación se presentan las publicaciones que contienen parte del los resultados 
presentados en el desarrollo de esta investigación. 
 
1. D. Jiménez and A. Garcés: “Statistical Objective Functions for the Calibration 
of Traffic Microsimulation”, en proceso de publicación. IEEE Intelligent 
Transportation Systems Conference, 2016, Brasil 
2. D. Jiménez, F. Muñoz, S. Arias, J. Hincapie: “Software for Calibration of 
Transmodeler traffic microsimulation models”, 2016, En proceso de 







CAPÍTULO 2. SISTEMAS INTELIGENTES DE TRANSPORTE 
2.1 Sistemas inteligentes de transporte 
 
En la actualidad las ciudades están enfrentando grandes retos para ofrecer niveles de 
calidad de vida aceptables a las personas que la habitan. Temas como el medio 
ambiente, uso eficiente de los recursos, gestión del sistema de transporte, entre otros, 
se están convirtiendo en parte importante en la agenda pública. Las ciudades que 
presentan este enfoque se conocen como ciudades sostenibles, las cuales buscan 
cambiar la manera de gestionar sus recursos,  ofreciendo servicios de forma eficiente 
a sus habitantes,  mejoramiento  así la calidad de vida de los ciudadanos, y 
garantizando un crecimiento económico. 
Un pilar fundamental para lograr la sostenibilidad de las ciudad es diseñar un sistema 
de transporte eficiente, que tenga la capacidad de balancear la demanda de viajes y  la 
oferta en medios de transporte.  Para lograrlo es necesario implementar un enfoque 
capaz de minimizar los costos de infraestructura, manteniendo un nivel aceptable 
de movilidad, Armstrong y Khan [19] proponen implementar sistemas inteligentes de 
transporte (ITS por sus siglas en ingles intelligent transportation systems) para lograr 
este propósito. 
Cuando se habla de ITS se hace referencia a la aplicación de tecnologías de la 
información y la comunicación dentro del sistema de transporte con el objetivo de 
optimizar  su operación, incrementar la seguridad vial, disminuir los tiempos de 
espera  y minimizar el consumo energético [20]. La implementación de ITS cambia el 
proceder ante los  problemas de movilidad presentes en las urbes, buscando en 
primera instancia optimizar los recursos existentes antes de hacer grandes inversiones 
en infraestructura. El apogeo tecnológico que se está viviendo en la actualidad ha 
permitido ofrecer servicios ITS cada vez más sofisticados, confiables 
y económicamente viables [21] situación ha tenido un gran  impacto en el sector del 
transporte.   
La implementación de ITS se ha convertido en una necesidad relevante para todas las 
naciones, especialmente para países como Colombia que presentan serias falencias en 
la planificación del transporte, porque al implementar estos sistemas también se 
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mejorar la calidad y cantidad de información del tráfico y transporte, insumo 
fundamental para  planear, diseñar, y gestionar los sistemas de transporte [19]. Debido 
a esto los ITS se consideran una herramienta transversal para administrar las ciudades, 
generando espacios de análisis sobre la operación del sistema de transporte, y 
brindando información para realizar proceso planificación urbana, con lo cual se 
puede identificar las necesidades de la ciudad, y solucionarlas de forma eficiente.  
Un requisito indispensable para implementar estos sistemas es identificar el impacto 
que tendrán al ser puestos en marcha; conocer el mejoramiento técnico y económico 
esperado es fundamental para justificar su adquisición. Cuando se realizan las 
mediciones del impacto usualmente se estiman tiempos de viaje, nivel de congestión, 
velocidades promedios, entre otros, información que luego es proyecta a beneficios 
económicos, con lo cual se determina la viabilidad del proyecto. Para lograr recrear 
esta información antes de poner en funcionamiento los sistemas ITS es necesario 
desarrollar modelos capaces de  capturar con exactitud las respuestas de viajeros ante 
estos sistemas [19], en ejemplo de ello son los modelos de simulación de tráfico, los 
cuales tiene la capacidad emular la interacción entre el sistema de tráfico y los 
usuarios de forma detallada, por esta razón son una de las herramientas más utilizadas 
para este fin. 
 
2.1.1 Simulación de tráfico 
 
La simulación de tráfico es una herramienta que permite analizar y evaluar la 
interacción entre la oferta y demanda del sistema de tráfico por medio del desarrollo 
de modelos que recrean el comportamiento de los vehículos dentro de una 
infraestructura vial en un periodo de tiempo definido. Este tipo de simulaciones 
permiten predecir las condiciones del sistema de tráfico ante una situación 
determinada. Para implementarla es necesario contar con una gran cantidad de datos 
del sistema de  tráfico, información que es difícil de obtener porque se requiere de una 
gran inversión en tiempo y dinero para su captura [22], convirtiéndose en el principal 
obstáculo para su expansión.  
Existen tres tipos de modelos de simulación, de acuerdo a el Highway capacity 
manual  [18] modelos macroscópicos, microscópicos y mesoscópicos; los cuales 
varían el grado de nitidez que se tiene de la interacción entre la demanda y la oferta 
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del sistema de transporte. Dependiendo del modelo elegido serán necesarios 
diferentes variables para la construcción del modelo [18]. 
Los modelos macroscópicos presentan la menor nitidez, son útiles para hacer 
representación generales del sistema, por esta razón son implementados en áreas de 
estudio de gran tamaño. Estos modelos son utilizados en procesos de planeación del 
sistema de tráfico, como en análisis de la capacidad de la red, evaluación de políticas, 
proyecciones de patrones de comportamiento del tráfico, definición de estrategias de 
expansión de red, y optimización de la capacidad vial. Este tipo de modelos usan 
variables generales de tráfico, como la capacidad y flujo, para su funcionamiento, 
debido a estás características son los más eficientes computacionalmente, además, son 
los que menos información requieren para su construcción.  
Los modelos microscopios son los que presenta mayor nitidez, tiene la capacidad de 
recrear el comportamiento de cada vehículo, emulando el conjunto de decisiones que 
debe tomar un conductor cuando interactúa con los diferentes elementos del sistema 
de transporte como la red vial, señales de tráfico y con otros vehículos. Este grado de 
detalle permite capturar información especifica de cada vehículo en la red como la 
posición, aceleración, velocidad, tiempo de salida, ruta, entre otros, permitiendo 
simular la respuesta de los vehículos ante cambios en las señales de tráfico, y a 
configuración de la red [19]. Por esta razón estos modelos son utilizados para evaluar 
el impacto esperado de la implementación sistemas ITS.  
Por su parte los modelos mesoscópicos presentan un grado de nitidez intermedia, 
buscan ofrecer mayor detalle que los modelos macroscópicos representando  la 
demanda de tráfico en paquetes de vehículos, para luego determinar la interacción 
entre esta y los diferentes elementos de la oferta de tráfico. Estos modelos son 
utilizados principalmente para la configuración y optimización de los tiempos de 
semáforos. En la presente investigación se abordan los modelos de simulación 
microscópica. 
 
2.1.2 Simulación Microscópica  
 
La simulación microscópica es un herramienta  computacional altamente aplicada en 
la ingeniería para entender el funcionamiento del sistema de tráfico y la interacción de 
todos sus elementos de forma que se puedan probar diferentes escenarios antes de 
llevarlos a campo [10]. Tiene por objetivo construir modelo del sistema de transporte 
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que reflejen la realidad con un alto nivel de exactitud, lo que incrementa la cantidad 
de información y el costo computacional necesarios para su uso, situación que 
obstaculiza su expansión [23]. Sin embargo,  los recientes avances tecnológicos han 
incrementado el potencial  de computo, permitiendo que estos modelo se conviertan 
en una alternativa viable en la investigación de los sistemas ITS. [24]. 
Los modelos microscópicos dividen el funcionamiento del sistema en módulos con 
responsabilidades específicas, los cuales agrupan formulas matemáticas para recrear 
ciertas partes del sistema; entre ellos se cuenta  con el módulo de car following, 
comportamiento del conductor, elección de rutas, entre otros [17]. La interacción 
entre estos módulos permiten representar con gran detalle el comportamiento del 
sistema; además, se cuenta con una animación que permite visualizar el desempeño 
del sistema, facilitando la exposición de los resultados a personas que no cuentan un 
conocimiento técnico [9].  
Estas características convierten a los modelos de simulación microscópica en una 
herramienta primordial para estimar cuantitativamente  los beneficios de  los sistemas 
avanzados de información al viajero (ATIS), sistemas avanzados de administración de 
tráfico (ATMS), control de tráfico dinámico,  la administración de horarios de 
incidentes de tráfico, la asignación de vías en tiempo real y ajustes de  señales de 
tráfico.[25]. 
También pueden ser utilizados para optimizar controles semafóricos y predecir los 
niveles de congestión dado un nivel de operación. [26] Lo que permite simular la 
puesta en marcha de estas políticas y  evaluar su desempeño en diferentes ámbitos  
tales como el estudio de control de tráfico dinámico,  la administración de horarios de 
incidentes de tráfico, la asignación de vías en tiempo real y ajustes de  señales de 
tráfico[25], también son utilizados para optimizar controles de los semáforos y 
predecir el comportamiento del sistema dado un nivel de operación. [26] 
 
2.1.3 Proceso de simulación de tráfico 
 
La metodología para construir modelos de microsimulación ha sido ampliamente 
estudiada, generando diferentes propuestas para su aplicación [27]; Aun así todas ellas 
presentan una estructura semejante que permite generalizar partes del proceso. En la 




Tabla 2-1 Resumen proceso de simulación (Tomada de [28]) 
Hitos Entregables Contenido 
Ámbito de 
estudio 
• Estudios y cronogramas 
• Propuesta del plan de recolección 
de datos 
• Propuesta del plan de calibración 
• Plan de aseguración de la calidad 
Objetivos del estudio, rango del estudio 
en tiempo y zona, plan alternativo de 
recolección de datos, procedimiento de 
verificación de errores, codificación del 




• Datos de la simulación 
• Reporte de los datos recolectados 
Procedimientos de la recolección de los 
datos, aseguración de la calidad, 
resumen de los datos recolectados 
Desarrollo 
del modelo 
• 50% del modelo construido Archivos de entrada del simulador 
Revisión 
errores 
• 100% del modelo de simulación Archivos de entrada del simulador 
Calibración y 
validación 
• Reporte de las pruebas de 
calibración 
• Reporte de las pruebas de 
validación 
Resultados de la calibración, parámetros 





• Reporte de alternativas Resultados de análisis de alternativas 
Reporte final • Reporte final 
• Documentación técnica y reporte 
de modelamiento 
Unificación de reportes anteriores, 
documentación del desarrollo del 
modelo, y calibración, variables de 
entrada al simulador 
 
Esta metodología no necesariamente es secuencial como lo puede sugerir la anterior 
Tabla, la propuesta de Olstam y Tapani  [27] muestra de forma más real la relación 
existen entre las diferentes actividades (ver Figura 2-1). 
 
Figura 2-1 Flujo del proceso de simulación (Tomada de  [27]) 
 
 
A continuación se presenta con mayor detalle las etapas del proceso de simulación. 
Este proceso inicia con la etapa de planeación, encargada de definir el objetivo 
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principal, alcances, zona de estudio ,actividades, programación del proyecto, entre 
otros. Se  recomienda que la duración del estudio incluya los periodos de hora pico y 
hora valle, garantizando que no se presenten niveles de congestión al terminar la 
simulación [27]. 
La segunda etapa es la recolección de los datos, encargada de capturar la información 
necesaria para construir el modelo de simulación. Esta información puede agruparse 
en dos clase: información estática y dinámica. La primera representa las 
características de la red (información relacionada a la oferta del sistema); como el 
número de carriles en un segmento, el ancho de la vía, grafo de la red, ubicación de 
semáforos y controladores, entre otros. La segunda clase agrupa la información que 
varia a lo largo de la simulación, como la demanda del sistema y las agendas 
semafórica. La forma convencional de modelar la demanda de tráfico es a través de la 
matriz origen destino, la cual debe presentar clasificación de vehículos y estar 
discriminada en el tiempo [27]. Si la red a simular tiene transporte publico es 
necesario contar la frecuencia de los buses.  
La tercera etapa está encargada de construir el modelo de simulación, para esto se 
debe seleccionar algún software de simulación de los disponibles en el mercado, entre 
ellos los más conocidos son: Aimsun, Paramics, Vissim, entre otros [17]. Luego se 
debe construir un modelo que represente la demanda y la oferta tráfico de la zona de 
estudio. 
La cuarta etapa tiene como propósito identificar posible errores en el modelo, para 
esto se debe hacer una revisión detalla buscando principalmente errores en la red, 
giros, errores de digitación de la demanda, entre otros. La idea es corregir todos los 
errores del modelo para garantizar transparencia en los análisis de la simulación.    
La quinta etapa es la calibración del modelo, en ella se busca acercar el 
comportamiento del simulador a los observados en el campo, por medio de un proceso 
de optimización que encuentre la combinación óptima para los valores de los 
parámetros del modelo, logrando mejorar su calidad y precisión. Al finalizar esta 
etapa se debe validar el proceso de calibración realizando una simulación con 
información que no haya sido utilizada anteriormente. Con esto se puede probar que 
los valores de los parámetros encontrados le permiten al simulador representar la 
realidad.  
La sexta etapa es el análisis de los resultados del modelo, se inicia simulando los 
diferentes escenarios planteados, luego se utilizan las salidas del simulador para 
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estimar la respuesta del sistema de tráfico ante los escenarios propuestos, permitiendo 
hacer comparaciones entre ellos e identificar el que presente mejor resultado ante el 
problema existente. 
La séptima etapa es la construcción del reporte final, consiste en la consolidación de 
un documento que integre la información generada en el proceso de simulación. En 
este informe se deben ingresar la matriz origen destino, los valores de los parámetros 
utilizados en el simulador, los resultados de los diferentes escenarios, las conclusiones 
y recomendaciones. 
 
2.2 Proceso de calibración 
 
La simulación microscópica hace uso de numerosos componentes que interactúan 
entre si para recrear la realidad con altos niveles de exactitud. Estos componentes 
están integrados por un gran número de parámetros, valores que se encuentran fijos 
durante toda la simulación y que representar todas las características específicas del 
sistema de tráfico; elementos físicos, conductuales, psicológicos, y técnicos tales 
como, el nivel de agresividad de los conductores, distancia entre vehículos, tiempo de 
reacción al semáforo, costo de una ruta, factor de aceleración, entre otros, son 
modelados por medio de ellos. Aunque los simuladores de tráfico traen consigo 
valores predefinidos para los parámetros, es necesario calibrarlos para mejorar la  
representación del comportamiento de la zona de estudio [7]. Tarea de alta 
complejidad debido al impacto en el funcionamiento del simulador cuando se 
cambian sus valores, convirtiendo a la etapa de calibración en una de la más críticas al 
momento de construir un modelo de simulación microscópica [10]. Por esta razón la 
calibración es asociada al nivel de calidad del modelo [8] [9], convirtiéndose en una 
muestra de veracidad y credibilidad, que soporta los análisis de los diferentes 
escenarios a probar.  
La mayor dificultad que presenta el proceso de calibración es el número de 
parámetros, Transmodeler por ejemplo tiene más de dos mil, algunos de ellos son 
variables continuas sin restricción; esto genera un espacio de soluciones lo 
suficientemente grande, que imposibilita aplicar una búsqueda exhaustiva para 
encontrar los valores óptimos. Además, existe una carencia de interpretación de la 
funcionalidad de ellos, porque no siempre la persona que propuso el modelo es quien 
lo calibra, más aún cuando se utilizan software comerciales. Otro problema es que 
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algunos de ellos no son observables en la realidad, solo cumplen la misión de 
representar analíticamente algún fenómenos del sistema [11]; por ejemplo, el nivel de 
agresividad de los conductores, el factor de aceleración, no son medibles en campo. 
Para solucionar este problema se ha planteado el enfoque de optimización de 
simulación, área que ha sido investigada en las últimas décadas. Este enfoque integra 
la simulación con la investigación de operaciones con el objetivo de optimizar 
situaciones específicas. La simulación es utilizada para modelar el problema, y la 
investigación de operaciones ofrece las técnicas de optimización para solucionarlo 
utilizando las salidas del modelo de simulación [1]. Para el caso específico del 
proceso de calibración, se debe aplicar un proceso donde se minimice la distancia 
existente entre las variables estimadas por el simulador y las capturadas en la realidad,  
utilizando a los parámetros como variables del problema de optimización.  
Para realizar el proceso de calibración se han definido varias metodología, Huang y 
Sun [11] propusieron tres etapas para su ejecución: primero se debe seleccionar los 
parámetros a calibrar, luego elegir un índice que evalué la distancia entre la realidad y 
el simulador,  por último se debe hacer la búsqueda de los valores óptimos. Por otra 
parte, Ciuffo et al. [1]  propusieron un metodología más detallada, que presenta cinco 
etapas: Seleccionar los parámetros, luego se debe elegir el método de estimación, 
elegir las variables para calibrar o medidas del rendimiento MoP (por sus siglas en 
ingles Measure of Performance), posteriormente se determina la función objetivo o 
GOF (por sus siglas en ingles Goodness of fit) y por último se debe seleccionar el 
método de optimización [1]. A continuación se profundiza en la selección de 
parámetros, índice, función de bondad de ajuste y de la técnica de optimización; 
etapas fundamentales en el proceso de calibración. 
 
2.2.1 Selección de parámetros  
 
Esta etapa tiene por objetivo hacer una preselección de los parámetros que serán 
calibrados. Debido a la cantidad de parámetros que posé un simulador es ineficiente 
tratar de calibrarlos todos, además, cada modelo de simulación presenta sensibilidad 
ante un conjunto de ellos, por lo tanto es necesario hacer una buena selección para 
lograr buenos resultados en el proceso de calibración.  
La razón principal de esta  etapa es disminuir el número de parámetros que  ingresan 
en el proceso de calibración, y así poder eliminar del espacio de soluciones los 
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parámetros que no aportan información al modelo, permitiendo centrar los esfuerzos 
del algoritmo de optimización en los parámetros relevantes. Esto se evidencia en las 
investigaciones de Chu et al.  [16] y Ciuffo et al. [1] quienes calibraron dos 
parámetros, Abdulhai y  Ma  [8], Kim [2], [7]  calibraron seis, Huang y Sun [11] 
utilizaron siete;  [29] y [30] calibraron cinco y siete respectivamente, pertenecientes al 
modelo car-following.  Esta preselección también disminuye el tiempo de calibración, 
variable importante cuando se están ejecutando iterativamente el simulador. 
Huang et al. presentan dos métodos para realizar esta selección:  el juicio de un 
experimentos, donde una persona con experiencia en el tema determina los 
parámetros a calibrar; por otra parte se tiene el puede realizar un análisis de 
sensibilidad por medio de modelos matemáticos [10]. El primer método presenta 
grandes limitación, en especial se carece de una elección imparcial, y es poco 
probable encontrar a una persona con los  conocimiento suficientes  para realizar esta 
tarea, aún así es utilizada, como lo muestra las siguientes investigaciones [8]  [11]. El 
segundo método es imparcial, la responsabilidad recae la técnica elegida para 
determinar la sensibilidad de los parámetros.  
Dentro de las técnicas más utilizadas para la selección de los parámetros están las 
técnicas estadísticas, como el diseño de experimento, principalmente los diseños 
factoriales fraccionados, preferidos por su eficiencia ya que utilizan la menor cantidad 
de iteraciones posibles para estimar los efectos de los parámetros en el modelo , Li et 
al. [7] realizaron un diseño 2!!! , también se han utilizado modelos Sobol, una 
variedad del diseño de experimentos  [31], además se pueden aplicar otros modelos 
estadísticos como regresión lineal, filtros de Montecarlo, y meta modelos  [30]. Otros 
investigadores han utilizado redes neuronales, entrenándolas para reconocer patrones 
en los valores de los parámetros y poder así determinar ante cual se presenta alta 
sensibilidad por parte del modelo[10]. 
 
2.2.2 Selección del índice o MoP 
 
Los índices o medidas de rendimiento MoP (por sus siglas en ingles messure of 
preformance) son las variables de tráfico que serán utilizadas para contrastar la 
realidad con la simulación, estás variables deben de ser capturadas en ambos 
escenarios para poder realizar las comparaciones. Las variables más utilizadas son: el 
volumen de tráfico, usada para calibrar parámetros que contralan la elección de ruta; 
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como también variables de rendimiento, como el tiempos de viaje, velocidad, tiempos 
de demora, entre otros [10]; usadas cuando se tiene interés por los parámetros 
relacionados con el comportamiento del conductor y el rendimiento de los vehículos. 
Es importante que la elección de los MoP esté alineado con la etapa anterior, 
garantizando que estos presenten sensibilidad ante los parámetros a calibrar [1]. 
El volumen vehicular  tiene  como ventaja su fácil capturar en campo y en el 
simulador,  por esta razón muchas investigaciones la utilizan para calibrar sus 
modelos [8], [16],[11], [1], [6]. El tiempo de viaje presenta gran sensibilidad ante los 
cambios en los niveles de congestión vial, permitiendo evaluar el desempeño general 
del sistema, pero es muy complejo de capturar en la realidad, barrera que limita su 
expansión, aún así investigaciones como Kim et al. [2], Li et al.[7], Astarita et al.[29], 
Otković et al. [12] lo utilizan. La velocidad vehicular es utilizada porque presenta 
sensibilidad a los cambios en la vía, y puede ser capturada fácilmente a través de 
sensores especializados ubicados en la red, ha sido utiliza por Montanino et al. 
[15],[1]. 
Otro enfoque es utiliza más de una variable, por lo general una de ellas es flujo 
vehicular, esto debido a que es la variable más fácil de capturar. Investigadores como 
Chu et al. en 2003 [16] Huang y Sun [11], [32] utilizaron el flujo y la velocidad; 
Korcek et al. utilizaron la  velocidad, flujo y densidad [14]; lee utilizo el flujo y la 
densidad  [13]. Al emplear más de una variable se tiene la intensión de mejorar la 
representación que se tiene del sistema, abarcando un espectro más amplio de sus 
características, pero esta decisión agrega mayor complejidad al proceso. 
Además, de los MoP antes mencionados es  posible utilizar otras variables como:   el 
tiempo de espera o la longitud de la cola en un semáforo; la saturación o capacidad de 
la vía, entre otras. Pero la dificultad para capturar estas variables en la realidad limita 
su utilización, por tal motivo no es usual encontrar casos de estudio donde se 
apliquen. 
Para el presente trabajo se utilizará las siglas MoP (medida de rendimiento)  para 
referirse a las variables utilizas para calibrar el modelo. 
 
2.2.3 Selección de la función de bondad de ajuste 
 
La función de bondad de ajuste o función GoF (por sus siglas en ingles Goodness of 
Fit) está encargada de medir la separación existente entre los MoP del modelo de 
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simulación y los de la realidad, midiendo la calidad de la solución que se está 
probando. Esta función dentro de la teoría de la optimización es conocida como 
función objetivo, en el contexto de la calibración se prefiere el uso del término GoF 
[1] porque está más cercano a su esencia, medir el ajuste del modelo a la realidad. 
Existe gran variedad de funciones que puede cumplir este propósito, como lo muestra 
Ciuffo et al.  [1] quienes presentan las quince GoF más utilizadas en la literatura. 
Estas funciones pueden ser agrupas en dos categorías, la primera utiliza fórmulas 
matemáticas, mientras que la segunda implementa modelos estadísticos. 
La primera categoría propone la utilización parcial o total de medidas estadísticas, 
principalmente las enfocadas a cuantificar la variabilidad, como cuadrático medio 
RMS ( por sus siglas en ingles root mean square error) [6]; el error absoluto medio 
MAE (por sus siglas ingles Mean Absolute Error) [8]; el porcentaje absoluto de error 
medio MAPE (por sus siglas en ingles Mean Absolute percentage error) [7]. En otras 
investigaciones se han propuesto funciones propias, como Huang et al. quienes 
calcularon la función exponencial del error absoluto medio MAE [10]; Huang y Sun 
aplicaron la función exponencial del error relativo [11];  Astarita et al. calculan la raíz 
del error medio relativo [29]. 
La segunda categoría hacen uso de modelos estadísticos, fue propuesto por Kim et al. 
en 2005 [2], quienes lo buscaban dar un tratamiento coherente al dado por la 
estadística a las variables aleatorias, para esto propusieron dos pruebas de bondad de 
ajuste no paramétricas, las pruebas de Moses y de Kolmogorov- smirnov; Montanino 
et al. [15] aplicaron la función de auto correlación de las medidas de desempeño tanto 
de las datos de  campo como del simulador y calcularon la diferencia entre ellos. 
La elección de esta función impacta el desempeño del proceso de calibración, porque 
la forma de la superficie de respuesta cambia ante cada GoF [1], por lo que una buena 
elección puede garantizar el éxito del proceso. 
 
2.2.4  Metodología de calibración aplica  
Realizar un proceso de calibración implica ejecutar diversas actividades, para mejorar 
la comprensión de este proceso en la Figura 2-2 se muestra la metodología utilizada 




Figura 2-2 Metodología del proceso de calibración de la investigación 
 
Fuente: Propia 
Como se mencionó anteriormente el proceso de calibración consiste en buscar los 
valores óptimos de los parámetros del modelo de simulación que permitan mejorar la 
representación de la realidad. Por lo tanto es necesario medir los MoP en el simulador 
y en la realidad.  Para esta medición es necesario instalar, tanto en campo como en el 
simulador, sensores que midan estas variables. Para el caso particular de esta 
investigación se eligieron el flujo y la velocidad. 
 





Como se muestra en la Figura 2-3 se debe emular las variables de tráfico que son 
medidas en campo por medio de sensores instalados en el modelo de simulación.  El 
objetivo es lograr que las variables de tráfico MoP generadas por el simulador 
(recuadro verde de la Figura 2-3) sean iguales a la medidas en campo (recuadro 
amarillo de la Figura 2-3). 
Aunque es necesario contar con datos de la realidad para realizar la comparación, en 
esta investigación no se tomaron los valores de los MoP en campo, sino que se 
generaron a través de simulación. Para ello se corrieron varias réplicas en el simulador 
usando valores predefinidos para los parámetros (para ver los valores utilizados ver la 
sección 6.4). Este enfoque es conocido en el contexto de calibración como utilizar 
“datos sintéticos” [1], en el cual no se realiza ningún despliegue de sensores en 
campo, sino que se definen los valores óptimos de los parámetros, y se corren n 
simulaciones para medir las variables de tráfico MoP reales. En otras palabras está 
metodología emula los valores de flujo y velocidad de campo con salidas de la 
simulación (En la figura 2-3 estas variables fueron mostradas en el recuadro amarillo). 
Como lo menciona Ciuffo et al. [33], este enfoque es el más apropiado para probar el 
desempeño de los procesos de calibración, por que es necesario conocer los valores 
óptimos de los parámetros de antemano, para medir el desempeño del proceso.  Como 
el investigador conoce los valores a los cuales debe llegar el algoritmo es factible 
medir su desempeño. Por el contrario, si se realiza un proceso de calibración con 
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datos de campo (medidos con sensores en la realidad), no se puede conocer los 
valores óptimos de los parámetros, porque estos son desconocidos, y ese 
desconocimiento es el que da lugar al proceso de calibración. 
El modelo de simulación que se utiliza  en la investigación consta de una red de ocho 
arcos unidireccionales, cada uno con dos carriles (ver Figura 2-4). Dicha red cuenta 
con ocho nodos, de los cuales dos son origen, identificados con los números 1 y 3; y 
dos son destino, identificados con los números 6 y 8, como se muestra en la Figura 2-
4. Para la medición los MoP se instalaron con 3 sensores. 




La estructura y dimensiones de la red fueron diseñadas artificialmente, (no 
corresponde a una red existente en la realidad), pero ésta contiene un diseño coherente 
con la realidad colombiana. Se eligió construir una red totalmente nueva para facilitar 
la ejecución de los modelos de calibración, debido a que éstos necesitan simular 
iterativamente la zona, y por esta razón utilizar una red real, de gran tamaño, tendría 
un impacto negativo sobre la investigación. Aún así se buscó diseñar una red lo más 
cercana a la realidad,  por esta razón se adicionaron dos semáforos, en los nodos 2 y 7. 
Para conocer más detalles sobre la simulación planteada ver la sección 6.1. 
Luego se debe seleccionar los parámetros que van a ser modificados (seleccionar las 
variables de decisión). En la presente investigación se eligieron los parámetros Beta y 
Gamma de aceleración del modelo Car-Following (Para conocer en detalle el proceso 
de selección de los parámetros ver la sección 6.2) y fueron definidos como valores 
óptimos de ellos -1.67 y -0.89 respectivamente. Estos valores fueron utilizados para 
emular los MoP reales. Los valores de los parámetros antes mencionados son 
desconocidos para el algoritmo de optimización, el cual solo cuenta con las variables 
 28 
de tráfico velocidad y flujo generadas por el simulador cuando se corrió bajo estos 
valores.  
Posteriormente se debe implementar la metaheuristica que guie el proceso de 
búsqueda. La presente investigación usa un algoritmo genético para esta labor, su 
configuración se profundiza en el capítulo 3.  
A continuación se deben ejecutar procesos de calibración con cada una de las 
funciones objetivo propuestas. El objetivo es hallar los valores óptimos de los 
parámetros (-1.67 para el parámetro Beta y -0.89 para el Gamma) utilizando 
únicamente la información de los MoP que se generaron cuando se emuló la realidad. 
El algoritmo de búsqueda desconoce la ubicación del punto óptimo. Los procesos de 
calibración del presente trabajo corren internamente 4000 simulaciones de tráfico y 
tardan en promedio 20 horas cada proceso. Debido a su alto costo computacional y 
elevado tiempo de procesamiento es importante investigar enfoques que permitan 
ejecutar este proceso de una forma eficiente. La presente investigación plantea el uso 
de funciones objetivo basadas en estadística para mejorar dicho proceso.  Para probar 
todas las funciones propuestas se realizaron 108 proceso de calibración, 9 por cada 
función objetivo.  
Una vez finalizado cada proceso calibración se calcula los indicadores del proceso de 
calibración, los cuales miden de forma global el desempeño del proceso de 
calibración. La presente investigación usa 3 indicadores: el índice de desempeño de 
optimización, la distancia de los parámetros y la velocidad de convergencia (los 
detalles de cada indicador son mostrados en la sección 5.2). 
El último paso es comparar el desempeño de los diferentes procesos de calibración 












CAPÍTULO 3. OPTIMIZACIÓN DE SIMULACIÓN  
3.1 Descripción general de optimización de simulación 
 
Cuando  se hace referencia a modelos de optimización se tiene la concepción de 
plantear un modelo en el cual se relacionan de forma matemática las variables de 
decisión con un conjunto de recursos y restricciones, y donde de forma analíticas es 
posible plantear las relaciones existentes entre éstos, para luego buscar los valores 
óptimos de las variables de decisión. Existen escenarios donde no es posible modelar 
matemáticamente esta relación, debido a la complejidad del problema, y es necesario 
relacionar las variables de decisión y la función objetivo a través de modelos de 
simulación. La función objetivo y las restricciones del modelo deben ser simularlas 
para estimarlas, a este tipo de problemas se les conoce como optimización de la 
simulación (Simulation optimization por sus término en inglés) [34].  
 




Como se muestra en la Figura 3-1 la forma para conectar las variables de decisión del 
problema y la función objetivo se realiza por medio de una simulación. Esta 
simulación tiene por entrada las variables de decisión, que para este caso son los 
valores de los parámetros, y genera las variables para calcular la función objetivo, que 
para este caso son los MoP. El simulador emula la relación existente entre los valores 
de los parámetros y los MoP, y con estos últimos es calcula la función objetivo de la 
solución. Este valor es enviado a la metaheurística, quien usa el valor de la función 
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objetivo para guiar el proceso de búsqueda de nuevas soluciones. Este proceso se 
repite hasta encontrar cumplirse un criterio de parada. 
Como se muestra en la Figura 3-1 existen tres componentes fundamentales: la 
simulación, la función objetivo y la técnica de optimización. La primera es la 
simulación, que para esta investigación se realiza a través de Transmodeler [35]. La 
segunda es la función objetivo, motivo de la presente investigación. La tercera es la 
metaheurística, encargada de guiar el proceso de búsqueda de los valores óptimos. 
Para la presente investigación se eligió como técnica de optimización los algoritmos 
genéticos, a continuación se muestran sus principales operadores. Más adelante, en el 
capítulo 5 se presentará en detalle las funciones objetivo utilizadas para el proceso. 
 
3.2 Proceso de optimización 
 
Para realizar la búsqueda de los valores óptimos de los parámetros es necesario elegir 
un método de optimización que dirija de forma lógica el proceso, permitiendo 
encontrar los valores con el menor número de iteraciones. Este proceso tiene por 
función objetivo a la función GoF, quien utiliza las salidas del simulador para realizar 
su cálculo. Esta función no relaciona los parámetros  (variables de decisión del 
proceso de calibración) con el desempeño del proceso optimización, por lo que no es 
posible construir una expresión matemática que pueda ser usada dentro un método 
exacto, restringiendo el problema solamente a los métodos heurísticos, los cuales 
pueden resolver problema de optimización de caja negra como el presente [1].  A 
continuación se mostrarán las técnicas más utilizadas. 
La primera técnica a mencionar son los algoritmos genéticos, método que emulan el 
proceso de evolución biológica, para ello se debe crear una población inicial de forma 
aleatoria, luego se seleccionan a los mejores individuos de la población para generar 
descendientes, los cuales pueden ingresar a la población inicial si tienen una buena 
función objetivo, de lo contrario son eliminados; este proceso se ejecuta hasta llegar a 
solución óptima. Dentro del problema de calibración, esta técnica es la más utilizada, 
su fácil implementación y flexibilidad le permite adecuarse de forma directa al 
problema existente; además, presenta un gran número de variantes, lo que incrementa 
la posibilidad de encontrar una configuración que resuelva el problema.  
 Abdulhai  y Ma  [8], Li et al.[7], Korcek et al. [14] son algunos de los investigadores 
que lo han utilizado; quienes para hacer uso de ellos utilizaron cromosomas binarios. 
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Una de las ventajas relativa de estos algoritmos es que soportan  problemas de 
optimización multiobjetivo, como lo muestra Huang et al. [10] y Huang y Sun [11]  
quienes implementaron  un algoritmo genético NGSA-II para optimizar la velocidad y 
el flujo vehicular; aunque vale mencionar que ninguno de ellos probó que las 
variables fueran mutuamente excluyentes, requisito necesario para utilizar este tipo de 
técnicas.  
Otra técnica muy utilizada es el SPSA (por sus siglas en ingles Simultaneous 
Perturbation Stochastic Approximation) desarrollada por Spall [36], la cual asemeja 
al método del gradiente descendiente, solo que usa un gradiente estocástico para 
estimar la dirección de máxima pendiente, característica que le permite ser utilizada 
en los problemas caja negra, haciendo posible recorrer de forma lógica el espacio de 
soluciones, sin necesidad de contar con una función objetivo definida. Este algoritmo 
ha sido utilizado por Paz et al. [6] y por   Ciuffo et al. [1], tendiendo buenos 
resultados. 
Otro algoritmo que ha sido utilizado es el OptQuest Multistart. Ciuffo et al. [1] 
compararon su desempeño ante los algoritmo genético y SPSA, mejorando el 
desempeño de estos, pese a esto ha sido poco utilizado dentro del proceso de 
calibración. 
Para finalizar se tienen las redes neuronales, técnica que no es considera dentro del 
grupo de optimización, pero ha sido utilizada para este propósito. Otković et al.  [12], 
plantearon una investigación enfocada a entrenar una red neuronal para aprender la 
relación existente entre los parámetros y el desempeño de la simulación, para luego 
realizar una estimación de los valores óptimos. Esta investigación determinó que esta 
técnica no es adecuada para este tipo de problemas. 
 
3.3 Algoritmos genéticos  
 
Los algoritmos genéticos son una de las metaheurísticas más conocidas en el mundo 
científico, pertenecen al grupo de algoritmos evolutivos, los cuales utilizan estrategias 
inspiradas en la teoría de la evolución para solución problemas de optimización. Este 
método recrea el proceso de evolución equiparando las posibles soluciones a 
individuos, al aplicar el criterio de “el individuo más fuerte tiene mayor probabilidad 
de sobrevivir” se garantiza que los mejores individuos hereden su información 
genética a las futuras generaciones, proceso que produce el mejoramiento de la 
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especie; logrando así encontrar las mejores soluciones al problema [37]. La 
información de cada solución del problema es almacenada dentro de un vector 
llamado pseudo cromosoma, el cual tiene por genotipo un vector de N genes donde 
están codificados los valores de las variables propuestas por la solución y en el 
fenotipo el valor de la función objetivo que generan dichos valores.  
Un supuesto necesario para utilizar estos algoritmos es que el espacio de soluciones 
cuenta con diferenciaciones entre regiones de alta y baja calidad. Las soluciones no 
deben encontrarse uniformemente distribuida dentro de éste, porque la búsqueda de 
mejores soluciones está basada en el criterio de vecindad; realizar una exploración 
dentro de la zonas cercanas a los individuos que presenten buena calidad, de lo 
contrario el algoritmo haría un búsqueda netamente aleatoria. 
Los algoritmos genéticos son útiles para solucionar problemas que no cumplen los 
requisitos básicos de tratabilidad con herramientas matemáticas convencionales [38]. 
Problemas donde se presenten dificultades para modelar la relación entre las variables 
de decisión con los recursos o con la función objetivo (por ejemplo en los sistemas 
caja negra ó black box systems) pueden ser fácilmente resueltas por este método,  ya 
que no es necesario expresar  matemáticamente estas relaciones; solamente se debe 
establecer un procedimiento para calcular una función objetivo, (función de 
adaptación dentro de este contexto), y  una estrategia para codificar las variables de 
decisión; después de esto se cuenta con un procedimiento general para solucionar el 
problema.  Esta característica les permite adaptarse fácilmente al contexto específico 
de cada problema, esta es la  razón principal de su popularidad. 
Para su funcionamiento los algoritmos genéticos presentan una serie de operadores, 
módulos que cumplen funciones especificas dentro del proceso, los cuales al ser 
integrados permiten encontrar las mejores soluciones al problema planteado. A 


















3.3.1 Codificación binaria del cromosoma  
 
La presente investigación realiza un codificación binaria directa [39] de los 
parámetros a través de 14 alelos, los cuales se dividieron de forma equitativa en los 
dos parámetros que fueron elegidos para ser calibrados. Cada parámetro tiene 
asignado 7 alelos, cada alelo puede tomar valores de cero o uno, luego se utiliza los 
valores límites de los parámetros (para ver los valor se límites de parámetros diríjase a 
la sección 6.4) para realizar la codificación, como se muestra se muestra en la Figura 
3-3.   
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3.3.2 Operador función de adaptación 
 
Función encargada de mide la calidad de cada individuo de la población, su valor 
debe tener la capacidad de asociar el grado de respuesta al problema planteado y el 
cumplimiento de las restricciones. Para problema irrestricto esta será igual a la 
función objetivo, de lo contrario se debe generar una medida de infactibilidad que 
penalice a las soluciones que no cumplan las restricciones.  
Esta función debe permitir diferenciar a cada individuo de la población, buscando 
garantizar que dos individuos genéticamente diferentes no tengan el mismo valor, 
para poder así  identificar claramente los individuos de buena calidad, quienes 
heredan su información genética a las próximas generaciones. Por esta razón la 
calidad de la función de adaptación influencia directamente la eficiencia de un 
algoritmo genético [39]. 
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Como se ha mencionado previamente el principal objetivo de la presente 
investigación es probar diferentes funciones objetivo y analizar su impacto en el 
proceso de calibración. 
 
3.3.3 Operadores de selección 
 
Es el operador encargado de identificar los mejores individuos de la población, 
quienes podrán generar descendiente para las próximas generaciones, también debe 
seleccionar que individuos abanderan la población; para dirigir este proceso utiliza los 
valores calculados por la función de adaptación. Su responsabilidad se limita a la 
selección y  para realizarla existen diferentes métodos, los más utilizados son 
selección por torneo,  proporcional y por rango [40]. 
El primero es la selección por torneo, método que plantea la realización de un 
eliminación a través de competencias, el individuo ganador de esta tendrá el derecho a 
heredar su información genética. Varios autores han propuestos diferentes reglas; 
Goldber y Deb plantean un torneo realizado entre parejas de individuos escogidos 
aleatoriamente; Dréo y Taillard sugieren crear un subconjunto de k de individuos de 
la población de forma aleatoria, y de este seleccionar el individuo con mejor función 
de adaptación. Este proceso se realiza hasta completar el número necesarios de 
individuos que entrarán al operador de cruzamiento. Este método es muy popular 
debido a que presenta las mejores propiedades de convergencia y complejidad 
computacional al compararlo con los otros. 
El segundo es la selección proporcional, en este la probabilidad de ser elegido está 
dada por la calidad de la función de adaptación, para determinar este valor se debe 
dividir la función de adaptación de cada individuo sobre la sumatoria de las funciones 
de adaptación de todos los individuos de la población, calculando así una proporción 
que se asocia a la posibilidad de ser seleccionado; por esta razón la función de 
adaptación debe ser positivas y de tipo maximización, garantizando que los mejores 
individuos tengan mayor chance de ser elegidos; posteriormente se seleccionan los 
individuos usando el método de Monte Carlo. Una posible variación es aplicar un 
muestreo sistemático, eligiendo de forma aleatoria el punto de partida y con un paso 
definido se eligen los demás individuos. Este método tiene varias desventajas, en las 
fases iniciales puede sesgarse hacia soluciones con una función de adaptación 
relativamente mejor que las demás, mientras que en la parte final se pierde 
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selectividad cuando todas las configuraciones presenten una función de adaptación 
similar. Este método también es conocido como selección por ruleta [39]. 
El tercero es la selección por rango, método que intenta mejorar las desventajas 
presentadas por el anterior cambiando el valor con el que se calcula la proporción por 
un rango, este valor se calcula ordenando los individuos por su función de adaptación, 
de forma que la peor tenga el rango uno y el mejor el tamaño de la población; luego se 
realiza el mismo proceso que se presentó en la selección proporcional solo que la 
probabilidad de ser elegido se calcula con el valor del rango de los individuos. Esta 
variación permite garantizar una selectividad constante durante todo el proceso [39]. 
La presente investigación realizó una selección por torneo, con un k igual a 4. Este 
método elige aleatoriamente 4 individuos de la población y se realiza un torneo, 
donde el padre es aquel que presente la mejor función objetivo. En la Figura 3-4 se 
presenta un ejemplo de lo realizado. 




3.3.4 Operador de cruzamiento 
 
Una vez se han identificado los individuos que van a heredar su información genética 
a la siguiente generación, se debe realizar el proceso de crear nuevos individuos, para 
esto se cuenta con el operador de cruzamiento, el cual tiene por objetivo ingresar 
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diversidad a la población, permitiendo hacer explotación de la zonas que presentan 
buena calidad. Este utiliza dos cromosomas padres para intercambiar entre ellos 
porciones aleatorias de sus genes, generando dos descendientes. 
La estrategia de cruzamiento depende de la codificación del cromosoma; dentro del 
contexto particular de la calibración de modelos de simulación se utiliza la 
codificación binaria  [8][2][7][14] por lo que es necesario conocer el cruzamiento 
binario. Para su ejecución primero se debe elegir el número de puntos de corte, luego 
se realiza la siguiente operación: se escoge de forma aleatoria la ubicación de los 
cortes que se van a realizar; se diseccionan los dos cromosomas padres en la 
posiciones previamente definidas; luego se intercambian de forma alternada los 
fragmentos de cromosomas, generando dos individuos que combinan la información 
de los padres. A medida que se tiene más puntos de corte menor será la información 
genética heredada de los padres. El cruzamiento más sencillo es la recombinación de 
punto simple la cual se hace con un solo punto de corte. 
El cruzamiento utilizado fue binario con un único punto de cruce, el cual se elige de 
forma aleatoria. El proceso de cruzamiento del algoritmo se muestra en la Figura 3-5. 
 




El operador de cruzamiento tiene asociada una probabilidad de ocurrencia, llamada 
tasa de cruzamiento, la cual controla si se ejecuta el operador o no.  cuando se 
determina que no se va utilizar, los dos hijos generados son genéticamente iguales a 
los padres[41]. 
 
3.3.5 Operador de mutación 
 
A diferencias de las heurísticas, las metaheurísticas cuentan con mecanismos para 
escapar de los óptimos locales, lo que las hace más eficiente; los algoritmos genéticos 
cuentan con el operador de mutación para realizar esta función, este permite explorar 
posibles zonas de interés que no son alcanzada a través de la búsqueda de la vecindad 
de las soluciones. Su labor radica en ingresar perturbaciones estocásticas en algunos 
individuos, cambiando su información  genética inicial. Cuando se tiene una 
codificación binaria la operación es relativamente sencilla, se debe elegir el número 
de alelos a modificar, luego aleatoriamente se identifican, y se alternan sus valores 
iniciales, si presentaban valor 0 se cambian por 1, o viceversa.  
Al igual que el operador de cruzamiento, la mutación tiene una tasa de ocurrencia, 
esto con el fin de evitar que el algoritmo genético caiga en una exploración aleatoria 
del espacio de solución. Por esta razón comúnmente se le asigna una baja 
probabilidad de aparición, entre 0.001 y 0.05, este valor se conoce como tasa de 
mutación.   
La presente investigación utilizó una mutación binaria en un solo punto del 
cromosoma. La mutación binaria se muestra en la Figura 3-6. 




3.3.6 Operador de preservación de elitismo 
 
Se debe contar con un operador que controle el ingreso  de los nuevos individuos a la 
población, este operador tiene por objetivo determinar la estrategia para preservar las 
buenas soluciones en la población, y garantizar que estas generen un mejoramiento en 
la calidad de la especie a lo largo del proceso [40]. Para cumplir con este propósito 
existen diferentes reglas, como conservar las solución incumbentes dentro de la 
población, comparar los hijos con los padres y permitir el ingreso de estos si tiene una 
grado de calidad determinado, también es muy utilizado comparar a los hijos con las 
peores soluciones de la población y permitir su ingreso si estos tiene una mejor 
función de adaptación.  
 
3.3.7 Ciclos del algoritmo 
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Una vez se tienen definidos los operadores del algoritmo genético se deben elegir los 
valores de tres parámetros que controlan todo el proceso: el tamaño de la población 
inicial,  tasa de cruzamiento, y tasa de mutación. Los valores recomendados están 
entre 30 y 200; 0,5 y 1; y 0.001 y 0.05 respectivamente [38]. El paso siguiente es 
construir la población inicial, teóricamente debe ser generada aleatoriamente, pero 
también se acostumbra utilizar los  resultados de alguna heurística, con esto se pierde 
independencia pero se gana eficiencia, porque se inicia con individuos de mejor 
calidad,  reduciendo el esfuerzo computacional. Es necesario calcular la función de 
adaptación a cada uno de estos individuos.  
Posteriormente se inician los ciclos generacionales, conjunto de procesos que utilizan 
los operadores previamente definidos de forma recursiva. Cada ciclo inicia con la 
elección de los padres usando el operador de selección, recombinándolos para generar 
los descendientes usando el operador de cruzamiento, perturbando a los hijos 
generados, con el operador de mutación, calculando su función de adaptación, y 
finalmente ingresándolos a la población bajo las reglas definidas por la preservación 
elitista. A este ciclo se le conoce como generación.  
Existen tres criterios para detener las iteraciones de los ciclos generacionales: primero 
cuando se ejecutan un número de generaciones específico; segundo cuando se lograr 
encontrar un solución incumbente con la calidad mínima esperada;  y tercero, cuando 
la población es demasiado homogénea y las individuos convergen a solución. Una vez 
finalizado el proceso se toma como solución del problema aquel individuo con la 
mejor función de adaptación.
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CAPÍTULO 4. TÉCNICAS ESTADÍSTICAS 
4.1 Análisis multivariado  
 
En este capítulo se muestran algunos conceptos necesarios  para realizar análisis de 
datos multivariados. Este análisis está enfocado a desarrollar métodos matemáticos 
que permitan procesar conjuntos de datos donde se tiene más de una variable por cada 
individuo, permitiendo comprender la relación existente entre las variables de manera 
integrada. De esta manera se pueden analizar y comparar conjuntamente las variables 
de tráfico generadas por el simulador y la realidad, incorporando la relación existe 
entre estas variables al modelo de calibración, lo que permite mejorar la abstracción 
de la composición de los datos. 
Para llegar a comprender conceptos estadísticos relevantes se debe primero mostrar 
los principios simples del análisis multivariado, por esto se iniciará con las medidas 
de centralidad y variabilidad, posteriormente se mostrarán conceptos más 
estructurados como distribuciones de probabilidad multivariada y pruebas de 
hipótesis. 
4.1.1 Medidas de centralidad 
 
La medida más utilizada para representar la centralidad de los datos en el análisis de 
datos multivariados es el vector de medias. Si se tiene un conjunto de datos con p 
variables y n individuos, este vector tendrá dimensión p donde cada término contiene 
la media de las p variables disponibles. 
 
𝒙 = !!    𝒙!!!!! = 𝑥!⋮𝑥!                                    (Ec.  4.1) 
                                   
 
En términos matriciales se puede expresar como: 
 42 
𝑥 = !!𝑋!𝑏                                              (Ec.  4.2) 
Donde 𝑏 es un vector de dimensión n donde cada elemento tiene valor 1. 
 
4.1.2 Medidas de variabilidad 
 
Dentro del análisis univariado la variabilidad se calcula a través de la varianza, 
mientras que la relación lineal entre dos variables se calcula con la covarianza. En el 
caso multivariado estas dos medidas son contenidas en la matriz varianza covarianza. 𝑺 = !! 𝒙! − 𝒙 𝒙! − 𝒙 !!!!!                              (Ec.  4.3) 
Donde 𝑥 es el vector de medias y 𝑥! el i-ésimo individuo. Este cálculo genera una 
matriz cuadrada y simétrica donde en la diagonal se encuentran las varianzas, y fuera 
de ella las respectivas covarianzas de las variables. Si esta sumatoria es dividida por 
n-1 se tendrá la matriz de varianza covarianza corregida, la cual es un estimador 
insesgado1 de la varianza, como se muestra en la ecuación 4.4: 𝑆 = !!!! 𝒙𝒊 − 𝒙 𝒙! − 𝒙 !!!!!                            (Ec.  4.4) 
La matriz de varianza covarianza tiene como principal característica que es 
semidefinida positiva, permitiendo garantizar que la traza y los valores propios sean 
no negativos. 
4.1.3 Variabilidad y Distancias 
 
El concepto de distancia es fundamental en la estadística, porque permite determinar 
la separación existen entre poblaciones o individuos. Por ejemplo, en el caso 
univariado cuando se está estimando la variabilidad de un conjunto de datos, se 
calcula la distancia existente entre cada elemento a la media usando la ecuación 4.5 
[42].  𝑑! = 𝑥! − 𝑥 !                                         (Ec.  4.5) 
Al promediar todas las distancias se calcula la desviación estándar. Para implementar 
este concepto en el análisis multivariado es necesario definir una medida de distancia 
                                                
1 Un estimador es una función matemática que permite obtener el valor de un 
parámetro poblacional (en este caso la varianza). Y se considera que este es insegado 
si su valor esperado es igual al valor de parámetro poblacional. 
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entre vectores. Para este propósito se podría utilizar la distancia euclidiana, pero su 
cálculo depende de las unidad de las variables. Un cambio en la escala de alguna de 
ellas puede cambiar completamente su valor, haciendo de esta una medida poco 
confiable para ser utilizada dentro de la función objetivo del proceso de calibración. 
Mahalanobis en 1936 propuso una distancia que incorporara la matriz de varianza 
covarianza para estandarizar su resultado, haciendo que su cálculo sea consistente 
ante eventuales variaciones en la escala las variables. En la ecuación 4.6 se muestra 
cómo calcularla [42]. 𝐷! = 𝑥! − 𝑥 !𝑆!! 𝑥! − 𝑥                                   (Ec.  4.6) 
Esta estructura permite asignar menor peso a las variables que tengan un valor de 
varianza alto; lo mismo ocurre con la correlación, por lo tanto tendrán un peso menor 
las variables correlacionadas que aquellas que son independientes.   
 
4.1.4 Distribuciones de probabilidad 
 
El problema central del análisis estadístico es lograr que las propiedades encontradas 
en una muestra pueden generalizarse a la población de la que proviene. Para realizarlo 
es necesario construir un modelo estadístico que represente el comportamiento de los  
datos capturados, y poder así inferir la distribución de probabilidad que siguen la 
población. Por esta razón es importante conocer las distribuciones de probabilidad 
teórica para buscar cual se ajusta mejor a los datos. A continuación se muestra la 
distribución de probabilidad normal. 
 
4.1.5 Distribución normal 
 
La distribución normal tiene gran aplicación en el análisis multivariado debido a que 
aún cuando los datos no cumplan estrictamente los criterios de ajuste, permite tener 
una buena aproximación de ellos, especialmente cuando se está haciendo inferencia 
sobre el vector de medias, porque este es aproximadamente normal (basándose en el 
teorema del límite central). Además de esto, tiene la ventaja de poder ser 
parametrizada usando únicamente la media y la matriz de varianza covarianza. 
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Si se tiene un conjunto de datos 𝒙 con media 𝝁 y varianza covarianza 𝚺, los datos son 
normal multivariados si tiene una distribución de densidad de probabilidad definida 
en la ecuación 4.7. 𝑔 𝑥 = !!! ! 𝚺 !/! 𝑒! 𝒙!𝝁 𝚺!! 𝒙!𝝁 /!                          (Ec.  4.7) 
Donde 𝑝 es el número de variables, 𝜇 el vector de medias y Σ la matriz varianza 
covarianza. La distribución usa el concepto de distancia de Mahalanobis para calcular 
la separación entre los puntos y la media. 
 
4.1.6 Estimación de la normal multivariada 
 
Una vez se conoce la distribución de probabilidad teórica es necesario determinar el 
método para estimar los parámetros que la conforman, el método más utilizado es el 
de máxima verosimilitud por su fácil aplicación, permitiendo estimar a 𝛍 y 𝚺 a través 
de las ecuaciones 4.8 y 4.9 respectivamente. 𝝁 = 𝒙                                                     (Ec.  4.8) 𝚺 = (!!!)! 𝑺                                                 (Ec.  4.9) 
Aunque Σ, resulta en la ecuación 4.9, es insesgada con frecuencia se aproxima a S 
cuando n es grande. Una propiedad que se conserva de la normal univariada es que el 
estimador 𝒙 tiene una varianza 𝚺/n, por lo que su distribución de probabilidad es 𝑁!(𝝁,𝚺/n). Conocer la distribución del estimador es importante porque permite 
desarrollar procesos de inferencia sobre la media de una población. 
Por su parte para conocer el comportamiento del estimador de la matriz de varianza se 
debe construir una variable artificial W dada por la ecuación 4.10, de la cual se 
conoce su distribución de probabilidad y su relación con el estimador. 𝑾 = 𝑛 − 1 𝑺 = (𝒙! − 𝒙)(𝒙! − 𝒙)!!!!!               (Ec.  4.10) 
La variable W tiene distribución Wishart, denotada por 𝑊!(𝑛 − 1,𝚺), con n-1 grados 





4.1.7 Pruebas multivariadas 
 
Una vez se conoce la distribución de probabilidad que siguen los datos, es posible 
probar hipótesis sobre características específicas éstos, principalmente sobre su media 
y varianza. Las pruebas de hipótesis multivariadas son difíciles de aplicar debido a la 
cantidad de parámetros necesarios para su implementación, situación que dificulta los 
cálculos matemáticos y restringe su utilización; aún con estas desventajas las pruebas 
multivariadas continúan siendo la mejor opción cuando se tiene poblaciones con más 
de una variable. 
Por otra parte, las ventajas de estas pruebas son diversas,  por ejemplo, el manejo del 
error tipo I es eficiente [43], haciéndolo constante independiente del número de 
variables, mientras que cuando se tiene p pruebas independientes este se incrementa 
drásticamente, porque la probabilidad de pasar todas las pruebas de hipótesis es igual 
a la productoria de pasar cada una de ellas de forma independiente (asumiendo que las 
variables son independientes), disminuyendo exponencialmente la efectividad de la 
prueba cuando se incrementa el número de variables.   Además, las pruebas 
univaridas ignoran totalmente la correlaciones existentes entre las variables, mientras 
que las multivariadas hacen uso de esta estructura a través de la matriz de correlación; 
otra  ventaja es la reducción del error tipo II [43].   
Para realizar este proceso es necesario conocer los fundamentos matemáticos de estas 
pruebas, a continuación se muestra las algunas de ellas.  
 
4.1.7.1 Pruebas de la media  
 
Existen diferentes pruebas que se pueden aplicar al vector de medias, una de la más 
simple es cuando se le compara contra un vector de valores fijos, asumiendo que se 
conoce la matriz de varianza covarianza. Cuando se tiene este escenario la hipótesis 
nula se plantea como la igualdad de ambos vectores, en términos matemáticos se 
presenta en la ecuación 4.11: 𝐻!:  𝝁 = 𝝁!                                                (Ec.  4.11) 
Debido que se trabaja con vectores y no con escalares, la hipótesis nula también se 
puede expresar como se muestra en la ecuación 4.12:  
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𝐻! :   𝜇!⋮𝜇! = 𝜇!"⋮𝜇!!                                    (Ec.  4.12) 
Planteando una igualdad en cada uno de los términos de ambos vectores. Mientras que 
la hipótesis alterna para esta prueba se presente en la ecuación 4.13. 𝐻!:  𝝁 ≠ 𝝁!                                       (Ec.  4.13) 
De igual manera esta hipótesis puede ser vista como se muestra en la ecuación 4.14. 
𝐻! :   𝜇!⋮𝜇! ≠ 𝜇!"⋮𝜇!!                                     (Ec.  4.14) 
Esto implica que si al menos una de las p igualdades planteadas no se cumple se 
rechazará la hipótesis nula. 
El procedimiento para realizar esta prueba inicia tomando una muestra aleatoria de 
tamaño n sobre una población con distribución  N!(𝛍,𝚺),  luego se debe calcular el 
vector de media usando un estimador apropiado para ello (puede usarse el estimador 
calculado por mínimos cuadrados), finalmente dependiendo de los resultados 
obtenidos, se plantea los valores del vector fijo con los cuales se desea hacer la  
prueba de igualdad. La matriz de varianza covarianza 𝚺 no es estimada porque se 
asume que  se conoce su valor, aunque en algunas ocasiones se usa la matriz  S 
cuando no se tiene certeza del valor de la matriz de varianza. Esta prueba presenta el 
estadístico que se muestra en la ecuación 4.15. 𝑍! = 𝑛(𝑥 − 𝜇!)´  𝚺!!(𝑥 − 𝜇!)                           (Ec.  4.15) 
El cual tiene una distribución 𝜒!!; si 𝑍! > 𝜒!,!!  se rechazará la hipótesis nula. 
La siguiente prueba se utiliza cuando se desconoce 𝚺, para su cálculo el único paso 
adicional que debe ejecutarse con respecto a la procedimiento anterior es estimar la 
matriz de varianza covarianza  usando S; por lo tanto, asumiendo que se tiene una 
muestra 𝐱!, 𝐱!,… , 𝐱! con distribución N!(𝛍,𝚺), los estimadores de los parámetros 
serán 𝐱 y 𝐒 respectivamente. Para esta prueba se cuenta con el estadístico de la 
ecuación 4.16. 𝑇! = 𝑛(𝒙− 𝝁!)´  𝐒!!(𝒙− 𝝁!)                           (Ec.  4.16) 
Este estadístico tiene una  distribución 𝑇! o Hotelling, la cual usa dos parámetros para 
determinar su forma: el número de variables y los grados de libertad, este último se 
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calcula con: 𝑣 = 𝑛 − 1. Se rechaza la hipótesis nula si 𝑇! > 𝑇!,!,!!!! . Esta pruebas es 
más conservadora que la anterior [43]. 
Las dos pruebas  anteriores tenían como propósito comparar un vector de medias con 
uno de valores fijos,  a continuación se muestra el procedimiento para hacer 
comparaciones entre dos vectores de medias provenientes de dos poblaciones 
independientes. El propósito de estas pruebas es determinar si ambas poblaciones son 
iguales o no. En las ecuaciones 4.17 y 4.18 se plantean las hipótesis de las pruebas. 𝐻!:  𝝁! = 𝝁!                                         (Ec.  4.17) 𝐻!:  𝝁 ≠ 𝝁!                                          (Ec.  4.18) 
Para aplicar la prueba se debe extraer dos muestras, la primera de tamaño n! (𝐱!, 𝐱!,… , 𝐱!!)  de una población con distribución N!(𝛍!,𝚺!) , y la segunda de 
tamaño n! (𝐱!, 𝐱!,… , 𝐱!!)  de una población con distribución N!(𝛍!,𝚺!). Además, 
se debe asumir que las varianzas de ambas poblaciones son iguales (𝚺! =   𝚺! =   𝚺), 
lo que hace necesario determinar una forma de estimar una única matriz de varianza 
covarianza, para esto se calcula una variable auxiliar que facilite el proceso, denota 
con la letra W; en las ecuaciones 4.19 y 4.20 se muestra cómo calcularla:   𝑾𝟏 = 𝑛! − 1 𝑺𝟏 = (𝒙!! − 𝒙!)(𝒙!! − 𝒙!)!!!!!!          (Ec.  4.19) 𝑾𝟐 = 𝑛! − 1 𝑺𝟐 = (𝒙!! − 𝒙!)(𝒙!! − 𝒙!)!!!!!!          (Ec.  4.20) 
Tanto 𝑾𝟏  y 𝑾𝟐  son estimadores insesgados de 𝑛! − 1   𝚺  y 𝑛! − 1   𝚺 
respectivamente, por esta razón se pueden unir para obtener una estimación insesgada 
de 𝚺, la ecuación 4.21 muestra cómo calcularla: 𝑺𝒑𝒍 = !!!!!!!! (𝑾𝟏 +𝑾𝟐)                           (Ec.  4.21) 
Esto hace que el valor esperado de  𝑺𝒑𝒍 sea igual a la matriz de la varianza poblacional 
(𝐸 𝑺𝒑𝒍 =   𝚺). Una vez se tiene la matriz de varianza covarianza unificada se debe 
calcular el estadístico de la ecuación 4.22, que se distribuye bajo una T!,!!!!!!!!  . T! = !!!!!!!!! (𝐱! − 𝐱!)´  𝐒!"!!(𝐱! − 𝐱!)                   (Ec.  4.22) 
Se rechaza la hipótesis nula si T! > T∝,!,!!!!!!!! . Si la prueba T! fue rechazada quiere 
decir que al menos uno término del vector no es igual en ambas poblaciones.  la 
prueba  𝑇! es que es una prueba robusta ante heterogeneidad de las matrices de 
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varianza covarianza siempre y cuando los tamaños de las muestras sean grandes e 
iguales.   
4.1.7.2 Prueba multivariado para igualdad de matrices de varianza covarianza. 
 
Así como se tienen pruebas para evaluar la igual de medias en el contexto 
multivariado, también se cuentan con pruebas que permiten probar la igualdad de 
matrices de varianza covarianza, brindando la posibilidad de probar el supuesto de 
igualdad de varianzas aplicado en la prueba anterior. Para esto se plantea la hipótesis 
nula como se muestra en la ecuación 4.23. 𝐻!:  𝚺! = 𝚺! = ⋯ = 𝚺!                               (Ec.  4.23) 
Esta prueba utiliza el estadístico M, el cual se muestra a en la ecuación 4.24.  𝑀 = !! !!/! !! !!/!… !! !!/!!!" !!!!!! /!                             (Ec.  4.24) 
Donde 𝑣! = (𝑛! − 1), 𝑆! es la matriz de varianza covarianza de la muestra i, y 𝑆!" es 
la matriz de varianza covarianza agrupada que se calcula por medio de la ecuación 
4.25. 𝑆!" = !!!!!! !!!!!!!!                                      (Ec.  4.25) 
El estadístico M varia entre 1 y 0, si toma valores cercanos a uno (1)  quiere decir que 
las matrices de varianza covarianza tiene valores cercanos entre si, mientras que si M 
toma valores cercanos a cero (0)  se interpreta que las matrices no son iguales. Box 
(1950) planteo una aproximación de este estadístico a la distribución de probabilidad  𝜒!, esta prueba es conocida como la prueba Box. Para esta aproximación es necesario 
calcular el siguiente valor 𝑐! como se muestra en la ecuación 4.26. 𝑐! = !!!!!!! − ! !!!!!! !!!!!!!!!(!!!)(!!!)                          (Ec.  4.26) 
Luego se construye la variable 𝑢 como se muestra en la ecuación 4.27. 𝑢 = −2 1− 𝑐! ln𝑀                                 (Ec.  4.27) 
La cual se distribuye aproximadamente bajo una distribución de probabilidad 𝜒! con !! (𝑘 − 1)𝑝(𝑝 + 1)  grados de libertad. El logaritmo natural de M se presenta en la 
ecuación 4.28. 
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ln𝑀 = !! 𝑣! ln 𝑆!!!!! − !! 𝑣!!!!! ln 𝑆!"               (Ec.  4.28) 
Cuando el tamaño de todas las poblaciones son iguales (𝑣! = 𝑣! = ⋯ = 𝑣! = 𝑣) se 
puede hacer la simplificación que se muestra en la ecuación 4.29 para calcular la 
variable auxiliar 𝑐!. 𝑐! = (!!!)(!!!!!!!!)!!"(!!!)                                   (Ec.  4.29) 
 
4.1.8 Análisis discriminante 
 
El análisis discriminante es una técnica que permite determinar cuales variables tienen 
mayor impacto en la diferenciación de dos poblaciones. Su principal función es 
encontrar la dirección óptima donde la proyección de los datos presenten la máxima 
separación entre las dos poblaciones. Este concepto puede ser utilizado para 
identificar las variables que causaron el rechazo de la hipótesis nula en la prueba de 
medias de dos poblaciones, usando la dirección que propone el análisis discriminante 
se puede determinar esta relación. (ver ecuación 4.30.) 𝒂 = S!"!! x! − x!                                      (Ec.  4.30) 
Los coeficientes del vector 𝒂 indican la participación de cada variable en el rechazo 
de la hipótesis. Además de esto, si se proyectan las dos poblaciones en la dirección 𝒂 
se tendrá una representación escalar de cada individuo, proyecciones que continúan 
presentado una máxima separación entre ambas poblaciones. Para este cálculo se usa 
la función discriminante 𝑧 = 𝒂´𝒙. En términos matemáticos la variable z corresponde 
a la proyección ortogonal del vector 𝒙 en la dirección del vector 𝒂. 
 
4.2 Técnica Bootstrap 
 
Bootstrap es un método computacional basado en datos que permite mejorar el 
proceso de la estimación de la variabilidad de cualquier parámetro, facilitando la 
construir intervalos de confianza, y del proceso de inferencia estadística en general 
[44]. Para tener un mayor entendimiento de su funcionamiento es necesario recordar 
algunos conceptos fundamentales de la inferencia estadística. 
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Lo primero que se debe tener claro es el concepto de parámetro, un parámetro es una 
medida cuantitativa que se calcula sobre la función de probabilidad poblacional de 
una variable de interés. Si se tiene una función de probabilidad poblacional definida 
por la letra F, un parámetro se define así: 𝜃 = 𝑡(𝐹)                                             (Ec.  4.31) 
Es decir, 𝜃  se obtiene al aplicar una función matemática a F. Otro concepto 
importante es el estadístico, término que es asociado a la medida  cuantitativa, toma 
de una muestra, que tiene por objetivo inferir el valor de un determinado parámetro de 
la población, es conocido también como función plug-in o estimador, y su principal 
ventaja radica en que es la forma más directa de estimar un parámetro.  𝜃 = 𝑡(𝐹)                                             (Ec.  4.32) 
La función matemática se aplica directamente a la función empírica  𝐹 que fue 
calculada de los datos obtenidos de la muestra. Esta función sirve para estimar el 
parámetro 𝜃. La única manera de mejorar la precisión del estimador es aumentando el 
tamaño de la muestra (𝑛 → 𝑁). 
Estos dos conceptos son esenciales para comprender el funcionamiento de la técnica 
Bootstrap porque ésta utiliza la función plug-in para mejorar la estimación del 
parámetro. 
 
4.2.1 Estimaciones de la desviación estándar de la media 
 
A continuación se mostrará un ejemplo de lo mencionado anteriormente. Se supone 
que x es una variable aleatoria con distribución de probabilidad F, el valor esperado 
de F se muestra en la ecuación 4.33. 𝜇! = 𝐸!(𝑥)                                              (Ec.  4.33) 
y la varianza de F se muestra en la ecuación 4.34. 𝜎!! = 𝑣𝑎𝑟! 𝑥 = 𝐸! 𝑥 − 𝜇! !                             (Ec.  4.34) 
por lo tanto podemos decir que la variable tiene un valor esperado 𝜇! y una varianza 𝜎!!. 𝑥~ 𝜇! ,𝜎!!                                              (Ec.  4.35) 
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En este caso en particular 𝜇! y 𝜎!! son dos parámetro de x, el primero de centralidad y 
el segundo de variabilidad. Ahora si se saca una muestra de la variable 𝑥!,… , 𝑥!  de 
manera aleatoria, de tamaño n de la distribución F, la media muestral se muestra en la 
ecuación 4.36. 𝑥 = !!!!!!!                                             (Ec.  4.36) 
La cual tiene valor esperado 𝜇! y varianza 𝜎!!/𝑛. Para calcular la  desviación estándar 
del estimador se aplica la ecuación 4.37. 𝑠𝑒! 𝑥 = 𝑣𝑎𝑟! 𝑥 !/! =   𝜎!!/ 𝑛                         (Ec.  4.37) 
Por lo cual la media muestral tiene una distribución con media 𝜇! y varianza 𝜎!!/𝑛. 𝑥~ 𝜇! ,𝜎!!/𝑛                                      (Ec.  4.38) 
Lo que quiere decir que el valor esperado de 𝑥 es igual al del 𝑥 poblacional, pero la 
varianza del estimador es 1/𝑛  más pequeña que la varianza de 𝑥. Esto es una gran 
ventaja debido a que el estimador se hace cada vez más preciso a medida que se tenga 
un tamaño de muestra más grande. 
 
4.2.2 Definición Bootstrap  
 
El Bootstrap fue introducido en 1979 como un método computacional para estimar el 
error estándar del estimador del parámetro (𝜃) [44]. Tiene como ventaja que es 
completamente automático y no requiere cálculos teóricos, permitiendo estimar el 
error estándar sin importar la complejidad matemática del estimador ( 𝜃 = 𝑠(𝑥)).  
Para realizar este muestreo se debe contar con una muestra de la variable x de tamaño 
n, luego se realiza un muestreo con remplazo de esta; este remuestreo también tiene 
tamaño n, la nueva muestra se denota de la siguiente manera, 𝑥∗ = (𝑥!∗, 𝑥!∗, 𝑥!∗…   𝑥!∗) , 
el asterisco indica que 𝑥∗ no es igual a la muestra original, (𝑥∗ ≠ 𝑥) pero es una 
versión con remplazo de ella. Este muestreo se realiza sobre la función probabilidad 
empírica 𝐹. Al hacerse una muestra con remplazo puede que algunos miembros 
originales aparezcan varias veces, otros ninguna vez. A esta nueva muestra (𝑥∗)se le 
puede aplicar el estadístico. 𝜃∗ = 𝑠(𝑥∗)                                              (Ec.  4.39) 
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Con lo cual se tiene como resultado la estimación de un estadístico para la muestra 
Bootstrap calculada (ver ecuación 4-39). Este método es la base de la técnica, ya que 
este procedimiento se repite para cualquier parámetro que se desee estimar. Existen 
dos tipos de Bootstrap, el Bootstrap paramétrico y el no paramétrico, a continuación 
se muestran sus diferencias. 
 
4.2.3 Bootstrap no paramétrico 
 
La idea del algoritmo Bootstrap es crear replicas independientes de la muestra original 
a través del muestreo Bootstrap, luego estimar a cada una de las replicas el valor del 
parámetro 𝜃∗ ; al tener un conjunto de estimaciones del parámetro 𝜃  es posible 
calcular el error estándar de este. Este error estándar se conoce como error estándar 
Bootstrap y es denominado 𝑠𝑒!, donde B es el número replicas usadas. 
A continuación mostramos los pasos del algoritmo: 
• Seleccionar las B muestra Bootstrap 𝑥∗!, 𝑥∗!,… , 𝑥∗!  cada una de tamaño n, 
las cuales fueron elegidas con remplazo de la muestra original. 
• Evaluar en cada una de las  replicas Bootstraps  la función plug-in. 𝜃∗ 𝑏 = 𝑠 𝑥∗!     𝑏 = 1,2,… ,𝐵                           (Ec.  4.40) 
• Estimar el error estándar , 𝑠𝑒! 𝜃  de los estimadores calculados 𝜃∗ 𝑏  
𝑠𝑒! =    !∗ ! !!∗(.)!!! !/!!!!!                          (Ec.  4.41) 
donde: 𝜃∗ . = !∗(!)!!!!!                                    (Ec.  4.42) 
De esta manera es como la técnica Bootstrap hace la estimación del error estándar del 
parámetro. Esta técnica esta soporta por el teorema del límite central debido al 
principio que se muestra en la ecuación 4.43. lim!→! 𝑠𝑒! = 𝑠𝑒! = 𝑠𝑒!(𝜃∗)                        (Ec.  4.43) 
Con lo cual  se espera que la desviación estándar Bootstrap sea igual a la desviación 
estándar de la función empírica 𝐹 cuando B tiende al infinito. Esta manera de calcular 
la desviación estándar del estimador es conocida como no paramétrica porque es 
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calculada a través de la función de probabilidad empírica  𝐹 proveniente de los datos 
sin asumir ningún modelo estadístico. 
 
4.2.4 Bootstrap paramétrico  
 
El Bootstraps paramétrico tiene como objetivo hacer estimación del la desviación 
estándar del estimador, la única diferencia con el Bootstrap no paramétrico está en el 
primer paso del algoritmo, en lugar de hacer un remuestreo sobre los datos, se asume 
una función de probabilidad, y se hace muestreo sobre esta función de probabilidad B 
veces, lo demás continua igual. Esta técnica es buena cuando se tiene algún 
conocimiento sobre la forma de la distribución de los variable poblacional. 
Al hacer una comparación entre los dos tipos de Bootstrap se encuentra un ventaja en 
el Bootstrap no paramétrico, debido a que este no necesita asumir ningún 
comportamiento de variable para trabajar, ya que utiliza los datos para construir las 
estimaciones de las desviaciones estándar, y los intervalos de confianza si es 
necesario, sin tener que asumir ninguna función de probabilidad sobre los datos, mas 
aun cuando se tienen muestras de tamaño pequeño, en las cuales es difícil determinar 
la función que siguen los datos. 
 
4.2.5 Tamaño del Bootstraps 
 
Idealmente el número de replicas Bootstraps B debería tender a infinito para cumplir 
el teorema del límite central, pero por cuestiones prácticas es imposible hacerlo así, 
por lo que se recomienda tomar la mayor cantidad de muestras que las limitaciones de 
tiempo computacional permita ejecutar; la ventaja es que la complejidad 
computacional crece linealmente con respecto al número de replicas (B)  lo que 
facilita la elección de un tamaño adecuado. 
En algunos casos como lo expresa Efron [44] no es necesario un número elevado de 
repeticiones para ejecutar esta técnica, por lo que este plantea las siguientes 
recomendaciones: 
• Aun con un número pequeño de réplicas, por ejemplo 25 , está técnica genera 
alguna vez aceptables estimaciones, 50 réplicas es frecuentemente suficiente 
para hacer una buena estimación de la desviación estándar del estimador. 
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• Rara vez se necesitan más de 200 réplicas para estimar la desviación estándar 
del estimador. 
 
4.3 Diseño del experimento  
 
La presente investigación al ser de tipo experimental pretende evaluar el impacto de 
diferentes funciones objetivo en el proceso de calibración, por esta razón es necesario 
contar con una herramienta estadística que permita comparar este impacto de forma 
imparcial. Para este tipo de estudios se cuenta con el diseño de experimentos, técnica 
estadística que permite cuantificar los efectos generados por las variables controladas 
del experimento.  
Para estimar los efectos de las variables, estas se agrupan en factores, donde cada 
factor contiene dos o más niveles. Los niveles representan los diferentes valores que 
puede tomar el factor dentro del experimento. Para estimar el efecto de los factores se 
debe realizan todas las combinaciones entre los niveles de cada factor (a esto se le 
llama réplica completa), la cual debe ejecutarse un número definido de veces, al 
número de réplica completas se le llama tamaño de muestra. La presente investigación 
presenta dos factores: Las funciones objetivos y la técnica Bootstrap. El primero 
factor tiene como niveles las funciones objetivo propuestas; el segundo tiene dos 
niveles, uso o no de la técnica Bootstrap.  
 
4.3.1 Modelo de efectos 
 
Cuando se aplica un diseño de experimentos es necesario plantear un modelo 
matemático que represente los resultados obtenidos en las procesos de calibración.  
Uno de los más utilizados es el modelo de efectos, para el caso de dos factores este se 
muestra en la ecuación 4.44. 𝑦!"# = 𝜇 + 𝜏! + 𝛽! + (𝜏𝛽)!" + 𝜖!"#                  (Ec.  4.44) 
Donde 𝜇 es el efecto del promedio general, 𝜏! es el efecto del i-ésimo nivel del primer 
factor, 𝛽! es el efecto del j-ésimo nivel del segundo factor, (𝜏𝛽)!" es el efecto de la 
interacción entre 𝜏! y 𝛽!  y 𝜖!"# es el componente del error aleatorio. Una ventaja de 
utilizar el modelo de efectos es que se pueden realizar pruebas sobre el impacto de los 
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factores. A través de una prueba de hipótesis se puede probar  la significancia del 
efecto del primer factor (𝜏). 
 𝐻!:  𝜏! = 𝜏! = ⋯ = 𝜏! = 0                             (Ec.  4.45) 𝐻!:  𝑎𝑙  𝑚𝑒𝑛𝑜𝑠  𝑢𝑛𝑎  𝜏!   ≠ 0                              (Ec.  4.46) 
 
En la ecuación 4.45 se la plantea la hipótesis nula donde el efecto de todos los niveles 
es igual a cero,  lo que significa que ningún nivel tiene efecto sobre la variable 
respuesta, por el contrario la ecuación 4.46 muestra la hipótesis alterna donde algún 
efecto es diferente de cero, lo que quiere decir que al menos un nivel tiene efecto 
significativo. De igual manera se pueden plantear hipótesis para el segundo factor (ver 
ecuaciones 4.47 y 4.48), y para las interacciones (ver ecuaciones 4.49 y 4.50) 𝐻!:  𝛽! = 𝛽! = ⋯ = 𝛽! = 0                          (Ec.  4.47) 𝐻!:  𝑎𝑙  𝑚𝑒𝑛𝑜𝑠  𝑢𝑛𝑎  𝛽!   ≠ 0                           (Ec.  4.48) 
 𝐻!:  (𝜏𝛽)!" = 0    ∀  𝑖 ∈ 𝐴,∀  𝑗 ∈ 𝐵                        (Ec.  4.49) 𝐻!:  𝑎𝑙  𝑚𝑒𝑛𝑜𝑠  𝑢𝑛𝑎  (𝜏𝛽)!"   ≠ 0                        (Ec.  4.50) 
 
El análisis de varianza (Anova) es la técnica matemática que permite probar las 
hipótesis planteadas anteriormente, esta técnica utiliza estadísticos que comparan la 
variabilidad total con la explicada por los factores, estos estadísticos tienen 
distribución F (para conocer más sobre el Anova ver [45]). Para la presente 
investigación este análisis permite probar si existe cambios en las medidas de 
rendimiento del proceso ante variaciones de los factores de las funciones objetivo y 
Bootstrap. 
 
4.3.2 Tamaño de muestra  
 
Una pregunta relevante para aplicar esta técnica es el número de replicas completas 
necesarias para realizar los análisis, para calcular este número es necesario garantizar 
un valor determinado del error tipo II,  error de no rechazar la hipótesis cuando esta es 
falsa. Para esto se ha desarrollado un método que usa las curvas de operación 
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característica y la variable 𝜙!, que es calculada usando la ecuación 4.51 [45]. Este 
método necesita que se determine una diferencia crítica entre los tratamientos, 
distancia que define a partir de que punto el valor es significativo. Una vez se tiene 
definido este valor es posible buscar el valor 𝜙!   en las curvas de operación 
características y determinar el número de replicas necesarias que satisfacen el error 
tipo II deseado por el investigador.  𝜙! = !"!!!!!!                                           (Ec.  4.51) 
 
 
4.3.3 Comparaciones  múltiples 
 
Una vez construido el modelo estadístico se debe concluir que factores y niveles 
presentan un efecto significativo. El Anova permite conocer los efectos de los 
factores, pero no especifica los niveles que tiene incidencia en la variable respuesta, 
para esto se deben realizar comparaciones múltiples a través de contrastes. Un 
contraste es una combinación lineal de parámetros como se muestra en la ecuación 
4.52. Γ = 𝑐!𝜇!!!!!                                       (Ec.  4.52) 
donde las constantes del contraste suman cero (ver ecuación 4.53.) 𝑐!!!!! = 0                                         (Ec.  4.53) 
Las hipótesis a probar se  expresan en términos del contraste, tal como se muestra en 
las ecuaciones 4.54 y 4.55. 
 𝐻!: 𝑐!𝜇!!!!! = 0                                         (Ec.  4.54) 𝐻!: 𝑐!𝜇!!!!! ≠ 0                                         (Ec.  4.55) 
 
Existen dos estrategias para contrastar los tratamientos: probar todos los contrastes 
posibles; y realizar comparaciones de medias. La primera se utiliza de forma 
exploratoria, cuando no se tiene claridad en los contrastes a analizar, por ello se utiliza 
el método de Scheffé, el cual permite realizar todos estos contrastes garantizando que 
el error tipo I sea menor al sigma definido [45].  La segunda se realiza cuando el 
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interés es comparar pares de tratamientos. Aunque Scheffé también podría utilizarse 
para este propósito, no es el más recomendable debido a que presenta poca 
sensibilidad [45],  por lo que se han desarrollado métodos como la prueba Tukey, 
Fisher, Duncan y Dunnett para realizar estas comparaciones. 
La prueba de Tukey utiliza el estadístico del rango studentizado para probar la 
significancia del contraste [45].  La prueba de Fisher o método de las diferencias 
significativa mínimas (LCD) utiliza el estadístico F para realizar las comparaciones. 
La prueba de rangos múltiples de Duncan utiliza un concepto de rangos entre las 
diferencias de las medias de los tratamientos, esto permite tener a-1 estadísticos 
(donde a es el número de tratamientos), lo que genera que la prueba no sea afectada 
por el crecimiento del número de tratamientos, permitiéndole a esta ser eficaz para 
detectar diferencias de medias cuando realmente existen [45]. La prueba de Dunnett 
esta diseñada específicamente para realizar comparaciones con un tratamiento de 
control, por lo que se deben realizan a-1 contrastes, cada tratamiento solamente se 
comparar con el control. Esta prueba presenta como estadístico una modificación de 
la prueba t común [45]. Además de probar la significancia de los tratamientos este 

















CAPÍTULO 5. FUNCIONES OBJETIVO  
La presente investigación es de tipo experimental, donde se probarán diferentes 
funciones objetivo para el proceso de calibración de modelos de simulación de tráfico 
y se cuantificará su impacto. Los procesos de calibración se realizarán en el software 
de calibración Gauss, implementado por el grupo de investigación Sirius para calibrar 
modelos de simulación para Transmodeler [35]. A continuación se muestra los pasos 
de la investigación. 
Se debe iniciar diseñando cada una de las funciones objetivo que serán 
implementadas. Luego se harán las modificaciones necesarias al algoritmo genético 
simple que presenta el calibrador Gauss. Posteriormente se realizan varias ejecuciones 
a cada función objetivo propuesta, las pruebas serán realizadas con datos sintéticos 
porque es la única manera de conocer los valores reales que presenta los parámetros, 
lo cual es necesario para medir la calidad del proceso de calibración. Debido a que se 
deben realizar gran número de réplicas de la simulación, y cada una tiene un costo 
computacional alto se usará una red no mayor a 10 segmentos. Los parámetros que 
serán calibrados son los pertenecientes al modelo Car-following, uno de los modelos 
más importantes en el contexto de simulaciones de tráfico, y el más utilizado para 
realizar pruebas de calibración, por la sensibilidad que muestran las simulaciones ante 
sus valores [1]. Se finalizará calculando indicadores de calidad para cada función 
objetivo, se estimará su impacto, y se compararán con el método tradicional, que mide 
las diferencias relativas de las variables. 
A continuación se mencionan algunas consideraciones del diseño metodológico de la 
presente investigación: 
• Los MoP que serán utilizados son la velocidad y el flujo, por lo que cualquier 
vector que los relacione en los GoF tendrá dimensión 2.  
• Para recrear la realidad se deben definir los valores óptimos de los parámetros 
de antemano, los cuales están sujetos al criterio del investigador, luego se 
realizan varias simulaciones de la zona de estudio utilizando estos valores para 
los parámetros. Al conjunto de estas simulaciones se denomina simulación 
objetivo (target), y de ella se obtienen los MoP de la realidad. Esta estrategia 
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es conocida como uso de datos sintéticos. Los parámetros y valores utilizados 
se muestran en la sección 6.4. 
• Los GoF tendrán dos denominadores principales; “sim” hace referencia a los 
términos calculados con datos obtenidos de las simulaciones que prueban las 
diferentes configuraciones de los parámetros, y “real” hace referencia a los 
calculados con los datos de la simulación objetivo. 
• Los GoF que se plantean asumen que los valores de la combinación de cada 
intervalo y sensor son independientes de los otros. Si se tiene 𝐻 intervalos y 𝑆 
sensores en la simulación, se debe calcular 𝑁 veces cada estadístico, donde 𝑁 = 𝐻 ∗ 𝑆. Por esta razón los estadísticos tienen las letras  ℎ𝑠, denominadores 
de cada combinación. Al final se calcula el GoF como la doble sumatoria que 
recorre todos los sensores e intervalos existentes. 
• Todas los GoF planteados en la presente investigación están diseñados para 
proceso de optimización de minimización, por lo que los valores menores 
representan buenas soluciones. 
 
5.1 Diseño de las GoF 
 
A continuación se presentan de forma detallada la estructura de cada función objetivo. 
En la parte inicial se muestra el estadístico utilizado de la teoría de análisis 
multivariado de datos, y al final se muestra el cálculo del GoF. Para la presente 
investigación se plantean las siguientes funciones objetivo. 
• Distancia de Mahalanobis 
• Prueba de medias valor fijo varianza simulación 
• Pruebas dos vectores de media 
• Prueba de medias y varianza 
• Análisis discriminante 
• Función de control 
• GoF con técnica Bootstrap 
Para ilustrar cada una de las funciones objetivo se presenta en la Tabla 5-1 dos 
conjuntos de datos generados por el proceso de calibración. Los datos reales fueron 
obtenidos cuando se simuló con valores de Beta igual a -1.67 y Gamma igual a -0.89. 
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Y los datos generados por el simulador fueron generados cuando se probó Beta igual a 
-1.081 y Gamma 0.257. En ambos escenarios se ejecutaron 8 réplicas.  
 
Tabla 5-1 Datos obtenidos del proceso de calibración 
Réplica Tipo flujo velocidad 
1 Reales 524 17.94718615 
2 Reales 501 18.29925595 
3 Reales 504 18.03062708 
4 Reales 488 18.22325344 
5 Reales 485 18.53730961 
6 Reales 519 17.68749451 
7 Reales 498 18.13479968 
8 Reales 535 17.8854094 
1 Simulación 466 14.75417255 
2 Simulación 458 14.70546624 
3 Simulación 461 14.82675672 
4 Simulación 464 14.92104901 
5 Simulación 463 14.85422505 
6 Simulación 431 15.23031861 
7 Simulación 452 14.9659627 
8 Simulación 467 15.23089914 
 
Para facilitar la interpretación solo se muestran los valores de flujo y velocidad 
medidos en el sensor 2 (ver Figura ¿???) y para el primer intervalo. En la Figura ¿??? 
se muestra gráficamente los valores de ambas poblaciones.  
 






A continuación se presenta de forma detallada cada GoF.  
 
5.1.1 Distancia de Mahalanobis 
 
Esta función utiliza el concepto de distancia de Mahalanobis [42]. Para el h-ésimo  
intervalo y  s-ésimo sensor la distancia se calcula a través de la ecuación 5.1. 𝐷!!! = 𝑥!!!"# − 𝑥!!!"#$ !𝑆!!!!!"#$ 𝑥!!!"! − 𝑥!!!"#$                 (Ec.  5.1) 
Donde 𝑥!"# es el vector de medias de los MoP de la solución probada, 𝑥!"#$ es el 
vector de medias de los MoP de la realidad, y 𝑆!"#$!!  es la matriz varianza covarianza 
de los MoP reales. Esta distancia calcula la separación de los MoP teniendo en cuenta 
la estructura de la varianza covarianza de la realidad, este término permite 
estandarizar los resultados de las variables de comparación. 
Por lo tanto la función de bondad de ajuste GoF  propuesta se calcula aplicando la 
ecuación 5.2. 𝐺𝑜𝐹 = 𝐷!!!!!!!!!!!                                    (Ec.  5.2) 
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En la Figura 5-1 se muestra la representación gráfica del GoF basado en la distancia 
de Mahalanobis. 
 




Esta función objetivo tiene en cuenta la estructura multivariada de los MoP real, para  
lo cual se usa la matriz de varianza covarianza. La Figura 5-2 representa esta 
variabilidad con las elipses concéntricas alrededor del valor de los MoP reales. 
A continuación se muestra el cálculo de la función objetivo utilizando los datos de la 
Tabla 5-1. Lo primero que debe hacerse es calcular el vector de medias para ambas 
poblaciones, en la ecuación 5.3 se muestra el vector de media de los datos simulados 
y el vector de medias de los datos reales se muestra en la ecuación 5.4. 
 𝑥!,!!"# = 457.7514.93                                         (Ec.  5.3) 𝑥!,!!"#$ = 506.7518.09                                         (Ec.  5.4) 
La matriz de varianza covarianza de los datos reales y su inversa son mostradas en las 
ecuaciones 5.5 y 5.6 respectivamente. 
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𝑆!,!!"#$ = 312.5 −3.833−3.833 0.07019                                (Ec.  5.5) 
 𝑆!!!!!"#$ = 0.0096 0.5290.529 43.15                                (Ec.  5.6) 
 
Una vez calculado los parámetros de ambas poblaciones es posible calcular la 
distancia de Mahalanobis. En la ecuación 5.7 Se muestra su cálculo. 
𝐷!,!! = 457.7514.93 − 506.7518.09 ! 0.0096 0.5290.529 43.15 457.7514.93 − 506.7518.09      (Ec.  5.7) 𝐷!,!! = 617.243                                         (Ec.  5.8) 
Este mismo cálculo debe hacerse para todos los demás intervalos y sensores. Y una 
vez realizado se deben sumar los valores calculados como se muestra en la ecuación 
5.2. 
 
5.1.2 Pruebas de media valor fijo varianza simulación 
La presente función utiliza las pruebas multivariadas de media a un valor fijo, en esta 
se dejará fijo el valor de la solución y se probará que tan distante son los MoP de la 
realidad. Para el h-ésimo  intervalo y  s-ésimo sensor el estadístico 𝑇! se calcula a 
través de la ecuación 5.9 [42]. 𝑇!!! = 𝑛 𝑥!!!!" − 𝑥!!!"#$ !𝑆!!!!!"#$ 𝑥!!!"# − 𝑥!!!"#$                (Ec.  5.9) 
Luego se calcula la función de distribución acumulada del estadístico 𝑇! [42]. 𝐹!!(𝑇!!! ) = 𝑃(𝑇!!! ≤ 𝑇!)                                (Ec.  5.10) 𝐹!!(𝑇!!! ) toma valores entre cero y uno, si el estadístico vale cero quiere decir que 𝑥!!!"# = 𝑥!!!"#$, de lo contrario su valor se incrementa hasta un máximo de uno. Una 
vez calculada la función de distribución acumulada  para cada combinación de 
sensores e intervalos se procede a calcular el GoF a través de la ecuación 5.11.  𝐺𝑜𝐹 = 𝐹!!(𝑇!!! )!!!!!!!!                                 (Ec.  5.11) 
Gráficamente el GoF basado en pruebas de media valor fijo se puede interpretar como 
se muestra en la Figura 5-3. 
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En la parte superior de la Figura 5-3 se muestra el cálculo del estadístico  𝑇!, valor 
que es utilizado para probar la igualdad de medias, luego, como se observa en la parte 
inferior de la  Figura 5-3, se estima la probabilidad acumulada en la distribución de 
probabilidad Hotelling que dicho estadístico genera. Para cada intervalo h y sensor s, 
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el valor está limitado ente cero y uno, donde cero indica que los MoP reales y 
simulados son iguales, por el contrario toma valores cercanos a uno cuando existe una 
diferencia significativa. 
Como se muestra en la ecuación 5.3, el estadístico 𝑇!!!  es igual a la distancia 
Mahalanobis multiplicada por n. Por lo tanto 𝑇!,!!  para el intervalo 1 y el sensor 2 es 
igual 4927.988. Ahora se debe calcular la probabilidad acumulada para el estadístico 𝑇!,!! , el cual tiene una distribución de probabilidad Hotelling con  𝑝 = 2 porque tiene 
dos variables ( flujo y velocidad), y con 6 grados de libertad (los detalles teóricos de 
la prueba de medias multivariadas fueron presentados en la sección 4.1.7.1). Los 
resultados de la probabilidad acumulada se muestran en la ecuación 5.12. 𝐹!! 𝑇!,!! = 1                                         (Ec.  5.12) 
Este valor debe ser sumado con los valores de los demás intervalos y sensores, como 
se muestran en la ecuación 5.5, para computar el total de la función objetivo.   
5.1.3 Pruebas dos vectores de media 
 
Esta función utiliza la prueba multivariada de dos vectores de medias, lo primero que 
debe calcularse es la matriz de varianza covarianza combinada, para esto se deben 
calcular una variable auxiliar 𝑊. Para el h-ésimo  intervalo y  s-ésimo sensor esta 
variable se calcula a través de las ecuaciones 5.13 y 5.14 [42].  𝑊!!!"#$ = 𝑛!"#$ − 1 𝑆!!!"#$ = (𝑥!!!!"#$ − 𝑥!!!!"#$)(𝑥!!!!"#$ − 𝑥!!!!"#$)!!!"#$!!!  (Ec.  
5.13) 𝑊!!!"# = 𝑛!"# − 1 𝑆!!!"# = (𝑥!!!!"# − 𝑥!!!!"#)(𝑥!!!!"# − 𝑥!!!!"#)!!!"#!!!  (Ec.  
5.14) 
 
Tanto 𝑊!!!"#$ y 𝑊!!!"# son estimadores insesgados de 𝑛!"#$ − 1   Σ y 𝑛!"# − 1   Σ 
respectivamente [42], por esta razón se pueden unir para obtener una estimación 
insesgada de Σ, la ecuación 5.15 muestra cómo calcularla. 𝑆!"!! = !!!"#$!!!"#!! (𝑊!!!"#$ +𝑊!!!"#)                   (Ec.  5.15) 
Una vez se tiene la matriz de varianza covarianza unificada se debe calcular el 
estadístico, que se distribuye bajo una T!,!!!!!!!!   [42]. 𝑇!!! = !!"#$!!"#!!"#$!!!"# 𝑥!!!"# − 𝑥!!!"#$ !𝑆!"!!!! 𝑥!!!"# − 𝑥!!!"#$           (Ec.  5.16) 
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Luego se calcula la función de distribución acumulada del estadístico 𝑇!!! . 𝐹!!(𝑇!!! ) = 𝑃(𝑇!!! ≤ 𝑇!)                              (Ec.  5.17) 𝐹!!(𝑇!!! ) toma valores entre cero y uno, si el estadístico vale cero quiere decir que 𝑥!!!"# = 𝑥!!!"#$, de lo contrario su valor se incrementa hasta un máximo de uno. Una 
vez calculada la función de distribución acumulada de Hotelling para cada 
combinación de sensores e intervalos se procede a calcular el GoF, el cual se calcula a 
través de la ecuación 5.18.  𝐺𝑜𝐹 = 𝐹!! 𝑇!!!!!!!!!!!                            (Ec.  5.18) 
 
 
En la Figura 5-3 se muestra gráficamente el cálculo de la función objetivo. 
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Figura 5-4 Representación gráfica de GoF pruebas dos vectores de media 
 
Fuente: Propia 
En este caso nuevamente se calcula el estadístico 𝑇!, pero ahora las réplicas de los 
datos reales y simulados son variables aleatorias, y se asume que tiene igual 
variabilidad. Por esta razón se tiene en cuenta la composición de la matriz de varianza 
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covarianza de las dos poblaciones. En la parte inferior de la Figura 5-4 se muestra 
cómo se utiliza el valor del estadístico para calcular la probabilidad acumulada de la 
distribución multivariada de Hotelling. Nuevamente para cada intervalo h y sensor s 
el valor está acotado entre cero y uno. 
A continuación se muestra el cálculo de la función objetivo con los datos presentados 
en la Tabla 5-1. Primero se deben calcular las variables auxiliarse 𝑊.  𝑊!,!!"#$ = 8− 1 312.5 −3.833−3.833 0.07019 = 2187.5 −26.83−26.83 0.4913     (Ec.  5.19) 𝑊!,!!"# = 8− 1 139.92 −1.1075−1.107 0.0399 = 979.5 −7.75−7.75 0.279     (Ec.  5.20) 
Luego se calcula la estimación insesgada de la matriz de varianza covarianza como se 
muestra en la ecuación 5.8. A continuación se muestra el ejemplo de su cálculo. 𝑆!"!,! = !!!!!! 2187.5 −26.83−26.83 0.4913 + 979.5 −7.75−7.75 0.279    (Ec.  5.21) 𝑆!"!,! = 226.21 −2.47−2.47 0.055                            (Ec.  5.22) 
Luego de tener la matriz de varianza covarianza unificada es posible calcular el 
estadístico 𝑇!,!! , que se distribuye bajo un 𝑇!,!"!  con 𝑝 = 2  porque se tiene dos 
variables, y con 14 grados de libertad (los detalles teóricos de la prueba de medias 
multivariadas fueron presentados en la sección 4.1.7.1). 
𝑇!,!! = !∗!!!! 457.7514.93 − 506.7518.09 ! 226.21 −2.47−2.47 0.055 !! 457.7514.93 − 506.7518.09   (Ec.  
5.23) 𝑇!,!! = 1984.109                                 (Ec.  5.24) 
Luego se calcula la función de probabilidad acumulada del estadístico 𝑇!,!! , valor que 
se muestra en la ecuación 5.25. 𝐹!! 𝑇!,!! = 1                                  (Ec.  5.25) 
Este cálculo se debe repetir para cada uno de los intervalos y sensores. Luego se debe 
hacer la sumatoria como se muestra en la ecuación 5.11 para computar la función 
objetivo. 
 
5.1.4 Pruebas de medias y varianza 
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El presente GoF consta de dos estadísticos, una prueba de igualdad de medias a un 
valor fijo, y una comparación de igualdad de matrices varianzas covarianzas. 
Recordando lo mostrado anteriormente, para el h-ésimo  intervalo y  s-ésimo sensor, 
el estadístico 𝑇! se calcula a través de la ecuación 5.26 [42]. 𝑇!!! = 𝑛 𝑥!!!"# − 𝑥!!!"#$ !𝑆!!!!!"#$ 𝑥!!!"# − 𝑥!!!"#$                (Ec.  5.26) 
Luego se calcula la función de distribución acumulada del estadístico. 𝐹!!(𝑇!!! ) = 𝑃(𝑇!!! ≤ 𝑇!)                           (Ec.  5.27) 
Una vez calculada la probabilidad acumulada se procede a calcular el segundo 
estadístico, quien evalúa la igualdad de matrices de varianzas covarianzas. Para el h-
ésimo  intervalo y  s-ésimo sensor, el estadístico 𝑀 se calcula por medio de la 
ecuación 5.28 [42].   
𝑀!! = !!!!"# !!"#/! !!!!"#$ !!"#$/!𝑺𝒑𝒍𝒉𝒔 !!"#! !!!"#$!                          (Ec.  5.28) 
Donde 𝑣!"# = (𝑛!"# − 1) y 𝑣!"#$ = (𝑛!"#$ − 1). Como se mencionó en la sección 
4.1.7.2 es necesario calcular las variables 𝑐!  y 𝑢!!  para aplicar la aproximación del 
estadístico M a una distribución chi-cuadrado. Estas dos variables se calculan con las 
ecuaciones 5.29 y 5.30 respectivamente [42]. 𝑐! = !!!!!!! − ! !!!!!! !!!!!!!!!(!!!)(!!!)                        (Ec.  5.29) 
Donde 𝑝 es el número de variables que tienen las matrices, en este caso dos (flujo y 
velocidad) y  𝑘 el número de matrices que se van a comprar, el cual también recibe el 
valor de dos.  𝑢!! = −2 1− 𝑐! ln𝑀!!                            (Ec.  5.30) 𝑢!! tomará valores entre cero y uno, si es igual a cero quiere decir que ambas matrices 
son iguales 𝑆!!!"# = 𝑆!!!"#$, a medida que ellas se diferencien crecerá el valor del 
estadístico hasta un máximo de uno. Esta variable se distribuye aproximadamente 
bajo una distribución de probabilidad 𝜒! con gl grados de libertad, en la ecuación 
5.31 se muestra cómo calcular el número de grados de libertad [42]. 𝑔𝑙 = !! (𝑘 − 1)𝑝(𝑝 + 1)                                (Ec.  5.31) 
Luego se procede a calcular la probabilidad acumulada del estadístico. 
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𝐹!" 𝑢!! = 𝑃(𝑢!! ≤ 𝑢)                              (Ec.  5.32) 
Una vez se tiene ambas probabilidades acumuladas para cada combinación de 
sensores e intervalos se procede a calcular el GoF a través de la ecuación 5.33.  𝐺𝑜𝐹 = 𝐹!!(𝑇!!! )!!!!!!!! 𝛾 + 𝐹!" 𝑢!! 𝛿                (Ec.  5.33) 
Donde 𝛾 y 𝛿 son parámetros para controlar la importancia del cumplimiento de la 
prueba de centralidad con la prueba de variabilidad respectivamente.  
La presente función objetivo puede ser interpretada gráficamente como se muestran 
en la Figura 5-5. 
Figura 5-5  Representación gráfica de GoF Prueba de medias y varianzas 
Fuente:Propia 
Para computar este GoF se debe calcular dos estadísticos, 𝑇!  y 𝑀!. El primero estima 
las diferencias de medias de ambas poblaciones utilizando únicamente la matriz 
varianza covarianza del MoP de los datos reales, Luego este valor es ingresado a la 
función de probabilidad acumulada de la distribución Hotelling, como se muestra en 
la parte izquierda del la Figura 5-5. El segundo prueba la igualdad de las matrices de 
varianza covarianza de los MoP reales y simulados, valor que es ingresado a la 
función acumulada de chi-cuadrada para estimar la probabilidad de igualdad de las 
matrices, como se muestra en la parte superior derecha de la Figura 5-5. Finalmente se 
suman las dos probabilidades acumuladas. Para cada intervalo h y sensor s. La 
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función objetivo presentará valores cercanos a cero cuando los MoP simulados se 
asemejan a los real en centralidad y variabilidad.  
Ahora se presenta un ejemplo con los datos de la Tabla 5-1, la primera parte de la 
función ya fue calculada en la ecuación 5.12. Ahora se debe calcular el test de 
igualdad de varianzas. Primero se debe calcular el estadístico M. El 𝑆!"!!  fue 
presentado en la ecuación 5.22. 
𝑀!,! = !"#.!" !!.!"#$!!.!"# !.!"## !/! !"#.! !!.!""!!.!"" !.!"!#$ !/!!!".!" !!.!"!!.!" !.!"" !!!!!                                   (Ec.  5.34) 𝑀!,! = 0.423                                   (Ec.  5.35) 
Para aplicar la aproximación a la distribución Chi-cuadrado planteada por Box es 
necesario calcular 𝑐! y 𝑢!! . Para calcular 𝑐! se utiliza la ecuación 4.29 porque el 
número réplicas en ambas poblaciones es igual, su cálculo se muestra en la ecuación 
5.36. 𝑐! = (!!!)(! ! !!!(!)!!)!(!)(!)(!!!) = 0.1238                (Ec.  5.36) 
Para la ecuación 5.36 k es el número de matrices que es igual a 2, 𝑝 es el número de 
columnas (para este caso es igual a 2), y 𝑣 es el número de individuos menos uno 
(para este caso es 7). Luego se debe calcular 𝑢 como se muestra en la ecuación 5.37. 
Donde 𝑢!,! se distribuye en una chi-cuadrada con 12 grados de libertad. 𝑢!,! = −2 1− 0.1238 ln 0.423 = 1.504                (Ec.  5.37) 
 𝐹!" 𝑢!,! = 0.0001328                        (Ec.  5.38) 
 
Luego con un 𝛾 y 𝛿 iguales a 0.5 es posible calcular el valor de la función objetivo 𝐺𝑜𝐹 para el intervalo 1 y sensor 2 como se muestra en la ecuación 5.39. 𝐺𝑜𝐹!,! = (0.5 ∗ 1)+ (0.0001328 ∗ 0.5) = 0.5000664             (Ec.  5.39) 
Para tener el cálculo general de la función objetivo es necesario hacer la sumada de 
los otros intervalos y sensores. 
 
5.1.5 Análisis discriminante 
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La presente función objetivo está inspirada en el análisis discriminante, para esto 
primero se debe encontrar la dirección del plano de máxima separación de las dos 
poblaciones. Para el h-ésimo  intervalo y  s-ésimo sensor este plano se calcula con la 
ecuación 5.40 [42].    𝑎!! = 𝑆!"!!!!(𝑥!!!"# − 𝑥!!!"#$)                             (Ec.  5.40) 
Luego se deben proyectar cada población en el plano 𝑎!!, para este cálculo se usa la 
funciones 5.41 y 5.42, lo que proyecta de forma ortogonal los valores simulados y 
reales. 𝑧!!!"# = 𝑎!!´𝑥!!!"#                                 (Ec.  5.41) 𝑧!!!"#$ = 𝑎!!´𝑥!!!"#$                                (Ec.  5.42) 
Tanto 𝑧!!!"#  y 𝑧!!!"#$  son vectores de dimensión 1𝑥  𝑛!"#   y 1𝑥  𝑛!"#$    respectivamente 
[42], por lo que se puede hacer un promedio univariado a cada uno como se muestra 
en las ecuaciones 5.43 y 5.44. 𝑧!!!"# = !!!"# 𝑧!!!!"#!!"#!!!                              (Ec.  5.43) 𝑧!!!"#$ = !!!"#$ 𝑧!!!!"#$!!"#$!!!                              (Ec.  5.44) 
Una vez se calculan ambos promedios es posible realizar un cálculo de distancia 
euclidiana entre estos por medio de la ecuación 5.45. 𝐷!!! = 𝑧!!!"# − 𝑧!!!"#$ !                              (Ec.  5.45) 
Una vez se calcula la distancia para cada combinación de sensores e intervalos se 
procede a calcular el GoF a través de la ecuación 5.46. 𝐺𝑜𝐹 = 𝐷!!!!!!!!!!!                                (Ec.  5.46) 
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Figura 5-6 Representación gráfica de GoF análisis discriminante 
 
Fuente: Propia 
Esta función objetivo estima la dirección del plano discriminante, plano que garantiza 
la máxima separación entre los muestras de los MoP reales y simulados. Luego, como 
se muestra en la parte superior de la Figura 5-6, se deben proyectar ortogonalmente 
cada réplica en dicho plano, lo que genera un cambio espacial, pasando de 𝑅!(donde 
p es el número de variables ) a 𝑅!. Posteriormente, como se muestra en parte inferior 
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de la Figura 5-6, se estima la media univariada  de cada población y calcula la 
distancia euclidiana al cuadrado entre ambas poblaciones. 
Como ejemplo se muestra el cálculo del GoF para los datos de la Tabla 5-1. Lo 
primero que se debe calcular el plano de máxima separación a través de la ecuación 
5.47. 𝑎!,! = 0.00866 0.38880.3888 35.607 457.7514.93 − 506.7518.09 = −1.652−131.47      (Ec.  5.47) 
Luego se calcula la proyección de los puntos al plano de máxima separación, para 
posteriormente calcular la media para los datos reales y simulados proyectados, como 
se muestra en las ecuaciones 5.48 y 5.49. 𝑧!,!!"# = −2720.036                                (Ec.  5.48) 𝑧!,!!"#$ = −3216.06                                (Ec.  5.49) 
Luego se calcula la distancia al cuadrado de ambos valores como se muestra en la 
ecuación 5.50. 𝐷!!! = −2720.036+ 3216.06 ! = 246043                   (Ec.  5.50) 
Este cálculo debe repetirse para todos los intervalos y sensores, y se debe computar la 
totalidad de funciones objetivo. 
  
5.1.6 Función objetivo de control  
 
La función objetivo que se utilizará de control es la sumatoria de los errores 
cuadráticos relativos, utilizada por Korcek [14] una de las pocas investigaciones que 
realizó un proceso de calibración  multivariado. En la ecuación 5-51 se presenta la 
forma de calcularla. 
𝐺𝑜𝐹 = !!!!"#!!!!!"#$!!!!"#$ ! + !!!!"#!!!!!"#$!!!!"#$ !!!!!!!!!          (Ec.  5.51)  
Donde 𝐹!!!"# es el flujo promedio simulado del s-ésimo sensor y h-ésimo intervalo. 𝐹!!!"#$  es el flujo promedio capturado en campo del s-ésimo sensor y h-ésimo 
intervalo. 𝑉!!!"#  es la velocidad promedio simulada del s-ésimo sensor y h-ésimo 
intervalo y 𝑉!!!"#$ es la velocidad promedio capturada en campo del s-ésimo sensor y 
h-ésimo intervalo. 
En la Figura 5-6 se muestra una representación gráfica del GoF de control. 
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Como se muestra en la Figura 5-7, el GoF de control mide la separación entre los 
MoP simulados y reales a través de la distancia relativa entre las variables de las dos 
poblaciones; no se tiene en cuenta en ningún momento la matriz de varianza 
covarianza de los MoP. 
Para calcular la función objetivo se debe utilizar los valores de los vectores de medias 
que se muestran en las ecuaciones 5.52 y 5.53.   
𝐺𝑜𝐹!,! = !"#.!"!!"#.!"!"#.!" ! + !".!"!!".!"!".!" !                (Ec.  5.52) 
 𝐺𝑜𝐹!,! = 0.00934+ 0.0304 = 0.19949                 (Ec.  5.53) 
Este valor debe ser calculado para todas los intervalos y sensores para tener una 
estimación de la función objetivo. 
5.1.7 Técnica Bootstrap  
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Todas las funciones antes mencionadas se correrán también con la técnica Bootstrap, 
donde se realizan un remuestréo a los MoP de las simulaciones y reales. La 
estructuras de los GoF continua igual, tan solo cambia el número de muestras que se 




5.2 Indicadores del proceso 
 
Debido a que en la presente investigación se desean realizar comparaciones del 
proceso de optimización es necesario identificar algunos indicadores que permitan 
comparar el desempeño de las diferentes funciones objetivo. 
 
5.2.1 índice del desempeño de optimización OPI 
 
El OPI (por sus siglas en ingles Optimization Performance Indicator)  es indicador 
presentado por  Ciuffo et al. [1] para medir el desempeño de los procesos de 
optimización, este incluye la distancia de los parámetros de cada proceso y también 
los valores óptimos encontrados, en la ecuación 5.54 se muestra la fórmula para su 
cálculo. 
𝑂𝑃𝐼 = !!!!!∗!"!!!"! !!!!! 𝑒𝑥𝑝 !"#!!"#∗!"#!"#!!"#∗             (Ec.  5.54) 
Donde T es total de parámetros y P son los mejores valores de los parámetros 
encontrados, 𝑃!∗ es el valor óptimo del i-ésimo parámetro,  𝑢𝑏! y 𝑙𝑏! son los límites 
superior e inferior respectivamente  del i-ésimo parámetro, 𝐺𝑜𝐹! es la mejor función 
objetivo encontrada de la j-ésima replica, y 𝐺𝑜𝐹∗ es el valor óptimo que tomaría la 
función objetivo, para este caso en particular tomará valor de cero.  Este indicador 
integra tanto la distancia del algoritmo de los procesos de optimización como el 
mejoramiento de la función objetivo. 
 
5.2.2 Distancia de los parámetros DP 
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El presente indicador identifica que tan distantes en promedio están quedando las 
soluciones del punto óptimo, esto se realiza con el objetivo de identificar para 
completar los análisis de eficacia, debido a que es posible que pocas veces los 
algoritmos encuentren el valor óptimo y por ende ese indicador no permita analizar de 
forma clara que tan eficaces son los funciones objetivos. 
𝐷𝑃 = !!!!!∗!"!!!"! !!!!!                                   (Ec.  5.55) 
Donde T es total de parámetros y P son los mejores valores de los parámetros 
encontrados en la j-ésima réplica, 𝑃!∗ es el valor óptimo del i-ésimo parámetro,  𝑢𝑏! y 𝑙𝑏! son los límites superior e inferior respectivamente  del i-ésimo parámetro. 
5.2.3 Velocidad de convergencia VC 
 
El presente indicador permite medir la eficiencia del proceso de optimización para 
encontrar los valores óptimos, para esto se utilizaran los óptimos incumbentes del 
proceso y en que generación se encontraron. 
Para esto primero se debe estandarizar los valores incumbentes utilizando la ecuación 
5.56. 𝐺𝑜𝐹!"#(𝑔𝑒𝑛) =   !"#!"#$%&'"('(!"#)!  !"#∗!"#!"#!!"#∗                         (Ec.  5.56) 
De esta forma todos los valores incumbentes estarán entre uno y cero. Se sabe que 
existe una función empírica que relaciona la generaciones y los GoF incumbentes (ver 
ecuación 5.57). Para la j-ésima réplica esta relación se puede escribir de la siguiente 
manera: 𝐺𝑜𝐹!"#(𝑔𝑒𝑛) = 𝑓(𝑔𝑒𝑛)                                 (Ec.  5.57) 
El área de convergencia es igual a: 𝑉𝐶 = 𝐺𝑜𝐹!"#(𝑔𝑒𝑛)𝑑𝑔𝑒𝑛!"#!"#!                              (Ec.  5.58) 
donde max𝑔𝑒𝑛 es el máximo número de generaciones del proceso, con esto se tiene 
el área bajo la cuerva del proceso de optimización, esta área permite medir que tan 
eficiente es el proceso de calibración, si esta tiene valores pequeños quiere decir que 




CAPÍTULO 6. RESULTADOS 
El presente capítulo muestra los resultados generados al ejecutar las funciones 
objetivos mostradas en el capítulo 5. Este capítulo inicia presentando las 
características generales de la simulación elegida para probar las funciones objetivo, 
luego se muestra cómo se realizó la elección de los parámetros que serán calibrados; 
posteriormente se presenta los valores de los parámetros del proceso de calibración 
elegidos, y finalmente se muestran los resultados de las diferentes funciones objetivos 
probadas. 
 
6.1 Presentación de la red de tráfico simulado 
 
En la presente sección se complementa la información de la configuración del modelo 
de simulación utilizado. Se muestran detalles del los planes semafóricos, tiempo de 
simulación, demanda simulada, y sensores instalados. 
El plan semafórico es igual en ambas intersecciones, se estableció un configuración 
secuencial, de dos fases, con un tiempo por fase de 30 segundos, cada fase cuenta con 
25 segundos de verde, 3 de amarillo y 2 de rojo (red clearance).  
Las simulaciones  fueron ejecutadas desde las 8:00 am hasta las 9:00 (tiempo de 
duración de una hora), y la duración de cada intervalo es de 15 minutos, por esta 
razón se cuenta con cuatro intervalos. La demanda, o flujo vehicular de cada par 
origen destino, también fue ingresada de forma artificial. Al contar con dos orígenes y 
dos destinos, la presente red cuenta con cuatro pares origen destino. En la Figura 6-1 
se muestran los flujos que fueron ingresados  para cada uno de los pares origen 
destino, esta figura muestra  el número de vehículos que generados por intervalo. 
 





Se observa que el par origen destino 3-6 es el que presenta mayor flujo en la red, 
seguido por el par 3-8. La forma de estos dos pares refleja el comportamiento de una 
hora pico, mientras que los otros flujos presentan un valor relativamente constante. 
Las simulación inicia con red vacía, la cual se va llenando a medida que transcurre la 
simulación. 
Se instalaron tres sensores, dos de ellos en los arcos posteriores a los semáforos, el 
otro en un segmento intermedio de la red. En la Figura 6-2 se presenta la ubicación de 
los sensores, la cual es exactamente donde está el número de identificación de cada 
sensor. 
 





6.2 Selección de los parámetros 
 
Una de las actividades fundamentales para realizar un proceso de calibración es 
identificar cuales son los parámetros que deben ser ingresados al proceso de 
optimización. El software de calibración Gauss permite realizar un análisis de 
sensibilidad por medio de la teoría estadística del diseño de experimento. Este 
software permite ingresar un conjunto de parámetros candidatos y elegir cuales de 
estos presentan un impacto significativo sobre los MoP a través de un diseño factorial 
fraccionado de dos niveles por parámetro. El usuario debe elegir los valores para los 
parámetros que serán probados y la resolución del diseño, luego se ejecutan las 
simulaciones que la matriz de diseño defina y se analiza las variaciones que presenten 
los MoP ante los cambios de los valores de los parámetros. Para la presente 
investigación se utilizó como MoP las variables velocidad y flujo vehicular 
Los parámetros candidatos son los seis parámetros del modelo Car-Following el cual 
determina la aceleración y desaceleración de cada vehículos en la red, como una 
función de su velocidad y posición con respecto al vehículo de adelante. Este modelo 
se aplica cuando un vehículo sigue a otro en el mismo carril. Este submodelos tiene 
un alto impacto en el comportamiento de los conductores por lo que es considerado un 
de los más importantes y uno de los más utilizados en estudios de calibración [1]. La 
ecuación principal para el modelo Car-Following se da en la ecuación  6.1 [35]. 
  
 𝐴!± 𝑡 + ∆𝑡 = 𝛼± !!!±[!]!!,!!!!± [!] 𝑉!!![𝑡]− 𝑉![𝑡] + 𝜖!!"                      (Ec.  6.1) 
 
Donde 𝐴!± es la tasa de  aceleración del vehículo i, 𝑉!!± es la aceleración del vehículo 
i,  𝑉!!!!±  es la aceleración del vehículo de adelante,  𝐷!,!!!!±  es la distancia entre el 
vehículo de interés y el de adelante. 𝛼 , 𝛽  y 𝛾  son parámetros del modelo. El 
superíndice ± es usado para denotar si el vehículo está acelerando (+) o desacelerando 
(-). Si la velocidad del vehículo de interés es inferior a la de adelante, se acelera de lo 
contrario se desacelera. 
En la Tabla 6-1 se muestran los valores elegidos para los parámetros; los valores para 
cada parámetro fueron seleccionados de tal manera que contuvieran al valor por 
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defecto, propuesto por el simulador, y además que fueran coherentes con la 
codificación binaria presentada por el software, para que una vez seleccionados, se 
pudiera ingresar valores cercanos a estos como límites de los parámetros dentro del 
proceso de optimización.   
 
Tabla 6-1 Valores de los parámetros en prueba de sensibilidad. 








-1.67 -3.75 0.28 
P3 Gamma 
Aceleración 
-0.89 -2.97 1.06 
P4 Alfa 
Desaceleración 
4.65 2.57 6.6 
P5 Beta 
Desaceleración 
1.08 -1 3.03 
P6 Gamma 
Desaceleración 
1.65 -0.43 3.6 
 
Una vez elegido los valores para el diseño factorial fraccionado se ingresaron al 
software gauss. Se eligió una resolución de 6, lo que generó una matriz de diseño de 
32 combinaciones. A continuación se muestra el análisis de los resultados arrojados 
para cada uno de los MoP. 
La primera variable que se analizará es el flujo vehicular, En la Tabla 6-2 se muestra 
el Análisis de Varianza (Anova) del diseño factorial fraccionado, esta técnica permite 
observar cuales son los parámetros que explican la variabilidad generada en la 
variable flujo vehicular y probar qué tan significativo es dicho efecto. Adicionalmente 
en la Figura 6-4 se puede observar la magnitud de la suma de cuadrados de cada 
parámetro, valor que es obtenido del Anova, gráfica que permite visualizar la 
magnitud del efecto. 
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Tabla 6-2 Anova Flujo análisis de sensibilidad 
 






Valor	  F	   Valor	  P	  
P1	   1	   1849	   1849	   5.882	   0.03573	  
P2	   1	   44074	   44074	   140.209	   3.31E-­‐07	  
P3	   1	   66407	   66407	   211.258	   4.73E-­‐08	  
P4	   1	   93	   93	   0.296	   0.59821	  
P5	   1	   3678	   3678	   11.702	   0.00654	  
P6	   1	   4694	   4694	   14.934	   0.00314	  
P1:P2	   1	   123	   123	   0.391	   0.54555	  
P1:P3	   1	   1567	   1567	   4.984	   0.04962	  
P1:P4	   1	   634	   634	   2.016	   0.18603	  
P1:P5	   1	   128	   128	   0.408	   0.53721	  
P1:P6	   1	   117	   117	   0.373	   0.55502	  
P2:P3	   1	   41526	   41526	   132.104	   4.38E-­‐07	  
P2:P4	   1	   234	   234	   0.745	   0.4082	  
P2:P5	   1	   436	   436	   1.386	   0.26631	  
P2:P6	   1	   1978	   1978	   6.292	   0.03099	  
P3:P4	   1	   12	   12	   0.039	   0.84657	  
P3:P5	   1	   1347	   1347	   4.284	   0.06531	  
P3:P6	   1	   502	   502	   1.597	   0.23497	  
P4:P5	   1	   1	   1	   0.005	   0.94767	  
P4:P6	   1	   9	   9	   0.03	   0.8656	  
P5:P6	   1	   3443	   3443	   10.952	   0.00789	  
Error	   10	   3143	   314	   	   	  
 
Para conocer qué parámetros tienen un efecto significativo se usa el valor de la 
columna “valor P” de  la Tabla 6-2, cualquier valor inferior a 0.05 (nivel de 
significancia) se considera estadísticamente relevante. Al analizar esta columna se 
encuentra que los parámetros P1, P2, P3, P5, P6 son significativos, como también la 
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interacción entre los parámetros P1-P3, P2-P3, P2-P6 y P5-P6. Pero al analizar el 
grado de explicación de cada uno de estos parámetros, como se muestra en la Figura 
6-3, se observa que los parámetros P2, P3 y su interacción, explican la mayor parte de 
la variación de la variable flujo vehicular, la diferencia de la suma de cuadrados de 
dichos parámetros con los demás es muy relevante, en algunos casos es 23 veces 
mayor. Por está razón se determina que los parámetros que tiene un efecto sobre el 
flujo son los: P2 y P3, aún cuando se haya probado que los otros factores también 
tiene un efecto sobre el flujo, este efecto es mínimo al compararlo con los parámetros 
elegidos.  




Una vez identificados los parámetros que más influencia tiene sobre la variable flujo 
vehicular, se plantea un modelo de regresión lineal para determinar que grado de 
explicación tienen estos factores sobre la variable flujo vehicular.  
 
Tabla 6-3 Modelo de regresión Beta y Gamma aceleración para el Flujo 
	   Coeficientes	   Error	   Valor	  t	   Valor	  P	  
(Intercept)	   189.163	   7.556	   25.034	   <	  2e-­‐16	  
P2	   -­‐9.945	   2.842	   -­‐3.5	   0.00158	  
P3	   -­‐7.214	   3.389	   -­‐2.129	   0.04219	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P2:P3	   8.872	   1.274	   6.962	   1.44E-­‐07	  
 
En la  Tabla 6-3 se observa los resultados del modelo de regresión para los parámetros 
y las pruebas t para probar su significancia, lo que se observa es que existe una clara 
relación entre los parámetros Beta y Gamma de la aceleración (P2 y P3 
respectivamente) con la variable flujo vehicular, esto se comprueba al observar que 
todos los valores P son inferiores al un nivel de significancia de 0.05. El R cuadrado 
de este modelo es 0.8637 lo que significa que usando únicamente estos dos 
parámetros se puede explicar 86.37% de la variabilidad de flujo vehicular. Esto 
garantiza que la simulación genere cambios en el MoP cuando se prueben diferentes 
combinaciones de los de los parámetros dentro del proceso de calibración. 
 Una vez concluido el análisis de la variable flujo, se repite el procedimiento con la 
variable velocidad. 
Tabla 6-4 Anova con la variable velocidad 






Valor	  F	   Valor	  P	  
P1	   1	   2.448	   2.448	   1.1276	   0.31326	  
P2	   1	   11.1566	   11.1566	   5.139	   	  	  	  	  	  0.04681	  
P3	   1	   0.3171	   0.3171	   0.1461	   0.71031	  
P4	   1	   0.6646	   0.6646	   0.3062	   0.5922	  
P5	   1	   2.3838	   2.3838	   1.098	   0.31936	  
P6	   1	   0.5414	   0.5414	   0.2494	   0.62831	  
P1:P2	   1	   1.7318	   1.7318	   0.7977	   0.39277	  
P1:P3	   1	   1.5381	   1.5381	   0.7085	   0.41962	  
P1:P4	   1	   1.1021	   1.1021	   0.5077	   0.49244	  
P1:P5	   1	   0.4682	   0.4682	   0.2156	   0.65232	  
P1:P6	   1	   0.0562	   0.0562	   0.0259	   0.87535	  
P2:P3	   1	   0.0606	   0.0606	   0.0279	   0.87069	  
P2:P4	   1	   0.3771	   0.3771	   0.1737	   0.68566	  
P2:P5	   1	   0.1967	   0.1967	   0.0906	   0.76956	  
P2:P6	   1	   3.1044	   3.1044	   1.43	   0.25935	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P3:P4	   1	   3.1882	   3.1882	   1.4686	   0.25343	  
P3:P5	   1	   5.6589	   5.6589	   2.6066	   0.13749	  
P3:P6	   1	   16.3399	   16.3399	   7.5266	   	  	  	  	  	  0.02071	  
P4:P5	   1	   1.849	   1.849	   0.8517	   0.37781	  
P4:P6	   1	   0.2721	   0.2721	   0.1253	   0.73068	  
P5:P6	   1	   0.2982	   0.2982	   0.1373	   0.71866	  
Error	   10	   21.7096	   2.171	   	   	  
 
Al realizar el Anova con la velocidad como variable respuesta se observa que el 
únicos  efectos significativos los genera el parámetro 2 (Beta de aceleración) y la 
interacción entre los parámetros P3 y P6. La razón principal de este fenómeno radica 
en que la mayoría de la suma de cuadrados no es explicada por ningún factor y es 
asignada al error, como se puede ver en la Tabla 6-4 el efecto del error es casi el doble 
del efecto del parámetro 2. Esto significa que existen otros factores que afectan la 
velocidad que no están siendo medidos, o que simplemente no pueden ser explicados 
por la variación de los valores de los parámetros.  
 





En la Figura 6-4 se puede observar que existen tres efectos que sobresalen del resto, el 
efecto principal del parámetro 2 y las interacciones los parámetros 3-6 y  3-5; pero el 
efecto de este  último no alcanza a ser lo suficientemente grande para considerarse 
significativo. Esto permite concluir que los únicos factores significativos son el 
parámetro 2 y la interacción de los parámetros 3-6, por esta razón se plantea el 
siguiente modelo de regresión donde están los tres parámetros y la interacción, debido 
a que es no es conveniente ingresar una interacción sin sus efectos principales. 
 
Tabla 6-5 Regresión lineal para velocidad con parámetros significativos 
	   Coeficientes	   Error	   Valor	  t	   valor	  P	  
(Intercepto)	   18.5238	   0.46104	   40.178	   <2e-­‐16	  
P3	   -­‐0.04941	   0.13115	   -­‐0.377	   0.7093	  
P2	   0.41462	   0.16687	   2.485	   0.0195	  
P6	   -­‐0.06854	   0.17307	   -­‐0.396	   0.6952	  
P2:P6	   -­‐0.07671	   0.06509	   -­‐1.179	   0.2488	  
 
Al analizar los resultados del modelo de regresión presentados en la Tabla 6-5 se 
observa que tan solo el efecto del parámetro 2 es significativo, adicionalmente el valor 
R cuadrado del modelo es 0.2004, valor realmente bajo para explicar la variación de 
la velocidad, esto muestra que aún eligiendo los valores de los parámetros con mayor 
efecto existe una gran variación que no puede ser explicada por el modelo y que no es 
posible contralar con el cambio de valor de dichos parámetros. 
Al analizar la variable flujo vehicular se determinó que los parámetros a ingresar 
serían el 2 y el 3, los cuales nuevamente son elegidos al analizar la velocidad, pero el 
parámetro 6 aparece por primer vez como posible candidatos para ingresar al proceso 
de calibración, ahora se debe determinar la conveniencia de seleccionarlo, porque 
calibrar un parámetro más impactará de forma negativa el proceso de optimización 
debido a que incrementa su complejidad. Para determinar el efecto del parámetro 6 




Tabla 6-6 Regresión lineal para velocidad sin parámetro 6 
	   Coeficientes	   Error	   Valor	  t	   valor	  P	  
(Intercepto)	   18.43291	   0.39007	   47.255	   <2e-­‐16	  
P2	   0.30326	   0.1467	   2.067	   0.0481	  
P3	   -­‐0.03082	   0.17493	   -­‐0.176	   0.8614	  
P2:P3	   0.01071	   0.06579	   0.163	   0.8718	  
 
La Tabla 6-6 nuevamente muestra que el único parámetro que tiene efectos en los 
cambios de la variable velocidad es el parámetro 2 (Beta de aceleración), este modelo 
presenta un R cuadrado de 0.1528, resultado lógico teniendo en cuenta que se sustrajo 
una variable regresora, pero se debe resaltar que la perdida no es grande, solo 
disminuye  un 0.0476 la explicación del modelo, lo cual es pequeño si lo se compara 
con los efectos que tiene calibrar un parámetro más dentro del proceso de 
optimización. 
Una vez realizado el proceso de sensibilidad para las variables flujo y velocidad se 
concluye que los parámetros que deben ser ingresados al proceso de calibración son: 
el Beta y Gamma de aceleración. 
 
6.3 Tamaño de la muestra para el diseño de experimento 
 
Como se menciona en la sección 4.3.2 se debe calcular el número de réplicas a través 
de las curvas características. Para esto es necesario calcular la variable 𝜙!. Para esta 
prueba se define una potencia de las pruebas de 0.9 y un alfa de 0.05, se calcula  para 
cada uno de los indicadores propuestos el 𝜙!. Para estimar los parámetros necesarios 
se utilizó información de modelos previos. El parámetro “a” es igual al número de 
tratamientos de tipo de función, que para este caso es 6, el parámetro “b” es el número 
de tratamientos Bootstrap igual a 2. 
Se inicia el cálculo para el índice de desempeño de optimización OPI, en la Tabla 6-8 
se muestran los valores probados, la varianza utilizada fue  0.2198, el valor de 
distancia se espera que el Anova sea capaz de calcular valores superiores a 0.25. Las 
anteriores medias fueron tomadas con base en la Tabla 6-7. la cual muestra un 
resumen descriptivo del indicador OPI. El valor de la varianza usado para calcular el 
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tamaño de muestra no es igual al de la Tabla 6-7. porque los valores que aparecen en 
dicha Tabla fueron generados con los resultados de los 108 procesos de calibración, 
mientras que el valor utilizado para estimar el tamaño de la muestra fue calculado con 
una prueba piloto. La varianza que se debe utilizar en la fórmula del tamaño de 
muestra es la presentada por los residuales del diseño de experimentos como se 
muestra en la ecuación 4.51. 
Tabla 6-7 Medidas de centralidad y dispersión del OPI 
Medidas de centralidad y dispersión Valores para el indicador OPI 
Media 0.6387 
Varianza  0.2005 
Desviación estándar 0.4478 
Mediana 0.5643 
Valor máximo 1.7047 
Valor mínimo 0.0160 
Varianza de los residuales del diseño 0.1774 
  
 
Tabla 6-8 Cálculo del número de replicas para el indicador OPI 








𝜷  = 
Probabilidad 
error tipo II 
7 2.985 1.727 5 36 0.14 
8 3.4121 1.847 5 42 0.075 
9 3.838 1.959 5 48 0.043 
 
Los resultados que se muestran en al Tabla 6-8 muestra que el tamaño mínimo para 
realizar el Anova con una pontencia de 0.9 es de 8, pero debido a que las replicas se 
realizaron en tres redes diferentes, para el tamaño de la muestra se debe calcular en 
números múltiplos de 3, por lo que con 9 réplicas se tiene una potencias de 0.957. 
A continuación se realiza el cálculo para el indicador de distancia los parámetros, la 
varianza utiliza fue  0.0402, el valor de distancia se espera que el Anova sea capaz de 
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calcular valores superiores a 0.1. Las anteriores medias fueron tomadas con base en la 
Tabla 6-9, la cual muestra un resumen descriptivo del indicador DP. El valor de la 
varianza usado para calcular el tamaño de muestra no es igual al de la Tabla 6-9 
porque los valores que aparecen en dicha Tabla fueron generados con los resultados 
de los 108 procesos de calibración, mientras que el valor utilizado para estimar el 
tamaño de la muestra fue calculado con una prueba piloto. La varianza que se debe 
utilizar en la fórmula del tamaño de muestra es la presentada por los residuales del 
diseño de experimentos como se muestra en la ecuación 4.51. 
 
 
Tabla 6-9 Medidas de centralidad y dispersión del DP 
Medidas de centralidad y dispersión Valores para el indicador DP 
Media 0.3086 
Varianza  0.0343 
Desviación estándar 0.1852 
Mediana 0.2903 
Valor máximo 0.6578 
Valor mínimo 0.0111 
Varianza de los residuales del diseño 0.0342 
 
Tabla 6-10 Cálculo del número de replicas para el indicador DP 








𝜷  = 
Probabilidad 
error tipo II 
8 2.985 1.727 5 42 0.13 
9 3.3582 1.959 5 48 0.075 
 
Los resultados que se muestran en al Tabla 6-10 muestra que el tamaño mínimo para 
realizar el Anova con una potencia de 0.9 es de 9, pero debido a que las replicas se 
realizaron en tres redes diferentes, para el tamaño de la muestra se debe calcular en 
números múltiplos de 3, por lo que con 9 réplicas se tiene una potencias de 0.925. 
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A continuación se realiza el cálculo para el indicador de la velocidad de convergencia, 
la varianza utiliza fue  1610.4, el valor de distancia se espera que el Anova sea capaz 
de calcular valores superiores a 20. Las anteriores medias fueron tomadas con base en 
la Tabla 6-11, la cual muestra un resumen descriptivo del indicador VC. El valor de la 
varianza usado para calcular el tamaño de muestra no es igual al de la Tabla 6-11 
porque los valores que aparecen en dicha Tabla fueron generados con los resultados 
de los 108 procesos de calibración, mientras que el valor utilizado para estimar el 
tamaño de la muestra fue calculado con una prueba piloto. La varianza que se debe 
utilizar en la fórmula del tamaño de muestra es la presentada por los residuales del 
diseño de experimentos como se muestra en la ecuación 4.51. 
 
Tabla 6-11 Medidas de centralidad y dispersión del VC 
Medidas de centralidad y dispersión Valores para el indicador VC 
Media 163.2154 
Varianza  4060.055 
Desviación estándar 63.718 
Mediana 178.26 
Valor máximo 231 
Valor mínimo 3.3922 




Tabla 6-12 Cálculo del número de replicas para el indicador VC 








𝜷  = 
Probabilidad 
error tipo II 
8 2.9805 1.726 5 42 0.13 
9 3.3529 1.8311 5 48 0.079 
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Los resultados que se muestran en al Tabla 6-12 muestra que el tamaño mínimo para 
realizar el Anova con una pontencia de 0.9 es de 9, pero debido a que las replicas se 
realizaron en tres redes diferentes, para el tamaño de la muestra se debe calcular en 
números múltiplos de 3, por lo que con 9 réplicas se tiene una potencias de 0.921. 
 
6.4 Configuraciones generales del proceso de optimización 
 
Una vez construida la red de simulación y elegido los parámetros a ingresan al 
proceso de calibración es posible  iniciar el proceso de calibración. Por esta razón se 
muestran las características generales con las que fueron ejecutas las simulaciones 
para probar el desempeño de las funciones objetivo. A continuación se muestran las 
características del algoritmo genético: 
 
• La población inicial fue de 30 individuos 
• La tasa de cruzamiento fue de 0.95 
• La tasa de mutación fue de 0.05 
• La selección se realizó a través de torneo con un k igual a 4 
• Se usó codificación binaria en los cromosomas 
 
Debido a que los cromosomas son binarios y las variable respuesta continua, se debe 
realizar una codificación a los parámetros, en la Tabla 6-13 se muestran los valores 
que fueron considerados para realizar este proceso. 
 
Tabla 6-13 Valores de los parámetros 











aceleración       
 -1.67              -3.654              0.283     
         
 
7                     
128 
Gamma 
acceleración   
 -0.89             -2.874               1.063     
        
 
7                      
128 
 
Los valores límites fueron elegidos  de tal forma que la codificación binaria pudiera 
contener los valor óptimo, que para este caso son los valores por defecto que presenta 
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Transmodeler. Con una codificación de 7 posiciones por parámetro se tiene un 
espacio de soluciones de 16384 combinaciones.  
Otros valores que fueron usados son: 
• El número de remuestreo de Bootstrap es de1000 
• Las replicas de la simulación fueron 8 
• El número de simulaciones ejecutados fue de 4000 
 
 
6.5 Análisis de los diseños de experimentos 
 
Como se ha mencionado anteriormente, la presente investigación definió tres 
indicadores del proceso de optimización para determinar el impacto que tienen las 
funciones objetivo propuestas. A continuación se muestran los análisis realizados para 
cada indicador.  
 
6.6 Análisis indicador OPI 
 
Para analizar los resultados presentados por el indicador OPI se plantea un Anova 
donde la variable de respuesta es el indicador OPI y se analiza como los factores la 
afectan. En la Tabla 6-14 se presentan los resultados del Anova. 
 







Valor F Valor P 
Tipo GoF 5 2.277 0.4553 2.567 0.0314 
Bootstrap 1 1.171 1.1712 6.603 0.0116 
Residual 101 17.917 0.1774   
 
Los resultados del Anova muestran que  el Tipo GoF y Bootstrap presentan al menos 
un tratamiento diferente a los demás, esto se deduce porque ambos tienen un valor P 
inferior al nivel de significancia.  se procede a realizar los contrastes del modelo, para 




Tabla 6-15 Contraste Bootstrap para el indicador OPI 
Hipótesis Estimado Error 
estandar 
Estadístico t Valor P 
1-0 0.21214 0.08041 2.638 0.00964 
 
En la Tabla 6-15 se encuentra que existe una diferencia significativa entre usar o no 
Bootstrap. Como se mostró en la sección 5.2.1, este indicador es mejor entre más bajo 
su valor, y se encontró que usar Bootstrap aumentó 0.221214  el indicador. Este 
resultado nos permite concluir que usar Bootstrap disminuye la eficiencia del modelo. 
Luego se analizó el contraste entre los tipos de funciones objetivo, en la Tabla 6-16 se 
muestran los resultados del contraste. 
 
Tabla 6-16 Contraste Tipo GoF para el indicador OPI 
Hipótesis Estimado Error 
estandar 
Estadístico t Valor P 
1-0 -0.14412 0.13988 -1.030 0.753 
2-0 0.01198 0.13988 0.086 1.000 
3-0 0.21339 0.13988 1.525 0.408 
4-0 0.08314 0.13988 0.594 0.964 
5-0 -0.24372 0.13988 -1.765 0.274 
 
Lo que muestra la Tabla 6-16 es que ninguno de los contrastes es significativamente 
diferente de cero, por esta razón se concluye que no existe diferencia significativa 
entre ningún tratamiento y la función objetivo de control. Esto se puede observar que 
ninguna de la funciones mejoró el indicador OPI, por lo que se concluye que todas 
presentan igual desempeño. 
 
6.7 Análisis indicador Distancia del Parámetro 
 
El primer modelo que se va a probar es el modelo dos factores a continuación se 
muestran los resultados del modelo 
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Valor F Valor P 
Tipo GoF 5 0.093 0.01863 0.545 0.7415 
Bootstrap 1 0.127 0.12684 3.712 0.0568 
Residual 102 3.485 0.03417   
 
Los resultados del Anova de la Tabla 6-17 muestran que ningún factor influye 
significativamente la distancia al parámetro óptimo, por lo que  se interpreta que los 
valores óptimos encontrados por el proceso de calibración están estadísticamente a la 
misma distancia del óptimo sin importar que GoF fue usada. Por esta razón se 
concluye que el indicador distancia del parámetro es independiente del tipo de GoF y 
de uso de Bootstrap.  
 
6.8 Análisis indicador Velocidad de convergencia 
 
El primer modelo que se va a probar es el modelo dos factores a continuación se 
muestran los resultados del modelo 
 








Valor F Valor P 
Tipo GoF 5 274926 54985 37.339 < 2e-16 
Bootstrap 1 13354 13354 9.069 0.00328 
Residual 101 150206 1473   
 
La Tabla 6-18 muestra que ambos factores presentan al menos un tratamiento que es 
significativamente diferente que los otros, esto se deduce porque ambos tienen un 




Tabla 6-19 Contraste Bootstrap para el indicador VC 
Hipótesis Estimado Error 
estandar 
Estadístico t Valor P 
1-0 22.143 7.353 3.011 0.00328 
 
En la Tabla 6-19 se encuentra que existe una diferencia significativa entre usar o no 
Bootstrap. Como se mostró en la sección 5.2.3, este indicador es mejor entre más bajo 
su valor, y se encontró que usar Bootstrap aumentó 22.143 el indicador. Este resultado 
nos permite concluir que usar Bootstrap disminuye la velocidad de convergencia. 
Luego se analizó el contraste entre los tipos de funciones objetivo, en la Tabla 6-20 se 
muestran los resultados del contraste. 
Tabla 6-20 Contraste Tipo GoF para el indicador VC 
Hipótesis Estimado Error 
estandar 
Estadístico t Valor P 
1-0 -29.79 12.79 -2.329 0.0856 
2-0 30.49 12.79 2.384 0.0751 
3-0 29.43 12.79 2.301 0.0913 
4-0 38.11 12.79 2.979 0.0157 
5-0 -103.45 12.79 -8.195 <0.001 
 
Lo que muestra la Tabla 6-20 que la análisis de discriminante disminuye el indicador 
VC en 103.45 con respecto al error ortogonal, efecto que es considerado significativo 
por el contraste Dunnet; por lo que se concluye que esta función mejora la calidad del 
VC. Por otra parte, se encuentra que la función test media y varianza disminuye la 
calidad del VC. Mientras que los demás GoF presentan un efecto que no logra ser 
significativo. 
 
6.9 Análisis superficie de respuesta  
 
Los resultados anteriores sobre el análisis del indicador de convergencia muestran 
evidencias de que al menos una de las funciones objetivo presenta una velocidad de 
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convergencia significativamente mejor que la presentada por la función objetivo de 
control. Por esta razón es necesario realizar una análisis sobre la superficie de 
respuesta generada por cada una de las funciones objetivo para determinar las razones 
de los resultados encontrados. 
En el análisis de los indicadores propuestos se encontró que la técnica Bootstrap no 
presenta aportes significativos para mejorar el proceso. De hecho, este empeoró el 
desempeño la metaheurísticas, y por esta razón dicho factor fue excluido de los 
análisis que se realizarán a continuación, es decir, solo se tuvieron en cuenta las 
funciones sin Bootstrap. 
Para conocer el desempeño de cada GoF es necesario identificar la zona óptima 
generada por cada una de ellas, debido a que cada GoF presenta un escala diferente, 
se utilizó el concepto del percentil. Para calcular esta medida se debe ordenar los 
valores de la variable de interés de menor a mayor. Una vez ordenados, el percentil 
muestra el valor de la variable por debajo del cual se encuentra un porcentaje definido 
de los datos. Para la presente investigación se utilizó el percentil 40 como límite de la 
zona óptima, esto quiere decir que para cada función objetivo se encontró el valor del 
GoF donde se encuentran el 40% de las mejores soluciones probadas. De esta manera 
se lograr estandarizar las diferencias de escala. En la Tabla 6-21 se presenta el valor 
del percentil 40 para cada función objetivo. 
 
Tabla 6-21 Valores Percentil 40 para cada GoF 
GoF Percentil 40 
Error Ortogonal  0.3876416 
Distancia de Mahalanobis 20.293587 
Test de medias valor fijo 9.319025 
Test medias dos vectores 7.783071 
Test de media y varianza 7.836059 
Análisis Discriminante 34.1579 
 
La ventaja de utilizar el percentil de cada función objetivo es que cada GoF presenta 
el mismo número de soluciones por debajo de este valor, el cual corresponde al 40% 
de las mejores soluciones probadas. Esto nos permite hacer ciertas comparaciones 
entre ellas, porque elimina el problema de la escala de cada función. 
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Una vez identificados los límites de la zona óptima es posible discriminar las 
soluciones en dos grupos: zona de baja calidad  y zona óptima. La zona de baja 
calidad es aquella que contiene a las soluciones que presentan una GoF mayor al 
límite identificado en la Tabla 6-21 por lo tanto agrupa a todos los puntos de mala 
calidad. La zona óptima contiene los puntos que presentaron un GoF bueno. En la 
Figura 6-5 se graficaron ambas zonas para cada una de las GoF propuestas. Los 
puntos de color gris son aquellos que pertenecen a la zona de baja calidad. 
Adicionalmente se usó una escala de colores para identificar los GoF dentro de la 
zona óptima, donde el color rojo representa los valores más altos, los naranjas los 
intermedios, y los verde los mejores GoF. A la derecha de cada gráfico se presenta los 
valores utilizados para construir dicha escala. 




Lo primero que se observa en la Figura 6-5 es que todas las funciones objetivo 
identifican la misma región como zona óptima, esto quiere decir que todas las 
funciones objetivo son consistentes entre ellas. Esto es una resultado muy importante, 
porque demuestra que las funciones propuestas permiten identificar la misma zona 
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óptima que el error ortogonal, y por tanto cualquier mejoramiento en otro indicador 
potencializa la capacidad del proceso de calibración sin empeorar la identificación de 
la zona óptima. Es el caso del análisis discriminante que mejora la velocidad de 
convergencia sin perder capacidad de identificación de la de la zona óptima.  
En la Figura 6-5 se puede analizar que la superficie de respuesta de dos GoF, distancia 
de Mahalanobis y el análisis discriminante, presentan más zonas de color verde que 
las demás. Esto muestra que estas dos funciones objetivo tiene una capacidad de 
selección adicional dentro la zona óptima, y por tanto logran discriminar subzonas de 
alta calidad, mientras que las otras al presentar superficies de respuesta color 
mayoritariamente rojo no presentan mayor capacidad de selección dentro de esta 
zona, por lo que todos los puntos presentan el mismo desempeño. Esto constituye una 
ventaja para los utilizar el análisis discriminante  y distancia de Mahalanobis en una 
metaheurística, ya que muestran una mayor capacidad de selección que los otros GoF. 
Otra importante hallazgo que deriva la Figura 6-5 es que la zona óptima no se centra 
alrededor del punto óptimo predefinido (punto de color negro en el centro de la 
superficie de respuesta), sino que por el contrario es una recta que atraviesa gran parte 
de la superficie de respuesta. Por esta razón, para observar con mayor claridad dicho 
hallazgo, en la Figura 6-6 se proyecta la recta que representa los puntos óptimos. 
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Lo primero que se observa en la Figura 6-6 es que todas las rectas pasan por el punto 
óptimo predefinido, prueba de que las rectas son una buena representación del lugar 
óptimo. El hecho que la zona óptima sea una recta tiene dos implicaciones 
significativas: la primera es que evidencia una relación existente entre los dos 
parámetros calibrados, en este caso, entre los parámetros Beta y Gamma de la 
aceleración, y por tanto los puntos pertenecientes a la recta son aquellos capaces de 
reproducir la relación existente entre ambos parámetros, lo cual tiene mucho sentido 
debido a que ambos parámetros se encuentran como denominador y numerador del 
modelo Car-Following, por lo que existen múltiples puntos capaces de reproducir las 
mismas salidas de dicho modelo, y la ecuación de la recta cuantifica la relación de 
ambos parámetros. La segunda implicación es que se evidencia que no existe un único 
punto óptimo en la superficie de respuesta Por lo tanto las medidas de rendimiento 
como el OPI y la distancia de los parámetros, las cuales han sido utilizadas en esta 
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investigación y en otras investigaciones Ciuffo et al [1], pueden inducir conclusiones 
erróneas, ya que estas medidas están diseñadas para superficies de respuesta con un 
único punto óptimo; lo que se demuestra en la Figura 6-6 es que este  supuesto es 
errado y por lo tanto este tipo de indicadores no son convenientes para medir el 
desempeño de los procesos de calibración, excepto que antes de utilizarlos se 
demuestre que la superficie de respuesta a optimizar cumple dicho supuesto.  
Para entender un poco más la estructura de las funciones objetivos se proyectaron 
todos los puntos al vector ortogonal de las rectas óptimas encontradas en la Figura 6-7 
con lo cual se puede tener un corte transversal de la forma de las funciones objetivo. 
Nuevamente se hace uso del concepto de percentil para visualizar a diferentes niveles 
la forma de la superficie de respuesta. Para este caso se tiene cortes en el percentil 
100, 90, 80 y 70; esto permite analizar de forma detallada la estructura de las 
funciones objetivos. En Figura 6-7 se muestran las proyecciones por tipo de GoF, en 
cada gráfica se encuentra un punto rojo que representa la proyección del punto óptimo 
seleccionado para la prueba, y se presentan los diferentes percentiles. Estos valores, 
tiene la función de filtrar la información, y así lograr ver con mayor detalle la zona 
óptima.  





El percentil 100 grafica la totalidad de los datos, el error ortogonal muestra una clara 
diferenciación entre la zona óptima y la zona de mala calidad, cuando se mira el 
percentil 90 se observa que la zona óptima genera una concavidad sobre el punto 
óptimo, pero ésta tiene una profundidad pequeña. En el percentil 70 se logra ver que 
aunque la función objetivo presenta los valores más bajos cerca al punto óptimo no se 
lograr presentar una diferenciación entre estos y los vecinos, por lo que es difícil para 
el algoritmo de optimización identificar el zona óptimo general. 
Al observar en la Figura 6-7 la distancia de Mahalanobis y análisis discriminante en el 
percentil 100 dan la impresión que las funciones no tiene capacidad de identificar la 
zona óptima; ambas gráficas muestran soluciones de baja calidad cuando los puntos 
proyectados toman valores inferiores a -2, y una zona totalmente plana para valores 
superiores a -1,  por lo anterior se podría pensar que las funciones no logran 
diferenciar el punto óptimo, pero esta zona plana no se genera por la ausencia de 
diferenciación, se genera porque un problema de escala que no permite observar con 
suficiente nitidez la zona óptima; el rango de la función objetivo de distancia de 
Mahalanobis se encuentra entre 0 y 20.000, y la zona óptima de este GoF inicia a 
partir de valores inferiores a 20.29, por su parte el análisis discriminante presenta un 
rango entre 0 y 20’000.000, y su zona óptima inicia en valores inferiores a 34.15 por 
lo que es imposible observar las diferencias desde ese nivel. Para el percentil 90 la 
distancia de Mahalanobis muestra una subsección con concavidad, mientras que el 
análisis discriminante continua mostrando una zona plana sobre el punto óptimo. En 
el percentil 80 es posible observar la forma de la zona óptima de ambos GoF con el 
nivel suficiente para visualizar la concavidad; esta forma permite diferenciar 
claramente la zona óptima de las zonas vecinas, esta característica ofrece un altos 
niveles de selectividad, además el punto más bajo de las concavidad coincide con el 
punto óptimo (punto de color rojo), esto comprueba una vez más la capacidad de 
ambas funciones para diferenciar el punto óptimo. Al compara esta dos funciones con 
el error ortogonal, se muestra una clara diferencia: el error ortogonal no identifica la 
zona optima con claridad, si no que llena de puntos de baja calidad dicha zona. Esto 
genera que el algoritmo de optimización no logre diferenciar entre los puntos óptimos 
y los vecinos. De lo anterior se concluye que las funciones objetivo distancia de 
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Mahalanobis y análisis discriminante presentan una superficie de respuesta con mayor 
selectividad que la generada por el error ortogonal. 
Por su parte las funciones basada en test estadísticos, presentan una forma en v, 
acotada en 12. Estas funciones generan las mejores soluciones sobre el valor óptimo, 
pero no logran generar una buena diferenciación entre éstos puntos y sus vecinos, 
principalmente la función de test de media y varianza, la cual para el percentil 80 
presenta una nube de puntos sin ninguna concavidad. Otro problema que se evidencia 
es su acotamiento en el valor 12, lo que genera unas zonas no óptimas planas, incapaz 
de identificar zonas de mejoramiento, lo que dificulta que el algoritmo de 
optimización encuentre una ruta hacia la zona óptima y por tanto le tome mucho más 
tiempo llegar a soluciones de buena calidad, por esta razón el indicador de velocidad 
de convergencia empeora con estas tres funciones. 
En este punto es importante resaltar la importancia de la existencia de una GoF 
cóncava en un proceso de optimización de simulación. La mayor diferencia entre un 
proceso convencional de optimización y uno de optimización de simulación, es que en 
el convencional no se tiene variabilidad en la función objetivo; esto quiere decir que 
cuando se prueba una solución específica, esta siempre genera el mismo valor de 
función objetivo, mientras que en optimización de simulación la misma solución 
puede genera diferentes valores, porque la información para calcularla provienen de 
una simulación aleatoria.  
Esta variabilidad es la mayor dificultad al momento de enfrentar este tipo de 
problemas, porque este ruido aleatorio puede ser lo suficientemente grande como para 
imposibilitar la  identificación de las zona óptima, ya que el algoritmo puede probar el 
valor óptimo y debido al componente estocástico generar una función objetivo de baja 
calidad, y por lo tanto el algoritmo de optimización puede asumir que este punto no es 
potencialmente bueno e iniciar la exploración de otras zonas, alejándose así del 
verdadero valor óptimo.  
La situación antes descrita puede evidenciarse en la Figura 6-8, donde el error 
ortogonal presenta mucha variabilidad para las soluciones iguales al punto óptimo. 
Por lo tanto la función objetivo puede presentar valores de baja calidad cuando el 
algoritmo de optimización pruebe el valor óptimo. El peor valor que presentó dicha 
GoF fue 0.53, este valor fue utilizado para graficar la recta de color rojo en la Figura 
6-8. Como se puede observar existen muchos puntos en el espacio de soluciones que 
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generaron valores inferiores al 0.53, esto dificulta que el algoritmo logre diferenciar 
con facilidad cuál es un punto óptimo. Por su parte las funciones objetivo distancia de 
Mahalanobis y análisis discriminante, aunque presentaron variabilidad sobre el valor 
óptimo, dicha variabilidad no afecta la elección del punto óptimo. En la Figura 6-8 se 
gráfico, a través de rectas, el peor valor generado por ambas funciones cuando se 
probó el punto óptimo; se puede observar que solos los puntos vecinos lograron 
generar valores inferiores a dicho límite, por lo tanto cuando el algoritmo de 
optimización probó una solución perteneciente a esta zona, este pudo converger, 
porque pudo diferenciar las zonas potencialmente buenas de las malas.  
 





Para evidenciar numéricamente las características observadas en la Figura 6-8 se 
proponen dos indicadores para medir la capacidad de diferenciación entre la zona 
óptima y la de baja calidad, el primero compara de forma general los dos grupos, y el 
segundo compara la zona óptima con sus vecinos de baja calidad. Como existe la 
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posibilidad que un punto perteneciente a la zona óptima presente valores superiores a 
los valores límites definidos en la Tabla 6-21 se estableció que sin importar esto dicho 
punto pertenece al conjunto de puntos óptimos. Todos los puntos que no pertenezcan 
a este a la zona óptima fueron agrupados en la zona de baja calidad. En la Figura 6-9 
se grafican ambas zonas para cada GoF, la zona óptima está conformanda por los 
puntos de color verde y la baja calidad por los rojos. 
 





Una vez identificados los puntos de cada zona se calculó las medias del GoF 
correspondientes y se calculó con la ecuación 6-2. 
𝑅𝑎𝑧ó𝑛  𝑀𝑒𝑑𝑖𝑎  𝐺𝑙𝑜𝑏𝑎𝑙 = !"#!"#"  !"#$%"%!"#ó!"#$% = !"#$%&!"#"  !"#$%"%!!"#"  !"#$%"%!"#$%&ó!"#$%&!ó!"#$%&                (Ec.  6.2) 
El indicador “Razón Media Global” permite conocer cuan diferente es el GoF de 
ambas zonas, por lo que entre mayor sea su valor, mejor es la capacidad de 
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diferenciación. En la Tabla 6-22 se muestra los resultados de los indicadores de cada 
función objetivo. 
 
Tabla 6-22 Resultados indicador Razón Media Global 
GoF Relación media global Relación con la función 
control 
Error Ortogonal  3.314665 1 
Distancia de Mahalanobis 60.17962 18.155 
Test de medias valor fijo 1.417691 0.427 
Test medias dos vectores 1.732139 0.52256 
Test de media y varianza 1.323087 0.39916 
Análisis Discriminante 11841.48 3572.45 
 
Como se muestra en la Tabla 6-22 el análisis discriminante presenta el valor más alto. 
Su resultado es superior al presentado por los otros GoF, si se compara con el error 
ortogonal  se observa que éste es 3572.45 veces más grande. La segunda mejor 
función objetivo es la distancia de Mahalanobis, la cual presentó un valor de 60.17 y 
fue 18.15 veces mayor que el error ortogonal. Esto muestra  claramente la capacidad 
de selección que tiene estas funciones, resultado que confirma lo mostrado en las 
Figuras 6-7 y 6-8. Mientras que las funciones que utilizan test estadísticos presentaron 
problemas en la diferenciación de las zonas, sus valores para el indicador Relación 
Media Global son inferiores al presentado por la función de control, por lo que se 
confirma que estas funciones empeoran la capacidad de selección. 
El segundo indicador tiene por objetivo realizar un análisis similar al presentado por 
el indicador “Relación Media Global”  solo que realiza una comparación con los 
puntos vecinos a la zona óptima. El criterio de vecindad fue definido como todos 
aquellos puntos de baja calidad que se encuentren a una distancia euclidiana menor 
igual a  0.1 de los puntos de la zona óptima. Esto permite analizar el comportamiento 
de los GoF cuando se está cerca del valor óptimo, una característica esencial para 
garantizar la convergencia de los algoritmos de optimización debido a que es 
importante que la función objetivo genere buena diferenciación con los puntos 
vecinos. En la Figura 6-10 se presentan los datos que pertenecen al sub conjunto 
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vecino, los cuales fueron graficados de color rojo, nuevamente el color verde es 
asignado a los punto de la zona óptima. 
 





Una vez identificados los puntos vecinos se calculó la media del cada grupo y se 
calculó con el indicador Razón Media Vecindad a través de la  ecuación 6-3 
𝑅𝑎𝑧ó𝑛  𝑀𝑒𝑑𝑖𝑎  𝑉𝑒𝑐𝑖𝑛𝑑𝑎𝑑 = !"#!"#$%&'!"#ó!"#$% = !"#$%&!"#$%&!!  !"#$%&'!"#$%&ó!"#$%&!ó!"#$%&                   (Ec.  6.3) 
 
Este indicador mide la magnitud de la selección entre la relación  los GoF entre los 
vecinos de mal calidad y los puntos óptimos. En la Tabla 6-23 se muestran los 




Tabla 6-23  Resultados indicador Razón Media Vecindad 
GoF Relación media global Relación con la función 
control 
Error Ortogonal  1.774249 1 
Distancia de Mahalanobis 5.015011 2.8265 
Test de medias valor fijo 1.289259 0.7266 
Test medias dos vectores 1.494079 0.8421 
Test de media y varianza 1.236306 0.6968 
Análisis Discriminante 17.36159 9.7853 
 
En la Tabla 6-23 se muestra que la función objetivo que mejor relación presenta es el 
análisis discriminante con un valor de 17.36, lo cual significa que el valor promedio 
del GoF en los vecinos es 17.36 veces mayor que el presentado por los puntos de la 
zona óptima, una diferencia de esta magnitud permite claramente diferenciar ambas 
zonas, mas aun cuando en la Figura 6-10 se observa que los puntos vecinos son 
justamente los puntos que bordean a los puntos óptimos, por lo tanto el algoritmo de 
optimización tiene la capacidad de llegar a los puntos óptimos sin estancarse en los 
vecinos. El segundo mejor indicador lo presentó el GoF distancia de Mahalanobis, 
con un valor de 5.01, más del doble que el presentado por la función de control. Estas 
dos funciones objetivos presentan una estructura que facilita la ubicación de los 
puntos óptimos dentro de una superficie de respuesta. Por su parte el GoF error 
ortogonal muestra un valor de 1.77, este valor es realmente pequeño para diferenciar 
ambas zonas, por lo tanto es posible que el algoritmo se vea perturbado por los 
valores vecinos a los óptimos, lo que dificulta llegar a la zona óptima. Los demás GoF 
presentaron un valor inferior al GoF de control por lo tanto se concluye que emporan 
la selectividad entre los vecinos.  
Si se analizan ambos indicadores se observa que la distancia de Mahalanobis y el 
análisis discriminante son las dos mejores funciones objetivo porque castigan 
drásticamente los puntos lejanos del valor óptimo lo cual es bueno porque permite que 
rápidamente se descarten estos puntos como potencialmente buenos. Adicionalmente 
cuando el algoritmo de optimización se encuentra en la zona cercana al los puntos 
óptimos, ambos GoF mantienen la alta selectividad, por lo que los algoritmos pueden 
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llegar a los verdaderos puntos óptimos sin perturbación, esto permite que los 































CAPÍTULO 7. CONCLUSIONES 
Se encontró que la superficie de respuesta tiene múltiples puntos óptimos, su relación 
pudo ser modelada a través de una recta que cruza gran parte del espacio de 
soluciones. Esto muestra que el supuesto de la existencia de un punto óptimo único no 
es aplicable para todos los casos de calibración, por esta razón se considera necesario 
realizar una verificación de la estructura de la superficie de respuesta antes de aplicar 
mediciones del desempeño del proceso de calibración basadas en ese supuesto, como 
el OPI, porque se pueden generar conclusiones erróneas sobre el desempeño del 
proceso. Se considera importante proponer nuevos indicadores que tengan en cuenta 
la existencia de múltiples puntos óptimos y permitan evaluar el desempeño de una 
forma imparcial.  
También se observa que la relación entre ambos parámetros no se presenta para todos 
los valores de Beta; entre -3.75 hasta 0 esta relación genera soluciones de buena 
calidad, pero cuando este parámetro toma valores superiores a cero la recta generó 
soluciones de baja calidad. Esto quiere decir que el modelo Car-Following es sensible 
a los cambios de sentido de los parámetros. 
Se evidencia que la función objetivo de análisis discriminante mejoró la velocidad de 
convergencia, y la razón de esto se debe a que presenta una estructura que facilita el 
proceso de optimización, en la cual presenta valores extremadamente altos a las zona 
de baja calidad, lo que genera que el algoritmo no se interese por explorarlas, y 
presenta una muy buena diferenciación de la zona óptima con los puntos vecinos, con 
lo cual el algoritmo de optimización tiene la capacidad de identificar cuando se 
encuentra en la zona óptima, lo que facilita la converja.  
Por otra parte la distancia de Mahalanobis presentó características simulares a las 
presentadas por el análisis discriminante, pero no se logró demostrar que mejorara 
significativamente la velocidad de convergencia, por lo que se recomienda su uso en 
más pruebas para evaluar nuevamente su desempeño. 
Todas las funciones objetivo basados en test estadísticos presentaron problemas de 
velocidad de convergencia, esto se debe al acotamiento en los valores superiores, 
situación que dificulta identificar la ruta de mejoramiento del GoF. Por esta razón se 
concluye que las funciones acotadas no deben ser utilizadas como GoF de procesos de 
optimización de simulación, como aquellas que utilicen valores P, probabilidades 
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acumuladas, entre otras. Como prueba de ello se muestra la comparación entre la 
distancia de Mahalanobis y el Test de medias valor fijo, ambos GoF tienen una 
estructura semejante, solo se diferencian en que el segundo multiplica la distancia de 
Mahalanobis por el número de réplicas y posteriormente ingresa dicho valor a la 
probabilidad acumulada de la distribución Hotelling. Pero al comparar su desempeño 
se observa que el primero presentó un buen desempeño en la velocidad de 
convergencia y la selectividad, mientras que el segundo empeoró estos mismos 
indicadores. Esto evidencia el efecto de utilizar un probabilidades acumuladas como 
GoF.  
Adicionalmente se concluye que la técnica Bootstrap no presenta aportes 
significativos para mejorar el proceso de calibración, y en ocasiones mostró un 
empeoramiento de  los indicadores. Esto se debe a que la técnica Bootstrap estima una 
matriz de varianza covarianza de magnitud inferior al estimado sin remuestro lo que 
hace que la distancia estimadas sean mayores, pero no mejora la consistencia de los 
GoF. El empeoramiento es debido al incremento de la variabilidad de la función 
objetivo, y por tanto es más difícil encontrar los valores óptimos. 
Se demostró que al usar técnicas estadísticas es posible proponer funciones objetivo 
que generen superficies de respuesta que mejoren la selectividad, esto se debe a que 
dichas técnicas están diseñadas para tratar variables aleatorias, como las generadas 
por el simulador. 
Se concluye que las funciones objetivo afectan el desempeño del proceso de 
calibración de forma general, por lo que se debe prestar atención a su elección.  
 
7.1 Trabajos Futuros 
 
Evaluar el desempeño de las funciones objetivo en otros escenarios, se puede cambiar 
la red, la demanda y los parámetros, esto con el fin de analizar el desempeño de las 
funciones objetivo en otro contexto de simulación de tráfico. 
Realizar una comparación entre las funciones GoF univariadas y las GoF 
multivariadas propuestas en esta investigación para determinar si existe diferencias 
significas entre los dos grupos. 
Diseñar indicadores de medición del proceso de calibración que permitan comparar 
superficies de respuesta con múltiples puntos óptimos. También se debe investigar 
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indicadores que tengan la capacidad de evaluar el desempeño del proceso cuando se 
tienen diferentes funciones objetivos, debido a que es complejo equiparar procesos de 
optimización que presentan diferentes escalas en la dicha función. 
Investigar el impacto de utilizar únicamente la fórmula del test estadísticos sin 
ingresarlo a distribución de acumulada de probabilidad para evaluar su desempeño 
antes de ser acotados. 
Utilizar los GoF análisis discriminante y distancia de Mahalanobis en procesos de 
calibración de modelos reales. Esto es un reto significativo porque se debe lograr 
estimar la variabilidad de los MoP en campo, y separarla de los otros factores que 
pueden generar variaciones en la información, como por ejemplo, la matriz origen 
destino. 
Utilizar los GoF distancia de Mahalanobis y análisis discriminante en  otros 
algoritmos de optimización, como el SPSA, para determinar si ambas funciones 
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