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Applying this to a nite-dimensional subspace Vh of V , we seek uh 2 Vh such that(ruh;rv) + (w:ruh; v) = (fh; v) 8 v 2 Vh(1.2)where fh is the L2(
) orthogonal projection of f into Vh. On a grid with M interior nodes, wemay choose a set of basis functions i, i = 1; : : : ;M for Vh and look for an approximate solutionof the form uh(x; y) = MXi=1Uii(x; y):(1.3)Substituting this into (1.2) and choosing the test functions equal to the basis functions leads toa set of M linear equations Au = f(1.4)where the entries of u are the M unknown coecients Ui in (1.3).It is well known that applying the Galerkin nite element method to the one-dimensionalanalogue of (1.1) will in certain circumstances result in a discrete solution which exhibits non-physical oscillations. For linear elements on a uniform grid, a precise statement as to exactlywhen such oscillations occur can be made, namely, that for a problem with mesh size h, constantadvective velocity w and dierent values at the left and right boundaries, oscillations will occurif the mesh Peclet number Pe = jwjh2(1.5)is greater than one (see for example [4], x1.3). The exact character of numerical approximationsto the solution in this case is well understood. The same is not true, however, for problems in twoor more dimensions. For example, Gresho and Sani ([2], p. 219) say of the two-dimensional case,`useful, closed-form solutions are much harder to nd and are often dicult to `interpret' evenwhen found.' We know of very little analysis which has been done in this area, although Semper[6] presents a limited discussion of oscillations in streamline diusion nite element solutionswhen  = 0. We are not aware of any work which describes the nature of oscillations in the fulltwo-dimensional convection-diusion equation.In this paper we present a mechanism for deriving useful, closed-form two-dimensional solu-tions to (1.1) and interpret the resulting formulae both in general and for a number of specictest problems. In particular, we will characterise the behaviour of oscillations in the directionof the ow with respect to variations in mesh Peclet number. We begin in section 2 with a de-scription of the basis of our analysis. For the case where w = (0; 1) in (1.1) and the underlyingnite element grid is uniform, we can use Fourier analysis to construct an analytic formula forthe discrete solution u. Specically, we present a Fourier decomposition of A in (1.4) whichmeans that blocks of the vector u can be explicitly expressed as a transformation of blocks of avector y containing the solutions to a set of tridiagonal linear systems. This idea is the basis ofsome fast direct solvers for linear systems of this type [8]. Here, however, we take advantage ofthe fact that as these tridiagonal systems are of Toeplitz form, they can be solved analyticallyvia a set of three-term recurrence relations: the construction and solution of these equations isdescribed in section 3. The result of this process is an exact analytic expression for the entries ofthe discrete solution vector u in (1.4). This takes the form of a weighted sum of three functionsof the recurrence relation roots, where the weights depend on the boundary conditions of theproblem.In the remainder of the paper, we focus on the particular u arising from the Galerkin -nite element method with bilinear basis functions on square elements. Note, however, that theanalysis is not specic to the nite element method but in fact applies to any discretisation2
method whose matrix entries fall within a certain nine-point stencil. In section 4, we obtain ananalytic expression for the recurrence relation solution vector y in the bilinear case. From this,we show that for large mesh Peclet number, certain components of the recurrence relation solu-tion are highly oscillatory and have behaviour analogous to solutions of simple one-dimensionalconvection-diusion problems. In addition, we establish the fact that there is no mesh Pecletnumber for which the vector y is always guaranteed to be oscillation free. Finally, we interpretthese results in terms of the full discrete solution by examining the eects of the Fourier trans-form which relates the two vectors y and u. By evaluating the boundary condition dependentweight functions, we can precisely characterise the behaviour of u for certain representative testproblems.2. Preliminary Fourier analysis. The analysis presented in this section is based onFourier techniques. In order to use such an approach, we set w = (0; 1) and f=0 in (1.1) toobtain the equation  r2u+ @u@y = 0 in 
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(0,0)Figure 2.1: Boundary conditions.in each dimension (that is, grid parameter h = 1=N).For many standard discretisation techniques with a natural ordering of the unknowns, theresulting linear system can be written in the form (1.4) where the coecient matrix A is of order(N   1)2 and has the general structureA = 26666664 M1 M2 0M3 M1 M2. . . . . . . . .M3 M1 M20 M3 M1 37777775 :(2.2)Here M1 = tridiag(m2; m1; m2), M2 = tridiag(m4; m3; m4) and M3 = tridiag(m6; m5; m6) areall tridiagonal matrices of order N   1. Using discrete Fourier analysis, we can obtain analyticexpressions for the eigenvalues and eigenvectors of the blocks of A: the matrices M1, M2 and3
M3 satisfy M1vj = jvj j = m1 + 2m2 cos jNM2vj = jvj j = m3 + 2m4 cos jNM3vj = jvj j = m5 + 2m6 cos jN(2.3)for j = 1; : : : ; N   1, where the eigenvectors arevj = r 2N sin jN ; sin 2jN ; : : : ; sin (N   1)jN T :(2.4)We now introduce a decomposition of the coecient matrix A in term of these eigenvaluesand eigenvectors. First we consider the matrix V which has the vectors vj, j = 1; : : : ; N   1 asits columns and the related block diagonal matrix V which has V as each diagonal block. Wewill also use diagonal matrices  = diag(i),   = diag(i) and  = diag(i), i = 1; : : : ; N   1,combining them to get VTAV = T = 26666664   0   .. . . . . . . .   0    37777775 :Introducing a permutation matrix P of order (N   1)2, we may writePTT P = T = 26666664 T1 0T2 . . . TN 20 TN 1 37777775where Ti = tridiag(i; i; i), that is, each block Ti is a tridiagonal Toeplitz matrix of orderN   1. Hence we have the decompositionA = VT VT = V(PTPT )VT :Using this decomposition, (1.4) impliesV(PTPT )VTu = f ) PTVTu = T 1PTVT f ;that is, u = VPy(2.5)where the vector y is the solution to the linear systemTy = PTVT f  f̂ :We recall that T is block diagonal: this system can therefore be partitioned into N   1 systemsof the form Tiyi = f̂i(2.6)where Ti is dened above and y and f̂ are partitioned in the obvious way. Note that eachvector yi contains the ith components of the one-dimensional Fourier transforms of the blocksof u. Because Ti is a Toeplitz matrix, each of these systems can be considered as a three-term4
recurrence relation which can be solved analytically to give an expression for each entry yik ofyi, k = 1; : : : ; N   1. As the rows of V are just the eigenvectors given in (2.4), the entry of thediscrete solution vector (2.5) corresponding to the grid point (jh; kh) can now be written asujk = r 2N N 1Xi=1 sin ijN yik :(2.7)3. Solving the recurrence relations. To see the exact form which the recurrences(2.6) take, we must consider more closely the structure of the right-hand side vector f̂i. As thereis no forcing function in (2.1), the only nonzero entries in the original right-hand side vectorf arise from applying the Dirichlet boundary conditions. In general, each entry in this vectorconsists of a sum of certain matrix coecients times boundary values. For example, supposethe N + 1 nodes on the bottom (or top) boundary are labelled from x0 to xN . Now construct(N   1)-vectors b and t with entries given bybi =  m6 fb(xi 1) m5 fb(xi) m6 fb(xi+1); ti =  m4 ft(xi 1) m3 ft(xi) m4 ft(xi+1)for i = 1; : : : ; N   1 (where the values m are the entries of A). Similarly, if the left (right)boundary nodes are labelled from y0 to yN , construct vectors l and r with entrieslk =  m6 fl(yk 1) m2 fl(yk) m4 fl(yk+1); rk =  m6 fr(yk 1) m2 fr(yk) m4 fr(yk+1)for k = 1; : : : ; N   1. With each of these, further associate (N   1)2-vectorsb̂ = 266664 b0...0 377775 ; t̂ = 266664 0...0t 377775 ; l̂ = PT 266664 l0...0 377775 = 266664 l1l2...lN 1 377775 ; r̂ = PT 266664 0...0r 377775 = 266664 r1r2...rN 1 377775 ;where lk = [lk; 0; : : : ; 0]T , rk = [0; : : : ; 0; rk]T and 0 represents the zero (N   1)-vector. Theright-hand side vector f can now be written asf = b̂+ t̂+ l̂+ r̂ = 26666664 b+ s1s2...sN 2t + sN 1 37777775where sk = lk + rk combines the left and right boundary condition contributions. SoVT f = 26666664 V T (b+ s1)V T s2...V TsN 2V T (t+ sN 1) 37777775  26666664 b+ s1s2...sN 2t+ sN 1 37777775and f̂ = PTVT f has blocks f̂i with entries given byf̂i = 26666664 bi + (s1)i(s2)i...(sN 2)iti + (sN 1)i 37777775 ;(3.1) 5
i = 1; : : : ; N  1: These vectors are precisely the right-hand side vectors for the systems in (2.6).In order to simplify the analysis presented in the remainder of the paper, we will henceforthassume that the functions fl(y) and fr(y) on the left and right boundaries are constant, that is,the vectors lk and rk (and hence sk) are independent of k. In this case, the vectors sk above canall be represented by a single vector s whose two nonzero entries are given by s1 =  Lfl andsN 1 =  Rfr, where fl and fr are the (constant) boundary values and L = R = m6+m2+m4.Correspondingly, the vectors sk in (3.1) can all be replaced by the single transformed vector s.Returning now to the systems (2.6), the solution of each is the solution of the equivalentthree-term recurrence relation with constant coecientsiyi(k 1) + iyik + iyi(k+1) = si; yi0 =  bii ; yiN =   tii(3.2)(assuming i, i 6= 0) where the solution vector yi has entries yik , k = 1; : : : ; N   1. Such anequation can be solved to obtain an explicit expression for yik as follows. The auxiliary equationis given by i2 + i+ i = 0which has solutions1(i) =  i +q2i   4ii2i ; 2(i) =  i  q2i   4ii2i :(3.3)For notational convenience, we will frequently omit explicit reference to the i-dependence ofthese roots. The complementary function isyik = c1k1 + c2k2for some constants c1 and c2. The right-hand side value si is independent of k, so the constantparticular function is given by yik = sii + i + i ;and the general solution is yik = c1k1 + c2k2 + sii + i + i :Applying the boundary conditions givesc1 =  bii   sii + i + i   c2; c2 = 1N1   N2 " tii biiN1   sii + i + i (N1   1)# :Hence the solution of the recurrence relation isyik =   tii " k1   k2N1   N2 #+ sii + i + i  (1  k1)  (1  N1 ) " k1   k2N1   N2 #! bii  k1   N1 " k1   k2N1   N2 #! :We will write this asyik = F1(i)G1(i; k) + F2(i)G2(i; k) + F3(i)G3(i; k) = 3Xm=1Fm(i)Gm(i; k)(3.4) 6
where, recalling the dependence of 1 and 2 on i,G1(i; k) = k1   k2N1   N2 ;G2(i; k) = (1  k1)  (1  N1 ) " k1   k2N1   N2 # ;G3(i; k) = k1   N1 " k1   k2N1   N2 # ;and the weight functionsF1(i) =   tii ; F2(i) = sii + i + i ; F3(i) =  bii(3.5)involve the coecient matrix entries and boundary condition information. Note that theseweight functions are independent of k: for xed i, the behaviour of y in the streamline (vertical)direction depends only on the functions Gm(i; k). In addition, as G3(i; k) = 1 G1(i; k) G2(i; k),we have the following result.Theorem 3.1 The recurrence relation solution yik has the formyik = F3(i) + [F1(i)  F3(i)]G1(i; k) + [F2(i)  F3(i)]G2(i; k):(3.6)As F1(i) is related to the top boundary values, F2(i) is related to the sum of the left andright boundary values (which have been assumed to be constant for this analysis) and F3(i) isrelated to the bottom boundary values, this result shows that dierent boundary conditions willdictate how the functions G1(i; k) and G2(i; k) combine to produce dierent two-dimensionalrecurrence relation solutions yik. This point will be investigated further in section 5. We willuse either (3.4) or (3.6) to represent the entries of y, depending on which form is more usefulat a particular point in the analysis.Returning to (2.7), we see from (3.4) that u has entriesujk = r 2N N 1Xi=1 sin ijN  3Xm=1Fm(i)Gm(i; k)! = 3Xm=1 r 2N N 1Xi=1 sin ijN Fm(i)Gm(i; k)!(3.7)for j; k = 1; : : : ; N   1. We emphasise that this is an explicit formula for the entries of thediscrete solution vector u.4. Galerkin discretisation with bilinear elements. The analysis above is applica-ble to many standard discretisation methods. In this section, we will study the specic exampleof a Galerkin nite element discretisation of (2.1) using bilinear elements.4.1. The recurrence relation solution. The entries of the coecient matrix (2.2) inthis case are m1 = 83; m2 =  13; m3 = 13 [h  ];m4 = 112 [h  4]; m5 = 13 [ h  ]; m6 = 112 [ h  4]:(4.1)For convenience, we introduce the notationCi = cos iN7
so that the eigenvalues (2.3) can be written asi = 16 [ 2(1 + 2Ci)  h(2 + Ci)]i = 23 [(1 + 2Ci) + 3(1  Ci)](4.2) i = 16 [ 2(1 + 2Ci) + h(2 + Ci)]or i = 16( 21   2); i = 23(1 + 3); i = 16( 21 + 2);i = 1; : : : ; N   1, where1 = (1 + 2Ci); 2 = h(2 + Ci); 3 = 3(1  Ci):Substituting these into (3.3) gives the auxiliary equation roots1;2(i) =  2(1 + 3)q4(213 + 23) + 222   21 :To express these roots explicitly in terms of  and h, we rst examine the square root term,and write 4(213 + 23) + 22 = h2(2 + Ci)21 + 3(5 + Ci)(1  Ci)(2 + Ci)2 1P 2e where Pe = kwkh2 = 12Nis the mesh Peclet number. Also,2(1 + 3) = h 1Pe (4  Ci) ; 21   2 = h (2 + Ci) + 1Pe (1 + 2Ci) :Substituting these into 1;2 gives1;2 =  4  Ci2 + Ci 1Pe s1 + 3(5 + Ci)(1  Ci)(2 + Ci)2 1P 2e1  1 + 2Ci2 + Ci  1Pe(4.3)for the roots of recurrence relation (3.2) in the case of Galerkin approximation with bilinearelements.4.2. When do oscillations occur? One question we would like to answer is, underwhat conditions is the recurrence relation solution (3.6) oscillatory? This point is addressed bythe following theorem.Theorem 4.1 If 2=3N < i  N   1, G1(i; k) in (3.6) is an oscillatory function of k for anyvalue of Pe. 8
Proof. We haveG1(i; k) = k1   k2N1   N2 = 26664 12k   112N   137775k N2 = (i; k)k N2 :(4.4)As j1=2j < 1, (i; k) is always positive. Hence if 2 is negative, G1(i; k) alternates in sign ask goes from 1 to N   1, that is, G1(i; k) is oscillatory for xed i. From (4.3), the numerator of2 is always negative so we have the conditions8><>: Pe < i ) 2 > 0, G1(i; k) is not oscillatoryPe > i ) 2 < 0, G1(i; k) is oscillatory ;where i = 1 + 2Ci2 + Ci ; i = 1; : : : ; N   1:(4.5)But Pe > 0 by denition and i < 0 for 2=3N < i  N   1, so the second condition holds forthese values of i independent of the value of Pe. Hence the corresponding functions G1(i; k),2=3N < i  N   1, are oscillatory for any value of Pe.Corollary 4.1 If the boundary conditions are such that the coecient of G1(i; k) in (3.6) isnonzero, the recurrence relation solution y will be exhibit oscillations in the direction of the owfor any value of Pe.We conclude this section with a few brief remarks concerning the above theorem.1. Corollary 4.1 does not imply that the discrete solution u is oscillatory for any Pe. This issuewill be explored in some detail in section 5.2. For other values of i, whether or not G1(i; k) exhibits oscillations depends on the value ofPe. In particular, if Pe > 1 then G1(i; k) is an oscillatory function of k for every i 2 f1; : : : ; N 1g.3. From (4.4), the parity of the oscillations in G1(i; k) is independent of i, that is, the sign ofG1(i; k) for a particular index k is the same for any i.4. If Pe = i for any i, then the eigenvalue i in (4.2) is zero and (3.2) reduces to a two-termrecurrence relation. This means that the analysis in section 3 is not directly applicable, but thetwo-term recurrence can be solved in a similar way to obtain a formula for yik : the details areomitted here.4.3. Characterising oscillations in the recurrence relation solution. We nowuse (4.3) to gain a more detailed understanding of the functions Gm(i; k),m = 1; 2 in (3.6), witha view to characterising the oscillations which occur in the direction of the ow for large valuesof Pe. In particular, we highlight certain trends in the behaviour of these functions when  h.We begin by simplifying (4.3) using the approximation to the square root term given by1 + 3(5 + Ci)(1  Ci)(2 + Ci)2 1P 2e 1=2 ' 1 + 32 (5 + Ci)(1  Ci)(2 + Ci)2 1P 2e 9
which assumes that P 2e is small. The formulae for 1 and 2 then become1 = 1  4  Ci2 + Ci  1Pe + 32 (5 + Ci)(1  Ci)(2 + Ci)2 1P 2e1  1 + 2Ci2 + Ci  1Pe ; 2 =  1  4  Ci2 + Ci 1Pe   32 (5 + Ci)(1  Ci)(2 + Ci)2 1P 2e1  1 + 2Ci2 + Ci  1Pe :When these roots appear in the functions G1 and G2 in (3.6), they are raised to some power.Neglecting terms of order P 2e and higher, we obtain the following approximate expressions forpowers of the roots:k1 = 1  4  Ci2 + Ci  1Pek1  1 + 2Ci2 + Ci  1Pe k' 1  4  Ci2 + Ci  kPe1 + 1 + 2Ci2 + Ci  kPe' 1 + 3 Ci   12 + Ci  kPe ;k2 =  1  4  Ci2 + Ci 1Pek 1  1 + 2Ci2 + Ci  1Pe k' ( 1)k   ( 1)k 14  Ci2 + Ci  kPe1 + 1 + 2Ci2 + Ci  kPe' ( 1)k 1 + 5 + Ci2 + Ci kPe :Note that although the terms including P 2e which we have omitted here may have coecientsinvolving powers of N (= 1=h), we are working under the assumption that   h and so theseterms are still small in size relative to those which we have retained.We now use the results above to derive approximations to the functions G1(i; k) and G2(i; k)which appear in (3.6), simplifying the algebra by using the notationk1 ' 1 +  1 kPe ; k2 ' ( 1)k 1 +  2 kPe(4.6)where  1(i) = 3 Ci   12 + Ci and  2(i) = 5 + Ci2 + Ci :(4.7)With this notation, we haveG1(i; k) = k1   k2N1   N2 ' 1 +  1 kPe  ( 1)k 1 +  2 kPe1 +  1NPe  ( 1)N 1 +  2NPe= (1  ( 1)k) + ( 1   ( 1)k 2) kPe  (1  ( 1)N) + ( 1   ( 1)N 2)NPe  1We consider the cases of odd and even N separately.If N is odd, we haveG1(i; k) ' (1  ( 1)k) + ( 1   ( 1)k 2) kPe  2 + ( 1 +  2)NPe  1' 12 (1  ( 1)k) + ( 1   ( 1)k 2) kPe  1 + ( 1 +  2)2 NPe  1 :10
Thus G1 ' 1+ 1 + 2Ci2 + Ci  kPe1 + 1 + 2Ci2 + Ci  NPe (k odd); G1 ' Ci   42 + Ci  kPe1 + 1 + 2Ci2 + Ci  NPe (k even):(4.8a)If N is even, we haveG1(i; k) ' (1  ( 1)k) + ( 1   ( 1)k 2) kPe  ( 1    2)NPe  1 :Thus G1 ' 2 + CiCi   4 PeN + 1 + 2CiCi   4  kN (k odd); G1 ' kN (k even):(4.8b)To characterise the behaviour of these functions for large Pe, we consider the limit as Pe !1(e.g. as ! 0 for a xed value of N). In this limit, we haveG1(i; k) ' N is odd N is evenk is odd 1  1k is even 0 kN(4.9)For both odd and even N , G1 displays highly oscillatory behaviour in the streamline direction(that is, for xed i). The nature of these oscillations is, however, slightly dierent: for odd N ,the oscillations remain bounded between 0 and 1 as Pe !1, whereas for evenN , the oscillationsgrow unboundedly.Similarly, we haveG2(i; k) = (1  k1)  (1  N1 ) " k1   k2N1   N2 # '   1 1Pe (k  NG1)so if N is odd,G2 ' 3 1  Ci2 + Ci  (k  N)Pe1 + 1 + 2Ci2 + Ci  NPe (k odd); G2 ' 3 1  Ci2 + Ci kPe1 + 1 + 2Ci2 + Ci  NPe (k even);(4.10a)and if N is even,G2 ' (1 + 2Ci)(1  3Ci)(Ci   1)(2 + Ci)  kN + Ci   12 + Ci (k odd); G2 ' 3 1  Ci2 + Ci  (k  N)Pe (k even):(4.10b)In the limit as Pe !1 we haveG2(i; k) ' N is odd N is evenk is odd 0 Ci   12 + Ci + (1 + 2Ci)(1  3Ci)(Ci   1)(2 + Ci)  kNk is even 0 0(4.11) 11
This time the two cases have dierent characters: if N is odd, the oscillations in G2(i; k) will dieout as Pe increases, whereas if N is even, the oscillations remain, although their size is boundedindependent of Pe.We point out here that the type of oscillations in the streamline direction which are causedby (4.8) and (4.10) are in each case of the same character as oscillations in certain discretesolutions of the one-dimensional convection-diusion equation u00 + wu0 = f; u(0) = 0; u(1) = N(4.12)where w is a positive constant and f , 0 and N are given. Specically, consider the Galerkinmethod with linear elements applied to (4.12) with a uniform discretisation on N + 1 points in[0; 1]. The function G1(i; k) (for xed i) exhibits similar asymptotic behaviour to the discretesolution of (4.12) with f = 0, 1 = 0, and 2 = 1, and G2(i; k) (for xed i) exhibits asymptoticbehaviour like the discrete solution of (4.12) with f = N=Pe, 1 = 0 and 2 = 0 (where Pe is themesh Peclet number (1.5) of the one-dimensional problem).Representative plots of the exact (solid line, x) and approximate (dotted line, o) expressionsfor G1(i; k) and G2(i; k) for xed i are plotted in Figures 4.1 and 4.2. Note that these plots havedierent scales: the oscillations in G1 are in general of greater magnitude than those in G2. Theapproximations (4.8) and (4.10) clearly capture the nature of the exact functions.
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(d) G2: Pe = 200.Figure 4.1: Plots of G1 and G2 (solid line, x) and approximations (dotted line, o) with N = 16and i = 8. 12
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(b) G1: Pe = 200.








(c) G2: Pe = 20. 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1−0.15−0.1−0.0500.050.1
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(d) G2: Pe = 200.Figure 4.2: Plots of G1 and G2 (solid line, x) and approximations (dotted line, o) with N = 17and i = 9.4.4. The weight functions. Recall from (3.6) that the functions Fm(i), m = 1; 2; 3regulate how G1(i; k) and G2(i; k) combine in yik . They therefore play an important role indictating the nature of oscillations. These weight functions come from transforming the right-hand side vector containing the boundary value and matrix coecient information as describedin section 3. As shown in the Appendix, we can derive the expressionsF1(i) = r 2N N 1Xp=1 ft(xp) sin piN ; F3(i) = r 2N N 1Xp=1 fb(xp) sin piN ;(4.13a)and, for the special case where the constant left and right boundary values fl and fr are equal,F2(i) = flr 2N N 1Xp=1 sin piN :(4.13b)We may combine (4.13) and (3.6) to obtain the following result.Theorem 4.2 If fl=fr, the recurrence relation solution yik has the formyik = r 2N N 1Xp=1 fb(xp) sin piN +r 2N N 1Xp=1 [ft(xp)  fb(xp)] sin piN G1(i; k)+ r 2N N 1Xp=1 [fl   fb(xp)] sin piN G2(i; k):(4.14) 13
We emphasise the important dierence between results (3.6) and (4.14): the latter expressioninvolves the actual Dirichlet boundary functions themselves, as opposed to the more complicatedweight functions Fm(i) given by (3.5). The eect of each boundary condition on yik is thereforemuch more readily seen in (4.14). If there is a dierence between the bottom and top boundaryfunctions, this will introduce oscillations via G1(i; k); similarly, a dierence between the bottomboundary function and the left (right) boundary function will result in oscillations coming fromG2(i; k).5. The full two-dimensional solution. We have established that the recurrence re-lation solution y in (4.14) is inuenced by two functions G1 and G2 which each look like thesolution to a particular one-dimensional convection-diusion problem. In this section we explorethe implications of this for the nal two-dimensional solution u, that is, we examine the eectof the Fourier transformations (2.7).5.1. The discrete solution u. Ideally, we would like to obtain an expression equivalentto (4.14) for u. As (4.14) is a sum, we may examine the eect of transformation (2.7) term byterm. For the rst term, this is straightforward: due to the orthogonality of the eigenvectors vjin (2.4), we haver 2N N 1Xi=1 sin ijN 8<:r 2N N 1Xp=1 fb(xp) sin piN 9=; = N 1Xp=1 fb(xp)(N 1Xi=1 r 2N sin jiN r 2N sin piN )= N 1Xp=1 fb(xp)vTj vp(5.1) = fb(xj):That is, the rst term in u is just the bottom boundary function fb(x).Unfortunately, it is nontrivial to repeat this for the other terms in (4.14) due to the eectof the sine transform in (2.7) on each Gm(i; k). We can, however, make a number of usefulobservations. Firstly, there is the obvious point that if G1 or G2 has a zero coecient in(4.14) due to equality in the relevant boundary functions, then the resulting u will also have nocontribution from that function. To illustrate a more subtle point, we look at the case whereft = 1 and fb = fl = fr = 0, so that ujk consists of a contribution from the function G1 alone.Consider the solution u along a specied vertical grid line, that is, x j. From (2.7), (4.13) and(4.14) we have ujk = r 2N N 1Xi=1 sin ijN 8<:r 2N N 1Xp=1 sin ipN G1(i; k)9=;= 2N 8<:N 1Xi=1 sin ijN N 1Xp=1 sin ipN G1(i; k)9=;) ujk = 2N (N 1Xi=1 dijG1(i; k))(5.2)where dij = sin ijN N 1Xp=1 sin ipN :14
That is, ujk is a linear combination of the functions G1(i; k) for i = 1; : : : ; N   1. Examples ofthese functions for N = 16 are plotted in Figure 5.1 for Pe = 5 and in Figure 5.2 for Pe = 0:75.
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(c) G1(N   1; k).Figure 5.1: Functions G1(i; k) for N = 16 and Pe = 5.
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(c) G1(N   1; k).Figure 5.2: Functions G1(i; k) for N = 16 and Pe = 0:75.We can use the representation (5.2) to obtain insight into the quality of the solution. Theidentity N 1Xp=1 sin ipN = sin i2 sin (N   1)i2Nsin i2N([7], 19.40) leads to the simplied expression for the coecients dij ,dij = sin2 i2 sin ijN  cos i2Nsin i2N ! :It follows immediately that dij = 0 for even values of i. For the case j = 1, the nonzero valuesare di1 = 2 cos2 i2N ;which are all positive. Now recall from the proof of Theorem 4.1 that if Pe > i in (4.5) thenG1(i; k) is an oscillatory function of k. As we observed in section 4.2, if Pe > 1 then G1(i; k) is15
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(c) j = N=2.Figure 5.3: Coecients dij for N = 16.oscillatory for every i, with oscillations of the same parity in each case (see Figure 5.1). Thus,for j = 1, ujk is an oscillatory function of k, and we have established the following result:Theorem 5.1 If Pe > 1 in the Galerkin discretisation of (2.1) with bilinear elements, then forsome choice of boundary conditions the solution u exhibits oscillations.This corresponds to the well-known restriction in the one-dimensional convection-diusion prob-lem cited in the introduction.In contrast to the one-dimensional case, the converse of Theorem 5.1 is not true in twodimensions. To see this, let i be the lowest value of i 2 f1; : : : ; N   1g such that Pe > i andwrite ujk = 2N i 1Xi=1 dijG1(i; k) + 2N N 1Xi=i dijG1(i; k)= Ssmooth+ Sosc;where Ssmooth and Sosc are sums of smooth and oscillatory functions respectively. The overallbehaviour of the solution ujk for a particular j is determined by the relative size of these twoterms: if Ssmooth dominates, ujk will be smooth and if Sosc dominates, ujk will be oscillatory. AsPe decreases, i increases so that most of the functions G1(i; k) are smooth and Ssmooth containsmost of the terms in (5.2). Furthermore, the magnitude of the nonzero coecients dij decreasesrapidly as i goes from 1 to N   1: sample plots of dij against i for N = 16 are shown in Figure5.3 (note that we show values for j between 1 and N=2 only as di(N j) = dij). Thus, for smallenough values of Pe, Ssmooth will dominate. In this sense, the Fourier transformations in (2.7)have a `smoothing' eect on the oscillatory recurrence relation solution y.Figure 5.4 shows a comparison of Ssmooth (dotted line, o) and Sosc (dashed line, o) with ujk(solid line, x) for N = 16 with two values of Pe which lead to dierent behaviour. In plots (a)and (b), Pe = 0:75 and Ssmooth is larger in magnitude than Sosc, producing a smooth ujk . Wehave observed that the size of Sosc decreases relative to that of Ssmooth as j goes from 1 to N=2,so that Sosc is most inuential near the left and right boundaries (j = 1 and j = N   1). For jas small as 3 (Figure 5.4(b)) it is already dicult to distinguish between the plots of Ssmooth andu3k as Sosc is very small. Plots (c) and (d) show the equivalent data for Pe = 0:85. In this case,jSoscj is larger than jSsmoothj when j = 1, resulting in an oscillatory u1k. The discrete solution16
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(b) j = 3: Pe = 0:75.









(c) j = 1: Pe = 0:85. 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1−0.0100.010.020.030.040.050.06
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(d) j = 3: Pe = 0:85.Figure 5.4: Comparison of Ssmooth (dotted line, o) and Sosc (dashed line, o) with ujk (solid line,x).u is therefore oscillatory, although Pe < 1.5.2. Numerical experiments. To complete this discussion, we present some illustra-tions of the behaviour of u using a set of examples chosen to highlight some common featuresof convection-diusion problems.Problem I. Suppose we have the uniform boundary conditionsfr(y) = fl(y) = ft(x) = fb(x) = 1which gives the exact solution u = 1 everywhere. This perfectly smooth solution can be recoveredby setting ft = fb = fl = 1 in (4.14) to getyik = r 2N N 1Xp=1 sin piN :Note that G1 and G2 are not present. Under transformation (2.7) we obtain ujk = 1, as in (5.1).Problem II. Here we apply the boundary conditionsfb(x) = ft(x) = sin(2x); fr(y) = fl(y) = 0:17
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1(d) Problem III: Pe = 50. 0 0.2 0.4 0.6 0.8 100.20.40.60.81−0.500.511.5
2(e) Problem IV: Pe = 5. 0 0.2 0.4 0.6 0.8 100.20.40.60.81−101234
5(f) Problem IV: Pe = 50.Figure 5.5: Galerkin nite element solutions with N = 16.Problem III. We return to the example considered in section 5.1 and setft(x) = 1; fb(x) = fr(y) = fl(y) = 0;so that the solution has an exponential boundary layer of width  along the top boundary. Asfb and fl are zero, the recurrence relation solution isyik = r 2N N 1Xp=1 ft(xp) sin piN G1(i; k)18
which is highly oscillatory for large Pe. Representative discrete solutions u for N = 16 areillustrated in Figures 5.5 (c) and (d). The propagation of oscillations away from the boundarylayer is caused by the behaviour of G1. This behaviour is typical of any problem where the topand bottom boundary conditions dier.Problem IV. This problem has a discontinuous condition on the bottom boundary:fb(x) = ( 0; xi < 0:51; xi  0:5 ; fr(y) = 1; ft(x) = fl(y) = 0:The solution has a boundary layer along the right half of the top boundary. Here, (4.14) hasa dierent form in the left and right halves of the domain. In the left half (x < 0:5), ft andfb are both zero, but in the right half, the coecient of G1(i; k) is nonzero, resulting in severeoscillations. See Figures 5.5 (e) and (f). Note that fl 6= fr here, so that the formula (4.13b) forF2(i) and (4.14)) are not strictly applicable, but the numerical results still show the expectedproperties.6. Summary. In this paper, we have derived closed form expressions for discrete solutionsto the two-dimensional convection-diusion equation on a square that show how oscillations ariseand are aected by boundary conditions. Using bilinear nite elements as a concrete example,the analysis gives rigorous justication to the general belief that a mesh Peclet number greaterthan one leads to oscillatory solutions. The analysis is applied to a problem with a unidirectionalow that is aligned with the grid. However, even for this simple model, the results show severalsignicant dierences from the one-dimensional case. In particular, it is possible for the discretesolution to contain oscillations even if the mesh Peclet number is less than one. Moreover, theoscillations are aected by two-dimensional phenomena. As with one-dimensional problems,oscillations may arise because Dirichlet boundary conditions are dierent at the inow andoutow, but two-dimensional eects, in particular, nearness to the side boundaries, also inuencethe size and quality of the oscillations: the solutions tend to be rougher near the side boundariesthan in the middle of the domain. In addition, oscillations may arise if the boundary conditionsat the inow dier from those along the sides, even when the inow and outow boundaryconditions are the same.Finally, we note that one way to reduce the extent of oscillations is to add articial diusionin the streamline direction, using the so-called streamline-diusion method ([3], x9.7.2). Themethodology introduced in this paper can be used to develop insight into this discretisationtechnique. This topic will be treated in the companion paper [1].Appendix. The weight functions. We derive formulae for the boundary conditiondependent functions Fm(i), i = 1; 2; 3 in (3.6) for a bilinear Galerkin nite element approxima-tion.We begin with F1(i) =   tii :Using the notation of section 3, the vector t has entriesti = 8><>:  m3 ft(x1) m4 ft(x2); m4 ft(xi 1) m3 ft(xi) m4 ft(xi+1); i 2 f2; : : : ; N   2g m4 ft(xN 2) m3 ft(xN 1)19
and so the ith entry of t = V T t is ti = r 2N tiwhereti = [ m3 ft(x1) m4 ft(x2)] sin iN +N 2Xp=2 [ m4 ft(xp 1) m3 ft(xp) m4 ft(xp+1)] sin piN +[ m4 ft(xN 2) m3 ft(xN 1)] sin (N   1)iN=  m3 N 1Xp=1 ft(xp) sin piN  m4 N 2Xp=1 ft(xp+1) sin piN  m4 N 1Xp=2 ft(xp 1) sin piN= N 2Xp=2 ft(xp) m3 sin piN  m4 sin (p  1)iN  m4 sin (p+ 1)iN + ft(x1) m3 sin iN  m4 sin 2iN + ft(xN 1) m3 sin (N   1)iN  m4 sin (N   2)iN = N 2Xp=2 ft(xp) sin piN  m3   2m4 cos iN + ft(x1) sin iN  m3   2m4 cos iN + ft(xN 1) sin (N   1)iN  m3   2m4 cos iN ) ti =  N 1Xp=1 ft(xp) sin piN m3 + 2m4 cos iN  :Recalling from (2.3) that i = m3 + 2m4 cos iN ;we have F1(i) =  r 2N tii = r 2N N 1Xp=1 ft(xp) sin piN :By a similar argument, F3(i) =  bii = r 2N N 1Xp=1 fb(xp) sin piN :Finally, consider F2(i) = sii + i + i :Assuming that the left and right boundary functions are constant, that is,fl(yk 1) = fl(yk) = fl(yk+1)  fl; fr(yk 1) = fr(yk) = fr(yk+1)  fr;we have s1 =  (m2 +m4 +m6)fl = fl; sN 1 =  (m2 +m4 +m6)fr = fr :20
Hence the vector s = V Ts has entriessi = r 2N fl sin iN + fr sin (N   1)iN  = r 2N  fl + ( 1)i+1fr sin iN :As i + i + i = (m1 +m3 +m5) + 2(m2 +m4 +m6)Ci = 2(1  Ci);we obtain the expression F2(i) = r 2N hfl + ( 1)i+1fri sin iN21  cos iN  :For the special case where fl = fr , we have (see [7], 19.40)F2(i) = flr 2N [1 + ( 1)i+1] sin iN21  cos iN  = flr 2N N 1Xp=1 sin piN :References[1] Elman, H.C. & Ramage, A. In preparation.[2] Gresho, P.M. & Sani, R.L. Incompressible Flow and the Finite Element Method, JohnWiley and Sons, 1999.[3] Johnson, C. Numerical Solutions of Partial Dierential Equations by the Finite ElementMethod, Cambridge University Press, 1987.[4] Morton, K.W. Numerical Solution of Convection-Diusion Problems, Chapman & Hall,1996.[5] Roos, H.-G., Stynes, M. & Tobiska, L. Numerical Methods for Singular PerturbedDierential Equations: Convection-Diusion and Flow Problems, Springer-Verlag, 1996.[6] Semper, B. Numerical crosswind smear in the streamline diusion method, Comput. Meth-ods Appl. Mech. Engrg. 113 (1994) 99-108.[7] Spiegel, M.R.Mathematical Handbook of Formulas and Tables, Schaum's Outline Series,McGraw-Hill, 1990.[8] Swarztrauber, P.N. The methods of cyclic reduction, Fourier analysis and the FACRalgorithm for the discrete solution of Poisson's equation on a rectangle, SIAM Review 19(1977) 490-501.
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