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Abstract
In recent years, oxide materials have received great interest due to their potentially superior
properties, e.g., high optical transparency and electrical conductivity, for next generation optoelectronics.
To realize this, wide band gap semiconducting oxides are key components, not only as passive elements, but
also as active components in several device architectures. Therefore, controlling the electrical conductivity,
optical transparency, and band gap energy of the oxides is essential for the realization of oxide-based
electronics. Moreover, the phase transition of oxides, including atomic diffusion and defect distribution
can significantly alter their surface, interface, and bulk properties.
In this thesis, band gap modulation and growth features of a ZnO-based alloy, BexZn1−xO,
grown on Al2O3 substrates have been systematically studied by Be composition variations in the range
of 0 ≤ x ≤ 0.77 using a co-sputtering technique. Continuous lattice shrinkage from 5.23 to 4.80 A˚ and
direct band gap shift from 3.24 to over 4.62 eV were achieved as the Be concentration increased. During
the band gap modulation, significant particle pinning effects on the grain growth of the alloy films on
highly-mismatched substrate were found together with variations in grain size, orientation, and compo-
sition. Such grain boundary decorated by Be particles cause structural fluctuations and compositional
inhomogeneity in the alloy films. A correlation between the grain growth driving pressure and the particle
pinning pressure was formulated by modelling the Be-induced particle pinning to elucidate the observed
phase segregation. Furthermore, a comprehensive understanding of the thermodynamic characteristics of
the BexZn1−xO thin films determines the optimized growth condition, e.g., growth temperature of 400
◦C,
and sheds light on the effective band gap engineering with compositional homogeneity.
The thermodynamic characteristics of the phase transformation of metastable BexZn1−xO al-
loys have been extensively investigated. The induced phase transition initiates the formation of a highly
conductive layer at the interface and secondary phase nanoparticles at the surface. The origin of the
highly degenerate interface layers, which were identified by experimental data acquisition and mathemat-
ical modellings, has been addressed through a cation counter-diffusion mechanism with respect to the
strain relaxation, atomic redistribution, and charge accumulation in the transformed alloy system. The
highest interface conductivity, 1.4 × 103 S·cm−1, is comparable to the highest conductivities recorded
for highly-doped ZnO. The concurrence of transient diffusion and segregation of Be is responsible for the
evolution of energetically favourable secondary phase nanoparticles as a result of solid-state reactions at
the surface. The growth kinetics of the nanoparticles, the associated particle size-distribution, defect-
mediated atomic compensations, and their environmentally-robust functionalities (thermal and chemical
resistance) are taken into account based on the experimental observations and model calculations. This
novel phase transformation has been highlighted as an effective passivation and functionalization of re-
active oxide surfaces by the self-assembly of inert nanoparticles. Such spontaneous passivation allows
the use of semiconducting oxides in a variety of electronic applications, while maintaining their inher-
ent and intrinsic properties. This oxide phase transformation can provide new insights for the design of
environmentally-robust oxide optoelectronics in many transparent device integrations.
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Chapter 1
Introduction
1.1 Overview
Oxide materials have attracted a great deal of attention due to their spec-
tacular physiochemical properties in a versatile range of potential optoelectronic
applications, e.g., lighting applications (light emitting diodes, laser diodes, and op-
tical sensors), high electron mobility transistors, photocatalytic applications, gas
sensors, spintronics, and invisible electronics in many transparent materials and de-
vices. These have provided a number of potential opportunities for the realization
of highly-efficient device performance for next generation optoelectronic devices be-
yond the inherent limitations of group IV and III-V materials such as Si, GaAs and
even GaN [1–4].
Recent progress in oxide-based optoelectronics has triggered the improvement
in controlling oxide thin film growth, synthesis, and allowing the fabrication of var-
ious heterostructures, effective control of ionic polarities, intentional/unintentional
doping, and band gap engineering of these materials [4–8]. The surface and inter-
face properties of oxides give rise to a number of interesting physical and chemical
phenomena, such as band bending, Fermi-level pinning, surface reconstruction, and
highly accumulated/depleted charge carriers at oxide heterointerfaces [9–12]. These
are primarily associated with the distribution of a number of neutral or charged
point defects/impurities in distorted lattices, the removal of surface atoms, charge
redistribution (charge screening), and structural defects such as various dislocations
or planar defects/grain boundaries.
In principle, oxide materials can be generally categorized as highly mis-
matched compounds due to the large difference in the size and electronegativity
between the cation (less electronegative atom) and oxygen (high electronegative
atom) [13]. Such mismatch readily causes energetically favourable lattice defects
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such as cation/anion vacancies and the creation of localized energy states within
the band gap of oxide materials [8]. These strongly influence the electrical and op-
tical properties of the oxides. The formation of preferential defects such as oxygen
vacancies is predominantly dependent on the position of the Fermi level with respect
to the charge neutrality level (the Fermi stabilization energy) [14]. In many semicon-
ductors, hydrogen counteracts the majority carriers as either an interstitial donor
(H+) or an acceptor (H−) [15, 16]. For example, interstitial H (Hi) and substituted
hydrogen (HO) act as a source of electrons in wide band gap oxides [17–20]. The
formation of native defects such as cation interstitials and oxygen vacancies energet-
ically lies on the character of the oxides or growth conditions, e.g., cation- or anion-
rich growth conditions) with respect to the position of the Fermi level. Therefore,
a comprehensive understanding of the formation and balance of intrinsic/extrinsic
defects in oxide materials as defect engineering is of particular importance to gain
control over the properties of oxide materials to be functionalized in several oxide
applications.
Oxide-based heterostructures are made possible by advances in heteroepitaxy
and the growth of well-ordered atomic precision of oxide layers. These types of struc-
tures have shown a variety of functionalities due to their exotic interfacial properties
together with their versatile electronic phases (metallic, insulating, semiconducting,
superconducting phases, ferroelectrics, ferromagnets, etc) [6, 7, 21–23]. These artifi-
cial materials offer the possibility of discovering new physical phenomena and novel
device concepts. For instance, two-dimensional properties have been observed at
heterointerfaces confined between two band insulating complex oxides, polar pseu-
docubic LaAlO3(LAO) and non-polar SrTiO3(STO). Such polarity-mismatched in-
terfaces manifest not only metallicity and a high mobility two-dimensional electron
gases, 2DEGs, but also localized magnetism and superconductivity. These diverse
set of coexisting physical properties occur at the heterointerface and are localized
in a characteristically small length scale, 0.4 – 1 nm. Hence, the epitaxial growth
control of thin films (atomic ordering) on the atomic scale with respect to underly-
ing layers, is of prime importance to achieve atomically abrupt interfaces to study
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artificially designed oxide heterostructures.
This reveals that an appropriate selection of similar materials is essential in
conjunction with similar lattice sizes and other chemical properties, e.g., thermal
expansion coefficient, for the incorporation of these materials into the epitaxial het-
erostructures. However, in many cases, mismatched heterostructures, e.g., GaN and
ZnO films on Al2O3 or Si substrates, are inevitably employed for low-cost commer-
cial applications [24, 25]. Such lattice mismatches between the film and substrate
crucially affect growth dynamics and the resulting microstructural properties of the
oxide [26,27]. Substantial elastic strain arising from the high lattice mismatch read-
ily leads to the formation of three-dimensional columnar structures, lattice point
defects, and structural defects such as threading dislocations and planar defects to
minimize the free energy during the growth process. Structural defects are normally
formed at the interface to serve as a sink of point defects and extend throughout
the upper film, which can produce defect states in the band gap.
For the case of n-type GaN, edge dislocation cores, which are usually negatively-
charged, induce charge compensation and scattering effects acting as acceptor-like
trap states, resulting in the decrease in free electron concentration and transport effi-
ciency [28]. Moreover, most grain boundaries in ZnO-based films act as free-electron
trapping centres (double-Schottky barriers), strongly degrading the carrier transport
properties along the potential barriers and the electrochemical stability [29]. There-
fore, the type and geometry of structural defects similar to point defects significantly
influence the electric and optical properties of highly-mismatched oxide films. In
addition, during the alloy synthesis process, strain from the high lattice mismatch
hinders the solubility of a solute into the host oxide and the homogeneity of alloy
composition. This results in the displacement/localization of solute atoms, cor-
responding compositional fluctuation, and phase separation in highly-mismatched
alloys, predominantly due to a composition pulling effect to lower strain at the in-
terface. In this work, the above strain effects and the resulting phase separation
phenomena have been observed in highly-mismatched BexZn1−xO alloys grown on
Al2O3 which will be discussed in Chapters 4 and 5.
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Another significant aspect of oxide materials is the possibility of band gap
engineering in a multitude of applications which requires for specific band gap en-
ergies and/or designing efficient quantum structures with appropriate alignment of
the conduction and valence bands of the two different materials in the a hetero-
junctions. Such induced quantum effects such as quantum confinement effects and
integer/fractional quantum Hall effects can be applied for the enhancement of op-
toelectronic performance, for example, in light emitting diodes (LEDs), laser diodes
(LDs), solar cells, and heterojunction bipolar transistors [3, 30–32]. In principle,
the tunability of the band gap of oxides can be achieved by; (i) the incorpora-
tion of other oxide species into the host as a varied chemical composition, (ii)
strain-induced transition in their crystal structures and variations in the density-
of-states, effective strain engineering, and (iii) size-dependent energy confinement
on a nanoscale [33–36]. By compositional substitution in the host, the band gap
energy, conduction/valence band orbitals, and chemical stability can be modulated
to satisfy the criteria with respect to a phase miscibility gap. The conduction and
valence bands for different chemical group compound materials are based on the
ionization potential and electron affinity of the constituent elements.
For the case of a typical binary oxide semiconductor (non-transition metal
oxides), the conduction band minimum (CBM) states are made of the spherically
extended s-orbitals of the metal cations and their overlaps with neighboring metal
s-orbitals, while anions (p-orbitals of O2−) contribute more strongly to the valence
band maximum (VBM) states [37]. The incorporation of different cations (anions)
into the host oxide can greatly influence the conduction (valence) band and, hence,
tailoring of the band gap of oxides is possible and composition-dependent. An
increase (decrease) in the band gap energy of the host material is obtained by
incorporating solute content of a larger (smaller) band gap material. For example,
in a ternary alloy regime, the band gap energy of an AxB1−xO, Eg(AxB1−xO), can be
monotonically tailored to the band gap of the binary compound AO, Eg (AO), from
that of the host BO,Eg (BO) as A composition, x, increases. A linear variation in the
lattice constants of the AxB1−xO alloys is typically a function of the A solute content
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according to the Vegard law [38]. However, the band gap energy of the alloys varies
non-linearly and, thus, a quadratic variation is typically used to include a bowing
parameter, b, as follows
Eg(AxB1−xO) = xEg(AO) + (1− x)Eg(BO)− bx(1− x) (1.1)
Such non-linear (bowing) effects on the band gap variation occur mainly by struc-
tural and electronic factors: (i) the volume deformation as a result of the varied
lattice constant which alters the electronic band structure based on Bloch theo-
rem, (ii) the internal structural relaxation of the cation-anion bond lengths and
bond angles caused by the different size of ions, and (iii) the electronegativity dif-
ference (changed lattice enthalpies/madelung energies in ionic solids) between the
constituent elements which varies the electron distribution [39, 40]. Note that no
band gap variation, i.e., no band gap shift of a host material, occurs by impurity
doping into the crystal structure of the material as impurities predominantly create
local electronic energy states within the host band gap that trap/donate electrons.
In optical experiments, such local impurity levels cause emission/absorption of pho-
tons at lower energies compared to the optically induced band-to-band transition
in the host material [8, 41, 42]. In this thesis, doping effects of Be on the band gap
tunability of ZnO-based alloys, BexZn1−xO, are extensively investigated in conjunc-
tion with the corresponding variations in their physical, chemical, electronic and
thermodynamic properties.
1.2 General properties of ZnO-based materials
Since the discovery of semiconducting zinc oxide (ZnO) by Fritsch in 1935 [43],
the material has received great attention over past few decades because of a vari-
ety of promising properties; including a wide direct band gap (Eg = 3.37 eV), high
transparency in near UV spectral range, and a large free exciton binding energy
(≈ 60 meV) [43, 44]. Beyond the success of III-nitrides (e.g. GaN) in optoelec-
tronics, ZnO has also been expected to provide opportunities for the fabrication
of highly efficient optoelectronic devices, especially light emitting diodes, transpar-
ent field effect transistors, and UV sensors. Moreover, intrinsic n-type electrical
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properties of ZnO-based materials can be used as integrated materials in many
transparent electronic applications [2, 45]. ZnO is also available in large-size bulk
single crystals which can serve as substrates after the recent advances of crystal
growth techniques [8]. These advantages have opened a window for the fabrication
of homostructured ZnO devices and hence ZnO has been regarded as a complement
or alternative to GaN in some optoelectronic applications.
Among the possible crystal phases (wurtzite structure, metastable zinc-blende
and rocksalt structures), ZnO commonly crystallizes in the wurtzite crystal struc-
ture similar GaN, which is the most thermodynamically stable phase under ambient
condition due to strong bond polarity (electrostatic interactions) between the Zn
cation and O anion atoms. In the wurtzite structure (a hexagonal close packed
Bravais lattice, P63mc space group), each Zn cation is surrounded by four O an-
ions, and vice versa in a tetrahedral coordination as shown in Fig. 1.1a. In the
electronic band structure of covalent (ionic) ZnO binding, the valence band states
are composed of the bonding hybridized sp3: Zn 4s + O 2p orbitals or O 2p3 or-
bitals (mainly by 2p states of O2−) and the conduction band is formed of the empty
antibonding sp3 orbitals: Zn 4s + Zn 4p (mainly by Zn 4s states of Zn2+) [37].
The equilibrium in-plane and out-of-plane lattice parameters for wurtzite ZnO are
a = 3.2495 A˚ and c = 5.2069 A˚, respectively. The tetragonal ionic radii of Zn2+ and
O2− are 0.60 A˚ and 1.38 A˚, respectively. Wurtzite ZnO has non-centrosymmetric
crystal structure dominated by four low Miller surfaces: the nonpolar (101¯0) and
(112¯0) surfaces, and the polar Zn-terminated (0001)-Zn and O-terminated (0001¯)-O
surfaces (Fig. 1.1c) [46, 47]. These two polar surfaces are the terminating planes of
a stacking sequence of hexagonal Zn and O layers along the crystallographic c-axis
[0001] with alternating distances, R1 = 0.61 A˚ and R2 = 1.99 A˚, which is the so-
called “Tasker-type III ”: the unit cell is made of alternating layers of positive and
negative ions. The two polar surfaces are energetically unstable. In an ionic model
of ZnO with the charges +Ze and -Ze to the Zn and O ions, a dipole moment of
md = NZe(1 − 2u)c/2, where e is electronic charge, u = 0.375 is the internal
structural parameter, and c is the out-of-plane lattice parameter of the wurtzite
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Figure 1.1: (a) Wurtzite ZnO unit cell including the tetrahedral coordination between
Zn (red) atoms and the neighboring O (grey) atoms. (b) Representation of a 5 × 5
supercell structure for ZnO(0001)-Zn polar surface with lattice constant, a. Wurtzite
symmetry elements, Zn and O, are shown with lattice parameters a = b 6= c and the
angle of the lattice vectors (α = β = 90◦ and γ = 120◦). (c) Schematic side view of
the Zn-terminated (0001) and O-termianted (0001¯) polar surfaces of wurtzite ZnO along
the z-axial direction and the <112¯0> zone axis. ZnO has a non-centrosymmetric crystal
structure that is composed of alternate layers of positive and negative ions by a stacking
sequence along the z-axis with different distances, causing a spontaneous polarization,
P s. A net dipole moment across N double layers occurs within the slab. (d) Spatial
variations of the induced electrostatic field, E, and potential, V , in the slabs generated
along the polar direction before (upper graph) and after (lower graph) surface relaxation.
(e) Schematic illustration of the tilted band structure by the induced internal electric field
and the subsequent fractional charge transfer from the O- to Zn-terminated surface of
the slab. This corresponds to the reduction of the ionicity of the Zn and O ions at each
surface layer and the metallic polar surfaces depending on the band gap, Eg and the slab
thickness, d.
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lattice, occurs across the slab of N double layers. The corresponding spontaneous
polarization is P s = Ze(1− 2u) and the electric field inside the slab is E = -4πP s.
This gives rise to a diverging electrostatic potential within the slab thickness. Thus,
a shift of the electronic levels (a tilt of the band structure) relative to the Fermi
level arises, i.e., the uppermost valence band energy state close to the O-terminated
surface becomes higher than the lowest conduction band state at the Zn-terminated
surface. Consequently, a fractional charge transfer of half an electron occurs from the
valence band at the O-terminated side to the conduction band at the Zn-terminated
side, corresponding to a reduction of Zn+3/2 and O3/2− [46,48]. This is referred to as
“the metallization of polar surfaces”. However, such a surface stabilization phenom-
ena by the formation of a metallic surface state has not yet been observed/verified
experimentally as an infinite potential difference between both surfaces is unreal-
istic just as an oversimplistic ionic model. The energy cost is also quite high. In
most practical cases, the stabilization processes of the polar surfaces to compen-
sate their ionic excess charges usually occur through: (i) a modification of surface
layer composition as a surface reconstruction, e.g., removal of 1/4 Zn atoms at the
Zn-terminated surface, or (ii) adsorption of impurities such as water molecule, e.g.,
1/4-monolayer O2− or 1/2-monolayer OH-group at the surface [46, 48, 49]. In this
work, similar stabilization behaviors have been observed at the polar surface of the
ZnO and BexZn1−xO alloy films. X-ray photoemission spectroscopy results have
been carefully considered to take into account atomic removal, chemical adsorption,
and the associated atomic composition of the stabilized polar surfaces.
ZnO normally shows n-type characteristics due to the presence of intrin-
sic/extrinsic defects such as Zn interstitials (Zni), O vacancies (VO), n-type Hi
although the origin and interpretation of shallow donor defects are a long-standing
controversy [8]. The n-type conductivity of undoped ZnO is strongly dependent on
the degree of unintentional doping from experimental conditions, e.g., growth con-
ditions or post treatments. Therefore, controlling the intrinsic conductivity of semi-
conducting or degenerate ZnO has remained a major issue in many optoelectronic
devices. A fundamental understanding of the role of native defects in ZnO is there-
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fore deemed essential. For example, VO defects have long been considered the most
probable donor source in ZnO. However, recent theoretical and experimental stud-
ies using density functional theory (DFT) calculations and electron paramagnetic
resonance measurements, found that oxygen vacancies cannot contribute electrons
to the conduction band due to their energy position deep in the band gap [50]. D.
C. Look suggested that Zni create shallow defect levels around 31 – 37 meV below
the conduction band edge possibly acting as a shallow donor in ZnO [51,52]. Others
(C.G. Van de Walle and D. M. Hofmann) also predicted that the most relevant shal-
low donor is hydrogen introducing a defects level ≈ 35 meV below the conduction
band edge [17,53]. Hi are usually unintentionally present in the ZnO lattice during
growth processes and most likely form as OH bonds along side O atoms. In many
theoretical studies, the formation energy of donor-like defects in n-type ZnO is lower
compared to that of acceptor-like defects. As a simple example, in the Zn-rich (O-
rich) condition, the formation of VO (VZn) becomes dominant. The formation of
n-type defects in ZnO is correlated with the position of the charge neutrality level
(CNL), i.e., the energy at which defect states change from donor-type to acceptor-
type with reference to the Fermi level. This causes the persisting difficulty to p-type
doped ZnO due to the self-compensation effect by residual donor-like defects. This
has led to critical obstacles in achieving highly efficient and reproducible ZnO-based
optoelectronics [54–56].
Band gap engineering and designing quantum structures in ZnO are of pro-
found importance. An effective quantum confinement effect can be achieved by the
formation of quantum wells by subsequent stacking of energy barriers and well lay-
ers. The band gap energy change is dependent on the size and chemical property of
the substituted cations whose s-orbitals predominantly shift the conduction band
states [57]. Hence, the band gap energy of ZnO can be larger (smaller) by alloying
with MgO and BeO (CdO) as shown in Fig. 1.2a. To obtain wider band-gap energies
in ZnO-based materials, A. Ohtomo et al. first proposed that the band gap energy
(Eg) of MgxZn1−xO could be tuned from 3.3 (ZnO) to 7.8 eV (MgO) by substitu-
tion of Mg into Zn lattice sites in the wurtzite structure [33]. The alloying process,
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Figure 1.2: (a) Band gap energies, lattice parameters, and crystal structures of selected
II-VI compounds (CdO, MgO, and BeO) for the band gap engineering of ZnO compared
to that of GaN. (b) Phase separation in MgxZn1−xO at the Mg mole fraction of around
x = 0.36, shown in the upper graph. The lower panel shows variations in the band gap
energy of wurtzite ZnO up to that of WZ BeO as a function of Be concentration. The
non-linear band gap energy change of BexZn1−xO as a function of Be composition is
due to the bowing effect with the bowing constant, b. (c) A photograph image of light
emission generated from a ZnO-based LED with a turn-on voltage of ≈6 V (the rectifying
current-voltage curve in the bottom-right inset) and injection current of 100 mA. The
corresponding device structure schematically shown in the inset is designed by n-type
ZnO (Ga-doped ZnO)/active layer (multi-quantum wells, MQWs, by a stacking sequence
of Be0.2Zn0.8O and ZnO layers as energy barriers and well layers for carrier confinement)/p-
type ZnO (As-doped ZnO). Different multi-layered metals of Al/Au (Ni/Au) are applied to
achieve Ohmic contacts on the n-type (p-type) ZnO layer. The bottom-left inset illustrates
a light (hν) emission mechanism generated by the recombination of confined electrons, e,
and holes, h, inside the BeZnO/ZnO MQWs. The charge carriers in the MQWs are
supplied by the n- and p-type ZnO layers in an applied electric field.
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however, was limited to x ≤ 0.36 due to a phase transition from the hexagonal
structure of ZnO to the rocksalt structure of MgO at higher concentrations (see the
upper panel in Figure 1.2b).
Ryu et al. suggested that the Eg could be fully modulated by alloying with
BeO (Eg = 10.6 eV) without a structural phase transition owing to the fact that the
two materials have the same hexagonal symmetry (see the lower panel in Fig. 1.2b)
[58]. Subsequently, a BexZn1−xO-based multi-quantum-well structure was designed
by periodically stacking ZnO wells with Be0.2Zn0.8O barriers, resulting in UV light
emission generated from a conventional LED structure (Fig. 1.2c) [58]. After this
demonstration, Klingshirn et al. highlighted possible compositional fluctuations and
local segregation of Be to the ZnO interfaces in the quantum well device struc-
tures [59]. While there are relatively few growth studies, in previous studies, growth
of BexZn1−xO ternary thin films using various growth methods resulted in poor
quality crystals due to the tetrahedral ionic radius of Be2+ (0.27 A˚) being much
smaller than that of Zn2+ (0.60 A˚) [60–63]. This size difference possibly leads to a
change in the crystal space group from hexagonal (P63mc) to other crystal symme-
tries, e.g. orthorhombic (Pmn21 or Pna21) or zinc-blende (F43m) [64]. Additionally,
a miscibility gap in the BexZn1−xO alloy system can lead to thermodynamic insta-
bilities such as compositional fluctuations or phase segregation [65]. Finally, con-
siderable strain arises from the lattice mismatch between the epilayer film and the
substrate. The interface normally favours a three-dimensional (3D) growth mode,
resulting in columnar growth, mixed orientations, and a relatively rough surface
morphology [66, 67]. Although some studies predicted such phase instabilities on
BexZn1−xO alloys, only limited studies have been reported to date. Hence, a deeper
understanding of the fundamental nature on BexZn1−xO alloy system is required in
many physical points of view for their potential applications.
1.3 Organization of the thesis
In this thesis, BexZn1−xO alloys are investigated from the point of view of
the band gap engineering, phase stability, defect formation, and functional phase
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transformations. Following this introduction, Chapter 2 reviews the general back-
ground of the nucleation theory, epitaxial growth, and growth mechanisms of thin
films. An overview of the theoretical approximations to the formation of electronic
bands, their defect- or dopant-induced variations, and space-charge-associated ac-
cumulation layers and the resulting band bending are also introduced. Chapter 3
outlines the experimental techniques (growth and characterization methods) used
in this work and the computational methods for theoretical simulations. Chap-
ters 4 and 5 present the band gap engineering and growth kinetics of BexZn1−xO
thin films in conjunction with the potential impact on the thermodynamic phase
transformations. In Chapter 6, thermally induced phase transformation and the
resulting formation of a charge accumulation layer in metastable BexZn1−xO alloy
films are extensively explored. Hereafter, all of the transformed BexZn1−xO alloys
are referred to as BZO in this thesis. Chapter 7 details the growth kinetics and
particle size distribution of secondary phase oxide nanoparticles formed in phase-
transformed BZO films along with the functionalization of reactive oxide surfaces.
Chapter 8 summarizes the contributions of this work with a view to future studies.
Chapter 2
Theoretical Background
2.1 Crystal growth
2.1.1 Introduction
This thesis is concerned with the growth of oxide thin films and their physical
properties such as structural, optical, electrical, electronic, etc. Understanding of
the growth kinetics and formation of the oxide thin films in terms of thermodynamics
and phase transformations is profoundly important to control the surface morphol-
ogy, crystallinity, defect distribution, and the variations in their physical properties.
Therefore, this chapter attempts to provide details and theoretical background of
the nucleation-and-growth, and the epitaxial growth mechanisms of thin films, with
particular focus on strain engineering in dissimilar materials.
2.1.2 Thermodynamics and the nucleation theory
A fundamental understanding of the thermodynamics of materials is essen-
tial for the study of phase transformations in many material systems. This typically
gives us a phase diagram of the system which is associated to the thermodynamic
stability in various states, e.g., temperature versus pressure coordinates [68–70].
The approaches also provide insights for the depiction of physiochemical reactions
and kinetics especially in solid-state materials. In 1876, J. W. Gibbs postulated
that the growth of a new phase from an existing phase is initiated by the formation
and subsequent spontaneous growth of the smallest stable new-phase cluster [68,71].
The formation of the smallest stable clusters (or critical nuclei) is a result of the so-
called nucleation. The phase transformation from an initial state in thermodynamic
equilibrium occurs by a change in the variables such as pressure and temperature,
resulting in the lowest total energy configuration of the final state in a given sys-
13
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Figure 2.1: The variation of ∆G as a function of nuclei size, r, for a homogeneous nucleus.
∆G∗ and r∗ are the activation barrier and critical size for the nucleus, respectively. Aγ
is the interface energy, V∆GV is the volume free energy, and V∆Gs is the misfit strain
energy.
tem [72, 73]. Additionally, other phase configurations in the so-called metastable
equilibrium states occur by a local minimization in the total free energy of the sys-
tem. As mentioned above, any transformation results in a decrease in the Gibbs
free energy, G, following the necessary criterion; ∆Gαβ = Gα – Gβ < 0, where Gα
and Gβ are the free energies of the initial and final states, respectively. In general, a
change in G of a given system is described by variations in temperature T , pressure
P , and molar quantities of the solutes, ni, as
dG = −(∂G/∂T, Se)P,nidT + (∂G/∂P, V )T,nidP + Σ(∂G/∂ni)T,P,n(i 6=j)dni, (2.1)
where Se is the entropy of the system and V is the volume. A negative entropy
implies that G decreases with increasing T at a rate given by Se, whereas G increases
with P . If T and P are constant, Eq. 2.1. can be rearranged as
dG = Σ(∂G/∂ni)T,P,n(i 6=j), (2.2)
where the constant of proportionality, (∂G/∂ni)T,P,n(i 6=j) is the partial molar quan-
tity, namely, the partial molar free energy of i, dni, added to a large amount of the
phase at a constant T and P . This is known as chemical potential, µi.
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In the classical nucleation theory, the formation of a secondary phase typically
results from nucleation or spinodal decomposition [68]. The difference (decrease)
in the free energy between two distinct phases, e.g., the condensation of vapour
to form liquid and solidification of vapour or liquid to a solid crystal, provides the
driving force for such phase transformations. In the solid state, the majority of phase
transformations occur by thermally activated atomic movements regarded as atomic
diffusion. During the initial stage of the nucleation processes, a small amount of the
new phase is formed, which is called the embryo [74]. Embryos or smaller clusters
are unstable with increasing G until they reach a critical particle size (so-called
nuclei) due to their their high surface-to-volume ratio [75, 76]. Beyond the critical
size, where the energy stabilizes, the size of the particles becomes bigger through
further growth. This is driven by atomic diffusion in which atoms migrate across the
interface between the newly-formed and initial microstructures and form into a more
stable new phase. Therefore, the characteristics of the nucleation and subsequent
growth are dependent on the reaction kinetics including: (i) reaction time; (ii)
temperature; (iii) stress between new and initial phases; (iv) composition; atomic
volume; and shape of the new phase; (v) orientation relations, and (vi) energetic
stabilization.
There are two representative types of nucleation, namely, homogeneous and
heterogeneous. Homogeneous nucleation is the spontaneous formation of critical
nuclei from isolated atoms (monomers) of the initial phase, while heterogeneous
nucleation is the occurrence of the new phase nuclei on other solutes (impurities)
at pre-existing surfaces to minimize the free energy in a given system. The ho-
mogeneous nucleation takes place in the interior of a uniform phase within a solid
by a spherical nucleus of a radius, r, to simplify the theoretical derivation. The
interface at the boundaries of initial (α) and new (β) phases is formed when the β
phase is nucleated. The change in the total free energy (∆Gαβ) associated with the
nucleation process can be determined by [68]
∆Gαβ = −4πr
3
3
(∆GV −∆Gs) + 4πr2γαβ, (2.3)
where ∆GV is the change in the Gibbs energy per volume during the transition from
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α to β, γαβ is the isotropic interfacial energy, and ∆Gs is the misfit strain energy per
unit volume of β. The associated strain energy, ∆Gs, is proportional to the volume
of both coherent and incoherent β phase inclusions, which do not fit perfectly in the
space originally occupied by the matrix. The strain energy can also be estimated
according to the relation: ∆Gs = 6ηαXf
2 [X≡3ǫβ/(3ǫβ+4ηα)], where ǫβ and ηα are
the bulk modulus of the β phase and shear modulus of α phase, respectively [77].
f is the misfit strain originated from the difference in the lattice constants of the
α and β phases. The change in the free energy is shown as a function of r in
Fig. 2.1. The minimization of ∆G with respect to r yields the critical size of the
nuclei (equilibrium size of r = r∗). From the condition, d∆Gαβ/dr = 0, the critical
size, r∗, and the activation energy of formation, ∆Gαβ, of such nuclei for the phase
transition can be determined by
r∗ = 2γ/(∆GV −∆Gs), (2.4)
∆Gαβ = 16πγ
3/3(∆GV −∆Gs)2. (2.5)
According to this energy configuration, the critical size of the nuclei is defined
by the counterbalance of the decrease in ∆Gαβ due to the formation of the secondary
phase β, and the increase in ∆Gαβ due to the increase in the boundary surface and
misfit strain between α and β phases. Note that the effect of the misfit strain energy
is related to the effective driving force for the transformation to (∆GV −∆Gs).
In most solid-state transformations, nucleation occurs heterogeneously and
the preferential nucleation sites are non-equilibrium defects such as atomic va-
cancies (especially at high temperature), grain boundaries, dislocations, stacking
faults, inclusions, free surfaces, etc (Fig. 2.2a). These lattice and planar defects
increase the free energy of a material considering the variation in their enthalpies
and entropies [68, 78]. Hence, the creation of heterogeneous nuclei annihilates the
non-equilibrium defects, lowering the activation energy barriers and facilitating the
nucleation processes. The change of the free energy, ∆Gαβ, associated with the
heterogeneous nucleation is given by
∆Gαβ(Het) = −V (∆GV −∆Gs) + Aγαβ −∆Gd, (2.6)
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Figure 2.2: (a) A Schematic of the heterogeneous nucleation of β precipitates out of the
matrix, α. (b) The critical nucleus size, r∗, for heterogeneous grain boundary nucleation.
During the nucleation process to minimize the surface free energy (see Eqs. 2.6 and 2.7),
the α/α grain boundary is destroyed with a relation of γαα = 2γαβcosθ. Here, γαα, γαβ,
and θ are the α/α grain boundary energy, the α/β interfacial energy, and a wetting angle of
the two spherical caps. (c) and (d) AFM tapping phase images of a BZO film annealed at
600 ◦C. The red-dot square area in (c) corresponds to (d). Most heterogeneous nucleation-
and-growth of the secondary phase BeO nanoparticles (white circles) occurs along the grain
boundaries (black-shadow lines).
where A is the area of the β/α interface and ∆Gd is the released free energy by the
removal of defects, which are favourable sites for the nucleation. Here, we examine
a heterogeneous nucleation at the grain boundaries in a solid. Apart from the effect
of any misfit strain energy, the optimum embryo shape should be formed by the
minimization of the total interfacial free energy. Assuming γαβ to be isotropic and
equal for both grains, the shape of an incoherent grain boundary nucleus is two
spherical caps with a wetting angle θ as shown in Fig. 2.2b. The excess of the free
energy associated with the embryo is therefore given by
∆Gαβ(Het) = −V (∆GV −∆Gs) + Aαβγαβ − Aααγαα, (2.7)
where V is the volume of the embryo, Aαβ is the area of the α/β interface with the
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Figure 2.3: (a) A comparison in the excess free energy of nucleus, which is required
for homogeneous, ∆G(Hom), and heterogeneous, ∆G(Het), nucleation. The activation
energy barrier for the heterogeneous nucleation, ∆G∗(Het), is smaller than that for the
homogeneous nucleation, ∆G∗(Hom), but the critical nucleus radius, r∗, is independent.
(b) The wetting angle dependent activation energy for heterogeneous nucleation relative
to homogeneous nucleation.
interfacial energy γαβ, and Aαα is the area of the α/α grain boundary of energy γαβ,
which is annihilated by the grain boundary nucleation processes. The activation en-
ergy barrier for the heterogeneous nucleation can be given by ∆G∗(Het) = ∆G∗(Hom)
S(θ), where S is a shape factor. Note that the critical radius of the spherical capes,
r∗ = (2γαβ/∆GV), is independent on the α/α grain boundary. It is because the
equilibrium across the curved α/β interface is unaffected by the α/α grain bound-
ary. Furthermore, the model breaks down as the wetting angle becomes zero, θ = 0◦.
According to the wetting-angle-(cosθ)-dependent free energy of the heterogeneous
grain boundary nucleation compared to homogeneous type, ∆G∗(Het)/∆G∗(Hom),
grain boundaries (or grain edges and corners) are, therefore, active heterogeneous
nucleation sites for incoherent precipitates with lower γαβ and lower activation bar-
rier energy [see Figs. 2.2c,d and 2.3]. These heterogeneous nucleation phenomena
and the subsequent growth of secondary phase particles along the grain boundaries
are observed experimentally and discussed in Chapters 6 and 7.
The nucleation of particles is influenced mainly by: the total number, n0,
of arriving atoms at nucleation sites per volume of the system; thermally activated
adatoms; and the excess free energy associated with the formation of the nucleus
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Figure 2.4: Diffusion of monomers to form dimer, trimer, and eventually critical sized
clusters composed by n atoms. Here, fn and gn are the attachment (red-arrow) frequency
and detachment (blue-arrow) frequency of the monomers.
onto immobile clusters [68,74,79]. The formation of the nuclei or clusters is a result
of encountering thermally-diffused other atoms and attachments and detachments of
atoms. In Volmer and Weber′s theory, the nucleation rate, nr, under supersaturation
condition was estimated to be [68,80];
nr = fcn0exp(−∆Gc/kBT ), (2.8)
where fc and Gc are the attachment frequency of monomers to the critical-size nuclei
and the formation energy of the critical-size nucleus. This relationship can be only
valid for r < r∗ as clusters bigger than the critical nucleus size form stable nuclei.
Moreover, nr decreases exponentially with ∆Gc, and thus the probability of bigger
nuclei forming decreases. As a result, n0exp(−∆Gc/kBT ) represents the equilibrium
number of the nuclei with a critical size, r∗. During the nucleation processes based
on further developed models of the classical nucleation theory (by Farkas, Becker,
Do¨ring, Zeldovich, and Frenkel), the formation of the nuclei or clusters is modelled
by monomer fluctuations as shown in Fig. 2.4
During the nucleation processes, clusters of n atoms are formed by the growth
and shrinkage of clusters, namely, the growth of clusters of n-1 atoms and the shrink-
age of clusters of n+1 atoms. The clusters of n atoms disappear by both growth
and decay into the clusters of n+1 atoms and clusters of n-1 atoms, respectively.
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Hence, the time-dependent density, Nn(t), of clusters of n atoms is given by
dNn(t)
dt
= Dn(t)−Dn+1(t), (2.9)
where Dn (t) is the net flux of clusters described as
Dn(t) = fn−1Nn−1(t)− fnNn(t) + gn+1Nn+1(t)− gnNn(t), n = 2, 3, ..., (2.10)
where fn (gn) is the attachment (detachment) frequency or rate of monomers to
(from) the clusters composed of n atoms. In Eq. 2.10, evaporation (or re-evaporation
for the case of depositions), direct impingement of arriving atoms onto clusters, or
coalescence of clusters are neglected. When the attachment and detachment frequen-
cies are the same, a steady-state density of the clusters occurs as Dn (t) = Dn+1
(t). Here, it should be noted that while Volmer-Weber theory considers the density
of critical-size nucleus under the equilibrium state (the formation of the critical-size
clusters by monomer fluctuations), the Becker-Do¨ring theory also takes into ac-
count the nucleus density during the steady-state nucleation reactions (considering
the detachment of monomers from the critical-size cluster and the resulting forma-
tion of subcritical-size clusters) [81]. Consequently, the nucleation rate is expressed
by adding a kinetic prefactor, X, to Eq. 2.8,
nr = fcn0Xexp(−∆Gc/kBT ), (2.11)
whereX = (− 1
2πkBT
∂2G
∂n2
)0.5 is the Zeldovich factor [82]. The Zeldovich factor accounts
for the fact that the critical-size cluster has an equal probability of either growth
or shrinkage with respect to the multiple crossing and re-crossing of the free energy
barrier. This is because the flatter free energy region near the energy barrier has
more diffusive nucleation dynamics and lower nucleation rate. The Bocker-Do¨ring
theory is corrected by Kampmann and Wagner taking into account the incubation
time, which is approximated from the supersaturating parent phase to the formation
of new-phase clusters of the critical size [83].
In this solid-state classical nucleation theory (CNT), the thermodynamic
driving force for spontaneous phase transition is the exothermicity of lattice for-
mation [84]. The diffused/segregated monomers, therefore, can predominantly re-
act with other monomers/clusters to form a more thermodynamically stable phase.
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This results in the effective formation of the nuclei at energetically favourable sites
such as defective surface and grain boundaries to minimize their free energies.
Kinetics of the particle nucleation reaction can be described by the steady-
state rate of nucleation in the Arrhenius form of J ≈ exp(-Ea/kBT )·exp(-∆G(r)/kBT ).
The first exponential term reflects the kinetic barriers with activation energy (Ea)
for the atomic rearrangements and disolvation [84,85]. The kinetic factor is typically
varied by temperature to influence the nucleation kinetics. The second term is the
thermodynamic energy barrier or the total free energy change, ∆G(r). Thus, the
critical free energy, ∆Gc, and radius of the nucleus, r
∗, can be defined as
∆Gc =
16
3
πγ3
∆G2V
, (2.12a)
r∗ = −2γ∆GV = 2γvm
kBT ln(S)
, (2.12b)
where vm is the molar volume of the bulk crystal. The CNT explains that the
kinetics of particle nucleation originate from the induced supersaturation of so-
lutes at the surface and the ensuing energetically stable chemical reactions. The
subsequent growth stage of the particles can be approximated by various growth
dynamics of the particles [86–89]. The critical radius, r∗, represents the minimum
size of stable nuclei with a critical free energy that can endure and grow further:
values below r∗ resulting in the dissociation of the particles. Due to an inverse pro-
portionality between supersaturation, S, and r∗ in Eqs. 2.12a and b, the particle
radius increases with decreasing S as temperature increases. This leads to a shift
in the critical particle radius toward larger particles, and a decrease of the particle
growth rate. Such nucleation-and-growth has been addressed by several mechanisms
such as burst nucleation by diffusion growth and simultaneous nucleation, i.e. nu-
cleation occurs rapidly by the injection of solutes (monomers) and continue until
the temperature and solute concentration drop below a critical energy barrier, the
growth/dissolution, and coarsening (Ostwald ripening: OR) mechanisms, the ag-
gregation and/or oriented attachment of smaller particles [90, 91]. In the classical
description of OR derived from Lifshitz, Slyozov, and Wagner (LSW) theory for the
particle growth under low supersaturation and quasi-steady-state limit, the driving
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force of OR is a decrease in the solubility of particles with increasing their radius,
r, described by the Gibbs-Thomson relation: [92, 93]
Cr = C
0
Bexp[
2γvm
ℜTr ] ≈ C
0
B[1 +
2γvm
ℜTr ], (2.13)
where Cr, C
0
B, and ℜ are the solubility of the particle, the corresponding solid
bulk, and the universal gas constant, respectively. The coefficient, is the so-called
capillary length, 2γvm/ℜT , which is a measure of the size effect on the chemical
potential of a particle (curvature-induced solubility) [94]. This equation indicates
that OR processes are driven by the size discrepancy of the particles as the growth
of larger particles is at the expense of smaller dissolving particles due to the high
solubility and surface energy of the smaller particles. In the LaMer mechanism [92,
95], the nucleation-and-growth of particles follows two dominant mechanisms: (i) the
transport of arriving monomers from the bulk onto the crystal surface, “diffusion-
controlled growth”, and (ii) the curvature-induced surface reaction of the particles,
“reaction-controlled growth”based on OR. In the former, all monomers participate
in the nucleation processes and thus the mean NP size is dependent on S (Eq. 2.15),
while the latter mechanism is particle size-dependent. The size-dependent growth
rate of the spherical particle with the radius, r, is generally given by
dr˜
dτg
=
S − exp(1/r˜)
r˜ +Kexp(α/r˜)
, (2.14)
where
r˜ =
ℜT
2γvm
r, (2.15a)
τg =
ℜ2T 2DrC0B
4γ2vm
t, (2.15b)
K =
ℜT
2γvm
Dr
k
. (2.15c)
Here, α is the transfer coefficient for the precipitation/dissolvation reaction (0 <
α < 1); r˜ and τ are the dimensionless particle radius and time, respectively; K is
the so-called Damko¨hler number and a dimensionless kinetic-limiting factor which
indicates whether diffusion rate (Dr) or reaction rate (k) dominates the growth
reaction.
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Therefore, two distinct growth modes, diffusion-controlled growth and surface
reaction-controlled growth, can be determined primarily by the S and K factors in
conjunction with the particle size distribution (PSD). Monomer diffusion is the rate-
liming step with S ≫ 1 and/or K ≪ 1 as the monomers transported from the bulk
of the film rapidly bind onto the surface of the particles. The smaller particles grow
much faster than the larger ones, leading to the narrowing of the size distribution.
On the other hand, when S ≪ 1 and/or K ≫ 1, curvature-induced surface reaction
of the particles is dominant as the smaller particles are thermodynamically less stable
according to Gibbs-Thomson effect and in turn they are shrinking and eventually
disappear. This usually results in a broad size distribution (broadening) of the
paricles.
Such nucleation-and-growth of particles and distinct particle size distribution
depending on growth kinetic parameters has been observed during the phase tran-
sition of metastable BexZn1−xO alloys. The associated growth mechanism of the
secondary phase particles are discussed in Chapter 7.
2.1.3 Thin film growth
Thin films applicable for the fabrication of electronic devices are required to
be atomically smooth and flat at their surfaces and interfaces. The formation of such
films along with the underlying solid-state substrate strongly relies on the growth
kinetics and subsequent crystallization considering the thermodynamic equilibrium,
atomic diffusion, nucleation, epitaxial relation between an upper film and underlying
layer, and so on [70]. Therefore, an atomistic approach to the growth kinetics is
required to associate variables such as substrate temperature, deposition rate, and
critical film thickness. In the thermodynamic aspects, heterogeneous nucleation of
a solid on a bare surface of planar substrate is considered. The structural formation
begins with forming atoms (adsorbates) in the vapour phase, creating aggregates
composed of dense clusters which can either grow in size or dissociate as shown in
Fig. 2.5.
During vapour-phase processes, two independent processes, which are nucle-
Chapter 2. Theoretical Background 24
γ
γ
S 
te
tion
Figure 2.5: A schematic of nucleation of spherical cap on a planar substrate via basic
atomistic processes. During the vapour deposition, adatoms of a dimension, a0, are poised
to attach to the circumferential belt. The cap-shaped nucleus of mean dimension, r, on
the surface of the substrate is formed with a wetting angle, θ, by the balance of the
interfacial tensions, γ, including the free energies of vapour/film (VF), film/surface (FS),
and surface/vapour (SV) interfaces.
ation and growth of clusters, play a major role and occur at non-equilibrium states.
The change in the free energy of the nucleus with an average size, r, is given by
∆G = a1r
3∆GV + r
2(a2γVF + a3γFS − a3γSV), (2.16)
where ∆GV is the volume free energy change for the formation of a nucleus, which
drives the condensation reaction when it is a negative value. a1r
3, a2r
2, and a3r
2
are the volume of the nucleus (spherical cap), the curved area of nucleus exposed to
vapour, and contact area between the nucleus and substrate, respectively. The inter-
facial tensions, γ, are identified by subscripts, VF, FS, and SV, which represent the
free energies of vapour-film, film-surface, and surface-vapour interfaces, respectively.
The first two energies are positive as they originate from the interfaces during the
nucleation process. However, the last one is due to the annihilation of the vapour
(liquid)/substrate interface under the nucleus, leading to a negative energy con-
tribution. The corresponding geometric constants are a1 = π(2–3cosθ + cos
3θ)/3,
a2 = 2π(1–cosθ), and a3 = πsin
2θ, respectively.
For a given volume of the nucleus, the mechanical equilibrium (the minimiza-
tion of total free energy) of the interfacial tensions can be described by Young′s
equation which states that the tensions, γVF, γFS, and γSV are balanced along the
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Figure 2.6: Schematic illustrations of (a) atomic movements on a surface of atomically
defined substrates during growth processes and (b) the Ehrlich-Schowoebel energy barrier
(EES) that atom on the surface has to bridge into a low-coordinated site at a step edge
as an interlayer jump in addition to the diffuse barrier (Ediff) on the terrace in order to
cross the edge of stage and descend to the lower terrace [96].
plane of the substrate:
cosθ = (γSV − γFS)/γVF. (2.17)
Hence, the contact/wetting angle (θ) is dependent on the surface properties of the
materials involved, and distinguishes three representative film growth modes by
different balancing of the interfacial energies. The three different growth modes
are schematically depicted in Fig. 2.7. For island growth, 0 < cosθ < 1 [the so-
called Volmer-Weber growth mode], the relationship between the interfacial energies
is given by γSV ≤ γVF + γFS. In this case, the non-wetting films occur along the
underlying layer/substrate as the strain energy per unit area of film over growth,
γFS, increases, resulting in the formation of three-dimensional (3D) islands (see Fig.
2.7a).
For the layer-by-layer growth mode [Frank-van der Merwe growth model; Fig.
2.7(b)], the strain energy, γFS, is lower than the surface energy of the vapour/film
interface, γVF (cosθ ≈ 1): γSV ≥ γVF + γFS. This condition is the case for ideal ho-
moepitaxy, indicating the wetted film along the substrate with strong atomic bond-
ing. In heteroexpitaxial growth, the Stranski-Krastanov growth mode (Fig. 2. 7c),
is the most commonly observed, in which the growth mode changes from the layer-
by-layer growth to island growth. This transition is associated with the distribution
of strain energy by lattice mismatch, which gives rise to an increase in the elastic
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Figure 2.7: Film growth modes: (a) island (3D growth); (b) layer-by-layer (2D growth);
(c) mode transition from 2D to 3D growth; and (d) step flow growth. In the inset of
(d), LT, HS, θmis are terrace width, step height, and miscut angle of a vicinal substrate,
respectively.
energy with increasing the layer thickness. The biaxial strain energy, either com-
pressive or tensile, being lower (higher) than the interfacial energy, γVF, yields the
characteristics of layer growth (island growth) for an initial stage (later stage) of
the film grown on a mismatched substrate or a underlying layer. Furthermore, this
strain-induced energy configuration gives rise to the formation of misfit dislocations
near the film/substrate interfaces to release and/or minimize the strain energy as
the film thickness is beyond the critical thickness. Hence, the strain-associated mis-
fit dislocations are the so-called equilibrium defects. The transition between growth
modes and the resulting formation of islands (or columnar structures) along highly-
mismatched substrates have been discussed throughout this thesis.
Lastly, in epitaxial thin films, growth along a vicinal substrate, which contains
the train of atomic-height steps relying on a miscut angle (θmis), is step-flow growth
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Figure 2.8: Poisson effect between transverse and longitudinal axial strains with the
conserved volume of a bulk crystal. Poisson′s ratio [uP = (∆W/W )/(∆L/L)] with a
negative ratio of longitudinal strain (compressive) for axial tension (tensile). The inset
represents a shear modulus by GS = ηd/x, where η, d, and x are the shear stress (the
force per the area), initial length, and transverse displacement, respectively.
mode [97]. The substrate steps are preferential sites for atomic adsorptions during
epitaxy and thus play a significant role in the formation of two-dimensional layers.
This growth mode is characterized by a steady advance of the steps in the vicinal
direction, namely, adatoms diffuse on terraces and attach to the steps, causing the
steps to advance [Fig. 2. 7(d)]. However, in this growth mode, step bunching is
often characterized by the crowding of the steps and the creation of large terraces.
Step bunching is related to the lower atomic coordination at the steps compared
to atoms of the terraces. This causes an increase in the total surface energy of the
system. Therefore, the minimization of the total energy can be achieved by step
bunching, leading to the formation of wider terraces. Such bunching phenomena
usually appear at annealed vicinal crystals or films grown on vicinal substrates at
high temperature. Island formation on the vicinal substrates arises from the layer-
by-layer modes through the nucleation and coalescence of islands.
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These three modes, i.e., step flow, step bunching, and island growth, across
the vicinal substrates are predominately dependent on the growth temperature,
terrace width of the vicinal substrates, the landing time, τland, between two con-
secutive incident atoms on the substrates (related to deposition flux in unit cells of
monolayer/sec), and the life time, τlife, of adatoms (before being incorporated into a
step). In order to avoid such island formation on a vicinal substrate, the condition,
τland > τlife, is required. Otherwise, the adatoms on the terraces will increase in
number over time to form islands as τland < τlife.
2.1.4 Epitaxial thin films and strain engineering
The structure and composition of thin films are directly correlated with their
functionalities (e.g. insulating/conducting films, anti-reflectors, dielectrics, muti-
ferroics, and capacitors) for a wide-range of applications. These are strongly in-
fluenced by growth conditions such as growth temperature, background pressure,
incident material flux, elastic energy, underlying substrate, etc. Therefore, the un-
derstanding of the growth kinetics for the formation of thin films is mandatory to
control growth mode and the resulting surface morphology. As discussed earlier
(see Fig. 2.6.), within the kinetic model, the important factors that determine the
surface morphology of films are the adatom surface diffusion coefficient (Ds), the en-
ergy barrier (Ediff) to hop between lattice sites and the energy barrier (the so-called
Ehrlich − Schwoebel barrier, EES) to cross a lower terrace [96, 97]. The diffusion
distance, Idiff , of an adatom from its landing site can be described as
Idiff =
√
Dsτ, (2.18)
where τ is the residence time of the adatoms or clusters before they leave and
are trapped at steps or island edges by diffusion. Thermally-activated adatoms
diffuse along the surface with a diffusion coefficient, Ds ∼= D∞(−Ediff/kBT ), where
Ediff is the diffusion barrier. For an atomic system, the pre-exponential factor is
given by D∞ = fna
2, where fn and a are the attachment frequency and the surface
lattice constant of the substrate (or the characteristic jump distance of adatoms),
respectively. Thus, the substrates, substrate temperature, and surface structures
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significantly influence the diffusion coefficient of the consecutive incident adatoms.
For instance, the life-time of adatoms on the terrace area (L2T) of a vicinal substrate
can be given by τlife = L
2
T/2D. The mean time of adatoms to land in the area,
L2T, with a flux, F , for a unit cell is given by τland = a
2/L2TF . When a substrate
temperature is high enough to detach atoms from the islands and in turn join the
vicinal steps to minimize the free energy of the system, the diffusivity of the adatoms
and/or small clusters and growth dynamics are significantly varied.
Epitaxial growth refers to alignment of crystallographic atomic positions
along a single crystal substrate or an underlying single crystalline layer. If the
type of film is the same as that of the substrate, the crystallographic growth is re-
ferred to as homoexpitaxy (Fig. 2.8a). If the types of the film materials are different
with the substrate materials, the growth is known as heteroepitaxy (Fig. 2.8b). This
growth mode typically depends on the strength of the atom-atom interactions and
the atom-surface interactions between the overlayer and substrate, the quality of
the single crystal substrate, the degree of vapour supersaturation of film materials
at a growth temperature, and the lattice mismatch between the film and substrate.
The lattice mismatch between a film layer and a substrate is defined as follows
fS =
asub − abulk
asub
, (2.19)
where abulk and asub are the in-plane lattice parameter of the unstrained film material
and substrate, respectively. As the epitaxial layer is strained with the same in-plane
lattice constants, ax and ay (cubic or tetragonal structures), the out-of-plane (z) is
tetragonally deformed with a Poisson′s ratio, u, [(∆W/W )/(∆L/L)] as shown in
the inset of Fig. 2.8(c). This relationship is defined by the elastic moduli C11 and
C12:
az = abulk +
2C11
C12
(abulk − ax,y), (2.20)
where az and ax,y are the lattice constants for the out-of-plane (001) and in-plane
(100) or (010) of the film. The C11 and C12 are given as C11 = 2G((1-u)/(1-2u))
and C12 = 2GS(u/(1-2u)), respectively, where GS is the shear modulus. When
the thickness of the film increases, the strain energy is accommodated within the
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Figure 2.9: Schematics of (a) homoepitaxial and (b) heteroepitaxial film growths. (c)
strained upper film(tensile strain in the in-plane of the film and compressive strain in the
out-of-plane of the film) subject to the underlying layer/substrate. (d) The formation of
a misfit dislocation (an edge dislocation) after the relaxation of lattice mismatch between
the film and substrate. (e) The strain relationship between pseudotetragonal or pseudocu-
bic a-axis lattice parameters of various perovskite oxides and SrTiO3 substrates for the
heteroepitaxy of thin film growth.
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misfit film layer and further increases until the thickness reaches a critical thickness,
strain relaxation occurs which gives rise to lattice defects and misfit dislocations.
The strain, ε, of the misfit layer is defined as
ε = fS(1−Rrelax) = alayer − alayer(bulk)
asub
, (2.21)
where Rrelax and alayer(bulk) are a relaxation parameter and the in-plane lattice
parameter of the epitaxial overlayer (bulk), respectively. A tensile strain (+ε) of
the epitaxial film is given by alayer – alayer (bulk) > 0 and compressive strain (-ε)
by alayer – alayer(bulk) < 0. In heterostructure systems with close lattice match,
|fS| ≥ 1 %, the epitaxial film overlayer follows the in-plane lattice spacing of the
substrate within the layer-by-layer growth mode (a Frank-van der Merwe growth
mode) up to the critical thickness. This is the so-called pseudomorphic growth.
Hence, the relaxation factor of the epilayer is given by
Rrelax =
asub − alayer
asub − alayer(bulk) . (2.22)
Such thin film grwoth dynamics and strain relaxation processes have been
observed in highly-mismatched heterostructures, e.g., ZnO/Al2O3 (fs: ≈18 %) and
BexZn1−xO/Al2O3 (> 18 %) as will be discussed in Chapters 5 – 7.
2.2 Band structure approximation and electronic properties of
materials
2.2.1 Introduction
This thesis is concerned with the electronic properties of oxide-based semi-
conducting materials with respect to band gap modulation and lattice strain effects.
Therefore, understanding the changes in their electronic band structure is required.
The relation between the band structure, Fermi level (chemical potential), and the
distribution of charge carriers at the surface or interface is important for the evalua-
tion of variations in defect-associated energy levels within the band gap, subsequent
band gap renormalization, band dispersion, and band bending in highly defective
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or energetically reconstructed oxides. In this section, an overview of the theoret-
ical approximations to the formation of electronic bands, the effect of defects or
dopants, and charge carrier accumulation layer, and the associated band bending
are presented.
2.2.2 Electronic band structure approximations
The energy band structure is formed by broadening of the electronic energy
state in a crystal with a periodic potential. The band structure is dependent on
the crystal composition and structure that also defines the shape of the first Bril-
louin zone (Γ-point). The motion of electrons in a many-body system needs to
be formulated taking into account their own interactions (pair potentials) and po-
tentials from the surrounding ions in a crystalline solid. These interactions are
quantum-mechanically described by solving the many-body Schro¨dinger equation,
which determines the time-independent electron energies of the system:
Hˆ|Ψ〉 = E|Ψ〉 (2.23)
where Hˆ, E, and Ψ are the Hamiltonian operator of the system, eigenvalue (electron
energy), and many-body wavefunction of the electrons. Disregarding the effect of
spin-orbit coupling, the many-particle Hamiltonian is given by [98]
Hˆ =∑i p2i2mi +∑j p
2
j
2Mj
+ 1
2
∑
i′,j
Zj′Zje
2
4πǫ0|Rj−Rj′ |
−∑i,j Zje24πǫ0|ri−Rj | + 12∑i′,i e24πǫ0 1|ri−ri′ | ,
(2.24)
where i and j label the electrons and ions, respectively. p is the momentum opera-
tor and ri and Rj are the position of the ith electron and jth nucleus, respectively.
m, M , and ǫ0 represent the electron mass, ion mass, and the vacuum permittivity,
respectively. The complex Hamiltonian, Hˆ, can be approximated by applying ap-
propriate simplifications as described below. The electrons in a given crystal system
can be divided into core electrons and outer-shell electrons. The core electrons are
localized around the nuclei (ion cores). Since the ions are stationary compared to
the outer-shell electrons, the mass (motion) of ions is much greater (slower) than
that of the electrons (i.e.M ≫ m). This allows for approximating the potentials of
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the ions by a time-averaged adiabatic electronic potential. Hence, the total wave
function is approximated by
Ψ = ψions(R)ψe(r,R) (2.25)
where ψions(R) is the wave function of the ions moving within their ionic potentials
and ψe(r,R) is the wave function of all the electrons instantaneously dependent on
the ionic position. The Hamiltonian of the system is thus described by the sum of
three terms:
Hˆ = Hˆe(ri,Rj) + Hˆions(Rj) + Hˆe−ions(ri,∆Rj), (2.26)
where Hˆe (ri,Rj) is the Hamiltonian of the electrons in the potential from the equi-
librium position of the ions, Hˆions (Rj) the Hamiltonian for the motion of ions, and
Hˆe−ions (ri,∆Rj) is the Hamiltonian for the change in the electronic energy asso-
ciated with the displacement of the ions (∆Rj) from their equilibrium positions.
The last term is related to the normal modes of vibration of the solid system, com-
monly thermal vibration of ions, thus referring to as the electron-phonon interaction.
Consequently, the simplified electronic Hamiltonian can be written by
Hˆe =
∑
i
p2i
2mi
+
1
2
∑
i′,i
e2
4πǫ0|ri − ri′ | −
∑
i,j
Zje
2
4πǫ0|ri −Rj| . (2.27)
These three terms reflects the kinetic energy of electrons, the interaction of electrons,
and the electron-ion interactions, respectively. To further simplify Eq. 2.27, the ap-
proximation requires the electron-electron interactions to be averaged as a constant
repulsive component and a small perturbation (one-electron approximation). If
the electron-electron interaction is negligible, each electron interacts independently
with the lattice of ions. Furthermore, it can simply be considered that each elec-
tron experiences the same average potential, V (r), with the surrounding ions in
their equilibrium position. As a consequence, this approximation in the Schro¨dinger
equation describing the identical motion of each electron is given by
Hˆe1ψn(r) =
[
p2i
2mi
+ V (r)
]
ψn(r) = Enψn(r), (2.28)
where Hˆe1, ψn (r), and En are the one-electron Hamiltonian, the wave function,
and the energy of an electron in the eigenstate, n. The electron eigenfunction, ψnk
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needs to be a periodic function with the same translational periodicity of V in a
given crystal known as a Bloch wave function
ψnk(r) = unk(r)exp(ik · r), (2.29)
where n labels the band index and k is the wavevector of the electron in the first
Brillouin zone, respectively. ψnk(r) is defined by a plane wave of exp(ik · r) that
satisfies the condition
unk(r +R) = unk(r), (2.30)
where R is a primitive translation vector of the Bravais lattice. The state of the
electron can be determined by plotting the electron energy, E, as a function of
wavevector, k using Eq. 2.26 to give the electronic band structure of the crystal.
In order to understand fundamental physical properties of oxide semiconductors,
which are intrinsically or extrinsically doped, their electronic band structures, the
approximations introduced above are used to formulate the energy dispersions near
the centre of the Γ-point, where the band extrema calculated in the reciprocal space
usually occur.
2.2.3 Parabolic band approximation
This approximation is considered only for the states at which the energy
of electrons are much larger than the V (r), and by assuming the electrons are
almost free. This allows the simplification of the energy dispersions at the band
extrema which are the k-space region of interest and to obtain the band gap energy
transport, and other band structure parameters for a given semiconductor. The
band dispersion at the Γ–point can be approximated by a Taylor expansion around
the band extrema. The so-called parabolic approximation of energy dispersion for
electrons and holes can be given by [99]
Ee,h(k) = Ee,h(0)± ~
2k2
2m∗
, (2.31)
where Ee,h (0) is the energy at k = 0, m
∗ is the electron or hole effective mass,
and the + and − signs correspond to electron and hole energy, respectively. The
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energy band gap defines as Eg = EC − EV, where EC and EV are the conduc-
tion band minimum (CBM) and valence band maximum (VBM), respectively. This
free-electron approximation typically holds for non-degenerate wide band gap semi-
conductors, e.g., ZnO and GaN, with neglectable interaction between the CBM and
VBM. However, for certain cases of degenerate narrow gap semiconductors, e.g.,
CdO, InN, InAs, and InSb, the non-parbolicity of the conduction band needs to be
considered due to the interband interactions [9, 100–105].
2.2.4 k · p perturbation theory
In many narrow band-gap semiconductors, an increase in the carrier con-
centration in the conduction band occurs by introducing a high level of inten-
tional/unintentional doping and defects. This gives rise to the non-parabolicity of
the conduction bands. The non-parabolicity of the conduction band in narrow band
gap semiconductors is accompanied by interband interactions, whcih can be approx-
imated by the k ·p perturbation theory. In this model, the electronic wavefunctions
at any k in different energy bands are expressed by the sum of the periodic wave-
functions at the extrema. The k ·p model is based on the one-electron Hamiltonian
using the Bloch theorem as follows [106]
ψnk(r) = unk(r)exp(ik · r) =
[∑
cmumk0(r)
]
exp(ik · r), (2.32)
where k0 is the extrema. The Hamiltonian in the time-independent Schro¨dinger
equation is given by [99]
[
Hˆe1 + Hˆ1 + Hˆ2 + Vso + Vcf
]
unk(r) = E
′
nkunk(r), (2.33)
Hˆ1 = ~k · p
m0
, (2.34)
Hˆ2 = ~
2k2
2m0
, (2.35)
where Hˆe1 = p22m+V0 (r) and E ′nk = Enk – ~
2k2
2m
. The Vso and Vcf are the spin-orbit
and crystal-field potentials associated with magnetic effects, respectively. At the
Γ-point [k = (0, 0, 0)], the above equation is simplified as
[
Hˆe1 + Vso + Vcf
]
un0 = En0un0(r). (2.36)
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The solutions in Eq. 2.37 form a complete orthonormal set. Thus, the eigenvalues at
any value of k near the Γ-point can be described by considering the k ·p interaction
between the valence band and conduction band as a perturbation. Applying the
Kane model for zinc blende InSb, whose the extrema of the conduction band and
three valence bands are at the Γ-point and doubly degenerate (considering only the
k-independent spin-orbit interaction), the 8 × 8 interaction matrix can be as simple
diagonal matrix, formed of two 4 × 4 matrices, correspond to each spin state: [107]
H =

H˜ 0
0 H˜

 , (2.37)
in which,
H˜ =


Es 0 kp 0
0 Ep −∆so/3
√
2∆so/3 0
kp
√
2∆so/3 Ep 0
0 0 0 Ep +∆so/3


, (2.38)
where Es and Ep are the eigenvalues of the Hamiltonian for the conduction band and
valence band energies at the Γ-point. ∆so is the spin-orbit splitting of the valence
band, and p is Kane′s momentum matrix element defined by
p = − i~
m0
〈S|pz|Z〉 = − i~
m0
∫
SpzZd(r), (2.39)
∆so = i
3~
4m20c
2
〈X|∂V (r)
∂x
py − ∂V (r)
∂y
px|Y 〉, (2.40)
where |S〉 and |X〉, |Y 〉, |Z〉 are the s-like and p-like basis wavefunctions, having
the symmetry properties of atomic s and px,y,z orbitals, respectively. The solution of
the full set of equations over the basis functions gives the eigenvalues of the energy:
(E ′ − Es)(E ′ − Ep)(E ′ − Ep +∆so)− k2p2(E ′ − Ep + 2∆so/3) = 0. (2.41)
The dispersion of the conduction band is given by
EC(k) = E
′ + Ek = E
′ +
~
2k2
2m∗0
, (2.42)
where E ′ is the highest eigenvalue of the Hamiltonian in Eqs. 2.37 and 2.38, and
m∗0 is the effective mass of the conduction band edge. Given that the zero energy is
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placed at the CBM.
EC(k) =
1
2
[
−Eg +
√
E2g + 4k
2p2
]
+ Ek, (2.43)
where the Kane′s matrix element is simplified as
p2 =
~
2
m0
(
m0
m∗0
− 1
)
Eg. (2.44)
Applying Eq. 2.44 to conduction band, here a simplified model is the so-called “two-
band” Kane model. Provided that the energy eigenvalues are small compared to the
Eg and describing the momentum matrix element in terms of m
∗
0. The dispersion
relation of the conduction band is rearranged to
E(1 + αE) =
~
2k2
2m∗0
, (2.45)
where the energy is measured from the conduction band minimum and
α =
1
Eg
(
1− m
∗
0
m0
)(
1− Eg∆so
3(Eg + 2∆so/3)(Eg +∆so)
)
. (2.46)
Given that the spin-orbit splitting of valence band is not comparable to the Eg,
Eg ≫ ∆so and Eg ≪ ∆so, and E, the dispersion is simplified as
E(1 + αE + βE2) =
~
2k2
2m∗
, (2.47)
where α = (1/Eg)(1-m
∗/m0) and β = -(2/(E
2
g ))(m
∗/m0)(1-m
∗/m0). For m
∗≫m0,
α ∼= (1/Eg) which is known as the α-approximation. The value of α tends to zero
for large Eg, leading to the parabolic dispersion of the conduction band. Thus, the
density of the isotropic conduction band states is given by
gc(k) =
k2
π2
[
dEC(k)
dk
]−1
=
k2
π2
[
4p2
(
E2g + 4k
2p2
)−1/2
+
~
2
m0
]−1
. (2.48)
Considering the fact that the effective mass is a tensor quantity and energy-dependent
k-space (kx, ky, kz), the energy dependent conduction-band-edge effective mass in
an isotropic conduction band is defined by
m∗ = ~2k
[
dEc(k)
dk
]−1
= ~2
[
4p2
(
E2g + 4k
2p2
)−1/2
+
~
2
m0
]−1
. (2.49)
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Figure 2.10: (a) The Fermi level difference in the band filling process tends to be significant
at high carrier concentrations. (b) A higher (lower) curvature in the parabolic (non-
parabolic) band with a lower (higher) density-of-states in the whole region. (c) Conduction
band diagram for the parabolic band (free electron theory) and α-approximations.
The concentration of the non-parabolic conduction electrons, n, is given by
n =
∫ ∞
0
gC(E)fFDdE (2.50)
where fFD =
1
exp[(E−EF)/kBT ]
is the Fermi-Dirac distribution function. Figure 2.10
compares variations in the electronic parameters of parabolic and non-parabolic con-
duction band approximations for a highly-doped wide band gap ZnO (Eg = 3.37 eV,
m∗ = 0.45m0).
2.2.5 Band filling and band gap renormalization
In this thesis, electrical and optical characteristics of heavily doped oxide
thin films are discussed. In highly doped semiconductors, the increase in the charge
carriers induce a concurrent effect associated with a band filling effect and the
many-body effect. In highly-doped semiconductors, the increase in the electrons
(holes) results in the filling of the conduction band (valence band), inducing many-
body effects and the shrinkage of fundamental band gap (Fig. 2.11b). These effects
influence the optical transitions, charge transport, and the screening length inside
the materials. The band filling is known as the Burstein-Moss (BM) shift, which
increases the optical gap energy [108].
∆EBM =
~
2
2m∗e−h
(
3π2n
)2/3
, (2.51)
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where n is the carrier concentration, andm∗e−h is the reduced effective mass, (1/m
∗
e−h)
= (1/me) + (1/mh). By the further increase in carrier concentration, band gap
widening is counteracted by a band gap narrowing of many-body effect. The latter is
the so-called band gap renormalization (BGN), which results from electron-electron
interactions and electron-ion interactions. These interactions cause a downward
(upward) shift of the conduction (valence) band by lowering the CBM for a highly
doped n-type semiconductor as presented in Fig. 2.11c. The BGN is accounted
for electron exchange and correlation energies, and carrier-carrier and carrier-ion
coulomb interactions [109–111].
EBGR(EF) = ∆Ee−e(EF) + ∆Ee−i(EF), (2.52)
where
∆Ee−e(EF) = − 2e
2
ǫ0ǫsπ
− e
2kTF
2ǫ0ǫs
[
1− 4
π
tan−1
(
kF
kTF
)]
, (2.53)
∆Ee−i(EF) = − 4πne
2
a∗ǫ0ǫsk
3
TF
. (2.54)
Here, EF and kF are the Fermi energy and the angular wave number, ǫ0 and ǫ∞
are the permittivity of vacuum and high frequency dielectric constant, respectively.
The effective Bohr radius and Thomas-Fermi screening angular wave number are
given by
a∗ =
4πǫ0ǫs~
2
e2<m∗av>
, (2.55)
kTF = 2
(
kF
πr∗B
)1/2
, (2.56)
where < m∗av > is the density-of-state-averaged electron effective mass. Conse-
quently, the energy band gap variations in highly degenerate semiconductors are
determined by a combination of the BM and BGN effects as
Eg,BM,BGM = Eg0 +∆EBM +∆EBGM, (2.57)
where Eg0 is the non-perturbed electronic band gap energy for non-degenerated
semiconductors. The band gap can be also reduced by temperature effect via lat-
tice expansion and electron-phonon interactions, in which its classical form can be
described by the Varshni equation (Fig. 2.11a) [112].
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Figure 2.11: Schematic representations of band structures by (a) the band gap reduction
due to a temperature effect, (b) conduction band filling effect (BM shift), and (c) BGN
effect due to many-body interactions.
2.2.6 Charge neutralization and amphoteric defect model
In the surfaces or interfaces of practical material or heterostructured material
systems, the perfect periodicity of lattice translational symmetry is often broken.
The breaking symmetry of the crystals creates distinct states localized at the sur-
face or interface, giving rise to the distribution of space charge. For example, the
truncated surface of a material has atoms which are usually missed the nearest
neighbors. This leads to surface reconstruction via atomic rearrangements (e.g.
atomic dangling bonds) and/or chemisorption to minimize the total energy. Thus,
the associated lattice defects (e.g. atomic interstitials and vacancies) or other ex-
trinsic impurities cause charge depletion or accumulation layers at the surface and
interface of the materials.
Attempts to approach such a space charge states in electronic aspects, the
complex band structure of a one-electron lattice within the nearly-free electron ap-
proximation can be utilized solving the Schro¨dinger equation. In the Hamiltonian
of such a model, a small periodic potential is used in terms of Bloch functions.
This is added as a perturbation term satisfying the Bragg diffraction (Brillouin
zone) boundary condition, 2ki · G = |G|2, where G is the reciprocal lattice vec-
tor and ki = (π/a) + iq is wavevectors with real values. Solving the Schro¨dinger
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equation within the nearly-free electron model together with the dispersion and pe-
riodic potential opens an energy gap at the Brillouin zone boundary. Meanwhile,
to describe the localized states, at which the periodicity of a crystal is broken, the
imaginary part, iq, express the evanescent states that decay exponentially both into
the vacuum and the bulk of the solid [113]. The solutions of the associated complex
dispersion with real energies are present within the band gap of the materials, but
are not able to be normalized in the bulk. Therefore, these states can be termed
virtual gap states (ViGS) [114,115]. The ViGS derive from the conduction and va-
lence band states of the bulk, and thus their sign/nature depends on the Fermi level
position relative to the branch point at which their character changes from predom-
inantly donor-like close to the valence band to predominantly acceptor-like close to
the conduction band [113]. In other words, the branch point energy of the ViGS is a
state which has equal donor- and acceptor-character, and hence it is also described
as the charge neutrality level (CNL). The CNL or branch-point energy is situated
below the mid-gap energy at qmax in the one-dimensional model. In order to predict
the position of the CNL, many theoretical approaches have been developed. For
example, empirical tight-binding calculations for many semiconductors have been
performed and determined a linear relationship between the branch-point energy of
the ViGS and dielectric band gap energy with a slop parameter 0.449±0.007 below
the averaged mid-gap energy of the semiconductors. This was formed in good agree-
ment with the one-dimensional model [113]. Later, Tersoff identified the averaged
mid-gap energy, (E¯mid), using a semi-empirical method as [116]
E¯mid =
1
2
(E¯C + E¯V). (2.58)
Based on this approach, the CNL is universal in most semiconductors. Thus, the
role of the CNL is justification for competence to determine the preferential type of
the semiconductors (either n-type or p-type). Unlike conventional semiconductors
(e.g. Si and GaAs), where the CNL lies within the band gap [113, 117], most metal
oxides have a large size and electronegativity mismatch between the metal cations
(much larger, less electronegative atom) and the oxygen anion (smaller, high elec-
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tronegative atom) [14, 17, 118]. These induce a single low lying conduction bands
at the Γ-point, leading to n-type characteristics without intentional doping and the
following difficulties for the realization of p-type conduction in many metal oxides.
The origin of the n-type properties of the undoped metal oxides is primarily due
to the formation of donor-like unintentional defects, e.g., cation interstitials, anion
vacancies, and impurities and associated localized states near the CBM [50]. How-
ever, n-type conductivity in the metal oxides is limited by increasing the prevalence
of compensating defects as the Fermi level reaches the CNL in the conduction band.
Such charge neutralization processes are associated with a self-compensation effect
between the donor-like defects (dopants) and the acceptor-like defects (acceptors)
in the surface or interface or the bulk of materials, based on an amphoteric model.
This defect model, suggested by Walukiewicz, explains that variation in the forma-
tion energy of preferential defects relative to oppositely charged defects is dependent
on the Fermi level with respect to the CNL [14]. Namely, the formation energy for
donor (acceptor) native defects increases (decreases) with increasing the Fermi level,
leading to the formation of donor (acceptor) defects is most favourable as the Fermi
level is below (above) the Fermi stabilization energy as shown in Fig. 2.12. This
model can be applied to interpret the energetic of native defect formation and dop-
ing limits in dilute semiconductors. Consequently, the concept and implication of
the CNL and associated amphoteric defect formation are of primarily importance
and widely applicable for understanding the electronic properties, bulk doing, and
surface/interface space-charges in different semiconductor materials, and for design-
ing/modifying their characteristics.
2.2.7 Space charge layers
As discussed for the existence of localized space-charge layers in materials,
especially at the surface regions, their quantitative approximations are required.
The space charge distribution of the localized areas, e.g., the surface and metal-
semiconductor interfaces as well as various heterointerfaces is dependent on the
position of the Fermi level with respect to the CNL in the bulk (due to the Fermi
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Figure 2.12: Line-up of conduction bands (red) and valence bands (dark blue) for various
semiconductors relative to the CNL. This figure was adopted from [10,14, 103,119–122].
level pinning effect). This indicates a depletion or an accumulation of the majority
carriers and band bending at the surface as shown in Fig. 2.13. Hence, the spatial
band bending and width of the space charge layers are associated to the distribution
of the free carriers for the charge neutrality together with their effective screening
lengths.
The spatial dependence of the space charge region can be approximated by
the band bending potential, V (d), and electron density, n(d), as a function of depth,
d, into the system satisfying Poisson′s equation as [113,123]
d2V
dd2
= − e
ǫ0ǫs
[N+D −N−A − n(d) + p(d)], (2.59)
where ǫs is the static dielectric constant of the material, N
+
D (N
−
A ) is the density of the
bulk ionized donor (acceptor), and n(d) [p(d)] is the electron [hole] concentration
in the space charge region, respectively. Regarding no band bending together with
a constant Fermi energy in the bulk of the homogeneous material, the bending
potential must satisfy the boundary condition given by
V (d) → 0 as d → ∞ (2.60)
and the potential gradient is associated with variation in the sheet carrier density,
Ns, from the surface to bulk of the material, which is derived from Gauss
′s law:
dV
dd
∣∣∣∣
d=0
=
e
ǫ0ǫs
Ns. (2.61)
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Figure 2.13: A schematic illustration of the band bending in the cases (a) flat bands, (b)
charge accumulation, (c) depletion, and (d) inversion at the surface of an n-type semi-
conductor. The varied conduction band minimum (Ec) and valence band maximum (Ev),
the Fermi energy (EF), and the mid-gap energy (Emid) are represented. The associated
bending potentials, Vd, are shown.
For an n-type (p-type) material, the downward (upward) band bending arises from
V (d)< 0 (V (d)> 0) and positively (negatively) charged space charge region. This
gives rise to the accumulation (depletion) of electrons at the surface of the material
as shown in Fig. 2.13.
Within a modified Thomas-Fermi approximation (MTFA), Poisson′s equa-
tion is subject to the boundary conditions and can be solved in the one-electron
Schro¨dinger equation together with the carrier densities, which correspond to the
conduction and valence bands. The electron and hole densities are given by
n(d) =
∫ ∞
0
gC(E)fFDfMTFA(d)dE, (2.62a)
p(d) =
∫ −∞
EV
gV(E)fFDfMTFA(d)dE, (2.62b)
where gC(E) [gV(E)] is the conduction [valence] band density of states. Here, fFD
and fMTFA(d) are the Fermi-Dirac function involving the depth-dependent potential
and MTFA correction factor, respectively, given by [124,125]
fFD =
1
1 + exp [(E − EF + V (d)/kBT ] , (2.63a)
fMTFA(d) = 1− sinc
[
2d
L
(
E
kBT
)
1
2 (1 +
E
Eg
)
1
2
]
, (2.63b)
where sinc(x) = sin(x)/x. L is the thermal De-Broglie wave length (the Fermi length]
of particles (Fermions) at a given temperature, L = ~/(2m∗0kBT )
0.5 [L = 1/kF],
in the Maxwell-Boltzmann statistics (the Fermi-Dirac statistics) for non-degenerate
Chapter 2. Theoretical Background 45
(degenerate) semiconductors. The correction factor, fMTFA(d), physically represents
the interference of incident and reflected electron standing wave functions due to the
potential barrier at the localized region, ensuring a smooth decrease in the carrier
concentration to zero. Consequently, applying the above MTFAmodel for the depth-
dependent charge-profile calculations of a localized region in a material effectively
enables the important inclusion of a significantly varied charge distribution with a
potential barrier, e.g., electron accumulation in a non-parabolic conduction band.
This approximation has been applied in conjunction with experimentally obtained
physical quantities (Hall carrier concentration and shifts of valence band minimum
with respect to the Fermi level) for the determination of spatial band bending and
carrier concentration variations within the highly degenerate interface of BZO film
heterointerface (Chapters 6 and 7).
Chapter 3
Experimental Details and Simulation Models
3.1 Introduction
This chapter presents details of the growth methodology, the structural, opti-
cal, and electrical characterization techniques of the oxide thin films. The theoretical
and practical background of each of the experimental technique is also introduced
together with the respective simulation models.
3.2 Sputtering for the growth of oxide thin films
Thin film deposition techniques from the vapour phase can be classified
mainly in one of two parts; physical vapour deposition (PVD) and chemical vapour
deposition (CVD). The former is the case of sputtering (e.g. DC, RF, magnetron,
and ion beam sputtering), evaporation (e.g. thermal and electron beam evapora-
tion), and pulsed laser deposition (PLD). The latter is thermal, radiative, plasma,
and metal-organic CVD (MOCVD). In this thesis, all of the films structured, i.e.,
ZnO-based thin films, were prepared/grown using RF magnetron sputtering in the
desirable ambient gas.
Sputtering is a physical vapour deposition technique used in a vacuum cham-
bers which depends on the collision of generated plasma to eject the desired atoms
and/or clusters from a solid target or material onto a chosen substrate. A glow
discharge plasma of gas molecules (typically a noble gas such as Ar, with a typical
pressure range around 10 – 1 mbar) is created by applying a voltage between two
electrodes. The energetic particles are accelerated through plasma bombard onto
the targets. The sputtered atoms/clusters are in non-thermodynamic equilibrium.
The sputtering yield is defined by the average number of ejected atoms per inci-
dent ion. According to the momentum exchange between the ions and atoms at
46
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the target, the yield usually relies on the energy and incident angle of ions, the
masses of the ions, the masses and the surface binding energy of atoms of the target
materials [126].
The yield and rate of material sputtering can increase employing magnetrons
that utilize strong magnetic and electric fields below the cathode. This traps free
electrons, which follow helical paths around the applied magnetic field above the
surface of the target materials, and thus effectively confine the charged plasma par-
ticles/ions and their motion toward the surface of the materials. This leads to the
increase in the probability of ionization by many orders of magnitude and it can al-
low lower sputtering pressure. This is the so-called magnetron sputtering as shown
in Figure 3.1b. For the sputtering growth/deposition of oxide-based materials (insu-
lators), a build-up of positive charge at the surface of sputtering materials/cathode
occurs, however, such a charge build-up can be avoided by varying the sign of the
anode-cathode bias (a high-rate of the RF switching with the added expense of
RF power supplies and impedance matching networks: commonly 13.56 MHz) in
a radio-frequency sputtering system. Note that at this high frequency the ions
no longer follow the rapid switching and in turn the electrons effectively compen-
sate/neutralize the positive charge build-up at the surface of insulating materials.
This RF switching is also important as reactive O2 gas is injected during the sput-
tering process of metallic sources, which can be readily oxidized. For instance, in
this thesis, BexZn1−xO films were grown by co-sputtering of ZnO ceramic (2-inch
diameter, 1/4-inch thickness, 99.99999 % purity, Kurt, USA) and Be metal (2-inch
diameter, 1/4-inch thickness, 99.9 % purity, ESL, China) targets with the injection
of additional O2. The injected O2 reacts with the ejected materials for compensa-
tion/improvement of the film stoichiometry as the loss of the anion usually occurs
during the growth process (Fig. 3.1d). Since the formation of BeO is energetically
favourable over the other possible reactions (see the discussion part of Chapters 6
and 7), it is expected to form at the surface of the metallic Be sputtering target
during the sputtering processes. Therefore, an RF sputtering of the Be target was
also applied instead of DC sputtering. The quality and characteristics of sputter-
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Figure 3.1: Schematic diagrams of the sputtering process (a) and magnetron sputtering
(b) for the deposition of thin films using RF-power supply (13.56 MHz). (c) The image of
a RF magnetron sputter system (18-inch Ø main chamber, AJA International Inc., USA),
which has been used for the growth of oxide thin films in this thesis. (d) A schematic
illustration of co-sputtering process using both 2-inch ZnO ceramic and 2-inch Be metal
targets set up in different sputtering guns for the growth and synthesis of BexZn1−xO
alloy films. The sputtering Ar gas and additional O2 gas, which is reactive to the ejected
atoms/clusters to form the most-likely stoichiometric oxide films, are supplied through
different gas inlets and substrate temperature is set up by halogen heating. The substrate
is rotated during the co-sputtering for the uniformity of thickness of the films.
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grown films are primarily dependent on a combination of the RF power, reactive
gas, partial pressure, and growth temperature. An optimized growth condition has
been obtained by considering the growth variables: (i) RF power dependence of
ion bombardment for the flux density and mobility of depositing atoms, (ii) oxygen
partial pressure (a gas mixture of Ar 45 sccm:O2 5 sccm) for film stoichiometry, (iii)
the exponential decrease in the growth rate of films with growth temperature and Be
composition for the control of alloy film thickness [a growth rate of ≈ 2.4 nm/min
(≈ 1.6 nm/min) for the growth of BexZn1−xO films at Tg = 200 ◦C (800 ◦C)], (iv) in-
cident sputter-angles of the targets in each RF gun toward the surface of substrates
for sputtering yield, (v) distance (15 cm) between the targets and the substrates for
the minimization of surface damage, and (vi) the rotation of substrates (10 rpm)
during the film growth for thickness uniformity of films. This has been used for the
growth of the BexZn1−xO films presented in this thesis.
3.3 X-ray diffraction measurements
In order to investigate the structural properties of epitaxially grown oxide
films or other oxide crystals, X-ray diffraction measurements are widely used for
the analyses of lattice parameters of thin films, the degree of strain and relaxation,
stoichiometricity, mosaicity and dislocation/planar defect densities of the films, the
formation of ordered new phases (phase identifications), epitaxial relationship be-
tween the films and underlying layers (substrates) [127]. The X-ray beam incident
on a given crystal is coherently scattered by the regular arrangement of atoms within
the lattice of the material as the atoms scatter X-ray waves primarily through the
core electrons of the atoms. The scattered amplitude of the X-ray beam is propor-
tional to the Fourier transform of the electron density distribution of the materials
(the structural factor of a crystal). The interference of the scattered X-ray beam can
be constructive if the Bragg condition, nλ = 2dhklsinθ, is satisfied (n is an integer
indicating the order of the reflection which defines a new lattice plane separation as
d′hkl =
dhkl
n
, λ is the wavelength of X-ray, dhkl is the lattice spacing between consec-
utive hkl Miller planes, and θ is the angle of incidence between the X-ray beam and
Chapter 3. Experimental Details and Simulation Models 50
lattice planes of the crystal known as the Bragg angle). In order to compare different
diffraction datasets obtained by different photon energies (e.g. between a lab X-ray
source and a synchrotron light source), the λ dependence of the Bragg diffraction is
corrected considering the geometric construction (Figs. 3.2a,b) and the scattering
vector, Q, of the scattered photons, which transforms the measured/collected scat-
tering data from angular space to reciprocal space. The transformation matrix is
defined below
Q =


Qx
Qy
Qz

 =


2π
λ
(sinαinc + sinαfin)
0
2π
λ
(cosαfin − cosαinc)

 , (3.1)
where 2π/λ is the magnitude of the wavevector of the scattered photons, αinc, and
αfin are the incident angle and final scattering angles with respect to the surface
of lattice planes, respectively. In the X-ray diffraction geometry, the angle, ω, cor-
responds to the horizontal rotation of the specimens with respect to the incident
beam and the detection angle is given by 2θ. Thus, these geometrical angles can be
defined as
ω = αinc, (3.2)
2θ = αinc + αfin. (3.3)
Therefore, the transformation matrix can be rewritten as
Q =


2π
λ
(sin(ω) + sin(2θ − ω))
0
2π
λ
(cos(2θ − ω)− cos(ω))

 (3.4)
For the case of a symmetric diffraction geometry (αinc = αfin), Eq. 3.4 reduces to
|Q| = Qz = 4π
λ
sin(ω). (3.5)
Moreover, the lattice plane spacing, dhkl, can be obtained using Eq. 3.5 in Q space
by its substitution into Bragg′s Law:
dhkl =
2π
|Q| . (3.6)
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The above relations enable the determination of lattice parameters directly and
independent of the experimental set of different X-ray energies. The XRD data pre-
sented in this thesis were obtained mostly by a Philips Panalytical X′pert Pro MRD
and MPD using an X-ray source (Cu Kα1 = 1.5406 A˚) operated at 40 kV/45 mA at
the University of Warwick. In the MRD system, a highly intensive X-ray monochro-
matic beam was applied using a hybrid Ge crystal at the source together with
divergence slits to collimate the incident beam. Some XRD data were collected by
using a synchrotron light source (λ = 1.069 A˚) from the beamline 5A of the Pohang
Light Source II (PLS-II) in the Republic of Korea (Chapter 5).
In this thesis, X-ray diffraction measurements were used to examine composition-
dependent and strain-induced variations in the lattice parameters of the oxide thin
films. Finite domain or crystallite size, Ds, in a film versus the width of the diffrac-
tion curve can be obtained by using the Scherrer′s equation: Ds = ζλ/B2θ cos(θB),
where Ds is the diameter of the crystallite, ζ is the shape factor (a constant, 0.88,
was used in this thesis) for the crystallites to represent a Lorenzian lineshape, λ is
the X-ray wavelength, B2θ is the full width at half maximum (FWHM) for the 2θ
peak of the measured lattice plane, and θB is the Bragg angle [128]. However, this
approximation on the Scherrer crystallite size needs to be considered with both the
finite size of the samples, the existence of defects, and the instrumental resolution,
which result in the diffraction peak broadening.
Both the asymmetric and symmetric Bragg reflections for the oxide films were
compared to determine the degree of lattice strain and relaxation. In practical cases,
grown films consist of defects and non-uniform crystal structures, e.g., misaligned
(tilted/twisted) grains with respect to the substrate surface normal, which corre-
spond to the in-plane characteristics of the film layers. These in-plane structures
can be characterized using ω-rocking curves, of which the position of the detector
(2θ) is fixed and the films are rocked in ω. Thus, the mosaicity and crystal qual-
ity of both the textured (columnar structured) oxide films and epitaxial films were
studied by measuring the ω-rocking curve of corresponding lattice planes and by the
quantitative analyses of the FWHM of the measured ω-rocking curves.
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Figure 3.2: (a) Bragg′s Law for the case of symmetric diffraction, [θ = α(int) = α(fin),
where α(int) and α(fin) are the incident and final (scattered) angles]. (b) Geometric
construction of the scattering vector, Q, for an angle dispersive set-up with α(int) and
α(fin). The ω angle corresponds to the horizontal rotation of the specimen with respect
to the incident beam and the detector angle is 2θ.(c) High-resolution XRD (001) Bragg
peaks and finite thickness interference fringes for undoped and boron (B)-doped LAO
films grown on STO(001) substrates as a function of B concentration. (d) Reciprocal
space maps around the symmetric 002 and asymmetric 114 STO Bragg reflections of the
films.
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To evaluate the crystalline symmetry of the films/substrates and growth re-
lationships between the films and substrates, azimuthal φ scans were carried out to
determine the in-plane ordering of the films by analyzing the offset of the angular
positions and the symmetry of corresponding reflections. The 30◦ rotation of the
in-plane crystal orientation of both the ZnO and BZO film layers along the Al2O3
substrates occurs as ZnO {101¯0}‖Al2O3 {112¯0}. This is because the ZnO lattice
aligns with oxygen sublattice of the substrate and thus leads to the reduction of
the lattice mismatch from 32 % to 18 % (shown in Chapter 6). The thickness of
these high quality epitaxial thin films grown on different material substrates was
determined by the period of the interference fringes (or Kiessig fringes) as shown
in Fig. 3.2c. The thickness fringes result from multiple scattering and extinction
effects within the well-defined layer interfaces of the epitaxial films, that is, con-
structive and destructive interferences of X-rays reflected from the two interfaces as
a consequence of the angular-dependent phase shift. Reciprocal space maps around
symmetric (when the selected lattice plane parallel to the surface normal of the
samples, a series of the rocking curves with each offset from one another by a value
of ∆ω) and asymmetric reflections (since the selected lattice planes are not parallel
to the surface normal, a series of coupled ω–2θ with an ω offset and thus the films
can be tilted to measure the crystallographic directions) were collected using high
resolution XRD scans to evaluate the degree of strain and relaxation in the oxide
thin films along the mismatched substrates (Fig. 3.2d).
3.4 X-ray photoemission spectroscopy
X-ray photoemission spectroscopy (XPS) is a non-destructive surface sensitive
technique for the characterization of electronic properties and chemical states at the
surface of materials by directly obtaining the density of electronic states (DOS). This
technique also allows the elemental quantification and chemical identifications of the
surface by core level spectroscopy. The principle of XPS is based on the photoelectric
effect discovered by H. R. Hertz in 1888, fully explained with the quantum nature
of light by A. Einstein in 1905 [129, 130]. The design and functionality of the XPS
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were developed together with a high resolution X-ray source and an electron analyser
by K. M. Siegbahn in the 1960′s, which enable the characterization of core-levels
with chemical shifts [131]. A schematic of the experimental setup for a typical XPS
system is shown in Fig. 3.3. In the photoemission processes, when the surface of
a sample is irradiated by incoming monoenergetic X-ray photons (monochromatic
energy source) of a fixed energy, hν, greater than the sum of the electron binding
energy, EB, and the work function, ΦS, of the sample, photoelectron are emitted
from the valence and/or core levels in an ionization process (i.e. the electron leaves
behind a hole). Then, the photo-excited electron acquires a kinetic energy, Ek,
losing characteristic energy, which is the so-called work function of the sample (the
minimum energy required for the electron to escape from the highest occupied state
to the vacuum). In a practical XPS measurement, the binding energy of the electron,
EB, within the material can be approximately determined from its kinetic energy
using the following relation:
Ek = hν − EB − ΦA, (3.7)
where hν is the incoming photon energy and ΦA is the work function of the anal-
yser. In order to acquire spectral information such as the binding energy (the
energy difference between the initial state and the Fermi level), the transmission
function of the analyser needs to be calibrated using a metallic sample (e.g. Au,
Ag, or Cu) as the analyser has its own work function. In general, photoemission
spectra are referenced to the Fermi level which corresponds to zero EB of the elec-
tron and the Ek of the photo-excited electron is referenced to the vacuum level of
the material. Metallic samples share the same ground potential with the analyser
which has usually smaller work function compared to the sample work function.
This work function difference causes a contact potential, (ΦS − ΦA), which gives
rise to an acceleration of the electrons as they fly through the analyser. Thereby,
the kinetic energy of all electrons increases by an amount of (ΦS − ΦA), namely,
Ek = hν − EB − ΦS + (ΦS − ΦA) = hν − EB − ΦA. The contact potential can
be obtained by measuring a well-defined core level from a clean grounded-standard
metal as a spectral calibration. Therefore, all measured XPS spectra and binding
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Figure 3.3: Schematics of a photoemission process and the trajectory of the emitted
photoelectrons to the detector. Incoming monochromated X-ray photons with an energy,
hν, impinge on the surface of the sample and release electrons with the kinetic energy
of Ek = hν − EB − ΦA. The electron analyser consists of an electrostatic input lens, a
hemisphere, and a detection system. The different kinetic energies (pass energies along
the path of the hemisphere) of the emitted photoelectrons are filtered by increasing the
count rate with multiple channels in the hemispherical analyser.
energies presented in this thesis were calibrated relative to the position of the Fermi
edge of an Ar+-sputtered polycrystalline silver sample (Ag).
In photoemission spectroscopy, the range of accessible binding energies is de-
pendent on the incident photon energy used for the excitation of photoelectrons.
For instance, soft X-rays (typically hν ≤ 1000 eV) can excite strongly bound core
electrons for elemental analysis, whereas photons in the vacuum ultraviolet range
(typically from gas discharge lines, hν < 50 eV) are used for the excitations of the
valence electrons and weakly bound core electrons. This is related to ultraviolet
photoemission spectroscopy (UPS). For photon energies of hν > 2 keV, this is much
higher than a typical lab X-ray source, and is commonly called hard X-ray photo-
electron spectroscopy. This enables an increase in the probing depth and bulk-like
sensitivity, which is followed by an increase in photoelectron inelastic mean free path
(IMFP) [132].
The photoemission process in solid-state materials can be divided into three
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distinct steps: (i) the photo-excitation of an electron inside the solid by impinged a
photon; (ii) propagation of the photoelectron toward the interface between the sur-
face of the solid and vacuum; and (iii) escape of the electron through the surface into
the vacuum. In the first step, an incident photon is absorbed and then electron-hole
pair is formed inside the solid. In the sudden approximation, the photoexcitation of
the electron can be expressed with the transition probability, Ptrans, from the initial
stage (Ψi) to the final stage (Ψf ) using Fermi
′s Golden Rule [98, 133].
Ptrans = |〈Ψf |Hˆ|Ψi〉|2δ(Ef − Ei − hν), (3.8)
where Hˆ is the Hamiltonian for the interaction between the electron and photon.
Hence, the obtained photocurrent is proportional to the transition probability, Ptrans.
The energy distribution of the photo-excited electrons, N(E), can be written as
N(E) ∝
∑
|〈Ψf |Hˆ|Ψi〉|2f(Ei)δ(Ef−Ei−hν)δ(E−(Ef−φ))δ(ki+G−kf ), (3.9)
where f(Ei) and G are the Fermi distribution function and the reciprocal lattice
vector, respectively. The first and second delta functions fulfill the energy conser-
vation of photo-excited electrons taking into account incident photon energy, the
initial (ki) and final states (kf ) of electrons, and the work function of the material.
The third delta function term ensures the consevation of the momentum.
As for the second photoemission step, the photo-excited electrons propagate
to the surface of the solid undergoing inelastic scattering with other electrons, plas-
mons or phonons. This causes electrons to lose energy, which reduces the chance
of their escape from the surface. This corresponds to an increasing step-like back-
ground intensity of photoemission spectra toward the lower kinetics energies (higher
binding energies). The final stage of the photoemission process is the escape of the
photoelectrons from the surface with a kinetic energy which is larger than the sur-
face potential barrier of the material. The total intensity of photoelectrons which
are emitted from a distance, L, below the surface can be given by the Beer-Lambert
law:
I(E) = I0(E)exp(− L
λsinθTOA
), (3.10)
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where I0 (E) is the initial intensity of the electrons with energy, E, λ is the IMFP of
the electrons, and θTOA is the photoemission angle (the polar angle of the detector
to the surface: a take-of-angle). The photoelectron IMFP in the material can be
approximated by using a modified IMFP formula, namely, the TPP-2M formula
considering the band gap, density, atomic mass, and stoichiometry of the material.
At normal emission, the photoemission signal of 65 % (95 %) is within λ (3λ) of the
surface. A typical escape depth of a photoelectron is less than 10 nm in an energy-
dependent universal curve of λ. Since the effective path length to the surface can
be obtained and predicted by IMFP, the depth-dependent chemical composition
and the Fermi edge variation at the surface are obtainable by varying the incident
photon energy and take-of-angle. This surface sensitive technique has been applied
to investigate the degree of solute segregation and defect-mediated chemisorption
as a function of θTOA at the surface of the transformed ternary oxide films in this
thesis (presented in Chapters 6 and 7).
3.4.1 Spectral analysis
Photoemission spectra collected at high EB range (a range of core levels of the
constituent elements in a solid) allow the investigation of the chemical composition
of a surface and to identify the chemical state of the detected elements. The position
of the measured core levels in a photoemission spectrum can be used to ascertain
the chemical environment of the element due to the characteristic set of binding
energies expected in a material. Hence, small shifts in the binding energies of a
particular peak indicate variations in the chemical states of the element.
By measuring the core level peak area, the relative concentration of the com-
posing elements in the material can be determined. A quantitative elemental analy-
sis is performed by considering a Shirley background (related to inelastic scattering
of photoelectrons and a step-like background), the elemental relative sensitivity
factors, and photo-ionization cross-sections [134–136]. In addition, the elemental
composition needs to be corrected by the close-neighbor core-levels as it is more
accurate in terms of electron kinetic energy and escape depth (related to IMFP of
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Figure 3.4: An XPS survey spectrum of a BexZn1−xO surface illuminated by monochro-
mated Al Kα energy source (hν = 1486 eV). The core states of elements are assigned
by the positions of the obtained peaks. The Fermi level is referenced to the zero of the
binding energy scale and the step-like background at higher binding energies is as a result
of the inelastic scattering of the photoelectrons.
photo-excited electrons) [133,137].
Each core level is labelled by a spectroscopic convention,X nlj ; whereX is the
elemental symbol; n is the principal quantum number; l (s = 0, p = 1, d = 2, f = 3,)
is the orbital angular momentum quantum number; and j = l±1/2 is the total an-
gular momentum quantum number. The s-levels (l = 0) are characterized by single
peaks in the spectrum due to their spherically symmetric orbitals. By contrast, core
levels (l 6= 0) show doublet peaks due to spin-orbit effects caused by electromag-
netic interaction between the electron spin (spin moment) and the magnetic field
produced by the electron orbiting around the nuclei. Such spin-orbit coupling leads
to a shift in each energy level in the energy spectrum by an energy separation of a
doublet (∆Eso):
∆Eso ∝ U(nl) [j(j + 1)− s(s+ 1)] , (3.11)
where U(nl) is the spin-orbit coupling constant. The doublet intensity ratio, cor-
rected by the background intensity and experimental factors, should be equal to the
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ratio of the relative degeneracy of the states (2j + 1) as I = (2J− + 1)/(2J+ + 1)
and I = 1/2, 2/3, and 3/4 for p, d, and f doublets, respectively.
The shape of the core level peaks can also be influenced by the excitation of
the conduction band surface plasmons. Hence, the Lorentzian line width of the core
levels is due to the many-body interactions and the orbital lifetimes (recombination
between electrons and holes). In addition, instrumental broadening arising from the
experimental resolution (e.g. the finite resolution of the analyser, natural width of
the photon beam, and thermal broadening) is described by a Gaussian function. The
overall XPS core levels need to be convoluted by mixed Lorentzian-Gaussian (Voigt)
line shapes. This process involves fitting the experimental peaks to a realistic Voigt
function.
3.4.2 XPS measurements
The XPS data presented in this thesis were all collected by an Omicron
SPHERA 125 concentric hemispherical analyser at the University of Warwick. The
photoemission system consists of three connected ultrahigh vacuum (UHV) cham-
bers for sample preparation, XPS, and angle-resolved photoemission spectroscopy
(ARPES). The three UHV chambers are connected by a UHV sample transfer
system to exchange and storage samples. The base pressure of the system is
< 3 ×10−11 mbar, which is achieved and maintained using a combination of tur-
bomolecular, sputter ion, and titanium sublimation pumps. The sample measure-
ments were performed at room temperature using a monochromated Al Kα radiation
(hν = 1486 eV; line width 0.25 eV). The photoelectrons travel through a 125 nm
radius electrostatic hemispherical detection analyser (Omicron). The spectrometer
contains 7 channeltrons optically coupled to the counting electronics. Survey spectra
of the samples studied in this thesis were obtained with an overall energy resolution
of ≈ 1.5 eV using a pass energy of 50 eV. The detailed valence band spectra and
core level spectra were collected with an overall resolution of ≤ 0.6 eV and pass
energies of < 10 eV. The energy scale of the spectrometer was regularly calibrated
using the sputter-cleaned surface of metal samples (Ag, Au, and Cu) as discussed
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earlier. The energy scale of the measured core levels in the samples was recorrected
by an adventitious C 1s peak (EB of 284.5 eV).
3.5 Optical spectroscopy
3.5.1 UV-visible absorption spectroscopy
Optical absorption features in materials directly correspond to their electronic
band structures and so refer to excitation of electrons, e.g. electronic band-to-band
transitions. For the case of an ideal, undoped, and direct band gap material, the
fundamental electronic energy transition takes place from an initial occupied state
(typically the highest valence band) to an unoccupied final state (typically the lowest
unoccupied conduction band) by a given external energy greater than the band gap.
The transmitted light through a material is collected by varying the incident pho-
ton energy. In a parabolic band approximation (i.e. parabolic dispersion relations
for the conduction and valence bands), the direct interband energy transition takes
place at the onset of significant absorption, until the photon energy is equal to the
band gap of the material [138, 139]. The direct absorption coefficient, α, is usually
given by a form of α(hν) ∝ (hν – Eg)1/2, where hν and Eg are the incident radiation
energy and the band gap of the material, respectively. Using this relation, the band
gap of the material can be determined by extrapolation of the linear portion to the
horizontal background of the squared absorption coefficient, α2, spectra as a func-
tion of the incident photon energy. For an indirect band gap material, an indirect
energy transition is accompanied by a change in momentum, either by absorption or
emission of a phonon to satisfy momentum conservation. However, the strength of
the absorption for this transition is rather low. A distinct increase in the absorption
coefficient can still be seen at a the given photon energy high enough to allow direct
interband transitions. Moreover, for highly doped materials, in which the Fermi
level is situated above (below) the conduction (valence) band, the corresponding
band transition is no longer given by the band gap of the material as the transition
for the electron states below the Fermi level is forbidden. This leads to a blue(red)-
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shift in the absorption edge for the same momentum (corresponding to higher values
of k) in the conduction and valence bands. In this work, the transmittance spec-
tra of wide band gap materials (e.g. ZnO and BexZn1−xO), were obtained using a
PerkinElmer Lambda 25 UV-visible spectroscopy with a spectral range of 1.1 eV to
6.5 eV at room temperature. The background absorption (caused by air molecules)
and the intensity variation of the light sources (Tungsten-halogen visible lamp &
Deuterium ultraviolet lamp), were accounted for performing a background scan for
each set of measurements. In order to determine the band gap of the material, the
optical absorption coefficient, α, is calculated using the overall transmittance, TO
(this coefficient is defined as the ratio of the radiation I transmitted by the sample
to the incident radiation, I0), data by the relation
TO(hν) =
(1−R)2exp(−α(hν)d)
1−R2exp(−2α(hν)d) , (3.12)
α =
1
dcosθ
ln
2TOR
2√
(1−R)4 + 4T 2OR2 − (1−R)2
, (3.13)
where d is the thickness of the samples, θ is the incident angle of light relative to
the surface normal, and R is the reflectance at the air/sample interface, which is
approximately equal to [(n− 1)/(n+ 1)]2, where n is the refractive index of the
sample. The above equations take into account multiple internal reflections and the
refractive index of the sample.
3.5.2 Fourier-transform infrared spectroscopy
In the infrared (IR) region, the optical spectrum represents low energy oscilla-
tions which mainly correspond to excited phonon vibrations and plasmon excitations
(collective electron cloud oscillations in the conduction band) in a material. Since,
in doped semiconductors and metals, the response of plasmas is associated with an
oscillation of the free electron density with respect to the fixed positive ions and
their associated damping energy, the effects of the corresponding plasma reflection
can be apparent in the IR spectrum (especially in the mid-IR region). Therefore,
the plasma energy (frequency), ωp, is dependent on the free electron concentra-
tion, n, high frequency dielectric constant, ǫ(∞), and the electron effective mass,
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m∗ [140,141].
ω2p =
ne2
ǫ0ǫ(∞)m∗av
, (3.14)
where, e, ǫ0, and ǫ(∞) are the electronic charge, the vacuum permittivity, and
the high frequency dielectric function, respectively. The energy-dependent electron
effective mass should be averaged across the occupied conduction band states as the
plasma oscillations are collective excitations of all the electrons (collective intraband
oscillations). This can be described by
m∗av =
∫∞
0
g(E)m∗(E)f(E)dE∫∞
0
g(E)f(E)dE
, (3.15)
where g(E) is the density-of-states and f(E) is the Fermi-Dirac statistics. This
equation has been applied to determine physical quantities such as m∗av of highly
degenerate samples in conjunction with the experimentally obtained ωp and ǫ(∞)
via the reflectance spectra and simulations.
Light interaction with matter can be described in terms of the polarization
and absorption (energy transfer to phonons and electrons) through their dielectric
function. In this work, several different dielectric functions have been applied for the
simulation of the reflectance spectra. Within the two-oscillator model, the complex
dielectric function, ǫ˜(ω), [the square of the refractive index, n˜(ω)2] consists of two
terms which correspond to the lattice phonons and free electrons as given by the
following equation
ǫ˜(ω) = n˜(ω)2 = ǫ(∞) + (ǫ(0)ǫ(∞))ω
2
TO
ω2TO − ω2 − iωγTO
− ǫ(∞)ω
2
p
ω(ω + iγp
(3.16)
where ǫ(0) is the static dielectric constants, respectively. ωTO (γTO) and ωp (γp) are
the frequency (correspondent damping = inverse life time) of a transverse optical
phonon and plasma frequency, respectively [141,142]. A common description of the
lattice contribution to the IR dielectric function is defined by the sum of harmonic
Lorentz oscillators:
ǫ(ω) = ǫ(∞) +
n∑
i=1
Siω
2
TO,i
ω2TO,i − ω2 − iωγTO,i
, (3.17)
where Si denote the oscillator strength. Considering anharmonic coupling effects
of transverse optical (TO) phonon and longitudinal optical (LO) phonon modes in
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polar materials, which are split due to the macroscopic electric fields associated
with the longitudinal phonons, three independent oscillators need to be involved as
a three oscillator model: [141]
ǫ(ω) = ǫ(∞)
(
ω2 + iωγLO − ω2LO
ω2 + iωγTO − ω2TO
− ω
2
p
ω(ω + iγp)
)
, (3.18)
where ωLO and γLO are the frequency and the broadening of a longitudinal optical
phonon, respectively. This model describes two LO and TO phonon modes are along
with the classical Drude model for the free carrier response. The corresponding cou-
pling of the IR-active LO and TO phonon modes can be described using a factorized
model with Lorentzian broadening
ǫ˜(ω) = ǫ(∞)
l∏
i
ω2 + iωγLO,i − ω2LO,i
ω2 + iωγTO,i − ω2TO,i
− ω
2
p
ω(ω + iγp)
(3.19)
If ωp lies in the range of or close to the LO modes, the plasmon strongly interacts
with the lattice phonons and, therefore, LO-phonon-plasmon (LPP) coupling effects
need to be considered. The dielectric function of the material with free carriers can
be transformed into a factorized expression similar to that for anharmonic effects of
plasmon excitations with LO phonons in multi-phonon-mode materials (m species
of plasmon and l lattice phonon bands):
ǫLPPj = ǫ
LPP
j (∞)
∏m+l
i=1 (ω
2 + iωγ˜LPP,ij − ω˜2LPP,ij)
ω
∏m
i (ω + iγp,ij)
∏l
i(ω
2 + iωγTO,ij − ω2TO,ij)
, (3.20)
where ωLPP,ij and γLPP,ij are the eigenfrequencies and broadening parameters of the
coupled free carriers and lattice phonon modes (the LPP modes), respectively. The
screened frequency of the lower (i = 1) and higher (i = 2) LPP modes are given by
ω˜LPP,i =
{
1
2
[
ω2LO + ω
2
p + (−1)i
√
(ω2LO + ω
2
p)
2 − 4ω2pω2TO
]} 12
. (3.21)
As thin films as multi-layered samples usually consist of different layer thick-
nesses and refractive indices, the multiple interference effects within the stratified
medium need to be taken into account using a general transfer matrix method. Light
reflection across a heterostructured sample within a stratified medium is illustrated
in Fig. 3.6a. The refractive indices of the film and substrate are denoted as n′2 and
Chapter 3. Experimental Details and Simulation Models 64
Figure 3.5: (a) Schematic representation of the reflections from a film/substrate interface.
The incident radiation, ki, propagates the film layer with a thickness of d at the incident
angle, θi, and transmitted angle, θt, with respect to the surface normal. The path differ-
ence, Γ, between the resulting reflections can be defined as ΓR = n
′
2(D12 + D23) − D14,
where n′2 is the refractive index of the film and Dij represent the distance between i and
j. (b) Schematic of an FTIR spectrometer: the Michelson interferometer, sample com-
partment, and detector. The geometry of the beam path in the sample compartment for
reflectivity and transmission measurements at an incident angle of 11◦.
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n′3, respectively, and film thickness is d. The incident angle of light is θi and the
transmitted angle is θt. As light propagation takes place at an angle, θ, to the sur-
face normal, the amplitude coefficients of reflection (reflectivity, r˜) and transmission
(transmitivity, t˜) at each interface can be extracted based on the Fresnel equations
at any interface [143]. Using Snell′s law, the complex Fresnel coefficients are treated
separately by the two perpendicular polarizations (r˜‖ and r˜⊥) with respect to the
plane of incidence as
r˜‖ =
n′2cosθi − n′1cosθt
n′2cosθi + n
′
1cosθt
, (3.22a)
r˜⊥ =
n′1cosθi − n′2cosθt
n′1cosθi + n2cosθt
, (3.22b)
t˜‖ =
2n′1cosθi
n′2cosθi + n
′
1cosθt
, (3.22c)
t˜⊥ =
2n′1cosθi
n2n1cosθi + n′2cosθt
. (3.22d)
The total reflectivity of the stratified sample can be evaluated by taking into account
reflections for all of the underlying interfaces and is determined as the following
geometric sum
r˜ = r˜12 + t˜12r˜23t˜21exp(iσ) + t˜12r˜23r˜21r˜23t˜21exp(iσ) + · · ·, (3.23)
= r˜12 + t˜12r˜23t˜21exp(iσ)
∞∑
n=0
(r˜23r˜21exp(iσ))
n , (3.24)
= r˜12 +
t˜12r˜23t˜21exp(iσ)
1− r˜23r˜21exp(1σ) , (3.25)
where σ = ΓRω
c
= 2πkn˜′2dcosθt accounts for the phase change arising from the light
traveling across the layers. ΓR = n
′
2 (D12 + D23)-D14 is the path difference between
subsequent reflections. k˜ is the wave number of the incident light. If unpolarised
light is used, the total reflectance of the sample can be calculated by averaging over
the two polarized reflectances
R =
1
2
(R‖ +R⊥) =
1
2
(|r˜‖|2 + |r˜⊥|2) (3.26)
In this work, the reflectance spectra of the multi-layered samples were recorded
using a Bruker vertex 70v FTIR spectroscopy capable of producing polarized light
and variable-angle measurements. The energy range of the IR measurements covers
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the far-IR (80 – 600 cm−1), mid-IR (420 – 5000 cm−1), and near-IR/visible (4000 –
22000 cm−1) spectral regions separately using different beam splitters and detectors.
The geometry of the optics is illustrated in Fig. 3.6b. The experimental spectra
from different samples were fitted using the appropriate dielectric functions and
the transfer matrix methods to identify the phonon modes, free-carrier-associated
plasma frequencies, and layer thickness within the samples.
3.6 Hall effect measurements
Hall effect measurements are widely applied to determine the electrical prop-
erties of semiconductors. These properties include the averaged sheet carrier con-
centration, the carrier type (n- or p-type) and the mobility of majority carriers,
and the sheet resistance. A typical Hall bar geometry is shown in Fig. 3.6a. A
force is generated on the carriers transversely across the bar as the Lorentz force,
F = q(E + v × B), where q and v is the charge and velocity, respectively, while
the an electric current flows along the longitudinal direction (x-direction) in applied
electric field [144]. This forces the charge carriers to move in the y-direction, result-
ing in the charge accumulation at the edges and the built-up of an electric field in a
steady state, which is the so-called Hall field. The Hall field direction is dependent
on the type of carriers, i.e., the Hall field direction of the positive charge carriers
will be opposite to that for negative charge carriers. The magnitude of the induced
Hall field is defined as Ey = vxBz. By externally-controlled parameters such as
applied current density (Jx) and the magnetic field (Bz), while the Hall coefficient
(RH) is defined by
RH =
Ey
JxBz
=
vx
Jx
, (3.27)
where vx = µeEx and Jx = neµeEx when the electrons are majority charge carriers
for the conductivity of a sample. The Hall coefficient is usually rearranged as;
RH =
µeEx
neµeEx
=
1
ne
. (3.28)
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Figure 3.6: (a) A Hall bar geometry for the Hall effect measurements applying current
flowing, Jx, along x-direction and magnetic field, B, perpendicular to surface normal.
The induced carrier motions, the subsequent charge build-up, an electric field, Ey, and a
Hall voltage, VH , across the bar. (b) and (c) represent the van de Pauw configuration for
resistance and Hall measurements, respectively. Note that the layer should be electrically
isolated from underlying layers or substrates as the results obtained normally show average
values.
In many compensated semiconductor samples, where both electrons and holes co-
exist, RH is given by
RH =
1
|e|
(pµ2h − nµ2e)
(pµh + nµe)2
, (3.29)
where n (p) and µe (h) are the electron (hole) concentration and mobility, respec-
tively.
In practical cases, the applied current, I, magnetic field, B, and Hall voltage,
VH , are known parameters unlike the current density of the charge carriers and the
induced electric field strength. Therefore, the sheet carrier density, ns, of the sample
can be determined using the following relation:
ns =
IB
eVH
. (3.30)
The bulk carrier concentration, n, can be obtained by n = ns/d, where d is the
sample thickness. The VH and ns are also related to the carrier mobility through
the sheet resistance, Rs = VH/(IBµ) = 1/(ensµ). As a current flows between
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contacts 1 and 2, I12, and a voltage is across contacts 3 and 4 (Fig. 3.6b), Rs can
be determined by the van der Pauw equation:
exp
(
−πR12,34
Rs
)
+ exp
(
−πR23,41
Rs
)
= 1, (3.31)
where R12,34 (R23,41) = V34/I12 (V41/I23). To determine a more accurate sheet re-
sistance, the measured resistances should be averaged, switching the current and
voltage contacts in the reciprocity theorem, R12,34 = R21,43 = R34,12 = R43,21. The
Hall voltage, VH , between a set of diagonal contacts measured with the current flow-
ing across a set of diagonal contacts on the other opposite corners and a constant B
perpendicular to the surface normal as shown in Fig. 3.6(c). In this measurement
configuration, eight Hall voltages are acquired for two diagonal sets by which an
averaged V avH can be calculated as the following equation:
V avH =
V P13 − V N13 + V P14 − V N24 + V P31 − V N31 + V P42 − V N42
8
, (3.32)
where V P or N relies on the polarity of the applied magnetic field, ±B, to receive the
corresponding p-type or n-type characteristics of a sample for the summation in V avH .
Consequently, the averaged sheet carrier density and mobility can be determined
applying each set of currents and voltages for the averaged sheet resistance and Hall
voltage.
Part of the resistance and Hall measurement data presented in this thesis
were achieved using an Ecopia HMS-3000 Hall effect measurement system at the
University of Warwick. The measurements were performed at room temperature in
the van der Pauw configuration. The current injection was from 1 nA to 20 mA and a
permanent magnet of 0.55 T was applied. In order to ensure Ohmic contacts to avoid
any charge depletion effects at the surface of the oxide samples, the mesa etching
process was performed at all corners of the samples using ion-beam milling and
then appropriate contact metals were applied depending on the type of the samples.
The Ohmic behavior was then verified measuring the resistance of all the samples.
Variable temperature (5 K – 300 K) Hall effect measurements were carried out to
investigate defect-associated carrier distribution and their transport properties in
the highly doped samples. These measurements were performed separately at the
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University of Warwick and at the University of Iceland.
3.7 Atomic force microscopy
Atomic force microscopy (AFM) is a useful method to study the topographic
features of thin films. AFM images provide a direct insight to the film growth
processes (e.g. nucleation-and-growth mechanism and roughness on the films) and
secondary structural evolution at the surface of the films. The AFM tip is atomically
sharp (approximately 20 nm at the tip) and is made of Si3N4 mounted at the end
of a flexible cantilever. AFM measurements typically ensure a height resolution
of around 2 A˚ and lateral resolution of less than 100 A˚, which allows microscopic
morphological studies (e.g. a quantification of the surface roughness of the films
through a root-mean-squared (RMS) value and height range).
In AFM, a scanning tip is attached to a cantilever arm which measures its
deflection using an incident laser source that reflects off the back of the cantilever.
The deflection is caused by the change in the interaction between the tip and the
surface of a film while the tip scans across the surface. Each interaction gives rise
to a motion/force on the tip of the cantilever from a given zero position, which is
monitored by the laser reflected from the back of the cantilever. The reflected laser
is recorded on a four-quadrant position sensitive photodiode. In this work, AFM was
performed mainly in the tapping mode to prevent any damage to the surface of the
films unlike the case in a contact mode. AFM tapping mode is operated as a dynamic
mode by the vibration of the cantilever above its resonant frequency maintaining a
constant tip height from the surface. Namely, the tip height is maintained using a
piezoelectric crystal to remain a constant vibrational amplitude which is equivalent
to the constant distance between the tip and film surface. Hence, variations in the
frequency of oscillation (changes in the applied voltage) correspond to topographical
variations at the surface of the film.
In this work, calibration work for the AFM results has been carried out using
a standard reference sample (see Figure 3.8) to obtain more accurate size information
for grains or particles at the surface of the films. All of the obtained AFM images
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Figure 3.7: AFM topographic images for a standard reference sample for a size calibration
in x- and y-directions, which was measured in a tapping mode. The inset of black square
box (2×2 µm2) corresponds to the actual planar area of the square pitches in the obtained
images.
were reprocessed using Nanotec (WSxM 5.0) and Gwyddin softwares.
3.8 Other characterization techniques
3.8.1 Transmission electron microscopy
The resolution, δT, of an ordinary optical microscopy is approximated accord-
ing to the Rayleigh′s criterion δT = 0.61λ/nsinβ, where λ is the wave length of light
(depending on the acceleration voltage of the electron gun in the de Broglie wave
length), n is the refractive index of the viewing medium, and β is the semi-angle of
collection of the magnifying lens (objective lens). As nsinβ (the so-called numerical
aperture) can be approximated to unity, δT is half the wave length of radiation. The
resolution can be given as δT = 1.22λ/β, where λ ∼= 1.22/E0.5 (E is the energy of
electrons.). Therefore, applying high electron energies > 100 keV, a high resolu-
tion can be obtained with much smaller λ < 0.04 A˚, which is much less than the
diameter of an atom. High resolution transmission electron microscopy (HRTEM)
enables the investigation of material properties on the atomic scale. In this thesis,
the microstructural properties of the grown, post-treated oxide thin films, an ox-
ide nanoparticles were investigated performing cross-sectional TEM and HRTEM
measurements. This gives direct microstructural information such as orientation
relationship, atomic stacking faults, twins, anti-phase boundaries, and the distri-
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bution of planar defects (grain boundaries). Furthermore, scanning transmission
electron microscopy (STEM) which relies on atomic density, specimen thickness,
and defect-/strain-associated atomic planes was used to visualize the induced dis-
placement/distribution of different weight of constituent atoms in the oxide films
in a contrast view [145]. Energy dispersive X-ray spectroscopy equipped in TEM
was employed for composition analysis for selected areas of the samples. TEM mea-
surements for the BexZn1−xO samples were performed by Prof. Chel-Jong Choi at
Chonbuk National University in South Korea using Field emission TEM, Tecnai G2
F30 S-Twin with an acceleration voltage of 300 kV.
3.8.2 Scanning Electron Microscopy
Scanning electron microscopy (SEM) typically consists of an electron gun,
a focusing column, a sample stage, and various different electron detectors. The
electron energy is adjusted in a range of 1 – 30 keV to achieve different depths of
interaction between electrons and sample surface followed by the IMFP of electrons.
This is because the electron scattering event at the surface is dependent on the
energy of the incident electrons, the incident angle with respect to the surface of the
sample, and the atomic number and density of the elements in the sample. Secondary
electrons (SEs) arise from the emission of the valence electrons in the sample excited
by the incident electron beam. Since, only the SEs generated at the surface of the
sample are emitted, such SE emission can allow a surface sensitive measurement.
Moreover, SE emission is larger in an oblique incidence of the electron beam, and
by measuring the difference in the incident angle of the electron beam, the distinct
brightness of the sample surface can be obtained. Therefore, the SEs collected by
several detectors are used for detailed imaging of the topography of the sample
surface. However, SEs with lower energies (< 10 eV) are strongly influenced by any
charging effect due to the accumulation of static electric charges at the surface of a
non-conductive sample. This gives rise to an anomalous contrast in SEM and, hence,
requires additional treatment before measuring insulating surfaces (e.g. coating of
metallic or carbon layers) to prevent any charging effects. This microscopy technique
Chapter 3. Experimental Details and Simulation Models 72
was applied to study the surface morphologies and thicknesses of the oxide samples
presented in Chapters 5 and 7. The SEM images in this work were acquired using a
Zeiss SuPRA 55-VP FEGSEM at the University of Warwick and a Jeol JSM-5800
at Chonbuk National University in the Republic of Korea.
3.8.3 Photoluminescence
Photoluminescence (PL) spectroscopy is a non-destructive characterization
technique and a powerful tool to investigate optical excitation processes across char-
acteristic radiative transition channels. The optical carrier excitation from an initial
occupied state to a final unoccupied state can be obtained by the absorption of a
given laser energy which should be higher than the energy of the transition channel
within the electronic structure of the material. When electron-hole pairs (so-called
excitons, which are typically electrostatically bound within a characteristic length,
the exciton Bohr radius) are generated as a result of the induced electron excita-
tions, a number of processes can subsequently occur. These include recombination
of the carriers from the excited state into the electronic ground state together with
a characteristic luminescence [42,146]. The driving force of such simultaneous emis-
sion processes is primarily associated with restoring of the carriers to a thermal
equilibrium state with their characteristic carrier lifetime. In the case of wide band
gap semiconductors, the lifetime of the exciton emission is usually very short, on
the order of several tens to hundreds of picoseconds, whilst the lifetime of the visible
emission is much longer in the microsecond range [147]. The carrier lifetime and lu-
minescence efficiency are generally dominated by the non-radiative lifetime, which is
dependent on the associated defects in a sample [148]. Hence, the study of band-to-
band and defect-associated luminescence from a sample provides critical information
such as its chemical composition, the electronic band gap, and the impurity and de-
fect levels. Furthermore, temperature-dependent luminescence from free excitons,
donor-/acceptor-bound excitons, donor-acceptor-pairs, two-electron-satellites, and
phonon replica gives valuable information about their thermal activation (thermal
ionization of excitons) and quenching behavior to determine their binding energies
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Figure 3.8: Schematic diagrams of the recombination mechanisms: (i) The photon energy,
Ehν equals the band gap energy, Eg, for free exciton recombination from the band-to-band
transition (from conduction band minimum, CBM, to valence band maximum, VBM; (ii)
The Ehν is reduced by the electron trapping/non-radiative relaxation together with the
presence of donor or acceptor states (neutral donor-bound exciton: D0X, neutral acceptor-
bound-exciton: A0X); (iii) Two-electron satellite (TES), i.e. two-electron transitions of
neutral-donor-bound exciton, as the exciton collapses and the neutral donor returns to
the ground state, or it may pick up an energy from the exciton, leaving the electron on
the donor in an excited state, in the final state.
and chemical origins [149, 150]. Various types of luminescent exciton transitions
including the trapping and relaxation processes are shown in Fig. 3.8.
In direct band gap ZnO, Zni typically act as a shallow donor. These defects
create localized energy states located at ≈ 30 meV just below the conduction band
edge [51,151]. Electrons given by the donor-like defects are predominantly located in
the conduction band at room temperature, however, at sufficiently low temperatures
(T ≤ 110 K), the donors trap the electrons at the localized states within the band
gap by a weak attractive potential, which is referred to as a donor-bound electron
(a neutral donor state, D0). A free exciton, FX, can also be trapped/bound to the
donor and the excited state is named as a donor-bound exciton, D0X. Thus, the
PL energy of D0X can be defined by
hν(D0X) = ED0X(T ) = EFX(T )− EB, (3.33)
EFX(T ) = Eg(T )− Eex. (3.34)
Here, EB is the bound exciton localization energy, Eg(T ) is the temperature-dependent
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band gap energy of ZnO and FX is binding energy created by an electrostatic
coulomb force between electron and hole, Eex = R
∗
y
1
n2
= 13.6 eV
m∗e−h
n2ǫ20
(n= 1, 2, 3,···),
where R∗y is the excitonic Rydberg energy (R
∗
y ≈ 60 meV in ZnO) and n is the main
quantum number.
Various characteristic deep level emission bands have been observed in ZnO-
based materials. While the UV emission is usually associated with the band-edge
transition or exciton recombination as shown in Fig. 3.9, the emissions in the visible
ranges originate from localized states of intrinsic or extrinsic defects within the band
gap of ZnO. These have been the subject of extensive controversy over the last two
decades. In particular, for the green emission at 2.4 eV, a number of distinct
hypotheses have been suggested; including a deep donor state around 0.9 to 1.3 eV
below the CBM caused by oxygen vacancies [8, 152]. An acceptor level of oxygen
interstitials [energy states around 0.72 eV for ǫ(0/-) and around 1.59 eV for ǫ(-/2-)
above the VBM], which the conduction electrons are recombined to holes on these
defects [50]. Red band emissions around 1.70 eV have been assigned to an optical
transition between shallow donor states (related to Zni) and deep levels (related to
VZn) as a donor-acceptor pair (DAP) transition [151].
PL measurements were performed using a CW He-Cd laser (λ = 325 nm) at
the University of Iceland. For deep level emission measurements, a complementary
long-pass optical filter with a cut-off wave length of 420 nm was used to increase the
dynamic range of deep level emissions in the samples and remove the laser line and its
second order diffraction. All of the PL measurements in this thesis were performed
using a constant optimized exposure for absolute comparison of the luminescence
intensity from the samples.
Chapter 4
Particle Pinning Effects on the Band Modu-
lation of BexZn1−xO Alloys
4.1 Introduction
Wide band gap oxides have received a great deal of interest due to their po-
tential use in optoelectronic applications, including ultraviolet (UV) laser diodes
(LDs), light-emitting diodes (LEDs), high-mobility transistors, and gas sensors [3,
4, 30–32, 153]. The quantum confinement effect (QCE) and the fractional quantum
Hall effect (FQHE) are phenomena that have been observed in well-designed oxide
heterostructures and can add to the wealth of potential applications [154]. In order
to design such quantum structures, it is essential to understand the band gap engi-
neering of oxides and the nature of oxide-based heterointerfaces. In addition, various
charge states can occur at such surfaces and interfaces (either charge accumulation
or depletion), as a result of the surface termination, the formation of surface de-
fects, e.g., oxygen vacancies (VO) or cation interstitials, the presence of unintentional
impurities such as hydrogen, Hi) or other chemisorbed species [10, 155, 156]. ZnO-
based materials have many applications and exhibit many interesting optical and
electronic properties, including a large exciton binding energy (≈ 60 meV) at room
temperature, and high transparency in both ultra-violet (UV) and visible spectral
ranges [157]. Beside these promising properties (a possibility of lower optical pump-
ing thresholds of exciton-related recombination in many UV optical applications),
the effective band gap engineering is prerequisite to design the quantum structures
mentioned above for the advancement of highly efficient ZnO-based optoelectronics.
To fabricate energy barrier layers in the quantum-structured ZnO-based devices, the
wider band gap modulation of ZnO above 3.37 eV has been conducted by substi-
tuting Mg mole fraction forming Zn1−xMgxO [158]. However, the solubility limit of
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Mg in the alloy regime occurs together with a structural transition around x = 0.35.
This is due to non-identical crystal structure between hexagonal ZnO and cubic
MgO. Later, BexZn1−xO alloys have been suggested as a competitive candidate by
Ryu and a successful band gap tuning of hexagonal BexZn1−xO alloys was accom-
plished in the entire wide-range band gap energy from 3.37 eV for ZnO to 10.6
eV for BeO [159]. A BexZn1−xO-based multi-quantum-well structure was designed
by periodically stacking ZnO wells with Be0.2Zn0.8O barriers, resulting in UV light
emission generated from a conventional LED structure [32]. However, non-linear and
deconfined emission features from the LED devices were observed with localized en-
ergy states. Compositional fluctuations and local segregation of Be were claimed
by Be diffusion to the ZnO interfaces in the quantum well device structures [59].
Therefore, understanding the growth mechanisms of BexZn1−xO films is key to im-
proving device performance. However, the lack of fundamental understanding of
growth characteristics for highly mismatched BexZn1−xO alloys has been still re-
mained with respect to the effects of internal strain, thermodynamic instability, and
highly-mismatched underlying substrate. In this chapter, the influence of Be con-
centration on the microstructure of BexZn1−xO ternary films (from x = 0 to 0.77)
are extensively demonstrated. The (0002) X-ray diffraction peak shows a systematic
shift from 33.86◦ to 39.39◦, and optical spectroscopy shows a blue-shift of the band
gap from 3.24 to beyond 4.62 eV towards the deep UV regime as Be concentration
increases. These are indicative of the incorporation of Be into the host ZnO lattice.
During the band gap modulation, structural fluctuations (e.g. phase separation and
compositional fluctuation of Be) in the ternary films are observed along with a sig-
nificant change in the mean grain size. X-ray photoemission spectroscopy shows
higher concentrations of metallic Be states found in the alloy films with the smaller
grain size. Correlation between these two observations indicates that Be segregates
to near the grain boundaries. A model structure is proposed through simulation,
where an increase in grain growth driving force dominates over the Be particle pin-
ning effect. This leads to further coalescence of grains, reactivation of grain growth,
and the uniform distribution of Be composition in the BexZn1−xO alloy films.
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4.2 Experimental details
BexZn1−xO alloy (0 ≤ x ≤ 0.77) thin films of thickness in the range of 178 –
198 nm were prepared on Al2O3(0001) substrates in an oxygen partial pressure (PO2)
of 2 × 10−3 mbar at a growth temperature of 400 ◦C using the radio-frequency (RF
= 13.56 MHz) magnetron co-sputtering (base pressure: 1.6×10−8 mbar). During
the film deposition, Ar (O2) gas flow was kept constant at 45 (5) sccm. In order
to vary the Be concentration in the films, the RF power to the Be metal target
(99.9 % purity, 2-inch diameter, 1/4-inch thickness) was adjusted from 0 to 80 W,
while the RF power of the ZnO ceramic target (99.999 % purity, 2-inch diameter,
1/4-inch thickness) was fixed at 100 W. Films were prepared with almost constant
thickness by controlling the deposition time under fixed conditions. Prior to film
growth, both ZnO and Be targets were sputtered in the vacuum chamber using a
RF power of 50 W in 30 min to remove target surface contaminants. The struc-
tural and optical properties of the films were evaluated by X-ray diffraction (XRD;
λ = 1.5406 A˚) and UV-visible spectroscopy measurements. Tapping mode atomic
force microscopy (AFM) was used to observe the surface morphologies of the films.
To determine the surface electronic structure and chemical state of the films as a
function of Be composition, X-ray photoemission spectroscopy (XPS) was performed
in ultra-high vacuum (UHV) using an Omicron SPHERA hemispherical analyser and
monochromatic Al Kα source (hν = 1486.6 eV). Photo-excited electrons from the
film surfaces were collected using a take-off angle of 90◦ (normal to the surface of
the films). Surface charging during XPS measurements, resulting from the insu-
lating nature of the samples, was compensated for by using a low energy electron
flood gun (Omicron CN10). The binding energy (EB) scale was calibrated using the
C 1s position (284.5 eV) and the overall energy resolution was 0.6 eV. Elemental
composition ratios were extracted including the electron mean free path correction
and using Scofield cross sections [160]. Peaks were fitted using a Shirley background
and Voigt (convolved Lorentzian-Gaussian) functions.
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4.3 Results and discussion
4.3.1 Optical and structural properties
The change in the cut-off wavelength of the transmittance spectra for the
BexZn1−xO alloy films as a function of Be fraction is shown in Figure 4.1a. The
spectral range available (220 – 850 nm) was insufficient to measure the cut-off for
the films with the highest Be content due to the wider band gap energies (Eg > ≈
6 eV). However, there was clearly a continuous shift of the spectra into the deep
UV energy region and a high transparency of over 85 % as the Be concentration
increased. Based on these transmittance spectra and excluding reflectivity, the
absorption coefficients, α, of the films were evaluated from TO = Aexp(−αd), where
TO is the transmittance of the film, A is a constant and d is the film thickness.
Consequently, by taking a linear extrapolation of the leading edge from the plot of
α2 versus hν, the optical band gap energies in the limit of the spectral region were
determined to range from 3.24±0.01 to 4.62±0.06 eV for Be concentrations up to
x = 0.51 (see the inset of Fig. 4.1a). Tailing of the absorption edge was found
as Be concentration increased. This is commonly associated with a decrease of the
crystalline quality of the material [161,162].
As shown in Fig. 4.1b, changes in the optical band gap energies exhibited a
non-linear dependence on the Be composition due to a large bowing effect. Values of
the bowing parameters, b, were calculated to be 4.8±0.2, 4.6±0.4, 6.0±0.3, 7.8±0.3
and 9.5±0.2 eV for x = 0.05, 0.16, 0.32, 0.41, and 0.51, respectively. The large
values, b, can be attributed to the considerable difference in atomic size and large
chemical mismatch between Zn2+ and Be2+. Moreover, the larger increase of b at
higher Be compositions could be associated with additional band repulsion between
the O 2p and the Zn 3d orbitals in the electronic band structure of the Be-rich alloys.
The orbital interaction possibly results in an up-shift of valence band and in turn,
a large band gap reduction [163,164]. The lattice strain effect on the redistribution
of the density of states in the hexagonal symmetry of largely mismatched films,
also requires consideration. Consequently, the optical results confirm that the band
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Figure 4.1: (a) Transmittance spectra of the BexZn1−xO films with an increase in the Be
concentration [%], from x = 0 to 0.77, [Inset of (a)] the curve of α2 vs photon energy (hν)
for the films compositions x = 0 to 0.51, and (b) a comparison of band gap energies with
the previous report with bowing parameters, b, for the BexZn1−xO alloys.
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gap of ZnO can be tuned by incorporating Be into the host lattice although some
structural deterioration should be expected. However, it is noted that the calculated
optical values might be overestimated due to spectral merging that allowed the local
distribution of Be to affect the optical spectroscopy measurement.
X-ray diffraction (XRD) patterns of the BexZn1−xO thin films grown on
Al2O3(0001) substrate, taken in the θ–2θ geometry are shown in Fig. 4.2a. All films
were shown to be preferentially oriented along the c-plane (0001) of the wurtzite
phase. In addition, (101¯0) and (101¯1) growth orientations were also observed. There
was a significant shift in the (0002) diffraction peak position as the Be concentra-
tion increased. This suggests a structural change from the undoped ZnO structure
(33.9◦) towards a hexagonal BeO-type structure (41.1◦). From this shift, a decrease
in c-axis lattice parameter was deduced from 5.23 for to 4.80 A˚ as shown in Fig.
4.2b, confirming the lattice compression required for incorporating Be2+ into ZnO.
Calculations based on Vegard′s law confirmed the Be fraction in the alloy films as
x = 0.05, 0.16, 0.31, 0.41, 0.51, and 0.77 [165]. This revealed that Be atoms were
well-substituted into Zn sites and that the c-axis oriented hexagonal structure was
thus primarily maintained in all films. Broadening of the (0002) diffracted peak was
also observed as the Be composition was gradually increased, suggesting a deteriora-
tion in the crystal quality of the film. This is also indicative of a reduced crystallite
size with increasing Be content in the alloy films. It is known that adatom diffusion
on a surface to island edges can be kinetically restricted by strain concentration near
step edges during island growth. Since the strain-induced energy barrier to adatom
movement at an island edge is proportional to the lattice mismatch, smaller coherent
islands tend to be formed in a higher lattice-mismatched system [166]. Substantial
elastic strain energy generated from the lattice mismatch between the BexZn1−xO
films and the substrate would be further increased with the addition of more Be.
This is due to the smaller atomic size of Be and causes smaller crystallites to form
as the excess strain is relaxed. Hence, for a large lattice mismatch (more than
18 %) at the BexZn1−xO film/substrate interface, it is assumed to initiate three-
dimensional (3D) grain growth to minimize the total energy configuration (strain
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energy + surface energy). This leads to the formation of smaller crystallites and
misaligned (tilted/twisted) lattice domains with random orientations [70, 167]. As
a result, growth features with smaller grains were induced by the incorporation of
atomically smaller Be into the host and the subsequent increase in lattice mismatch
strain. Furthermore, since grain growth in films is driven by a reduction of total
energy at grain boundaries, the grain boundary migration during film grain growth
could play a crucial role in the formation of crystalline BexZn1−xO films. This point
will be discussed in more detail later.
In the range from Be concentration, x = 0.16 to 0.41, the asymmetrically split
(0002) peaks and extra peaks between the (101¯0) and (0002) orientations are clearly
observed (Fig. 4.2a). These two distinct peaks are shifted towards each other as the
Be concentration increases and merge to form a single peak at a concentration of
around x = 0.51. This peak then reduces in intensity and, disappears at the highest
Be concentration of x = 0.77, where only an hexagonal (0002) peak was observed.
Structural fluctuations may be attributed to a non-uniform distribution of Be atoms,
as well as a higher level of lattice stress from grain boundaries and the substrate
interface during film growth. In previous theoretical studies, phase separation in
the BexZn1−xO alloy system was also expected due to the large enthalpy of alloy
formation arising from the large mismatch between ZnO and BeO [168,169].
4.3.2 Surface morphology and chemical composition
Topographic AFM images (10×10 µm2) of the BexZn1−xO films grown on
c-axis oriented Al2O3 substrates are shown in Fig. 4.3a. The images indicate that
all films exhibited a granular microstructure corresponding to a three-dimensional
(3D) columnar growth mode. Grain size varied and were randomly distributed on
the film surfaces up to x = 0.51. For x = 0.77, a smaller grain size became dominant
as shown in the 1×1 µm2 scan of the Be0.77Zn0.23O film (right-bottom image in Fig.
4.3a). The distribution of grain sizes on the film surfaces was consistent with XRD
measurements, which indicated a coexistence of different growth orientations and a
broadening of the (0002) diffraction peak [167]. The average grain size for the films
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Figure 4.2: (a) XRD θ-2θ scans of the BexZn1−xO films as a function of Be concentration
(%), and additional peaks appearing between BexZn1−xO(101¯0) and (0002) plane reflec-
tions are signified by blue-triangles. (b) c-axis lattice parameters of the films as a function
of Be content (%).
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were found to decrease from ∼68.6 nm for x = 0 to ∼27.8 nm at x = 0.31.
An increase of grain size followed at higher values of x to ∼76.0 nm at x =
0.77. It should be noted that the average grain size obtained from AFM analysis
differed from that obtained from XRD using the Scherrer formula (Particle size, D.
This is depicted in Fig. 4.3c [170]. Further insight into this can be obtained by
analysis of the AFM phase images (Fig. 4.3b). It was found that the average grain
size appeared larger due to a set of fine-grains along grain boundaries combining as
Be concentration increased from x = 0.31 to 0.77. This is shown by spectral images
of the selected grains (A and B) and revealed that the formation of the larger grains
was a consequence of fine grain coarsening at the grain boundary junctions. XPS
spectra from the Be 1s and Zn 3p core levels for the BexZn1−xO films are shown
in Fig. 4.4a. A spin-orbit split Zn 3p doublet was observed at approximately 89
eV [171]. The Zn 3p core level peak showed broadening and a shift to the higher
EB with increasing Be concentration. This is attributed to a distribution of Zn ions
in different net-charge states in the wurtzite alloy coordination, the presence of a
variety of surface species (e.g. surface hydroxylation on polar surfaces: Zn-O-H),
and the increased of number of Zn ions in defect states [11, 172]. These imply an
increased surface area to volume ratio on decreasing the crystallite size, and a non-
stoichiometric wurtzite environment as the Be concentration increases. As seen in
Fig. 4.4b, the XPS spectrum for the undoped ZnO film showed a broad feature (≈
100 to ≈ 120 eV) originating from screening effects of photo-excited electrons from
surface plasmon excitation and inelastic collision processes (e.g. electron-electron
and electron-phonon scatterings). This implies that the film surface possessed free-
electron carriers due to native defects/unintentional impurities (e.g. VO, Zni, and
Hi) as is typical in undoped ZnO. This could have also contributed to a surface
band bending effect [9,10,155]. The relative intensity of the plasmon peak to Zn 3p
peak decreases continuously as the Be concentration increases. This reveals both a
reduction of free carriers and the deterioration of crystallinity in terms of the number
of photo-excited electrons with a relatively long-path distance on the film surfaces.
So, the surface plasmon effect in Be 1s core-level on the BexZn1−xO film surfaces
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Figure 4.3: (a) AFM topography (10×10 µm2) images of the BexZn1−xO films for x = 0,
0.05, 0.31, 0.51, and 0.77, and a (1×1 µm2) image of the Be0.77Zn0.23O film. All of the
insets are AFM topography (1×1 µm2) images. (b) Phase images (1×0.5 µm2) of the
selected BexZn1−xO films composed by Be concentration (%), x = 0.31, 0.51, and 0.77,
magnified spectrum images (right-top and -bottom) for selected areas -A and -B (x = 0.51
and 0.77), respectively. (c) The profile of crystallite size (based on FWHM values of the
(0002) XRD diffraction peaks for the films) and average grain sizes (AFM) as a function
of Be concentration (%).
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Table 4.1: Parameters (EB, Lorentzian percentage of the Voigt line shape (L), and full
width at half maximum (FWHM)) of Be 1s core level fitting, quantification values (%)
of Be-O bonding (BeO) and metallic Be bonding (BeM), [BeO/M/(Be+Zn+O)], and the
ratio of BeO/(Zn+BeO) for the BexZn1−xO alloy films as a function of Be concentration
obtained from the XPS spectra (Al Kα hν = 1486.6 eV). The quantification analysis of
atomic compositions (O, Zn, and Be) for all films was determined from the areas of the O
1s, Zn 3s, and Be 1s.
Sample Bonding EB L FWHM Percentage BeO/(Zn+BeO)
(eV) (%) (eV) (%) (%)
Be 5 % BeO 114.2 8 2.2 4.3 10
BeM 111.2 8 3.2 1.8
Be 31 % BeO 114.4 8 2.3 17.8 40
BeM 111.2 8 3.7 11.2
Be 51 % BeO 114.2 8 2.1 31.8 60
BeM 111.0 8 3.7 4.5
Be 77 % BeO 114.3 8 1.8 44.8 80
BeM 111.1 8 3.0 1.6
at high Be content was negligible, allowing the Be 1s core level to be fitted by two
components at EBs at 111.1±0.1 and 114.2±0.1 eV, respectively (denoted in Fig.
4.4b). Those two distinct components were associated with metallic Be (BeM) and
Be-O bond (BeO) states on the surface [173,174]. The BeO peak intensity increased
continuously, again suggesting that Be was well-incorporated into the host lattice.
This is consistent with the above XRD and optical spectroscopy measurements. The
highest ratio of BeM to BeO was observed at a Be concentration of x = 0.31. Then,
a continuous decrease of the ratio was observed with further addition of Be up to
x = 0.77. All fitting parameters and the relative percentages of BeM and BeO for the
Be 1s core level spectra found by evaluating the O 1s, Zn 3s, and Be 1s core-levels
for all BexZn1−xO films are presented in Table 4.1. The surface BeO composition
relative to the Zn composition [BeO/(Zn+BeO)] was higher compared to the film
bulk. One possible explanation is that this is caused by a surface segregation process
through the removal of surface Zn and/or O atoms to minimize the surface free
energy [11,48,175].
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Figure 4.4: (a) Be 1s and Zn 3p XPS spectra of the BexZn1−xO alloys as Be fraction,
x, increases. (b) Experimental Be 1s core level spectra for all films are fitted using Be-O
bonding (BeO), metallic Be (BeM), and surface plasmon (SP) components using a Shirley
background and Voigt line shapes (solid lines).
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4.3.3 Particle pinning model and discussion
A possible mechanism for this type of grain growth of crystalline BexZn1−xO
on Al2O3 substrates can be described by a model first suggested by Zener [176]. The
model describes the formation of secondary phase particles, in this case metallic Be,
at grain boundaries, which pin the boundaries and restrict the grain wall motion.
This grain boundary drag caused by Be particles at grain boundaries would lead
to the formation of smaller grains during growth as illustrated in Fig. 4.5a. It
should be noted that the original Zener′s model [176] was used to describe a three
dimensional array of grains and, therefore, the model below has been modified to
account for the planar nature of film growth in this case. It was found that the
Be concentration in the alloy films significantly affected grain structure and size. It
is common in grain growth that the grain size depends on the migration of grain
boundaries arising from the difference in grain curvatures (pressure; Pg), which are
due to the chemical potential difference, ∆µ, described by [68,70,177]
∆µ ≈ 2γ
D
= Pg, (4.1)
where γ and D are interfacial energy at the boundary and mean grain size, respec-
tively. Here, the matrix grain boundary mobility is interrupted by pinning of solute
particles occupying areas of the grain boundary [176]. Pinning particles at grain
boundaries reduce the Gibbs free energy, restricting the movement of the matrix
grain boundaries during growth.
A pinning particle of circumference, 2πrcosθ, is placed at the grain boundary,
as illustrated in Fig. 4.5a, where r is the radius of particle [68]. The maximum
pinning pressure, Pp, of the particles can be expressed as
Pp =
3f
2πr2
· 2πrcosθγsinθ ≈ 3fγ
2r
, (4.2)
where f is the volume fraction of the particles in the unit area of a random plane.
The first term is the mean number of the particles intersecting a unit area of a
random plane and the second term is the maximum particle pinning force with a
drag angle of θ = 45◦ at the grain boundary. In the above equations, the two driving
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pressures (Pg and Pp) counterbalance each other, and the pinned grain size, Dmax,
is approximately determined by
Dmax =
4r
3f
. (4.3)
Metallic Be particles favour lower energy sites at grain boundaries rather than in
the matrix of the grain, subsequently inhibiting the grain boundary mobility. This
results in a reduction of grain size as shown in Fig. 4.5b. In a similar case, Ing-
ham [178] reported that metallic Al atoms at grain boundaries restricted ZnO grain
growth in the formation of spinel crystallites as ZnAl2O4. In this work, AFM and
XPS showed that the mean grain size was inversely proportional to the amount of
metallic Be on the film surface. Furthermore, it can be assumed that by increasing
the Be content in the films, the volume fraction of Be particles at grain boundaries
is increased. There was, however, an inconsistency in crystallite size and mean grain
size measured by XRD and AFM as seen in Fig. 4.3c. This discrepancy could be
reconciled by considering the change in the Be pinning pressure at grain boundaries
with an increase in Be pinning particle size. However, this would drive an Ostwald
ripening of the Be particles at grain boundary interfaces, resulting in a coarsening
of the particles and in turn decreasing the pinning pressure, Pp [179].
When the driving pressure of grain growth is sufficient to overcome pinning
pressure of Be particles, movement of the grain boundaries occurs to allow coales-
cence. Interestingly, it appeared that a two-step coalescence process occurs at a
Be concentration of x = 0.77. Initially, fine-sized grains coarsened, concave inwards
and form an eight-junction grain boundary that minimized interface energy between
the grains. A set of these coarsened fine-grains then combines in a triple-junction
boundary favouring a distinctly shaped grain growth to produce an abnormal grain
growth mode. At the same time, Be particles could encounter the lattice matrix
grains due to a mass transport driven by the Be concentration gradient. Eventually,
the Be concentration would become uniformly distributed across the fine grains via
the grain boundary junctions leading to a reduction in metallic Be states, as shown
by XPS measurements.
The approximate sizes of the Be pinning particles depends on the volume
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Figure 4.5: (a) Schematic for the grain growth model for crystalline BexZn1−xO pinned
by Be particles, [70] and (b) pinned grain size Dp as a function of volume fraction f of Be
pining particles, for values of the Be particle radius, r, from 0.5 to 15 nm. The shaded
region between the two solid-blue lines represents the pinned grain size range with Be
particle size of 2–3 nm, which is consistent with the experimental results.
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fraction of the particles and the pinned grain size as depicted in Fig. 4.5b. Zener
first proposed such a model with a random distribution of second phase particles
at random boundary intersections, i.e., the volume fraction, f 1, of the particles
is represented by a random dispersion in both the planar (2D) and volume (3D)
cases [176]. In the model proposed here, since it is most likely that Be pinning
particles are located at grain boundaries, rather than in the bulk of the BexZn1−xO
matrix, the model has been modified to require a non-random distribution of Be
particles in a 3D system. Hillert [180] also suggested an applicable pinning model
in which a 3D volume fraction of particles lead to modified parameters, as given by
D˜max =
3.6r
3f 0.33
, (4.4)
where D˜max is the pinned maximum grain size in a 3D system. Using this modifi-
cation, the simulated plots (denoted by the red dot-dashed line in Fig. 4.5b) that
showed pinning of grain sizes for Be particle sizes of 2 – 3 nm, are in good agreement
with the AFM data. Note that in this approximation several plausible interactions
(e.g. Be particle drag, Be solute precipitation, and re-dissolution) between grain
boundaries and the Be solute have been considered.
Another aspect of this study was the possible coupling between grain size be-
ing restricted by Be particles at grain boundaries and the resulting surface variation
on the films. This could have played a significant role in the compositional fluctu-
ations of Be and, hence, the grain boundary structures. As the BexZn1−xO grain
matrix encounters by Be particles, the surface curvature of the matrix grain would
give rise to a local distribution of Be. In addition, an increased grain boundary area
would promote an increase in the effective surface area (higher surface-to-volume
ratio), encouraging surface chemisorption such as oxygen. This would lead to the for-
mation of charge trapping/scattering centres, and thus potential barriers for charge
transport [181, 182]. Therefore, the variation in the surface properties during grain
growth was a matter of concern as it could cause substantial non-uniformity in
the film properties and make application of BexZn1−xO in quantum structures or,
indeed, other heterostructures problematic.
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4.4 Conclusion
In summary, crystalline BexZn1−xO films (0 ≤ x ≤ 0.77) have been grown
on c-axis Al2O3 substrates by a RF co-sputtering method. A band gap modulation
in the BexZn1−xO films has clearly been confirmed while maintaining a hexagonal
crystal structure. A continuous decrease in the c-parameter of the hexagonal struc-
ture was observed from 5.23 A˚ to 4.80 A˚, and an optical band gap shift towards the
deep UV region (from 3.24 eV to over 4.62 eV) was also observed. Variations in the
grain growth of BexZn1−xO films on highly-mismatched substrates were observed
and showed that the Be concentration in the films affected the distribution of grains
in terms of orientation, size, and composition. In order to interpret the variation
of grain growth kinetics with changing Be concentration, a modified Zener model
has been developed that describes metallic Be particles driving a pinning effect on
grain boundary motion. It was suggested that grain boundary drag as a result of
Be pinning particles, induced local Be compositional fluctuations leading to smaller
grain sizes. Conversely, coalescence of Be pinning particles at grain boundaries,
along with increased Be volume fraction, could give rise to a re-enhancement of the
grain growth driving force. This could lead to the formation of a coarse-grained ar-
ray through the development of specific grain boundary junction-types. The grain
boundary junctions also act as a channel for uniform distribution of Be within the
crystalline BexZn1−xO ternary alloy films.
Chapter 5
Growth and thermal instability of crystalline
BexZn1−xO alloy films
5.1 Introduction
An understanding of the phase stability of BexZn1−xO alloys is key to realiz-
ing effective band gap engineering in this material and for potential optoelectronic
applications as presented in Chapter 4 [183]. To achieve homogeneous incorporation
of Be in the host ZnO, several important factors should be considered: (i) an internal
strain effect from different bond lengths between Zn-O (1.99 A˚) and Be-O (1.65 A˚)
and a lattice mismatch of almost 20 %; (ii) a large difference in thermal expansion
coefficients [2.49 and 3.98×10−6 K−1 (5.35 and 7.18×10−6 K−1) at 300 K and 700
K for c-axis ZnO (c-axis BeO), respectively]; and (iii) substantial strain from the
lattice mismatch between the alloy film and underlying substrate, e.g., Al2O3 ≈18
%) and Si (111) ≈15 %) [184,185]. These effects can readily induce phase separation
and compositional splitting in the ternary alloy system. Hence, in order to obtain
a homogeneous and stable alloy phase, it is essential to study the synthesis of the
BexZn1−xO alloys under various growth conditions. A few such studies have already
been reported for the growth and thermodynamic properties of the alloy films in
highly-mismatched system [186–188].
In this chapter, the effect of growth temperature on the synthesis of BexZn1−xO
thin films grown on Al2O3(0001) substrates has been demonstrated to interpret
the thermodynamic characteristics of this highly-mismatched system. A single-
phase hexagonal BexZn1−xO film was obtained with the highest Be incorporation,
x = 0.25, at T g = 400
◦C. For higher growth temperatures, T g ≥ 600 ◦C, phase
segregation and compositional fluctuation were observed in the films as presented
by X-ray diffraction (XRD) peak splitting and broad multi-photoluminescence emis-
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sion bands. The structural fluctuations following high-temperature synthesis of the
BexZn1−xO alloys were addressed by considering Be concentration variations under
strain relaxation and thermally-driven Be displacement during the alloy film growth.
5.2 Experimental details
The BeZnO alloy films were all grown on Al2O3(0001) substrates by radio-
frequency (RF = 13.56 MHz) magnetron co-sputtering. Oxygen partial pressure
(PO2) was 2×10−3 mbar and growth temperatures were in the range of T g = 200–
800 ◦C. The sputtering of the ZnO and Be targets was carried out in a gas mixture of
Ar 45 sccm:O2 5 sccm. A low-temperature (T = 200
◦C) ZnO seed layer (less than
5 nm; this thickness was estimated by a growth rate of the ZnO film (≈ 1 nm/min)
at the given film growth condition (RF power = 50 W and deposition time = 5 min)
was employed prior to growth of the main alloy film). The main film growth was
performed with the RF power of 100 W for the ZnO target and the RF power of
40 W for the Be target. In order to prepare the alloy films with similar thicknesses
in the range of ≈ 210 – 280 nm. Film thicknesses were determined by cross-sectional
scanning electron microscopy (SEM) as shown in Fig. 5.1a. Synchrotron radiation
X-ray scattering measurements (λ = 1.069 A˚) were performed at beamline 5A of
the Pohang Light Source II(PLS-II) in the Republic of Korea to investigate the
structural variation of the alloy films grown at different T g. The variation in the
(0002) Bragg reflections of the BeZnO alloy films was evaluated usingQz = 4πsinθ/λ,
where qz and θ are the peak position in the reciprocal space and incident photon
angle, respectively. An undoped ZnO film prepared at T g = 800
◦C was measured
in the same experimental condition as a reference sample. HRTEM was carried
out using a Tecnai G2 F30 S-Twin (FEI) with an acceleration voltage of 300 kV
to characterize the microstructure of the BeZnO alloy film grown at T g = 400
◦C.
Photoluminescence (PL) spectra of the alloy films were measured using a He-Cd
laser (λ = 325 nm) at 5 K.
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5.3 Results and discussion
5.3.1 Synchrotron X-ray diffraction
The synchrotron X-ray θ-2θ diffraction profile of the BexZn1−xO films grown
at different growth temperatures from 200 to 800 ◦C is shown in Figure 5.1b. The
(0002) peak position of the undoped ZnO thin film, grown at T g = 800
◦C, was
at qz = 2.40 A˚
−1
. For the BexZn1−xO film grown at T g = 200
◦C, three distinct
diffraction peaks were found at qz = 2.26, 2.46, and 2.66 A˚
−1
, respectively, which cor-
respond to the (101¯0), (0002), and (101¯1) plane reflections. However, the BexZn1−xO
film grown at T g = 400
◦C indicated a single (0002) peak with the largest shift to
qz = 2.49 A˚
−1
with respect to that of the ZnO(0002) peak. This results from a
single wurtzite-phase and the highest Be composition in the alloy film. For T g ≥
600 ◦C, significant phase separation occurred as the (0002) peak splits into Zn-rich
and Be-rich phases. Additional broadening of the (0002) peak was also observed in
the alloy films.
In order to further examine the structural variation of the alloy films as a
function of T g, ω-rocking curves of the BeZnO (0002) Bragg reflection were mea-
sured as shown in Fig. 5.1c. A non-smooth rocking curve with broken lines and
a large full-width at half maximum (FWHM) were seen in the BexZn1−xO film at
T g = 200
◦C, implying incoherent nucleation and misaligned crystallites on the un-
derlying substrate. This is usually caused by insufficient energy for atomic movement
during low-temperature film growth [27]. By contrast, a symmetric rocking curve
was found with the smallest FWHM of 4.66◦ for the alloy film grown at T g = 400
◦C
(Fig. 5.1c). However, for T g ≥ 600 ◦C, a superposition of both sharp and broad
components in the rocking curves were observed with an increase in FWHM to
11.16◦. In the previous studies [26, 27], it was reported that such a narrow compo-
nent generally reflects a two-dimensional (2D) coherent layer well-aligned with the
underlying substrate in the early stages of growth. On the other hand, the broad
component represents the mosaicity of the film with misaligned grains (tilted or
twisted) with respect to the substrate normal. Since a large lattice mismatch at
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Figure 5.1: (a) Cross-sectional SEM images for the undoped ZnO (T g = 800
◦C) and BexZn1−xO films (T g = 200, 400, 600, and 800
◦C)
with thicknesses of ≈ 206–277 nm, grown on Al2O3 substrates. (b) Synchrotron radiation XRD θ-2θ patterns of BexZn1−xO (0002) compared
to that of undoped ZnO (0002) by the vertical red-dashed line, (c) the ω-rocking curves of BexZn1−xO (0002) Bragg reflection, and (d) two-
dimensional (2D) X-ray scattering images of the ZnO film grown at T g = 800
◦C and the alloy films grown at different T g (200–800
◦C). The
horizontal red-dashed lines in (d) indicate the 2θ position of the undoped ZnO film in the 2D X-ray reflection area.
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the BexZn1−xO/Al2O3 interface occurs, it is expected that the formation of a three-
dimensional (3D) columnar structure of the films is favourable during the growth to
minimize lattice strain. The narrow component could be associated with the partial
distribution of well-aligned c-axis alloy domains with the substrate normal.
As can be seen in the inset of Fig. 5.1c, multiple narrow components in
the rocking curve were observed at T g ≥ 600 ◦C. This is suggestive of the partial
distribution of c-axis alloy domains with multiple in-plane alignments as well as
different Be compositions. Furthermore, if the narrow component originates from
the low temperature ZnO seed layer in a two-step growth mode (2D-3D transi-
tion) [27], all of the diffraction peaks should involve ZnO-related diffraction, while
these peaks were not observed in films grown at T g ≤ 400 ◦C. Hence, the sharp
components are believed to be due to well-aligned c-axis alloy domains in the alloy
films. Meanwhile, the broad component in the rocking curve becomes wider as T g
increased to 800 ◦C. This results from further mosaic spreading and means that the
film crystallinity deteriorated through the temperature-driven relaxation process.
Therefore, thermodynamics plays a crucial role in the mobility of Be and strain
relaxation. This initiates both phase separation and compositional fluctuation in
the synthesis of BexZn1−xO alloy on a highly-mismatched substrate.
Two-dimensional XRD (2D-XRD) images of the BexZn1−xO films as a func-
tion of T g are illustrated in Fig. 5.1d. The 2D-XRD image of the undoped ZnO
film shows a focused spot, indicating a uniform in-plane lattice arrangement and
isotropic crystallinity. Diffraction rings were observed for the BexZn1−xO films grown
at T g = 200 and 600
◦C. This is due to a random distribution of misaligned in-plane
lattices and low crystal quality for the alloy films. For T g ≥ 600 ◦C, the 2D x-
ray reflection area was remarkably spread to include the undoped ZnO-related area
(denoted by the horizontal red-dash lines). This is indicative of phase separation to
Be-depleted and Be-rich phases, and further distribution of misaligned lattice planes
along the out-of-plane (2θ) and in-plane (χ) directions, causing the compositional
inhomogeneity and structural deterioration of the alloy films. As a result, the most
focused 2D spot was found at T g = 400
◦C, corroborating the single crystalline
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Figure 5.2: (a) Cross-sectional TEM image of the Be0.25Zn0.75O film grown on Al2O3
(0001) substrate at T g = 400
◦C. (b) HRTEM image along the [112¯0] zone axis of the
wurtzite alloy film and (c) FFT image (corresponding to the area inside the red-dash
square) of the interface region between the alloy film and substrate. (d) A superposition
of the HRTEM with the masked red and blue areas corresponding to the extra-spots
(denoted by red-and blue-opened circles) in the FFT.
nature with the most uniform Be composition in the alloy film.
5.3.2 Transmission electron microscopy
Transmission electron microscopy (TEM) was performed to investigate the
microstructural properties of the BexZn1−xO film grown on Al2O3 (0001) substrate
at T g = 400
◦C. The cross-sectional TEM image of the alloy film showed a 3D
columnar structure with a number of misfit dislocations at the heterointerface as
illustrated in Fig. 5.2a. It is known that a columnar structure typically arises from
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Figure 5.3: Photoluminescence spectra of the BexZn1−xO films grown at different tem-
peratures (T g: (A) 200
◦C, (B) 400 ◦C, (C) 600 ◦C, and (D) 800 ◦C). The inset shows
the photoluminescence spectrum of the ZnO film (T g = 800
◦C). All measurements were
performed at T = 5 K.
the nucleation and coalescence of islands accompanied by lattice strain during the
growth process [189, 190]. Figures 5.2b and c show the cross-sectional HRTEM of
the wurtzite BexZn1−xO along the [112¯0] direction and corresponding Fast Fourier
transform (FFT) image for the red-dash square in the HRTEM image. The digi-
tal diffraction patterns, obtained from the FFT, displayed typical diffraction pat-
terns of ZnO and Al2O3 for the <112¯0> and <101¯0> zone axes, respectively. This
reveals that the prime domains of the alloy film are well-aligned along the sub-
strate with a typical epitaxial relationship of [0001]BexZn1−xO‖[0001]Al2O3 and
[101¯0]BexZn1−xO‖[112¯0]Al2O3, consistent with our previous study [101].
5.3.3 Photoluminescence
Photoluminescence (PL) spectra of the BexZn1−xO films grown at different
temperature (T g) are shown in Fig. 5.3. All of the spectra indicate excitonic emis-
sion features at T = 5 K. The band emission energy region of the alloy films is blue-
shifted compared to that of undoped ZnO which is normally in the range of around
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3.2 – 3.4 eV [42]. This is due to the incorporation of Be into the ZnO, which results
in the widening of the band gap. No specific origin of each exciton-related recom-
bination centre in BeZnO alloys has been yet determined, but is due to the change
in the electronic band structure and the following ionized energy levels related to
defects, e.g. Zni and hydrogen impurities [191,192]. The PL spectra were subdivided
into distinct regions: (i) the free-exciton emission (FXE), 3.795–3.754 eV; (ii) the
different bound exciton emissions (BXE) containing many types of donor/acceptor-
bound excitons and the correlated donor-acceptor pairs (DAP), 3.754–3.615 eV; and
(iii) the DAP longitudinal optical (LO)-phonon replicas by an energy separation of
≈ 75 meV with respect to the DAP energy, 3.615–3.488 eV [42, 193–195]. In ad-
dition, an emission band at a photon energy of around 3.3 eV was observed in all
films, which is close to the energy region of the near-band-edge emission (NBE) for
undoped ZnO. The alloy films grown at relatively lower temperature (T g ≤ 400 ◦C)
showed distinct band-edge emission lines. The strongest excitonic emission bands
with the highest energy ≈ 3.76 eV (FXE) was seen in the Be0.25Zn0.75O film at
T g = 400
◦C. This is consistent with previous results, indicating a high crystallinity
of the alloy films grown at this temperature. In contrast, for the high-temperature
(T g ≥ 600 ◦C)-grown films, additional large broad emission bands were found near
the NBE emission bands of the BeZnO films. Broad emission bands attributed
to compositional fluctuation under strain relaxation have been reported in other
ternary systems, e.g. InxGa1−xN and MgxZn1−xO [196,197].
In the above synchrotron XRD measurements, randomly-distributed inter-
mixing alloy phases separated into mainly Zn-rich and Be-rich alloy phases was also
observed in the high-temperature-grown alloy films. Hence, the multi-emission band
(MEB) shown in Fig. 5.3 is due to the presence of localized energy states originating
from a broad distribution of the local composition of Be in the alloy films. The in-
tensity of undoped ZnO-related emission for the ternary films grown at T g ≥ 600 ◦C
increased compared to the alloy films grown at low T g, which is consistent with the
XRD results. Therefore, the PL results shown in Fig. 5.3 provide evidence for the
compositional fluctuation/splitting of Be in the relatively high-temperature-grown
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BexZn1−xO films.
5.3.4 Discussion
These experimental observations clearly indicate that high-temperature growth
of the BexZn1−xO films on a highly-mismatched substrate causes: (i) Be composi-
tional fluctuation; (ii) phase separation; and (iii) increased film mosaicity. These
are all associated with the atomic movement of Be and strain relaxation at different
T g. It is worth noting the different types of strain induced by the different lattice
mismatch of ZnO/BeO and between the alloy film and underlying substrate. As a
result, during the growth, it is expected that the interface region has more elastic
strain energy than the upper layers of the film. With such an elastic strain distribu-
tion near the interface, Be atoms tend to move up into the more relaxed regions by a
compositional pulling effect [198]. Subsequently, less Be composition can be present
in the interface region, giving rise to the formation of an undoped ZnO-like interface.
As T g increases, this relaxation process is promoted by providing more energy for
Be movement. As a result, the Be composition in the film is divided roughly into Be-
depleted and Be-rich regions in the BexZn1−xO alloy films grown at T g ≥ 600 ◦C.
Further relaxation with higher T g can lead to more mosaic spread in the alloy films.
In addition, thermally-driven Be atoms moving to more relaxed areas are randomly
dissociated from the alloy lattices. This causes increasing structural deterioration in
the alloy film. Based on further investigation presented in Chapters 6 and 7, it was
found that the dissociation/diffusion of Be in BexZn1−xO alloy films is induced by
thermal annealing of over T = 600 ◦C [101]. Klingshirn et al. [58,59] predicted the
diffusion of Be and the resulting segregation in local areas of BexZn1−xO/ZnO-based
QW structures. Hence, we suggest that the compositional inhomogeneity and phase
separation of the BexZn1−xO alloys originate by the coupling of strain relaxation
and displacement of Be during the high-temperature synthesis.
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5.4 Conclusion
In summary, the influence of the growth temperature on the formation of
crystalline BexZn1−xO films grown on c-Al2O3 substrates has been investigated using
synchrotron XRD, TEM, and PL measurements. The XRD and HRTEM results
show that a single-phase BexZn1−xO alloy film with the highest Be composition,
x = 0.25, was obtained at Tg = 400
◦C. For T g ≥ 600 ◦C, phase separation into Zn-
rich and a Be-rich phases were observed together with compositional inhomogeneity
of Be in the alloy films. This corresponds to the XRD BeZnO(0002) peak splitting
and broad PL emission bands. These results are attributed to a compositional
pulling or gradient effect and wider distribution of mosaic structure in the high-
temperature-grown films. The structural fluctuation is caused by strain relaxation
in conjunction with thermal displacement of Be during the high-temperature growth
of the BexZn1−xO alloy films on the highly-mismatched substrate.
Chapter 6
Formation of a Degenerate Interface in Highly-
Mismatched BZO
6.1 Introduction
Wide band gap ZnO-based materials have many versatile properties such
as large exciton binding energy (60 meV), unintentional n-type conductivity, high
transparency in the near ultra-violet and visible ranges, and the high natural abun-
dance) [4–8, 33, 58, 199]. These materials also provide opportunities for the fab-
rication of many optoelectronic devices such as laser diodes (LDs), light emitting
diodes (LEDs), high electron mobility transistors (HEMTs), UV sensors, and their
nanoscale structures in device applications [3, 5, 30, 153, 200]. However, there are
persistent issues in using ZnO-based materials which include: conversion to p-type
conductivity due to the position of the charge neutrality level (CNL), i.e., the en-
ergy at which defect states change from donor-type to acceptor-type with reference
to the Fermi level, being above conduction band minimum; thermal instability at
high temperature (above 600 ◦C); and the distribution of thermally-created defects
such as interstitial Zn (Zni), Zn vacancy (VZn), interstitial oxygen (Oi), and oxygen
vacancy (VO) [119, 201, 202]. The formation of such intrinsic defects, which creates
states in the band gap of ZnO, strongly depends on the experimental conditions,
namely, thermodynamic equilibrium [8].
BexZn1−xO ternary alloys have also been considered as promising candidate
for the effective band gap engineering of ZnO [183]. This is because both ZnO
and BeO possess wurtzite (WZ) crystal structures with a large difference in band
gap energy. However, highly different physiochemical nature (e.g. atomic size, elec-
tronegativity, and formation enthalpy) of constituent atoms in the alloy system
and mechanical stress of their heterostructures readily induce phase fluctuation un-
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der thermodynamic equilibrium. Therefore, thermodynamic phase stabilization of
highly mismatched alloys causes phase separation and the formation of multi-phase
crystallinity [27, 169, 190, 203, 204]. Understanding the thermodynamics of Be and
following phase transitions in the alloy system is essential to control such solid-state
reactions and the resulting physical and chemical properties of the material.
In this chapter, the influence of thermal treatment on an inhomogeneous
BexZn1−xO (BZO) film grown on Al2O3(0001) and annealed at temperatures (TA)
up to 950 ◦C is explored. Thermal annealing induces significant recrystallization
via strain relaxation and atomic redistribution to form a multi-phase crystalline
film. This results in the considerable micro-segregation and mass transport of BeO
and ZnO phases within the film combined with the formation of a crystalline ZnO
interface layer. X-ray photoemission spectroscopy (XPS) along with infrared (IR)
reflectance measurements and simulations clearly show the out-diffusion of Be atoms
and precipitation of lattice point defects in the BZO films with increasing TA. Highly
conductive layers emerge at the BZO/Al2O3 interface for TA ≥ 800 ◦C. As a con-
sequence, carrier concentration, conductivity, and density-of-state averaged effec-
tive masses of the degenerate interfaces are separately determined by applying a
two-layer model for the high-temperature annealed BZO films. Accumulation of
Be (Zn) at the surface (interface) is addressed by the migration of cations during
high-temperature annealing based on a counter-diffusion mechanism to elucidate the
formation of the highly degenerate interface layer in the alloy film.
6.2 Details of experiments and theoretical calculations
The BZO ternary film were grown on an Al2O3(0001) substrate at 500
◦C, in
a partial pressure (PO2) of 2 × 10−3 mbar (Ar 45 sccm:O2 5 sccm gas mixture) by
radio-frequency (RF) magnetron co-sputtering (base pressure: 1.6 × 10−8 mbar).
For the film growth, the RF power of 100 W was supplied to the ZnO ceramic
target and the RF power of 40 W was supplied to the Be metallic target. The
as-grown film was thermally treated at various temperatures between 600 ◦C and
950 ◦C for 60 min with N2 gas flowing. All annealing temperatures were set up with
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a ramping rate of 20 ◦C/min. Structural changes for the as-grown and thermally-
annealed films were characterized by high-resolution X-ray diffraction and powder
X-ray diffraction using Panalytical X′Pert Pro MRD and Panalytical X′Pert Pro
MPD equipped with an incident beam hybrid monochromator giving pure Cu Kα1
radiation (HRXRD: λ = 1.5406 A˚). Surface morphology was studied with tapping-
mode AFM measurements. A Perkin-Elmer Lambda 25 UV/Vis spectrometer was
used to determine the optical band gap energy of the as-grown and annealed BZO
films.
XPS measurements were performed in ultra-high vacuum (UHV: base pres-
sure = 3 × 10−11 mbar) using an Omicron SPHERA hemispherical analyser and a
monochromatic Al Kα X-ray source (hν = 1486.6 eV). Photoelectrons emitted from
the film surfaces were collected at normal emission. During the XPS measurements,
the surface charging effects were compensated using a low energy electron flood gun
(Omicron CN10). The overall energy resolution was 0.47 eV and the EB scale was
calibrated using the adventitious C 1s peak (EB = 284.5 eV). The transmission
function of the analyser was calibrated using Ag, Au, and Cu foils. The XPS spec-
tra were fitted using a Shirley background and Voigt function. Also, compositional
ratios for each element (Zn, O, Be, and C) in the ternary films were determined
correcting for the electron mean free path and using Scofield cross-sections [135].
Far- and Mid-IR reflectance measurements at an incident angle of 11◦ relative
to the film surface normal were recorded using a Bruker Vertex 70v Fourier-transform
infrared (FTIR) spectrometer. Because of the optical anisotropy of the polar crystal,
s-polarized far-IR and mid-IR reflectance spectra for the films were obtained by
Polyethylene (50 – 600 cm−1) and ZnSe (460 – 8000 cm−1) polarizers. The reflectance
spectra were simulated utilizing a stratified medium consisting of 3 layers (4 layers)
for as-grown and annealed, TA ≤ 700 ◦C, (annealed, TA = 800 – 950 ◦C) samples
with coherent interference. The electrical properties of the films were characterized
by performing variable temperature (5 – 300 K) Hall-effect measurements in the van
der Pauw configuration. Indium solder was used to make ohmic contacts to all of
the etched corners of the 5 × 5 mm2 samples. Field emission transmission electron
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microscopy (FETEM, a Tecnai G2 F30 S-Twin), equipped with energy dispersive
X-ray spectroscopy (EDX, EDAX Genesis), was used with an acceleration voltage
of 300 kV to characterize the microstructural properties and performed elemental
profiling of the annealed BZO sample at TA = 950
◦C. In order to examine the
defect distribution in the BZO films as a function of TA, variable temperature
photoluminescence (T = 12 – 300 K) measurements were carried out using a He-
Cd laser (λ = 325 nm). A complementary long-pass optical filter with a cut-off
wave length of 420 nm was also used to increase the dynamic range of the deep
level associated emissions from the samples. In order to understand the formation
of secondary phase BeO nanoparticles at the surface of the BZO films during high
temperature annealing processes, the enthalpy of formation for bulk of both ZnO
and BeO was also considered.
The total energies of atoms (Zn and Be), molecules (O2), and solids (ZnO
and BeO) were obtained by first-principles density functional theory calculations
within the local density approximation using the Cambridge Sequential Total Energy
Package plane-wave code. A plane-wave basis set with a kinetic energy cutoff of
400 eV was employed and the electron-ion interactions were treated by ultrasoft
pseudopotentials. After the geometrical optimization of each unit cell structure, the
obtained equilibrium lattice parameters for ZnO (BeO) were a = 3.185 A˚ (2.723 A˚)
and c = 5.149 A˚ (4.424 A˚), respectively. The free energies, EFZnO (E
F
BeO), for the
formation of ZnO (BeO) were determined by
EFZnO = µZnO − (µZn + µO), (6.1a)
EFBeO = µBeO − (µBe + µO), (6.1b)
where µZnO (µBeO) is the chemical potential of ZnO (BeO), and µZn (µBe) and µO
are the chemical potential of Zn (Be) bulk and the chemical potential of O in an O2
molecule, respectively.
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6.3 Results and discussion
6.3.1 Recrystallization and atomic distribution in BZO films.
XRD 2θ-ω scans of the BZO (0002) reflection for the BZO films thermally
treated as a function of TA (600–950
◦C) is shown in Fig. 6.1a. Clearly resolved
diffraction peaks from the BZO(0002) reflection were found on the as-grown film,
corresponding to multi-phase crystallinity with a non-uniform Be concentration in
the film. Note that the in-plane lattice of the as-grown BZO film is biaxially strained
subject to the highly mismatched c-plane Al2O3 substrate. Thereby, the (0002) peak
position for the as-grown film is lower than that of bulk ZnO (c = 5.20 A˚) although
the lattice shrinkage is induced by the Be incorporation (≤ 6 %) into the ZnO [38].
A transition from multiple diffraction peaks to a single peak was observed with
increasing TA above 700
◦C. Moreover, the position of the BZO (0002) diffraction
peak gradually shifted towards higher 2θ. The lattice constant, c, of the BZO film
annealed at TA = 950
◦C was determined to be c = 5.19 A˚, which is close to that of
bulk ZnO. This is indicative of a low Be composition (or even no Be) in the BZO
films for high TA. Examination of the BZO(0002) and (101¯2) ω-rocking curves gives
an insight to the mosaicity of the BZO films as presented in Fig. 6.1b. Figure
6.1c shows the variation in FWHM of the plane reflections as a function of TA.
The rocking-curve widths were reduced for TA beyond 900
◦C. It is known that the
rocking curve widths of the (0002) and (101¯2) planes reflect the associated density
of structural defects, which are screw-type and edge-type threading dislocations,
respectively [205–208]. Therefore, this result indicates a decrease in the number of
structural defects with a significant reduction of the film mosaicity (out-of-plane
tilting and in-plane twisting) as TA increased. Figure 6.1d exhibits Φ scans along
the azimuthal circle of Al2O3 {101¯4} and BZO {101¯2} reflections for the as-grown
and annealed BZO films.
For all films, the scan across the BZO {10-12} indicated a six-fold symmetry,
confirming a WZ crystal structure. By the offset of the angular positions of the
BZO {101¯2} from the three Al2O3 {101¯4} reflections, an in-plane growth relation-
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Figure 6.1: (a) HRXRD 2θ− ω (0002) diffraction patterns of the as-grown and annealed
BZO films (TA = 600–950
◦C). (b) The ω-rocking curves of BexZn1−xO (0002) and (101¯2)
Bragg reflections as a function of TA. (c) Profiles of the FWHMs of the rocking curves
for (0002) and (101¯2) BZO as a function of TA. (d) Φ-scans across the off-normal ZnO
{101¯2} reflection and the Al2O3 {101¯4}.
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Figure 6.2: PXRD 2θ diffraction patterns of the as-grown and annealed BZO films
(TA = 600–950
◦C). Extra diffraction peaks are found at 2θ ≈ 41◦, which correspond
to the formation of WZ BeO crystallites in the annealed BZO film (TA ≥ 800 ◦C).
ship, BZO {101¯0}‖Al2O3 {112¯0}, was determined as a 30◦-twisted film growth. This
is typically observed in heteroepitaxial ZnO thin film on Al2O3(0001) by molecular
beam epitaxy, pulsed laser deposition, or sputtering [205,209,210]. Additionally, the
FWHMs of the BZO {101¯2} peaks decreased from 2.84◦ to 1.22◦ with increasing TA,
indicative of the enhancement of the BZO film crystallinity with the increase of TA.
Consequently, the XRD results reveal that the thermal treatment led to recrystalliza-
tion of the BZO films through the redistribution of Be and strain-relaxation. Note
that the HRXRD results showed no phase separation feature induced by Be out-
diffusion and segregation. To further resolve the recrystallization of the BZO films,
powder XRD (PXRD) measurements for the samples were performed, as shown in
the Fig. 6.2 below. From these results, extra diffraction peaks were observed around
2θ = 41◦ which increased gradually for TA ≥ 800 ◦C. These peaks correspond to
the increase in WZ BeO(0002) diffraction feature as TA increases and is due to the
formation of WZ BeO crystallites in the annealed films.
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Figure 6.3: (a) AFM topography (1 × 1 µm2) images of the as-grown and annealed BZO
films (TA = 600–950
◦C). (b) Profiles of the crystallite size (XRD), average particle size
(AFM), and (c) the root mean square (RSM) value of the average-surface roughness as a
function of TA.
AFM topographic images (1 × 1 µm2) of the surface morphology for the as-
grown and annealed BZO films are shown in Fig. 6.3a. The surface of the as-grown
film exhibits a three-dimensional columnar microstructure with a distribution of
different grain sizes. The varied grain sizes on the highly lattice-mismatched films
are typically caused by the anisotropic growth with misaligned grains along the sub-
strate normal to reduce the total energy [190]. The formation of nanoparticles at the
surface of the film was clearly seen at TA = 600
◦C. As TA increased, the small par-
ticles migrate toward the larger ones. This is Ostwald ripening and is driven by the
difference in their chemical potentials to minimize surface free energy. The nanopar-
ticles are preferentially located near grain boundaries, which are energetically more
favourable for nucleation [68].
For TA ≥ 800 ◦C, the above growth process results in a continuous increase in
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the mean size of the spherical nanoparticles (NPs) from ≈ 27 to 124 nm (Fig. 6.3b).
Additionally, by comparing crystallite sizes calculated using XRD patterns of the
BZO(0002) and applying the Debye-Scherrer formula (in the range of approximately
23 – 36 nm), the average NP sizes from AFM showed large discrepancies with
increasing TA (as shown in the upper panel of Fig. 6.3b). This reveals competing
recystallization processes in the BZO films during thermal annealing, which lead to
thermally-enhanced coalescence of grains in the bulk and the nucleation-and-growth
of NPs at the surface. The root-mean-square (RMS) of surface roughness increased
steeply with TA to a maximum value of 15.4 nm as illustrated in the bottom panel
of Fig. 6.3b. This is due to the distribution of the grown NPs at the vicinity at
the surface. This surface recrystallization is associated with atomic segregation,
bulk and surface diffusion, and nucleation-and-growth at the surface during thermal
annealing. A detailed mechanism for the formation and behavior of the NPs at the
surfaces of the annealed BZO films is presented in Chapter 7.
From the XRD and AFM results, significant recrystallization of the as-grown
multi-phase BZO film on an Al2O3(0001) substrate was observed, showing a visible
structural transition as TA increases. Transmission electron microscopy (TEM) mea-
surements were performed in order to understand the microstructural properties of
the recrystallized BZO film at TA = 950
◦C. Figure 6.4a shows cross-sectional TEM
images of an annealed BZO film. The total thickness of the film was found to be
152±8 nm. The recrystallized film consists of three distinct regions: (i) nanoparti-
cles (NPs) at the surface [top inset], (ii) bulk film, and (iii) intermixing layer at the
film layer-substrate interface. The crystallized NPs, which are WZ phase BeO, have
the calculated lattice constants, a = 2.63 A˚ and c = 4.27 A˚. The TA dependent size
and distribution of the NPs at the surface were also observed in AFM (Fig. 6.3a).
Figure 6.4b shows the high resolution TEM (HRTEM) image along the<112¯0>-
zone axis for the interface region of the annealed film at TA = 950
◦C. The structural
properties of the three different regions were examined separately by selecting the
red-square areas I, II, and III, respectively, seen in Fig. 6.4. The associated Fast-
Fourier transform (FFT) of the red-square I shows typical spots of WZ structure.
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Figure 6.4: (a) Cross-sectional TEM image of the annealed BZO film on an Al2O3(0001)
substrate (TA = 950
◦C). The annealed film is formed of (i) surface nanoparticles (NPs)
[the top inset], (ii) main film, and (iii) intermixing layer. The insets are high resolution
TEM image of the NP and Fast-Fourier transform (FFT) associated to the red-square area
in the HRTEM image. (b) HRTEM image along the <112¯0>-zone axis of the BZO/Al2O3
interface region. The selected red-squares I, II, and III represent the main film, intermixing
layer, and substrate, respectively. The corresponding FFTs of the red-square areas I and
II indicate WZ and face-centered cubic (FCC) structures. The extracted lattice constants
are shown in the images I and II.
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The lattice constants of the film were determined to be a = 3.25 A˚ and c = 5.19 A˚
by extracting the plane spacing of 0001 and 1¯100. These are almost identical to
that of bulk ZnO (a = 3.25 A˚ and c = 5.20 A˚) (see the up-right FFT image I in
Fig. 6.4b) [211]. This is indicative of a very low B composition in the annealed BZO
film (TA = 950
◦C) near the BZO/Al2O3 interface.
Crystallization of a new interfacial layer (≤ 10 nm thick) was found at the
BZO/Al2O3 interface region as denoted by the red-square II of Figure 6.4b. The
corresponding FFT pattern displays a face centered cubic (FCC) structure with
interaxial angles between the planes as shown in the bottom-right image II of Fig-
ure 6.4b. The lattice constant obtained, a = 8.00 A˚, is close to that of ZnAl2O4,
a = 8.086 A˚ [168,212]. The formation of such a layer is believed to be caused by an
interfacial solid-state reaction of ZnO and Al2O3 at the high annealing temperatures.
This results in crystallization of spinel ZnAl2O4 or a Zn-deficient phase ZnxAlyOz,
at the interface depending on the degree of the atomic diffusion of Zn and O into
Al2O3, i.e., (ZnO)n+(Al2O3)m. Furthermore, the orientation relationship between
the annealed BZO film, the thermally crystallized ZnAl2O4, and the Al2O3 sub-
strate were determined to be present with [0001]BZO‖[111]ZnAl2O4‖[0001]Al2O3 and
[101¯0]BZO‖[1¯1¯2]ZnAl2O4‖[112¯0]Al2O3 .
Figure 6.5a displays cross-sectional scanning transmission electron microscopy
(STEM) image of the annealed BZO film (TA = 950
◦C). The STEM image is cre-
ated by merging the bright-field (phase contrast in grey) and annular dark-field
(Z -contrast in green) images to obtain a clear visualization of the spatial distri-
bution of elements. The contrast in the bright field image is correlated to the
mass-thickness and diffraction, while the intensity, I, of the Z -contrast dark field
imaging by elastically scattered incoherent electrons is proportional to atomic num-
ber, Z, according to I ≈ Zα, where α is a parameter (α ≤ 2) [145]. The STEM
image enables an examination of atomic distribution and chemical composition in
the main film and the intermixing layer. Vivid contrast is observed between the
surface and near interface region (Fig. 6.5a). This is due to the accumulation of
lighter Be atoms (larger Zn atoms) at the surface (interface) relative to the Zn (Be)
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Figure 6.5: (a) Cross-sectional STEM image of the BZO film annealed at TA = 950
◦C. The
image is presented by merging bright-field (grey) and annular dark-field (green) images.
(b) Energy dispersive X-ray spectroscopy (EDS) line scan across the annealed BZO film.
The EDS line profiles for the constituent elements (Be, O, Zn, and Al) across the sample
correspond to the red vertical dashed line in (a).
concentration. Moreover, the density of partially distributed darker spots (in the
dark field image) increases toward the surface of the film, implying an increase in
the number of Be and/or BeO clusters closer to the surface. The intensity at the
interfacial layer (based on the bright-field STEM) is seen to be darker than that of
the substrate region (Al2O3) which is caused by the intermixing of ZnO and Al2O3
and the resulting spinel ZnAl2O4 or ZnxAlyOz layer formation mentioned earlier.
To further resolve the chemical compositions in the sample, energy dispersive
X-ray spectroscopy (EDS) measurements were performed as shown in Fig. 6.5b.
The EDS line profiles for each element (Be, O, Zn, and Al) across the specimen
correspond to the red vertical line in Fig. 6.5b. Note that the signal intensity of Be
and light atoms is generally underestimated in EDS as the detector is equipped with
a Be window [213]. Apart from the limits of the concentration analysis for lighter
elements in the sample within the EDS characteristics, an upward gradient in the
intensity of Zn was clearly found moving toward the interface, denoted by the red
arrow in Fig. 6.5b. This is indicative of an increase in the atomic concentration of
Zn toward the interface, which corroborates the locally brighter region in the film
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close to the interface, relative to the surface and substrate areas, in the Z-contrast
STEM image (Fig. 6.5a). The atomic intermixing of Zn, Al, and O as a result of
ZnO diffusion to the top surface of Al2O3 substrate was also verified from the EDS
profiles of the interface region.
6.3.2 Surface chemical composition and VB photoemission
Monochromatic XPS measurements were performed to investigate the varia-
tion of Be composition and electronic structure as a function of TA at the surfaces
of the BZO films. Figure 6.6a shows the normalized XPS spectra of Zn 3s and Be 1s
core-levels for the as-grown and annealed BZO films at TA = 600
◦C, 800 ◦C, and
950 ◦C. Be 1s peak located at a BE of 114.25±0.15 eV is attributed to a chemical
bonding of the Be-O state (metallic Be states, EB ≈ 111 eV) [190]. This results
from the incorporation of Be atoms in Zn sites forming a BexZn1−xO alloy for the
as-grown film. Moreover, the Be 1s peak intensity gradually increased with respect
to Zn 3s with increasing TA, suggesting segregation of Be to the surface and the
subsequent formation of BeO phases as observed in the TEM results. By comparing
the relative XPS core-level intensities of the Zn 3s and Be 1s peaks, it was observed
that the Be composition to Zn (Be/(Zn+Be)) at the surfaces of the ternary films
was increased from 24.6 % to 51.3 % with increasing TA, up to 950
◦C, as shown in
Fig. 6.6b. This Be enrichment could be caused by two factors during the thermal
treatment process: (i) atomic replacement of interstitially distributed Be atoms into
Zn sites, and (ii) out-diffusion of Be atoms towards the surface region.
Utilizing the optical measurements of the BZO films, the absorption edges
were obtained by extrapolation of the linear portion to horizontal background of the
absorption coefficient (α2) spectra (this will be detailed in Chapter 7). These results
show a continuous decrease of the optical band gap energy with increasing TA as
illustrated in Fig. 6.6d. Therefore, it is believed that the increased Be composition
at the film surface is primarily associated with thermally-induced out-diffusion of
Be atoms. This also supports the surface segregation of Be and the droplet/NP
formation, which was observed in the TEM and AFM results. Figure 6.6c displays
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Figure 6.6: (a) Normalized XPS spectra of Zn 3s and Be 1s core-levels. (b) the relative
ratio (%) of surface Be concentration to Zn [Be/(Zn+Be)] for the as-grown and annealed
BZO films (TA = 600
◦C, 800 ◦C, and 950 ◦C). (c) Valence band (VB) photoemission
spectra for the surface of the annealed films. The values of ξ indicate the separation of
the VB maximum and surface Fermi level (E sF). (d) A diagram of E sF under a change of
the band gap energy for the BZO films annealed at TA = 600
◦C, 800 ◦C, and 950 ◦C. The
values of ∆E denote the separation of the optical band gap (Eg) to EsF for the annealed
films.
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the valence band XPS spectra as a function of TA for the BZO films. The position
of the surface Fermi level (EsF) in the films was determined by extrapolating a
linear fit to the sharp edge of the VB spectra. Since the external electrons supplied
by a charge neutralizer cause a shift in the near VB region, EsF of the as-grown
(insulating) film must be discounted. These data indicate that the VB edges of the
BZO films shifted towards higher BE with respect to EsF as TA is increased. This
corresponds to an upward shift of EsF. Considering the band gap energy (Eg) change
from 3.46 eV at TA = 600
◦C to 3.39 eV at TA = 950
◦C, EsF for the BZO films
moves towards the conduction band minimum (CBM) as ∆E (Eg – EsF) decreases
(Fig. 6.6d). This is suggestive of thermally-induced excess donors near surface
accompanying the reduction of the band gap energy in the films as TA is increased.
6.3.3 IR reflectance measurement and simulation models
IR reflectance measurements were carried out to determine the film thick-
nesses, IR-active BZO phonon modes and electron plasma frequencies (assigned
to the free carrier excitations). According to an irreducible representation of lat-
tice vibration modes for WZ BZO (space group: C46v) at the centre (Γ-point) of
the Brillouin zone, IR active A1 and E1 phonon branches are polarized along the
z -direction and xy-plane, respectively [214, 215]. Both branches are composed of
pronounced transverse-optical (TO) and longitudinal optical (LO) phonon modes,
due to the macroscopic electric field associated with the LO phonons in a WZ
structure [141, 142]. Based on the anisotropic dielectric response of the BZO films,
s-polarized light has been used to attain E ⊥ c, where E is the electric field of in-
cident light, obtained parallel to the surface. The s-polarized reflectance spectra of
the BZO films (the as-grown and annealed, TA = 600
◦C) were simulated using the
classical Drude model (ǫD) for carrier response and the modified expression, which
involves the factorized model (ǫL) for the host lattice response and a model function
(ǫIM) describing IR-active impurity [141]. Details of the reflectance simulations are
shown in Chapter 3.
The reflectance spectra of the as-grown and annealed samples at TA ≤ 700 ◦C
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Table 6.1: The best-fit parameters used in the IR simulations for the BZO films, where TA,
ǫ (∞), E1 (TO), E1 (LO), ωp, d are annealing temperature, high frequency dielectric con-
stant, E1 transverse optical phonon frequency, E1 longitudinal optical phonon frequency,
the plasma frequency, and layer thickness, respectively.
TA BZO sample ǫ (∞) E1 (TO) E1 (LO) ωp d
(◦C) (meV) (meV) (meV) (nm)
As-grown Film layer 3.55±0.05 59.2±0.5 78.5±0.04 ... 212±8
600 Film layer 3.55±0.05 57.0±0.3 77.5±0.05 16±12 209±6
700 Film layer 3.62±0.02 54.3±0.1 76.1±0.05 42±8 208±8
800 Film bulk layer 3.62±0.02 53.2±0.1 75.9±0.05 68±6 192±4
Interface layer 3.85±0.05 51.5±0.8 73.7±2 295±5 10±2
900 Film bulk layer 3.66±0.03 52.2±0.1 75.3±0.05 86±4 139±2
Interface layer 3.92±0.05 51.2±0.9 73.5±3 320±4 20±1
950 Film bulk layer 3.80±0.02 51.8±0.1 74.8±0.03 95±6 114±3
Interface layer 3.96±0.05 51.0±0.8 73.1±2 332±1 29±2
were modelled taking a three-layer stratified medium as vacuum/film/substrate. By
contrast, the samples annealed at TA ≥ 800 ◦C were modelled assuming a four-
layer stratified medium by dividing the film into bulk and interface layers. The
experimental data and simulations together with schematics of the sample layers are
shown in Fig. 6.7a. A factorized model was used to simulate the Al2O3 substrate,
where the dielectric constants and phonon modes are used as input parameters.
The effect of thermally nucleated NPs at the surface was accounted for by taking
their incoherent optical response in the IR reflectance simulation. The extracted
parameters are collected in Table 6.1.
Figure 6.7b shows plots of the phonon energy of E1(TO) and (LO) modes for
the BZO films as a function of TA. The results show that both the E1(TO) and
(LO) bulk phonon energies are gradually red-shifted to lower phonon energies with
increasing TA. As a consequence, Be substitution in the ZnO lattice, and higher
lattice vibration energies (phonon energies) were seen compared to that of undoped
ZnO (see Fig. 6.7a). This is due to the smaller reduced mass and stronger bonding
of Be-O compared to Zn-O in the WZ lattice. This corroborates the decrease of
the lattice phonon energies attributed to out-diffusion of Be during the annealing
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Figure 6.7: (a) Experimental IR reflectivity spectra (black-circle) plotted with the simu-
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impurity modes of the BZO films annealed at TA = 950
◦C.
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process.
The phonon energies of the interface layer for TA ≥ 800 ◦C are also close
to those of the undoped ZnO [E1(TO) = 50.8 meV and E1(LO) = 72.7 meV] [43].
This implies a lower Be concentration at the interface compared to the bulk re-
gion. As mentioned above, three additional impurity modes were observed at
IM1 = 82.6 meV, IM2 = 98 meV, and IM3 = 106 meV (Fig. 6.7c). No specific
origin of these impurity modes has been reported to date. The perturbation of
the host lattice phonon modes arises from the local potential of impurities. Hence,
within this model, these modes could possibly be attributed to local multi-phonon
modes associated with BeO segregation and intrinsic lattice defects [216, 217]. The
polarity splitting parameters (broadening constants) of these impurity modes in-
creased (decreased) with TA, suggesting an increase in local segregation of BeO and
defect density within the annealed BZO films.
6.3.4 Temperature dependent carrier concentration and the double-charge
layer approximation
The IR reflectance simulations are summarized in Table 8.1 and show that the
thickness of the layers within the BZO films varies as a function of TA. These results
indicate that the total and bulk thicknesses significantly decrease when TA ≥ 800 ◦C,
while the interface layer thickness increases. This effect is shown in Fig. 6.8a,
and could be due to thermally-dissociated Zn-O bonds or an increase in density of
textured grains. The effect of thermal treatment on the thickness variation in BZO
films with different Be concentration was investigated (will be shown in Chapter
7). A high dissociation ratio in the undoped ZnO films was observed as TA above
800 ◦C, accompanying by a sudden decrease in film thickness. As a consequence,
the thickness reduction in the BZO films is attributed mostly to thermally-induced
lattice dissociation of Zn-O bonds during the annealing process.
In order to account for the distribution of carriers within the films, the plasma
frequency of each layer is plotted as a function of TA in Fig. 6.8b. A monotonic
increase in the plasma frequency was observed in both film and interface layers with
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the increase of TA. As the plasma frequency is proportional to the carrier concentra-
tion, a higher concentration was expected for higher TA according to Eq. 6.3. This
is consistent with the results of room-temperature (RT) Hall effect measurements
shown in Fig. 6.8b. It is worth noting that there is a large difference between the
plasma frequency of the film bulk and interface layers for TA ≥ 800 ◦C, and reveals
that the interface layer could well be degenerate.
Hence, variable temperature Hall effect measurements were performed in the
range of 5 – 300 K for the BZO films annealed at TA = 600
◦C, 800 ◦C, and 950 ◦C, as
illustrated in Fig. 6.8c. The annealed BZO film (TA = 600
◦C) with no interface layer
showed an anomalous temperature-dependent carrier concentration with a mobility
below 10 cm2V−1s−1 across the entire temperature range. This unusual behavior
could result from defect, grain boundary, or alloy scattering due to disorder in the
phase-segregated alloy, as observed in the XRD and AFM data. In contrast, the
annealed BZO films at TA = 800
◦C and 950 ◦C showed temperature-independent
Hall carrier concentration (nH) and mobility (µH) values, supporting the existence
of a degenerate layer at the BZO/substrate interface.
By considering the classical freeze-out of carriers in the non-degenerate bulk
region, the majority of carriers at low temperatures must come from the interface
region. Hence, the sheet carrier density (nsInt) and mobility (µInt) in the interface
layers were obtained by a linear extrapolation of the Hall data to 0 K. The interface
carrier concentration, nInt, was calculated from n
s
Int/d, where d is the thickness of
the interface layer obtained from the IR reflectance simulations. The carrier concen-
tration of the interface of the annealed BZO films at TA = 800
◦C and 950 ◦C were
determined to be nInt = 7.54 × 1019 cm−3 and 2.16 × 1020 cm−3 and µInt = 43.80 and
39.05 cm2V−1s−1, respectively. The interface conductivities (σInt = nInteµInt) were
calculated to be σInt = 5.3 × 102 S·cm−1 and 1.4 × 103 S·cm−1, respectively. The
carrier concentration and conductivity of the double-layer films have been calculated
by a parallel conduction model, [218]
nB =
(µHnH + µIntnInt)
2
µ2HnH + µ
2
IntnInt
, (6.2)
where nB is the carrier concentration of the film bulk region. The corrected RT
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bulk carrier concentration of the films with TA = 800
◦C and 950 ◦C were found to
be nB = 1.70 × 1018 cm−3 and 5.06 × 1018 cm−3, respectively. By comparing the
carrier concentrations and conductivities of the interfaces with those of the bulk,
it is apparent that the interface values are much higher. Furthermore, the carrier
concentrations in the interfaces (the bulk) are above (below) the Mott-transition
level (n ≈ 6 × 1018 cm−3) of undoped ZnO [219].
6.3.5 Discussion
The highly conductive layer, found at the BZO/Al2O3 interface, formed after
high-temperature treatment, TA ≥ 800 ◦C, imposes degenerate semiconducting
characteristics on all the BZO films. By using the physical quantities obtained
from the analyses above, the density-of-states-averaged effective mass of conduction
electrons, m∗av, was calculated using, [141]
m∗av =
nInte
2
ω2pǫ(0)ǫ(∞)
, (6.3)
where e is electronic charge, ǫ(0) is the permittivity of free space, ǫ(∞) is high fre-
quency dielectric constant. Values of ǫ(∞) in the range of 3.85 – 3.96, obtained from
the IR reflectance simulations, were used for the interfaces formed at TA = 800
◦C
and 950 ◦C. The ǫ(∞) and m∗av values vary with carrier concentration at the in-
terfaces. The m∗av of the interface layers were determined to be 0.31m0 and 0.68m0
for carrier concentrations of nInt = 7.54 × 1019 cm−3 and 2.16 × 1020 cm−3, re-
spectively. This seems reasonable as the Fermi level position increases with carrier
concentration. Variation of the average effective mass with carrier concentration has
been found previously in highly doped ZnO and doped MgxZn1−xO alloys [108,220].
Such a high carrier concentration at the interface, above the Mott-transition level,
causes strong band-filling effects (Burstein-Moss shift), along with the correlated
band gap renormalization as a result of many-body effects [109, 110]. Hence, the
degenerate interface layer is important in deriving the physical properties of both
BZO films and all ZnO-based materials.
Here, we discuss possible atomic diffusion and phase transformation models
for the metastable BZO films as a function of TA to further interpret the formation of
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Figure 6.8: (a) Thickness (d) variation on the total, film bulk, and interface with in-
creasing TA (presented in Table I). (b) Plots of plasma frequencies (ωP) for the film bulk
and interface layers, and carrier concentration (nH) as a function of TA. (c) Temperature-
dependent nH and mobility (µH) for the BZO films annealed at TA = 600
◦C, 800 ◦C,
and 950 ◦C. The inset in (c) shows corrected film bulk carrier concentration (nB) versus
inverse temperature for the BZO films annealed at TA = 800
◦C and 950 ◦C.
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the multi-layer structure and degenerate interface layer [68,213,221]. Diffusion and
segregation of Be were observed throughout the film with the resulting formation of
secondary phase BeO NPs at the surface and grain boundaries. The phase separation
phenomenon is caused when the annealing temperatures exceed the solubility limit of
Be into host ZnO as a phase miscibility gap, as observed in our previous study [204].
The driving force for such segregation processes is energy minimization, i.e. the
surface energy, interfacial energy, and elastic energy, etc of the metastable alloy
system as Be atoms migrate from the bulk to the surface region [204,222–224]. The
high-temperature annealing (TA ≥ 800 ◦C) leads to outward diffusion of Be together
with the bond-breaking of Zn-O. Note that the vapour pressure of Be is much lower
than that of Zn, meaning that Be is less likely to evaporate from the surface. Hence,
the initial depletion of Zn atoms at the surface and grain boundaries preferentially
occurs as a result of evaporation, and in turn an enrichment of Be. This gives rise to
a supersaturation condition for the nucleation of the secondary phase NPs forming at
the surface and grain boundary regions, which are preferential pathways for atomic
mass transport. The diffused/segregated Be atoms can be preferentially oxidized
to the more thermodynamically stable BeO, rather than ZnO as the free energy for
the formation of the BeO [EFBeO = –5.839 eV at 0 K] is much lower than that of
ZnO [EFZnO = –3.438 eV at 0 K], obtained by density functional theory calculations.
Therefore, the diffused/segregated Be atoms react with thermally diffused oxygen
to form much energetically favourable BeO at the surface and grain boundaries,
rendering to further nucleation-and-growth and minimizing their free energies.
This results in the distribution of the secondary phase BeO NPs at the surface
and grain boundaries as presented in STEM. In other words, it is hard to recrystallize
ZnO near Be-rich regions because Be acts as an effective oxygen trap to reduce
the overall surface free energy. Furthermore, the grown BeO NPs, placed at the
path way of mass transport, could passivate for the sublimation of residual Zn
atoms from the film. These cause the excess of Zn interstitials in the annealed
film. Concurrently, the induced outward diffusion of Be atoms creates vacancies,
e.g., VBe, near the interface, resulting in a vacancy flux, JV = JBe – JZn, where JBe
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Figure 6.9: (a) Z-contrast dark-field STEM image for the BZO film annealed at
TA = 950
◦C. The inset shows schematics of the atomic counter-diffusion mechanism
in the BZO film, and the formation of surface BeO NPs and BZO/Al2O3 intermixing dur-
ing solid-state reactions by thermal annealing. The Be flux (JBe) is greater than the Zn
flux (JZn) and thus the vacancy flux (JV) toward the interface region. The bottom image
represents the recrystallized surface associated with Be (blue-sphere) diffusion, while Zn
(red-sphere) diffusion to the interface region of the film. (b) Schematic representation of
the band line-up at the BZO film/Zni:ZnO/ZnAl2O4/Al2O3 heterostructure.
and JZn are diffusion fluxes of Be and Zn [168, 225]. This gives rise to the inward
migration of Zn atoms towards the interface to minimize the chemical potential
gradient [226,227]. As a result, a Zn concentration gradient from the surface towards
the interface is observed from the Z -contrast STEM and EDS measurements (Fig.
6.5.). In the high-temperature recrystallization processes, such inward diffusing Zn
atoms effectively compensate for atomic vacancy sites, both VZn and VBe. This
defect compensation with high TA corresponds to an improvement of the crystalline
quality of the film, observed in XRD. However, in the simultaneous occurrence of the
atomic diffusion and following recrystallization, no significant correlation between
the distribution of O and cation density gradient was found in the high-temperature
annealed film. This is seen in the almost constant EDS intensity of O throughout
the film, and hence diffusion proceeds predominantly by counter-diffusion of Be and
Zn with the most likely equivalent distribution of oxygen [213]. Consequently, such
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Figure 6.10: (a) Plots of Fermi energy versus carrier concentration for the degenerate
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◦C) approximated using Free electron
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duction band. (b) The energy dispersions in the two models show no significant difference
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cation counter-diffusion of Be and Zn (competition and repulsion) primarily and
separately contributes to the formation of the Be-rich surface and Zn-rich interface
in the high-temperature annealed alloy film (Fig. 6.9a). The diffusion of Zn and
O (either in the form of ZnO or Zn and O ions) into Al2O3, as a unilateral atomic
transfer, was also observed in the reaction interface, forming spinel ZnAl2O4 and
Zn-deficient phase ZnxAlyOz [228].
Based on these diffusion processes at high TA, an accumulation of Zn is
formed, which creates a Zn-rich ZnO (Zni:ZnO) interface region within the film.
Several groups have reported that Zni act as a source of donors due to shallow de-
fect states (≈ 31 – 37 meV) below the CBM, while VO defects create deep level
states in the band gap of ZnO [8,51,192]. In spite of the many studies claiming that
interstitial hydrogen behaves as a shallow donor in n-type ZnO, we assert that this is
not the case here. This is because the samples have been annealed at TA ≥ 600 ◦C,
where hydrogen rapidly diffuse from the sample [8, 229]. Hence, we believe that
the interface conductivity is primarily associated with the distribution of Zni. Due
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to the high accumulation of such shallow donor-like defects, the defect bands are
expected to merge with the conduction band, leading to band gap renormalization
and a highly conductive interface layer in the high-temperature annealed alloy films,
schematically illustrated in Fig. 6.9b [110]. The Fermi level is located above the
CBM as a result of downward band bending associated with the accumulation of
electrons [9]. The band lineup presented in Fig. 6.9b is an idealistic representa-
tion as the effects of local Be composition and charged dislocations [12] in that the
Fermi energy has been disregarded, and the bulk considered to be most likely ZnO.
The Fermi level position for the highest conductive interface layer obtained in this
study is calculated to be 266 meV above the CBM (Fig. 6.10.). The conductivity of
1.4 × 103 S·cm−1 achieved for the degenerate interface layer is close to the highest
values achieved in Al/Ga doped ZnO films for similar carrier concentrations [54,230].
However, a simultaneous increase in the concentration of negatively-charged com-
pensating defects, especially VZn, should occur due to lowering of their formation
energies as the Fermi level increases close to the CNL (ECNL ≈ 250 – 300 meV above
the CBM) in ZnO [10,201].
For Fermi energies above this level, the formation of p-type defects such
as VZn becomes energetically more favourable, based on the amphoteric defect
model [14, 100]. In recent works [54, 56], the suppression of acceptor-like defects
under self-compensation processes has been proposed by intentional doping to form
dopant-defect complexes, e.g., GaZn-VZn, remaining a high carrier concentration
and a mobility in a heavily doped ZnO. In the cation counter-diffusion processes,
sufficiently driven by high temperature annealing, the inward diffused Zn atoms sig-
nificantly reduce the oppositely charged compensating defects under recrystalliza-
tion. This also leads to a high conductivity for the interface region of the annealed
BZO film. The ratio of Be concentration to Zn, and the reaction time will be other
important parameters to control the accumulation of donor-like defects.
Controlling the distribution of defects through atomic counter-diffusion pro-
cesses in BexZn1−xO alloys and even in other oxides will be essential and promising
in future applications such as nanoscale transparent conductive transistors, and in
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the fabrication of core-shell alloy nanostructures such as quantum wells in nanowires
and hollow nanotubes/nanoparticles.
6.4 Conclusion
We have demonstrated the effect of thermal treatment on a multi-phase crys-
talline BZO film. Thermal treatment (TA = 600 – 950
◦C) leads to recrystalliza-
tion of the metastable alloy film along with the atomic redistribution and strain-
relaxation. Thermally-induced lattice dissociation and out-diffusion (inward) of Be
(Zn) result in a pronounced microstructural segregation and precipitation of donor-
like defects such as Zni. These observations are accompanied by a decrease in the
band gap energy and lattice phonon energy of the BZO films. For TA ≥ 800 ◦C,
highly conductive layers with thicknesses in the range of 10 – 29 nm are generated
at the near-interface region of the BZO film/Al2O3 substrate. The plasma frequency
of the interfaces range from 295 meV to 332 meV, corresponding to carrier concen-
trations from nInt = 7.54 × 1019 cm−3 to 2.16 × 1020 cm−3.
The interface regions with such high carrier concentrations show degener-
ate characteristics with high conductivities in the range of σInt = 5.3 × 102 –
1.4 × 103 S·cm−1. IR reflectance simulations and a parallel conduction model enable
determination of the average effective mass of the conduction electrons in the inter-
face layers which ranges from 0.31m0 to 0.68m0. As a result, the degenerate interface
layers are found to significantly influence the electronic and optical properties of the
BZO films. Such nanoscale interface conductivities achieved in the high-temperature
annealed BZO films are comparable to the highest values obtained in doped ZnO. A
cation counter-diffusion mechanism is proposed to interpret the high accumulation
of donor-like defects and the subsequent formation of the degenerate interface layer
within the annealed alloy films. This study extensively contributes to the under-
standing for the thermodynamics of defect engineering of metastable BexZn1−xO
alloys, and opens up a new era for wide band gap oxide-based alloy applications.
Chapter 7
Self-Assembled Passivation of Semiconduct-
ing Oxides
7.1 Introduction
For the next generation of optoelectronic devices, oxide-based applications
such as transparent electronic circuitry have recently received a great deal of interest.
These materials have both high optical transparency, excellent thermal and electrical
characteristics often under severe environmental conditions [1, 231]. Various wide
band gap metal oxide semiconductors such as doped and undoped In2O3, SnO2,
TiO2, and ZnO and their related ternary alloys have been extensively employed
as integrated materials in a number of transparent optoelectronic applications [45,
232–234]. However, the intrinsic physical and chemical properties of these materials
are strongly influenced by surface effects associated with stoichiometry, mechanical
stress, and chemical interactions with environmental species [8, 100,235].
Thermal vulnerability of these oxides also causes atomic diffusion, lattice
distortions, and the subsequent formation of charged defects even under thermody-
namic equilibrium [236, 237]. More crucially, interactions of environmental species
with the dissociated oxide surfaces are facilitated by chemisorption. This leads to
structural rearrangement of cation and anion sites and differing charge distribution
states across the oxide surface. Such variations in the ionic positions and charge
densities can create additionally surface states, which vary the inherent semicon-
ducting characteristics (e.g. uniformity of carrier density and carrier transport) and
limit the high-performance of oxide-based optoelectronics such as metal-oxide-based
memory devices [238–240]. Hence, passivation of the surface of oxide materials
to protect against thermal degradation and physiochemical coupling with ambient
gas molecules is essential for the design of inert surfaces in the device architec-
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ture [241,242].
Phase transformations in metastable oxides and their mismatched heterostruc-
tures can modify initial material properties that potentially impact on macroscopic
atomic diffusion, mechanical and thermal properties of the oxides [243–245]. These
phase transformations occur by the minimization of the total free energy (Gibbs
free energy) in the phase diagram, which is driven by overcoming an energy barrier
under pressure and temperature [72,73]. This leads to the formation of new phases,
secondary crystallization or mixed phases and/or spinodal decomposition [75, 76].
Constituent atoms diffuse towards either surface or interface areas, resulting in the
nucleation of a secondary phase due to the chemical potential difference between
the diffused/segregated solute and a solid phase under supersaturation [246, 247].
At this point, the particles can nucleate and grow preferentially at energetically
favourable sites, e.g., non-equilibrium sites: point defects/defect clusters, dislo-
cations, and grain boundaries, rendering lower free energy by the crystal nucle-
ation [68, 78]. Hence, interactions between the new phase and the surface of the
thin film/nanocrystals significantly influence the thermodynamics and kinetics of
its nucleation-and-growth, as well as the physical and chemical properties. Hence,
understanding such phase transition phenomena and the growth kinetics of these sec-
ondary phase particles in various metal oxides is essential to realize and control their
functionalities, e.g., the size dependence for the control of surface-to-volume ratio of
particles and an effective distribution of particles of different radii [88,94,248]. More-
over, with particle coarsening features, e.g., combined/competitive growth stages
between the nucleation and curvature-induced coarsening of these nanoparticles,
effective methods have been developed to fabricate desirable nanocrystals with uni-
form size distributions [84, 249–251]. This enables the designing of novel nanos-
tructures with distinct chemical and physical properties with numerous potential
applications, for example, in nanoelectronics and energy storage media.
In this chapter, a novel approach to the passivation of reactive oxide sur-
faces by spontaneous formation of functional secondary phase nanoparticles (NPs) is
demonstrated. This is achieved as a result of a phase transformation on a thermally-
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recrystallized metastable oxide. Using the example of beryllium zinc oxide (BZO),
the detailed kinetic mechanisms found in the alloy is presented and discussed. This is
as a result of the surface Be concentration dependence on the nucleation-and-growth
and the size-distribution of NPs. The functionalities of the NPs include passivation
against thermal dissociation and surface chemisorption, are detailed experimentally
and theoretically. The thermodynamic characteristics of the constituent atoms and
physiochemical reactions at the surface of the transformed BZO observed experimen-
tally have been also simulated by density functional theory (DFT) calculations of
the atomic compensation and relaxation energies at the model metastable surfaces.
7.2 Experimental details and computational methods
7.2.1 Film growth and thermal treatments
Undoped ZnO and BZO(0.02 & 0.06) films were grown on Al2O3(0001) sub-
strates by RF co-sputtering. Oxygen partial pressure was 2 × 10−3 mbar (base
pressure = 1.8 × 10−8 mbar), the gas mixture was Ar 45 sccm:O2 5 sccm, and
growth temperature was 500 ◦C. Change in Be concentration of the BZO films were
controlled by linearly adjusting the RF power to the Be metal target (99.9 %, 2-
inch diameter, 1/4-inch thickness) from 30 to 40 W, while the RF power of the ZnO
ceramic target (99.999 %, 2-inch diameter, 1/4-inch thickness) was fixed at 100 W.
Prior to the film growth, surface contaminants of all the targets were removed using
an RF power of 50 W. All the as-grown films were thermally treated at various
temperatures between 600 ◦C and 950 ◦C for 60 min in a continuous flow of N2 gas.
All annealing temperatures were attained at a ramping rate of 20 ◦C/min.
7.2.2 Characterizations
Structural determination of the films were carried out by high-resolution and
powder X-ray diffraction using a Panalytical X′Pert Pro MRD and a Panalytical
X′Pert Pro MPD, respectively, with an incident beam hybrid monochromator giv-
ing pure Cu Kα1 radiation (λ = 1.5406 A˚). Optical absorption was measured at
normal incidence using a Perkin-Elmer Lambda 25 UV/Vis spectrometer, and sur-
Chapter 7. Self-Assembled Passivation of Semiconducting Oxides 131
face morphology was studied with tapping-mode AFM. XPS measurements were
performed in ultra-high vacuum as detailed in Chapter 3 using a monochromatic Al
Kα X-ray source (hν = 1486.6 eV). For increased surface sensitive measurements,
the emitted photoelectrons were collected with variable take-off angle (TOA, θTOA),
30◦ ≤ θTOA ≤ 90◦. Surface charging effects were compensated using a low en-
ergy electron flood gun. The binding energy scale was again calibrated to the C 1s
core-level peak with the overall energy resolution of 0.47 eV. The XPS spectra were
fitted using a Shirley background subtraction and Voigt line shapes. Compositional
ratios of the elements (Zn, O, Be, and C) in the films were determined after cor-
recting for the inelastic mean free path of photo-emitted electrons via the TPP-2M
formula [133] and applying Scofield photoionized cross-sections [135].
Far- and Mid-IR reflectance spectra at an incident angle of 11◦ with respect
to the surface normal were recorded in the range of 50 – 8000 cm−1 using a Bruker
Vertex 70v Fourier transform infrared (FTIR) spectrometer. The thickness of the
films was determined by simulating the reflectance spectra in a stratified medium
with associated complex dielectric functions. The IR reflectance simulations were
carried out utilizing the classical Drude model and factorized model considering the
longitudinal-optical phonon-plasmon coupling, impurity modes, and the anharmonic
effects in the complex dielectric function of the films.
Field emission transmission electron microscopy (FETEM, a Tecnai G2 F30
S-Twin) was used with an acceleration voltage of 300 kV to characterize the mi-
crostructural properties of the annealed BZO samples at TA = 950
◦C. Defect dis-
tribution in the ZnO and BZO films were plotted as a function of TA by variable
temperature (T = 12–300 K) photoluminescence measurements using a He-Cd laser
(λ = 325 nm). The electrical properties of the films were characterized by perform-
ing variable temperature (T = 5–300 K) Hall effect measurements in the van der
Pauw configuration. Indium solder was used to make ohmic contacts to all of the
etched corners of the 5 × 5 mm2 samples.
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7.2.3 Computational calculations
First-principle calculations were performed based on density functional theory
(DFT) within a local density approximation using the Cambridge Sequential Total
Energy Package (CASTEP) [252,253]. A plane-wave basis set with a kinetic energy
cut-off of 400 eV was employed and the electron-ion interactions were formulated
using ultra-soft pseudopotentials. After geometrical optimization of the unit cell,
the equilibrium lattice parameters for wurtzite ZnO were obtained to be a = 3.185 A˚
and c = 5.149 A˚, respectively. A vacuum spacing of 20 A˚ was introduced in the
z-direction to prevent inter-slab interactions. The surface was modelled by eight
ZnO double layers allowing structural relaxation within a slab supercell of the four
uppermost double layers. All calculations were carried out using 3 × 3 supercells
composed of approximately 150 atoms. Numerical integrations over the Brillouin
zone were performed only at the Γ-point due to the large size of the supercells. The
atomic positions in all the supercells were continually relaxed to the residual forces
below than 0.05 eV/A˚. In the modelled ZnO slab supercells, any charge transfer
from the uppermost O layer to the lowest Zn layer induced by the net dipole mo-
ment and electrostatic field across the slab was corrected by altering the valency
of the Zn atoms on the lowest layer to +1.5 [47, 48]. Other surface stabilization
processes accompanied by atomic reconstructions (atomic removals and/or the for-
mation of islands) or additional H+ and OH− adsorption on the residual surface
atoms were ruled out. The chemical adsorption energy, Eads, (atomic substitu-
tion energy, Esub) at the surface, namely, the energy released during chemisorption
(substitution) corresponds to the binding energies of VZnO and H2O (BeO). For
quantitative evaluation, the average energy values are defined as
<Eads> = (Eads,NH2O − ENVZn−O −NµH −NµOH)/N, (7.1a)
<Esub> = (Esub,NBeO − ENVZn−O +NµO −NµBe)/N, (7.1b)
ENVZn−O = E
Perf
ZnO −NµZn −NµO, (7.1c)
where Eads,NH2O (Esub,NBeO) is the total energy of the ZnO slab supercells that
contains N number of adsorbed H2O (substituted BeO). ENVZn−O is the total energy
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of the ZnO slab supercells with the N number of VZn−O, E
Perf
ZnO −NµZn is the total
energy of the ZnO supercell without any vacancies. µ defines the associated chemical
potential. The average adsorption (substitution) energy gain per H2O (BeO) is
related to the change in the surface energy, ∆γsur, via
∆γsur = Eads/sub · θVC, θVC = N/A, (7.2)
where A is the surface area of the ZnO slab.
7.3 Results and discussion
7.3.1 Variations in the optical band gap energy and surface chemical compo-
sition with TA
The BZO alloy films with different Be concentrations, x = 0.02 and 0.06, were
grown on Al2O3(0001) substrates, and are signified as BZO(0.02) and BZO(0.06).
Be-concentration-dependent lattice shrinkage and band gap widening were observed
in the as-grown BZO films as result of a chemical alloying of ZnO and BeO (Fig.
7.1.) [190]. To investigate the thermodynamics of the metastable BZO thin films, the
strain relaxation and the subsequent phase transformations in the alloy films were
systematically enforced by varying post-annealing temperatures, TA = 600 – 950
◦C.
In order to study the effect of annealing on the optical properties of the
BexZn1−xO films (x = 0.02 and 0.06) compared to the undoped ZnO, the optical
transmittance, TO, of the films was used to calculate the absorption coefficient,
α, by TO = Aexp(-αD), where A is a transmission constant, and D is the film
thickness [138]. Figure 7.2a shows α2 as a function of photon energy for different Be
concentration and TA. The absorption edges were determined by linear extrapolation
of the sharp onset to the horizontal portion of the spectra. The absorption edge
of the as-grown films are shifted to higher energies with increasing Be composition
along with an increase in the tailing of the spectra. These optical features are
associated with a band gap widening induced by the incorporation of Be in the host
ZnO lattice and Be-induced structural deterioration (see Fig. 7.1.).
Significant changes in the position and tailing of the optical absorption edge
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Figure 7.1: XRD θ-2θ patterns for (a) the as-grown ZnO and BZO(0.02 and 0.06) films
and for (b) the as-grown and annealed BZO films on Al2O3(0001) as a function of TA.
in the ZnO and BexZn1−xO films were observed with increasing TA. As can be
seen in Fig. 7.2b, the absorption edge, which corresponds to the optical band gap
energy of the as-grown and annealed ZnO films, increases up to a temperature of
800 ◦C, while the energy decreased with further increasing TA. The former is usually
due to an increase in thermally-induced donor-like point defects and the subsequent
conduction band-filling (Burstein-Moss effect) in the annealed films [108, 254]. The
latter primarily arises from the thermal decomposition and the resulting structural
deterioration of the ZnO lattice. This causes compensation of the conduction elec-
trons through the introduction of the deep acceptor levels in the band gap together
with tailing of the conduction band [54]. The red-shift of the optical band gap leads
to an insulating behavior in the high-temperature-annealed ZnO films (TA ≥ 900 ◦C)
and in turn no optical response was found at TA = 950
◦C. On the other hand, a
continuous decrease in the optical band gap energy of both BZO films was found
with TA mainly due to loss of Be from the film bulk as a result of atomic redistribu-
tion and lattice strain relaxation presented in Chapter 6 [101]. However, it should
be noted that the optical values obtained from the annealed alloy films are addition-
ally affected by the many-body interactions, namely, electron-electron and electron-
phonon interactions, which result in band gap renormalization [101,109,110].
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Figure 7.2c shows the normalized XPS Zn 3s and Be 1s core level spectra for
the BZO(0.02 and 0.06) films as a function of TA. The spectral position of Be 1s at
the binding energy of 114.3 eV indicates the chemical bonding of Be-O as a result
of Be incorporation into the host ZnO [190]. The Be 1s peak intensity for both the
alloy films gradually increases with TA up to 950
◦C. The atomic concentration of
Be at the surface of the films was determined as a function of TA by quantitative
analysis of the intensity area of the O 1s, Zn 3s, and Be 1s core level peaks, taking
into account the inelastic mean free path of photo-excited electrons and relative
sensitivity factor for each element in the medium [133]. Figure 7.2d shows an increase
in the ratio of Be to Zn, Be/(Zn+Be), from 0.10 [0.24] to 0.27 [0.51] for BZO(0.02)
[BZO(0.06)] as TA increased up to 950
◦C. It is worthy of mention that the initial Be
composition at the surface of the as-grown BexZn1−xO films is higher than that in
the bulk (Fig.7.1b), due to surface segregation and removal of constituent atoms on
the polar surface to reduce the surface energy [46,48]. Consequently, these opposing
trends between the decrease in the optical band gap energy and the increase in the
surface Be concentration with TA are indicative of the out-diffusion of Be from the
bulk to the surface through recrystallization, resulting in a lower Be composition in
the bulk.
To further evaluate the atomic segregation/diffusion features at the surfaces
of the BZO(0.02 and 0.06) films annealed at TA = 950
◦C, angle-dependent XPS
measurements were carried out. The XPS spectra were collected by varying the TOA
of photo-emitted electrons within the probing geometry (see the inset of Fig. 7.3a) to
increase the XPS surface sensitivity. Figure 7.3a also shows the normalized XPS Zn
3s and Be 1s core level spectra for the annealed BZO films. The Be 1s peak intensity
increases with decreasing θTOA, indicating the upward gradient of Be concentration
conducive to the formation of surface NPs. From XPS quantitative analysis, the
concentration gradient of Be at the surfaces was determined to range from 27 %
[51 %] to 49 % [66 %] for the annealed BZO(0.02) [BZO(0.06)] as TOA decreased
from θTOA = 90
◦ to 30◦ (Fig. 7.3b). In order to determine the depth-dependent Be
composition at the surface, the inelastic mean free path, IMFP (λ), for the Be 1s core
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Figure 7.2: (a) Square of the absorption coefficient, α2 as a function of photon energy
obtained from the transmittance spectra of the as-grown and annealed ZnO and BZO(0.02
and 0.06) films with different TA. (b) Comparison of the optical band gap energy of the
films as a function of TA. (c) Normalized XPS spectra of Zn 3s and Be 1s core levels
for the as-grown and annealed ZnO and BZO films at different TA. All the spectra were
collected at normal emission and normalized to have the same intensity of the Zn 3s peaks.
The red-arrows correspond to the binding energy of Be-O bond around EB ≈ 114 eV. (d)
The profiles of Be to Zn ratio, Be/(Zn+Be), at the surface of the films with TA.
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were normalized to have the same Zn 3s peak intensity. The inset in the left panel is a
schematic of the X-ray photoemission geometry. (b) The TOA dependence of the surface
Be to Zn ratio, Be/(Zn+Be), for the annealed BZO films. The inset shows the depth
profile of surface Be to Zn ratio. The TPP-2M formula was employed to calculate the
effective inelastic mean free path, λeff , of photo-emitted electrons from Be 1s by Al Kα
excitation energy using the approximated density of BZO medium.
level spectra was approximated as a function of varying the Be concentration and
was calculated using the TPP-2M equation: Different densities in the surface region
due to varying Be concentrations were considered in this approximation [133]. The
depth profile of Be concentration in the NPs was attained using λeff = λsinθ (nm),
where λeff (effective IMFP) and θTOA are variable parameters, respectively, as shown
in the inset of Fig. 7.3b. These results provide direct evidence of accumulation of
BeO NPs at the surface of the transformed alloy films.
7.3.2 Formation of secondary phase NPs at the surface of the BZO films
with TA
On the basis of the transient atomic redistribution in the annealed BZO films,
variations in the surface morphology with TA were investigated. Figure 7.4a shows
the AFM topographic images (1 × 1 µm2) for thermal structural evolution at the
surface of the BZO(0.02) films as a function of TA. The formation of NPs was clearly
seen with higher densities near grain boundaries for TA = 600
◦C (see the inset for
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the phase image, 0.5 × 0.5 µm2). This is because mass transport mainly occurs
along the grain boundaries rather than the basal surface of films and the atomically
imperfect defects are active nucleation-and-growth sites [255,256]. The surface NPs
migrate towards bigger ones for TA = 800 C due to Ostwald ripening (OR), driven
by the difference in their chemical potentials [87,251]. A continuous growth of NPs
was observed at the surface (TA = 950 C). As a result, the formation of NPs at the
surface of the films is attributed to atomic segregation, bulk and surface diffusion,
and the nucleation of NPs with subsequent clustering predominantly near the grain
boundaries.
To further clarify the formation and crystalline nature of the NPs at the
surface, TEM measurements were carried out for the annealed BZO(0.02 and 0.06)
films at TA = 950 C. Figure 7.4b shows the cross-sectional TEM images for the
annealed BZO films. The thickness of the films was found to be 101±12 and 152±8
nm, respectively. The films consist of three distinct regions; (i) NP-distributed
surface, (ii) the bulk film, and (iii) an interfacial layer. By comparing the images,
it is seen that the density of NPs at the surface increased with an increase in Be
concentration in the annealed BZO films. Dark field STEM measurements were
performed to obtain the compositional configuration in the annealed BZO films.
The upper image of Fig. 7.4c shows the Z-contrast STEM for the BZO(0.06) film
annealed at TA = 950 C. A pronounced contrast is observed between the surface and
bulk of the film due to the accumulation of lighter Be atoms at the surface relative
to the larger Zn atoms [145]. The darker spots in Fig. 7.4. are distributed across
the main film with an upward density gradient to the surface. These again directly
indicate the out-diffusion and local segregation of Be towards the surface of the film
during high-temperature annealing. It was also found that the surface NPs were
pinned at the surface as shown in the lower TEM image of Fig. 7.4c. To evaluate
the crystalline feature of the surface NPs, high-resolution TEM and Fast-Fourier
transform (FFT) were performed for the surface of the films (Fig. 7.4d). The filtered
FFT images correspond to the red squares I and II in the NP and adjacent layers in
the film, indicate that both crystalline phases have c-axis wurtzite structures. The
C
h
a
p
ter
7
.
S
elf-A
ssem
b
led
P
a
ssiv
a
tio
n
o
f
S
em
ico
n
d
u
ctin
g
O
x
id
es
1
3
9
48.17 nm
0.00 nm
28.50 nm
0.00 nm200 nm 200 nm
As-grown TA= 600 
oC 
a
200 nm
200 nm
BZO(0.02)@TA= 950 
oC
Al2O3 sub.
Film
Al2O3 sub.
NPs
NPs
Film
50 nm
Pinned NPs
200 nm
Film
Al2O3 sub.
Z-contrast
152 nm
101 nm
Figure 7.4: (a) AFM topography (1 × 1 µm2) images for the as-grown and annealed BZO(0.02) films (TA = 600 – 950 ◦C). The insets is a
phase image (0.5 × 0.5 µm2) of the film annealed at TA = 600 ◦C. (b) Cross-sectional TEM images of the BZO(0.02 and 0.06) films annealed
at TA = 950
◦C. The thickness of the films was determined to be 101±12 nm and 152±8 nm, respectively. (c) The top image is a Z-contrast
dark field STEM image for the annealed BZO(0.06) film. The bottom is a magnified TEM image for the surface of the film corresponding
to the red rectangular in the bottom image of (b). The red-dot line is a guide to the eye for the transparent NPs at the surface. (d) High
resolution TEM image along with the <112¯0> zone-axis at the surface of the annealed BZO(0.06) film. The right-top and right-bottom insets
are Fast-Fourier transforms (FFTs), which correspond to the red-square areas, I and II, inside the surface NP and the film layers underneath,
respectively. The FFTs were filtered masking 0001 and 11¯00 reflections. The calculated a- and c-lattice parameters for each area, obtained by
extracting the plane spacings, were denoted in the insets.
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Table 7.1: The thicknesses (d) and thermal dissociation ratio (d s/t) of the undoped ZnO,
BZO(0.02), and BZO(0.06) films as a function of TA.
ZnO BZO(0.02) BZO(0.06)
TA d (d s/t) d (d s/t) d (d s/t)
(◦C) (nm) (A˚/sec) (nm) (A˚/sec) (nm) (A˚/sec)
As-grown 220±7 ... 270±7 ... 212±8 ...
600 222±7 ... 272±7 ... 209±6 ...
700 215±5 0.014 268±5 0.005 208±6 0.005
800 170±3 0.125 243±5 0.083 195±4 0.034
900 69±4 0.419 165±2 0.292 160±2 0.147
950 25±3 0.542 110±3 0.444 144±3 0.205
lattice parameters for the NPs were determined to be a = 2.63 A˚ and c = 4.27 A˚
based on the spacing of (0001) and (11¯00) planes, while those for the surface layers
of the film were a = 3.28 A˚ and c = 5.24 A˚. The lattice parameters obtained for
the NP are similar to that of hexagonal BeO (a = 2.69 A˚ and c = 4.37 A˚) [257].
In addition, the lattice parameters of the film layers underneath are close to those
of bulk ZnO (a = 3.25 A˚ and c = 5.20 A˚). These results suggest that the surface
NPs are mainly composed of Be and O forming BeO crystals as a result of the
out-diffusion of Be from the bulk towards the top surface (Figs. 7.2 and 7.3).
7.3.3 Be-concentration-dependent film thickness and thermal dissociation
The thermal resistance on the thickness of the ZnO and BZO films was ex-
amined as a function of TA by performing infrared (IR) reflectance measurements
and simulation (Chapter 3) [101]. The thicknesses and the dissociation rates [the
sublimated thickness of the films (ds)/annealing time (t)] of the films with different
TA, obtained from the modelling, are presented in Table 7.1.
Figure 7.5a shows the thickness variations of the ZnO and BZO(0.02 and
0.06) films with different TA. The plot is divided into region-I, TA ≤ 700 ◦C, and
region-II, TA ≥ 700 ◦C. No significant change in the thickness of the films was
found in region-I. By contrast, in region-II, the thickness of the undoped ZnO films
decreased considerably as TA increased up to 950
◦C. The rate of the thickness
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decrease in the BZO alloy films was lowered by increasing the Be concentration.
This is indicative of Be-induced variations in thermal decomposition BZO relative
to pure ZnO. Figure 7.5b shows Arrhenius plots of the dissociation rate of the films
with respect to inverse annealing temperature, 1000/TA; all values were deduced
by the above thickness variation as a function of TA. The activation energies, EA,
for dissociation of the films were extracted from decomposition kinetics by applying
a zero-order rate law in a single direction, ds/t = CAexp(-EA/kBTA), where CA is
the Arrhenius pre-exponential factor and kB is the Boltzmann constant [69]. The
Arrhenius kinetic parameters, EA is proportional to the enthalpy of reaction [258].
This estimated EA from the decomposition reaction rate of the undoped ZnO film to
be 1.60±0.05 eV, which is close to the Zn-O bond strength of 1.64 eV/molecule [259].
Hence, the reduction of the film thickness is directly proportional to the thermal
dissociation of the ZnO lattice during annealing. The thermal EA of decomposition
in the BZO films increased up to 2.12±0.18 eV with increasing Be concentration.
This increase results from two correlated factors: (i) the effective coverage of atomic
diffusion pathways (e.g. surface and grain boundary areas) by nucleated/grown BeO
NPs preventing the thermal evaporation of diluted atoms and (ii) stronger bonding
energy of BeO than that of ZnO [211].
The high-temperature lattice dissociation and atomic diffusion/sublimation
were expected to produce lattice defects in the annealed films. Photoluminescence
(PL) measurements performed at 12 K show deep level emissions in the as grown
and annealed ZnO and BZO(0.06) films (TA = 600, 800, and 950
◦C) as shown in
Fig. 7.5c. Two predominant deep band emissions (DBE) were found in both of the
ZnO and BZO films around 2.09 and 1.88 eV, respectively. Amid the controversy
of defect-associated DBE in ZnO, we assign these two bands to VZn-related defect
emissions considering the above atomic dissociation processes in high temperatures
and the subsequent formation of VZn clusters in the films. No strong emission of
around 2.4 eV was attributed to VO, however, it was observed from all the sam-
ples [260]. Similar emission features have been observed in annealed ion-implanted
ZnO [149, 152, 202]. Thus, those two DBEs could be responsible for optical transi-
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Figure 7.5: (a) Variations in the thickness of the undoped ZnO and BZO(0.02 and 0.06)
films as a function of TA. (b) Thermal dissociation rates with different TA for ZnO
[black-filled squares], BZO(0.02) [red-filled circles], and BZO(0.06) [blue-filled lozenges].
Data points are derived from Ds/t, where Ds and t are the sublimated thickness of the
films and annealing time, respectively. Dash-dot lines represent the Arrhenius plots for
thermal dissociation rates of the films with corresponding activation energies, EA. (c)
Low temperature (12 K) PL spectra for deep level emissions in the as-grown and annealed
ZnO (TA = 600, 800, and 900
◦C) and BZO(0.06) films (TA = 600, 800, and 950
◦C).
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tions from the ZnO/BZO conduction band (residual shallow donors such as Zni) to
energy states of the vacancy cluster defects below by 2.1 eV ( 1.9 eV). The inten-
sity of the defect-related DBE in the ZnO films is considerably increased by more
than one order of magnitude for temperatures up to TA = 900
◦C. This reveals that
high-temperature annealing facilitates the formation of VZn clusters, corroborating
the thermal atomic dissociation and diffusion model together with the thickness
reduction in the films for high TA. On the other hand, the DBE intensity in the
annealed BZO film increases up to TA = 800
◦C (lower intensity compared to that
of ZnO), then, falls remarkably at TA = 950
◦C. Such a turn-over in the population
of VZn has been addressed by counter-diffusion of cations, i.e., outward (inward)
diffusion of Be (Zn), and the following effective compensation of vacancy defects in
the fully-transformed BZO alloy films (as discussed in Chapter 6).
7.3.4 Nucleation and growth of BeO NPs at the surface of the annealed BZO
alloy films
The observation of thermally-induced recrystallization of these metastable
BZO alloy films shows that annealing causes a phase transformation in the alloy
in conjunction with lattice strain relaxation and a redistribution of the constituent
atoms [101]. This corresponds with a shrinkage of the band gap energy in the bulk
towards pure ZnO and an enrichment of Be at the surface. Such a phase transfor-
mation in a highly mismatched alloy system is typically due to the solubility limit of
Be and low thermal stability under a miscibility gap, necessary to minimize the total
free energy. During the annealing process, significant upward diffusion of Be occurs
from the bulk to the surface together with the dissociation of Zn-O bonds. Hence,
the constituent atoms, Zn, Be, and O, diffuse along the surface and grain boundaries
that are effective pathways for atomic transport. Since the vapour pressure of Be is
much lower than that of Zn, the out-diffusing Be atoms predominantly accumulate
at the surface and at grain boundaries, while the dissociated Zn atoms evaporate.
This leads to the observed increase of Be and the subsequent segregation at the
surface, reaching the critical supersaturation level and giving rise to the secondary
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Figure 7.6: (a) Side views modelled for the four different atomic configurations with
different full-Be monolayer positions (L4–L1) in O-terminated ZnO(0001¯) slab supercells.
Upper (lower) models represent as-constructed slab supercells (relaxed supercells). (b)
The Be segregation energy profile calculated for four different atomic configurations cor-
responding to the position (Li=1−4) of the Be monolayer within an O-terminated surface
of wurtzite ZnO slab.
phase nucleation of BeO nanoparticle.
To simulate the energetics of the Be out-diffusion, density functional theory
(DFT) calculations were performed modelling ZnO slabs with repeated substitution
of Be into all Zn sites across a single cation monolayer from the uppermost surface,
L1, down to the inner layers; four cation-monolayers were taken into account, L1−L4
(Fig. 7.6a). The Be segregation energies calculated by Eseg = E(Li=1−4) − E(L1)
show a significant increase when the substitute Be monolayer takes up lower Zn
monolayer positions as illustrated in Fig. 7.6b. The tendency for Be segrega-
tion at the surface corresponds to the thermodynamic stabilization of the alloy
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films, which is in good agreements with our experimental observation of Be trans-
port toward the surface. Later, as the free energy, EF, for the formation of BeO
(EFBeO = -5.839 eV at 0 K) is much lower than that of ZnO (E
F
ZnO = -3.438 eV
at 0 K), the diffused/segregated Be atoms preferentially react with thermally dis-
sociated/diffused oxygen to form the energetically favourable BeO phase. These
theoretical results corroborate the out-diffusion of Be, surface segregation, and the
succeeding formation of secondary phase BeO NPs at the surface of the annealed
BZO films.
In the classical nucleation theory (CNT), the kinetics of the BeO nucleation
reactions is primarily described by: (i) the mobility of the Be and O atoms for
structural attachments, which is significantly enhanced with temperature, and (ii)
the total Gibbs free energy change, ∆G(Rn), for the formation of the nuclei [68,84,
85, 88]. Assuming a spherical shape for BeO crystal within the parent BZO phase,
∆G(Rn) is given by
∆G(Rn) = 4πR
2
nγ −
4
3
πR3n∆GV +∆Gs −∆Gd, (7.3)
where Rn is the radius of the nucleus and γ is the surface tension (related to the
free energy change for the formation of a solid BeO surface). The free energy
change per unit volume, ∆GV, of a BeO crystal for the formation of the nucleus
dependent on the temperature (T ) and solute supersaturation, S, according to
∆GV = kBT ln(S)/vm, where vm is the molar volume of the bulk crystal. ∆Gs
is a finite misfit strain energy per unit volume proportional to the volume of the
inclusion and ∆Gd, the energy of pre-existing defects in the volume, means that
some free energy is released through the destruction of the defects by the creation
of the nucleus. The critical free energy of the stable BeO nucleus, ∆Gc, with re-
spect to R yields an equilibrium size, Rc, from the relation, d∆G(R)/dR = 0. The
critical radius, Rc, represents the minimum size of a stable BeO nuclei that allows
them to endure and continue to grow; values below Rc would lead to dissolvation of
the nuclei. Thus, nucleated BeO particles need to surpass a thermodynamic energy
barrier (∝ γ3/∆G2V) for the growth of secondary phase nuclei.
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Figure 7.7: (a) Topographic AFM images (3 × 3 µm2) for the surface morphology of the
BZO(0.02) [upper panel] and BZO(0.06) [lower panel] films annealed at TA = 600 – 950
◦C.
Scale bar, 600 nm. The size difference of the surface NPs in the top-right square area of
each image are differentiated by color: red dots correspond to a size of ∼ 30 nm; green
dots, ∼ 50 nm; blue dots, ∼ 100 nm; orange dots, ∼ 120 nm. (b) The relative particle
size distributions of the grown NPs at the surface of the annealed alloy films.
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In the classical approach to Ostwald ripening (OR) derived from Lifshitz,
Slyozov, and Wagner (LSW) theory for particle growth under low supersaturation
and quasi-steady-state limit, the driving force of OR is a decrease in the solubility
of particles with increasing their radius, Rg. The growth of larger particles is at
the expense of smaller dissolving particles due to the high solubility and surface en-
ergy of smaller particles [92, 93]. Furthermore, the surface reaction-limited particle
growth normally gives rise to an asymmetric particle size distribution. Therefore,
in most NP growth processes, nucleation and growth of particles concurrently oc-
cur throughout particle formation and hence the final particles show a broad size
distribution as can be seen in Fig. 7.4a.
Here, the growth characteristics and associated size distribution of the sec-
ondary phase BeO NPs are investigated. These are originated from the thermally
induced phase transformation of the BZO films according to the above nucleation-
and-growth kinetic theory of NPs. Figure 7.7a shows AFM images (3 × 3 µm2) of
the temperature-dependent (TA = 600 – 950
◦C) variations in the growth and size
distribution of the BeO NPs at the surface of the annealed BZO films (x = 0.02
and 0.06). The images show a gradual growth of the particles at the surface of
the alloy films with TA. More interestingly, distinct size distributions of the grown
NPs are observed in the annealed alloy films with different initial Be compositions
(Fig. 7.7b). The particle-size-distribution (PSD) of the NPs is broadened at the
surface of low Be content alloy films as it displays a gradual growth of the particles
at the surface of the films with TA. This is associated with the typical OR effect
in a transient growth regime. By contrast, the narrowing of the PSD together with
increasing the average NP size are seen for the alloy films with high Be composition.
PSD evolution of the NPs suggests that different NP growth characteristics induced
by varied growth kinetic factors such as the supersaturation level, resulting from
different Be concentrations at the surface as a function of TA.
To interpret these distinct NP growth features with different surface Be con-
centrations, a correlation between the growth mode and PDS of the BeO NPs in the
annealed BZO(0.06) films is deduced. As can be seen in Fig. 7.8a, the mean size,
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<G>, of the BeO NPs is increased monotonically from ∼ 37 nm at TA = 600 ◦C to
∼ 125 nm at TA = 950 ◦C. This is accompanied by a linear increase in Be concen-
tration and a narrowing of the PSD at the surface. The change in Be concentration
ratio in Fig. 7.8a is defined by CBef /C
Be
i , where C
Be
f and C
Be
i are the measured
Be concentration in the annealed samples in the steady-state regime and the initial
concentration of the as-grown sample, respectively. This reveals that the BeO NP
growth rate, JG, primarily depends on the degree of Be solute supersaturation at
the surface. Therefore, Be acts as the growth rate controller assuming there is no
concentration gradient in the oxygen for the diffusion process of Be and O atoms
into a BeO compound precipitate of radius, R, within the steady-state approxima-
tion [261].
In the LaMer mechanism, the nucleation and growth stages for the formation
of NPs are mainly dependent on two mechanisms: diffusion-controlled growth and
reaction-controlled growth [92, 95]. In the former, all monomers participate in the
nucleation processes and thus the mean NP size is dependent on S, while the lat-
ter mechanism is particle-size-dependent (the curvature-induced surface reaction of
the particles). However, if the particle growth takes place in the transient growth
regime before either OR or the equilibrium between the particles and monomers, the
focusing of PSD is possible to continue in the diffusion-controlled growth mode by
modifying the kinetics of the reactions (a steep drop of growth temperature or hot
injection of participates or additional/continuous injection of participates). This
would lead to inhibition of the nucleation of new NPs and the defocusing period
of the NP growth. These effective approaches maintain the simultaneous diffusion-
controlled particle growth and the resultant narrowing of the PSD, and have been
widely applied for the mono-disperse formation of various colloidal particles [86–88].
In this study, given that a substantial amount of the out-diffused Be from the bulk
(a high Be supersaturation) continuously participates in the growing of NPs. In the
diffusion-controlled-particle-growth, the additional/continuous injection of Be so-
lutes predominantly favours the focusing of the PSD of the BeO NPs with a larger
mean size until the completion of the reaction/growth processes after the samples
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Figure 7.8: (a) Variations in the average size, <G>, of the grown BeO NPs and Be
concentration ratio, CBef /C
Be
i , at the surface of the annealed BZO(0.06) film as a func-
tion of reciprocal annealing temperature (1000/TA). (b) Stationary size distribution, W,
of the NPs for two high-temperature-annealed alloy films as a function of particle ra-
dius ratio, Rg/<Rg>, where <Rg> is the average radius of the NPs. The limited PSDs
are predicted from the associated size distribution function within the LSW theory for
diffusion-controlled (solid line: DRL-OR) and reaction-controlled (dashed line: RRL-OR)
Ostwald ripening. (c) Schematic representations of thermally driven out-diffusion of con-
stituent atoms and the nucleation-and-growth processes of the secondary phase BeO NPs
within the diffusion-controlled OR growth mode in a transformed BZO alloy film. This
growth mode is enforced by the high Be supersaturation level at the surface together with
the additional/continuous injection of Be solutes during the growth process, resulting in
focusing of the NP size distribution.
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were cooled down at room temperature. In Fig. 7.8b, such diffusion-controlled
growth of the BeO NPs and the following PSD were predicted and characterized for
the annealed BZO(0.06) films at TA = 800 and 950
◦C. This is performed by apply-
ing the stationary size distribution function in the diffusion rate-limited condition
of OR (DRL-OR) based on the LSW theory that [87, 90]
W (Z) = (3
4e/25/3)Z2e(−1/(1−(2Z/3)))
(Z+3)7/3(1.5−Z)11/3
for 0<Z<1.5,
W (Z) = 0 otherwise. (7.4)
Here, Z ≡ Rg/<Rg> and <Rg> is the average particle radius; the cutoff is at
Z = 1.5. The size focusing of the secondary phase BeO NP growth in the high-
temperature annealed alloy films is predominantly associated with high Be solute
saturation and simultaneous inclusion of the new arriving Be solutes from the bulk
in the NPs within the stationary diffusion-controlled growth mode. The overall
nucleation and-growth process forming the secondary phase BeO NPs at the surface
of the thermally-transformed BZO films are schematically presented in Fig. 7.8c.
7.3.5 Passivation effects of surface NPs on chemisorption
Here, the influence of the secondary phase BeO NPs on physiochemical inter-
actions between the surface of the annealed BZO films and environmental oxygen
species (e.g. H2O) is studied compared to the undoped ZnO films. Figure 7.9 shows
O 1s spectra for the undoped ZnO and BZO films as a function of TA. The re-
sults reveal lower chemisorption at the surface of the high-temperature annealed
BZO films and discernable spectral variation of O 1s peaks, compared to the ZnO
films. For the BZO(0.02 and 0.06) films, the peak areas associated to Be-O bonds
(EB ≈ 531.1 eV) is increased with TA, which is consistent with the increase in the
peak area of Be 1s as a result of thermally-induced out-diffusion of Be to the sur-
face of the alloy films. There is no significant change with TA on the higher binding
Chapter 7. Self-Assembled Passivation of Semiconducting Oxides 151
Binding energy (eV)
X
P
S
 i
n
te
n
si
ty
 (
a
rb
. 
u
n
it
s)
Z
n
-O
Õ
Ö
×
Ø
×
Ù
ÚÛÜÝÞßàá
TA= 600 
oC 
TA= 800 
oC 
TA= 950 
oC 
ZnO
As-grown
TA= 600 
oC 
TA= 800 
oC 
TA= 950 
oC 
BZO(0.02)
As-grown
TA= 600 
oC 
TA= 800 
oC 
TA= 950 
oC 
BZO(0.06)
O 1s O 1s O 1s
Õ
Ö
×
Ø
×
Ù
536 534 532 530 528 536 534 532 530 528 536 534 532 530 528
â
ã
×
Ø
Õ
Ö
×
Ø
×
Ù
â
ã
×
Ø
äåæ
çèéê
ë2ìíîO2
Figure 7.9: XPS O 1s core level spectra of the undoped ZnO and BZO(0.02 and 0.06)
films with different TA (600, 800, and 950
◦C). All XPS spectra were collected at normal
emission (θTOA = 90
◦). Four distinct peak components were considered in the fitting of
the BZO spectra due to additional Be-O bonds.
energy side (EB ≈ 532 – 533 eV) pertaining to surface chemisorption. Hence, these
results clearly support surface passivation of the annealed alloy films by BeO NPs
against defect-mediated chemisorptions-a feature not observed at the surface of the
annealed ZnO films.
The ratio of O to Zn+Be, [O/(Zn+Be)], at the surface of the undoped ZnO
and BZO(0.02 and 0.06) films for different TA has been obtained by fitting the XPS
core level spectra as depicted in Fig. 7.10a. The ratio of O anions to Zn and Be
cations for the as-grown ZnO and alloy films was found to be around 1.20 – 1.33,
respectively. The O-richness of the as-grown films is attributed to the stabiliza-
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tion on unstable polar ZnO surfaces by surface atomic reconstructions and surface
chemisorptions. The latter includes dissociative water species (H, O-H, H2O) and
other environmental species (CO2) depending on polarity of the surface according
to electron counting rules [46, 48]. A considerable increase in the ratio of O/Zn in
the annealed ZnO films was observed varying from 1.33 to 5.14 up to TA = 950
◦C.
Since, during high-temperature annealing, lattice defects and defect clusters such
as VZn and VO are produced, the increased defect density at the surface gives rise
to an increase in the hydrophilicity and wettability at the surface of oxides by an
increasing number of binding sites to accommodate adsorbates, e.g. hydroxyls and
water molecules [262–264]. From the fitting of XPS O 1s core level spectra for the
annealed ZnO films (Fig. 7.9), surface-chemisorption-related components such as
hydroxides and water molecules at EB ∼ 532 – 533 eV to the Zn-O bond (EB ∼ 530
eV) was substantially increased for TA = 950
◦C. Therefore, we affirm that such an
increase of O to Zn ratio is associated with both the evaporation of Zn and O atoms
and the subsequent increase in thermally-induced surface defects. By contrast, the
ratio O/(Zn+Be) of the BZO films reduced to 1 and remained constant, indicating
that by increasing the Be concentration at the surface of the alloy films, this lowers
and ultimately stop further chemical adsorption. This reveals that thermally cre-
ated lattice vacancy-defects at the surface are compensated by atomic substitution,
namely, VZn + Beout−diff → BeZn.
To gain further insight for such compensation processes (adsorption of oxy-
gen species and atomic substitution) leading to the stabilization of the defective
polar ZnO surfaces, appropriate models of the ZnO(0001¯) surface structures for
DFT calculations are shown in Fig. 7.10b. As high-temperature annealing causes
dissociation of a number of Zn-O bonds which results in the thickness reduction of
the undoped ZnO thin films, the Zn-O vacancy clusters (VCs) are expected to form
at the surface [260]. Hence, different numbers, N = 1–9, of VCs were considered
in the modelling of the ZnO slabs. The VCs (VZnO) are filled by two independent
processes of dissociative H2O adsorptions and BeO substitutions. Dissociated H
+
(OH−) replaces VZn (VO) sites for H2O adsorptions, while Be
2+ (O2−) replaces VZn
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Figure 7.10: (a) Profiles of O to (Zn+Be) ratio for the as-grown and annealed ZnO and BZO(0.02 and 0.06) films at different TA. The elemental
ratios were obtained from the composition analyses by fitting the XPS spectra of the films. (b) Upper panel I: relaxed ZnO(0001¯)-O surface
structures with coverages, θVC = 0.33 and 1 of Zn-O VCs at the topmost ZnO double layer. Dissociated H2O, i.e., H and OH, replace VZn
and VO sites, respectively. For dissociative H2O adsorptions, surface stabilization favours the formation of ionic O-H bonds adjacent to VZn at
θVC ≤ 0.44, while the dominant formation of individual H2O molecules occurs at θVC ≥ 0.67. Lower panel II: relaxed ZnO(0001¯)-O surface
structures with the same coverages at the topmost ZnO double layer. Be and O replace VZn and VO sites, respectively. (c) Contour plots of
charge-density difference along <112¯0> planes for the final atomic configuration of the BeO-substituted ZnO(0001¯)-O surfaces with different
coverage, θVC = 0.33 and 1. Blue and red regions represent charge depletion and accumulation, respectively. (d) Variations in the corresponding
surface energy, ∆γsub, of ZnO(0001¯) as a function of the coverage, θVC, for both dissociated H2O adsorption and BeO substitution.
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(VO) sites for BeO substitutions [49,263]. These adsorption and substitution mech-
anisms are based on the balance between the energy gain through the saturation of
the surface broken bonds by dissociated water and BeO, and the energy cost for the
splitting of water molecules and the substitution of BeO. Therefore, the energy gain
needs to be larger than the energy cost, leading to surface stabilization.
For the relaxation of the adsorbing surfaces at low coverage (θVC ≤ 0.44) of
VCs, dissociated H atoms diffuse and couple with the topmost O dangling bonds
adjacent to VZn due to their electrostatic attraction, leading to the dominant for-
mation of O-H bonds (Fig. 7.10b). At high coverages (θVC ≥ 0.67), the dissociated
O-H and H tend to form individual H2O molecules on the surfaces. In the case of
BeO substitutions, the local atomic bond length at the surface reduces due to the
local impact of shorter Be-O bonds until the coverage of VCs by BeO substitutions
reaches θVC = 0.33. The surface atomic rearrangement subsequently saturates along
the wurtzite crystal symmetry at the high coverage regime (θVC ≥ 0.44) reaching an
equilibrium lateral bond distance of d = 1.85 A˚ and the c-bond length, dz = 1.79 A˚
for the topmost surface double layer. As seen in Fig. 7.10c, strong Be-O bonds are
formed at the top layer, leading to charge accumulation along the ligands. These
atomic and charge redistributions on the BeO substitution are caused by the elec-
tronegativity and atomic size difference between the Zn and Be with respect to
O. The more ionic bonding character of the substituted BeO is responsible for the
strengthening of the defective surface. Furthermore, the surface energy change,
∆γsub, determined as a function of the coverage, θVC, of H2O/BeO on VCs clearly
show a continuous decrease in ∆γsub as the number of VCs increases for both H2O
adsorptions and BeO substitutions (Fig. 7.10d). This implies that atomic vacancy
defects and/or vacancy clusters facilitate the surface wettability of highly defective
ZnO to lower the surface free energy. In the case of the transformed BZO alloys,
water adsorptions at vacant sites on the surface are effectively restrained by BeO
substitutions before exposing the surface defects to the atmosphere. The succeeding
formation of thermally robust BeO NPs suppresses both the thermal sublimation of
ZnO at the surface for high TA and any further defect-mediated chemical adsorption.
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Figure 7.11: (a) Room temperature sheet resistance and carrier concentration of the ZnO
and BZO(0.02 and 0.06) films annealed at different TA. (b) Experimental IR reflectance
plotted with the simulated spectra (orange lines) for the annealed ZnO (TA = 900
◦C)
and BZO (TA = 950
◦C) films. An impurity mode (∗) in the IR reflectance spectra of the
BZO films is found at ≈ 96 meV that is associated with BeO NPs. The adsorption peaks
between 400 and 450 meV in the inset of (b) are due to surface O-H species.
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7.3.6 Electrical characteristics of the annealed BZO films
Hall effect measurements were performed to investigate the effect of annealing
on the electrical properties of the annealed ZnO and BZO(0.02 and 0.06) films as
a function of TA. Figure 7.11a shows room temperature (RT) sheet resistance (Rs)
and Hall carrier concentration of the ZnO and BZO films annealed at different TA.
The Rs decreases to 1.38 kΩ for the ZnO film annealed at 800
◦C. This decrease
is primarily attributed to an increase in the carrier mobility due to the thermally
driven grain growth in the film. The ZnO film annealed at TA = 900
◦C exhibits a
higher Rs ≈ 17 kΩ, (a lower Hall carrier concentration, nH = 1.8 × 1018 cm−3 at
RT) and the film annealed at TA = 950
◦C shows a highly insulating behavior. This
is due to high-temperature-induced lattice dissociation, the subsequent increase of
compensating lattice defects such as VZn, and surface effects, which are associated
with coupling of grain boundaries and/or surface lattice defects and the related
trap defects such as OH and O2. In contrast, a continuous lowering (increasing)
of Rs, up to 252 Ω, (carrier concentration, nH = 4.3 × 1019 cm−3 at RT) was seen
in the BZO(0.06) films annealed at TA = 950
◦C. The carrier concentration in the
high-temperature (TA ≥ 800 ◦C) annealed BZO films is above the Mott-transition
concentration of ZnO, nMott = 5.7 × 1018 cm−3. To get further insights into the
electrical behaviour of the films, IR reflectance measurements and simulation of
the annealed ZnO (TA = 900
◦C) and BZO (TA = 950
◦C) films were performed
and the results (Fig. 7. 11b) identify an impurity mode (≈ 96 meV) in the BZO
films, which is related to Be-O phonon mode [101]. In addition, absorption peaks
at 400 – 450 meV associated with surface O-H species were observed only in the
annealed ZnO films as shown in the inset of Fig. 7b. Such oxygen species usually
act as electron traps and build potential barriers at the surface defects, which cause
charge compensation and a strong impedance opposing charge carrier transport
at the surface of many oxides [233, 238, 240, 241]. Comparison with the electrical
properties of the annealed ZnO films suggests that BeO NPs in the annealed BZO
films prevent the adsorption of acceptor-like oxygen species by covering the surface
lattice and planar defects, while annealing increases n-type donor sources such as
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VO or Zni [101,241]. This leads to a decrease (increase) in Rs (nH) of the BZO films
annealed at high temperatures which eventually forms highly conductive film layers
with significant reduction in charge compensation.
7.3.7 Discussion
In this study, the spontaneous coverage and growth of secondary phase BeO
NPs effectively enhances both the thermal-oxidation resistance and the durability of
the active n-type ZnO layers within the phase-transformed BZO. The NPs prevent
the formation of extrinsic acceptor surface states by inhibiting the physiochemical
interactions between the induced lattice defects or planar defects and environmental
oxygen species such as H2O/OH
− and O2/O
2−. This leads to the reduction of the
associated charge compensation and significantly improves charge carrier concentra-
tion and carrier transport properties of the oxide material. Therefore, controlling
the nucleation-and-growth and particle-size distribution of environmentally inert
secondary phase NPs by thermodynamic phase transformation and solid-state re-
actions in metastable oxide alloys is key for effective passivation of reactive oxide
surface. This novel phase transformation concurrently driven by strain relaxation
and defect-mediated atomic compensation is also applicable to numerous metastable
material systems subject to the structural interiors and material composition. Ad-
ditionally, from a technological perspective, this facile method offers not only cost-
effective process for the fabrication of environmentally robust oxide materials, but
also provides a guideline to the design of future oxide optoelectronic applications
obviating the need for post-surface-protective treatments.
7.4 Conclusion
Physiochemical interactions that occur at the surfaces of oxide materials can
significantly impair their performance in many applications. As a result, surface
passivation of oxide materials has been attempted via several deposition methods
and with a number of different inert materials. Here, we demonstrate a novel way to
passivate the surface of a versatile semiconducting oxide, ZnO. We use the method
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of self-assembly, achieved via thermodynamic phase transformation means, to pas-
sivate the surface of ZnO thin films with BeO nanoparticles (NPs). This approach
involves the use of BZO as a starting material that eventually yields the required
coverage of secondary phase BeO NPs. Thermally induced phase transformation in
metastable BZO films significantly initiates the evolution of secondary phase NPs
and the functionalization of the surface. Transient diffusion of Be and segregation
toward the surface of the annealed alloy films result in the nucleation-and-growth of
BeO NPs. The particle growth kinetics, size and uniformity of the surface NPs, are
predominantly dependent on the degree of Be segregation as a solute supersaturation
level at the surface of the alloy film. A significant correlation was deduced between
the uniform distribution of thermally-grown NPs at the surface, and variations in the
film thickness and surface chemisorption. Crucial to our findings from this study
is the effective passivation by thermally-grown NPs to prevent high-temperature
thickness reduction and defect-mediated chemisorption in the annealed BZO films –
(undesirable features that are observed in undoped ZnO). Hence, we affirm that
the uniformity of the NP arrays pinned at the surface as a result of a sufficient
phase transformation of the alloy films plays an efficient role in the passivation of
thermal dissociation and surface chemical reactions. Such passivation will allow the
use of semiconducting oxides in a variety of different electronic applications, while
maintaining the inherent properties of the materials.
Chapter 8
Summary and Conclusions
In this thesis, we have primarily explored characteristics of the thermody-
namic phase transformation and the associated functionalization on a metastable
oxide alloy, BexZn1−xO, for potential applications based on band gap and defect
engineering of a wide gap material.
In Chapters 4 and 5, the growth dynamics of the BexZn1−xO alloys have
been systematically investigated in terms of solute concentration and growth tem-
peratures during their band gap modulation. The influence of Be concentration
on the microstructure of BexZn1−xO ternary films (from x = 0 to 0.77), grown on
Al2O3(0001) substrates was demonstrated. With increasing Be concentration, the
(0002) X-ray diffraction peak shows a systematic shift from 33.86◦ to 39.39◦, and
optical spectroscopy showed a blue-shift of the band gap from 3.24 eV to beyond
4.62 eV towards the deep UV regime, indicating that Be atoms are incorporated
into the host ZnO lattice. During the band gap modulation, structural fluctuations
(e.g. phase separation and compositional fluctuations of Be) in the ternary films
were observed along with a significant change in the mean grain size. X-ray pho-
toelectron spectroscopy indicates higher concentrations of metallic Be states found
in the film with the smaller grain size. Correlation between these two observations
indicates that Be segregates to near the grain boundaries. A model structure has
been proposed, where an increase in grain growth driving force dominates over the
Be particle pinning effect. This leads to further coalescence of grains, reactivation
of grain growth, and the uniform distribution of Be composition in the BexZn1−xO
alloy films.
The influence of growth temperature on synthesizing BexZn1−xO alloy films,
grown on highly-mismatched Al2O3(0001) substrates, was studied by synchrotron
X-ray scattering, high-resolution transmission electron microscopy (HRTEM), and
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photoluminescence measurements. A single-phase BexZn1−xO alloy with a Be con-
centration of x = 0.25, was obtained at the growth temperature, Tg = 400
◦C,
and verified by HRTEM. It was found that high-temperature growth, Tg ≥ 600 ◦C,
caused a phase separation. This results in a random distribution of intermixing alloy
phases. The inhomogeneity and structural fluctuations observed in the BexZn1−xO
films grown at high temperatures are attributed to a variation in Be composition and
mosaic distribution via atomic displacement (Be pulling effect) and strain relaxation
to minimize their free energy configuration.
Thermodynamic phase transformation of BexZn1−xO alloys have been exten-
sively investigated in this study (Chapters 6 and 7). Significant counter-diffusion of
constituent Be and Zn cations, i.e., out-diffusion of Be towards surface and inward
diffusion of Zn towards the interface between the alloy film and substrate, takes
place. This corresponds to a monotonic decrease in the lattice phonon energies and
band gap energy of the films. Such atomic redistribution induced by thermal anneal-
ing initiated the formation of a highly-conductive interface. Infrared reflectance sim-
ulations identified a highly conductive ZnO interface layer (thicknesses in the range
of ≈ 10 – 29 nm for annealing temperatures, TA ≥ 800 ◦C). The highly degenerate
interface layers with temperature-independent carrier concentration and mobility,
significantly influence the electronic and optical properties (band filling effects and
the subsequent many-body effects) of the BZO films. The density-of-states-averaged
effective mass of the conduction electrons for the interfaces was calculated to be in
the range of 0.31m0 and 0.67m0, while a conductivity as high as 1.4 × 103 S·cm−1
was attained, corresponding to the carrier concentration nInt = 2.16 × 1020 cm3 at
the interface layers, and comparable to the highest conductivities achieved in highly
doped ZnO. The origin of such a nanoscale degenerate interface layer is attributed to
the counter-diffusion of Be and Zn, rendering a high accumulation of Zn interstitials
and a giant reduction of charge-compensating defects.
On the basis of the above results, the effect of thermodynamics and phase
transformations and particle nucleation-and-growth on a metastable BexZn1−xO
ternary alloy, was demonstrated. During the thermally-driven relaxation processes,
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the induced out-diffusion of Be and the subsequent segregation give rise to a su-
persaturation condition for the nucleation of BeO crystals at the surface of the
alloy. The structural evolution of the secondary phase nanoparticles, the form of
wurtzite BeO, at the surface of the annealed BZO films were characterized. The
defect-mediated atomic compensation, and the associated limiting growth kinetics
and the size distribution of the nanoparticles were investigated. Furthermore, the
particle size distribution was strongly related to the supersaturation of Be solute at
the surface of the annealed alloy films.
In order to interpret the solute concentration-dependent particle size distri-
bution, a diffusion-controlled model of Ostwald ripening has been proposed together
with an over-saturation/continuum injection of Be monomers for the size-focusing
of the BeO NPs at the surface. Such narrowing of the size distribution has been
simulated by a particle size distribution function based on LSW theory and the simu-
lation results are in good agreements with the experimental observations. Sufficient
size-focused distribution of the grown nanoparticles, pinned at the surface of the
transformed alloy films, led to efficient passivation of surface chemical reactions and
thermal dissociation, features not seen in undoped ZnO. The experimentally ther-
mal and chemical resistance of the secondary phase nanoparticles in the transformed
alloy films were simulated by first-principles calculations of compensation and re-
laxation energies in model metastable surfaces. The crucial findings presented in
this study can open up a new approach using phase transformations in metastable
materials into designing thermally and chemically robust oxide-based nanoparticles
for advanced applications.
This novel approach for the formation of functional self-assembled nanopar-
ticles and degenerate interface layer by the consequence of phase transformations in
metastable oxides suggests a new criterion for the fabrication of environmentally
resistant optoelectronics. The induced counter-diffusion behavior of constituent
cations which has distinct diffusion characteristics in metastable oxides should be
precisely controllable to tune their applications. To further resolve the quantitative
kinetics of the secondary phase nanoparticle growth, critical parameters such as:
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temperature-dependent solute diffusivities; activation energies for monomer diffu-
sion; a resulting derived reaction constant for a time-dependent nanoparticle growth,
needs to be acquired. Furthermore, the conductivity of degenerate interface layer
can be modulated by employing n-dopants as doped BZO. Thermodynamically-
induced diffusion competition between co-existing Zn and dopants could be cru-
cial to control the desirable interface conductivity and levels of surface passivation.
The novel methods presented in this thesis can provide guidelines for the design of
environmentally robust oxide-based device architectures via thermodynamic phase
transformation of various metastable oxides or other materials system.
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