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ANOTACE 
Práce se zabývá dopřednou protichybovou korekcí. V práci jsou popsány základní 
metody a algoritmy protichybové korekce. Pro prezentaci postupu kódování a 
dekódování Hammingova kódu, Reed-Müllerova kódu, Fireova kódu, Reed-
Solomonova kódu a Trellis kódované modulace, byly vytvořeny programy v prostředí 
Matlab. 
 
Klíčová slova: Hammingův kód, Reed-Müllerův kód, Fireův kód, Reed-Solomonův 
kód, Trellis kódovaná modulace 
 
 
 
ABSTRACT 
This work deals with forward error correction. In the work, basic methods and 
algorithms of error correction are described. For the presentation of encoding and 
decoding process of Hamming code, Reed-Müller code, Fire code, Reed-Solomon code 
and Trellis coded modulation programs in Matlab were created.  
 
Keywords: Hamming code, Reed-Müller code, Fire code, Reed-Solomon code, Trellis 
coded modulation. 
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Úvod 
 
 Tato práce se zabývá metodami protichybové korekce používaných v digitálních 
systémech. Cílem je prostudovat a popsat nejdůležitější kódy a algoritmy a následně 
vytvořit programy, případně modely, jejichž pomocí bude možné demonstrovat jejich 
vlastnosti. 
 V první kapitole jsou rozebrány principy jakým chyby vznikají a principiální 
způsoby ochrany před nimi.  
 V dalších kapitolách jsou poté dále členěny podle principu funkce a popsány 
způsoby tvorby nejdůležitějších kódů – Hammingova, Reed-Müllerova, Fireova, Reed-
Solomonova a Trellis kódované modulace.  
 Na konec jsou zařazeny kapitoly, které popisují vlastní realizaci modelů a 
programů v prostředí Matlab. 
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1 PROBLEMATIKA PROTICHYBOVÝCH KÓDŮ 
 
 
1.1 Vznik chyb 
 
 Při průchodu dat komunikačním kanálem je vždy riziko, že budou napadena 
chybou. Příčin jejich vzniku může být velké množství, od přeslechů ze souběžných 
kanálů, přes malý odstup signálu od šumu, až po impulsní rušení.  
 Budeme-li uvažovat binární signál vyjádřený hodnotami 0 a 1, budeme za chybu 
pokládat každou změnu signálového prvku z 0 na 1, nebo z 1 na 0. 
 Přijatý signál J(x) lze tedy vyjádřit jako součet modulo 2 signálu vyslaného F(x) 
se signálem chybovým E(x). 
 
  ( ) ( ) ( )J x F x E x= ⊕                       (1.1)
  
 V posloupnosti chybového signálu jsou nulami vyjádřeny stavy, které chybu 
nezpůsobí, a jedničkami stavy, které chybu způsobí. Tento princip je uveden na obrázku 
1.1. 
 
   
Obr. 1.1: Vznik chyb při přenosu zpráv působením chybové posloupnosti   
 
 Pokud jsou tyto posloupnosti krátké, můžeme k jejich zápisu využít mnohočleny 
následujícího tvaru [5]: 
 
  0 1 20 1 2( ) . . . ... .
n
nP x a x a x a x a x= + + + +         (1.2) 
 
 V tomto vztahu vyjadřuje ai hodnotu konkrétního prvku posloupnosti, tedy 0 
nebo 1,  a exponent proměnné x udává pořadí tohoto prvku od počátku posloupnosti. 
První člen posloupnosti odpovídá prvku x0.  
 Například chybovou posloupnost uvedenou na obrázku 1.1 bychom tedy mohli 
zapsat takto: 
 
   1 5 7( )E x x x x= + +  
 
    
Vyslaná posloupnost F(x)               
Přijatá posloupnost J(x)                  
Chybová posloupnost E(x)             ⊕  
  1 0 1 1 0 1 1 1 0 0 
  1 1 1 1 0 0 1 0 0 0 
 0 1 0 0 0 1 0 1 0 0 
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1.2 Princip protichybových kódů 
 
 Ačkoliv je většinou snaha o využití přenosového kanálu co nejefektivněji a tedy 
s co nejmenší redundancí, kvůli možnosti detekovat vznik chyby, případně její opravy, 
záměrně k přenášeným datům přidáváme data další, nadbytečná. Každé kódové slovo 
délky n se tedy skládá z k informačních bitů a r bitů zabezpečovacích a to buď s 
možností vzájemného odlišení nebo bez této možnosti. Kódy označujeme jako kódy 
(n;k). 
 Informaci o tom, jak velká nadbytečnost byla do systému přidána, udává tzv. 
informační poměr [6]: 
 
  
k
R
n
=              (1.3) 
 
 Důležité pro zjišťování a opravu chyb, je nevyužítat veškeré kombinace 
signálových prvků, které mohou nastat, ale využívat jen některé. Příjem kombinace, 
kterou v daném kódu nevyužíváme poté ukazuje na výskyt chyby během přenosu. 
 V této souvislosti se zavádí pojem Hammingova vzdálenost d. Ta udává v kolika 
pozicích se od sebe liší dvě posloupnosti prvků.  
 Zjistíme-li Hammingovu vzdálenost pro každou dvojici kódových slov daného 
kódu, pak nejmenší z nich udává minimální Hammingovu vzdálenost dmin.  
 Obdobným způsobem je definována Hammingova váha w, která udává kolik 
pozic kódového slova je různých od nuly, a minimální Hammingova váha wmin, která 
říká, jaká je nejnižší hodnota Hammningovy váhy určená u všech kódových slov. 
  
Protichybový kód se realizuje tak, že předem stanoveným způsobem zvýšujeme 
minimální Hammingovu vzdálenost. Podle její velikosti zjistíme, jaké zabezpečovací 
vlastnosti daný kód má. 
 Pro min 1d =  vede výskyt chyby ke změně kódového slova na jiné užívané 
kódové slovo a chyba je proto nezjistitelná. 
 Je-li min 2d = , způsobí chyba v jedné pozici změnu kódového slova na slovo, 
které daný kód nevyužívá. Tím je chyba detekována, opravit ji však nelze. Chyba ve 
dvou prvcích ovšem znamená změnu na jiné kódové slovo a opět není detekována. 
 Pro min 3d ≥  způsobí chyba v jedné pozici, stejně jako v předchozím případě, 
změnu kódového slova na slovo, které kód nevyužívá. Chyba je tedy detekována a v 
tomto případě ji lze i opravit. To provedeme tak, že přijatou posloupnost nahradíme 
kódovým slovem, ke kterému má nejmenší Hammingovu vzdálenost. 
  
V souladu s předchozím lze určit, v kolika pozicích může nastat chyba, aby ji 
kód byl schopen detekovat, nebo opravit. Označíme-li t1 chyby, které lze opravit, a t2 
chyby, které lze detekovat, bude platit [5]:  
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( )min
1
1
2
d
t
−
=             (1.4) 
 
  2 min 1t d= −             (1.5) 
 
 
1.3 Způsoby realizace ochrany před chybami 
 
 Protichybové kódové systémy můžeme rozdělit podle filozofie jejich činnosti do 
dvou skupin. 
První skupinou jsou detekční kódy. Jejich základní myšlenkou je pouze 
rozpoznat, zda je zpráva napadena chybou nebo ne. V případě, že byla chyba nalezena, 
je otázkou konkrétní aplikace, jak tuto skutečnost řešit. Vysílací strana může například 
dané kódové slovo vyslat znovu. Užívají se například v systémech ARQ (Automatic 
repeat request). 
 
Korekční kódy, narozdíl od předešlé skupiny, jsou schopny chybu nejen odhalil, 
ale také opravit. To je výhodné zejména v komuniačních systémech bez zpětného 
kanálu. Naopak nevýhodou je vyšší redundance. 
 
 
1.4 Využití pritichybových kódů v digitálních systémech 
 
 Protichybové kódy jsou dnes nedílnou součástí digitálních systémů. Předem, něž 
uvedeme konktétní aplikace, je důležité poznamenat, že rozhodnutí, jaký kód použít, 
není závislé pouze potřebách zabezpečení, ale důležitou roli hraje také požadavek na 
rychlost zpracování dat a v neposlední řadě i volný výpočetní výkon, který jsme schopni 
kódu poskytnout. Z toho také vyplývá, že starší aplikace a standardy budou používat 
kódy méně náročné a tím pádem i méně výkonné. 
 V oblasti ukládání dat na několik diskových jednotek současně, tzv metoda 
RAID, je možné najít hned několik aplikací. Zatímco RAID 3 používá jeden disk pro 
ukládání kontrolních součtů dat na ostatních discích, tedy paritní kód, například RAID 5 
už používá Reed-Solomonův kód. 
 Reed-Müllerův kód je díky jednoduché aplikaci dekódovacích metod vhodný 
pro použití ve spojení s mikropočítači a nachází uplatnění v průmyslových aplikacích 
přenosu dat, například v železničních zabezpečovacích systémech [6]. 
 Reed-Solomonovy kódy jsou se  svou vyšší abecedou naproti tomu ideální pro 
zabezpečení plovodičových pamětí, ve kterých se na každé adrese ukládá několik bitů, 
ale používají se také pro zabezpečení hudebních kompaktních disků. 
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 Trellis kódovana modulace nachází uplatnění ve všech komunikačních 
systémech, které používají modulace s geometrickým rozmístěním stavů, například 
QAM nebo QPSK. Jde například o aplikace v telefonních modemech nebo systémech 
xDSL. 
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2 BLOKOVÉ KÓDY 
 
 Principem blokových kódů je rozdělení vysílaných dat do bloků předem určené 
délky k prvků. Každý blok je poté zabezpečován samostatně. 
  
2.1 Způsoby zápisu 
 
2.1.1 Generující matice 
 
 Budeme-li vnímat kódová slova délky n jako vektory v n-rozměrném 
vektorovém prostoru, můžeme považovat lineární kódy za podprostory tohoto 
vektorového prostoru. V každém lineárním kódu můžeme najít několik nenulových 
kódových slov (vektorů) g1...gk takových, že jejich lineární kombinací získáme všechny 
vektory f daného podprostoru. Platí tedy vztah [5]: 
 
  1 1 2 2. . ... .k kp p p= + + +f g g g           (2.1) 
 
 Vektory g1 až gk nazveme báze kódu, případně generující vektory, a musí být 
navzájem lineárně nezávislé [5]: 
   
  1 1 2 2. . ... .k kp p p+ + + ≠g g g 0           (2.2) 
   
 pro všechna {0,1}np ∈ , 1, 2,...n k= . Tato nerovnost je podmínkou pro 
jednoznačné dekódování. 
 Členy pn jsou koeficienty lineární kombinace. Dosadíme-li za ně prvky 
posloupnosti, kterou chceme zabezpečit, získáme kódové slovo, které tuto posloupnost 
zabezpečuje. 
 Rovnici (2.1) lze převést do maticového tvaru [5]: 
   
  [ ]
1
2
1 1 2 2 1 2. . ... . ... . ...k k k
k
p p p p p p
 
 
 = + + + = =
 
 
 
g
g
f g g g p.G
g
     (2.3) 
   
 kde vektor p obsahuje zabezpečovanou posloupnost a generující matice G 
obsahuje v jednotlivých řádcích vektory báze kódu.   
Rovnice (2.1) udává proces protichybového zabezpečení. V případě 
systematického lineárního kódu, kde jsou kódová slova rozdělena na část informační o 
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velikosti k bitů a část zabezpečovací o velikosti r bitů, můžeme i generující matici 
rozdělit na dvě části [5].    
  [ ]
1
2
... kxk kxr
k
 
 
 = =
 
 
 
g
g
G I C
g
          (2.4) 
 
 kde kxkI  značí jednotkovou matici o k řádcích a k sloupcích a kxrC  je 
zabezpečovací submatice o k řádcích a r sloupcích. 
 Aby bylo možné po přenosu komunikačním kanálem určit, zda bylo kódové 
slovo přeneseno správně, je třeba použít kontrolní matici H. Tato matice generuje 
ortogonální vektorový prostor vůči generující matici G [5]. 
 
  T =G.H 0             (2.5) 
 
 V případě systematického lineárního kódu má zabezpečovací matice obdobně 
jako generující matice dvě části [5]. 
 
  Trxk rxr =  H C I                (2.6) 
 
 Důležitá je pak její transponovaná podoba: 
   
  kxrT
rxr
 
=  
 
C
H
I
            (2.7) 
 
 Ověření bezchybnosti přenosu vektoru f provedeme jeho vynásobením s 
transponovanou kontrolní maticí.  
 
  [ ] [ ]
11 12 1
21 22 2
1 2 1 2
1 2
...
...
... . ...
... ... ... ...
...
r
rT
n r
n n nr
h h h
h h h
f f f s s s
h h h
 
 
 = = =
 
 
 
f.H s    (2.8) 
 
 Výsledný vektor s nazveme syndrom. Pokud se ve vektoru s vyskytují pouze 
nuly, byl přenos bezchybný. Pokud se v něm nalézá alespoň jedna jednička, k chybě 
během přenosu došlo. U korekčních kódů navíc syndrom s jednoznačně ukazuje na 
chybovou posloupnost, která chybu způsobila. 
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2.1.2 Generující mnohočlen 
 
 Protože systémy s maticovým zápisem algoritmů znamenají při praktické 
realizaci složité obvodové řešení, objevil se tlak na vznik jiného, v tomto ohledu méně 
náročného způsobu zápisu. Výsledkem byl popis pomocí vytvářecího, nebo také 
generujícího mnohočlenu.  
 Vychází z faktu, že v některých případech umožňuje tvar generující matice její 
převod na tvar, kdy řádky obsahují stejné posloupnosti, pouze vůči sobě posunuté. 
 Stačí tedy znát pouze nenulovou část jednoho řádku a rozměr kódu a schopni 
vytvořit celou generující matici.  
 Například generující matice GA pomocí sčítání řádků převést na matici GB [5]: 
   
  
1 0 0 0 1 1 0
0 1 0 0 0 1 1
0 0 1 0 1 1 1
0 0 0 1 1 0 1
 
 
 =
 
 
 
AG  
 
  
1 1 0 1 0 0 0
0 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1
 
 
 =
 
 
 
BG  
 
 Matice GB obsahuje v každém řádku kromě řady nul také posloupnost [1 1 0 1]. 
Tuto posloupnost dále vyjádříme ve tvaru polynomu a označíme G(x).  
 
  ( ) 3 2 1G x x x= + +  
 
 Na jednoduchém příkladu pak můžeme ukázat, že pomocí tohoto polynomu 
získáme stejné kódové slovo, jako při použití generující matice.  
 Budeme-li například zabezpečovat posloupnost p=[1 0 1 0], neboli 
( ) 3P x x x= + , pomocí matice GB nebo polynomem G(x), dospějeme ke stejnému 
výsledku. 
 
  [ ] [ ]
1 1 0 1 0 0 0
0 1 1 0 1 0 0
1 0 1 0 . 1 1 1 0 0 1 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1
 
 
 = =
 
 
 
Bp.G  
 
  ( ) ( ) ( ) ( )3 3 2 6 5 4. . 1P x G x x x x x x x x x= + + + = + + +  
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2.2 Blokové kódy systematické 
 
2.2.1 Paritní kód 
 
 Jedná se o velmi jednoduchý kód, který je schopen detekovat jednu chybu. 
Kódování se provádí přidáním jednoho zabezpečovacího bitu za bity informační. 
Zabezpečovací bit je dán součtem všech bitů informačních. 
 
  1 1 2 ...k kf f f f+ = ⊕ ⊕ ⊕           (2.9) 
 
 V takovém případě se vlastně jedná o doplnění počtu jedniček v informační 
posloupnosti na sudý počet. Generující matice je tvaru (2.4), kde zabezpečovací část 
tvoří sloupcový vektor jedniček. Například pro bloky délky 3k =  má generující matice 
tvar: 
 
  
1 0 0 1
0 1 0 1
0 0 1 1
 
 =  
  
G  
 
 
2.2.2 Hammingovy kódy 
 
 Jedná se o kódy, které jsou definovány Hammingovou vzdáleností min 3d =  a 
jsou tedy schopny opravovat chybu v jedné pozici. Dále jsou charakterizovány počtem 
zabezpečovacích bitů 3r ≥  a délkou kódového slova 2 1rn = −  [6]. Některé možné 
konfigurace Hammingových kódů jsou uvedeny v tabulce 2.1. 
 
Tab. 2.1: Kombinace Hammningových kódů   
počet zabezpečovacích 
bitů r 
2 3 4 5 6 … 
délka kódového slova 
n 
3 7 15 31 63 … 
počet informačních 
bitů k 
1 4 11 26 57 … 
 
 Kód je zadáván kontrolní maticí H s r řádky a n sloupci. Ve sloupcích jsou 
zapsána dvojková čísla odpovídající pořadí sloupce. Například pro kód (7;4) má 
kontrolní matice tvar: 
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0 0 0 1 1 1 1
0 1 1 0 0 1 1
1 0 1 0 1 0 1
 
 =  
  
H  
 
 Generující matici získáme z kontrolní matice [6]. Nejdříve převedeme matici 
přesunutím sloupců do tvaru (2.6). 
 
  
1 1 0 1 1 0 0
´ 1 1 1 0 0 1 0
1 0 1 1 0 0 1
 
 =  
  
H  
 
 Podle vztahu (2.4) vypočítáme generující matici G´.  
 
  
1 0 0 0 1 1 1
0 1 0 0 1 1 0
0 0 1 0 0 1 1
0 0 0 1 1 0 1
 
 
 =
 
 
 
G´  
 
  
Generující matici získáme přesunutím sloupců inverzně vůči tvorbě matice H´. 
 
  
1 1 0 1 0 0 1
0 1 0 1 0 1 0
1 1 1 0 0 0 0
1 0 0 1 1 0 0
 
 
 =
 
 
 
G  
 
 Jiný princip tvorby kódových slov je odvození zabezpečovacích bitů přímo z 
kontrolní matice H. Z ní jako zabezpečovací prvky vybereme sloupce, které obsahují 
jen jednu jedničku. V případě kódu (7;4) to jsou sloupce 1, 2 a 4. Zabezpečovací prvky 
r jsou potom dány součtem informačních prvků p, na jejichž pozicích jsou ve stejném 
řádku jako zabezpečovací prvek jedničky [5].  
 
  
1 3 5 7
2 3 6 7
3 5 6 7
r p p p
r p p p
r p p p
= ⊕ ⊕
= ⊕ ⊕
= ⊕ ⊕
         (2.10) 
 
 Takto vypočtené zabezpečovací bity se následně přidají za zabezpečovanou 
posloupnost, čímž vznikne kódové slovo. 
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 Dekódování Hammingova kódu spočívá v ověření, jestli došlo k chybě podle 
vztahu (2.8). Pokud je zjištěno, že k chybě došlo, využije se důležité vlastnosti, že stejná 
chyba způsobuje vždy stejný výsledek při výpočtu syndromů. Je tedy předpočítán 
soubor chybových vektorů a jimi způsobených chyb, jenž je poté porovnáván se 
syndromovým vektorem získaným při dekódování. 
 
 
2.3 Blokové kódy nesystematické 
 
 Zásadním rozdílem nesystematických kódů vůči systematickým je fakt, že u nich 
není možné kódové slovo jednoznačně rozdělit na část informační a část zabezpečovací. 
Vznikají převážně užíváním pouze vybrané části ze všech možných kombinací kódové 
posloupnosti.  
 
2.3.1 Reed-Müllerovy kódy 
  
 Jedná se o kódy korekční označované (r;m). Délka jejich kódového slova je 
2mn = , kde m je celé číslo, pro které platí nerovnost 3m ≥ . Jsou schopny zabezpečit k 
informačních bitů. Platí [6]: 
 
  1 21 ... rk k k k= + + + +          (2.11) 
 
 Po rozepsání jednotlivých sčítanců lze vztah přepsat do tvaru. 
 
  1 ...
1 2
m m m
k
r
     
= + + + +     
     
        (2.12) 
 
 Proměnná r se nazývá řád kódu a musí pro ní platit nerovnost r m< . Minimální 
Hammingova vzdálenost je dána jako [6]: 
 
  min 2
m rd −=           (2.13) 
 
 Generující matice je složena z r+1 submatic o n sloupcích [6]: 
 
  
 
 
 
 
 
 
0
1
r
G
G
G =
...
G
                   (2.14) 
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 Celkový počet řádků generující matice je dán proměnnou k. Počet řádků 
jednotlivých submatic udávají popořadě sčítance v rovnici (2.11).  
 Pro způsob tvorby jednotlivých submatic potom platí jednoduchá pravidla. 
Submatice G0 má jeden řádek a obsahuje samé jedničky. Submatice G1 má k1 řádů a 
obsahuje binární zápis pořadí sloupce, počítáno od 0, kde první řádek obsahuje nejnižší 
bit. Další submatice jsou tvořeny z G1 jako násobky jejich řádků. G2 obsahuje součiny 
všech dvojic řádků G1, G3 součiny všech trojic řádků G1 a tak dále. 
 Například generující matice kódu (1,3) by měla tvar: 
 
  
1 1 1 1 1 1 1 1
0 1 0 1 0 1 0 1
0 0 1 1 0 0 1 1
0 0 0 0 1 1 1 1
 
 
 =
 
 
 
G  
 
 Pro účely dekódování je nutné vytvořit kontrolní rovnice kódu. Jedná se o 
všechny kombinace řádků generující matice.  
 Samotné dekódování potom využívá majoritního principu [5]. Pro každý prvek 
vstupující do dekodéru se vyberou dvě dvojice kontrolních rovnic, pro které platí, že 
v rovnice v každé dvojici obsahují jak prvek na hledané pozici, tak ještě jeden další 
stejný prvek.  
 Dosazením do prvků vstupu do těchto rovnic získáme syndromy. Jsou-li všechny 
syndromy pro daný prvek rovny 1, je pravděpodobné, že na jeho pozici došlo k chybě. 
 
 
2.4 Blokové kódy cyklické 
 
 Cyklické blokové kódy jsou na rozdíl od předchozích kódovány pomocí 
generujícího polynomu, tak, jak je uvedeno v kapitole 2.1.2. 
 
2.4.1 Fireův kód 
  
 Jde o cyklický kód, jehož generující mnohočlen je udán součinem 
nerozložitelného mnohočlenu N(x) řádu m a polynomu (xc+1) [5]. 
  
  ( ) ( )( )1. += cxxNxG          (2.15) 
 
Nerozložitelný mnohočlen  náleží exponentu e, pro nějž platí [5]: 
 
  12 −= me           (2.16) 
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 Pro délku kódového slova n a počet zabezpečovacích prvků r platí: 
 
  cen .=          (2.17) 
 
  mcr +=           (2.18) 
 
 Takový kód je schopen detekovat tolik chyb, kolik obsahuje zabezpečovacích 
prvků r. Pro počet chyb b, které je schopen opravit, platí [5]: 
 
  12 −≥ bc           (2.19) 
 
Velkou nevýhodou Fireových kódů jsou jejich velké nároky na délku kódového 
slova.  
Kódování se provádí jednoduše vynásobením vstupu generujícím polynomem. 
Dekódování naopak spočívá v dělení přijaté posloupnosti generujícím polynomem. 
Pokud je zbytek dělení nulový, odpovídá přijatá posloupnost kódu a výsledek dělení je 
zároveň původní kódovaná posloupnost. 
Pokud je zbytek podělení nenulový, hledá se chybový mnohočlen, který má 
stejný zbytek po dělení, a jím se vstupní posloupnost opraví. 
 
  
2.4.2 Reed-Solomonovy kódy 
 
 Reed-Solomonovy kódy padří do skupiny BCH kódů. Jde o nebinární kódy, 
jejichž prvky jsou prvky Galoisova tělesa GF(pm), kde p udává základ číselné soustavy 
a m udává stupeň rozšíření Galoisova tělesa [6].  
 Konečné těleso je Zp je množina tvořená zbytky po dělení celých kladných čísel 
prvočíslem p. V případě, kdy 2=p , bude konečné těleso obsahovat dva prvky, čísla 0 a 
1. 
 Galoisovo těleso  GF(pm) je rozšířením konečného tělesa stupněm m. To 
znamená, že obsahuje všechny m-tice prvků z konečného tělesa Zp. 
V komunikačních realizacích se nejčastěji za základ číselné soustavy volí číslo 
2=p . Tak je možné je následně reprezentovat v binární formě, protože každý prvek 
Galoisova tělesa je reprezentován posloupností symbolů 1 a 0 délky m. 
Pro primitivní prvek α  z GF(pm) má generující polynom Reed-Solomonova 
kódu tvar [5]: 
 
 ( ) ( )( ) ( ) tttt xxgxggxxxxG 212121022 ...... ++++=−−−= −−ααα      (2.20) 
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Kódové slovo má délku [5]: 
 
 12 −= mn                (2.21) 
 
 Počet zabezpečovacích prvků je [5]: 
 
 tr 2=                (2.22) 
 
Tab. 2.2: Galoisovo těleso )2( 3GF vytvořené 1)( 3 ++= xxxG  
Prvek GF Binární vyjádření 
0 000 
α0 001 
α1 010 
α2 100 
α3 011 
α4 110 
α5 111 
α6 101 
α7 = α0 001 
 
 
Princip kódování 
 
 Při kódování je nejprve nutné převést vstupní bitový tok na polynom )(Xi , 
jehož koeficienty jsou prvky daného Galoisova tělesa.   
Následně je tento polynom rozšířen řádem generujícího polynomu tohoto kódu a 
vydělen generujícím polynomem. Zbytek po dělení označíme )(Xp . 
 Zakódovaná posloupnost je poté získána připojením polynomu )(Xp  za 
polynom informační )(Xi . 
 
Princip dekódování 
  
 Proces dekódování se skládá z několika částí: 
1. Určení, jestli nastala chyba. 
2. Nalezení pozic, kde chyba nastala. 
3. Určení velikosti chyb na všech pozicích. 
 
Pro určení, jestli nastala chyba, je nutné vypočítat z přijatého polynomu 
syndromy. Pro opravu t chyb je nutné získat 2t syndromů. Syndromy získáme tak, že do 
přijatého polynomu )(Xr dosadíme prvky Galoisova tělesa: 
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( )
( )tt rS
rS
2
2
1
...
α
α
=
=
          (2.23) 
 
Pokud jsou všechny syndromy nulové, k chybě nedošlo, naopak pokud je  
alespoň jeden ze syndromů nenulový,  
 
 Hledání počtu a polohy chyb se provádí například Peterson-Gorenstein-
Zierleovým (PGZ) algoritmem, jehož výstupem je lokalizační mnohočlen [X3]: 
 
  ( ) 011... ασσσ +++= XXX tt              (2.23) 
 
 Do lokalizačního mnohočlenu se dosadí postupně všechny prvky Galoisova 
tělesa. Prvky, u kterých vyjde lokalizační mnohočlen nenulový, značí polohu chyby. 
  
Výpočet chybového vektoru )(Xe je řešení soustavy [X3]: 
 
  










=




















tt
t
t
t
t
S
S
e
e
................
... 11
1
1
ββ
ββ
           (2.24) 
Zde prvky β  značí nalezené pozice chyb. 
 
 Posledním krokem je oprava přijaté posloupnosti. Postupuje se tak, že na 
zjištěných pozicích β  se přijatý prvek Galoisova tělesa sečte s prvkem vypočteným. 
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3 STROMOVÉ KÓDY 
 
 Stromové kódy představují jinou filozofii protichybového zabezpečení. Do 
kodéru vstupuje obecně úsek bitů o velikosti k0, obvykle se jedná o jeden bit. Velikost 
výstupní posloupnosti je n0. Poměr mezi těmito velikostmi udává informační rychlost 
[5]: 
 
  0
0
k
R
n
=             (3.1) 
 
 Navíc ovšem je každý vstupní bit brán v úvahu i při kódování dalších příchozích 
bitů. Tuto skutečnost udává parametr délka kódového ohraničení [5]: 
 
  0.v m k=             (3.2) 
 
 
3.1 Princip kódování 
 
 Princip stromového kódování je nejlépe patrný z jeho vyjádření stromovým 
diagramem. Jde o grafické vyjádření závislosti výstupní posloupnosti na vnitřním stavu 
kodéru. Stromový diagram se skládá z uzlů a žeber. Uzly udávají aktuální výstupní 
posloupnost. Z každého uzlu vychází dvě žebra, která udávají vnitřní stav kodéru a nově 
příchozí vstupní bit.  
 Na obrázku 3.1 je uveden příklad stromového diagramu. Pro názornost jsou 
žebra označující příchod bitu 1 znázorněna plnou čárou a žebra označující příchod 
logické nuly přerušovanou čarou. Čísla uvedená na žebrech udávají popořadě nově 
příchozí bit, bit předchozí a jemu předcházející bit. 
 Nevýhodou takového popisu je jeho značná prostorová náročnost, jelikož s 
každým příchozím prvkem roste exponenciálně počet možných výstupů. Z toho důvodu 
se používají jiná vyjádření. Jedním z nich je mřížový graf, neboli Trellis. Ten vychází z 
faktu, že to, jaký bude výstup, je jednoznačně dáno vnitřním stavem kodéru a nově 
přicházejícím bitem. Mřížový graf je rozdělen pouze do tolika úrovní, kolik má kodér 
možných vnitřních stavů a udává, jak se projeví příchozí bit z hlediska změny vnitřního 
stavu a výstupu. 
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Obr. 3.1: Stromový diagram 
  
 Na obrázku 3.2 je znázorněn mřížovým grafem stejný kód jako stromovým 
diagramem na obrázku 3.1. Plné čáry opět značí příchod logické jedničky, přerušované 
čáry příchod logické nuly. Graf má čtyři vodorovné hladiny, které značí aktuální vnitřní 
stav. Na spojnicích je pak znázorněna výstupní posloupnost. 
 
 
 Obr. 3.2: Mřížový graf 
 
 Další možností popisu stromových kódů je stavový diagram. V jeho uzlech jsou 
uvedeny vnitřní stavy kodéru. Z uzlů směřují čáry popisující výstupní posloupnost a 
přechod mezi stavy, způsobené příchozím bitem. Příklad stavového diagramu je uveden 
0   0 
1   0 
0   1 
1   1 
00 00 00 00 00 
00 00 
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10 10 
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00 01 01 
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11 11 
11 11 
X1 X2 
 00 
 10 
 00 
 01 
 11 
 10 
 11 
 01 
 00 
 10 
 01 
 00 
 11 
 01 
 10 
 00 
 11 
 01 
 10 
 11 
 00 
 11 
 00 
 00 
10 
 01 
 00 
 11 
 01 
 10 
 11 
000 
111 
011 
101 
001 
110 
010 
100 
000 
111 
011 
101 
001 
110 
010 
100 
000 
111 
011 
101 
001 
110 
010 
100 
000 
110 
010 
100 
000 
100 
000 
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na obrázku 3.3. Stejně jako v předchozích případech , i zde jsou znázorněny vstupní 
stavy pomocí plných (1) a přerušovaných (0) čar. 
 
 
Obr. 3.3: Stavový diagram 
 
 
3.2 Princip dekódování 
 
 K dekódování stromových kódů se užívají metody založené na porovnávání 
přijaté posloupnosti s všemi kombinacemi, které kód umožňuje vyslat.  
 Příkladem takové metody je například Viterbiho dekódování. To je založeno na 
postupném rozvíjení všech možných cest, navíc se ovšem pro každou cestu počítá 
metrika. Jako výsledek dekódování se nakonec zvolí cesta, která má vůči přijaté 
posloupnosti nejmenší metriku. Jako  metriku je možné použít například Hammingovu. 
 Postupné rozvíjení všech možných cest, jejichž počet roste v každém kroku 
geometrickou řadou, jejich uchovávání v paměti a výpočet jejich metriky ovšem 
znamená zvyšování složitosti a nároků na dekodér. 
 Viterbiho dekodér proto navíc v každém kroku ověřuje, jestli do uzlů mřížového 
grafu směřuje jedna nebo více rozvíjených cest. Pokud je jich více, ponechá se pouze 
cesta s nejnižší metrikou. Tím se dosáhne úspory výpočetního výkonu. 
 
3.3 Trellis kódovaná modulace 
 
 Trellis kódovaná modulace využívá principu popsaného v předchozím textu, 
rozdíl je ovšem v definici metriky.  
 Tento kód přechází od Hammingovy vzdálenosti, tedy rozdílů v číselném 
vyjádření jednotlivých kódových slov, ke vzdálenosti fyzické. Jeho použití se 
11 01 
00 10 00 
10 
01 
11 
01 
00 10 
11 
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předpokládá v kombinacemi s modulacemi, jejichž stavy je možné zapsat geometrickým 
vyjádřením. 
   Pro příklad je možné uvést modulaci 8PSK. Jedná se o osmistavovou modulaci, 
jejíž prvky jsou kombinací amplitudy a počáteční fáze a jsou umístěny na pomyslné 
kružnici tak, jak je uvedeno na obrázku 3.4.  
 
 
Obr. 3.4: Rozmístění prvků modulace 8QPSK 
 
U tohoto typu modulací je při přenosu nejpravděpodobnější, že pokud dojde 
k chybě, způsobí přijetí prvku sousedícího s prvkem vyslaným. Respektive, 
pravděpodobnost, že chyba způsobí přijetí daného prvku, klesá s jeho rostoucí 
vzdáleností od prvku vyslaného.  
 
 
Obr. 3.5: Vzdálenosti signálových prvků modulace 8QPSK 
 
Budeme-li uvažovat rozmístění signálových prvků na jednotkové kružnici, 
budou pro jejich vzájemné vzdálenosti, tak jek jsou uvedeny na obr.3.5, platit vztahy 
[4]: 
 
221 −=d             (3.3) 
  d1 
  d2 
  d3 
  d4 
d3 
d2 
d1 
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   011 
 100 
 101 
110 
111 
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22 =d             (3.4) 
 
223 +=d            (3.5) 
 
24 =d             (3.6) 
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4 REALIZACE BLOKOVÝCH MODELŮ 
   
 V této kapitole uvedu na dvou příkladech, jak je možné realizovat kodéry 
formou blokových modelů v prostředí Simulink programu Matlab. Tento způsob 
zobrazení je totiž nejnázornější a poměrně snadný na pochopení. Cílem je ukázat 
princip činnosti, nikoliv sestrojit dokonalé kodéry pro všechny možné případy použití.  
 
 
4.1 Blokové kódy 
 
 Způsob tvorby kodérů je v případě lineárních blokových kódu poměrně 
jednoduchý a lze jej realizovat pomocí operací sčítání modulo 2. Pro kódy zadané 
generující maticí v kanonickém tvaru uvádí [5] následující postup: 
 a)  První zabezpečovací prvek r1 v kódové kombinaci je vytvořen součtem těch 
prvků, jejichž řádky v prvním sloupci submatice obsahují jedničky.  
 b)  Druhý zabezpečovací prvek r2 v kódové kombinaci je vytvořen součtem těch 
prvků, jejichž řádky v druhém sloupci submatice obsahují jedničky. 
 c)  Třetí zabezpečovací prvek r3 analogicky jako první a druhý prvek. 
 
 Obecně lze tedy shrnout, že výstupní prvky kódového slova lze získat jako 
součty prvků příslušného sloupce, kde prvky na řádcích odpovídají shora prvkům 
posloupnosti vstupní. Přiřazení řádků a sloupců jednotlivým prvkům je naznačeno na 
obrázku 4.1. 
 
1 2 3 4 5 6 7
4
1
2
3
1 0 0 0 1 0 1
0 1 0 0 1 1 1
0 0 1 0 1 1 0
0 0 0 1 0 1 1
f f f f f f f
p
p
p
P
 
 =  
 
 
 
G  
Obr. 4.1: Přiřazení řádků a sloupců generující matice vstupním a výstupním prvkům 
 
 Podobně jako kodéry lze tvořit i dekodéry. Zde ovšem vyjdeme z transponované 
matice kontrolní HT. V ní budou řádky opět odpovídat prvkům přijaté posloupnosti j. 
Součtem sloupců pak získáme prvky syndromu s. 
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4.1.1 Hammingův kód 
 
 Za základ vezmeme generující matici odvozenou v kapitole 2.2.2: 
 
  
1 1 0 1 0 0 1
0 1 0 1 0 1 0
1 1 1 0 0 0 0
1 0 0 1 1 0 0
 
 
 =
 
 
 
G  
 
  
Z ní vypočteme rovnice popisující výstupní řetězec: 
 
  
1 1 3 4
2 1 2 3
3 3
4 1 2 4
5 4
6 2
7 1
f p p p
f p p p
f p
f p p p
f p
f p
f p
= + +
= + +
=
= + +
=
=
=
 
 
 Z tohoto popisu je už zřejmé, jak bude vypadat blokové schéma kodéru. Vidíme, 
že čtyři prvky prochází přímo, pouze jsou posunuty na jiné místo, a tři prvky jsou 
realizovány součtem jiných. 
 
  
Obr. 4.4: Blokové schéma kodéru Hammingova kódu 
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 Zde je realizace v programu MATLAB o něco složitější a je možné jej rozdělit 
do funkčních bloků. Jde o převod vstupních sériových dat na paralelní, provedení 
výpočtu zabezpečovacích dat a převod dat na sériová. 
 Převod vstupních dat na paralelní jsem vyřešil třemi zpožďovacími články. Na 
jejich výstupy jsem ale přidal dvojici přepínačů, které jsou nastaveny tak, že propustí 
pouze jednu hodnotu v časovém intervalu po naplnění všech zpožďovacích článků. 
 Výpočet zabezpečovacích dat je jako v předchozím případě realizován blokem 
provádějícím operaci XOR. 
 Konečný převod z paralelních na sériová data je opět řešen soustavou 
zpožďovacích článků. 
 Celkové zapojení je uvedeno na obrázku 4.5. 
 
 
Obr. 4.5: Zapojení kodéru Hammingova kódu 
 
 
4.2 Stromový kód 
 
 Jak již bylo řečeno, odezvou stromového kódu na k0 vstupních bitů je n0 bitů 
výstupních. Navíc každý vstupní bit je brán v úvahu po m časových intervalů. 
 Budeme-li uvažovat například kód s parametry k0= 1, n0 = 2 a m = 2, může být 
kodér realizován takto: 
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Obr. 4.6: Kodér stromového kódu 
 
 Vstupní bity procházejí dvěma zpožďovacími články, které jsou naznačeny 
čtverci. To zabezpečí, že je každý bit v systému použitelný tři časové okamžiky. 
Zároveň hodnoty za zpožďovacími články udávají vnitřní stav kodéru. Samotné 
kódování je zajištěno dvěma sčítačkami mod2, do kterých jsou přiváděny vstupní bity a 
bity vnitřního stavu.  
 Praktické zapojení na obrázku 4.7. je shodné se schématem. Jedinou změnu jsem 
provedl v bloku výpisu výsledku. Zatímco schéma z obrázku 4.6 předpokládá dva 
paralelně vysílané bity, při realizaci jsem proved jejich převod do sériové podoby. 
Sérioparalelní převodník jsem řešil přepínačem, který je ovládaný generátorem taktu. 
Přepínač pouští během doby trvání jednoho impulsu na výstup střídavě jeden a druhý 
vstup. 
 
 
Obr. 4.7: Zapojení stromového kodéru v prostředí simulink 
 
 
 
 
 
 
 
 
 
x
2 
x
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5 REALIZACE VÝUKOVÝCH PROGRAMŮ 
 
 V programu Matlab jsem vytvořil programy s grafickým rozhraním, které 
zastávají funkci kodérů a dekodérů Hammingova kódu, Reed-Müllerova kódu, Fireova 
kódu, Reed-Solomonova kódu a trellis kódované modulace. 
 Programy umožňují prakticky ukázat, jaké nastavení je potřeba udat, aby byl 
kodér schopen vypočítat ostatní parametry potřebné pro jeho provoz. Mohou být 
využity pro výpočty generujících a kontrolních matic kódů v různých nastaveních a 
určení velikostí vstupních a výstupních posloupností. V neposlední řadě je na nich 
možné demonstrovat, že kódování a dekódování není operací prováděnou v jednom 
kroku, ale, že v některých případech je nutné provést mnoho mezivýpočtů. 
 U trellis kódované modulace je připojen i graf, který zobrazuje jednak postup 
kódování, tak i postupné rozvíjení všech možných cest a jejich postupné zavrhování, 
dokud není dosaženo nejlepší cesty. 
 Programy jsou realizovány a odzkoušeny v programu Matlab R2008a, verze 
7.6.0.324. 
 
  
5.1 Hammingův kód 
 
 Okno vlastního programu je rozděleno čtyř základních logických celků. Toto 
členění, pokud to bylo možné jsem se snažil dodržovat i u všech dalších programů. 
 První celek tvoří skupina prvků, která udává vlastní nastavení kódu. V případě 
Hammingova kódu patří mezi základní údaje počet informačních bitů, počet 
zabezpečovacích bitů a celková délka kódového slova. Tyto údaje se nachází na levé 
straně okna „Vlastnosti kódu“. Dále se zde nachází okna s kontrolní a generující maticí. 
 Pole s počtem zabezpečovacích prvků je možné editovat. Na změnu tohoto údaje 
reaguje program sestavením nové kontrolní matice a z ní přepočítání matice generující 
podle teorie popsané v kapitole 2. Toho může být využito jednak pro demonstraci 
rozměrů a struktury těchto matic, tak i pro jejich výpočet, pokud bychom je potřebovali 
pro jiné účely. 
 V části kodéru je poté možné vložit konkrétní binární posloupnost, kterou 
chceme zakódovat Hammingovým kódem. Její velikost musí odpovídat údaji v položce 
„Vstupní bity“ a je programem ověřována. Po stisknutí tlačítka „Kódovat“ je tato 
posloupnost vynásobena s generující maticí a výsledek vypsán do pole „Výstup“. 
 Zároveň s vypsáním kódované posloupnosti je nastaveno pole „Chyba“ v části 
označené jako přenosový kanál na posloupnost nul stejné velikosti jako výstup kodéru. 
Toto pole je možné použít pro simulování vzniku chyb při přenosu zprávy v 
přenosovém kanále tak. Chybu simulujeme přepsáním nuly na požadované pozici na 
hodnotu jedna. Po stisknutí tlačítka „Přenos“ je na vstup dekodéru přepsán výstup 
kodéru postižený nastavenou chybou. 
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 Posloupnost pro dekódování lze samozřejmě zapsat i přímo na vstup dekodéru. 
Její velikost je opět testována, jestli odpovídá velikosti požadované dle nastavených 
vlastností kódu. 
 Při samotném dekódování jsou nejdříve vypočteny syndromy. Jedná se opět o 
násobení dvou matic – vstupu dekodéru a transponované kontrolní matice. Je-li alespoň 
jeden prvek vektoru syndromů nenulový, značí to, že při přenosu došlo k chybě. 
  
 
Obr. 5.1: Okno programu Hammingův kód 
 
 Velikost chyby je dále určena na základě pravidla, že stejný chybový vektor 
vždy vede ke stejnému vektoru syndromů. Program tedy nejprve určí všechny možné 
kombinace chyb a jimi vyvolaný syndromový vektor, poté v tomto souboru hodnot 
najde stejný syndrom, jaký byl získán při dekódování. Chyba, která jej způsobila je také 
chyba, která působila na dekódovanou posloupnost. 
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 Pomocí této chyby je vstupní posloupnost opravena a jsou z ní odstraněny 
zabezpečovací bity, tj.  odstraní se prvky na pozicích, kde obsahuje sloupec kontrolní 
matice pouze jednu jedničku. Tím je získána původní informační posloupnost. 
 
 
5.2 Reed-Müllerův kód 
 
 V první části programu je možné nastavit  základní parametry Reed-
Müllerových kódů – mocninu m a řád z. Ty jsou také použity pro označení kódu, tedy 
obecně RM(m ; z). 
 Na základě vložených hodnot je po stisknutí tlačítka „Přepočítat“ programem 
sestavena odpovídající generující matice  a z ní poté vypočteny kontrolní rovnice, které 
jsou zobrazeny jako řádky matice. Kontrolní rovnice jsou všechny možné kombinace 
součtů řádků generující matice a využívají se při dekódování na základě tzv. 
majoritního principu.  
 Dále jsou vypočítány a zobrazeny velikosti vstupních dat a kódového slova, 
počet chyb, které je kód schopen detekovat a opravit.  
 Po definování vlastností kódu je možné přistoupit k vlastnímu kódování. Do 
pole kodéru vstup se vloží binární posloupnost. Po  stisknutí tlačítka „Kódovat“ je tato 
posloupnost vynásobena generující maticí a zakódovaný výstup zobrazen.  
Současně je nastavena nulová hodnota chyby dané délky v poli přenosového 
kanálu.  Tu je možné upravit podle vlastních požadavků a poté přenést zakódovanou 
posloupnost včetně této chyby na vstup dekodéru. 
V části dekodéru je nutné před jeho spuštěním definovat, které kombinace 
kontrolních rovnic má dekodér při výpočtech použít. Pro jejich stanovení je v programu 
vytvořena funkce, která se vyvolá stisknutím tlačítka „Automaticky“. Je ovšem také 
umožněno zadat vlastní volbu. V tom případě je nutné zapsat ji ve formě matice do pole 
vedle tlačítka „Automaticky“. Řádky matice jsou určeny pro jednotlivé vstupní prvky 
dekodéru. Řádky poté musí obsahovat dvojice značící čísla řádků kontrolních rovnic, 
které mají být při výpočtu použity. 
Při samotném dekódování potom program dosazuje hodnoty přijaté posloupnosti 
do kontrolních rovnic definovaných v předchozím bodě. Jsou-li výsledky všech 
kontrolních rovnic pro daný prvek rovny jedné, vyhodnotí kodér, že na této pozici došlo 
k chybě. Na základě těchto výpočtů je stanovena celková chyba a vstup dekodéru je 
podle ní opraven.  
Nakonec se pomocí generující matice opravená posloupnost zbaví 
zabezpečovacích prvků a je vypsána do pole „Výstup“. 
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Obr. 5.2: Okno programu Reed-Müllerův kód 
 
 
5.3 Fireův kód 
 
Okno programu je opět členěno na části zobrazující informace o nastavení kódu 
a části reprezentující kodér, dekodér a přenosový kanál 
Vlastnosti kódu lze ovlivnit nastavením dvou hodnot. První je nerozložitelný 
mnohočlen a dále řád mnohočlenu použitého při výpočtu generujícího polynomu. Na 
základě těchto hodnot jsou vypočítány velikosti vstupních a výstupních posloupností, 
počty chyb, které kód dokáže zjistit a opravit ale hlavně generující polynom. 
V tomto okamžiku je nutné objasnit formátu polynomů, který program používá. 
Polynomy jsou vypisovány i očekávány ve formě řádkového vektoru, který obsahuje 
koeficienty jednotlivých mocnin neznámé řazených tak, že nejvyšší mocnina je úplně 
vlevo. Naopak úplně vpravo se nachází koeficient odpovídající nulté mocnině neznámé. 
Například mnohočlen 13 ++ xx   bude tedy reprezentován vektorem [ ]1,1,0,1 . 
 35 
Binární posloupnost, kterou zadáme na vstup kodéru, je podle výše uvedeného 
principu možné považovat také za polynom. Při kódování se toho využije a jeho 
výsledkem je právě součin polynomu vstupního a generujícího. 
Pro vložení chyb lze použít bloku přenosového kanálu, kde se na pozice 
odpovídající požadované chybě vloží hodnoty jedna. 
 
 
Obr. 5.3: Okno programu Fireův kód 
 
 Binární vstup dekodéru je opět považován za reprezentanta polynomu 
kódu. Dekódování se provádí jeho vydělením generujícím polynomem. Pokud je zbytek 
tohoto dělení nenulový, značí to, že při přenosu vznikla chyba. Zatím ovšem nevíme na 
kterých pozicích. 
Pro zjištění pozic chyb se použije pravidla, že stejná chyba způsobí vždy stejný 
syndrom, v tomto případě stejný zbytek po dělení. 
Program tedy vypočítá všechny možné kombinace chyb a vydělí je generujícím 
mnohočlenem. Získané zbytky po dělení porovnává se zbytkem získaným při 
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dekódování. Pokud je nalezena shoda, získali jsme chybu, která působila na 
zakódovanou zprávu. Oprava vstupu potom spočívá v jeho součtu s nalezeným 
chybovým polynomem. 
Výsledek dekódování je potom výsledek dělení opravené posloupnosti 
generujícím polynomem.  
 
 
5.4 Reed-Solomonův kód 
 
 Reed-Solomonův kód je nejsložitější ze všech uvedených kódů. Také proto jsem 
se rozhodl u něj ponechat pevné nastavení vlastností kódu. Jedná se o generující 
polynom a jemu odpovídající Galoisovo těleso.  
 Připomeňme, že Reed-Solomonův kód nepracuje s binárními znaky, ale s prvky 
Galoisova, které značíme mocninami prvku α . Jim odpovídající binární vyjádření je 
uvedeno v poli označeném „Prvky GF“ tak, že první řádek značí nulový prvek, druhý 
řádek nultou mocninu, třetí řádek první mocninu atd.  
 Generující polynom je poté, stejně jako všechny ostatní polynomy, vyjádřen 
jako vektor koeficientů mocnin neznámé psaných tak, že vlevo je mocnina nejvyšší. 
 Vektor [ ]3,1,0,3,0  tedy značí polynom 0311203340 XXXXX ααααα ++++ . 
Nula, respektive nulový prvek, je v těchto vyjádřeních značen hodnotou 1− . 
 Důležité je také zmínit, že v bloku kodéru i dekodéru se jako vstup zadávají 
binární data, která si program sám převede na prvky Galoisova tělesa. 
 Při samotném kódování se potom postupuje tak, že se vstupní posloupnost 
vynásobí řádem generujícího polynomu. To znamená, že se zprava doplní stejným 
počtem nul, jako je řád generujícího polynomu. Takto upravený se generujícím 
polynomem vydělí. Zbytek po dělení se dosadí místo přidaných nul. Tím vznikne 
kódovaná posloupnost, která se opět převede do binární podoby. 
 V bloku přenosového kanálu je možné nastavit chybu, která má působit na 
přenášená binární data. 
 Dekodér je rozdělen do dvou částí. V první z nich se pouze provede kontrola, 
jestli při přenosu došlo k chybě. K tomu je potřeba sestavit dvojnásobné množství 
rovnic, než je kód schopen opravit chyb. V našem případě potřebujeme čtyři rovnice. 
Ty získáme dosazením mocnin prvků Galoisova tělesa za neznámou do přijaté 
posloupnosti. Tyto rovnice jsou zobrazeny v poli „Rovnice pro výpočet syndromů“. 
Jejich řešení je poté zobrazeno jako matice syndromů.  
 Přenos je bezchybný v případě, že všechny syndromy jsou nulové, v našem 
případě tedy rovny -1. V opačném případě obsahuje přijatá posloupnost chybu a nutné 
přistoupit k dalšímu bloku, který chyby lokalizuje a opraví. 
 Pro lokalizaci je nutné najít pomocí algoritmu PGZ lokalizační mnohočlen. Do 
něj se postupně dosadí všechny prvky Galoisova tělesa, tím vzniknou lokalizační 
rovnice. Jejich řešení je uvedeno v poli „Lokalizační vektor“. Pokud je výsledek 
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lokalizační rovnice nulový (tj. roven -1), udává převrácená hodnota prvku Galoisova 
tělesa, jehož dosazení rovnice vznikla, pozici, na které došlo k chybě. Tyto pozice jsou 
zobrazeny v poli „Pozice chyb“.  
 Velikost chyb na daných pozicích je vypočtena podle vztahu (2.24) a zobrazena. 
Nakonec je vstupní posloupnost opravena a jsou odstraněny zabezpečovací pozice. 
 
 
 
Obr. 5.4: Okno programu Reed-Solomonův kód 
 
 
5.5 Trellis kódovaná modulace 
 
 Program znázorňující principy kódování a dekódování pomocí Trellis kódované 
modulace jsem pro větší názornost upravil pro čtyřstavovou modulaci, tedy modulaci, 
která má stavy a jim odpovídající binární kódy rozmístěny podle obr. 5.5. 
 Vzdálenosti prvků mezi sebou lze vypočítat podle vztahů (3.4) a (3.6). 
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Obr. 5.5: Rozmístění prvků čtyřstavové modulace 
  
 
Obr. 5.6: Vzdálenosti signálových prvků čtyřstavové modulace 
 
 Kód je nastaven tak, že zpracovává vstupní binární posloupnosti po jednotlivých 
bitech. Výstup je dvoubitový  a kodér má dvoubitový vnitřní stav.  
 Závislost výstupu na vnitřním stavu a vstupním bitu je zapsána formou matice 
v poli „Matice přechodů“. V každém řádku značí první dva bity vnitřní stav, další bit 
vstup a poslední dva bity výstup. Tuto matici je možné změnit přes editační pole  
umístěné pod ní. 
 Kodér má dva možné režimy. Tlačítko „Kódovat“ slouží pro rychlé zakódování 
vstupní posloupnosti. Tuto volbu je možné použít například, pokud potřebujeme rychle 
získat vstup dekodéru. 
 Druhou možností kódování je použít tlačítko „Krokovat“. V tomto případě se při 
každém stisknutí zakóduje pouze jeden prvek vstupu. Zároveň se v příslušných polích 
zobrazuje informace o pořadí kódovaného prvku a o současném vnitřním stavu kodéru. 
V tomto režimu je také postup kódování znázorňuje v grafu v pravé části okna 
programu. Zde je na ose x znázorněno pořadí kódovaného prvku a osa y udává vnitřní 
stav kodéru. 
Zakódovanou posloupnost je možné přenést na vstup dekodéru, případně i 
ovlivnit chybou pomocí bloku přenosového kanálu. 
  d2 
  d4 
d2 
  00 
  01 
  10 
11 
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Dekodér umožňuje pouze režim krokování. V prvním kroku se rozvinou cesty 
z nulového vnitřního stavu. Pro každou potenciální cestu je vypočtena vzdálenost od 
přijaté posloupnosti a tyto cesty i s vypočtenou vzdáleností jsou zobrazeny v grafu. 
V každém dalším kroku je nejprve ověřeno, jestli do každého uzlu grafu vede 
jedna nebo více cest. Pokud je cest více, ponechá se pouze ta, která má nižší metriku. A 
všechny ponechané cesty se opět rozvinou a je pro ně počítána vzdálenost. 
V každém kroku je v poli „Výstup“ zobrazována aktuální nejlepší varianta 
dekódování. Po zpracování posledního prvku vstupu je navíc cesta s nejmenší 
vzdáleností zvýrazněna červenou barvou.   
 
 
Obr. 5.7: Okno programu Trellis kód 
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6 ZÁVĚR 
 
 V této práci jsem se věnoval dopředné chybové korekci. Cílem bylo prostudovat  
nejdůležitější protichybové kódy a na základě nabytých znalostí vytvořit materiály, 
pomocí nichž by bylo možné demonstrovat jejich principy. 
V teoretické části jsem popsal jak chyby vznikají a jak je možné se proti nim 
bránit. Dále jsem popsal základní algoritmy a principy ochrany proti chybám.  
 Vlastní výsledky práce jsou obsaženy a popsány v kapitolách 4 a 5. Vytvořil 
jsem modely kodérů Hammingova a stromového kódu v prostředí Simulink. Tato forma 
je názorná a velmi dobře ilustruje, jakým způsobem algoritmy fungují. Navíc je do 
těchto modelů možné zasahovat z hlediska vstupních dat i možnosti zobrazení vnitřních 
stavů kodérů. 
 Dále jsem v prostředí Matlab vytvořil programy, ve kterých jsem realizoval 
algoritmy kodérů a dekodérů všech popsaných kódů. Pomocí těchto programů je možné 
názorně demonstrovat vlastnosti jednotlivých kódů, tvorbu generujících a kontrolních 
matic a jejich reakci na změny vstupních proměnných. Všechny programy zobrazují 
nejdůležitější mezivýsledky a mezivýpočty tak, aby bylo zřejmé jaký je postup 
kódování a dekódování. Program pro Trellis kódovanou modulaci navíc obsahuje 
grafické znázorňování postupu kódování a rozvíjení možných cest při dekódování.     
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SEZNAM POUŽITÝCH ZKRATEK 
 
ARQ – Automatic repeat request 
 
GF – Galois field (Galoisovo pole) 
 
QAM – kvadraturní amplitudová modulace 
 
QPSK – kvadraturní fázové klíčování 
 
RAID – Redundant array of inexpensive discs 
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A  OBSAH PŘILOŽENÉHO CD 
 
  
 Přiložené CD obsahuje zdrojové soubory všech aplikací uvedených v kapitolách 
4 a 5. Modely prostředí simulink jsou umístěny v složce /modely, programové řešení 
kódů je umístěno ve složce /programy. 
 Pro jejich spuštění je nutné mít nainstalovaný program Matlab. Programovány a 
odzkoušeny jsou v programu Matlab R2008a, verze 7.6.0.324. 
 
