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1. INTRODUCTION
Since the collapse of the Soviet Union in 1991, various programs to promote the national
languages at the expense of Russian have been initiated in the newly independent states.
Among those are, for example, single-language policies that made the titular language the
language of the state. In addition, education reforms in some countries phased out the ed-
ucation in Russian language (Dietrich, 2005). Derussification has been seen as an essential
means of building independence and national sovereignty. However, the potential costs as-
sociated with such programs have been a source of concern. In particular, Russian functions
as a second language or lingua franca in communication between various ethnic minorities
within post-Soviet countries and in interactions between the countries (Pavlenko, 2008). Fur-
thermore, many of the countries remain politically, socially and economically highly depen-
dent on Russia, therefore making Russian language an important medium in which business
and public life is conducted. As a result, Russian proficiency, once key to individuals’ ability
to fit into the system, may still be important in ensuring an easier access to jobs after two
decades of transition. Understanding whether and to what extent that is the case is the aim
of this paper.
We test the relationship between Russian language skills and employment in three post-
Soviet republics of South Caucasus: Armenia, Azerbaijan and Georgia. Based on a recently
collected nationally representative individual-level data, the results suggest positive labour
market returns associated with Russian language skills in the three countries. After con-
trolling for individuals’ education, demographic characteristics and the localities in which
they are based, we find there to be around a 6 percentage point increase in the probability of
emplyment associated with Russian proficiency for males, and a 9 percentage point increase
for females. These results are not only statistically significant, they are also economically
meaningful. For males, the return to speaking Russian is over third as much as the effect
of completing a university degree (relative to school education). For females, it is quarter
as much as the return to a university degree. There is some heterogeneity in the returns to
Russian proficiency. In particular, in the sample of males we find that the returns are higher
for those with post-school education, suggesting complementarity between language skills
and education. Furthermore, Russian proficiency increases the probability of males select-
ing into jobs in state and foreign organisations, and in government, and trade, services and
communications sectors.
We consider the problem of endogeneity in estimating the effect of Russian language skills
on employment. Omitted variable bias is of particular concern in the context of this study
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since the knowledge of Russian may be indicative of general cognitive skills that are cor-
related with employment. We adopt an approach proposed by Lang and Siniver (2009)
whereby an indicator of an additional foreign language proficiency is added in the estima-
tion. We do not observe significant changes in the estimated marginal effect of Russian pro-
ficiency when the two language indicators are simultaneously included. Assuming that the
abilities to learn two different foreign languages are similarly correlated with unobservable
ability, this evidence suggests that the scope for bias due to unobserved ability is limited
in our context. We further demonstrate the validity of our approach through employing
propensity score matching estimation which produces similar results. Of course, it is hard
to completely rule out all potential concerns around endogeneity under conditions where
truly random sources of variation in Russian language proficiency are not available in the
data to be exploited for identification. Nevertheless, even if the results may not strongly
qualify for interpretation in a causal way, they are valuable for at least two reasons. First,
they are informative about the value of Russian language skills relative to other forms of
human capital such as the years of education, since estimating the returns to other types of
human capital faces similar identification issues as estimating the returns to language skills
(Azam et al., 2013). Second, given the lack of research on the economic value of Russian
skills in transition countries, even purely indicative results would add to knowledge.1
Language skills have all the characteristics of human capital in that they are embodied in
a person, are productive in the labour market and are obtained at the cost of time, effort and
out-of pocket expenses (Chiswick and Miller, 2014). A large body of literature has studied
the returns to language skill acquisition in the context of developed countries. Most of this
literature considers labour market outcomes of immigrants in relation to their proficiency
in host country languages. Studies by, for example, Dustmann (1994); Chiswick and Miller
(1995, 1999, 2002); Dustmann and van Soest (2001, 2002); Shields and Price (2002); Dustmann
and Fabbri (2003); Bleakley and Chin (2004), among others, examine this relationship in
various countries. Others study the labour market effects of speaking a foreign language
by natives (Ginsburgh and Prieto-Rodriguez, 2010) and by immigrants (Isphording, 2013)
in developed countries. Finally, there are studies on the labour market returns to language
skills of non-immigrants in multilingual labor markets in developed countries. Examples of
contributions in this strand of literature include Albouy (2008) in Canada, Rendon (2007) in
Spain, Grin and Sfreddo (1998) in Switzerland and Henley and Jones (2005) in Wales.
1There is remarkably little economics research done particularly on the three countries we focus on in this
paper. From 1985 to 2005, Armenia has been the subject of just 9, Azerbaijan of 2 and Georgia of 26 papers,
none of which have appeared in the first or second tier journals of the discipline (Das et al., 2013).
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This paper contributes to the nascent literature on labour market returns to language skills
in developing countries. This literature is largely concerned with studying the labour market
returns to dominant non-indigenous language skills in previous colonies. Contributions
include papers by Chiswick et al. (2000) and Godoy et al. (2007) on the returns to Spanish
language skills in Bolivia. Angrist and Lavy (1997) study the returns to French language
skills in Morocco. More recently, labour market returns to English language skills have
been explored in the context of South Africa (Levinsohn, 2007; Casale and Posel, 2011) and
India (Azam et al., 2013).2 This paper is the first attempt to measure the economic value of
speaking Russian in the post-Soviet countries.
Studies on labour market returns to human capital in the context of transition countries
have focused on the returns to education qualifications. Recent studies demonstrate high
education premium in different countries of the Former Soviet Union (see, for example, Pa-
store and Verashchagina (2006) on Belarus and Arabsheibani and Mussurov (2007) on Kaza-
khstan). Cross-country studies by Newell and Reilly (1999) and Brainerd (2000) document
increasing rates of returns to educational qualifications in transition countries over time.
This paper adds to this literature by considering language skills as another form of human
capital and allowing to draw comparisons on the labour market values of different forms of
human capital.
The next section provides some background on Russian in post-Soviet countries. Section
3 describes the data and reports descriptive statistics. Section 4 presents the empirical ap-
proach and section 5 reports the estimation results. Section 6 concludes.
2. BACKGROUND
The language policy of actively promoting knowledge of Russian among the populations
of the Soviet Union dates back to late 1930s. In 1938, Russian was introduced as a com-
pulsory subject in school curricula across the Soviet republics. As a further step towards
russification in late 1950s, parents were given the choice of the language of instruction for
their children with mother tongue no longer being compulsory in education. The relative
status of Russian was further elevated throughout the subsequent decades until the late
1980s as it was promoted not only as a common lingua franca, but also as a key component
of a common Soviet cultural foundation (Fierman, 2006). According to Kirkwood (1991),
there is ’indirect evidence’ of a decrease in the number of students who received primary
2English has also been analysed in relation to labour market outcomes in the context of develop-
ing/transition countries where it is not a former colonial language - see Toomet (2011) for evidence from
Latvia and Estonia, Lang and Siniver (2009) for evidence from Israel, Di Paolo and Tansel (2013) for evidence
from Turkey.
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education in their mother tongue and the number of languages used as media of instruction
in the Soviet education system as a whole, since the 1970s.
The growth in the importance of Russian across the republics of Soviet Union apparently
was not uniform. With reference to the Soviet education laws of 1958-1959, Bilinsky (1962)
argues that resistance to russification was particularly strong in Armenia, Azerbaijan and
Georgia compared to some of the other republics, such as Belarus and Ukraine, whose res-
idents had close cultural and racial affinity with Russians. The census data indicate that
the three South Caucasian republics had relatively high retention rates of their national lan-
guages in the Soviet Union. As of 1979, the share of those classifying the national language
as their first language was 90.6% in Armenia, 97.8% in Azerbaijan, 98.2% in Georgia (in con-
trast to, for example, 74.2% in Belarus and 82.7% in Ukraine) (Kirkwood, 1991). The three
republics were also the only ones to declare their national languages as official under the
Soviet regime (Fierman, 2006). Nevertheless, knowledge of Russian grew in importance in
all parts of the Soviet Union including the South Caucasus, as it was increasingly seen as
essential by those who wished to make a career either in administration or in any of the pro-
fessions which would entail travel beyond one’s immediate national territory (Kirkwood,
1991).
The political foundations for Soviet policies of russification disappeared with the disin-
tegration of the Soviet Union in 1991. The three post-Soviet republics of South Caucasus
opted for single-language policies that made the titular language the language of the state.3
Measures of derussification were undertaken in different spheres of public life. In particular,
the national languages currently serve as the languages of education in the three countries
although instruction in minority languages, including Russian, is permitted. Russian also
has a status of a foreign language and is an option for foreign language instruction in schools
(Pavlenko, 2008). Some of the popular debate accompanying these changes has considered
the implications of derussification on labour market outcomes of individuals living in the
countries of South Caucasus.4 For example, Georgia’s former president Mikhail Saakashvili
known for his anti-Russian agenda argued: ’To have a career, you don’t need to know Rus-
sian. You need to study English, Turkish.’ (Pavlenko, 2008, p.70). On the other hand, in
defence of a recent government initiative to re-open some foreign language schools in Ar-
menia, the education minister Armen Ashotian suggested that the knowledge of Russian is
3In the Abkhazian region of Georgia, Abkhazian is also a state language.
4Other outcomes discussed in the context of language policies are related to the quality of education sys-
tems, the viability of national languages, the nature of cultural identities, the threats to national sovereignties,
etc.
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simply a matter of Armenians remaining ’competitive’ in today’s marketplace (Grigoryan,
2010).
A number of benefits from Russian proficiency provide economic incentives to learn the
language. First, Russian still commonly maintains its status as a second language and
medium of communication between various ethnic minorities within the countries - some-
thing of particular relevance to multiethnic Azerbaijan and Georgia. Second, Russian main-
tains its status as lingua franca in interactions with Russia and other post-Soviet countries.
Particularly crucial are the three countries’ political and economic links to Russia. Due to
Russia’s strong political influence in the South Caucasus, Russian remains an important
’political language’ in the region with wide scope of applications in public sphere. It also
plays an important role in the economic life of the region. For example, as of 2012, 29.1%
of Armenia’s, 26.5% of Georgia’s and 10.7% of Azerbaijan’s total trade in goods was with a
Commonwealth of Independent States member (comprising Armenia, Azerbaijan, Belarus,
Kazakhstan, Kyrgyzstan, Moldova, Russia, Tajikistan, Turkmenistan, Ukraine and Uzbek-
istan) (European Commission, 2012). These circumstances imply that Russian language
skills may still be economically valuable in the three countries two decades after transition.
In what follows, we provide a quantitative assessment of that possibility.
3. DATA AND DESCRIPTIVE STATISTICS
We use the annual Data Initiative Survey (DIS) (renamed into Caucasus Barometer in
2010) conducted by the Caucasus Research Resource Centers in Armenia, Azerbaijan, and
Georgia. The series began in 2004 with samples from the capital cities only. In 2005, a speci-
men region in each country was added, while in 2006 the representativeness of the collected
data was increased to include all the regions controlled by central governments. In 2007 the
partially applied panel data methodology was abolished and unified sampling methodology
to ensure the full comparability of data across the three countries was introduced (CRRC,
2007). Since then, the DIS has been carried out based on consistently weighted nationally
representative samples in Armenia, Azerbaijan, and Georgia with the survey methodology
based on a stratified two stage sampling design (see CRRC, 2008, for further details). DIS
covers several important areas of individuals’ lives such as demographics and employment,
education, skills and health, and political attitudes and economic behavior. Owing to its
high quality, the DIS has already been used in other published studies on the region (Habi-
bov and Afandi, 2009, 2011; Charles, 2010; Habibov, 2011, 2012; Roberts and Pollock, 2011).
Overall, the cross-country comparability, representativeness, richness and relevance of the
data make DIS the best available source to study the relationship between Russian language
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skills and employment in the region. The Life in Transition Survey is another source of sim-
ilar information on transition countries. However, while it includes information on whether
a respondent speaks any of the official languages of the country, it does not have information
on the level of language proficiency. Moreover, no information on the knowledge of Russian
language is included. An additional advantage of the DIS over the Life in Transition Survey
is the larger country samples.
This study is based on repeated cross-section data in the years 2008-2010, comprising
17,673 observations in total, of which 5,979 are from Armenia, 5,810 from Azerbaijan, and
5,884 from Georgia. We restrict the sample to people between the ages of 26 and 60, and drop
observations with missing outcome data.5 The final size of the sample is 10,677 observations,
out of which 3,565 are from Armenia, 3,921 from Azerbaijan and 3,191 from Georgia.
Table 1 contains definitions and descriptive statistics for variables used in the analysis.
We split the sample into two sub-samples: non-speakers and speakers (of Russian). The
DIS asks individuals to describe their Russian language proficiency with response options
on a four-point scale of ’advanced’, ’intermediate’, ’beginner’ and ’no basic knowledge’. It
is useful to collapse this four-category Russian language proficiency variable into two cate-
gories for the statistical analysis. We reduce this information to a dummy variable, RUSSIAN
SPEAKER, coded 1 if Russian language proficiency is reported as advanced or intermediate.
Thus the reference category is everybody whose response is ’beginner’ or ’no basic knowl-
edge’.6 Across the full sample, 70% are classified as Russian speakers and the remaining
30% as non-speakers.
DIS has no information on the respondents’ wages. Therefore, our analysis of the eco-
nomic value of Russian focuses on employment rather than wages as usually done in the
literature.7 The individuals are specifically asked: ’Do you have a job? This job may be
part-time or full-time, or you may be officially employed, informally employed, or self-
employed, but it brings you monetary income’. As Table 1 demonstrates, Russian speakers
have a higher probability of being employed compared to non-speakers: 51% of speakers
5To minimise the concerns over selection effects, estimations based on the populations aged 21-55, 26-65
and 18-65 were also carried out. The results were quantitatively identical.
6It is a commonly taken approach in the literature to reduce the language proficiency information recorded
in four categories to a dichotomous variable coded 1 for good or very good language skills (Dustmann and
van Soest, 2002). In the robustness checks we test the sensitivity of the findings to using alternative definitions
of Russian language proficiency.
7DIS includes information on ’personal income’ in the preceding month reported in 8 categories. We tested
a model where continuous income variable defined based on midpoint technique was used as a dependent
variable. The coefficient on RUSSIAN SPEAKER was positive and significant.
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but only 34% of non-speakers are employed. This gap of 17 percentage points in employ-
ment probabilities suggests a positive effect of speaking Russian on employment outcomes.
[Table 1 about here.]
We measure education in levels, distinguishing across school education or below, sec-
ondary technical or incomplete university education, and first or higher university degrees.
Accordingly, we defined variables EDUC≤ 10 , EDUC11-14 and EDUC≥ 15 based on re-
spondents’ reported years of education. Table 1 reveals that speakers are more educated
than non-speakers: 33% of speakers have obtained a university education while only 6% of
non-speakers have. On the other hand, 60% of non-speakers finish schooling at the lowest
education category as compared to 30% among speakers. In terms of demographic charac-
teristics, 47% of speakers and 38% of non-speakers are male. There exists no strong trend
in the age distribution for speakers and non-speakers. The vast majority of both speakers
and non-speakers come from an ethnic majority background (report Armenian, Azerbaijani
or Georgian as their ethnicity in respective countries) and spoke the majority language (Ar-
menian, Azerbaijani or Georgian) as their ’main home language’ in childhood.8 Speakers
are 15 percentage points more likely to live in a capital city whereas non-speakers are 21
percentage points more likely to live in rural areas. Finally, speakers are more likely to come
from Armenia and Georgia, and less likely to come from Azerbaijan.
In Tables 2 and 3, we analyze the means of the variables RUSSIAN SPEAKER and EM-
PLOYED separately for males and females, while partially controlling for education, age and
country. Speaking Russian is more common for men (75%) than for women (67%). The
probability that a male with not more than 10 years of education speaks Russian is 63%. At
intermediate levels of education the probability of speaking Russian is 74% and for people
with a completed university degree that probability climbs up to 93%. Similar patterns are
observed for females, although their proficiency at the lowest education level is lower at
47%. As expected, Russian proficiency appears to decrease with age in the sample of males.
However, among females it is largely uniform across age cohorts. Finally, there are marked
differences across countries with regards to the propensity to speak Russian. In Armenia,
the probability of speaking Russian is 90% among males and 84% among females. In Geor-
gia it is 79% (males) and 74% (females). Azerbaijan has the lowest prevalence of Russian
speakers: 60% (males) and 42% (females).
The gender differences in employment probabilities are substantial: 62% of men and 34%
of women are employed. The effect of speaking Russian on the probability of employment is
8The results are robust to restricting the sample to those coming from a majority language background only.
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12 percentage points for males and 18 percentage points for females. The employment prob-
ability is increasing in education for both non-speakers and speakers. For males, the gap in
the employment probability between non-speakers and speakers starts off at 3 percentage
points at the lowest education level before climbing up to 9 percentage points at intermedi-
ate and university education levels. For females the gap is 6 percentage points at the lowest
education level and 11 percentage points at intermediate education level. It is non-existent
among university graduate females. With regard to age, the employment probability of
males starts off at 64% in the youngest cohort and stays relatively stable before starting to
decline gradually after the age of 45. In contrast, women’s probability of employment is
25% in the youngest cohort, perhaps reflecting the patterns of fertility. However, it increases
with a higher rate till the age of 45 relative to men. Similarly, the rate of subsequent decline
in the probability of employment of women is also lower relative to men. At each age level,
speakers have a higher employment probability than non-speakers. Comparing countries,
males in Armenia and Azerbaijan exhibit slightly higher employment probabilities (62%
and 69%) compared to those in Georgia (52%). In the sample of females, the employment
probability is the highest in Armenia at 38%. In Azerbaijan and Georgia it is 31% and 33%
respectively. While Georgia has the largest gap in employment probabilities between male
non-speakers and speakers (18 percentage points), it has the smallest gap between female
non-speakers and speakers (8 percentage points). In Azerbaijan, the gap is 15 percentage
points in the samples of both males and females. In Armenia, male Russian speakers have
an employment probability that is 13 percentage points above that of non-speakers. This
gap is 17 percentage points in the sample of females.
In summary, while heterogeneity in education, age and country explains some of the vari-
ation in employment probabilities in the population, differences between non-speakers and
speakers persist when keeping these variables constant.
[Table 2 about here.]
[Table 3 about here.]
4. EMPIRICAL APPROACH
Basic model. To capture the relationship between language proficiency and employment,
we consider a standard model in which employment propensity Y∗i for an individual i is
assumed to depend on Russian language proficiency RUSi together with series of additional
controls Xi for education, age, ethnicity and location characteristics. Unobserved factors εi
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further contribute to employment propensity, leading to an equation of the form
Y∗i = Xiβ + δRUSi + εi for all i = 1, ..., N. (1)
Observed employment status Yi is assumed to relate to latent propensity through the crite-
rion Yi = 1(Y∗i ≥ 0), so that the probability of employment under an assumption of normal-
ity for εi becomes
Pr(Yi = 1|Xi, RUSi) = Φ(Xiβ + δRUSi), (2)
with marginal effects of Russian language proficiency derived from the estimated model
thus:
∂Pr(Yi = 1|Xi, RUSi)
∂RUSi
= δφ(Xiβ + δRUSi). (3)
Marginal effects such as those described in (3) can be evaluated either at the sample means
or (as is the case in our empirical results) for specified values of each explanatory variable.
Testing for ability bias. To estimate the causal effects of Russian proficiency on employ-
ment requires that it is exogenously determined and uncorrelated with the error term in
(1). However, unobserved ability αi may simultaneously contribute to general language
proficiency and an enhanced propensity for employment. This has the potential to bias up-
wards the estimated impact of Russian language on employment. To see this, suppose that
εi = αi + ηi for some random disturbance ηi and imagine that RUSi = RUSi + ωαi, where
RUSi represents the exogenous components of the language proficiency variable. Then,
Y∗i = Xiβ + δ(RUSi + ωαi) + (αi + ηi), (4)
which implies that cov(RUSi, εi) = cov(RUSi + ωαi, αi + ηi) = cov(ωαi, αi) = ωvar(αi).
The bias caused by this ability-induced correlation acts in the direction of the sign of ω, with
a reasonably certain prior of being positive to the extent that ω is positive.
Two approaches could deal with this issue - one requires longitudinal data to difference
out (time-invariant) ability through a panel estimator of the change in employment, whereas
another requires direct measures of ability. Data limitations prevent the implementation of
either approach. Instead, we implement a test favoured by Lang and Siniver (2009) in which
indicators of different language proficiency are added sequentially in the estimation of (1).
The intention in so doing is to reveal the extent to which unobserved ability causes bias in
the effects of Russian language proficiency on employment.
Adding a measure of English language proficiency, ENGi, into (1) and assuming ENGi =
ENGi + ναi, cov(ENGi, εi) = νvar(αi) and cov(RUSi, ENGi) = ωνvar(αi), with both also
expected to be positive. If ability does indeed introduce upward bias in the estimated impact
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of Russian language proficiency on employment, and under the assumption that English
language proficiency exhibits similar properties to Russian, the consequence would be that
introducing English proficiency as an added control would affect the language parameter
δ.9 This provides us with an informal test of robustness in our empirical results.
Additional approaches to mitigating unobserved heterogeneity bias. One way to miti-
gate the influence of unobserved heterogeneity is to include additional variables that could
be correlated with the hitherto unexplained component of employment. In particular, it
could be argued that language proficiency effects are actually capturing broader cultural
characteristics and attitudes among Russian speakers that correlate with, or at least partially
explain, employment propensity. To test this conjecture, we sequentially introduce into our
empirical specification an additional proxy measure, denoted BICULTURALIST, to capture
the strength of affinity with the Russian culture. To the extent that such broader attitudes
explain differences in employment between speakers and non-speakers, the introduction of
this cultural measure will cause some change in the estimated language proficiency effects.
Another way to reduce the bias generated by unobserved heterogeneity is the propensity
score matching method proposed by Rosenbaum and Rubin (1983). We use this approach as
a robustness test to compare the employment probabilities of Russian speakers with those
of the non-speakers who have a similar propensity to speak Russian.
The propensity score for an individual is the probability of speaking Russian conditional
on observable characteristics:
Pr(RUSi = 1|Xi) = Φ(Xiκ). (5)
We estimate (5) using the probit estimator with the kernel matching method10.
It should be kept in mind that the bias is eliminated completely only if speaking Russian
can be considered purely random among individuals who have the same propensity scores.
Since this is unrealistic in most observational studies, what this method achieves is reducing
the bias generated by unobservable confounding factors.
In spite of improvements achieved by implementing these approaches, there could still
remain unobserved heterogeneity correlated with both speaking Russian and employment.
The next step would be to use a bivariate probit model and estimate a joint likelihood of
9While there are significant differences between Russian and English, both are quite distant from the native
languages spoken in three countries of our study. Armenian, Azerbaijani and Georgian languages belong to
three different language families (Armenian (an independent branch of the Indo-European family), Kartvelian
and Turkic), all being distinct to those of Russian (Slavic) and English (Germanic). It is likely that the ability
to learn Russian and the ability to learn English are similarly correlated with unobserved ability to learn other
skills.
10The results are very similar when nearest neighbour or radius matching methods are used instead.
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employment and Russian skills. However, we were unable to identify a suitable instrument
in the DIS data. Without an exclusion restriction, identification of the marginal effects relies
only on functional form, which can be problematic (Altonji et al., 2005).11
Other potential sources of bias. Survey and census data on language skills almost always
rely on self-reported responses or responses provided by an adult household member thereby
leaving scope for measurement error (Chiswick and Miller, 2014). To quantify the bias from
measurement error, Dustmann and van Soest (2001, 2002) exploit the panel feature of their
dataset while Bleakley and Chin (2004) use an objective measure of language proficiency
based on a literacy test in addition to a self-reported measure. All three studies find that the
returns to language skills are higher after correcting for the measurement error. If the nature
of the measurement error in our Russian proficiency variable is similar, we may be estimat-
ing the lower bound of the true return to Russian skills. However, we cannot claim that
with certainty, since we do not have access to a source of objective information on Russian
language skills to check against our self-reported measure.
Reverse causality could be another potential source of bias, if employment opportunities
were a determinant of investment in Russian language skills, thereby causing an upward
bias in estimates. This is unlikely to be the case in the context of the former Soviet countries,
where Russian language acquisition typically takes place well before the entry to the labour
market, usually early on during schooling.
5. ESTIMATION RESULTS
Main results. Table 4 reports the results of probit estimation of the effect of Russian lan-
guage proficiency on the probability of employment. The model controls for variables listed
in Table 1. To account for the potential correlation among outcomes of individuals at a given
locality, we have clustered the standard errors at the country level.
Consistent with the descriptive statistics, the estimated coefficients reported in Table 4
confirm a significant and positive relationship between Russian language skills and employ-
ment for both males and females. Higher level of education is associated with an increased
probability of employment. According to screening theories of education, this may reflect
not only the role of education in enhancing productivity, but also in credentialising it (Ar-
row, 1973; Spence, 1973). Males in the two oldest cohorts are less likely to be employed
relative to the reference individuals of 36-40 years of age. In contrast, women in the two
11The results of such estimation (not reported) confirm the finding that Russian language skills have a
positive effect on the employment outcome, and also suggest that the univariate probit model tends to produce
conservative estimates of the effect of Russian proficiency on employment.
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youngest cohorts are less likely to be employed, while those aged 46-50 are more likely to be
employed relative to the reference individuals. Being part of the ethnic and linguistic major-
ity does not bear statistically significant implications for the employment probability. With
regard to the locality, being based in a capital city is associated with an increased probability
of employment for males. Conversely, women in rural and other urban areas are in fact more
likely to be employed relative to women in the capital cities. This may potentially reflect the
patterns of industrial segregation. Employment probability of Armenian and Georgian men
is lower than that of their Azerbaijani fellow-residents. Georgian women, too, have a lower
probability of employment relative to women in Azerbaijan.
To aid with the interpretation of the coefficients, Table 4 also reports the marginal effects.
We fix the covariates to a non-Russian-speaker, 36-40 years old from ethnic and linguistic
majority background, residing in the Azerbaijani capital of Baku as of 2010.12 The marginal
effect of speaking Russian is 6.4 percentage points for males and 8.5 percentage points for
females. We also find large education-related marginal effects. Moving a person with ter-
tiary education to intermediate level of education results in a decrease in the employment
probability of 12.4 (males) and 22.1 (females) percentage points. Moving that person to at
most 10 years of education level instead, results in a decrease in the employment probability
of 18.6 (males) and 34 (females) percentage points. This is just 2.9 (males) and 4 (females)
times as large as the penalty associated with not speaking Russian.
[Table 4 about here.]
Robustness checks.
Unobserved heterogeneity. Language proficiency may be endogenous to labour market out-
comes. In particular, there may be omitted individual characteristics that affect both Rus-
sian language proficiency as well as employment. We address this concern by including
additional variables that could plausibly be correlated with both language skills and em-
ployment, and checking how the marginal effect on RUSSIAN SPEAKER changes due to the
inclusion of these additional regressors. Table 5 reports the results. Columns (1) and (6)
restate the marginal effects of speaking Russian from the model without additional controls.
Omitted ability is an important source of bias. Individuals with higher ability are more
likely to have better Russian language skills as well as jobs - a possibility that will lead to an
upward biased estimate of return to Russian. Controlling for the level of education allevi-
ates this problem to a certain extent. Here we additionally control for respondents’ English
12The results are robust to alternative definitions of a reference individual.
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language skills (defined similarly to Russian skills). Around 9.5% of males and 13.1% of
females in the sample are categorised as English speakers. As argued earlier, If acquisition
of different languages is driven by differences in unobserved ability, we would expect the
fluencies to be correlated across languages and observe significant changes in the estimates
when language dummies are simultaneously included in the employment equation.
The unconditional correlation between Russian and English language proficiencies is sig-
nificant at 0.19 for males and 0.26 for females. However, as Table 5 demonstrates, the esti-
mated marginal effect on Russian language skills for males is hardly affected by the inclusion
of English proficiency in the model. The marginal effect for females also changes remark-
ably little after controlling for English proficiency. This suggests that the results are not just
capturing the effect of unobserved ability on employment. Additionally, the results suggest
a positive significant effect of English language proficiency on the probability of employ-
ment. For males, the magnitude of this effect at 5.7 percentage points is comparable to the
effect of Russian proficiency on employment. For females, speaking English increases the
probability of employment by 12.5 percentage points - a considerably larger effect compared
to that of Russian.
Another concern is that people who speak Russian may have associated attitudes and
values with broad implications for labour market outcomes. Exploiting the richness of the
DIS data, we introduce a dummy variable, BICULTURALIST, equal to 1 if the respondent
disagrees to the statement ”Our way of life needs to be protected against Russian influ-
ences”. Not only this measure may be of direct relevance to Russian proficiency and labour
market outcomes, it may also be related to other life choices associated with those out-
comes. This variable is available in the years 2008 and 2009 only, resulting in a smaller
sample (also due to a large number of missing values) in which estimations are carried out.
Columns (3) and (8) of Table 5 show the results. The marginal effect of speaking Russian for
males is larger as a result of inclusion of this variable, while that for females hardly changes.
As a result, the returns to Russian language proficiency are higher for males than for females
- a pattern that is consistent with some of the findings by Ginsburgh and Prieto-Rodriguez
(2013). BICULTURALIST itself is significantly negatively correlated with the probability of
employment suggesting positive labour market returns to nationalism (or its correlates).
Finally, columns (4) and (9) of Table 5 report the marginal effects from a model where
the additional variables are included jointly. The marginal effects on RUSSIAN SPEAKER
preserve their statistical significance. We estimate marginal effects of Russian proficiency
of 10.5 (males) and 8.2 (females) percentage points. The original finding of a positive and
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significant effect of Russian language proficiency for both males and females is robust to the
inclusion of additional variables.
As an additional check on the sensitivity of our results to unobserved heterogeneity, we
apply a propensity score matching estimator. We use the comprehensive set of controls
from Table 4 to compute propensity scores using kernel methods and compare the employ-
ment probabilities of Russian speakers and non-speakers. The results are reported in Table
6. Columns (1) and (4) restate the marginal effects of speaking Russian from the baseline
model, while columns (2) and (5) restate those from the model with the two additional con-
trols included. The estimated treatment effects for both males and females are statistically
significant and very similar in magnitude to the marginal effects from the model with addi-
tional controls. This serves as a validation to our initial strategy to mitigating unobserved
heterogeneity through inclusion of additional controls, and further confirms that Russian
proficiency has non-zero and potentially large positive effect on employment probability of
individuals.
[Table 5 about here.]
[Table 6 about here.]
Measurement of Russian proficiency. Language proficiency can be defined in a number of
ways, bearing implications for the results. In Table 7, we report the marginal effects from
regressions using different measures of language skills. Columns (1) and (4) restate the mar-
ginal effects of speaking Russian from the baseline model.
The measure of Russian language proficiency used in the baseline regressions is generated
based on the ability in Russian language self-reported on a four-point scale of ’advanced’,
’intermediate’, ’beginner’ and ’no basic knowledge’. Following a common approach in the
literature, we reduced this information to a dummy variable, coded 1 if Russian language
proficiency is reported as advanced or intermediate and 0 otherwise. While this approach
has the benefit of minimising the probability of misclassification of language proficiency, it
conceals the information on different levels of language proficiency. Columns (2) and (5) of
Table 7 report marginal effects from regressions where Russian proficiency is instead mea-
sured with dummies for beginner, intermediate and advanced levels (with no basic knowl-
edge being the excluded category). In our sample of males, 17.38% of the respondents report
speaking Russian at beginner’s, 50.73% at intermediate and 23.80% at advanced level. Simi-
larly, among females, 18.30% report speaking Russian at beginner’s, 46.24% at intermediate
and 20.72% at advanced level. The remaining respondents have no basic knowledge of the
language. According to the results, beginner’s level Russian is associated with an increase in
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the employment probability by 7.9 (males) and 9.7 (females) percentage points. The returns
to intermediate-level Russian are higher at 11.9 percentage points for males and 13.7 for fe-
males. Advanced Russian speakers are 13.6 (males) and 19.1 (females) percentage points
more likely to be employed relative to those with no basic knowledge of the language.
The use of self-assessed measures of Russian proficiency can be potentially problematic if
different respondents consider different factors in assessing their language ability without
the benefit of a common base. In addition to self-reported language proficiency, DIS includes
information on language usage. In particular, the respondents are asked ”Which language
did you mainly speak at home when you were a child?”. RUSSIAN NATIVE incorporates
this information in the measurement of language proficiency. It is set to 1 for individuals
who spoke Russian at home as children, or if a language other than Russian was spoken in
the home, spoke Russian at an ’advanced’ level. It was set to 0 where a language other than
Russian was spoken in the home and the respondent had ’no basic knowledge’ of Russian or
spoke it at a beginner’s or intermediate level. This stringent definition of Russian skills has
the additional benefit of minimising the problem of measurement error associated with the
possibility of people potentially over-reporting their language proficiency (Dustmann and
van Soest, 2001, 2002). Based on this measure, 23.80% of males and 20.72% of females are
’native speakers’. According to the results reported in columns (3) and (6) of Table 7, this
measure of Russian proficiency is associated with an increase in the probability of employ-
ment by 2.9 (males) and 6.9 (females) percentage points. Overall, the results using different
measures of Russian proficiency confirm that speaking Russian is positively related to the
probability of being employed.
[Table 7 about here.]
Heterogeneity in returns to Russian. Following up on the earlier discussion of descriptive sta-
tistics, we explore the heterogeneity in returns to Russian language skills according to sev-
eral observable characteristics. The results of this exercise are summarised in Tables 8-10.
First, we consider whether individuals with different levels of education gain different re-
turns to their Russian language skills (Table 8). We re-estimate the baseline model separately
for individuals with three different levels of education. Considering the males in the lowest
education category, Russian language proficiency is associated with increase in the probabil-
ity of employment by 4.5 percentage points. Russian language returns of males with post-
school education are higher (13.0 (intermediate level) and 13.2 (university level) percentage
points), suggesting complementarity between language skills and education. For females,
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we find a statistically significant relationship between Russian proficiency and employment
for those with 11-14 years of education only.
Second, we explore heterogeneity in returns to Russian language skills by age cohort
(Table 9). Accordingly, we re-estimate the return to Russian proficiency in the samples of
younger (26-35) and older (36-60) individuals. The return to Russian language skills ap-
pears to be higher for older males. It is 7.1 percentage points compared to 4.5 percentage
points for younger males. This advantage to older males may be due to their greater work
experience. According to our estimates, Russian proficiency is statistically significantly re-
lated to employment probability of young females only. While we find that a higher level of
education increases the employment probability of males and females in both age groups,
the return to university-level education (relative to school education or below) is higher for
older males and females. In all cases, the returns to education are higher for females than
males.
Finally, in Table 10 we consider the returns to Russian language skills by country. The
labour market value of speaking Russian is the highest for men in Georgia (14 percentage
points), while for women, it appears to be non-existent. Conversely, both in Armenia and
Azerbaijan women appear to gain more from Russian proficiency than men do. In Armenia,
speaking Russian is associated with 6.8 (males) and 7.4 (females) percentage points increase
in the probability of employment. In Azerbaijan, the estimated marginal effects of Russian
proficiency are 4.7 (males) and 13.1 (females) percentage points. In all three countries, there
are positive returns to university level education, more so for females than males.
Overall, the relevance of Russian language skills for securing employment for males re-
mains clear, regardless of respondents’ education, age and location. The results for females,
while less robust, nevertheless broadly support the baseline finding on the positive labour
market return to Russian language proficiency.
[Table 8 about here.]
[Table 9 about here.]
[Table 10 about here.]
Russian proficiency and occupational choice. Russian language skills remain economically
valuable since individuals must fit into the existing economic and social systems, where
Russian language continues to maintain a strong influence. However, certain activities
and types of jobs are more intensive in communication skills and have higher language
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requirements than others, and knowledge of Russian language may be an important deter-
minant of individuals’ selection into such jobs. Previous studies in the context of multilin-
gual labour markets have identified the contribution of language skills to several patterns
of occupational choice. First, given the strict regulation of language requirements in pub-
lic sector occupations, language-proficient workers are more likely to be selected into the
public sector (Di Paolo, 2011). Second, language proficiency also increases the selection into
communication-intensive jobs such as those in trade, services, government and education,
among others (Quella and Rendon, 2012). The DIS allows us to test whether these observa-
tions hold in our context.
First, the respondents are asked on the type of their primary workplace. We use this infor-
mation to define dummies for employment in: (1) - own business/a small family business,
(2) - a medium or large private organisation, (3) - a state organisation and (4) - a foreign or-
ganisation, business or an international or local NGO. The probability of being employed in
own business or a small family business is 33.9% for males and 25.26% for females. The prob-
ability of employment in a medium or large private organisation is lower: 20.57% for males
and 15.92% for females. Over half (50.47%) of females are employed in a state organisation
compared to 31.35% employment rate among males. Foreign organisations, businesses and
NGOs employ 4.3% of males and 2.38% of females, while the rest are employed elsewhere.
The estimated marginal effects from models with these indicators used as dependent vari-
ables are reported in Table 11. Among males, Russian speakers are less likely to be found
among the self-employed or among those employed in a small family business. Instead, we
confirm that the language proficiency contributes to the males’ selection into public sector.
This is not surprising, given that on average, the requirements for language proficiency, at
least formally, are likely to be higher in the public sector. In the Soviet Union, Russian pro-
ficiency was key to employment in the state apparatus. Even though the titular languages
are the official languages in post-Soviet Armenia, Azerbaijan and Georgia, Russia remains a
powerful neighbour influencing the policy-making in the three countries. As a result, Rus-
sian remains an important resource used in government affairs particularly in areas such as
foreign policy, security, development. As expected, we also find that Russian proficiency is
a statistically significant determinant of males’ selection into jobs in foreign organisations,
businesses or NGOs.
[Table 11 about here.]
For both males and females, below university level education appears to contribute to
employment in private sector organisations of different scales. Conversely, university level
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education increases the individuals’ employment in state organisations, to a particularly
large extent for females. For males, it additionally increases the probability of employment
in foreign organisations, businesses or NGOs.
Second, the respondents are asked on the sector of their primary workplace. Based on this
information we define dummies for employment in: (1) - agriculture, forestry and fishing,
(2) - mining, manufacturing and construction, (3) - trade, services and communication, and
(4) - government, education and healthcare. The employment rate in agriculture, forestry
and fishing is 16.3% for males and 13.2% for females. Mining, manufacturing and construc-
tion employ 27.13% of males but only 6.62% of females. The probability of employment in
trade, services and communications is 23.95% for males and 18.53% for females. Govern-
ment, education and healthcare employ close to half (47.61%) of females but only 18.94% of
males. The rest are employed in other sectors.
The estimated marginal effects from models with these indicators used as dependent vari-
ables are reported in Table 12. Among males, we confirm that language proficiency increases
selection into jobs in trade, services and communication. Additionally, consistent with the
findings in Table 11, we find that Russian-speaking males are more likely to be employed
in government, education and healthcare (largely state organisations). As Quella and Ren-
don (2012) argue, these are sectors where high level communication skills are particularly
needed as individuals need to relate to others not only through reading and speaking but
also by producing written documents such as reports and instructions.
[Table 12 about here.]
Human capital characteristics (or demographic characteristics) do not have any explana-
tory power over males’ and females’ probabilities of employment in agriculture, forestry
and fishing jobs. What does appear to matter for selection into jobs in that sector is one’s
location: the probability of employment is higher for those outside capital cities, and partic-
ularly for those who are based in rural areas (results not reported but available on request).
For both males and females, below university level education is associated with a higher
probability of employment in jobs in mining, manufacturing, and construction as well as
in trade, services, and communication. Those with university level education, on the other
hand, have a higher probability of holding jobs in government, education and healthcare.
The analysis summarised in Tables 11 and 12 does not yield statistically significant mar-
ginal effects on Russian proficiency for females. In a study on gender bias in the use of
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foreign languages, Ginsburgh and Prieto-Rodriguez (2013) find that in some European coun-
tries men get higher returns on foreign language use than women. They interpret this find-
ing as suggestive of some form of discrimination against women linked to this specific type
of human capital. While we do not observe a similar pattern in our baseline estimates, the
absence of a statistically significant relationship between women’s language proficiency and
their employment, when considered disaggregated by employment type and sector, is puz-
zling, and warrants further investigation in future research.
6. CONCLUSION
Two decades after transition, many formerly Soviet republics are still economically and
politically dependent on Russia and each other. Russian language, remaining the main lin-
gua franca in the post-Soviet territory, continues to be widely used in business and public
life. As a result, Russian language skills remain economically valuable in the former Soviet
republics. Based on data from Armenia, Azerbaijan and Georgia in the years 2008-2010, this
paper shows that Russian proficiency increases a person’s probability of employment by
about 6 (males) and 9 (females) percentage points. Comparison with returns to other forms
of human capital suggests that this effect is economically significant. This result is consis-
tent with findings on positive labour market returns to dominant non-indigenous language
skills in the former colonies (Angrist and Lavy, 1997; Chiswick et al., 2000; Godoy et al.,
2007; Levinsohn, 2007; Casale and Posel, 2011; Azam et al., 2013). This paper contributes to
this nascent literature on returns to language skills in developing countries by providing the
first evidence on the economic value of speaking Russian in post-Soviet countries.
The findings in this paper are important in informing the ongoing debates on language
policies in the post-Soviet countries. Many of these countries have initiated various pro-
grams to promote the national languages at the expense of Russian since the collapse of
the Soviet Union. The results of this paper suggest that the resultant drop of Russian lan-
guage skills may lead to future loss of economic opportunities. However, there is evidence
to suggest that promotion of native language policies affects national identity and political
preferences, therefore affecting the selection of politicians and the policies they implement
(Aspachs-Bracons et al., 2008; Clots-Figueras and Masella, 2013). Assessment of these addi-
tional outcomes is required to make conclusive recommendations on language policies.
This paper is a first step in investigating empirically the association between Russian lan-
guage skills and labour market outcomes in transition countries, however more research
is needed. Methodologically, finding random sources of variation in Russian proficiency,
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subject to data availability, is required to achieve better identification of the effect of lan-
guage. Measurement of labour market returns to Russian language skills in terms of wages
is an important direction of future research. Furthermore, considering the impact of Russian
language skills on social and political outcomes is another area with high potential returns
to further analysis. More research based on datasets from other transition countries and
contexts would be a valuable addition to knowledge.
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RUSSIAN SPEAKER 0-1 binary variable; equals 1 if respondent 0 1 0.70
has advanced or intermediate knowledge (0.46)
of Russian language
EMPLOYED 0-1 binary variable; equals 1 if respondent 0.34 0.51 0.46
reported having a job (0.47) (0.50) (0.50)
MALE 0-1 binary variable; equals 1 if respondent 0.38 0.47 0.44
is male (0.48) (0.50) (0.50)
EDUC≤ 10 0-1 binary variable; equals 1 if respondent 0.60 0.30 0.39
has no more than 10 years of education (0.49) (0.46) (0.49)
EDUC11-14 0-1 binary variable; equals 1 if respondent 0.34 0.38 0.36
has between 11 and 14 years of education (0.47) (0.48) (0.48)
EDUC≥ 15 0-1 binary variable; equals 1 if respondent 0.06 0.33 0.25
has 15 or more years of education (0.25) (0.47) (0.43)
AGE 26-30 0-1 binary variable; equals 1 if respondent 0.17 0.13 0.14
is between 26 and 30 years old (0.37) (0.33) (0.34)
AGE 31-35 0-1 binary variable; equals 1 if respondent 0.14 0.13 0.14
is between 31 and 35 years old (0.35) (0.34) (0.34)
AGE 36-40 0-1 binary variable; equals 1 if respondent 0.15 0.15 0.15
is between 36 and 40 years old (0.35) (0.36) (0.36)
AGE 41-45 0-1 binary variable; equals 1 if respondent 0.15 0.15 0.15
is between 41 and 45 years old (0.36) (0.35) (0.36)
AGE 46-50 0-1 binary variable; equals 1 if respondent 0.16 0.18 0.17
is between 46 and 50 years old (0.36) (0.38) (0.38)
AGE 51-55 0-1 binary variable; equals 1 if respondent 0.13 0.16 0.15
is between 51 and 55 years old (0.34) (0.36) (0.36)
AGE 56-60 0-1 binary variable; equals 1 if respondent 0.11 0.11 0.11
is between 56 and 60 years old (0.31) (0.32) (031)
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ETHNIC MAJORITY 0-1 binary variable; equals 1 if respondent 0.93 0.94 0.93
is from the ethnic majority (0.25) (0.24) (0.25)
LINGUISTIC MAJORITY 0-1 binary variable; equals 1 if respondent 0.94 0.92 0.93
is from the linguistic majority (0.24) (0.27) (0.26)
CAPITAL CITY 0-1 binary variable; equals 1 if respondent 0.18 0.33 0.29
lives in capital city (0.38) (0.47) (0.45)
OTHER URBAN 0-1 binary variable; equals 1 if respondent 0.31 0.37 0.35
lives in urban area (0.46) (0.48) (0.48)
RURAL 0-1 binary variable; equals 1 if respondent 0.51 0.30 0.36
lives in rural area (0.50) (0.46) (0.48)
AZERBAIJAN 0-1 binary variable; equals 1 if respondent 0.61 0.27 0.37
lives in Azerbaijan (0.49) (0.44) (0.48)
ARMENIA 0-1 binary variable; equals 1 if respondent 0.15 0.41 0.33
lives in Armenia (0.36) (0.49) (0.47)
GEORGIA 0-1 binary variable; equals 1 if respondent 0.24 0.32 0.30
lives in Georgia (0.43) (0.47) (0.46)
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Table 2: Russian speaking and employment probabilities - males
Mean of RUSSIAN SPEAKER Mean of EMPLOYED
(s.d.) (s.d.)
Non-speakers Speakers All
Education EDUC≤ 10 0.63 0.52 0.55 0.54
(0.48) (0.50) (0.50) (0.50)
EDUC11-14 0.74 0.54 0.63 0.60
(0.44) (0.50) (0.48) (0.49)
EDUC≥ 15 0.93 0.68 0.77 0.76
(0.25) (0.47) (0.42) (0.43)
Age AGE 26-30 0.65 0.58 0.67 0.64
(0.48) (0.49) (0.47) (0.48)
AGE 31-35 0.68 0.56 0.71 0.66
(0.47) (0.50) (0.45) (0.47)
AGE 36-40 0.73 0.54 0.67 0.64
(0.45) (0.50) (0.47) (0.48)
AGE 41-45 0.74 0.54 0.68 0.65
(0.44) (0.50) (0.47) (0.48)
AGE 46-50 0.79 0.58 0.63 0.62
(0.40) (0.50) (0.48) (0.49)
AGE 51-55 0.82 0.43 0.60 0.57
(0.38) (0.50) (0.49) (0.50)
AGE 56-60 0.81 0.40 0.56 0.53
(0.40) (0.49) (0.50) (0.50)
Country ARMENIA 0.90 0.47 0.63 0.62
(0.31) (0.50) (0.48) (0.49)
AZERBAIJAN 0.60 0.60 0.75 0.69
(0.49) (0.49) (0.44) (0.46)
GEORGIA 0.79 0.38 0.56 0.52
(0.41) (0.49) (0.50) (0.50)
Total 0.75 0.53 0.65 0.62
(0.44) (0.50) (0.48) (0.49)
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Table 3: Russian speaking and employment probabilities - females
Mean of RUSSIAN SPEAKER Mean of EMPLOYED
(s.d.) (s.d.)
Non-speakers Speakers All
Education EDUC≤ 10 0.47 0.17 0.23 0.20
(0.50) (0.38) (0.42) (0.40)
EDUC11-14 0.72 0.26 0.37 0.34
(0.45) (0.44) (0.48) (0.47)
EDUC≥ 15 0.91 0.56 0.56 0.56
(0.28) (0.50) (0.50) (0.50)
Age AGE 26-30 0.63 0.17 0.29 0.25
(0.48) (0.37) (0.46) (0.43)
AGE 31-35 0.70 0.16 0.37 0.31
(0.46) (0.37) (0.48) (0.46)
AGE 36-40 0.69 0.22 0.41 0.35
(0.46) (0.41) (0.49) (0.48)
AGE 41-45 0.66 0.24 0.45 0.38
(0.48) (0.43) (0.50) (0.49)
AGE 46-50 0.67 0.27 0.41 0.37
(0.47) (0.45) (0.49) (0.48)
AGE 51-55 0.68 0.24 0.43 0.37
(0.47) (0.43) (0.50) (0.48)
AGE 56-60 0.65 0.24 0.39 0.34
(0.48) (0.43) (0.49) (0.47)
Country ARMENIA 0.84 0.23 0.40 0.38
(0.36) (0.42) (0.49) (0.48)
AZERBAIJAN 0.42 0.20 0.45 0.31
(0.49) (0.40) (0.50) (0.46)
GEORGIA 0.74 0.27 0.35 0.33
(0.44) (0.44) (0.48) (0.47)
Total 0.67 0.22 0.40 0.34
(0.47) (0.42) (0.49) (0.47)
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Table 4: Baseline probit model - coefficients and marginal effects
Males Females
Coefficients Marginal effects Coefficients Marginal effects
(1) (2) (3) (4)
RUSSIAN SPEAKER 0.265*** 0.064*** 0.214* 0.085*
(0.026) (0.014) (0.115) (0.045)
EDUC≤10 -0.559*** -0.186*** -1.023*** -0.340***
(0.053) (0.005) (0.128) (0.045)
EDUC11-14 -0.391*** -0.124*** -0.594*** -0.221***
(0.079) (0.018) (0.074) (0.031)
AGE 26-30 -0.012 -0.003 -0.388*** -0.150***
(0.088) (0.025) (0.042) (0.018)
AGE 31-35 0.091 0.024 -0.159** -0.063**
(0.079) (0.017) (0.067) (0.027)
AGE 41-45 0.064 0.017 0.113 0.045
(0.088) (0.021) (0.074) (0.030)
AGE 46-50 -0.062 -0.017 0.092*** 0.037***
(0.086) (0.026) (0.024) (0.010)
AGE 51-55 -0.176*** -0.052*** 0.059 0.024
(0.048) (0.016) (0.066) (0.026)
AGE 56-60 -0.280*** -0.085*** 0.015 0.006
(0.032) (0.013) (0.075) (0.030)
ETHNIC MAJORITY 0.163 0.048 0.001 0.000
(0.131) (0.038) (0.033) (0.013)
LINGUISTIC MAJORITY -0.076 -0.020 -0.017 -0.007
(0.184) (0.045) (0.086) (0.034)
OTHER URBAN -0.223*** -0.067*** 0.167*** 0.066***
(0.083) (0.020) (0.030) (0.012)
RURAL -0.285** -0.087** 0.109*** 0.044***
(0.134) (0.036) (0.018) (0.007)
ARMENIA -0.278*** -0.085*** 0.045 0.018
(0.013) (0.013) (0.047) (0.019)
GEORGIA -0.519*** -0.170*** -0.206*** -0.081***
(0.016) (0.019) (0.051) (0.021)
YEARS Yes Yes Yes Yes
N 4,684 4,684 5,993 5,993
Note.—Marginal effects are calculated for a 36-40 years old university-educated non-Russian
speaker from the ethnic and linguistic majority, residing in Baku (Azerbaijan) in 2010; standard
errors are clustered at the country level; * denotes significance at 10 percent level; ** at 5 percent































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 6: Propensity score matching - average treatment effects
Males Females
(1) (2) (3) (4) (5) (6)
RUSSIAN SPEAKER 0.064*** 0.105** 0.105*** 0.085* 0.082** 0.080***
(0.014) (0.047) (0.025) (0.045) (0.033) (0.020)
N 4,684 1,405 4,684 5,993 1,981 5,993
Note.—Columns (1) and (4) restate the marginal effects reported in columns (2) and (4) of
Table 4; columns (2) and (5) restate the marginal effects reported in columns (4) and (9)
of Table 5; columns (3) and (6) report the average treatment effects from Kernel matching
estimator with bandwidth = 0.00009 and with standard errors calculated from bootstrap-
ping with 500 replications; the propensity scores are calculated using the complete set of
controls from Table 4; * denotes significance at 10 percent level; ** at 5 percent level; *** at
1 percent level.
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Table 7: Probit model using different measures of Russian proficiency - marginal effects
Males Females
(1) (2) (3) (4) (5) (6)
RUSSIAN SPEAKER 0.064*** 0.085*
(0.014) (0.045)
RUSSIAN BEGINNER 0.079*** 0.097***
(0.008) (0.014)
RUSSIAN INTERMEDIATE 0.119*** 0.137***
(0.020) (0.034)
RUSSIAN ADVANCED 0.136*** 0.191***
(0.026) (0.061)
RUSSIAN NATIVE 0.029* 0.069*
(0.016) (0.042)
EDUC≤10 -0.186*** -0.195*** -0.179*** -0.340*** -0.297*** -0.360***
(0.005) (0.014) (0.004) (0.045) (0.036) (0.060)
EDUC11-14 -0.124*** -0.133*** -0.115*** -0.221*** -0.198*** -0.225***
(0.018) (0.026) (0.015) (0.031) (0.025) (0.030)
AGE 26-30 -0.003 0.001 -0.006 -0.150*** -0.138*** -0.154***
(0.025) (0.029) (0.020) (0.018) (0.017) (0.016)
AGE 31-35 0.024 0.031 0.018 -0.063** -0.058** -0.065**
(0.017) (0.021) (0.014) (0.027) (0.025) (0.029)
AGE 41-45 0.017 0.019 0.017 0.045 0.045 0.045
(0.021) (0.025) (0.018) (0.030) (0.028) (0.029)
AGE 46-50 -0.017 -0.019 -0.009 0.037*** 0.038*** 0.037***
(0.026) (0.030) (0.023) (0.010) (0.006) (0.008)
AGE 51-55 -0.052*** -0.060*** -0.040** 0.024 0.024 0.020
(0.016) (0.017) (0.016) (0.026) (0.025) (0.027)
AGE 56-60 -0.085*** -0.096*** -0.069*** 0.006 0.007 -0.000
(0.013) (0.013) (0.011) (0.030) (0.030) (0.032)
Other controls included Yes Yes Yes Yes Yes Yes
N 4,684 4,684 4,684 5,993 5,993 5,993
Note.—Marginal effects are calculated for a 36-40 years old university-educated non-Russian speaker from
the ethnic and linguistic majority, residing in Baku (Azerbaijan) in 2010; the assumed default values for
new language proficiency measures are set as: RUSSIAN BEGINNER= 0, RUSSIAN INTERMEDIATE= 0,
RUSSIAN ADVANCED= 0, RUSSIAN NATIVE= 0; standard errors are clustered at the country level; * de-
notes significance at 10 percent level; ** at 5 percent level; *** at 1 percent level; other controls set included














































































































































































































































































































































































































































































































































































































































































Table 9: Probit model by age group sub-samples - marginal effects
Males Females
AGE 26-35 AGE 36-60 AGE 26-35 AGE 36-60
(1) (2) (3) (4)
RUSSIAN SPEAKER 0.045*** 0.071*** 0.113** 0.075
(0.011) (0.017) (0.050) (0.046)
EDUC≤10 -0.134*** -0.206*** -0.277*** -0.337***
(0.005) (0.006) (0.018) (0.051)
EDUC11-14 -0.112*** -0.130*** -0.226*** -0.206***
(0.018) (0.027) (0.025) (0.034)
AGE 31-35 0.022*** 0.086**
(0.004) (0.038)
AGE 41-45 0.016 0.047
(0.022) (0.030)
AGE 46-50 -0.020 0.038***
(0.028) (0.009)
AGE 51-55 -0.056*** 0.023
(0.016) (0.025)
AGE 56-60 -0.092*** 0.007
(0.013) (0.028)
Other controls included Yes Yes Yes Yes
N 1,361 3,323 1,547 4,446
Note.—Marginal effects are calculated for a 26-30 years old (columns (1) and (3)) or a 36-
40 years old (columns (2) and (4)) university-educated non-Russian speaker from the ethnic
and linguistic majority, residing in Baku (Azerbaijan) in 2010; standard errors are clustered
at the country level; * denotes significance at 10 percent level; ** at 5 percent level; *** at 1
percent level; other controls set included is identical to Table 4.
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