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Abstract
Significant insights into the dynamics of neuronal populations have been
gained in the olfactory system where rich spatio-temporal dynamics is ob-
served during, and following, exposure to odours. It is now widely accepted
that odour identity is represented in terms of stimulus-specific rate pattern-
ing observed in the cells of the antennal lobe (AL). Here we describe a non-
linear dynamical framework inspired by recent experimental findings which
provides a compelling account of both the origin and the function of these
dynamics. We start by analytically reducing a biologically plausible conduc-
tance based model of the AL to a quantitatively equivalent rate model and
construct conditions such that the rate dynamics are well described by a sin-
gle globally stable fixed point (FP). We then describe the AL’s response to
an odour stimulus as rich transient trajectories between this stable baseline
state (the single FP in absence of odour stimulation) and the odour-specific
position of the single FP during odour stimulation.
We show how this framework can account for three phenomena that are
observed experimentally. First, for an inhibitory period often observed im-
mediately after an odour stimulus is removed. Second, for the qualitative
differences between the dynamics in the presence and the absence of odour.
Lastly, we show how it can account for the invariance of a representation
of odour identity to both the duration and intensity of an odour stimulus.
We compare and contrast this framework with the currently prevalent non-
linear dynamical framework of ’winnerless competition’ which describes AL
dynamics in terms of heteroclinic orbits.
Authorversion, definitive version published in Brain Research
1. Introduction
The transformations implemented by early sensory relays are central to
the brain’s ability to experience the vast bandwidth of raw sensory data
as meaningful percepts. While the neurons that comprise sensory circuits
are complex dynamical entities, much of experimental neuroscience has pro-
gressed on the premise that their core function is well-approximated by
steady-state measurements or with reference to canonical dynamical end
states such as limit cycles. This view has been particularly prevalent and
successful in vision and audition research where peripheral processing has
been well-described by linear filters and static nonlinearities. In contrast,
olfaction is an intrinsically dynamic sense. Lord Adrian (1942) was the first
to report that the olfactory bulb (OB) responded to brief transient stimu-
lation with rich and temporally extended activity. This phenomenon was
later also reported in the protocerebral lobe in mollusks (Gelperin and Tank,
1990) and the antennal lobe (AL) in insects (Laurent and Davidowitz, 1994).
The role of prolonged spatio-temporal patterns in the OB or AL was initially
unclear and it was assumed that, like in other sensory systems, odour iden-
tity was conveyed only by the early responses of the cells. However, it was
later demonstrated in the OB of zebra fish that odour discrimination could
be more effective if a longer period of the response was considered (Friedrich
and Laurent, 2001). There is now a growing consensus that information
about odour identity in the OB and AL is represented in specific sequences
of firing epochs of different cells, so called rate patterning (Laurent et al.,
2001). Understanding the details of this mechanism is an active research
topic and promises to facilitate a deeper understanding of neural dynamics
and population codes in general.
There have been numerous models of the AL (Linster and Smith, 1997;
Linster et al., 2005; Bazhenov et al., 2001a,b; Wessnitzer and Webb, 2006;
Nowotny et al., 2005) and OB (Linster and Hasselmo, 1997; Li and Hopfield,
1989; Bathellier et al., 2006; Linster and Cleland, 2004; Cleland and Linster,
2005) that can exhibit rate patterning dynamics. These models attempt to
account for observed phenomena and presumed function of the olfactory sys-
tem while respecting known biological details. They serve as effective tools
for testing specific hypotheses about specific olfactory systems. Comple-
mentary studies have explored employing a nonlinear dynamical framework
(Rabinovich et al., 2001; Freeman, 2003a; Hopfield, 1999) in order to gain
more general insights into the necessary and sufficient mechanisms underly-
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ing the observed dynamical phenomena. These studies have also been able to
provide additional insights into the nonlinear transformations of odour input
in the AL or OB that, for example, allow robustness to noise while remain-
ing sensitive to variations in odour stimuli (Rabinovich et al., 2001; Laurent
et al., 2001). The relative simplicity and generality of these kind of models
usually comes at the expense of biological detail. They have, however, the
potential to become extremely powerful tools for shaping our understanding
if the appropriate framework for a given phenomenon is identified.
Perhaps the first nonlinear dynamical framework for olfaction was devel-
oped by Walter Freeman (Freeman, 2003a,b, 2000). His early models de-
scribe the population dynamics observed in EEG measurements taken from
the mammalian OB. The baseline activity and stimulus-specific oscillatory
activity in the EEG were explained as transient excursions from a chaotic
ground state. While this approach was extremely successful at describing
the mass activity measured by EEG it is not clear how it could be related to
modern enquiries at the cellular level.
Currently, the most prominent nonlinear dynamical framework is the het-
eroclinic orbit (HO) developed by Rabinovich and collaborators (Rabinovich
et al., 2001, 2008a; Afraimovich et al., 2008; Varona et al., 2002). This frame-
work can account for both the dynamics observed in the locust AL (Laurent
et al., 2001) and several desirable computational properties of the AL and
the brain in general (Rabinovich et al., 2008b). Despite the appeal of the
HO framework there has been little work on applying it to more detailed
conductance based models of olfactory dynamics even though it is in prin-
ciple possible to obtain HO dynamics from biologically plausible neurons
(Nowotny and Rabinovich, 2007). However, obtaining proper HO dynam-
ics with conductance based Hodgkin-Huxley neurons has thus far required
non-standard assumptions for the synapses (Nowotny and Rabinovich, 2007)
and it remains open how it could arise in conductance based models more
generally.
Recent experimental evidence has indicated another possible concern about
the original HO interpretation. The HO framework assumes that the pres-
ence of an odour re-parameterises the connectivity of the AL through input
to local neurons (LNs). The mathematical image of this change is a bifur-
cation from a regime with a single stable FP to a regime with a stable HO.
The system approaches the stable HO (or, in the presence of noise, a limit
cycle close to it) as long as the odour stimulation continues. The HO then
loses stability and the system returns to the resting state FP when the odour
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stimulus subsides. Recent experiments involving long periods of odour stim-
ulation have revealed that the dynamics of the AL appears to settle into a
stable FP well before the odour subsides (Silbering et al., 2008; Mazor and
Laurent, 2005). One explanation for this observation is the so called hete-
roclinic channel (HC) introduced in (Rabinovich et al., 2008a) in which the
system is attracted to a heteroclinic orbit but the heteroclinic ends in a stable
FP.
In this paper we present an alternate nonlinear dynamical framework
to account for the characteristic spatio-temporal dynamics in the olfactory
system. In this description, the dynamics arise from the complex transient
trajectories in pursuit of a single displaced FP. We show how the transient
dynamics around this single FP can account for rich patterning dynamics
both during an odour stimulus and after is removed. We demonstrate how
it can naturally describe an inhibitory period often observed immediately
after an odour stimulus is removed. Finally we explain how this framework
can account for the separation of different odours in PCA space allowing
for efficient odour classification (Stopfer et al., 2003; Deisig et al., 2010) and
describe how the resulting odour representations are invariant to the duration
and concentration of odour stimuli.
We develop our framework for olfactory dynamics in a rate model derived
from a quantitative multi-scale reduction of a biologically plausible conduc-
tance based model. Doing so allows us to return to the original detailed
model and confirm our findings in simulations. In the following we present
the systematic reduction of the conductance based models to a rate descrip-
tion, develop the framework of transient dynamics close to a single displaced
FP and demonstrate how this framework can describe the dynamics of the
insect antennal lobe observed experimentally.
2. The Antennal Lobe
The AL is the first information processing neuropil in the insect olfactory
system. It receives inputs from olfactory receptor neurons (ORNs) on the
antennae which synapse onto a recurrent network of inhibitory local interneu-
rons (LNs) that arbourise only within the AL and projection neurons (PNs)
which relay information from the AL to higher brain areas, see Fig. 1(A).
Rate patterning is observed in the PN activity in response to odour stimu-
lation and is commonly thought to arise from the network dynamics within
the AL mediated by slow inhibitory synapses (MacLeod and Laurent, 1996;
5
Mushroom
Body
LN2
LN1
inhibitory synapse
excitatory synapse
Antenna
projection local
neurons (LN) neurons (PN)
A B
C
PN
50% all−to−all
many:1 50% all−to−all
Antennal Lobe
LN
LN
LN
PN
PN
PN
50% all−to−all
displaced FPnewtork
winnerless competition network
Figure 1: A: The connectivity of the full AL model. Projections neurons are shown in
red, local neurons in blue. Similarly, excitatory connections are depicted as red lines and
inhibitory synapses as blue lines. Excitatory input is received by both PNs and a recurrent
network of LNs which in turn inhibit PNs. PNs do not excite LNs in this model. B: The
minimal network motif that exhibits the phenomena of a displaced FP network, comprising
of two coupled LNs which synapse onto a single PN. The rich dynamics in the AL arises
from the coupled LNs. B: The minimal ’winnerless competition’ network motif for the AL.
The asymmetric, mutual inhibition between PNs is mediated through LNs. LNs and PNs
receive input from the ORNs on the antenna. The input to the LNs gives rise to a stable
HO, effectively re-parameterising the interaction between PNs. mediates the dynamics of
the PNs.
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Bazhenov et al., 2001a). In addition to the slow rate patterning, odour stim-
ulation of the AL also evokes relatively fast (20 Hz) local field potential
(LFP) oscillations which are thought to arise from transient synchronisation
of PN spiking events mediated by fast GABAA synapses. Perfusing the lo-
cust AL with picrotoxin (PTX), i.e., effectively blocking GABAA synapses,
removes the LFP oscillation while leaving the slow rate patterning intact.
Consequently, these two dynamic phenomena can be assumed to be rela-
tively independent. Furthermore, while the relative timing of the PN spiking
events to the LFP oscillations is thought to be necessary for odour discrim-
ination, blocking LFP oscillations with PTX only degrades discrimination
between very similar odours (Stopfer et al., 1997), leaving the overall recog-
nition of odors almost intact. This perhaps suggests a more central role in
odour recognition for the rate response and its patterning phenomena. Con-
sequently, following the common HC and HO descriptions, we focus on the
slow inhibitory rate patterning mediated by slow inhibitory synapses and
omit the fast action of GABAA synapses. In particular, following (Bazhenov
et al., 2001a), we use a standard model of GABAB synapses for the slow
inhibitory interactions mediated by LNs.
2.1. Conductance Based Model
In the absence of detailed intra-cellular data and reliable specific models
for PNs and LNs in a particular species we model them as N Hodgkin-Huxley
(H-H) neurons using the common description introduced in (Traub and Miles,
1991). We chose to model LNs with a spiking neuron model based on obser-
vations of spiking LNs in moth species (Manduca sexta – (Christensen et al.,
1993), Agrotis ipsilon – (Jarriault et al., 2009)). The membrane potential of
neurons (both LNs and PNs) is governed by
C
dV
dt
= −INa − IK − Ileak − IM − Ii,DC − Ii,syn − Ii, (1)
where Ii is an external current, Ii,DC a constant bias and IM a spike frequency
adaptation current. More details are given in the appendix.
Neurons are connected by first order synapses (Destexhe et al., 1994) with
rise (α) and decay (β) of neurotransmitter si in response to spiking events,
see Fig. 2B,
s˙i =
{
α− βsi, if t− ts < tr
−βsi, if t− ts ≥ tr
(2)
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Figure 2: A: F-I curve for a H-H neuron with (lower data points) and without (upper
data points) spike frequency adaptation and the corresponding functional fits (solid lines).
The inset shows a close-up of the onset of spiking. B: Growth of si in response to spike
input frequencies of 50 Hz (top) and 15 Hz (bottom). The middle traces show a sum of
30 synapses with input frequencies ∈ [15, 40] Hz. Dashed lines are smooth approximations
according to (5). C: The response of two symmetrically coupled LNs (blue) and one PN
(red), see Fig. 1B, to a 3 second odour stimulation. Left: The spike density function of
the full conductance based model (solid) and the analytical frequency from (7) and (5)
(dashed). Right: Active transmitter concentration from the full conductance based model
(solid) and the analytical model (dashed).
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where ts is the most recent time at which the membrane potential of the
pre-synaptic neurons exceeded the threshold Vth and tr is the duration of
transmitter release after each spike. The synaptic current onto neuron i is
then given by
Ii,syn =
∑
j
−gˆijsj(Vi − Vrev) (3)
where Vi denotes the potential of the post-synaptic neuron, Vrev = −90mV
is the reversal potential for an inhibitory neuron and Vrev = 0mV that for
an excitatory neuron. For all synapses we used tr = 1mS, α = 1(ms)
−1 and
Vth = 20mV . However we set β ≈ 0.01(ms)
−1 for the GABAB synapse. We
used the faster decay of β ≈ 0.1(ms)−1 for the excitatory synapses (ORN-PN,
ORN-LN).
In our network model each ORN excites a single randomly chosen LN
and has a 50 % probability of exciting any of the PNs. LN to LN synaptic
efficacies are assigned randomly, see Fig. 1A, by defining an inhibitory cou-
pling matrix −Gˆ ≡ −gˆij where gˆij = 1 or 0 with probability P and 1 − P
respectively and P = 50 %. Finally, each LN makes an inhibitory synapse
onto a PN with a probability of 50 %. Input activity is simulated by applying
square wave pulses to the ORN synapses. Odour concentration is represented
in terms of the amplitude of the square pulse to the ORN. Different odour
identity is represented by stimulating different subsets of (in this case just
one of) the LNs.
2.2. Reduction to a Rate Model
Given that GABAB synapses are relatively slow compared to the mem-
brane dynamics (i.e., β is sufficiently small) it is possible to eliminate the
fast membrane dynamics of each neuron from the network description. We
do this by assuming that the firing rate of every neuron approximately reaches
a steady state before the input current changes appreciably. This allows us to
replace the membrane dynamics of each neuron by a mapping between input
current and the steady state firing frequency F of the neuron (F-I curve).
Without spike-frequency adaptation (gm = 0) the neurons exhibit type 1
excitability (i.e., spiking onsets through a saddle-node bifurcation on a limit
cycle) and the F-I curve is well fit by a square root function which has an
infinite derivative at spiking onset, see Fig. 2A. Introducing spike-frequency
adaptation (gm > 0) can effectively linearise the F-I curve (Ermentrout, 1998)
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and consequently it is well approximated by
F (I) = [mI + C]+, (4)
see Fig. 2A, where [x]+ ≡ max{x, 0} and m and C are determined by a
numerical linear fit.
While the first order synapse described in (2) are biologically plausible,
their non-differentiable nature (i.e., the sharp transition between growth (α)
and decay (β) dynamics, see Fig. 2B, makes them less conducive to dynamical
systems analysis. Consequently, we remove the discontinuity by replacing
them with a smooth approximation. Specifically, we can view the response
of a synapse to a constant input frequency as the leaky integration of a
square wave input of transmitter activation and construct an approximately
equivalent smooth synapse as
s˙i = −βsi + αtrF. (5)
The deviation of the full synapse dynamics in (2) from this smooth approx-
imation is reduced with high input frequencies or low β, see Fig. 2B, top
and bottom lines respectively. Furthermore, summing across many synapses,
assuming randomly distributed phases, also improves the approximation, see
Fig. 2B, middle line.
Finally, combining (3), (4) and (5) we obtain
s˙ = −βs + γ
[
−G˜s + θ + I
]
(6)
where γ(x) = γc[x]+, γc = αmtr and θ ≡ θi ≡ Ii,DC +C absorbs the constant
offset C, (4). Except during a spike the membrane potential of each neuron
is close to its resting potential V ∗i,rest which we numerically calculated for each
neuron in the baseline state of the network. We can then approximate the
synaptic input to each neuron as G˜ ≡ g˜ij = gˆij
(
V ∗i,rest − Vrev
)
. Furthermore,
we can retrieve the frequency or rate of a neuron i in this network by noting
that
Fi = m
[
G˜s + θ + I
]
+
. (7)
Note that (6) has the form of standard neural network equation with leaky
integration term and a nonlinear transfer function.
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Figure 3: Response of the olfactory network to odour stimulation in the full conductance
based model (spike rasters, top) and the rate description (smooth lines, bottom). A) Re-
sponse to a long stimulus of 4 s (grey bar). B) Response to a short stimulus of 500 ms (grey
bar). In both cases there is a pronounced inhibitory period for the PNs at stimulus offset
(arrowheads). Note that the longer stimulation does not lead to a longer inhibitory period.
During the long stimulation the initial rate patterning slowly subsides when the system
dynamics approach the odour specific FP. After odour offset, rich patterning resumes on
the return into the baseline state. The baseline state has some dynamical “noise” (there
are no explicit noise sources modeled here) leading to a variability in spiking as evidenced
in the spike rasters.
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3. Transient Dynamics between Displaced Fixed Points
The dynamics of our model of the AL network can be arbitrarily compli-
cated depending on the exact parameters of (6). However, it is clear from
experimental data that in the absence of odour stimulation the LNs and PNs
have relatively constant baseline frequencies (with a slightly noisy ISI distri-
bution which we discuss in the next section) which we can describe as a FP
of our reduced system, (6) and (7). Furthermore, the AL always returns to
this baseline FP following odour stimulation implying it is globally stable,
i.e., all initial conditions eventually return to the FP, see (Hirsch, 1989). To
construct a model system with this behaviour we first examine the dynam-
ics around some arbitrary FP s∗ = s∗1, . . . , s
∗
N . The stability of this FP is
determined by the eigenvalues of the Jacobian
J = −γcG˜− β1. (8)
Consequently, it is possible to construct a criterion for the stability of this
system as
λmax(−γcG) < β, (9)
see (Buckley and Nowotny, 2011). We can also control the degree of stability
of the system by scaling the weights as G = κG˜ where G˜ denotes the weights
before scaling and
κ =
pλβ
λmax(γcG˜)
. (10)
pλ ≥ 0 is a stability parameter, i.e, the FP is stable if pλ < 1. In order
to obtain appropriate baseline frequencies ∈ [Fmin, Fmax] we choose s
∗
i ∈
[s∗min, s
∗
max] with s
∗
min =
βFmin
αtr
, s∗min =
βFmax
αtr
, see (5), and, setting dsi
dt
= 0,∀i
and I ≡ 0 in (6), we see that the necessary biases are
θ = γ−1(βs∗) + Gs∗. (11)
The local stability determined by pλ is only necessary but not sufficient for
global stability. Deriving general conditions for global stability of a nonlin-
ear system is very difficult and even when it has been accomplished, e.g. in
smooth sigmoidal systems, the derived conditions tend to be overly conser-
vative, see e.g. (Lu and Chen, 2003). However, as in (Jaeger et al., 2007),
we find that locally stable networks are almost always globally stable. Con-
sequently, we use (9) as a practically sufficient condition for global stability
in the remainder of this work.
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Fig. 3 shows a network of 20 PNs and 20 LNs constrained to have single
globally stable FP, with the architecture described in Fig. 1C and stimulated
by a single ORN for periods of 500 (A) and 4000 ms (B). Rate patterning
arises both in the presence of an odour stimulus and for a period after the
stimulus is removed. The analytical model matches the response of the full
model very well and provides us with valuable qualitative insights into the
underlying dynamics. We can understand several aspects of the dynamics
of this system in terms of the steady state response of the system to input.
First, during stimulation there is an initial period of fast dynamics, e.g, in-
volving strong rises and falls of the firing rate of PNs, after which the activity
levels out, as reported by (Mazor and Laurent, 2005; Galan et al., 2004). The
LNs then separate into a population of excited and inhibited LNs whose fre-
quencies are higher and lower than their baseline frequencies respectively. In
fact, in the presence of the odour stimulation, the system becomes a ’winner-
takes-all’ system. Consequently, the PNs not only receive direct excitation
from the ORNs but also indirect excitation through disinhibition from the
inhibited (losing) LNs, as suggested in (Avron and Rospars, 1995). Further-
more, as widely reported in experiments (Mazor and Laurent, 2005; Galan
et al., 2004; Jarriault et al., 2009), we observe a marked inhibitory period
immediately after the stimulus is removed. This arises because the decay of
the excited (winning) LNs is delayed in comparison with the removal of the
direct excitation from the ORNs which results in a net inhibition onto the
PNs. To understand these phenomena in more detail, consider the dynamics
of the simple three node circuit depicted in Fig. 1B. The circuit comprises of
a single ORN, a single PN, and a small “network” of two LNs. Note the ex-
cellent quantitative correspondence between the rate and conductance model
in this small circuit, Fig. 2C. We can clearly see that during stimulation one
LN becomes excited and the other becomes inhibited. The inhibited LN dis-
inhibits the PN while the excited LN is clearly responsible for the inhibitory
period after stimulation is removed.
Fig. 4A shows a plot of the first three principal components of the spike
density functions (SDFs) of the network response for three different odours
starting form 10 different initial conditions, see Fig. 4A. Again we see that
the analytical rate model qualitatively captures the dynamics of the full
conductance based model. Despite the simplicity of the presented framework,
and only minimal assumptions about the model architecture we see that the
network response clearly separates the three different odours in PCA space,
see Fig. 4A, similar to what is observed in experiments (Mazor and Laurent,
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2005; Galan et al., 2004). Like the HO framework (Rabinovich et al., 2001),
the system response in this framework is robust to noise and the trajectories
for each initial conditions form tight bundles stretching from the baseline
position of the FP to a stimulus specific position of the FP. However, the
system is also sensitive to different odour stimulations producing trajectories
that occupy distinct dimensions of the PCA space.
In agreement with (Mazor and Laurent, 2005) we find that this separation
is robust to the duration of the stimulus and after 2 seconds, there is little
remaining movement towards the the stimulus specific FP, see Fig. 4. Stim-
ulus durations of less than two seconds follow only a portion of the complete
trajectory toward the stimulus specific FP but then return in a qualitatively
different manner, see Fig. 4B. We additionally find in agreement with (Stopfer
et al., 2003) that odour separation is robust with respect to stimulus inten-
sity and all trajectories for a given odour of varying intensity form a nested
structure within an odour specific lobe of the PCA plot, Fig. 4C. However,
as suggested by (Silbering et al., 2008), the odours become increasingly sep-
arable with stimulus intensity. The effects of stimulus intensity and duration
are qualitatively different suggesting a mechanism that allows the insect to
distinguish between the two.
The complex rate pattering when moving out of the baseline FP to the
stimulus specific FP and the subsequent return trajectories are visibly dif-
ferent. We can account for these differences by examining the relative local
stabilities close to the baseline and stimulus specific FP positions determined
by the Jacobian matrix, see (8). In the presence of stimulation the dynamics
of the system are well described by the stimulus specific FP and it can be
shown that the eigenvalues of the this FP have relatively small real eigen-
values indicating a larger degree of local stability. Consequently, we observe
relatively straight and direct trajectories towards it, i.e., the trajectories
have a large acceleration (Galan et al., 2004), toward the stimulus specific
FPs during odour stimulation. The underlying reason for this stability of
the FP at the odour specific location is the saturation of many LNs which
effectively removes them from the dynamics of the network and reduces the
overall network coupling. In contrast, the baseline FP has eigenvalues with
a larger real part indicating a lesser degree of local stability. Consequently,
as the stimulus is removed the system takes more circuitous routes back to
the baseline FP.
The dynamics close to the stable FPs is characterised by local stochastic
fluctuations around each of them, see Fig. 3 and Fig. 4A. Again, we can
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account for the relative magnitudes of these fluctuations in terms of the local
stability of each of the FPs. The baseline FP exhibits larger variability in
comparison to the stimulus specific FP because of its lesser degree of local
stability, i.e, fluctuations take the system much further from the FP. These
differences are also very visible in the data recorded from PNs in the locust
AL (Mazor and Laurent, 2005).
Lastly, it is interesting that we see apparently stochastic fluctuations even
though the model we have implemented here is completely deterministic and
noise-free. This observation could suggest that the source of stochasticity ob-
served in experimental recordings from the AL could also partially arise from
its nonlinear nature rather than noise. This is consistent with a modern move
in neuroscience to account for the apparent Poissonian statistics of cortex in
terms of deterministic mechanisms like the balanced state (vanVreeswijk and
Sompolinsky, 1996).
4. Discussion
The different mathematical images and dynamical paradigms for explain-
ing rate patterning in the olfactory system of insects are illustrated in figure
Fig. 5. In the original winnerless competition model, the olfactory system
undergoes a bifurcation between a stable baseline state and an attracting het-
eroclinic cycle during odour stimulation. In the model (typically described
in terms of a modified Lotka-Volterra population model) the bifurcation pa-
rameter is the strength and asymmetry of the effective inhibitory connections
between PNs. The biological interpretation is that the ORN input to the (in
locust non-spiking) LNs in the AL effectively re-parameterises the network
and increases the effective inhibitory connections between PNs (Fig. 1 c). In
a later modification the closed heteroclinic cycle was replaced by an open
heteroclinic channel (Rabinovich et al., 2008a) (Fig. 5 b) where the hetero-
clinic orbit ends on a FP to account for the observed cessation of patterning
during very long constant stimuli (Mazor and Laurent, 2005). The general
idea of a system that undergoes a bifurcation from stable FP dynamics to
an attracting heteroclinic structure remained the same.
The framework presented here, is, in a sense, a more simple explanation
of the observed dynamics and equation (6) with condition (10) are relatively
simple to analyse and simulate. While the HO/HC descriptions depend crit-
ically on the presence of heteroclinic structures in the phase space this al-
ternative framework makes no assumption about network connectivity and
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Figure 4: Principle component analysis (PCA) of odour responses in the ensemble of pro-
jection neurons. A) First three prinicipal components of the SDF of the full conductance
based model in response to three odour inputs (i.e. ORNs connect to different subsets of
LNs), colour coded in blue, red and green. The individual lines are the results of 10 trials
with different initial conditions, light colour’s represent the response during stimulation,
dark colours the return to baseline activity after stimulation. Note that the variability
in the baseline state is higher than in the odour-specific FPs. B) First three principle
components of the response in the rate model with three different odours and 6 different
durations of the stimulation (500 ms,3000 ms). The correspondence with the full con-
ductance based model is evident. The initial trajectories are the same for all stimulus
durations, but then the system returns to baseline on different trajectories. C) principle
components of the response to three different odour inputs at 7 concentration levels evenly
spread over three orders of magnitude. As observed in experiments, the responses to the
same odorant for different concentrations form “concentric trajectories” with increasing
amplitude as the concentration increases. While the FPs are the same for all trajectories
in B (only the system arrives closer to them the longer the stimulation) the FPs in C are
concentration-dependent and move further outward with increasing concentration. The
arrow heads mark corresponding trajectories in B and C.
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Figure 5: Mathematical images of patterning dynamics in the olfactory system. A) Clas-
sical winnerless competition in which at odour stimulus onset the system undergoes a
bifurcation from one stable FP (baseline state) to an attracting heteroclinic cycle (or a
limit cycle in its vicinity in the presence of noise). It is a integral requirement of this sce-
nario that the system has saddle points which can be problematic in conductance based
models (Nowotny and Rabinovich, 2007). While the stimulus is present the system dy-
namics follow the heteroclinic (limit cycle close to it) and then return to baseline after
stimulus removal. The red solid and red dashed lines illustrate this return trajectory for
different stimulus durations. The thin dashed line indicates the heteroclinic cycle the
system would follow for longer stimulations. B) Refined version of the winnerless compe-
tition model with a heteroclinic channel. Rather than approaching a closed heteroclinic
cycle, the system dynamics approaches a heteroclinic contour that terminates in a FP
(here shown on the top) (Mazor and Laurent, 2005). C) Dynamical framework of a single
attracting FP that moves in an input-dependent way. Patterning in this system arises
from the local phase space structure around the FP rather than from an underlying global
phase space structure like the heteroclinic orbits in A) and B). The green line is again the
outgoing trajectory and the red lines returning trajectories after stimulus offset for stimuli
of different duration.
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only requires the presence of a single globally stable FP that moves through
phase space in an input-specific manner. This can be achieved for any of
the generic (random) connectivities we have tested here in absence of reli-
able data on the detailed structure of the AL network. Being a generically
occurring phase space structure in all tested networks makes it very likely to
be true in the actual LN network as well.
Like in the HO framework, input re-parameterises the AL and re-organises
its phase space. However, the observed rich dynamics do not arise from a
heteroclinic cycle or channel but from the transient dynamics evoked by the
displacement of a single FP. Strong patterning with abrupt changes in the
dynamics have often been interpreted as clear indicators for the presence of
saddle points in the phase space of the system. However, here we also observe
this behaviour in a system with a single FP attractor. It can be shown that
the complexity of these transients between the different positions of the FP,
i.e the length and complexity of the patterning dynamics, scales inversely
with the stability of the FP (Buckley and Nowotny, 2011). The more stable
the FP, the less patterning is visible in the system’s trajectories.
To date the only existing evidence for the existence of a proper HO in a
spiking neuron model was contingent on the use of non-standard descriptions
of the synapses (Nowotny and Rabinovich, 2007). In brief, the existence of an
HO critically depends on the existence of saddle points in the phase space of
the model. In a Lotka-Volterra description these saddle points arise naturally
from the single unit Lotka-Volterra node having an unstable fixed point at
zero rate. H-H neurons do not have this property and saddle points were,
therefore, constructed from synapses with an unstable fixed point at maximal
synaptic activation (Nowotny and Rabinovich, 2007). This is a non-standard
extension to the synapse model that has yet to be justified bio-physically.
In contrast, the description with a single fixed point displaced by input, as
proposed here, arises very naturally in a model of H-H neurons and standard
synapse descriptions. There is no need to resort to modifications of standard
models.
An additional advantage of the FP framework is that it would be quite
straightforward for downstream brain areas to decode the AL output with
a perceptron-like readout mechanism as described by Galan et al. (2004).
In contrast, it is not immediately clear what kind of mechanism would be
appropriate for decoding the dynamics of the HO/HC framework.
There are similarities between the framework presented here and the orig-
inal framework developed by Walter Freeman (Freeman, 2003a,b, 2000). Al-
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though Freeman actively rejects neural network models in favour of contin-
uous neural mass models, the rate reduction that we have employed here
yields smooth first order differential equations with piecewise linear interac-
tions not unlike Freeman’s mesoscopic models of EEG dynamics (Freeman,
2000). Consequently, it should be possible to leverage the rate reduction
to now explore some of Freeman’s ideas in the AL, and perhaps the OB,
at the cellular level. Furthermore, future investigations of the dynamics of
the AL may through this link be amenable to the application of the tools
and analysis of control and linear response theory that Freeman employed so
effectively.
5. Conclusions
The framework presented here can straightforwardly account for an in-
hibitory period often observed immediately after odour stimuli are removed
and suggests an implicit disinhibitory mechanism between ORNs and PNs,
mediated by LNs. Furthermore, it is consistent with the data on coding of
odour identity described in the literature, which is invariant to both stimu-
lus duration and stimulus intensity (Mazor and Laurent, 2005; Stopfer et al.,
2003). More importantly, this framework resonates with the language of
trajectories and FPs that biologists have recently employed (Galan et al.,
2004; Mazor and Laurent, 2005) for describing their observations, even in
the absence of an appropriate formalism.
Of course, ultimately the veracity of each framework can only be decided
by experiment. One route to verification could be to examine the prediction
of the HO/HC framework that the frequency of the rate patterning observed
during stimulation will depend on the level of noise present in the AL (Rabi-
novich et al., 2006). A similar prediction does not arise in the FP framework.
Consequently, examining the correlation of some metric of noise (perhaps the
variance of the spike density function) and a measure of the average speed
of rate patterning across many preparations could provide evidence towards
the validity of the two descriptions.
Alternatively, the FP framework predicts that the identity of a blend
of odours will be additive (elemental) when odour concentrations are low
and more nonlinear (configural) when they are high. This prediction arises
because low concentrations will only result in small perturbations away from
the baseline FP and in this region the dynamics are approximately linear.
On the other hand, for high concentrations the system will be pushed further
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away from the baseline FP into a nonlinear region where some neurons will
saturate or be silenced. Therefore, blend identity will have a more non-
linear relationship to the constituent pure odours in this regime. A similar
prediction is not obvious in the HO/HC framework. It predicts a consistently
nonlinear relationship between the representation of individual odours and
the blend representation.
If the displaced FP framework was to be confirmed by further experimen-
tal findings it could provide a powerful and relatively simple tool to account
for the results of, and perhaps guide, novel experimental enquiry. For exam-
ple, it maybe be possible to derive insights into the connectivity of the AL
based on the distribution and nature of the observed patterned responses,
e.g., with a methodology similar to the one described in (Timme, 2007).
More quantitative predictions require a more detailed focus on the dy-
namics of a particular system. For example we have been employing this
framework to account for the dynamics and properties of the moth pheromone
system (Buckley and Nowotny, 2011). Here we showed how large dynamic
range can arise in the macro-glomerular complex, the pheromone-subsystem
of the AL, if the FP is close to losing stability. We put this forward as
an appealing account of the large dynamic range observed experimentally
in the pheromone system of virgin male moths. Interestingly, this dynamic
range is not present in mated male moths suggesting that the FP associated
with their pheromone system is relatively stable. Consequently, our results
make the prediction that the baseline activity in the MGC will exhibit larger
fluctuations (because of the instability) in virgin male moths than in mated
moths. We are in the process of testing this prediction with our experimental
collaborators.
A future research avenue would be to explore the effect of plasticity within
this framework to compare to the extensive investigations of reward condi-
tioning in the bee (Hammer and Menzel, 1995; Menzel, 2001; Borisyuk and
Smith, 2004; Galan et al., 2006). A further open direction is to explore how
this framework could be extended to include GABAA synapses and investi-
gate the interplay of PN synchrony and slow rate dynamics and the resulting
refinement of odour classification (Stopfer et al., 1997).
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Appendix A. Hodgkin-Huxley model neurons
The LNs and PNs of our antennal lobe model are described by standard
Hodgkin-Huxley equations,
C
dV
dt
= −INa − IK − Ileak − IM − Ii,DC − Ii,syn − Ii, (A.1)
where Ii is an external current and Ii,DC a constant bias. Where leak current
is given by Ileak = gL(V −EL), and INa(t) and IK(t) were (Traub and Miles,
1991)
INa(t) = gNami(t)
3hi(t)(Vi(t)− ENa)
IK(t) = gKni(t)
4(Vi(t)− EK). (A.2)
Istim is a constant input current to each neuron making it tonically spiking
with Istim-dependent frequency. Each activation and inactivation variable
yi(t) = {ni(t),mi(t), hi(t)} satisfied first-order kinetics
dyi(t)
dt
= αy(Vi(t))(1− yi(t))− βy(Vi(t))yi(t), (A.3)
with non-linear functions αy(V ) and βy(V ) given by
αn = 0.032(−50− V )/{exp[(−50− V )/5]− 1}
βn = 0.5 exp((−55− V )/40)
αm = 0.32(−52− V )/(exp((−52− V )/4)− 1)
βm = 0.28(25 + V )/(exp((25 + V )/5)− 1)
αh = 0.128 exp((−48− V )/18)
βh = 4/(exp((−25− V )/5) + 1). (A.4)
The parameter values were C = 0.143 nF, gleak = 0.02672 µS, Eleak =
−63.563 mV, gNa = 7.15 µS, ENa = 50 mV, gK = 1.43 µS, EK = −95
mV.
IM is a spike frequency adaptation current, characterised by the slow
gating variable zi is given by
dzi
dt
= [H(Vi)− zi]/τz (A.5)
where H(Vi) = 0.01(1/(1 + exp(−(Vi + 20)/5)).
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