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1. INTRODUCTION 
We consider a nonlinear free boundary problem for a system of first order 
hyperbolic equations, that is, the equations of one-dimensional gas dynamics. 
The problem is different from, but similar in character to Lagrange’s problem 
in interior ballistics which has been treated by Love and Pidduck [7]. In 
many respects, the problem we consider is also analogous to a well-known 
free boundary problem for equations of parabolic type, that is, the two-phase 
Stefan problem. 
Our mathematical problem is motivated by the following physical con- 
siderations: suppose a gas is contained in an infinite tube of uniform cross 
section; a piston of known mass fits in the tube and is free to slide along the 
tube without resistance. The initial position of the piston, its initial velocity, 
and the initial state of the gas on both sides of the piston are given at time 
t = 0. It is required to find the subsequent motion of the piston and the 
subsequent states of the gas for all times t > 0. 
One can easily envision more complicated free boundary problems involv- 
ing several pistons, equations other than those of gas dynamics, etc. Our 
motivation in studying the specific problem described above stems from the 
fact that it does have a reasonable physical interpretation and at the same 
time it forms a simple prototype for a whole class of hyperbolic free boundary 
problems that can be formulated for nonlinear systems of conservation 
laws. 
The problem can be formulated mathematically as follows: corresponding 
to given data (6, Fl , Gl , F2 , G,), ‘t 1 is required to find functions (s, pi , x1 , 
p2 , us) which satisfy 
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P1t + Wll! + Plh = 0, - co < x < s(t), t>o 
%t + WlZ + p;hz = 09 - 00 < x < s(t), t>o 
Pl(% 0) = Fl(Xh u&x, 0) = G&z), - 00 < x < 0 
u&(t), t) = @), t>o 
P2t + U2P2s + P2U2x = 0, s(t) < x < + co, t>o 
Upt + u2u2x + Ph2L = 09 s(t) < x -==I + co, t>o 
P2b 0) = F2W u2@, 0) = G,M o<x<+co 
u2(@), t> = 4th t>,O 
and 
ds’@) = Pl(W, t) - p2w t), t>O 
s(0) = 0, S(0) = b. 
U-1) 
(1.2) 
(1.3) 
The free boundary x = s(t) represents the path of the piston, which starts 
at the origin with initial velocity 6. The quantities p1 and u1 denote, respec- 
tively, the density and the velocity of the gas to the left of the piston; p2 and u2 
denote the density of the gas and the velocity to the right of the piston. The 
constant d is the density of the piston. The pressures pi are connected with the 
pi through the equation of state 
Pi = A/V, i= 1,2. U-4) 
Here A > 0 and y > 1 are constants (isentropic flow in a polytropic gas). 
The initial and boundary conditions in (1.1) and (1.2) are self-explanatory. 
The free boundary condition (1.3) represents Newton’s second law of motion 
for the piston. We assume that the data obey the obvious compatibility 
conditions G,(O) = G,(O) = b. 
We examine the acoustical approximation to (1 .l)-(1.4) in Sections 2-5. 
In this linearized version of the problem, the partial differential equations 
become linear but the free boundary condition remains nonlinear. Under 
appropriate hypotheses on the data, we show that there exists a unique global 
solution to the linearized problem and discuss the regularity of the solution. 
The free boundary curve x = s(t) has a limit as t + to, provided that the 
initial data tend to zero sufficiently rapidly at infinity. As t -+ cc the solution 
decays at a rate related to the behavior of the initial data at infinity. We also 
prove a comparison theorem which can be used to obtain upper and lower 
estimates for s(t) and S(t). 
In the final Section 6, we consider the full nonlinear problem (1.1)-(1.4). 
The nonlinear problem differs from its linearized version in wellknown and 
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important aspects: discontinuities (shocks) may appear in the solution after a 
finite amount of time, even for very smooth initial data. Hence, one is led to 
consider generalized (weak) solutions. A number of authors (see for example 
Lax [6], Glimm [3], J o h nson [4], Johnson and Smoller [5], and Smaller [8], 
[9]) have recently made progress toward constructing a general theory of 
weak solutions of nonlinear hyperbolic systems of conservation laws. These 
authors, however, have not discussed free boundary problems. Even when 
no free boundaries are present to complicate matters further, some of the 
most basic questions appear to be unresolved: the global uniqueness of 
solutions (except for special jump data [8]) and the global existence of 
solutions (also except for restricted classes of data [3], [5]). Therefore, in 
order to avoid these serious difficulties, we confine our attention in Section 6 
to a brief discussion of the problem of finding local (classical) solutions for 
small times corresponding to smooth initial data. 
2. THE LINEARIZED PROBLEM 
The standard acoustical approximation is made as follows: set 
Pi = POU + 4, i= 1,2 
ui = “Ii 9 i= 1,2 (2-l) 
c = [Aypy] 
l/2 
with the constants p,, and c representing, respectively, the average density 
and the sound speed in the gas. Under the assumption that the ai, 7i, 
as well as their first derivatives, are so small that terms in them of the second 
order can be neglected, (1.1) and (1.2) simplify to 
(J1t + %I! = 0, - al < x < s(t), t>O 
71t + C%z = 0, - co < x < s(t), t>o 
(2.2) 
Ul(X, 0) = h(x), %(X9 0)= g1(4, - a < * < 0 
44t), t> = w, t>o 
and 
%t + q2t = 0, s(t) < x < 00, t>o 
vat + cu2z = 0, s(t) < x < + co, t>o 
(2.3) 
Oa(% 0) =f2W9 7?2b 0) = gz(x), o<x<+co 
c7)2(@), t> = w, t > 0. 
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Here fi = pil(Fi - p,,), gi = c-‘G, f or i = 1, 2, and the compatibility con- 
ditions become g,(O) = g,(O) = c-r6. Similarly (1.3) simplifies to 
dS’(t) =cfo[u1(s(t), q - %($), t)l, t>O 
(2.4) 
s(0) = 0, S(0) = b. 
Equations (2.2), (2.3), and (2.4) constitute the linearized free boundary 
problem. 
The systems of first order partial differential equations occurring in (2.2) 
and (2.3) can be differentiated and reduced to a system 
1 1 
uxx -7” -09 tt - ‘lxx -- -0 c2 ?tt - 
of wave equations. We prefer, however, to leave them in the form of first- 
order hyperbolic systems as they are given. 
3. GLOBAL SOLUTION FOR THE LINEARIZED PROBLEM 
The initial values fi , gi (i = 1,2), we assume to 
uniformly in x. 
Set 
M-4 = fAx) + g,(x), Yw = fi(X) - g4(x) 
and 
be Lipschitz continuous, 
for i= 1,2, 
C(“4 = 1;;;;;; 
--co<x<o 
o<x<+cc 
\$h(x), 
fJ(x) = iI&( 
- 02 < x < 0 
o<x<+oo. 
Let 
THEOREM 1. Suppose 0 < S < 1 and 1 b / < c(1 - 6). Then there exists 
a unique solution (ul , v1 , u2, v2 , s) of the linearizedproblem (2.2), (2.3), (2.4) 
for all t > 0. The free boundary curve x = s(t) has a Lipschitz continuous 
second derivative. The functions ui , qi; i = 1, 2, are uniformly Lipschitz 
continuous in their domains of definition. 
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Proof. We derive an ordinary differential equation for s(t). Since 
i(t) = q&(t), t) = q&(t), t), 
Eq. (2.4) is equivalent to 
P-w + 4) = blWh t) + ww t)l - b*W t) - rl*w, 01, 
where p = dc-‘+il and Y = 2c-l. But u1 + qi must be constant along the 
backward characteristics x = ct + const., and ~a - Q must be constant 
along the backward characteristics x = - ct + const. Hence the right-hand 
side of the above equation is equal to H(s(t), t), where 
H(x, t) = r&(x - ct) - #z(x + ct). (3.1) 
Thus the free boundary x = s(t) must be a solution of 
ps’ + vi = H(s, t), s(0) = 0, S(0) = 6. (3.2) 
The function H(x, t) is defined on 
w = {(x, t) ] - ct < x < ct, t > O} 
and sup, j H(x, t)l = 26. Clearly H(x, t) is uniformly Lipschitz continuous 
on w. Multiplying (3.2) by e(“luJt, we obtain 
It follows that 
Letd =c(l - 
and 
/ i(t)1 < 1 6 1 e-(vl”Jt + F [l - e-(v’u)t] 
<lb/ +;= 161 +cs. 
6) - I b 1 . Then A > 0 and we have 
“,yt I #)I < c - Ll 
I s(t)1 < (c - 4 t, t > 0. 
(3.3) 
(3.4) 
The existence of a unique solution s = s(t) of (3.2) for all t > 0 now 
follows from the Lipschitz continuity of H(s, t) and the a priori estimate (3.4). 
Since H is bounded, s’ is bounded. Therefore, S is uniformly Lipschitz con- 
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tinuous, and it follows from (3.2) that I is uniformly Lipschitz continuous 
for t > 0. 
Next we introduce a function 7 = 7(x, t) defined on w as follows: If 
- ct < x < s(t), then 7 = 7(x, t) is the unique nonnegative solution of 
s(7) = x + c(t - T). If s(t) < x < ct, then 7 = T(X, t) is the unique non- 
negative solution of S(T) = x - c(t - T). Consider, for example, the case 
- ct < x < s(t). Set h(T) = s(T) - [X f c(t - T)]. Then 
and 
h(O) = - x - ct < 0, h(t) = s(t) - x > 0, 
h’(T) = i(T) + C > A > 0 
according to (3.3). Hence the unique solution mentioned above exists and 
0 < 7(x, t) < t. By the implicit function theorem, 7 E C2. Differentiating 
the equation defining 7 and using (3.3), we obtain 1 T2 1 <A-l and 
1 Tt 1 < cd-l. Thus 7 is uniformly Lipschitz continuous. 
Define, for t > 0, 
Xl@, q = ;’ 
d < - ct 
I , -ct<x<s(t) 
X2(% t) = I I9 
s(t) < x < ct 
0, ct <x. 
The solutions of (2.2) and (2.3) can now be written explicitly: 
q(x, t) + ‘11(x, t) = C(x - 4 
u&T t) - Q(“, t) = #(x + Ct) + Pfs’(T(% t)> Xdx, t, 
‘J&T t) + ‘&I t) = ‘#(X - Ct) - ELs’(T(X, t)) X2(X, t, (3.5) 
u&, t) - 72(x, t) = #(x + 4. 
The above relations hold because ui f vi is constant along the character- 
istics x = & ct + const., and the jumps in (T, 7 across x = s(t) are known. 
It follows from the known Lipschitz continuity of 4, 4, s’, 7 that the func- 
tions ui , Q are uniformly Lipschitz continuous except, possibly, for x = f ct. 
For ur + r], there is no problem. For u1 - Q , we have 
(q - 711) (- ct, 1) = #(O) = #l(O) =f1(0) - c-lb, 
(01 - 71) (- ct + 0, 0 = #2(O) + f-40) = f2K9 - c-lb + h(O) - f2KY 
= fl(0) - c-lb. 
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Thus ur - Q is continuous at x = - ct and, again, using the Lipschitz 
continuity of *a , s’, r, we obtain that ur - qr is Lipschitz continuous at 
x = - ct. The case x = + ct is treated similarly. 
It is clear from the method of construction that the solution of (2.2), (2.3), 
(2.4) which we have found is unique. The proof is complete. 
Remark. The solution ui , Q , i = 1, 2 constructed above is a classical 
solution of the equations 
(Ui - Q)t - C(Ui - Q)z = 0 
obtained by adding and subtracting the equations in (2.2), (2.3). It is only a 
weak solution of the original equations (2.2), (2.3) since it may not possess all 
the derivatives that appear in (2.2), (2.3). If, however, the initial data were 
0, then we would have s(t) E Cm+2 and ui , Q E Cm for i = 1,2, except 
possibly along the characteristics x = f ct. In order to achieve smoothness 
of the solution across x = & ct, additional compatibility conditions on the 
initial data at x = 0 would be required. 
4. A COMPARISON THEOREM. 
Let (hf, ,gl ,fi ,gA, KA ,A% J2 ,g,) b e t wo sets of data satisfying the 
hypotheses of Theorem 1 and let (s, ur , 7r , u2 , r/J, (s, 6r , qr , ea , ;ia) denote 
the corresponding solutions of (2.2), (2.3), (2.4). 
THEOREM 2. Letf, be nonincreasing andj, , & , & be nondecreasing. Suppose 
f2~~andb,<6,f,~~,g,~g,,g,~g,.Then 
s(t) < w, S(t) 6i(t) (4-l) 
fOY t > 0. 
Proof. The hypotheses of the theorem imply that H(x, t) < i7(~, t) on W, 
where w is defined as in (3.1). Moreover, R(x, t) < ff(y, t) for x < y. 
For small c > 0 let u,(t) be the solution of 
p6, + Vk6 = H(u, ) t) + E 
40) = 0, b*(O) = 6 + E. 
Then &Jt) > i(t) for sufficiently small t. Either k,(t) > S(t) for all t > 0 or 
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else there is a first t, where ckC(tO) = S(t,). For such a t, , ii, < s’(t,) and 
+,) 3 s(to). But 
Thus we arrive at the contradiction tii,(t,) > s’(t,,). 
It follows that j(t) < k,(t) for t > 0. We obtain the desired result (4.1) 
by letting E tend to zero, using the continuous dependence of a’, upon E. 
By reversing all the relations in Theorem 2, one obtains analogous lower 
estimates for s and S. 
5. fknlPToTrC BEHAVIOR OF s(t) AND DECAY OF THE SOLUTION 
Let x = s(t) be the free boundary in the solution of (2.2), (2.3), (2.4) cor- 
responding to the data (b, fi , g, , f2 , g,). Recall that d = c( 1 - 6) - 1 b 1 . 
Set 
c(to) = max{ sup I $1 I > sup I *2 I>* --x, < s<-A to dt,<X<P 
THEOREM 3. Suppose 
J 
.3CI 
c(t) dt < so. (5.1) 
0 
Then lim,,, s(t) exists and is finite. 
Note that condition (5.1) says, essentially, that the initial data should tend 
to zero sufficiently rapidly at infinity. Iffi , gi , i = 1, 2 are O(t-y) with y > 1, 
for example, then (5.1) is satisfied. 
Proof. It suffices to show that 
s 
m 
S(t) dt 
0 
(5.2) 
exists and is finite. From (3.4), we have s(t,) - ct, < - d to and 
At, < s(t,) + ct, . An elementary estimate of (3.2) yields 
2&o) - * + [i(t,) + -1 e -4v/u)(t--to) < j(q 
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and 
W&J) i(t) < - Wd -bld(t--t~) 
V 
+ [S(tcJ - -y] e 
for t > t, . Setting t = 2t, and using (3.3), we obtain 
/ @,)l < 2Eo + Ce-(YI@)to* 
V 
(5.3) 
The convergence of (5.2) follows from (5.1) and (5.3), so that the proof of 
the theorem is complete. 
Consider any compact x-interval [x1 , ~a]. Set 
THEOREM 4. Supposefi,gI-+Oasx+ - aandfz,g,-tOasx+ + co. 
Then w(t) --f 0 as t + co. If fi , gi , i = 1, 2 have compact support or ;f they 
tend exponentially to zero, then w(t) decays exponentially to zero. If fi , gi , 
i = 1, 2 tend to zero slower than exponentially, then w(t) tends to zero at the 
same rate. 
Proof. We consider, without loss of generality, the case of ur 5 Q and 
x1 < x < s(t). Since .X - ct < s(t) - ct < - At, we have, according to (3.5), 
sup I +, t) + rll(“, 4 ,< E (9 (5.4) 
s,eGs(t) 
Now there exists a t, such that if x1 < x < s(t) and t > t, , then 
- (c - A) t < E < s(t). Then R + ct 3 At and 
First we need a lower bound on T(X, t). Using (3.4) and x1 < x < s(t) 
it is easily seen that 
Xl + ct 
7(x, t) >, 7* = m. (5.6) 
Then S(T) - CT < - AT < - AT* and S(T) + CT = x + ct > At. It therefore 
follows from (3.2) and (5.3) that 
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Combining (5.4), (5.5), (5.7) we obtain 
w(t) < 5E (g + “Ce-(Y/2+*. (5.8) 
Since t and T* are proportional, the assertions of the theorem follow from 
(5.8). 
6. THE NONLINEAR PROBLEM 
We now return to the original full nonlinear problem (l.l)-( 1.4). Because 
of the difficulties mentioned in the introduction which are inherent in dealing 
with the nonlinear equations of gas dynamics globally, we confine ourselves 
here to a brief discussion of the local problem for small time. Actually we 
show how (l.l)-( 1.4) can be reformulated into a system of ten simultaneous 
functional-integral equations and indicate how these can be solved for small 
time by successive approximation. Since we feel it is the global problem 
(instead of the local one) that is really of interest here, we do not bother to 
carry out all the details of the successive approximation so as to obtain a 
precise local existence and uniqueness theorem. 
For the nonlinear problem (l.l)-( 1.4) the sound speed c is no longer a 
constant, but is a monotonic function of the density: 
ci zzz [&q-y; i= 1,2. (6.1) 
Following standard practice (see Garabedian [2], p. 511 or Courant- 
Friedrichs [l], p. 87) we introduce the functions 
2 .\/Ay (v-l)/2 ti(pi) = j z dpi =- 
I y-lPi 
2 = ( 1 3 ci; i= 1,2, 
(6.2) 
and form the Riemann invariants 
Y’f ~ Ui f ~ii; z i= 1,2. (6.3) 
The system of partial differential equations occurring in (1.1) and (1.2) can 
then be cast into the diagonal form 
(6.4) 
where 
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According to (6.4) the Riemann invariants ri+ and ri- are constant along the 
characteristics defined by dxldt = hi+ and dxldt = hi-, respectively. Observe 
that the ui , /i , ci and Xi* can all be expressed as linear combinations of ri+ 
and yi-. In particular, 
Aif = L&t + q- 
(6.6) 
Ai- = y Tit + !Lp Ti-. 
The pi and pi can also be expressed in terms of rif and ri- by means of Eqs. 
(6.2) and (1.4). Hence the problem (l.l)-(1.4) will be solved if we can deter- 
mine the function s(t) together with the Riemann invariants rif and yi- for 
i= 1,2. 
Let (Y = 2 dA7<r - 1) and set Di* = Gi f ~#~(+)/a. Note that the 
Riemann invariants have the initial values Y~*(x, 0) = D,*(x). In what 
follows we shall denote the solution of the initial value problem 
dx 
;ii = Ai*, 44 = 5 
by x = &*(t; 4,~). Here the explicit dependence of the solution of (6.7) 
on the yif through (6.6) h as b een suppressed in order to simplify notation. 
We shall consider solutions such that 
Ai- < s < Ai+ and Aif - Ai- = 2ci > 0 w 
for i = 1, 2 in a strip of the form 
Note that conditions (6.8) are implied by 
1 S - Ui 1 < Ci and ci > 0. (6.8)’ 
Let (I, T) be a point of s2 such that 6 # s(7) and consider the backward 
characteristic {x = {i*(t; I, T); t < r} emanating from the point (6, T). 
Two possible situations must be distinguished: Case I: The backward 
characteristic does not touch the free boundary x = s(t) before it intersects 
the x-axis at the point ti*(O; 6, T). Case II: The backward characteristic does 
touch the free boundary before it intersects the x-axis. In Case II let 
7’ = T’(f, T) be the first time it hits; i.e., 0 < 7’ < 7 and &*(T’; 6, T) = S(T’) 
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but &*(t; 6,~) f s(t) for 7’ < t < 7. Because of (6.8) only certain possi- 
bilities are present: 
E < 44 47) < 5 
(i= 1) (i = 2) 
+ I I or II 
I - I or II I 
Note that if {x = ci*(t; 5, T); t < T> falls under Case II, then 
{x = &*(t; S(T), 7’); t < T’} necessarily falls under Case I. 
Integrating (6.7) we obtain 
St*@; E, T) = 5 + it V(Sa+; t, 4, w) dw. (6.9) 
7 
In Case I it follows from (6.4) and (6.7) that 
Yi’(5‘, 7) = a*(si*(o; cc, 7)). (6.101) 
In Case II we obtain yi*(fr T) = Di*(ti*(7’; 5, T)). But yi+ + ri- = 22~ and 
ui = S at the free boundary. Hence in Case II 
Yi*(if, T) = z(T’) - o,*(&*(o; S(T’), 7’)). (6.1011) 
Set p = 2y/(r - 1) and 
R s Ad-la-B[(r,+ - yl-)B - (Ye+ - y2-)“I. 
Then the free boundary condition (1.4) can be written as i(T) = R(s(T), T). 
Therefore, 
i(T) = b + 1; R(s(w), w) dw (6.11) 
and 
.T 
S(T) = 
J 
s(w) dw. (6.12) 
0 
It is clear that (l.l)-( 1.4) and (6.9)-(6.12) are equivalent within the class 
of differentiable solutions satisfying (6.8). Hence we regard (6.9)-(6.12) as a 
system of ten simultaneous functional-integral equations for the determina- 
tion of the ten unknowns &*, yif, S, s in which solutions are to be sought 
which satisfy (6.8). 
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In order that (6.8) be satisfied, even for small time, certain restrictions 
must be placed on the data (b, F1 , G, , F, , G2). From (6.8)’ we see that the 
requirements are: Fi should be strictly positive and bounded away from zero, 
uniformly in X, in order to insure that ci > 0; 1 Gi 1 must be uniformly 
sufficiently small in comparison to the lower bound on Fi; and 1 b 1 should 
be sufficiently small so as to insure that 1 S - ui / < ci . For smooth data 
satisfying these restrictions and the obvious compatibility conditions it is 
possible to formulate a variant of the method of successive approximations 
for the system (6.9)-(6.12). In this connection an awkward situation arises 
in the process of iteration if &i, rl* and &*, ye+ remain defined only to the 
left and to the right, respectively, of x = s(t). The &f, Y$ (z’ = 1, 2) must be 
defined on all of J2 and (6.9)-(6.12) interpreted to hold in Q. The data Fi , 
Gi (i = 1, 2) must also be extended in an appropriate fashion to all of R1. 
Then for T > 0 sufficiently small it can be shown that the successive approx- 
imations converge to a solution of (6.9)-(6.12). 
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