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ABSTRACT
A general methodology is developed to (i) determine the mean and standard
deviation of laminate properties given models for them, (ii) tailor mean laminate
properties to specified goals (if possible) while also minimizing the standard
deviation of the laminate properties, and (iii) quantify the sensitivity of a laminate
property to variations in the constituent properties that appear in the model for the
laminate property. New probabilistic methods, including an extended Monte Carlo
technique that provides for the definition of sensitivity metrics, are developed to
predict the means, standard deviations, and sensitivity metrics of laminate
properties. Here, laminate stiffness, hygroelastic, thermoelastic, and strength
properties are predicted. A new global optimization method, dubbed the Stochastic
Simplex Method (SSM), is developed to tailor mean laminate properties and also
minimize their standard deviations. The probabilistic and optimization methods
provide a means to design composite laminates to have specified thermo/hygro
elastic and/or stiffness properties with minimal variability about the specified
values. Favorable comparisons with experimental data for the elastic,
thermoelastic, and strength properties are shown to verify the analysis methods.
Extensive parametric studies are presented which demonstrate the strong
dependence of the amount of variability of a laminate property on laminate design
(e.g. layup angles). Contour plots of the predicted mean, standard deviation, and
coefficient of variation (when applicable) of all the predicted laminate properties are
presented for the [+I±p]s (where 0 and P are variables) laminate family. Sensitivity
studies are presented showing the relative importance of variations in different
constituent properties to variations in laminate properties. Optimal layups for
maximal dimensional stability and stiffness (often the desired characteristics for
space structures) are presented.
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A Laminate extensional stiffness matrix
A, Secondary weight factor on ith laminate property goal portion of
cost function
ASA Adaptive Simulated Annealing
Al Refers to linear probabilistic method (approach of McManus)
A2 Refers to extended linear probabilistic method
A3 Refers to Monte Carlo approach
A4 Refers to general approach to determine sensitivity metrics
b* Part of inverse laminate stiffness matrix
B Laminate coupling stiffness matrix
B, Secondary weight factor on standard deviation of ith laminate
property portion of cost function
CMB Coefficient of Moisture Bending
CME Coefficient of Moisture Expansion
CTB Coefficient of Thermal Bending
CTE Coefficient of Thermal Expansion
cjk Correlation coefficient
ci Parameter in annealing schedule for ith parameter temperature
c Parameter in annealing schedule for acceptance temperature
d* Part of inverse laminate stiffness matrix
20
D Dimension of design space
D Laminate bending stiffness matrix
A 2 d, Sensitivity of ith laminate property to jth ply property
or geometric parameter variations, from approach A2
A4du, Sensitivity of ith laminate property to jth ply property
or geometric parameter variations, from approach A4
A2 d Combined (over all plies in laminate) sensitivity of ith laminate
property to [specified ply property], from approach A2
A4di Combined (over all plies in laminate) sensitivity of ith laminate
property to [specified ply property], from approach A4
E Cost function value (or "Energy") of a new point
Eo Cost function value (or "Energy") of the most recent accepted
(i.e. that passed the Boltzmann test) point
Ex Laminate longitudinal stiffness
Elk Longitudinal stiffness of kth ply
E, Laminate transverse stiffness
Etk Transverse stiffness of k ply
Ex Laminate longitudinal stiffness goal
, Laminate longitudinal stiffness goal
fy, Function for laminate property Y,
GA Genetic Algorithm
Gxy Laminate shear stiffness
Gltk Shear stiffness of kt ply
Laminate shear stiffness goalGxy
h Laminate thickness
K Boltzmann's constant
k Annealing time steps
k, Annealing time steps for i th parameter temperature
kfi Number of annealing time steps, for the ith parameter, to reach
temperature T
k,' Rescaled annealing time for ith parameter temperature
kacceptance Number of acceptance (pass Boltzmann test) events
krescale Number of annealing time steps between rescaling
(reannealing) the parameter temperatures
krestart Number of annealing time steps between replacing the worst
point in the simplex with the best point found so far
Li Lower bound of ith parameter
mi Parameter in annealing schedule for parameter temperatures
M Vector of running-moments
M H  Vector of hygral running-moments
MT Vector of thermal running-moments
n Number of plies in laminate
n, Parameter in annealing schedule for parameter temperatures
N Number of samples
N Load case
N Vector of running-loads
NH  Vector of hygral running-loads
22
NT Vector of thermal running-loads
01,...,06 Refer to optimization runs one through six that each correspond
to a different set of primary weight factors
Po Probability that a system (e.g. a molecule) has some minimum
energy
PMC Polymer Matrix Composite
q Quenching parameter in annealing schedules
Q Reduced ply stiffness matrix in ply coordinates
Q Reduced ply stiffness matrix in laminate coordinates
rO, jth uniformly distributed random deviate between 0 and 1
R Load factor
REPE First ply failure load factor
RLPF Last ply failure load factor
s, Sensitivity at of ith parameter at the best point found so far,
used for rescaling parameter temperatures
s,, Maximum sensitivity of the parameters at the best point found
so far, used for rescaling parameter temperatures
Sk Shear strength of kh ply
SD[*] Standard Deviation of *
SSM Stochastic Simplex Method
tk Thickness of kth ply
T Transformation matrix
T,(k) Parameter temperature of ith parameter at annealing time step k
To, Initial parameter temperature of ith parameter
T(k) Parameter temperature of ith parameter at annealing time step k
Tka~ceptace) Acceptance temperature at kacceptance acceptance events
occeptance Initial acceptance temperature
Tf Parameter temperature of ith parameter reached in kf annealing
time steps
Ui Upper bound of ifh parameter
WH  Vector of hygral bending coefficients
WT  Vector of thermal bending coefficients
xH Minimum standard deviation of longitudinal hygral bending
coefficient
Wx Minimum standard deviation of longitudinal thermal bending
coefficient
Xt ith parameter
x Vector of parameters
xo Vector of parameters from previous iteration
X Constituent (ply) material property or geometric parameter
SMean constituent (ply) material property or geometricJ
parameter
CXk Longitudinal compressive strength of kth ply
TXk Longitudinal tensile strength of kh ply
CYk Transverse compressive strength of kth ply
TYk Transverse tensile strength of kth ply
Y, ith laminate property
y(k) kth value in a data set of ith laminate property values
a Vector of ply in-plane coefficients of thermal expansion in
ply coordinates
at Vector of ply in-plane coefficients of thermal expansion in
laminate coordinates
ia Vector of laminate in-plane coefficients of thermal expansion
alk Longitudinal coefficient of thermal expansion of kh ply in ply
coordinates
ax Laminate longitudinal coefficient of thermal expansion
ax Laminate longitudinal coefficient of thermal expansion goal
i Vector of laminate in-plane coefficients of thermal expansion
Pl1k Longitudinal coefficient of moisture expansion of kth ply in ply
coordinates
ix Laminate longitudinal coefficient of moisture expansion
A3 Laminate longitudinal coefficient of moisture expansion goal
AH Difference between laminate moisture content (percent fraction
of dry weight) and stress free moisture content
AT Difference between laminate temperature and stress free
temperature
6 Perturbation parameter used in approach A4
s Vector of laminate strains in ply coordinates
E Vector of laminate strains in laminate coordinates
so Vector of laminate midplane strains
Y, Constants in general expression for laminate property standard
deviations (approach A4)
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77 Parameter in annealing schedule for acceptance temperature
K Vector of laminate curvatures
KH Vector of laminate curvatures induced by a uniform moisture
content change
xCT  Vector of laminate curvatures induced by a uniform
temperature change
A Numerical differentiation parameter used in approach A2
vltk Major Poisson's ratio of kth ply
Vx Major Poisson's ratio of laminate
Laminate major Poisson's ratio goal
0 Vector of layup angles
Ok Layup angle of kth ply
0 Vector of optimal layup angles
a Vector of stresses in a ply in ply coordinates
G Vector of stresses in a ply in laminate coordinates
a, Longitudinal stress in a ply in ply coordinates
a, Transverse stress in a ply in ply coordinates
at, Shear stress in a ply in ply coordinates
^xj Standard deviation of ply property X,
rY, Standard deviation of laminate property Y,
i, Standard deviation of the ith laminate property with thejth ply
standard deviation perturbed
cr Fundamental frequency of optical support structure
Primary weight factor in cost function
CHAPTER 1
INTRODUCTION
Space structures often have strict performance requirements on
thermal and hygral deformation, strength, stiffness, and weight. Composite
materials, particularly polymer matrix composites (PMCs), are strong
candidates for such applications because of their high specific strength and
stiffness, and the flexibility they give the designer to tailor properties. For
example, it is possible to tailor composite laminates to have very low
coefficients of thermal expansion (CTEs). This makes them attractive for
dimensionally critical space structures such as antennae and waveguide
supports, optical platforms, solar reflectors, truss tubes, and instrument
support panels. A high level of dimensional stability may be a requirement
for such structures; for example, a recently proposed microsatellite design for
a space based telescope requires that the optical support structure have a
near-zero CTE [1].
Composites used in space structures are often exposed to humid air
(e.g. prior to launch), extremes in temperature (e.g. in orbit), and mechanical
loads (e.g. during launch). Many matrix materials used in PMCs absorb
moisture causing the matrix to swell. Also, without some form of
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temperature control, exposed objects in low earth orbit experience
approximately -65 OC (±150 OF) temperature swings; exposed objects in
geosynchronous orbit can experience +120 oC (+250 OF) temperature swings.
Deformation due to these large temperature swings and swelling due to
moisture absorption may result in a failure to meet mission objectives. Thus,
there is a large demand for dimensionally stable materials, i.e. materials that
do not deform with changes in temperature and/or moisture environment.
The advantages of the tailorability of PMCs are not limited to
dimensional stability. There are numerous applications where particular
laminate stiffness and/or elastic properties are desired. For example, it may
be desired to match the CTE of a laminate to that of another material bonded
to it (e.g. solar cells) to help prevent delamination. Particular stiffness
properties which result in favorable dynamic or aeroelastic behavior are often
desired. The strength of composite laminates, which can also be tailored, is
of concern since large loads are often encountered during launch. For
example, a payload on the Pegasus launch vehicle experiences up to 13g axial
and 9.5g lateral loading [2].
1.1 MOTIVATION
Methods exist for calculating composite laminate properties based on
the known ply properties. However, material and manufacturing
uncertainties, such as variations in ply material properties, layup angles,
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fiber volume fractions, and cured thicknesses, result in variations of laminate
properties. When dimensional stability is required it is critical to take into
account the variability of laminate properties. For example, in theoretically-
zero CTE laminates, the performance metric becomes the magnitude of the
variation of the CTE, since the mean CTE is zero (or nearly so).
Over the past decade there has been an increasing trend to include the
effects of the variability of loads, geometry, material properties, etc., when
analyzing structures. This trend is in large part driven by the drawbacks of
using a "traditional" knockdown (safety) factor approach to deal with
uncertainty. The use of a safety factor approach in the design of composite
structures is particularly restrictive.
The magnitude of the variation of composite laminate properties is a
function of design variables (e.g. layup angles). This makes it difficult to
define a safety factor based on "engineering judgment" and accumulated
experience that blankets the infinite possible laminate designs.
Furthermore, to do so would negate an important advantage of composites:
the ability to tailor the magnitude of variation of the laminate properties
themselves. This is a particularly important point with regard to the design
for dimensional stability. There are often many candidate designs for
dimensionally stable structures based on deterministic analyses, but many of
these designs are found to be poor when the effects of uncertainty are
included.
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The use of safety factors (for strength, thermal deformation, etc.) can
significantly alter design allowables, often resulting in a substantial increase
in weight in order to meet mission objectives. This is of particular
importance for aerospace structures since a substantial increase in weight
corresponds to a substantial increase in cost. There is no general measure of
the reliability of these safety factors; they are established by "engineering
judgment" and accumulated experience. An alternate approach that
accounts for the variability of laminate properties being a function of
laminate design is of practical importance from both engineering and
economic perspectives.
1.2 PRESENT WORK
The goal of the present work is to develop a general methodology to (i)
determine the mean and standard deviation of laminate properties given
models for them, (ii) tailor mean laminate properties to specified goals (if
possible) while also minimizing the standard deviation of the laminate
properties, and (iii) quantify the sensitivity of a laminate property to
variations in the constituent properties that appear in the model for the
laminate property. This methodology can be used by designers of composite
structures to anticipate and minimize the magnitude of variability in
laminate properties and to identify the critical properties and/or geometric
variables that must be controlled during manufacture to assure laminate
performance.
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New probabilistic methods to determine the means, standard
deviations, and sensitivities of laminate properties are developed. The
probabilistic methods are coupled with models for the laminate stiffness,
hygroelastic, thermoelastic, and strength properties. Also, some recently
defined laminate properties are modeled: the coefficients of thermal and
moisture bending (CTB and CMB respectively) [3]. The CTB and CMB are
the out-of-plane analogs to the in-plane CTEs which characterize the bending
or warping of a laminate due to changes in temperature and moisture
content. A new global optimization method, here dubbed the Stochastic
Simplex Method (SSM), is developed for tailoring mean laminate properties
to specified goals while also minimizing their standard deviations. The
probabilistic and optimization analysis methods are implemented in an easy-
to-use menu-driven computer code.
The probabilistic and optimization methods, developed here, form a
tool for the analysis and design of composite laminates. The methods provide
a means to design composite laminates to have specified thermo/hygro elastic
and/or stiffness properties with minimal variability about the specified
values. Comparisons with experimental data for the elastic, thermoelastic,
and strength properties are shown to verify the analysis methods and
demonstrate where there is a need for more accurate modeling. Extensive
parametric studies were performed to examine predicted trends; contour
plots of the predicted mean, standard deviation, and coefficient of variation
(when applicable) of all the predicted laminate properties are presented for
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the [+0/+±Pls family of laminates (where 0 and P are variables). The
probabilistic methods were used to carry out sensitivity studies to examine
the relative importance of variations in the different ply material properties
and geometric parameters to the variations in laminate properties. Optimal
layups were determined for maximizing dimensional stability and stiffness,
which are often the desired characteristics for space structures.
1.3 OVERVIEW
In Chapter 2 the previous work relevant to the problem is reviewed.
This includes relevant examples of both analytical and experimental studies
of laminate elastic, thermoelastic, hygroelastic, and strength properties.
Relevant optimization methods and works where optimization methods are
used in the design of composite laminates are also reviewed. A problem
statement summarizing the present work is presented in Chapter 3. The
analytical methodology and optimization method are developed in Chapter 4.
In Chapter 5 the analysis is verified against existing experimental data;
extensive parametric analyses and optimal layups for maximum dimensional
stability and stiffness are presented; and the present approach is used to
design a satellite structure for maximal dimensional stability with complex
constraints imposed by the satellite mission objectives. Chapter 6 is a
discussion of the results presented in Chapter 5 and the overall lessons
learned from this work. Finally, conclusions and recommendations for future
work are presented in Chapter 7.
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CHAPTER 2
BACKGROUND
It is well known that composite materials can be tailored to achieve a
high level of dimensional stability [4-9]. However, the variability of
constituent material properties, geometric parameters, etc., have placed
limits on the achievable level of dimensional stability. This variability also
limits the ability to precisely predict stiffness and strength properties.
Consequently, much research has recently been devoted to probabilistic
analysis methods that are capable of predicting the effects of this variability.
Considerable work has been done on probabilistic methods for calculating the
reliability of structures [10-12], including composite structures [13-17], and
for calculating the functional performance of space systems [18, 19]. The aim
of the present work is more modest than these efforts at global structural
analysis, although it is not removed from them. The present work
concentrates on the design of composite laminates to have specified
properties, and the minimization of the variability expected in these
properties.
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One of the most important advantages of composites is the freedom
they give a designer to tailor their properties. Much work has been done on
optimization methods to determine how to tailor composites for specific
problems. However, very little work has been done on optimization methods
that account for effects due to the inherent variability of geometric
parameters and material properties. Specifically, no work known to the
author has been done on optimization methods to tailor composite laminates
to have specified stiffness and/or elastic properties with minimal variability
about the specified values.
In this chapter, works for the deterministic and probabilistic
prediction of laminate properties, and relevant optimization methods, are
reviewed. This review, as with any, is not complete. In areas of particular
relevance, such as optimization and the prediction of CTE variations, an
attempt was made to be thorough. Otherwise, only works used in the
development and verification of the present analysis methods are reviewed.
2.1 LAMINATE STIFFNESS, THERMO/HYGRO ELASTIC, AND
STRENGTH PROPERTIES
The accuracy of predicted themoelastic and hygroelastic properties is
critical when designing dimensionally stable composite structures.
Considerable work has been done on micromechanical models to predict ply
and laminate properties based on properties of the fiber and matrix [20-27].
Bowles and Tompkins [20] compared ply longitudinal and transverse CTE
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predictions from several micromechanics models with finite element models
and experimental data from 0o unidirectional laminates. They found the
models predicted the longitudinal CTE well, but the predicted transverse
CTE did not compare well with the experimental data. They also carried out
a sensitivity study and concluded that the longitudinal CTE was most
sensitive to the longitudinal fiber CTE, and that the transverse CTE was
most sensitive to the matrix CTE. Their approach was based on
micromechanics and did not model variations in geometry or material
properties that vary from ply to ply in a laminate.
Rogers et al. [28, 29] measured the CTEs of several different
laminates at various temperatures. They noted that specimens with the
same layup had different CTEs, but offered no explanation for the
differences. Jones et al. [30] and Romeo and Frulla [31] also presented data
showing differences in the CTEs of nominally identical laminates, neither
addressed the differences. Experiments carried out by Abernathy [3] showed
significant differences between the CTBs of nominally identical laminates.
These differences were shown to be significantly larger than the uncertainty
inherent in the test methods, and was attributed to variations in ply material
properties and geometric parameters.
Experimental data for the coefficient of moisture expansion (CME) also
show differences in nominally identical laminates [32, 33]. Stiffness and
strength properties exhibit this behavior as well, e.g. [34, 35].
2.2 PROBABILISTIC METHODS FOR THE PREDICTION OF
LAMINATE PROPERTIES
The variability of laminate properties, particularly the thermoelastic
and hygroelastic properties, impose a practical limit on the level of
dimensionally stability that can be achieved. This variability also limits the
ability to tailor laminate properties to precise goals. Consequently, much
research has centered on the development of probabilistic methods to predict
the amount of variability to expect in laminate properties.
Tompkins and Funk [36] studied the effects of changing the ply
stiffness and thermoelastic properties by 10% of their mean values. They
considered several different layups and material systems and used CLPT to
calculate the laminate CTEs. They found that variations in the ply CTEs
and longitudinal stiffness had the most influence on the laminate CTE.
Wanthal and Petter [33] determined the statistical distributions of the
fiber and matrix elastic and strength properties using extensive databases
built from quality control tests from two manufacturers. They found that, by
using probabilistic micromechanics models developed by Chamis et al. [15,
25, 37], that statistical distributions of the laminate stiffness properties can
be predicted well, but that the same cannot be said for the strength
properties. They supposed that the full strength of the fibers (as measured in
individual fiber tests) is not realized in the laminate due to damage induced
during the prepregging process. They proposed that the effective statistical
properties of the fibers should be back-calculated from unidirectional
laminate tests to account for the damage. Yamada and Sun [38] determined
the statistical distribution of the ultimate strength of four different laminates
by doing a Monte Carlo simulation assuming that the ply strengths are
random variables with a two parameter Weibull distribution. They
demonstrated excellent correlation with experiment using fitted parameters
in the Weibull distribution and a quadratic ply failure criteria (which they
proposed). However, the sources of the variability of the ply strengths was
not addressed.
McManus [39] developed a method for calculating the mean and
standard deviations of the stiffness and elastic properties of composite
laminates. The laminate properties were considered dependent random
variables that are functions of ply material properties and geometric
parameters, which were assumed to be independent random variables. The
functions for the laminate properties were linearized about the mean ply
material properties and geometric parameters. The linearization greatly
simplified the mathematics and, via basic probability theory and CLPT, a
simple and efficient method capable of determining the means and standard
deviations of the laminate properties was achieved. However, this approach
is limited to cases where the laminate properties can locally (in the vicinity of
the mean ply material properties and geometric parameters) be
approximated as a linear function of the ply properties. Also, the stiffness
and elastic properties were assumed to be constant from ply to ply and only
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vary from laminate to laminate. Sable [40] used the method developed by
McManus and various other analysis tools to determine performance metrics
for an antenna. This work demonstrated how probabilistic methods could be
used as practical tools in the analysis of larger space structures. Abernathy
and McManus [41] extended the method of McManus to include the effects of
volume fraction variations and to predict variations in the CTBs and CMBs.
2.3 OPTIMIZATION
Given that one of the major advantages of composites is that they can
be tailored, it is important that methods are available to determine how to
tailor composites for particular problems. Numerous investigators have
proposed techniques for optimizing composite laminates and structures. A
good general review of optimization methods applied to composite laminates
(e.g. for buckling, strength, frequency, etc.) can be found in [42].
The present review concentrates on optimization methods that have
been used to optimize laminate stiffness and/or elastic properties. The
reason for this greatly abridged review is that for purposes of optimization
this work is primarily concerned with two problems: (i) design for maximal
dimensional stability, and (ii) the tailoring of thermo/hygro elastic and
stiffness properties to precise goals. All of the optimization methods
reviewed maximize/minimize some function that is a metric of
"goodness/badness" of, for example, the design of a composite laminate for a
particular problem. This function is often referred to as the cost function and
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is generally problem specific. (The "cost function" is also often referred to as
the "objective function." The name "cost function" is used here.)
Analytical methods using closed form and/or graphical solution
methods have been used to optimize laminates for stiffness [43-47]. Most of
these methods are limited to optimization with respect to only a few
parameters, or to consideration of only symmetric and balanced laminates.
Nonlinear programming methods, which use techniques from multivariate
calculus to find the extrema of continuous functions, have been extensively
used to optimize composite laminates [47-54]. All of these optimization
techniques are based on deterministic cost functions that do not include the
effects of the variability of material properties and geometric parameters. To
this end, Murotsu and Shao [55] present an optimization method that is
capable of including the effects of the variability of material properties and
geometric parameters. They use a reliability index (see reference [10] for a
good introduction to reliability theory) as a measure of the variability of the
laminate properties. However, none of these methods account for the
multimodal cost functions that can arise for composite laminate properties
(e.g. minimizing laminate CTEs). These optimization methods have no
guaranteed of finding the global (as opposed to local) optima of a multimodal
cost function; they converge to the first minima they encounter.
Given the difficulties of applying the previously discussed
optimization methods to composite laminates, some investigators have used
so-called Genetic Algorithms (GA). GAs are optimization algorithms based
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on Darwinian models of natural selection and evolution. The original
concepts of GAs were developed by Holland [56]. Many empirical simulations
have demonstrated the efficiency and robustness of GAs on different
optimization tasks [57-59]. GAs have only recently been used to optimize
composite laminates, with much success [60-65]. A GA has recently been
incorporated into the PANDA2 [66] laminated composite panel analysis
program, demonstrating the usefulness of optimization in the design of
composite panels [64].
Although GAs have been used successfully for the optimization of
composite laminates, the rate of convergence is excessively slow [64, 67].
GAs typically converge to better solutions than the previously discussed
methods when applied to multimodal cost functions. However, GAs are not
guaranteed to find the global optima for two reasons: (i) the algorithms
introduce precision limits that can substantially reduce solution accuracy,
and (ii) the search process does not ergodically cover and search the design
space [67]. The first deficiency has partly been addressed using methods
such as dynamic parameter encoding [101]. However, the second deficiency
has been largely unresolved.
None of the optimization methods discussed have been applied to the
problem of designing composite laminates for maximum dimensional
stability. This is probably in part due to the complex multimodal nature of
the problem, which most optimization methods cannot handle, and the fact
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that efficient probabilistic analysis methods suited to optimization have only
recently been developed [3, 39, 68].
In the present work a new optimization method is developed that is a
hybrid of a modified version of the downhill simplex method and a modified
version of the simulated annealing algorithm. The downhill simplex method
was first developed by Spendley et al. [69] and later revised by Nelder and
Mead [70]. In its original form the downhill simplex method is a relatively
simple optimization method which cannot handle multimodal cost functions.
The simulated annealing algorithm was first introduced as a Monte
Carlo importance-sampling technique for doing large dimensional path
integrals arising in statistical physics [71]. The name of the algorithm was
coined from an intuitively satisfying analogy with thermodynamics,
specifically the way that liquids freeze and crystallize, or metals cool and
anneal [72]. For a theoretical treatment of the algorithm the reader is
referred to Romeijn [73] as a good starting point. The algorithm has been
used to solve a variety of problems, e.g., finding the optimal wiring for a
densely wired computer chip [74]. More recently, the algorithm was modified
by Ingber [75], significantly improving convergence speed and renamed Very
Fast Simulated Re-Annealing (VFSR). VFSR was later renamed Adaptive
Simulated Annealing (ASA) by Ingber [76]. The algorithm has been applied
to several systems, ranging from combat analysis [77, 78], to finance [79, 80],
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to neuroscience [81, 82]. The algorithm is now used world-wide across many
disciplines [83].
The SSM is a combination of modified versions of the Downhill
Simplex Method and the ASA algorithm that is capable of handling
multimodal cost functions. In this thesis, the convergence speed of the SSM
is compared with that of a GA and the ASA algorithm on a set of test cost
functions typically used for GA and ASA benchmarking [67]. The SSM lends
itself to a simple statistical proof of convergence to the global optima by
drawing on results derived by Ingber [75].
CHAPTER 3
APPROACH
This chapter presents a concise statement of the problem addressed in
this thesis and a very brief summary of the modeling and optimization
approach used to solve the problem. The full development of the modeling
and optimization methods is presented in Chapter 4.
3.1 PROBLEM STATEMENT
The goal of the present work is to develop a general methodology to (i)
determine the mean and standard deviation of laminate properties given
models for them, (ii) tailor mean laminate properties to specified goals (if
possible) while also minimizing the standard deviation of the laminate
properties, and (iii) quantify the sensitivity of a laminate property to
variations in the constituent properties that appear in the model for the
laminate property.
The laminate properties of interest are the laminate longitudinal
stiffnesses Ex and E,, major Poisson's ratio vy, shear stiffness Gx, coefficients
of thermal expansion a, coefficients of moisture expansion 3, coefficients of
thermal bending WT, coefficients of moisture bending WH, and the First and
Last Ply Failure (FPF and LPF respectively) load factors of the laminate, RFPF
and RLPF. The "starting" lengthscale of the present models for the laminate
properties is at the scale of a ply. The ply material properties that appear in
the models are: the longitudinal and transverse stiffnesses El and E,, major
Poisson's ratio vlt, shear stiffness G1t, longitudinal and transverse CTEs a, and
at, and longitudinal and transverse coefficients of moisture expansion (CME)
A7 and fl,. The ply geometric parameters are the thicknesses t and layup
angles 0.
In order to use an optimization method to tailor laminate properties to
specific goals an appropriate measure of cost must be defined. The
optimization problem statement is as follows:
fc(): min f. (0) }  (3. 1,a,b)
subject to: --<_ <-
2 2
Where fc(0) is the cost function, 0 is a vector of the ply layup angles, and 0'
is a vector of the optimal layup angles. The Ai and Bi are weight factors that
have the inverse units of their respective laminate properties (some may be
zero). The P are the mean laminate properties (which are functions of the
ply geometric parameters and material properties), the P, are the goals for
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the mean laminate properties (which are specified), and the ao, are the
standard deviations of the laminate properties.
3.2 MODELING AND OPTIMIZATION APPROACH
The probabilistic analysis makes use of Classical Laminate Plate
Theory (CLPT) and a stress based failure criterion. The laminate properties
are assumed to be dependent random variables that are deterministic
functions (via CLPT and failure criteria) of ply geometric parameters and
material properties, which are considered to be independent random
variables. Two new probabilistic methods are developed: a Monte Carlo
method for the laminate failure properties, and a novel extension of the
method originally developed by McManus for the laminate stiffness and
elastic properties. Both probabilistic methods provide for the definition of
sensitivity metrics. The sensitivity metric quantifies the contribution of the
variation of a particular ply property to the variation of a particular laminate
property.
For optimization a new global optimization method is developed. The
method may be briefly described as an adaptive importance sampling
technique (see Chapter 4 for the full development). The optimization method
is used to determine the global minimum of the cost function defined in Eq.
3.1.
The probabilistic and optimization methods are implemented in an
easy-to-use menu-driven computer program. Predicted results are compared
with those from a general Monte Carlo method (which operates on the full
nonlinear problem, but is very computationally expensive and does not
provide for the definition of sensitivity metrics) and experimental data. The
computer program is used to carry out extensive parametric analyses on
general laminate families for all the laminate properties.
CHAPTER 4
ANALYSIS AND OPTIMIZATION METHODS
In this chapter the modeling and optimization methods are developed.
In section 4.1 Classical Laminated Plate Theory is briefly reviewed and the
laminate stiffness and elastic properties are defined. The failure models are
described in Section 4.2. The probabilistic methods are developed in Section
4.3. The optimization method is described in Section 4.4. Last, the
implementation scheme is described in Section 4.5.
4.1 CLASSICAL LAMINATED PLATE THEORY
Classical Laminated Plate Theory (CLPT) allows for the prediction of
laminate elastic, thermoelastic, and hygroelastic properties from ply
geometric parameters and material properties. Here, CLPT is only briefly
reviewed since the intent is more to define notation rather than present the
theory. For a more thorough introduction to CLPT the reader is referred to
[84]. There are three basic assumptions made in the development of CLPT:
(i) the thickness of the laminate is small compared to the other dimensions,
(ii) strain varies linearly through the laminate thickness, and (iii) plane
sections of the laminate remain plane and perpendicular to the midplane.
Assumptions ii and iii are collectively known as the Kirchoff-Love hypothesis.
A global coordinate system, xyz, is considered to be aligned with the laminate.
This coordinate system is referred to as the laminate coordinate system. The
laminate is made up of n unidirectional plies. Ply properties for each
individual ply are designated by the subscript k, where k=1,2,...,n. The
material axes of the plies, Itz, are rotated an angle Ok relative to the laminate
axes. This rotated coordinate system is referred to as the ply coordinate
system. Each ply has the following known material properties: longitudinal
and transverse stiffness Elk and Etk, major Poisson's ratio vltk, shear stiffness
Gtk, longitudinal and transverse CTEs alk and atk, and longitudinal and
transverse CMEs flk and fitk. The subscripts 1 and t designate longitudinal
and transverse ply properties respectively.
4.1.1 Constitutive Relations
For each ply, in ply coordinates, the constitutive equations are
a = Q(e - aAT- AH) (4.1)
where a is the in-plane stress vector, Q is the reduced ply stiffness matrix, s
is the in-plane engineering strain vector, a is the in-plane CTE vector, 0 is
the in-plane CME vector, AT is the difference in temperature from the stress-
free temperature, and AH is the difference, in percent weight change, from
the stress-free moisture content.
The reduced ply stiffness matrix for the kth ply is a symmetric 3x3
matrix. Using the usual notation [84] the indices of the rows and columns
take the values of 1, 2, and 6. The elements of the reduced ply stiffness
matrix (in ply coordinates) are as follows:
Elk 12( VltkEtk
l(k) = D Dk
Q22(k) =Etk 66(k) = GltkD22(k) -  O (4.2)
Q16(k) = Q26(k) = 0
Dk 12 Etkk  Elk
The vectors of CTEs and CMEs for each ply in ply coordinates are:
[alk 8k1
ak = aOtk I  k 11 /t k  (4.3 a,b)
To determine laminate properties, the ply material properties must be
transformed from the ply coordinate systems (which are different for each
ply) to the single laminate coordinate system. Material properties for each
ply are transformed with the transformation matrix Tk:
cos2 0k sin2 0k 2 sin Ok cos Ok
Tk = sin 2 Ok Cos 2 Ok  -2sin Ok cosOk (4.4)
-sin O cos9 k sin k cos k cos 2 k -sin 2 k
where Ok is the layup angle of ply k. The ply reduced stiffness in laminate
coordinates is found from Qk by a simple transformation of coordinates [84]:
Qk = Tk-1'QkT (4.5)
Vectors and matrices in laminate coordinates are denoted by an over-bar.
The superscript -T denotes first taking the inverse and then the transpose of
the matrix. The transformations for the vectors of stress, strain, CTEs and
CMEs are:
k= T1l (4.6)
E = TT  (4.7)
k = Tkak (4.8)
Ok = T; k (4.9)
Transforming the ply constitutive relation, Eq. 4. i1, to the laminate
coordinate system yields:
S= Q -A T - AH(4.10)
The Kirchoff-Love hypothesis assumes a linear variation of strain through
the thickness of the laminate:
s = Fo + rz (4.11)
where the strain _ includes contributions from the laminate midplane strain
0
o and the laminate curvature K.
The total thickness of the laminate is h, and the origin of the z axis is
assumed at the laminate midplane. Substituting Eq. 4.11 into 4.10 and
integrating through the thickness of the laminate:
h/2 h 2 h/2 h/2 h/2
f5dz= Qsodz+ JQizdz - fQATdz- fQAHdz (4.12)
-h/2 -h12 -h/2 -h/2 -h/ 2
The running loads N, extensional stiffness matrix A, coupling stiffnesses B,
bending stiffnesses D, running thermal "loads" NT, and running hygral
"loads" NH are defined as:
h/2
N= adz (4.13)
-h/ 2
h/2
A = JQdz (4.14)
-h/2
h/2
B= JQzdz (4.15)
-h/ 2
h/2
D= -Qz2dz (4.16)
-h/2
h/2
NT = fQiiATdz (4.17)
-h/ 2
h/2
NH = f QAHdz (4.18)
-h/2
Using the symbols for the vectors and matrices defined in Eqs. 4.13-4.18, Eq.
4.12 can be rewritten as:
N = A&O + BK- N T - NH (4.19)
Rearranging gives:
N + N T + N H = A&O + Bi (4.20)
Similarly, moments are calculated by multiplying Eq. 4.10 by the out-of-
plane coordinate z and integrating through the thickness:
h/2 h/2 h/2 h/2 h/2
~ zdz= JQozdz+ z2dz - QiATzdz - fQ AHzdz (4.21)
-h/2 -h/2 -h/2 -h/2 -h/ 2
The running moments M, running thermal "moments" MT, and running
hygral "moments" MH are defined as:
h/2
M= zdz (4.22)
-h/2
h/2
MT = f-QATzdz (4.23)
-h/2
h/2
MH = QBAHzdz (4.24)
-h/2
Using the symbols for the vectors and matrices defined in Eqs. 4.15, 4.16,
and 4.22-4.24, Eq. 4.21 can be rewritten as:
M = Bgo + D, - M - MH  (4.25)
or
M + MT + MH B + D (4.26)
Combining Eqs. 4.20 and 4.26 in matrix form:
M + MT + MH}[A B]{O (4.27)
Inverting Eq. 4.27:
F RA B-' IN + NT + NH
IJLRDi IM +MT +MHf (4.28)
For convenience another notation for the inverse laminate stiffness matrix in
Eq. 4.28 is introduced:
a * b*] [AB]-
b*T d*JL D (4.29)
Using this notation, Eq. 4.28 becomes:
&0 La* b*] N+NT+NH (4.30)
= b *T d*IM + MT +MH (4.30)
where a *, b *, and d * are 3x3 matrices whose indices follow the previously
mentioned convention (subscripts with values of 1, 2, and 6). The stresses in
ply coordinates, for each ply, may be determined by substituting Eq. 4.30 into
Eq. 4.11 and using the transformation Eq. 4.7 and ply constitutive relation
Eq. 4.1.
4.1.2 Laminate Engineering Constants
The total laminate thickness h is the sum of the individual ply
thicknesses tk:
h= It k  (4.31)
k=l
The laminate stiffnesses are calculated using elements of the inverted
reduced laminate stiffness matrix and the total thickness of the laminate. E,
is the longitudinal laminate stiffness, Ey is the transverse laminate stiffness,
vy is the laminate major Poisson's ratio, and Gxy is the laminate shear
stiffness.
1
E a (4.32)
1
Ey =2(4.33)
' a22h
Sa12 (4.34)all
1
G * h (4.35)
Laminate CTEs and CMEs are found as follows: for a uniform
temperature change, setting N, M, NH and MH to zero, substituting the
definition of NT and MT from Eqs. 4.17 and 4.23 into Eq. 4.30 and replacing
the integral through the thickness with an equivalent summation on the
plies shows the thermally induced deformation to be a constant vector
multiplied by AT. This constant vector consists of the laminate CTEs, which
are:
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/a = a'Qkcktk + b'*Qkak tkk (4.36)
k=1 k=1
Similarly, the laminate CMEs are:
' =a*-QkIktk +b*QkPktk k (4.37)
k=1 k=1
CLPT provides a means for calculating the in-plane laminate
properties. In the following section it is shown that CLPT may also be used
to determine the recently defined coefficients of thermal and moisture
bending [3, 41], which are the out-of-plan analogs of the in-plane CTEs and
CMEs.
4.1.3 Coefficients of Thermal and Moisture Bending
Following the development of Abernathy [3], this section presents a
derivation of the coefficients of thermal and moisture bending, WT and WH
respectively. The derivation begins with Eq. 4.30 in Section 4.1.1. For the
case of no mechanical or moisture loading, N, M, NH and M H , are all zero.
Deformation is then caused only by a temperature change. For a uniform
temperature change in the laminate, substituting the definition of NT and
MT from Eqs. 4.17 and 4.23 into Eq. 4.30 and replacing the integral through
the thickness with an equivalent summation on the plies shows the
thermally induced curvature to be:
T = [b Qk-ktk + d" Qkktk-kT (4.38)
where k is the z coordinate of the midplane of the kth ply. The terms inside
the brackets are only dependent on material properties and geometry, so a
laminate property can be defined as:
WT _ b* Qkaktk + d* Qkaktkzk (4.39)
where WT is the coefficient of thermal bending vector. In a case where there
is no mechanical or temperature loading and a uniform moisture
distribution, the induced curvature due to a change of moisture content is:
CH= [b*rQkxktk + d' QkktkIAH (4.40)
hence
WH - b'r Qk1ktk + d*Qk ktk k (4.41)
where W H is the coefficient of moisture bending vector. WT and WH are the
out-of-plane analogs to the in-plane vectors of the CTEs and CMEs a and f,
respectively.
The laminate engineering constants, as defined in Section 4.1.2, are
strictly valid only for symmetric laminates. In contrast, in a symmetric
laminate, WT and WH are both zero. These properties are only meaningful
for unsymmetric laminates. The different types of thermal and hygral
deformation (for a laminate with free boundary conditions) is shown in
Figure 4.1.
Longitudinal Bending (W, W'H )
Transverse Expansion (a, fly)
K....
Shearing (a,,, fy)
Transverse Bending (WJ, WyH)
Twisting (WX,, WH)
Figure 4.1 Types of thermal and hygral deformation of a free
laminate
Longitudinal Expansion (a,
Lonitudinal Expansion (a , fix
4.2 FAILURE MODELS
For the present work there are two desired outputs of the failure
models: (i) the load at which damage initiates, and (ii) the load at which
global failure occurs. The physics of failure in composites is very complex.
Presently no quantitatively accurate mechanistic based models of the failure
of composite laminates that can handle arbitrary laminate designs (e.g.
different layup angles, ply thicknesses, etc.) exist [92]. Consequently, the
simplest existing models that are known to capture some of the interesting
and relevant phenomena are adopted here. It is assumed that only in-plane
failure modes occur, and that damage occurs at the lengthscale of a ply (as
opposed to, e.g., the lengthscale of a fiber). More complex models exist that
include the possibility of out-of-plane failure modes, e.g. edge delamination
[85], or that model the progressive microcracking of plies [93]. The failure
models used here are admittedly simplistic, however. The simple failure
models capture a significant amount of interesting and relevant phenomena.
Also, it is believed that the simple failure models capture sufficient detail to
determine if the probabilistic methods (developed in Section 4.3) are
applicable to other, perhaps more complex, failure models.
The maximum stress failure theory is assumed [84]. The maximum
stress theory assumes that damage occurs in a ply if any one of the stresses
in the ply (in ply coordinates) exceeds its respective ply strength, that is, for
tensile stresses:
Longitudinal tensile failure a, >X
Transverse tensile failure a t > TY (4.42a)
Shear failure a,, > S
and for compressive stresses:
Longitudinal compresive failure -a, >X (4.42b)
Transverse compresive failure -a,>CY
Where 'X, 'Y, S, CX, and Cy are the ply strengths and are assumed to be
constants. The stresses in Eqs. 4.42 are determined using CLPT (Section 4.1)
with a constant AT and AH and the curvatures set to zero in Eq. 4.27. This is
representative of what actually occurs in a typical test coupon.
For the failure analysis the mechanical loads are scaled as follows:
N -- R{N'} (4.43)
Where N is the running load vector (defined in Eq. 4.13), R is a dimensionless
scaling factor referred to as the load factor, and N' is a load case (typically
with elements of order one). R controls the magnitude of N; N' controls the
relative magnitude of the different components of N. For example,
N' = {1 0 O}T is a load case for uniaxial tension; N' = -1 -1 O}T is a load
case for biaxial compression.
The lowest load factor at which any of Eqs. 4.42 hold for any ply is
assumed to be the load at which damage initiates, and is referred to as the
first ply failure (FPF) load factor, RFFr. To determine the load factor at which
global failure occurs a progressive failure analysis is carried out since all the
plies may not satisfy Eqs. 4.42 at the FPF load factor.
The first step in the progressive failure analysis is to determine the
load factor at which the stress(es) in one or more of the plies just reaches the
ply strength (i.e. the FPF load factor). This load factor is equal to the
smallest (in magnitude) ratio of the stresses in each ply (in ply coordinates)
to their corresponding ply strengths since stress scales linearly with applied
load. The ply or plies with stresses exceeding any one of their respective
strengths at this load factor are assumed to be damaged. The effect of
damage is modeled as a reduction in ply material properties. For shear or
transverse tensile or compressive ply failure (Eqs. 4.42a,b) the ply shear and
transverse stiffnesses (Gtk and Etk respectively) in Eq. 4.3, for the ply that
failed, are reduced by being multiplied by a knockdown factor of 0.5; for
longitudinal tensile or compressive ply failure all the ply material properties
in Eq. 4.3 (Elk, Ek, Gltk, and vytk), for the ply that failed, are multiplied by a
knockdown factor that is very small, but greater than zero to prevent
computational problems. Plies that initially fail in shear or transverse
tension or compression may later fail, at a higher load factor, in the
longitudinal tension or compression modes. This procedure, as summarized
in Figure 4.2, is repeated until a load factor is reached for which all the plies
are completely failed, at which point global failure is assumed. A ply is
considered completely failed when it has failed in a longitudinal mode, with
one exception. If the magnitude of the layup angle of a ply is greater than a
Start at
N= R{N'}
where: R=Load Factor
N' = Load Case (Eq. 4.43)
Calculate Minimum R For a Ply
to Fail (That Has Not Already
Failed In The Same Mode)
RF=R; R F=R
RLPF=R
DoneCompletely
Failed?
No
Knockdown Failed
Ply Properties
Figure 4.2 Flowchart of Progressive Failure Algorithm
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specified critical angle the ply is considered completely failed when it has
failed in a transverse and/or longitudinal mode. The maximum load factor
that is reached during the progressive failure is referred to as the last ply
failure (LPF) load factor, RLPF. Note that in some cases it is possible that the
first and last ply failure load factors are equal.
Later in this thesis it is convenient to define the laminate longitudinal
strength as the average of the longitudinal stress (in laminate coordinates) in
each of the plies at the LPF load (with a load case of N' = (1 0 O}T). That is,
laminate longitudinal strength equals the LPF load factor, RLPF, divided by
the laminate thickness, h. This definition of strength reduces to the usual
one if the laminate were isotropic.
The maximum stress failure criterion coupled with the progressive
failure analysis and CLPT allows for the prediction of the FPF and LPF loads
given the ply geometric parameters, material properties, and strengths. An
important attribute of this simple procedure is that it can easily be extended
to incorporate other failure theories. For example, a microcracking model
can easily be implemented since knockdown factors may be defined that are a
function of the load factor [93]; the dependence of the ply strengths on ply
thickness and adjacent ply layup angles can also easily be modeled [99, 100].
4.3 PROBABILISTIC METHODS
The desired outputs of the probabilistic methods are the mean and
standard deviations of all of the laminate properties, which are summarized
in Table 4.1. Also, a sensitivity metric that quantifies the contribution of the
variability of a ply material property or geometric parameter to the
variability of the laminate properties is desired. Four probabilistic methods
are considered to achieve this goal, here referred to as A1-A4 for convenience.
The first approach, Al, is that of McManus [39], which may be used to
determine the mean and standard deviation of the laminate stiffness,
thermoelastic, and hygroelastic properties. The second approach, A2, is a
generalization of the method of McManus that can handle a higher level of
nonlinearity. The third approach, A3, is a Monte Carlo method that is
capable of determining the mean and standard deviations of the FPF and
LPF loads, as well as the laminate stiffness and elastic properties. The
fourth approach, A4, is an extension of the Monte Carlo method that allows
for the definition of a sensitivity metric.
4.3.1 Approach Al
Following McManus [39], the laminate properties in Table 4.1 are
considered dependent random variables Y,. They are known deterministic
functions of the ply properties and geometric parameters summarized in
Table 4.2, which are assumed to be independent random variables X,, hence:
Table 4.1 Predicted Laminate Properties
Variable Symbol Laminate Property Name
Y, Ex longitudinal stiffness
Y2 Ey transverse stiffness
Y3 Gxy shear stiffness
Y4 Vxy major Poisson's ratio
Y5 ax longitudinal CTE
Y6 ay transverse CTE
Y7 axy shear CTE
Ys WxT longitudinal CTB
Y9 WYT transverse CTB
Y1o WxyT twist CTB
Y1 1fx longitudinal CME
Y12 Py transverse CME
YI 3 fxy shear CME
Y14 WH  longitudinal CMB
Y15 WH transverse CMB
YJ6 WxyH twist CMB
Y17 RFF FPF load factor
Yls RLPF LPF load factor
Table 4.2 Independent Variables
Variable Symbol Ply Property/Parameter
X 1,.., X, tl,.., t, thickness of ply 1,..,n
X+,.., X 2n 01,.., On layup angle of ply 1,.., n
X 2 n+1,.., X 3, Etl,..,El, longitudinal stiffness of ply 1,.., n
X 3,n+,.., X 4n Etl,.., Etm transverse stiffness of ply 1,.., n
X4n+1,.., Xs5, Gil,.., Gir shear stiffness of ply 1,.., n
X5,n+,.., X 6n Vltl,.., vt,, major Poisson's ratio of ply 1,.., n
X 6n,+,.., X 7, all,.., a, longitudinal CTE of ply 1,.., n
X7,+],.., Xs, at,,.., a,, transverse CTE of ply 1,.., n
X 8n+,,.., X9 n Pl,.., 1,3 , longitudinal CME of ply 1,.., n
X 9n+1,.., Xlon it,, /,m transverse CME of ply 1,.., n
XOn+l,.., Xll, TX 1,.., TX longitudinal tensile strength of ply 1,.., n
Xll,+,,.., X 12n CX1,.., CXn longitudinal compressive strength of ply 1,.., n
X 2n+1,.., X 13n Ty 1,.., Ty, transverse tensile strength of ply 1,.., n
X1 3 ,+1,.., X 14n Cy 1,*., cyn transverse compressive strength of ply 1,.., n
X14n+l,.., X15, S1,.., Sn shear strength of ply 1,.., n
Y, = fA (XI, X 2 ,..., X1,,) (4.44)
The functions fy, are determined from CLPT coupled with the progressive
failure analysis for determining the FPF and LPF load factors. The functions
fyr are in general highly nonlinear, particularly for the FPF and LPF load
factors.
In this approach the functions for the laminate properties, fri, are
linearized about the mean values of the independent variables. Expanding
fr, in a Taylor series:
15n , (T. (4.45)
Neglecting the higher order terms in Eq. 4.45, fy is expressed as a linear
function of the X. It will later prove useful to visualize this linear function as
a hyperplane that is tangent at the point defined by the mean values of the
X,. Using the linear approximation for fyr, the mean and standard deviation
of the laminate properties can be approximated by [86]:
YA f,,(X ,,x2,...,X1,5) (4.46)
=1k ,X2,...,Xk (4.47)
Where ^x, is the standard deviation of the ply property or geometric
parameter X,, and ck is the correlation coefficient between X, and Xk. Noting
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the assumption that the X are independent, and therefore uncorrelated, Eq.
4.47 can be simplified to:
SX1,X2,.. ,X Xj (4.48)
since cjk=Sjk, where djk is the Kronecker delta (5 jk= ifj=k and gk= 1 ifj=k).
This approach has the advantage of being computationally efficient for
laminates with a low number of plies n. This follows since Eq. 4.44 only need
be evaluated once for Eq. 4.46 and 30n times for equation 4.48 (using a
central difference approximation in place of the derivatives). Another
advantage is that detailed information about the distribution functions of the
X,, aside from the mean and standard deviation, is not necessary.
This approach has the disadvantage that it only results in a good
approximation for functions that do not deviate much from the linear
approximation in a region (typically a 15n-dimensional rectangle with sides a
few standard deviations, &~, in length) about the point of linearization.
Another disadvantage is that in order for this approach to make sense fyi
must be smooth. The functions for the FPF and LPF loads are in general
nonsmooth since corners and/or discontinuities exist. Corners may exist at
changes of failure mode for the FPF load; corners or discontinuities may exist
where there is a change in the path to failure for the LPF load. This
approach is obviously not applicable at a corner or a discontinuity; in the
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context of approach Al the derivative is undefined at corners and
discontinuities.
4.3.2 Approach A2
The second approach consists of a slight modification of Eq. 4.48 (or
Eq. 4.47 in the general case). Rather than attempting to approximate the
function fri, as in Al, we seek to find a function that results in a good
approximation of (x. Specifically, we again consider a hyperplane,
although, as opposed to Al, it is not required that the hyperplane be tangent
at the point defined by the mean values of the X.
Eq. 4.46 is again considered as an approximation for the mean of Y.
To approximate the standard deviation of Y, the derivatives offri in Eq. 4.48
are "redefined" as:
f, ,X,,X2,...,Xj +A6::---,X 5n, -
a fA (x,,2 ,X x ,Y2 n).
--__ - (4.49)
aX, 2/cx,
Here, A is a dimensionless constant that is carefully chosen to give a good
approximation for , . A graphical representation of this "redefined"
derivative is shown in Figure 4.3. The original formulation of McManus [39]
may be recovered by setting A to unity and interpreting Eq. 4.49 as an
approximation for the derivatives in Eq. 4.48. For small A Eq. 4.49 is simply
a central difference approximation for the derivatives in Eq. 4.48. Here, a
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value of 2 is used for A since it results in very good correlation with Monte
Carlo simulations for the laminate stiffness and elastic properties listed in
Table 4.1 (as shown in Chapter 5). A key difference between this approach
and Al is that the finite value of A allows for the collection of information
over a range as opposed to a point (as in Al). The advantage of a finite A can
be seen in figure 4.3 where if A where very small (i.e. approach A2 becomes
Al) the effects of the "cliff' would not be taken into account resulting in a
poor approximation for the standard deviation. In Appendix A it is shown
that 2-2 is an optimal choice for a class of nonlinear functions that exhibit
the typical types of nonlinearities of the f,.
This simple approach was shown by Southard and McManus [68] to be
able to handle highly nonlinear/nonsmooth fy, for determining the variability
of the FPF and LPF loads due to variations of layup angles and ply
thicknesses and batch to batch variations of stiffness and elastic properties
(i.e. the stiffness and elastic properties are assumed constant from ply to ply
within a particular laminate, but vary from laminate to laminate). This
simple approach is particularly useful when the fyi is highly
nonlinear/nonsmooth in a single variable and relatively well behaved in the
other variables, as was the case in reference [68]. However, when variations
of the stiffness and elastic properties from ply to ply are considered this
approach is not applicable for predicting the standard deviation of the FPF
and LPF loads. The primary reason that this approach is no longer
Sf,d X,6fi(x)- slope
I
f xi
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Figure 4.3 Graphical representation of redefined derivative
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Figure 4.4 Example of nonsmooth function in multiple variables
applicable is that the FPF and LPF loads are highly nonlinear and
discontinuous in multiple variables. As a result, as can be seen in figure 4.4,
the derivative of fy, with respect to X (defined in Eq. 4.49) can suddenly
change magnitude with a small change in Xk. The derivatives are very
different in the light and dark gray regions of Figure 4.4 (since the height of
the cliffs are different). Hence, the predicted standard deviation suddenly
changes with a slight change in Xk. This approach is not appropriate for this
multiply discontinuous problem since it is only capable of gathering
information over a range in one direction; it is not capable of "seeing" nearby
cliffs in other directions. Another reason that this approach is not applicable
is due to an interaction phenomenon discussed in Appendix B.
4.3.3 Sensitivity Metrics From Al and A2
Both Al and A2 provide for a natural definition of a sensitivity metric.
The contribution of the variation of independent variable X, to the variation
of dependent variable Y, is the absolute value of the term inside the brackets
in Eq. 4.48 (for Al). For A2 the derivative is again replaced by Eq. 4.49,
resulting in the following sensitivity metric:
fY, F1,2Y2... J XJ,...,X, 
S,,x, 2 , (4.50)...- Ix, )
2A 2(4.50)A*:f 2jt
This sensitivity metric can be thought of as the slope of the hyperplane (with
respect to thet independent variable) weighted by the standard deviation of
the j independent variable. Taking the Euclidean norm of the sensitivities
results in the standard deviation of the ith laminate property.
It is not practical to present sensitivity metrics for each ply (especially
for laminates with a large number of plies). So, rather than present data for
each ply the sensitivities are combined in the following way:
n
A2d plytnckness = A2J= I
2n
A2d l A 2d 2
Slayupangle y
J=n+1
(4.51)
15n
A2di E 1A2d2A2di shear strength A
j=14n+l
These combined sensitivity metrics are the Euclidean norm, over all the
plies, of the sensitivities for a particular ply property. Taking the Euclidean
norm of these combined sensitivities again results in the standard deviation
of the ih laminate property. These metrics provide a measure of the overall
effect of the variability of a particular ply property on the variability of the
laminate properties. The sensitivity metrics allow for the identification of
critical ply properties that most contribute to the amount of variability in the
laminate properties.
4.3.4 Approach A3
In the Monte Carlo approach, synthetic data sets are produced for the
X, using their (assumed known) probability distributions:
{X1)',X2),...,x k),...,XN1),X )} j = 1,..,15n (4.52)
where N is a large number. These data sets are then run through the
deterministic functions for the laminate properties, fy,, resulting in synthetic
data sets for the laminate properties, Y,:
{y(1), (2)... y(k)... y(N-1), y(N) i 1,..,18 (4.53)
The mean and standard deviation of the Y are then approximated using the
well known formulas (e.g. [88]):
_I y(k): (4.54)
N k=1
2 { (k) - )2 (4.55)
In the present work, for A3 and A4, the Xj are assumed to be normally
distributed random variables. The Box-Muller method is used to generate
the normally distributed Xjk) [87]:
k) = X + cos42zrr(k) - 21n(r(k) (4.56)
where r k is a uniform random deviate between 0 and 1. The random number
generator of Park and Miller, with Bays-Durham shuffle, is used to generate
the r( [88]. The y(k) are then determined using Eq. 4.44:
y(k) f , (X(k), 'k),..., X(k/ ) (4.57)
This approach has the advantage of generality in that it makes
minimal assumptions on the functions for the laminate properties fy, (e.g.
smoothness). The approach has the disadvantage of being computationally
expensive for large N, since N corresponds to the number of evaluations of Eq.
4.57. This is a significant drawback when the procedure must be repeated
many times, e.g. for making high resolution plots (some details concerning
this point are discussed in Appendix C). The approach, as described here,
also has the disadvantage that there is no sensitivity metric. In the following
section this approach is extended in a way that allows for the definition of a
sensitivity metric.
4.3.5 Approach A4
In this approach it is assumed that the square of the standard
deviation of a laminate property can be represented as a linear sum of the
squares of the standard deviations of the ply properties and geometric
parameters:
15n
&Yz = (, x)2 (4.58)J=1
The y,, are constants that are to be determined. This functional form is
consistent with those derived in Al and A2 (it is possible to choose other
functional forms, however). In Al the y, are the derivatives in Eq. 4.48; for
A2 the y, are the "redefined" derivatives in Eq. 4.49. To determine the y, in
the present approach a perturbation on ax, in Eq. 4.58 is considered:
s2 2 "2 2 "2 r x, + ^ )2 ... i2 2n) (4.59)
-U= YO-x, ++YJ x(J_1 + j ± ± xj) ... +(,)X(1 5 4)
Here, j is the standard deviation of the ith laminate property with the jth
ply material property or geometric parameter standard deviation, ^x,,
perturbed by the amount ec- . It is possible that the y, are dependent on all
the U^ (in Appendix B this is shown to be the case); here, it is assumed that
the j' y,,is dependent on the jth u to a lower order than the other ^,.
Hence, for small e, subtracting Eq. 4.58 from 4.59 yields:
"ryU - 0 = 7, 1xJ + Ux,) + H.O. T. (4.60)
Neglecting the higher order terms, and solving for y( ^X:
E ^2 "2 "2 ^2
2^2 J, - (4.61)
YXj e( + 2) 2E
The choice of e is arbitrary (as long as it is not too large). Here e is set to
0.01 (1% change), so Eq. 4.61 becomes:
2 ^ 2 0(-,2 6 2)
7, axJ 50( - ry, (4.62)
when: e = 0.01
In analogy with the sensitivity metric defined in Section 4.3.3, Eq. 4.62 is
used as a sensitivity metric:
A4d,,= 50( ^ - r2) (4.63)
Taking the Euclidean norm of the sensitivities, as before, results in the
standard deviation of the ith laminate property. As before, these sensitivity
metrics are combined by taking the Euclidean norm over all the plies of each
of their ply properties and geometric parameters (see Section 4.3.3):
A4d plythckness -= d j
j=1
2n
A4 d an = 4 2
1 layupangle --
J=n+l
(4.64)
15n
A4 d  I A4 d 2
dlshear strength 1
j=14n+l
In this work A3 is used to determine -r, in Eq. 4.63, in general any
approach may be used. To determine the "r,, A3 is again used with the jth
ply property standard deviation perturbed:
ax - - x + 0.0 x1 (4.65)
This approach takes into account the possibility that the y,, may be a
function of all of the X . This interaction behavior can play an important
role for the FPF and LPF loads (as a result of their high nonlinearity), as
explained in detail in Appendix B. Chapter 5 contains comparisons of
standard deviations recovered by taking the Euclidean norm of the
sensitivity metrics using A4 with direct predictions from A3. Correlation is
shown to be excellent indicating that the assumptions and functional form
(Eq. 4.58) used are appropriate.
4.4 OPTIMIZATION METHODS
In this section an optimization method is developed that is capable of
tailoring mean laminate properties to specified goals, while also minimizing
the standard deviation of the laminate properties. In order to use an
optimization method to tailor laminate properties, an appropriate measure of
cost that is to be minimized must be defined. The optimization problem
statement is as follows:
f(eO*)= m{n(f(O)} (4.66,a,b)
subject to: -- < < -
2 2
fc(0) is the cost function, where 0 is a vector of the ply layup angles and 0* is
a vector of the optimal layup angles that correspond to the global minima of
f,(o). The Ai and Bi are weight factors that have the inverse units of their
respective ply properties (some may be zero). The P are the mean laminate
properties (which are functions of the ply geometric parameters and material
properties), the P, are the goals for the laminate properties (which are
specified), and the P, are the standard deviations of the laminate properties
(which are also functions of the ply geometric parameters and material
properties). This cost function is designed to match laminate properties to
specified goals and minimize the variability of the laminate properties about
these goals. If the goals are not obtainable the layup angles that result in
the laminate properties being "closest" (in an average sense) to the goals is
found; the variability of the "closest" properties is also minimized.
In general, f,(0) contains local minima. For example, a simple cost
function for minimizing the mean and standard deviation of the longitudinal
CTE (with weights A and B equal to one 0F/jt&) contains local minima, as can
be seen in Figure 4.5 (the SD[ ] operator shown in the plot reads as: Standard
Deviation of). As a result of the existence of local minima a global
optimization technique must be used to determine the 0*.
Here, a new optimization method is developed that is a hybrid of a
modified version of the downhill simplex method and a modified version of
the simulated annealing algorithm called Adaptive Simulated Annealing
(ASA) [76]. The downhill simplex method was first developed by Spendley et
al. [69] and later revised by Nelder and Mead [70]. In its original form the
downhill simplex method is a relatively simple optimization method that
cannot handle multimodal cost functions. The hybrid method, here dubbed
the Stochastic Simplex Method (SSM), is capable of handling the complex
multimodal cost functions that arise when optimizing composite laminates
(e.g. for minimal thermal distortion). Despite the simple reasoning used in
2 Cost= 1(a,ax +SD[al])
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Figure 4.5 Plot demonstrating existence of local minima
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the development of the SSM, it is on average two orders of magnitude faster
than a Genetic Algorithm and one order of magnitude faster than the ASA
algorithm (as shown in Appendix E), based on the convergence speed for a set
of test cost functions typically used for GA and ASA benchmarking [67]. The
SSM also lends itself to a simple statistical proof of convergence to the global
optima by drawing on results derived by Ingber [75].
The ASA algorithm is described in Section 4.4.1. The downhill simplex
method and the SSM are described in Section 4.4.2. Last, termination
criteria are described in Section 4.4.3.
4.4.1 The Adaptive Simulated Annealing (ASA) Algorithm
This section closely follows discussions from [67] and [88]. The author
has filled in many gaps and added a number of his own explanations. This
has been done in the hopes of creating a clearer and more concise
presentation of the ASA algorithm.
Simulated annealing was first introduced as a Monte Carlo
importance-sampling technique for doing large dimensional path integrals
arising in statistical physics problems [71]. The method has an intuitively
satisfying analogy with thermodynamics, specifically the way that liquids
freeze and crystallize, or metals cool and anneal.
At high temperatures, the molecules of a liquid move freely with
respect to one another. If the liquid is cooled slowly, thermal mobility is lost.
The molecules are often able to line themselves up and form a pure crystal
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that is completely ordered over a distance up to billions of times the size of an
individual atom in all directions. The crystal is the state of minimum energy
for this system. The amazing fact is that for slowly cooled systems, nature is
able to find this minimum energy state. In fact, if a liquid metal is cooled
quickly, or "quenched," it does not reach this state but rather ends up in a
polycrystalline or amorphous state having somewhat higher energy.
So the essence of the processes is in the cooling schedule. Ample time
must be allowed for the redistribution of the atoms as they lose mobility.
This is the definition of annealing, and it is essential for ensuring that a low
energy state will be achieved.
Natures minimization algorithm (in this context) is "based" on the so-
called Boltzmann probability distribution: Prob(E)=Poexp(-(E-Eo)/KT), which
expresses the idea that a system of, e.g., molecules, in thermal equilibrium at
temperature T has its energy probablisticly distributed among all different
energy states E. The quantity K (Boltzmann's constant) is a constant of
nature that relates temperature to energy; Po is the probability that a
molecule has some minimum energy Eo. Even at a low temperature, there is
a chance, albeit very small, of a particular molecule being in a high energy
state. Therefore, there is a corresponding chance for the molecules to get out
of a local energy minimum in favor of finding a better, more global, one. Put
simply, the system sometimes goes "uphill" as well as "downhill"; but the
lower the temperature, the less likely is any significant uphill excursion.
In order to make use of the simulated annealing algorithm for other
than thermodynamic systems three functional relationships are required:
* g(x): Probability density of state-space of D parameters
x={x,; i=1,...,D} (used for generating new states, x)
* h(x): Probability for acceptance of a new state, x, given the
previous state, xo (xo is typically the mean of g(x)).
* T(k): Schedule of "annealing" the "temperature" Tin annealing-
time steps k. T can loosely be thought of as a standard deviation of
g and h.
The basic idea is to generate a new point using the probability density
g(x) about an initial guess to the function minimum, say xo. Then, use a so
called Boltzmann test to see if the new point is accepted. That is, the point is
accepted with probability h(x), which is often skewed to accept points that
correspond to downhill moves. If the point is accepted the initial guess xo is
replaced with it. Every time a point is generated (not necessarily accepted)
the annealing time k is increased. That is, k=-0 on the first call of g(x), 1 on
the second call, 2 on the ... etc. Each time k is increased the temperature is
decreased from its original value To according to some annealing schedule
P'= To[fa(k)]. This continues until xo converges to a minimum.
The problem is to find an annealing schedule, fa(k), that reduces the
temperature as fast as possible while still allowing ample time to search the
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space so as to avoid getting caught in a local minima. The reason a fast
annealing schedule is desired is because as the temperature decreases the
points generated using g(x) deviate less from xo, and the ratio of points
accepted that correspond to uphill moves to the points that correspond to
downhill moves decreases. This results in the convergence to a minimum at
low temperatures. If the space was sampled sufficiently this minima is likely
to be the global one. So, the faster the annealing schedule, the faster the
convergence. This all boils down to less function evaluations and a faster
algorithm.
Originally there were sound physical principles underlying the choices
of g(x) and h(x). However, this method of finding the global minimum is not
limited to physics examples requiring bona fide "temperatures" and
"energies." Rather, this methodology can be readily extended to any problem
for which a reasonable probability density can be formulated. In particular,
if g(x) is defined such that:
D 1
g(y) = y , [-1,1] (4.67)
S2( y, +T(k))In I+
X, = Xo, + y, (U - L,)
Where:
D is the number of parameters
xi is the ith parameter of the point x generated at annealing time k
L, is the lower bound of the ith parameter
U is the upper bound of the ith parameter
T( k is the temperature associated with the ith parameter, at annealing
time k
y, is the ith random variable associated with the ith parameter, xi,
distributed according to (y)
it can be shown [67] that a sufficient condition for finding the global
minimum is an annealing schedule not faster than:
(k)= To, ex-c, k 1/D) (4.68)
The c, are arbitrary constants that may be used to tune the algorithm to
specific problems.
There are three important advantages for this choice of g(x):
* The search space can be bounded, as is usually required in many
physical situations.
* Each individual parameter has a "temperature" associated with it,
making it possible to adaptivly adjust individual temperatures for
more or less sensitive parameters.
* The annealing schedule is exponentially fast, usually resulting in
faster convergence to the global minimum. This is due to the fat
tail of this distribution, making it easier to test for surrounding
local minima.
It is sensible to choose control over the c,, such that
T, = To, exp(- m,)
kfi = exp(n,) (4.69,a-c)
c, = m, exp(-
Here, T is the parameter temperature that is reached in annealing time k,
in accordance with the annealing schedule defined in Eq. 4.68. The
expression for c, (Eq. 4.69c) can be found by substituting the expressions for
T, and kf (Eqs. 4.69a and 4.69b respectively) into Eq. 4.68 and solving for ci.
The m, and n, can be solved for, after the Tfi and kfi are chosen, and used to
determine the corresponding ci. It has empirically been found that T,=0O.1
and kfi=100 Vi (i.e. all the c, are the same) works well for the present cost
function. Only the initial parameter temperatures, Toi, still need be chosen to
completely determine the annealing schedule defined in Eq. 4.68. In general,
To,= 1 is a good choice for the initial parameter temperatures that results in
sufficient coverage from the lower to upper bounds of the parameters.
In many situations it has proven useful to define a quenching
parameter q, which speeds up the annealing schedule in the following way:
T k) = To, exp(- ik q/D) (4.70)
If q is equal to one the annealing schedule defined in Eq. 4.68 is recovered; if
q is greater than one the parameter temperatures are decreased faster. A
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value of q greater than one (e.g. two or three) often greatly increases the rate
of convergence to the global optima, however. When q is greater than one the
proof of convergence is void. Nevertheless, the quenching parameter is very
useful for speeding convergence (to perhaps no longer the global optima)
when faced with a real world problem [76], especially when D becomes large
(the dramatic decrease in convergence speed as D increases, which is
apparent in Eq. 4.68, is often referred to as the "curse of dimensionality").
The optimization results presented in this thesis were generated with q equal
to one.
The deviates y,(J in Eq. 4.67, distributed according to &(y), may be
generated from uniform random deviates, rO), between 0 and 1. First, the
Cumulative Distribution Function (CDF) of k(y) is determined:
Yi YD D
G(y) =: ... f (y')dy '...dy ' G, (y,)
-1 -1 1=
In(1 + l (4.71)
1 sgn(y,) ( )
2 l+
The y(j) can be solved for in terms of the rO) by setting the G, (y,) to a ro) and
solving for the y() (this can be done since the y, are independent by
definition):
r(j) = -+ (4.72)
2 2 ll+
Solving for the y,(J:
y() = T(k) sgn r) 1+i 2- (4.73)
If a generated yJ) results in a x, that is outside of the specified lower and
upper bounds (see Eq. 4.67) another y(J) is generated until a x, is generated
within the bounds. This approach may be used to generate an admissible x,
given arbitrary constraints on the x, (other than the simple upper and lower
bounds). That is, if a x, is generated that violates some arbitrary
constraint(s) another x, is generated until the constraint(s) are satisfied.
In line with the physical analogy h(x) is defined as:
(E E (4 74)h(x) = exp T(k) ( . )
acceptance
Here, E-Eo = fc(x)-fc(xo) (where fc is the cost function to be minimized)
represents the energy difference. The new point x is accepted with
probability h(x), where xo is the previously accepted point. This acceptance
test is known as the Boltzmann test. Note that if E<Eo this probability is
greater than unity; in such cases the change is arbitrarily assigned
probability h(x)=l, i.e., the algorithm always takes such an option (downhill
step). In the limit as Tacceptance-0 only downhill moves are accepted. Points
90
corresponding to uphill moves that are approximately as high as the
temperature Tacceptance are commonly accepted (with probability 1/e-0.3679).
This is the heart of the simulated annealing algorithm: it wanders freely
among local minima of depth less than about Tacceptance during the search for
the global minimum.
The rate that Tacceptance is decreased has no bearing on the proof of
convergence. Usually the annealing schedule used for the parameter
temperatures, Ti, is also used for Tacceptance, with the exception that the number
of acceptance events, kacceptance, is used instead of the annealing time k. In the
present implementation the following annealing schedule is used for the
acceptance temperature:
y;kacceptarrcce_ tn ) - 8k /D) (4.76)
a cceptance acceptance q/D (4.76)
The initial acceptance temperature, oTacceptance, is set to a value that is much
greater than the depth of local minima (or the depth that one might guess or
bound if this information cannot be obtained). It has empirically been found
that r7 equal to 1.5 and - equal to c, (all the c, are the same) works well for
the present cost function.
The clever choice of g(x) which allows the use of a very (exponentially)
fast annealing schedule is the essence of the ASA algorithm. However,
reannealing, which is explained next, significantly improves performance.
Reannealing is the name that has been given [67] for adaptivly
adjusting the temperatures associated with each individual parameter. If a
parameter xi has a high temperature T, the search is "stretched out" over the
bounds for that parameter (from L, to U,); if it has a low temperature the
search is more localized. Whenever doing a multi-dimensional search in the
course of a real-world nonlinear physical problem, inevitably one must deal
with different changing sensitivities of the x, throughout the search. At any
given annealing time k, it seems sensible to "stretch out" the range over
which the relatively insensitive parameters are being searched, relative to
the ranges of the more sensitive parameters. This is accomplished by
periodically rescaling the annealing time k, say every time a hundred or so
points are accepted, in terms of the sensitivities si (not the same as the
sensitivity metrics discussed in previous sections) calculated at the most
current minimum value xi, encountered so far:
, = Of() (4.77)
sm = max{s, ;i = 1,...,D)
The annealing time for each parameter, k, (which are now different for each
parameter, hence the subscript i), is rescaled in the following way:
k, - k,'
k;) ikL) (S7) i k T (4.76)
(k0")= Toi  otherwise
/.= Io k) D
c,
The annealing schedule for each parameter now becomes:
T k  To, ep(- k,q/D) (4.77)
The annealing time for each parameter, k,, can only decrease or remain
the same as a result of a rescaling. This results in the temperatures for
relatively insensitive parameters being increased (reannealing) thereby
"stretching out" the search for these parameters. The temperature used for
the Boltzmann test, Tacptance, is similarly rescaled, except that it is set to the
lowest value of the cost function so far encountered.
4.4.2 The Stochastic Simplex Method (SSM)
SSM is essentially ASA combined with a carefully chosen
multidimensional optimization method called the downhill simplex method,
originally due to Spendley et al. [69] and later revised by Nelder and Mead
[70].
The search space of physical problems almost always has some sort of
direction(s) towards the minimum associated with it. All efficient
optimization methods make use of this information. Deterministic
optimization methods, at the price of being easily fooled and converging to a
local minima, make better use of information from these directions than the
ASA method. This usually results in much faster convergence to a minimum.
The basic idea of the SSM is to incorporate the speed of a deterministic
optimization algorithm with the robustness of the ASA algorithm.
First a brief review of the Downhill Simplex Method is given. The
following description has been adopted from [88]: "A simplex is a geometrical
figure consisting, in D dimensions, of D+1 points (or vertices) and all their
interconnecting line segments, polygonal faces, etc. In two dimensions, a
simplex is a triangle. In three dimensions it is a tetrahedron, not necessarily
the regular tetrahedron. In general we are only interested in simplexes that
are nondegenerate, i.e., that enclose a finite inner D-dimensional volume. If
any point of a nondegenerate simplex is taken as the origin, then the D other
points define vector directions that span the D-dimensional vector space.
The Downhill Simplex Method takes a series of steps, most steps just
moving the point of the simplex where the function is largest (highest point)
through the face of the simplex to a lower point. These steps are called
reflections, and they are constructed to conserve the volume of the simplex
(hence maintain its nondegeneracy). When it can do so, the method expands
the simplex in one or another direction to take larger steps. When it reaches
a "valley floor," the method contracts itself in the transverse direction and
tries to ooze down the valley. If there is a situation where the simplex is
trying to "pass through the eye of a needle," it contracts itself in all
directions, pulling itself in around its lowest (best) point" [88].
Figure 4.6 shows the possible outcomes for a step in the downhill
simplex method. "The simplex at the beginning of the step, here a
tetrahedron, is shown, top (of Figure 4.6). The simplex at the end of the step
can be any one of (a) a reflection away from the high point, (b) a reflection
and expansion away from the high point, (c) a contraction along one
dimension from the high point, or (d) a contraction along all dimensions
towards the low point. An appropriate sequence of such steps will always
converge to a minimum of the function" [88].
The present implementation of the downhill simplex method is similar
to that of [88]. The downhill simplex method first tries a reflection (a). If the
reflected point is lower than the low point then an expansion is done (b). If
the reflected point is higher than the second-highest point a contraction is
done (c). If the contraction results in a point that is higher than the highest
point a multiple contraction is done (d). If this sequence of steps is repeated
the simplex will eventually shrink into a minimum (see [88] for details).
The downhill simplex method is not guaranteed to find the global
minimum when multiple minima exist; it is also not very efficient in
comparison to other methods (e.g. the Broyden-Fletcher-Goldfarb-Shanno
method [88]) on convex cost functions. The important property of the
downhill simplex method that makes it a prime candidate for combining with
ASA is that each iteration is, in a sense, independent of previous iterations.
simplex at beginning of step
high
low
(a)
(b)
reflection
reflection and expansion
(c) contraction
(d) multiple
contraction
Figure 4.6 Possible outcomes for a step in the downhill simplex method [88]
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It is possible to arbitrarily change the location of the vertices of the simplex
without destroying the algorithm on the next iteration.
ASA is combined with the downhill simplex method to create the SSM
in the following way:
1. Given an initial simplex that contains D+1 points, choose the point that
corresponds to the lowest value of the cost function and call it xo.
2. Iterate through the remaining D points until a point passes the
Boltzmann Test. Let xo now refer to the point that passed the Boltzmann
Test (as opposed to the lowest point).
3. Generate a new point, about xo, as in the ASA algorithm. If the new point
does not satisfy all specified constraints continue generating new points
until the constraints are satisfied.
4. Use the Boltzmann test to see if the point is accepted. If the point is
accepted replace xo with it (a point in the simplex is replaced).
5. If the point was accepted in step 4 do an iteration using the downhill
simplex method. If this results in a xi that is outside of its bounds (or any
other constraint) multiple contractions (Figure 4.6d) are done until the
constraints are satisfied.
6. If the point was accepted in step 4, decrease the acceptance temperature
according the annealing schedule and increase the acceptance events
counter by one.
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7. If k.sa points have been accepted, rescale (reanneal) the acceptance and
parameter temperatures and reset the counter of acceptance events.
Here, kecaie is set to 100.
8. If o points have been accepted replace the current highest point in the
simplex with the lowest point encountered so far (if the lowest point is not
already in the simplex)*. Here, krs is set to 100.
9. Decrease the parameter temperatures according to the annealing
schedule
10. Test for termination
11. Goto step 1
The only difference between the SSM and ASA are steps 1, 2, 5, and 8.
These steps have no bearing on the proof that assures that the global
minimum is found using ASA, so the proof also applies to the SSM. At
higher parameter temperatures, steps 3 and 4 tend to keep the simplex large.
As a result, the simplex is not allowed to shrink into a local minima. The
simplex often "steps over" local minima at the higher parameter
temperatures due to its relatively large size in comparison with the radius of
convergence of local minima. As the parameter temperatures get small the
algorithm becomes the downhill simplex method, which converges orders of
* In step 4 it is possible that the lowest point is replace with a point that is higher, so the
lowest point encountered during optimization may not always be in the simplex. If the
lowest point encountered is in the simplex the worst point cannot be replaced with it since
this would result in a degenerate simplex (i.e. a simplex enclosing zero volume).
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magnitude faster than ASA. In Appendix E it is shown that the SSM often
converges one to two orders of magnitude faster than ASA on a set of test cost
functions typically used for benchmarking global optimization codes.
4.4.3 Termination Criteria
In the present implementation a shunt temperature is defined such
that when any parameter temperature goes below it the SSM is completely
shunted over to the downhill simplex method. The shunt temperature used
here is 0.001, which has been empirically found to be a good choice for the
present cost function. The downhill simplex method is assumed to have
converged when the distance (Euclidean) between the highest and lowest
point is below a specified tolerance. The tolerance used here is 0.0001.
4.5 IMPLEMENTATION
A1-A4 and the SSM were implemented in a easy-to-use menu-driven
computer program. It was written in C to the ANSI standard to ensure
compatibility across platforms.
The A and e factors defined in Sections 4.3.2 and 4.3.5 respectively are
user inputs. The mean and standard deviations of the ply material
properties and geometric parameters, temperature and moisture content (and
their respective "stress-free" values), and knockdown factors (for the
progressive failure model) are input on a ply-by-ply basis. All of the
optimization parameters discussed in Section 4.4 are also user inputs.
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When first running the code all of the inputs are set to reasonable
defaults to give inexperienced users a starting point. The default layup is
[+0/±90]. The default ,A and 6 factors are 2 and 0.01 respectively (which is
consistent with the values discussed in Sections 4.3.2 and 4.3.5). The default
values for the optimization parameters are summarized in Table 4.3 (which
are consistent with the values discussed in Sections 4.4.1 and 4.4.2). The
default ply material properties and geometric parameters are for the
AS4/3501-6 material system, which are defined in Chapter 5 in Table 5.1.
The defaults for the weight factors, A, and B,, in the cost function (Eq. 4.66a)
are zero. If the user changes the defaults (via easy to use menus) the session
may be saved under a specified file name which may be opened for later use.
The code allows for a considerable amount of freedom when generating
files for plots. It is capable of producing files for both one parameter and two
parameter plots (e.g. contour or surface plots) of all of the laminate
properties, including their means, standard deviations, and respective
sensitivity metrics. The synthetic data sets for the laminate properties (used
for A3) may also be saved to files, which may be used for making plots of
distribution functions etc. Information about an optimization run may also
be saved to files; the lowest cost function value found, number of cost
function evaluations, and the coordinates of accepted points may be saved to
files every time a specified number of iterations are completed.
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The manual, source code, and executables for the code are available by
request from the author or the TELAC laboratory.
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Table 4.3 Default Optimization Parameter Values
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Symbol Value
To, 1
oTacceptance 100
Tfi 0.1
kfi 100
q 1
L, O
U, ir/2
77 1.5
krecale 100
kreat 100
CHAPTER 5
RESULTS
Experimental and predicted results are presented in this chapter.
Since the purpose of this chapter is to present results, rather than give
detailed interpretations of them, the discussion of the results is kept to a
minimum. Detailed discussions of the results are in Chapter 6.
In Section 5.1 the predictions from the probabilistic analysis methods
are compared with experimental data. Comparisons of predictions from
approaches A2 and A4 with A3 are shown in Section 5.2. Sensitivity and
parametric studies are presented in Section 5.3. Optimization results,
including optimal laminates for maximum stiffness and dimensional stability
are presented in Section 5.4. An example of how the present probabilistic
and optimization methods may be used to design a satellite structure for
maximal dimensional stability with arbitrary constraints is presented in
Section 5.5.
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5.1 COMPARISON WITH EXPERIMENTAL DATA
In this section experimental and predicted results are compared. The
experimental data is used to verify that the present analysis methods
correctly predict the trends and magnitudes of the variability of the
longitudinal stiffness, tensile strength, and CTB for various laminates.
When there is sufficient data experimental and predicted Cumulative
Distribution Functions (CDF) are compared. When there is not enough data
to compare CDFs the data is plotted along with a predicted standard
deviation band (mean ± standard deviation), allowing for a loose comparison
of trends predicted and in the experimental data.
5.1.1 Experimental Data
The experimental data is from two sources. The stiffness and strength
data is from the US Army Materials Technology Laboratory [91]. The test
specimens used in [91] were manufactured from 12 inch wide AS4/3501-6
carbon fiber/epoxy resin prepreg tape (bleed cure material), purchased from
Hercules, Inc. Details of the manufacturing and experimental procedures are
discussed in [91].
The data for the CTBs is from the Technology Laboratory for Advanced
Composites (TELAC) [3]. The test specimens used in [3] were manufactured
from 12 inch wide AS4/3501-6 carbon fiber/epoxy resin prepreg tape (net cure
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material) purchased from Hercules, Inc. Details of the manufacturing and
experimental procedures are discussed in [3].
The mean ply material properties and geometric parameters, and their
respective standard deviations, used for the predicted results are shown in
Table 5.1. One exception to the table is that a moisture content of 0% was
used for the CTB predictions since the test specimens were "baked out" before
testing.
5.1.2 Comparison of Experimental and Predicted CDFs
In this section experimental and predicted CDFs are compared. The
predicted CDFs are determined from synthetic data sets generated using
approach A3 (Section 4.3.4). The synthetic data sets for the laminate
properties are:
{y(1)y(2),...,y(k),...,y(N-1) y(N) i= 1,..,18 (5.1)
The y(k) are arranged in ascending order with k=1,...,N. The CDFs are
generated by using the simple relation:
p(k) = k = 1,...,N (5.2)
N
A plot of a predicted CDF is obtained by plotting p(k) verse y(k ,for k=1,. ..N.
The kh p(k) is the probability that a laminate property will be less than the
kth (k). An experimental CDF is obtained by using a real data set in place of
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the synthetic one (Eq. 5.1). For the predicted CDFs N is set to 5000; for the
experimental CDFs Nis 20.
Figure 5.1 and 5.2 are plots of predicted and experimental CDFs for
longitudinal stiffness and tensile strength, respectively.
5.1.3 Comparison of Experimental Data With Predicted Standard
Deviation Bands
In this section experimental data is plotted along with a corresponding
predicted standard deviation band. Although there is not enough data to
claim statistical significance, these plots do allow for a loose comparison of
trends predicted and in the experimental data.
Figures 5.3 and 5.4 are plots of experimental data and the
corresponding predicted 3-standard-deviation band for longitudinal stiffness
for the [±0]s and [01]2s laminate families. Figures 5.5 and 5.6 are the same
types of plots for longitudinal tensile strength. Note that the strength of the
[+15o]s and [±150]2. is significantly over-predicted. This is most likely due to a
delamination failure mode. The [±15]s and [±150]2s laminates are known to
often fail in a delamination mode [85] which is not presently modeled.
Figure 5.7 is a plot of experimental data and predicted 1-standard-deviation
bands for the longitudinal tensile strength of [0],n laminates for various
numbers of plies, n. Figure 5.8 is a plot of experimental data and the
corresponding predicted 1-standard-deviation band for the longitudinal CTB
for the [±0]s laminate family. Figure 5.9 is a plot of experimental data and
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the predicted 1-standard deviation bands for the laminates [±30o]ns with
n=1,2,4.
5.2 COMPARISON OF APPROACHES A2 AND A4 WITH A3
To determine if approaches A2 and A4 are accurate (within the context
of the mathematical models) results from them were compared to results
from A3, which operates on the full nonlinear problem. The [±0]s laminate
family was considered. Predicted standard deviations from A2 for the
longitudinal stiffness, CTE, and CTB where compared with predictions from
A3. Predicted standard deviations calculated by taking the Euclidean norm
of the sensitivity metrics from A4 were compared with direct predictions from
A3 for longitudinal tensile strength. In general, the correlation between the
different approaches is excellent, giving some confidence that the
assumptions made in A2 and A4 are appropriate.
Figures 5.10, 5.11, and 5.12 are comparisons of the predicted standard
deviations for the longitudinal stiffness, CTE, and CTB, respectively, using
approaches A2 and A3. Figure 5.13 is a comparison of the predicted standard
deviations for longitudinal strength using approaches A3 and A4.
5.3 SENSITIVITY AND PARAMETRIC STUDIES
5.3.1 Sensitivity Study
A sensitivity study for the [±0]s laminate family is presented in Figures
5.14-5.25. Longitudinal stiffness, CTE, and longitudinal tensile strength are
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considered. For the longitudinal stiffness and CTE the sensitivity metrics
defined in Eq. 4.51 are used. For the longitudinal strength the sensitivity
metrics defined in Eq. 4.64 are used.
Figure 5.14 is a plot of the sensitivity of the laminate longitudinal
stiffness, Ex, to layup angle and ply thickness variations. Note that the
sensitivity to ply thickness variations is very small relative to layup angle
variations. Figure 5.15 is a plot of the sensitivity of Ex to ply stiffness (E, Et,
GI,,) and Poisson's ratio (vit) variations.
Figure 5.16 is a plot of the sensitivity of the laminate longitudinal
CTE, a,, to ply layup angle and ply thickness variations. Note that the
sensitivity to ply thickness variations is very small relative to layup angle
variations. Figure 5.17 is a plot of the sensitivity of a, to ply stiffness (E, E,,
G~t) and Poisson's ratio (vit) variations. Figure 5.18 is a plot of the sensitivity
of a, to ply thermoelastic properties, a, and at.
Figure 5.19 is a plot of the sensitivity of the laminate longitudinal
CTB, Wx', to ply layup angle and ply thickness variations. Figure 5.20 is a
plot of the sensitivity of Wx' to ply stiffness (E, E,, Gt) and Poisson's ratio (vt)
variations. Figure 5.21 is a plot of the sensitivity of a, to ply thermoelastic
properties, a, and at.
Figure 5.22 is a plot of the sensitivity of the laminate longitudinal
tensile strength to ply layup angle and ply thickness variations. Figure 5.23
is a plot of the sensitivity of the LPF load to ply strength ('X, TY, S)
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variations (the compressive ply strengths do not figure into this example
problem). Figure 5.24 is a plot of the sensitivity of the longitudinal tensile
strength to ply stiffness (EI, E,, Gt) and Poisson's ratio (vit) variations. Figure
5.25 is a plot of the sensitivity of the LPF load to ply thermo and hygro
elastic properties (a, at, Pi, it.).
5.3.2 Parametric Study
A parametric study for the [+O/±]s laminate family is presented in
Figures 5.26-5.32; contour plots of the longitudinal stiffness, CTE, and
strength properties are presented. Appendix D contains contour plots of all
the laminate properties for the [+O/±]s laminate family.
Figures 5.26 and 5.27 are contour plots of the mean and Coefficient of
Variation (COV) of the laminate longitudinal stiffness, Ex, respectively.
Figures 5.28 and 5.29 are contour plots of the mean and standard deviation
of the laminate longitudinal CTE, a, respectively. Figure 5.30 is a contour
plot of the standard deviation of the longitudinal CTB, WT. Figures 5.31 and
5.32 are contour plots of the mean and COV of the longitudinal tensile
strength, respectively.
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Table 5.1 Means and Standard Deviations of Ply
Properties And Parameters For AS4/3501-6
StandardSymbol Ply Property/Parameter Mean StandardDeviation
t,.., t, thickness of ply 1,..,n 5.2(10)-3 in. 5.2(10)-4in.
0,.., On layup angle of ply 1,.., n - 20
E 1,..,El, longitudinal stiffness of ply 1,.., n 20 Msi 2 Msi
Et,.., Et, transverse stiffness of ply 1,.., n 1.9 Msi 0.19 Msi
Gita,.., Git shear stiffness of ply 1,.., n 0.8 Msi 0.08 Msi
Vit,.., vI,, major Poisson's ratio of ply 1,.., n 0.3 0.03
au,.., al, longitudinal CTE of ply 1,.., n -0.2 1~/oF 0.1 s/oF
at,.., at, transverse CTE of ply 1,.., n 16 ts/oF 1 Pg/oF
fll,.., OPi longitudinal CME of ply 1,.., n 45 jw/% 30 tsE/%
Pt,.., fltn transverse CME of ply 1,.., n 5500 jis/% 300 .s/%
rX,.., "TX longitudinal tensile strength of 330 Ksi 33 Ksi
ply 1,.., n
,.., X, longitudinal compressive strength 180 Ksi 18 Ksi
of ply 1,.., n
Ty,.., Ty transverse tensile strength of 7.5 Ksi 0.75 Ksi
ply 1,.., n
Cy,. Cy, transverse compressive strength of 35 Ksi 3.5 Ksiply 1,.., n
Si,.., S,, shear strength of ply 1,.., n 14 Ksi 1.4 Ksi
Temperature 70 oF 0 oF
(Stress Free Temperature) (350 oF)
Moisture content 1% 0%
(Stress free moisture content) (0%)
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Figure 5.1 Experimental and predicted CDFs for longitudinal stiffness
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Figure 5.3 Plot of experimental data and predicted 3-standard-deviation
band for longitudinal stiffness of [I+0] laminate family
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Figure 5.4 Plot of experimental data and predicted 3-standard-deviation
band for longitudinal stiffness of [±01]2 laminate family
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Figure 5.5 Plot of experimental data and predicted 3-standard-deviation
band for longitudinal tensile strength of [+O]s laminate family
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Figure 5.6 Plot of experimental data and predicted 3-standard-deviation
band for longitudinal tensile strength of [±01]2 laminate family
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Figure 5.8 Plot of experimental data and predicted 1-standard-deviation
band for longitudinal CTB of [±0], laminate family
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Figure 5.10 Comparison of predicted standard deviation of laminate
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laminate family
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Figure 5.11 Comparison of predicted standard deviation of laminate
longitudinal CTE from approaches A2 and A3 for the [+Ot]s
laminate family
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Figure 5.12 Comparison of predicted standard deviation of laminate
longitudinal CTB from approaches A2 and A3 for the [+O]s
laminate family
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Figure 5.13 Comparison of predicted standard deviation of laminate
longitudinal tensile strength from approaches A3 and A4 for the
[±0]s laminate family
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Figure 5.14 Plot of the sensitivity of the laminate longitudinal stiffness
to layup angle and ply thickness variations for the [+O] laminate
family
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Figure 5.15 Plot of the sensitivity of the laminate longitudinal stiffness
to ply stiffness (Ei, Et, G) and Poisson's ratio (v) variations for
the [+-O]s laminate family
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Figure 5.16 Plot of the sensitivity of the laminate longitudinal CTE to
layup angle and ply thickness variations for the [-]. laminate
family; note A2d, ply << A2d d,,.
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Figure 5.17 Plot of the sensitivity of the laminate longitudinal CTE to
ply stiffness (EI, E, GIt) and Poisson's ratio (vit) variations for the
[-Oe]. laminate family
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Figure 5.18 Plot of the sensitivity of the laminate longitudinal CTE to
ply thermoelastic property variations, a and at, for the [-O],
laminate family
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Figure 5.19 Plot of the sensitivity of the laminate longitudinal CTB to
layup angle and ply thickness variations for the [+0]s laminate
family
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Figure 5.20 Plot of the sensitivity of the laminate longitudinal CTB to
ply stiffness (E, E, GOt) and Poisson's ratio (vit) variations for the
[_-], laminate family
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Figure 5.21 Plot of the sensitivity of the laminate longitudinal CTB to
ply thermoelastic property variations, a and at, for the [-O],s
laminate family
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Figure 5.22 Plot of the sensitivity of the laminate longitudinal tensile
strength to layup angle and ply thickness variations for the [+-0]s
laminate family
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Figure 5.24 Plot of the sensitivity of the laminate longitudinal tensile
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Figure 5.25 Plot of the sensitivity of the laminate longitudinal tensile
strength to ply thermo and hygro elastic property (a,, at, , fit,)
variations for the [fO]s laminate family
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Figure 5.26 Contour plot of the mean longitudinal stiffness (Msi) for the
[+0/+±3]s AS4/3501-6 laminate family (approach A2)
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Figure 5.27 Contour plot of the coefficient of variation (%) of the longitudinal
stiffness (Msi) for the [+0/±il]s AS4/3501-6 laminate family
(approach A2)
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Figure 5.28 Contour plot of the mean longitudinal CTE (E/oF) for the
[±0/±03]s AS4/3501-6 laminate family (approach A2)
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Figure 5.29 Contour plot of the standard deviation of the longitudinal
CTE (ps/oF) for the [+O/+±1]s AS4/3501-6 laminate
(approach A2)
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Figure 5.30 Contour plot of the standard deviation of the longitudinal
CTB (pin/in2/oF) for the [I+0/±3]s AS4/3501-6 laminate family
(approach A2)
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Figure 5.31 Contour plot of the mean longitudinal tensile strength (Ksi) for
the [+-0/±8 ] AS4/3501-6 laminate family (approach A3, 500
samples)
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Figure 5.32 Contour plot of the coefficient of variation (%) of the longitudinal
tensile strength for the [+0/+±]s AS4/3501-6 laminate family
(approach A3, 1000 samples)
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5.4 OPTIMIZATION RESULTS
In this section two different optimization problems are considered.
The first problem is that of matching the stiffness properties of a composite
laminate to that of a typical aircraft aluminum. The second problem is to
minimize the longitudinal CTEs, CMEs, CTBs, and CMBs of a laminate,
while also maximizing the stiffness properties. Several cases are considered
where the weights on the thermal, hygral, and stiffness portions of the cost
function are different (e.g., cases are considered where thermal deformation
is more important to minimize than hygral, etc.).
The material system considered is T300/934. The means and standard
deviations of the properties for T300/934 are summarized in Table 5.3. The
material properties of the T300/934 material are nearly identical to the
AS4/3501-6 material; however, an important difference between the two
materials is the longitudinal CTE, which is significantly higher for the
T300/934 material. This results in a greater flexibility when designing for
dimensional stability since more zero mean CTE designs exist, as can be seen
by comparing Figures 5.33 and 5.28 (there are two zero mean CTE contours
for T300/934 and only one for AS4/3501-6).
5.4.1 Optimization For Matching Properties Of A Composite Laminate
To Another Material
The specific problem considered is to match the mean stiffness and
Poisson's ratio of a composite laminate with that of a typical aircraft
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aluminum (2000 series). The material properties for the aluminum are
summarized in Table 5.2.
The cost function to be minimized follows:
fc(O) = AI Ex -xl + A2E, - Ey +
A,3Gx -i- +A4 vx -Y
fc(O) = min(f(O)}  (5.3,a,b)
subject to: 0 0 < -2
The ~ is to signify the mean laminate property goals, i.e. the mean stiffnesses
of aluminum. This cost function does not attempt to minimize the standard
deviations of the laminate properties (i.e. the B, are set to zero). The objective
is to only match the mean laminate stiffnesses with those of aluminum. The
[±Oi/±2/.../±D]s laminate families are considered with D=1, 2, 3, 4, and 5.
Here, 0={91,A,...,9} and &0 is a vector of the optimal layup angles. The
weight factors, Ai, are used to nondimensionalize and bring each of the terms
in Eq. 5.3a to order one. Other weight factors can be chosen that favor the
matching of a particular property more than the others (e.g. one term is
weighted to be of order two and the others to be of order one). Here it is
assumed that an equal weighting is desired, so the weight factors are chosen
as the inverse of the laminate property goals (i.e. the inverse of the properties
of aluminum):
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1
A, E,
1
A2
Y (5.4)
A3 -
GxY
1
A4 =
VX
This choice of weight factors results in the cost function being a sum of the
percent differences (divided by 100) between the properties of the aluminum
and the laminate.
Table 5.4 summarizes the optimal layups for the various values of D.
Table 5.5 is a summary of the properties of the laminates for the various D
values (which ideally would be identical to the properties of the aluminum,
however these results show that this is an unobtainable goal with the
T300/934 material system and laminate families considered).
5.4.2 Optimization For Minimal Thermal And Hygral Deformation
And Maximal Stiffness
In this section an optimization for minimal thermal and hygral
deformation and maximal stiffness is considered. This is a significantly more
complicated problem than the one considered in Section 5.4.1, and hence
requires significantly more explanation. This section is divided into four
parts. First the cost function is defined in Section 5.4.2.1. The goals for the
mean laminate properties are defined in Section 5.4.2.2. Sensible weight
factors that represent the relative importance of the thermal, hygral, and
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Table 5.2 Typical Material Properties of 2000 Series Aluminum
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Symbol Material Property Mean
Ex  longitudinal stiffness 10.5 Msi
EY transverse stiffness 10.5 Msi
G shear stiffness 4.0 Msi
Poisson's ratio 0.3
Table 5.3 Mean and Standard Deviations of Ply
Properties And Parameters For T300/934
Symbol Ply Property/Parameter Mean StandardDeviation
tb,.., t, thickness of ply 1,..,n 5.2(10)-3 in. 2.6(10)-4 in.
90,.., 9, layup angle of ply 1,.., n - 2
E,,,..,En, longitudinal stiffness of ply 1,.., n 20 Msi 1 Msi
E,,.., Er,, transverse stiffness of ply 1,.., n 1.4 Msi 0.07 Msi
Gw,,.., Gtn shear stiffness of ply 1,.., n 0.7 Msi 0.035 Msi
vt,.., VIt, major Poisson's ratio of ply 1,.., n 0.3 0.015
all,.., an, longitudinal CTE of ply 1,.., n 0.05 is/F 0.1 tis/OF
at,.., at, transverse CTE of ply 1,.., n 16 t&E/oF 1 jtj/oF
Pfi,.., 8,n longitudinal CME of ply 1,.., n 45 jts/% 30 is/%
flt3,.., tn,, transverse CME of ply 1,.., n 5500 tsw/% 300 jt&/%
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Figure 5.33 Contour plot of the mean longitudinal CTE (pE/F) for the
[+O/+±~1] T300/934 laminate family (approach A2)
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Table 5.4 Optimal Layup Angles
149
D Optimal Layup
1 [+60.7]s
2 [±62.6/±10.5]s
3 [±28.4/Il0.0/72.9]1
4 [I+0.0/±23.5/±39.6/+87.5]j
5 [+12.8/±57.7/+26.9/+80.6/+12.0]s
Table 5.5 Mean Stiffnesses of Optimal Laminates and Aluminum
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D Ex E G
(Msi) (Msi) (Msi)
1 1.54 7.17 3.98 0.30
2 9.99 6.86 2.48 0.30
3 10.5 6.61 2.39 0.30
4 10.5 6.62 2.40 0.30
5 10.3 6.69 2.42 0.30
Aluminum 10.5 10.5 4.0 0.30
stiffness portions of the cost function are systematically derived in Section
5.4.2.3. Last, the optimization results are presented in Section 5.4.2.4.
5.4.2.1 The cost function
The goal is to minimize the longitudinal CTEs, CMEs, CTBs, and
CMBs of a laminate, and their standard deviations, while also maximizing
the stiffness properties. The cost function to be minimized follows:
(A,Ia, - ax + B, SD[a, +
f(o) = (B2SD[x r
(A2x16 -l + B" SD[" ) +
[(A4,I3 G- , +E,,.I.)+(  EY - -! +BSD[E]) +
( - l + BSD[Q])
f(O*) = main {f )}  (5.5,a,b)
subject to: 0 < 0 < -
2
The [±0i/±0]s laminate families are considered. Here, 0={0,02} and 0" is a
vector of the optimal layup angles. The , are primary weight factors that are
used to weight the thermal, hygral, and stiffness portions of the cost function.
The A, and B, are secondary weight factors that are used to
nondimensionalize and bring each of their respective terms to order one so
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that the thermal, hygral, and stiffness portions of the cost function are
comparable on equal grounds.
The thermal portion of the cost function is weighted by 1, the hygral
part by 4, and the stiffness part by 3. The thermal and hygral portions of
the cost function are constructed to minimize the longitudinal CTE, CTB,
CME, and CMB; the stiffness portion of the cost function is constructed to
maximize the longitudinal, transverse, and shear stiffnesses.
5.4.2.2 The goals for the mean laminate properties
The goals for the mean thermal, hygral, and stiffness properties are
signified by the ~ (except for the longitudinal CTB and CMB because their
means are zero since only symmetric laminates are considered). The goals
for the laminate properties are defined as follows:
ax = min ax +SD[axjI
= min(SD[WT1j
= mn{ 1 + SD[x]}
S= min SD[WH ] (5.6a-g)
E, = max(Ex}
EY =ma(E}
Gx =maxGxy
These goals represent the ideal (although not simultaneously obtainable)
mean properties of the laminate. The numerical values for the goals, defined
in Eqs. 5.6a-g, and their corresponding optimal layup angles, are
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summarized in Table 5.6 for the T300/934 material system. Optimization
runs to solve Eqs. 5.6e-g were not necessary since the layups for maximum
stiffness are well known. Optimization runs were necessary to solve Eqs.
5.6a-d to determine the thermal and hygral laminate property goals.
Figures 5.34 and 5.35 illustrate the results from the optimization run
for determining the longitudinal CTE goal. Figure 5.34 is a convergence plot
showing how "fast" the SSM converges to the minimum. Figure 5.35 is a plot
of the points sampled by the SSM during the optimization run and zero mean
CTE contours. Each cross in the plot represents a point that has either
passed the Boltzmann test or is a result of a downhill simplex method step
(see Sections 4.4.1 and 4.4.2). Figure 5.35 shows how the SSM tends to
sample around the zero CTE contours, and eventually (as the parameter
temperatures become small) samples only in the vicinity of the global optima
(which is on the zero CTE contour in the lower left hand corner of the plot).
5.4.2.3 The weight factors
To determine sensible secondary weight factors for the thermal and
hygral portions of the cost function the temperature and moisture
environment must be considered. The amount of deformation induced by
temperature changes is in general different then the amount induced by
changes in moisture content. This difference should be considered when
determining the secondary weights for the thermal and hygral parts of the
cost function. For example, if the environment is such that there is a very
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large temperature change and only a small change in moisture content it is
reasonable to weight the CTE more than the CME to account for the larger
thermally induced deformation. The secondary weights for the thermal and
hygral portions of the cost function are determined by considering the
amount of strain due to a given temperature and moisture content change.
The secondary thermal and hygral weight factors are defined as follows:
A= B, I= ( 5  ~]7 A j
ii AT + kAH-)
AiixA-T + xA (5.7,a-d)
B2 T)( TAT+
B4  ) r wxTAT+ iAH)
The first term in parenthesis in these expressions is the inverse of the goal
for the respective laminate property. The first term is used for
nondimensionalization and to bring the terms in the cost function to order
one. The second term in parenthesis in these expressions is of order one and
has the purpose of taking into account the relative magnitude of thermal and
hygral induced deformations. If the AT and AH values result in equal strain
(using the ideal laminate properties) then the second term in parenthesis in
Eqs. 5.7a-d are equal to one. As iAT becomes large the secondary weight
factors for the hygral properties approach zero and the second term in
parenthesis in Eqs. 5.7a,c approach two (i.e. only thermal deformation is
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considered important to minimize). As /ZAH becomes large the secondary
weight factors for the thermal properties approach zero and the second term
in parenthesis in Eqs. 5.7b,d approach two (i.e. only hygral deformation is
considered important to minimize).
Exposed objects in low earth orbit experience approximately ±150 oF
temperature swings. Hence, it is reasonable to consider a 300 oF
temperature range, that is AT=300 oF. The typical moisture content of a
graphite/epoxy material, on earth, is 1%; in space the moisture content of a
laminate is, eventually, 0%. Hence, it is reasonable to consider a 1% change
in moisture content, that is AH=1%.
The secondary weight factors for the stiffness portion of the cost
function are chosen to nondimensionalize and bring their respective terms to
order one. Each stiffness property is weighted equally (i.e. it is assumed that
it is just as important to maximize shear stiffness as longitudinal stiffness,
etc.). The secondary weight factors are chosen as:
1
A3 = B5 =
EX
A4 =B - (5.8a-c)Ey
A 5 = B7 = G,
Six cases with different primary weight factors on the thermal, hygral,
and stiffness portions of the cost function were considered (e.g., cases are
considered where thermal deformation is more important to minimize than
155
hygral, etc.). Each set of primary weight factors corresponds to an
optimization run. Each optimization run is referred to as run 01, 02, ..., 06
for convenience. Table 5.7 summarizes the primary weight factors that
correspond to each of the optimization runs.
The primary weight factors for the first three optimization runs, 01,
02, and 03, respectively, were chosen to optimize for maximum stiffness,
minimum longitudinal thermal deformation, and minimum longitudinal
hygral deformation, respectively. The primary weight factors for 04 were
chosen to optimize for minimum thermal and hygral deformation
simultaneously. The primary weight factors for 05 were chosen to optimize
for minimum thermal and hygral deformation, and maximum stiffness,
simultaneously. The primary weight factors for 06 are similar to 05 except
that a much larger weight is placed on stiffness relative to the thermal and
hygral portions of the cost function (i.e. stiffness is considered more
important to maximize than it is to minimize the thermal and hygral
deformation).
5.4.2.4 Results
Table 5.8 lists the optimal layups for each of the optimization runs
(01-06). Note that the optimal layups for 02-05 are very similar, however
the optimal layups for 01 and 06 differ considerably from 02-05, and each
other. Table 5.9 summarizes the means and standard deviations of the
longitudinal thermal and hygral properties for the optimal layups. Table
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5.10 summarizes the means and standard deviations of the stiffness
properties of the optimal layups. Note that even though the primary weight
factors for 06 favor the maximization of stiffness, the optimal layup still
results in excellent thermal and hygral laminate properties (i.e. very low
means and standard deviations of the longitudinal CTE, CME, CTB, and
CMB).
5.5 DESIGN OF A SATELLITE STRUCTURE FOR MAXIMAL
DIMENSIONAL STABILITY WITH FREQUENCY CONSTRAINT
In this section an example problem is considered to demonstrate how
the present probabilistic and optimization methods may be used as a tool for
the design of a structure. The problem considered is that of designing a
composite laminate for an optical support structure for a recently proposed
space based optical telescope [1]. The structure is cylindrical in shape with a
diameter of 0.4 meters (16 inches) and a length of one meter (40 inches) and
a mass of 50kg (which includes the optics and all supporting equipment).
The design requirements (greatly abridged to simplify the discussion,
see [1] for details) are to have very little (ideally no) longitudinal thermal
deformation and a high fundamental frequency of the structure. The
structure is exposed to temperature swings as it moves in and out of the
earth's shadow and therefore must be built with a material that has a very
low longitudinal CTE to prevent defocusing of the optics due to thermal
deformation. The structure must have a fundamental frequency that is high
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Table 5.6 Optimization Results Used For Secondary Weight Factors
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Symbol Value Optimal Layup
ao 0.04 (ws/oF) [+1.57/±4.78]s
2.92 (pin/in2/oF) [±0.02/+0.00]s
P 15.0 (us/%) [±2.28/±7.90]s
WH 876 (pin/in2/%) [+0.00/+0.17]
x 20.0 (Msi) [+0.00/±0.00]s
20.0 (Msi) [±90.0/±90.0]s
7 5.18 (Msi) [±45.0/±45.0]s
xy
Cost = l+SD[4]
Minimum = 0.04 WPF
-
101
Cost Function
102
Evaluations
Figure 5.34 Convergence plot for optimization for minimal longitudinal
thermal expansion
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Figure 5.35 Plot of zero mean longitudinal CTE (t&E/OF) contours for the
[+O/+±3]s T300/934 laminate family, and points sampled by SSM
during optimization for minimal longitudinal thermal expansion
(corresponds to Figure 5.34)
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Table 5.7 Primary Weight Factors
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Optimization
Run Name
01 0 0 1
02 1 0 0
03 0 1 0
04 1 1 0
05 1 1 1
06 1 1 100
Table 5.8 Optimal Layup Angles
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Optimization Optimal Layup
Run Name
01 [±25.9/±64.1]s
02 [+0.3/±5.0]s
03 [±0.5/±8.2]s
04 [±0.3/±5.0]s
05 [+0.4/±5.0]s
06 [+0.0/±46.8]s
Table 5.9 Longitudinal Hygral And Thermal Properties
For Optimal Layups
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Optimization axT Wf WH
Run Name {SD[ax]} {SD[WxT]} {SD[flx]} {SD[WxH]}
( v/oF) (inn 2 /oF) (/%) (gin/in 2/%)
1.35 0.00 488 0.00
{0.12} {9.1} {40.5} {3035}
0.00 0.00 27.9 0.00
{0.04} {3.0} {12.5} {911}
-0.08 0.00 0.00 0.00
{0.05} {3.1} {15.0} {961}
0.00 0.00 27.9 0.00
{0.04} {3.0} {12.5} {911}
0.00 0.00 27.9 0.00
{0.04} {3.0} {12.5} {911}
-0.02 0.00 20.6 0.00
{0.08} {3.4} {27.1} {1060}
Table 5.10 Stiffness Properties For Optimal Layups
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Optimization x Ey G
Run Name {SD[Ex]} {SD[Ey]} {SD[Gxy]
(Msi) (Msi) (Msi)
01 6.75 6.75 3.46
{0.30} {0.30} {0.12}
02 19.8 1.40 0.77
{0.36} {0.025} {0.029}
03 19.5 1.40 0.88
{0.36} {0.024} {0.044}
04 19.8 1.40 0.77
{0.36} {0.025} {0.029}
05 19.8 1.40 0.77
{0.36} {0.025} {0.029}
11.2 3.62 2.9306 {0.30} {0.18} {0.075}
enough to prevent a resonant vibration resulting from a forcing due to the
reaction wheels (which would cause jittering of the optics resulting in
degraded image resolution).
The design requirements considered here are as follows: the structure
must have a fundamental frequency greater than 75 Hz, and the longitudinal
CTE must be as close to zero as is practically possible. The optimization
problem statement follows:
f,(6) = Ia + SD[a. ]
fL(o") = min{f.(0)}0 .so (5.9)
subject to: 0 < 0 < -
2
cof > 75 Hz
The [±01±2]s laminate families are considered. Here, 0={01,02 and 0* is a
vector of the optimal layup angles.
There are two ways to incorporate the frequency (or any other)
constraint using the SSM. The first is to keep generating new points if the
frequency constraint is not satisfied, as explained in Section 4.4.2. This
would require that the fundamental frequency of the structure be calculate
for every iteration during optimization to check that the constraint is
satisfied. This is a good approach, but it is difficult to implement in a
computer code in a general way such that the code is applicable to other
problems. In the present implementation hyper-rectangles may be specified
inside of which the layup angles are excluded from optimization (other
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shapes also may be used). This is a general way to take into account various
constraints that may arise for different problems. For the present problem,
rectangles are specified that enclose the layup angles that correspond to
fundamental frequencies below 75 Hz (as well as can be done with
rectangles).
Figure 5.36 is contour plot of the fundamental frequency (calculated
using methods developed in [1]) that also shows the three specified
rectangles inside of which the layup angles are excluded from consideration
during optimization. Figures 5.37 and 5.38 illustrate the results from the
optimization run for minimizing the longitudinal CTE. Figure 5.37 is a
convergence plot showing how "fast" the SSM converges to the minimum.
Note that the minimum cost value is significantly higher than the case with
no frequency constraint shown in Figure 5.34. Figure 5.38 is a plot of the
points sampled by the SSM during the optimization run and zero mean CTE
contours. Each cross in the plot represents a point that has either passed the
Boltzmann test or is a result of a downhill simplex method step (see Sections
4.4.1 and 4.4.2). Note that the zero mean CTE contour in the lower left hand
corner is excluded from optimization; this is why the minimum cost value is
higher than the case with no frequency constraint (the global optima, without
any constraints, is on the zero CTE contour in the lower left hand corner of
Figure 5.33). The optimal layup for this problem is [±47o/0]Os.
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It is interesting that this layup is very similar to the layup that
corresponds to the maximum fundamental frequency, as can be seen in
Figure 5.36. Even more interesting is that this layup is also very similar to
the layup for minimal longitudinal thermal and hygral deformation and
maximal stiffness (recall optimization run 06 in Section 5.4.2). Indeed, given
the superb qualities of this layup, it is the one that was chosen for the
structure.
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Figure 5.36 Contour plot of fundamental frequency (Hz) of optical support
structure for the [+O/± 3]s T300/934 laminate family, and regions
of non-admissible layup angles
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Figure 5.37 Convergence plot for optimization for minimal longitudinal
thermal expansion with constraints on layup angles
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CHAPTER 6
DISCUSSION
The purpose of this chapter is to interpret, and discuss the
implications of, the experimental, predicted, and optimization results
presented in Chapter 5. The experimental and predicted results are
discussed in Section 6.1. The optimization results are discussed in Section
6.2. Section 6.3 is a general discussion including important lessons learned,
modeling and lengthscale issues, and an alternate interpretation of the
probabilistic/optimization methodology.
6.1 DISCUSSION OF EXPERIMENTAL AND PREDICTED RESULTS
6.1.1 Comparison With Experimental Data
Overall, the predictions are in good agreement with the experimental
data. The experimental and predicted CDFs for the longitudinal stiffness
and tensile strength, shown in Section 5.1.2, are in very good agreement.
Also, the predicted standard deviation bands seem to capture the trends in
the (limited amount of) data for the different layups, as shown in Section
5.1.3. Two noteworthy exceptions are the longitudinal tensile strength for
the [±15o]d and [±15]2s laminates.
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The tensile strength of the [I±15o]s and [±15o]2s laminates is
significantly over-predicted (see Figures 5.5 and 5.6). The reason for this is
believed to be due to edge delamination resulting in a lower tensile strength.
These laminates are known to be prone to delamination which significantly
reduces their tensile strength in comparison to that if only in-plane failure
modes occur [85]. Since delamination was not modeled this over-prediction
was expected.
The data for the CTBs shown in Figure 5.8 seems to exhibit less
scatter than indicated by the 1-standard-deviation band. This is believed to
be a result of the [±45o]s and [+601]s test specimens being cut from the same
panel; the data does not capture ply material and geometric variations that
occur from panel to panel. Hence, the predicted variability is expected to be
greater than that of the data, as is the case.
The predicted standard deviation bands show a significant decrease of
the laminate property standard deviations as the number of plies increases
(see Figures 5.3-5.7, 5.9). This was expected based on arguments using
linear probabilistic methods. If a laminate property is modeled using a
simple linear rule of mixtures of the ply properties, it is straight forward to
derive (using approach Al, Section 4.3.1) that the standard deviation of the
laminate property is inversely proportional to the square root of the number
of plies. This result is consistent with the observed decrease of the standard
deviations.
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An important point regarding the predictions for the mean tensile
strength of unidirectional, [Oo],, laminates is that the mean decreases as the
number of plies, n, increases (see Figure 5.7). This behavior is due to the fact
that as the number of plies increases so does the probability of there being a
ply with, for example, a low strength (due to a flaw), which results in a lower
strength of the laminate. This size effect (which is not limited to
unidirectional laminates) has an important implication: mean unidirectional
laminate in-plane strengths are a function of the number of plies and are
different from the mean in-plane ply strengths. This is an important point
since often unidirectional laminate strengths are reported as ply strengths.
As can be seen in Figure 5.7, this study predicts that the unidirectional
tensile strength of a laminate may differ by as much as 25% from the ply
strength.
6.1.2 Comparison Of Approaches A2 And A4 With A3
The correlation of approaches A2 and A4 with A3 is excellent, as
shown in Section 5.2. Figures 5.10-5.12 show that predictions using
approach A2 are nearly identical to those of A3. This indicates that the
assumptions made in A2 (within the context of the mathematical modeling)
are applicable since A3 operates on the full nonlinear problem. This is an
important result since A2 is more efficient than A3, making A2 more
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attractive when the standard deviation need be calculated many times, e.g.
for optimization for minimal variability.
In Figure 5.13 standard deviations calculated from A4 by taking the
Euclidean norm of the sensitivity metrics, are compared with direct
predictions from A3 to infer if the sensitivity metrics are accurate.
Correlation is very good between A3 and A4 indicating that the assumptions
made in, and sensitivity metrics from, A4 are in an aggregate sense accurate.
The roughness of the plot from A4 is a result of the low number of
samples used. More samples could be used to achieve a smoother (and
probably more accurate) plot, however the computation time required would
be excessive. Approach A4 was not designed for, nor is computationally
efficient at, calculating standard deviations. A3 is a more efficient approach,
however it does not allow for the definition of sensitivity metrics. A4 was
designed for the calculation of sensitivity metrics for problems that violate
the assumptions of A2 (i.e. when the sensitivity metrics from A2 are not
applicable, as is the case for the failure models).
6.1.3 Sensitivity Study
An important advantage of approaches A2 and A4 over A3 is that they
allow for the definition of sensitivity metrics. Sensitivity metrics allow for
the identification of critical ply material properties and geometric parameters
that most contribute to the variability in the laminate properties. In
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practice, sensitivity metrics are useful for determining what aspects of a
manufacturing process must be controlled to assure laminate performance.
In Section 5.3.1 sensitivity studies are presented showing the sources of
variability in the laminate longitudinal stiffness, CTE, CTB, and tensile
strength. No generalizations for arbitrary laminate designs can be drawn from
these studies. For example, the sensitivity metrics are a function of the
standard deviations of the ply properties and geometric parameters, which
depend on manufacturing processes, the material system, etc. The primary
purpose of these studies is to drive home the important point that the
sensitivity of a laminate property to variations in a ply material property or
geometric parameter is a strong function of the laminate design (e.g. layup
angles, material system, etc.).
Figure 5.14 is a plot of the sensitivity of the laminate longitudinal
stiffness, Ex, to layup angle and ply thickness variations. This plot shows that
the sensitivity of Ex to variations in layup angle is far greater than that of ply
thickness. However, the longitudinal CTB, for example, is sensitive to both ply
thickness and layup angle variations, as shown in Figure 5.19.
The sensitivity of Ex to ply stiffness (El, Et, Glt) and Poisson's ratio (nlt)
variations is shown in Figure 5.15. This plot indicates that variations in El are
the dominant source of variations in Ex for low angle layups, and that
variations in Et are the dominant source of variations in Ex for high angle
layups. For intermediate angle layups Ex is sensitive to all the ply material
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properties, especially Glt. The thermoelastic properties exhibit a similar
behavior (see Figures 5.17 and 5.20); variations in a, are the dominant source
of variations in a, and WxT for low angle layups, and variations in at are the
dominant source of variations in a, and WxT for high angle layups. Again, for
intermediate layup angles a, and W T are sensitive to all the ply material
properties. The sharp drop of the sensitivity to Glt and other properties at a
layup angle near 450 shown in Figures 5.17 and 5.20 is interesting. The author
can offer no simple physical explanation for this behavior.
Figures 5.22-5.25 are plots of the sensitivity metrics for laminate
longitudinal tensile strength. Figure 5.22 shows that the impact of both ply
angle and thickness variations on laminate strength can be significant,
however there are wide variations in the sensitivities for different layups.
Figure 5.23 shows the sensitivity of laminate strengths to different ply
strengths. Low angle layups are sensitive to primarily longitudinal ply
strength. As the layup angle increases the sensitivity to longitudinal strength
eventually disappears while the sensitivity to ply shear strength grows; as the
layup angle is further increased there is a small region where there is a
sensitivity to both shear and transverse ply strengths; then finally only a
sensitivity to transverse ply strength for the higher angle layups. The
changes in sensitivites correspond to changes in the probable failure modes of
the laminate. If there is no chance that the laminate will fail in a mode
involving a particular ply strength, the laminate will show no sensitivity to
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that strength. The fact that the sensitivity of some laminates is non-zero for
more than one ply strength indicates that some nominally identical
laminates can fail in different modes. In general, the results (Figures 5.22-
5.24) show that the variability of the tensile strength of a laminate can be a
strong function of the variability of several different ply properties and
geometric parameters. In particular, variations in ply thickness, layup
angle, and longitudinal stiffness and strength all significantly contribute to
the variability of the tensile strength of laminates, including (interestingly
enough) unidirectional ones.
The scatter in the sensitivity plots for the laminate tensile strength is
an artifact, caused by the low number of samples used in A4. A sample size
of 500 was used for the plots, which is sufficient to accurately predict most of
the sensitivities, however there are two exceptions.
The first exception is when the sensitivity to a ply property or
geometric parameter contributes little to the variation of tensile strength.
The reason for this exception is that more samples are required to accurately
predict the difference between '"& and ay (defined in Section 4.3.5) since
A3 is used to predict '^, and 'ri. This is, in part, the reason for the large
amount of scatter in the sensitivities of the tensile strength to hygro/thermo
elastic ply properties (Figure 5.25); the sensitivity of the tensile strength to
the hygro/thermal elastic properties is non zero (due to thermal/hygral
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residual stresses), but it is small relative to other sensitivities (for this
particular laminate family).
The second exception is due to the possibility that the number of
samples to get an accurate prediction of the edYi and 5yij is also a function of,
laminate behavior. For example, the failure modes of some laminates can
change due to slight changes in ply strengths, while the failure modes of other
laminates are insensitive to changes in ply strengths. The more failure modes
the more samples it takes to characterize each of them. Hence, it is
conceivable that it takes more samples to calculate the standard deviation of a
laminate that may fail in several different failure modes. This is the likely
reason that the sensitivity to ply shear strength exhibits a lot of scatter in the
vicinity of the 200 layup, since two failure modes are possible here (see Figure
5.23).
In general, these exceptions are not drawbacks of A4 for two reasons: (i)
the scatter is not unavoidable, it may be decreased by increasing the number
of samples, and more importantly (ii) the larger sensitivities are usually what
one is interested in.
6.1.4 Parametric Study
The parametric study consists of contour plots of the mean, standard
deviation, and coefficient of variation (when applicable) of all of the laminate
properties for the [±0/±I], laminate family. The entire parametric study is
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presented in Appendix D. Figures 5.26-5.32 in Chapter 5 are a
representative collection, and are discussed here.
The most important point drawn from this study is that the magnitude
of variability of all of the laminate properties is a strong function of laminate
design. For example, the Coefficient Of Variation (COV) varies from three to
six percent, and seven to 15 percent, for the longitudinal stiffness and tensile
strength respectively (see Figures 5.27 and 5.32, respectively). These results
indicate that not only is it difficult, but restrictive to define a safety factor
that blankets the infinite possible laminate designs.
The contour plot of the COV of longitudinal tensile strength in Figure
5.31, together with Figure 5.23 (which shows the various failure modes that
are operating), indicate that in regions where multiple failure modes are
possible the COV tends to be high. This makes sense since the initial failure
mode can influence following failure modes (i.e. influence the path to failure).
The last ply failure load is dependent on the path to failure. Hence,
laminates that have unpredictable failure modes tend to have high COVs of
tensile strength.
It should be noted that the contour plots of the means, standard
deviations, and COVs of the longitudinal tensile strengths and FPF loads
(Figures 5.31 and 5.32, and Appendix D respectively) are weakly
nonsymmetric. Theoretically these plots should be symmetric as the number
of samples approaches infinity (in practical terms about 5000 samples is
sufficient); only 500 to 1000 samples (depending on the plot) were used to
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generate the plots, hence the weak nonsymmetry. The computation time to
generate the contour plots was long even for the low sample sizes (-24 hours
for each plot on a Pentium® 166 MHz). The use of a larger sample size is
primarily of aesthetic value, and was deemed unnecessary given the
computational requirements.
The contour plots of the CTBs and CMBs are strongly nonsymmetric.
The nonsymmetric behavior is a result of a dependence on stacking sequence.
Figure 5.30 shows that stacking sequence can have a large effect on the
magnitude of variability of the longitudinal CTB. The standard deviation of
the longitudinal CTB for a [+0o/±901]s laminate is 9.0 in/in2/F and the
standard deviation for a [±900/±0O]s is 34 pin/in2/F, nearly a 400% increase!
A very important point regarding predicted means, standard
deviations, and COVs of the laminate properties must be noted. Even though
the predicted statistics of the laminate properties are in good agreement with
experimental data for many laminates, it is dangerous to assume that this
implies that the predictions are accurate in general. For example, a very
simple failure model was used for the strength predictions which is known to
result in unconservative estimates in certain cases. It is well known [98]
that in situ transverse ply strengths are not constants, they are a function of
the ply thickness and the layup angles of adjacent plies. Also, edge
delaminateion [85], effects of structural details, etc., which can all
significantly reduce failure loads, are not modeled. The contour plots of the
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statistics of all the laminate properties presented in Chapter 5 and Appendix
D are intended to illustrate points such as the strong dependence of COVs on
laminate design. The results presented in this thesis, in general, are not
intended for, and should not be used for, design purposes.
6.2 DISCUSSION OF OPTIMIZATION RESULTS
Three optimization problems were considered in Chapter 5:
optimization for matching the mean properties of a composite laminate to
those of another material (Section 5.4.1), optimization for minimal thermal
and hygral deformation and maximal stiffness (Section 5.4.2), and optimal
design of a satellite structure for minimal thermal deformation (Section 5.5).
The first two problems are discussed in Sections 6.2.1 and 6.2.2 respectively.
The third problem is not discussed in this chapter since the discussion given
in Section 5.5 is sufficient. In Section 6.2.3 the effect of the functional form
of the cost function on the optimization results is discussed.
6.2.1 Discussion Of Optimization Results For Matching Properties Of
A Composite Laminate To Another Material
The problem was to match the mean stiffnesses and Poisson's ratio of a
composite laminate with that of a typical aircraft aluminum. The composite
material system considered was T300/934, with the ply properties listed in
Table 5.3. The aluminum properties are listed in Table 5.2.
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Tables 5.4 and 5.5 summarize the optimization results. The results
indicate that a laminate cannot be designed, using the T300/934 material
system, to have the same mean properties as aluminum. However, the five
optimal designs, shown in Table 5.4, do approach some of the mean
properties of the aluminum very closely, as shown in Tables 5.5. All of the
laminates have the same mean Poisson's ratio as the aluminum. The four
ply laminate has nearly the same mean shear stiffness as the aluminum,
although the mean longitudinal and transverse stiffnesses are significantly
different. The eight ply laminate has nearly the same mean longitudinal
stiffness as the aluminum, although the mean transverse and shear
stiffnesses are significantly different. However, the mean properties of the
eight ply laminate more closely resemble those of aluminum than the four ply
laminate. The mean properties of the 12, 16, and 20 ply laminates are
similar to the eight ply laminate. These results show that increasing the
number of plies, which increases the size (dimension) of the design space,
does not always result in the existence of a "better" laminate design for a
problem.
It is interesting to note that all the optimal laminates have two mean
properties that are very similar to those of aluminum, while the other mean
properties differ significantly. This locking behavior is a result of the
functional form of the cost function. When the cost function cannot meet all
of the property goals it favors designs that meet a few of the property goals
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very closely at the price of other properties differing significantly from the
goals. This behavior is discussed in more detail in Section 6.2.3.
6.2.2 Discussion Of Optimization Results For Minimal Thermal And
Hygral Deformation And Maximal Stiffness
The problem was to minimize the longitudinal CTEs, CMEs, CTBs,
and CMBs of a laminate, and their standard deviations, while also
maximizing, and minimizing the standard deviation of, the stiffness
properties. Several cases are considered where the weights on the thermal,
hygral, and stiffness portions of the cost function are different (e.g. cases
were considered where thermal deformation is more important to minimize
than hygral, etc.). The material system considered was T300/934, with the
ply properties listed in Table 5.3.
Table 5.8 lists the optimal layups for each of the optimization runs,
referred to as 01-06. The layups corresponding to the 02-05 optimization
runs are very similar. This was expected for the 02-04 runs, which were for
minimal thermal and/or hygral deformation, for two reasons: (i) For the
temperature and moisture content changes considered the second term in
parenthesis in Eqs. 5.7a-d are close to unity; hence, the thermal and hygral
parts of the cost function are nearly equally weighted. (ii) The ply
longitudinal and transverse CTEs and CMEs for T300/934 are such that the
layups corresponding to zero mean laminate CTEs and CMEs are very
similar.
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The 05 run was for minimal thermal and hygral deformation and
maximal stiffness. The layup from the 05 run is similar to the layups from
the 02-04 runs since it happens that the layup for minimal thermal and
hygral deformation also corresponds to a laminate with a high longitudinal
stiffness. The cost function for the 06 run was similar to that for the 05 run,
with the exception that the stiffness part of the cost function was weighted
much more heavily than the thermal and hygral parts. This is why the layup
from 06 corresponds to an overall stiffer laminate than the layup from 05 (as
shown in Table 5.10). The 01 run was for maximization of stiffness only.
Hence, the layup from 01 corresponds to the overall stiffest laminate.
In practice, laminate manufacturing procedures are often limited to
integer layup angles. None of the optimal layups presented in Chapter 5
have integer layup angles. However, optimization results presented in
Section 5.4.2.4 take into account the variability of layup angles, which is on
the order of two degrees. Hence, rounding the optimal layup angles to
integer values, as would be done in practice, will not significantly change the
performance of the laminate.
6.2.3 The Effect Of The Functional Form Of The Cost Function
In this section the effect of the functional form of the cost function on
the optimization results is discussed. In particular, the locking behavior
pointed out in Section 6.2.1 is explained. For cases where the locking
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behavior is not desired, a slightly different form of the cost function, that
discourages the locking behavior, is presented.
The original form of the is:
f (O) = j[AAj 4 - PvI + B, a^r (6.1)
For this cost function, the penalty for laminate properties, P,, deviating from
their respective goals, Pg,, increases linearly with the magnitude of deviation.
This is a relatively weak penalization and is why this cost function exhibits
the locking behavior. This cost function favors locking on to a few property
goals at the price of other properties differing significantly from the goals. A
cost function which penalizes the deviation of properties from their respective
property goals more would discourage this locking behavior. An example of
such a cost function is:
1
S(0)= 1A[ jgI- P + B , g (6.2)
The original cost function (Eq. 6.1) may be recovered by setting p to one. As
p increases so does the penalty for the deviation of properties from their
respective goals. For large values of p (e.g. 4 or 6) the deviation of the
laminate properties from their respective goals becomes relatively uniform (if
equally weighted). No one property deviates much, with respect to the
others, since the penalty grows as the pth power of the amount of deviation
from the property goal. The payoff of locking on to a few properties is not
worth the cost of other properties deviating significantly from their goals.
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In the computer code that accompanies this thesis p is a user input.
The default value of p in the code is one. No quantitative investigation of the
effects of different p values has yet been carried out.
6.3 DISCUSSION
6.3.1 Important Lessons Learned
The problem addressed in this thesis had three parts: (i) to develop a
methodology for determining the mean and standard deviation of laminate
properties, (ii) to develop an optimization method for tailoring mean laminate
properties to specified goals, while also minimizing the standard deviation of
the laminate properties, and (iii) define a sensitivity metric. Many lessons
were learned while addressing this problem (as explained throughout this
thesis), most related entirely to either the probabilistic or optimization
methods. However, the two most important lessons learned from this work
are closely related to all three aspects of the problem and to each other:
I. The magnitude of variability of laminate properties is strongly
dependent on laminate design.
II. Multiple optimal laminate designs exist for minimal variability
about specified laminate property goals.
The first lesson has an important implication: not only is it difficult,
but restrictive to define a safety factor (e.g. for strength, thermal
deformation, etc.) that blankets the infinitely possible laminate designs. It is
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difficult to define such a safety factor since the worst case design must be
identified. It is restrictive to use such a safety factor since a worst case
design must be assumed when the actual design may be far superior.
The second lesson has two important implications. The first
implication is related to the multimodal nature of the cost function(s), the
second to the choice of the functional form of the cost function. The first
implication is this: since multiple optima exist, a global optimization method
must be used to determine the globally optimal laminate design. This is an
important implication since it is very difficult to find the global optima
among many (relative to the case if only one optima existed).
The second implication is that optimization (in the present context)
cannot be used to determine a single "best" laminate design for a particular
application. Rather, the user has control over the functional form of the cost
function by changing the laminate property goals, p in Eq. 6.2, or choosing
different weight factors, all of which affects the "optimal" laminate design.
In practice, there is no one absolutely optimal laminate design; the user has
the freedom to choose one among many based on practical considerations
which are not incorporated in the cost function.
6.3.2 Some Modeling and Lengthscale Issues
The models used in the present work, particularly the failure models,
are admittedly simplistic. Regardless, in many cases predicted results are in
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very good agreement with experiment. This raises an important question:
are more complex models necessary?
The fact that predicted and experimental results are in good
agreement does imply that some of the relevant physics are captured by the
simple models. However, it is foolish to assume that all of the relevant
physics are captured. For example, other failure modes can occur that are
not modeled here, such as edge delamination [85]. It is also well known that
the transverse and/or shear stress at which microcracking initiates in a ply
(if it occurs) is a function of both ply thickness and the layup angles of
adjacent plies [93, 98-100]. The present model does not capture this
dependence.
Lengthscale issues regarding the models for the laminate properties
are also important considerations. In this work, there is an implicit
assumption that material properties and geometric parameters are uniform
throughout each ply, and only vary from ply to ply. However, modeling
variations at this scale may not be sufficient to capture some relevant
phenomena. For example, material properties and geometric parameters
vary as a function of position within each ply. Here, it is assumed that these
complex spatial variations can be modeled, in an average sense, as a uniform
variability of ply properties and geometric parameters within each ply.
The favorable comparisons of experimental and predicted results is
encouraging and indicates that the simple models used in the present work
do a reasonable job in some cases. However, modeling is a function of
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intended purpose. The intended purpose of the models used in the present
work was to aid in the development of a methodology, not necessarily a
design tool. The designer must, in the specific case they are dealing with,
understand the limits and suitability of the models that they use in this
methodology.
6.3.3 An Alternate And Useful Interpretation Of The
Probabilistic/Optimization Methodology
Previously the predicted standard deviations were used to infer the
variability of the laminate properties that one would see in practice. There is
an alternate view of the standard deviation that can be useful. The standard
deviation can also be viewed as a metric of knowability, which is different
from actual variability.
In this interpretation the standard deviations of the constituent
properties are a measure of their knowability. This is what makes this
interpretation useful; the standard deviations of the constituent properties
can be chosen such that they encompass some range of values which may be
based on experience, accuracy of models, known upper and lower bounds, etc.
This results in the predicted standard deviations of the laminate properties
being a metric of their knowability (based on experience, modeling accuracy,
etc.) rather than a metric of variability.
The sensitivity metrics also have an alternate interpretation. The
sensitivity metrics indicate what constituent properties need to be better
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known (or understood) to most increase the knowability of a laminate
property.
Previously optimization was done to tailor mean laminate properties to
specified goals, while also minimizing the variability of the laminate
properties. For the alternate interpretation, optimization is done to tailor
laminate properties to specified goals, while also minimizing the impact of
the ignorance of the constituent properties, the lack of accurate models, etc.
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CHAPTER 7
CONCLUSIONS AND RECOMMENDATIONS
FOR FUTURE WORK
7.1 CONCLUSIONS
A method for predicting the values, variations and sensitivities of
laminate properties, given ply properties and geometric parameters, has been
developed. The method was coupled with a new optimization technique to yield
a very useful analysis and design tool. The tool is capable of predicting mean
laminate properties and their standard deviations; predicting the sensitivities
of laminate properties to the various ply properties and geometric parameters;
and finding laminates that are optimal in the sense of both meeting property
goals and minimizing variations of the properties about those goals.
The accuracy and utility of the method has been verified in a number of
ways. Experimental results obtained from the literature are in good agreement
with the predicted trends in both the means and the standard deviations of the
laminate properties. Four different methods for calculating property
variations and sensitivities were developed. The methods trade accuracy and
generality for computational speed, and provide the user with a menu to choose
from for different applications. These methods were checked against one
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another, with good results. A new optimization technique, suitable for the
complex problems encountered in this work, was developed. It was checked on
a set of standard benchmarking problems, and found to converge very fast.
The method was used to perform a variety of parametric and design
studies. The studies illustrated the ways the method can be used to solve
practical problems. They also reveled some interesting things about the
behavior of composite laminates, and difficulties encountered in their
optimization. In fact, the method appears to be a promising way of achieving a
deeper understanding of this very rich field. Here, some of the obvious lessons
that fell out of the studies done are reviewed; they represent only a fraction of
the possible insights that can be gained from the method, or indeed even from
the studies presented in this work.
The variations in laminate properties are a very strong function of the
laminate design itself, most notably the ply angles (the layup). Coefficients of
variations of properties of interest varied by large factors from one laminate to
the next. These results indicate that it is not only difficult, but restrictive to
define a safety factor (for strength, thermal deformation, etc.) that blankets
the infinite possible laminate designs.
Laminate properties were found to be sensitive to (and hence their
variablities dependent on) all the ply properties and geometric parameters.
Which ply properties and geometric parameters were critical depended on both
the laminate design and the laminate property of interest. Even for a given
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laminate design and selected laminate property, it was observed that no one
ply property or geometric parameter generally dominated.
A "size effect" which causes laminates with greater numbers of plies to
have lower mean strengths (due to a greater chance of one "weak" ply) but also
less scatter in properties (due to averaging out of ply property variances), was
noted. This is consistent with the size effects well known and documented for
fiber bundles, etc. This effect falls out of the analysis; it has not (to the
author's knowledge), been experimentally verified at this level.
Finally, the design space even for simple problems was found to be very
complex. The consideration of minimization of variations among the cost
function parameters only exacerbates this known problem. Multiple local
minima, often of very similar depths, typically exist. These observations had
some clear implications. A global optimization method must be used to
determine the globally optimal laminate design. Cost functions should be
chosen carefully. Finally, judgment must be used to choose between a number
of "optimum" designs for a given problem.
It must be repeated that the methodology developed here uses simple
models of composite behavior, and that its usefulness is restricted to cases in
which the behavior of the actual material conforms to the models! In the
hands of a user with an understanding of the models and their limitations,
these tools should prove to be very useful for design and analysis.
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7.2 RECOMMENDATIONS FOR FUTURE WORK
Recommendations for short term opportunities to improve the method
and its use are presented here.
The simple progressive failure model should be extended to include more
advanced failure theories, such as the dependence of ply strengths on ply
thickness and layup angles of adjacent plies [100, 101], the effects of
progressive microcracking in plies [93], and edge delamination [851.
The laminate property calculations should be extended to handle
nonsymmetric laminates; that is, to specify a stiffness matrix as a goal as
opposed to effective (engineering) laminate properties which only apply to
symmetric laminates. The optimization methods should be extended to allow
for the specification of arbitrary upper and lower bounds (constraints) on the
mean plus a specified multiple of the standard deviation of a laminate
property; this would require a check to see if a laminate design exists that
meets the constraints. The parameters for the SSM for a particular (class of)
cost function(s) should be recursively optimized (using the SSM) .
Finally, among the many possible additional parametric studies,
investigations of the effects of different cost functions; in particular, the effects
of different p values in Eq. 6.2, are called for.
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APPENDIX A
WHY DOES A = 2 WORK WELL?
Originally trial and error was used to determine A in approach A2
(Section 4.3.2) by comparing with the Monte Carlo approach A3 (Section
4.3.4). The purpose of this appendix is to give insight as to why A = 2 works
well.
To accomplish this a simple one parameter family of nonlinear
functions is constructed that exhibits the types of nonlinearities typical of
CLPT. Basic probability theory is used to determine the "exact" standard
deviation which is compared with the predicted standard deviation using
approach A2 with various values of A. An optimal A is determined by
minimizing and error norm between the "exact" and predicted values for the
class of nonlinear functions considered. This optimal A is approximately
1.86, which is very close to the value of 2 determined by trial and error.
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Consider the one parameter family of nonlinear functions:
S10
where: x* = -a) (A.1)
1 nx 1
- tan - x+-S 10a a 2
0<a<l
As a - 1 f(x) becomes a straight line of slope 0.1. As a - 0 and x<0, J(x)
goes to zero; when a -- 0 and x>0,Jf(x) becomes a straight line of slope 0.1 with
x*=0 and 6 = 1; there is a discontinuity at x=O. Figure A. 1 is a plot off(x) with
various values of a. The level of nonlinearity increases as a is decreased.
Here, x is considered to be a normally distributed random variable
with mean p and variance a2, andy a dependent random variable:
y = f(x) (A.2)
The probability density function of y, P(y), can be found from Eq. A.1 using
the fundamental transformation law of probabilities (e.g. [90]):
P(y) - sec2 2 y(A.3)
(o10 -(U+10,)) 2
As a - 1 P(y) becomes the normal distribution with mean p and standard
deviation 0.1l . Figure A.2 is a plot of P(y) with various values of a and
215
-ro=l 1. P(y) is far from the normal distribution for most a; for lower values
of a, P(y) has two peaks due to the jump inj(x) near x-0.
The standard deviation of y is (see, e.g., Freund [90]):
Y, jfy2P(y)2(yd (A.4)
The percent error is defined as:
A2
E = x100 (A.5)
where A2 y is the standard deviation calculated using the approach A2
(which depends only 2) as described in Section 4.3.2. Eq. A.4 is integrated
numerically to determine o,.
Figure A.3 is a plot of the percent error verse j with A=0.001, o=1 and
various values of a. For this small value of 2 approach A2 is essentially
equivalent to approach Al, which is a linear method. Approach Al is not
applicable near p-0 since this region is highly nonlinear; the derivatives in
the tailor expansion become large, and so does the error, in the vicinity of the
cliff (at x0O) shown in Figure A.1. The error is low away from the cliff since
in this region j(x) is linear, as can be seen in Figure A. 1.
To determine an optimal A the maximum absolute value of the error is
minimized with a = 0.95, 0.3, 0.08, and 0.015, o-1, and 0<u<4. The optimal 2
is nearly constant (+0.1) for the different a values. The average of the
optimal 2 values is 1.86.
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Figure A.4 is a plot of the error verse u with A=1.86, o-1, and various
values of a. The error is far less than the case with A=0.001. The "bumps" in
the error near p=Aa are a result of the method suddenly "seeing" the cliff (see
figure A. 1) since the method gathers information over a range of +ja about j.
Again, the error is low far away from the cliff.
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Figure A. 1 Plot of constructed nonlinear function for various a
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Figure A.2 Probability density functions ofy for various a with Aco= 1
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Figure A.3 Plot of percent error verse the mean of x, ~, with A=0.001 and 1=l
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APPENDIX B
THE DEPENDENCE OF 7Y ON THE -xi
The purpose of this appendix is to demonstrate the dependence of y,
on the x, -
In Section 4.3.1 Al is described and the following equation for the
standard deviation of the laminate properties is derived:
15n
J=1 X X,2 ... "M
(B.1)
2
In Section 4.3.2 A2 is described and Eq. B.1 is modified as follows:
15n
2 1 A2d2
J=1
Where:
A2 d =j
[r(, i,f,,. V, X2X.., M - u,..., X
,, (,, z .-, -L ,, ,...,x.)i
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(B.2)
(B.3)
In Section 4.3.5 A4 is described and Eqs. B.1 and B.2 are generalized as:
15n
r, = C( ,j x)2 (B.4)
j=1
Where the y, are constants to be determined. For Al, y, is
S f=r' (B.5)
Y XJ X1,X2 ,....
For A2, y, is
A2d
1(B.6)
Ox
In Al it is assumed that the y, are independent of the x. In A2 it is
assumed a y, is dependent on only the Yh &x (in a simple way), and is
independent of all the other cxr. Both of these assumptions are now
numerically shown to be poor for the FPF and LPF loads. Specifically, a
numerical example is used to show that the y, for the FPF and LPF loads
depend on the magnitude of not only thejth ^, but others as well. Approach
Al and A2 do not account for this interaction behavior.
If the y, are not dependent on the &, (kwj) then the y, should not
change if all of the &, (k#j) are varied and ,xj is kept constant. This is not
the case. To demonstrate this the y, with i=17,18 and j=2n+l,..,3n are
considered; the i's correspond to the FPF and LPF loads respectively, the j's
correspond to the terms in Eq. B.4 that are multiplied by the standard
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deviation of the ply longitudinal modulus. In analogy with the combined
sensitivity metrics defined in Section 4.3.3, a combined 7, is defined as
3n
El = (B.7)
j=2n+l
Similarly, for the LPF load
3n
El I (B.8)
j=2n+l
The assumptions in Al and A2 are violated if yEF or yP change when the
standard deviations not corresponding to the ply longitudinal modulus are
varied. Figure B. 1 is a plot of 7F, for a one parameter family of laminates;
there are two curves, one corresponds to the standard deviations of the ply
material properties and geometric parameters in Table 5.1, and the other to
one tenth of the standard deviations in Table 5.1 (except for the ply
longitudinal modulus standard deviations which are not reduced). Figure
B. 1 shows that 7 F is quite different for the two cases, hence the
assumptions made in both Al and A2 are not applicable. The same holds
true for yF as shown in Figure B.2. It should be noted that if other terms in
Eq. B.4 where considered, as opposed to the ply longitudinal modulus terms,
similar behavior is observed.
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Figure B.1 y% for two different sets of ply material property geometric
parameter standard deviations
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APPENDIX C
DETAILS CONCERNING THE CHOICE OF N
When creating data for plots using A3 and A4 a large N is required so
that the calculated means and standard deviations do not exhibit a lot of
scatter. The reason is that as the number of samples N is increased the
probability that the calculated means and standard deviations are far from
their respective exact values is reduced. However, as the number of points in
a plot is increased the chance of getting a bad set of random numbers (i.e. a
set of r) that by chance happens to cluster in one area in the interval (0,1)),
for a particular N, increases. Hence, N must increase as the number of
points in a plot does (otherwise there are always a few points on the plot that
are far from their respective exact values). The requirement of a large N for
"smooth" plots results in a very high computation time, particularly for plots
with many points (since as the number of points increases so must N).
The goal is to avoid bad sets of random numbers, the solution is
simple. When generating random numbers using a computer, a seed to
initiate the sequence of random numbers is required. A computer is not
capable of generating a true random number, it needs a random seed
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(number) to initiate the sequence of calculated pseudo random numbers (see
Knuth [89] for a deep discussion and references). The relation of the
sequence of generated numbers to the seed is constructed to be so complex
that it is assumed random. For a particular seed there is a particular
sequence of random numbers that the computer will generate. Some of these
sequences are bad, some good. The simple idea is to find a good seed for the
random number generator, by trial and error, and stick with it throughout
the computer run to generate the points for the plot. As a result the number
of samples N needed to produce a plot without a point far from its respective
exact value is independent of the number of points in the plot (since the same
sequence of random numbers, r k , is used for each point). Also, if fy, is
continuous so is the computed mean and standard deviation (since the
sequence of random numbers used does not change). This is a particularly
nice feature for plots, since plots of the means and standard deviations using
A3 are smooth. Without using the same seed this property of continuity only
occurs as N--o. In the computer code used to generate the plots for this
thesis a particular seed is hard written into the code and is not changed.
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APPENDIX D
CONTOUR PLOTS OF LAMINATE
PROPERTIES FOR THE [+±O/Ijls LAMINATE
FAMILY
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plot of the mean longitudinal stiffness (Msi) for the
AS4/3501-6 laminate family (approach A2)
230
90
80
70 -
0.05
60 -
0 0.10
S-50 - 0.15-
(deg.) 40
0.30 -
300.3530 0.40-
- -- 0.45-
20 0.50-
0.55-
10 0.65 .6
0 10 20 30 40 50 60 70 80 90
0 (deg.)
Figure D.2 Contour plot of the standard deviation of the longitudinal
stiffness (Msi) for the [+O/+±3]s AS4/3501-6 laminate family
(approach A2)
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Figure D.3 Contour plot of the coefficient of variation (%) of the longitudinal
stiffness (Msi) for the [±O/±~13] AS4/3501-6 laminate family
(approach A2)
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Figure D.4 Contour plot of the mean transverse stiffness (Msi) for the
[+O/I±3]s AS4/3501-6 laminate family (approach A2)
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Figure D.5 Contour plot of the standard deviation of the transverse
stiffness (MVIsi) for the [+-O/+±O3] AS4/3501-6 laminate family
(approach A2)
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Figure D.6 Contour plot of the coefficient of variation (%) of the transverse
stiffness (Msi) for the [+O/±3] AS4/3501-6 laminate family
(approach A2)
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Figure D.7 Contour plot of the mean shear stiffness (Msi) for the
[+0/+±3]s AS4/3501-6 laminate family (approach A2)
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Figure D.8 Contour plot of the standard deviation of the shear
stiffness (Msi) for the [+0/±3]s AS4/3501-6 laminate family
(approach A2)
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Figure D.9 Contour plot of the coefficient of variation (%) of the shear
stiffness (Msi) for the [+0/+±Pl AS4/3501-6 laminate family
(approach A2)
238
(deg.)
(deg.)
90
80
70
60
50
40
30/ 0.2
20 1.0
0.6
10 0.8 0.8 0.4 0.10.4 0.6
0 10 20 30 40 50 60 70 80 90
0 (deg.)
Figure D. 10 Contour plot of the mean Poisson's ratio for the [±0/±],
AS4/3501-6 laminate family (approach A2)
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Figure D.11 Contour plot of the standard deviation of the Poisson's ratio for
the [+0/±3]s AS4/3501-6 laminate family (approach A2)
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Figure D. 12 Contour plot of the coefficient of variation (%) of the Poisson's
ratio for the [I+/±IP]s AS4/3501-6 laminate family (approach A2)
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Figure D. 13 Contour plot of the mean longitudinal CTE (pE/oF) for the
[+6/±O]s AS4/3501-6 laminate family (approach A2)
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Figure D.14 Contour plot of the standard deviation of the longitudinal
CTE (e/oF) for the [+0/ ], AS4/3501-6 laminate family
(approach A2)
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Figure D. 15 Contour plot of the mean transverse CTE (PE/oF) for the
[+Ie/±3]s AS4/3501-6 laminate family (approach A2)
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Figure D. 16 Contour plot of the
CTE (p/oF) for
(approach A2)
standard deviation of the transverse
the [+/+13]± AS4/3501-6 laminate
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Figure D. 17 Contour plot of the standard deviation of the shear
CTE (jp/oF) for the [+/±~3]s AS4/3501-6 laminate family
(approach A2)
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Figure D. 18 Contour plot of the standard deviation of the longitudinal
CTB (pin/in 2/oF) for the [+-/+±]s AS4/3501-6 laminate family
(approach A2)
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Figure D. 19 Contour plot of the standard deviation of the transverse
CTB (gin/in 2/oF) for the [+0/±3P]s AS4/3501-6 laminate family
(approach A2)
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Figure D.20 Contour plot of the standard deviation of the twist CTB
(pin/in2/oF) for the [+0/±IP]s AS4/3501-6 laminate
(approach A2)
family
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Figure D.21
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Contour plot of the mean longitudinal CME (p~E/%) for the
[±e/I±3]s AS4/3501-6 laminate family (approach A2)
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Figure D.22 Contour plot of the
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(approach A2)
standard deviation of the longitudinal
the [+0/±j3]s AS4/3501-6 laminate family
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Figure D.23 Contour plot of the mean transverse CME (lts/%) for the
[+0/+±1]s AS4/3501-6 laminate family (approach A2)
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Figure D.24 Contour plot of the
CME (ps/%) for
(approach A2)
standard deviation of the transverse
the [+O/±13]s AS4/3501-6 laminate
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Figure D.25 Contour plot of the standard deviation of the shear
CME ( i&/%) for the [+O/+3]s AS4/3501-6 laminate family
(approach A2)
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Figure D.26 Contour plot of the standard deviation of the longitudinal
CMB (in/in 2/%) for the [+0/±O3]s AS4/3501-6 laminate family
(approach A2)
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Figure D.27 Contour plot of the standard deviation of the transverse
CMB (ain/in 2/%) for the [I+0/±I3] AS4/3501-6 laminate family
(approach A2)
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Figure D.28 Contour plot of the standard deviation of the twist CMB
(jin/in2/%) for the [+O/±Dl]s AS4/3501-6 laminate family
(approach A2)
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Figure D.29 Contour plot of the mean longitudinal tensile FPF load (Ksi) for
the [+0/±]s AS4/3501-6 laminate family (approach A3, 500
samples)
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Figure D.30 Contour plot of the standard deviation of the longitudinal tensile
FPF load (Ksi) for the [+O6/±]s AS4/3501-6 laminate family
(approach A3, 1000 samples)
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Figure D.31 Contour plot of the coefficient of variation (%) of the longitudinal
tensile FPF load for the [+0/±3]s AS4/3501-6 laminate family
(approach A3, 1000 samples)
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Figure D.32 Contour plot of the mean longitudinal tensile strength (Ksi) for
the [+0/+±3]s AS4/3501-6 laminate family (approach A3, 500
samples)
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Figure D.33 Contour plot of the standard deviation of the longitudinal
tensile strength (Ksi) for the [+O/±_]s AS4/3501-6 laminate family
(approach A3, 1000 samples)
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Figure D.34 Contour plot of the coefficient of variation (%) of the longitudinal
tensile strength for the [i0/±fi]s AS4/3501-6 laminate family
(approach A3, 1000 samples)
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APPENDIX E
GA, ASA, AND SSM SIMULATION
COMPARISONS
E.1 TEST FUNCTIONS
ASA, a Genetic Algorithm (GA), and the SSM were evaluated on a set
of six robust test cost functions {f : n=0,...,5}. The test suite was designed to
test algorithms on functions that are:
* Continuous or Discontinuous
* Convex or Concave
* Unimodal or Multimodal
* Linear or Nonlinear
* Low Dimensional or High Dimensional
* Deterministic or Stochastic
The functions 1-5 are De Jong's five function test bed and are typically
used for GA benchmarking [59, 67]. The performance of GAs on these
functions is well documented [95]. Also included is the function fo, the
objective function of Corana et al. [96]. The GA runs were adopted from [67]
and were simulated on the University of California at San Diego Genesis 1.2
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Genetic Algorithms Simulator [97]. There are two sets of ASA runs for each
function, one set from [67] (using an unknown machine) and one set using an
ASA code written by the author and run on a Pentium® 166Mhz personal
computer. Two sets of ASA runs were used to ensure that ASA and the SSM
were compared on equal grounds, since the SSM was only run on a Pentium®,
and to verify the results of [67]. It is important to note that the two ASA
codes were independently written, compiled, and run on different machines.
The test functions follow:
4 . sgn(z) 2 d, if -zj < t
i=1 d,x,2  otherwise
z' -I +0.49999 sgn(x,)s, s, = 0.2 t, = 0.05 i = 1,..,4
d,= (1.0,1000.0,10.0,100.0)
c = 0.15
- 1000.0 < x, < 1000.0 i = 1,...,4
Where s,, t,, di, and c are coefficients defined such that fo defines a paraboloid
with axis parallel to the coordinates, and a set of holes that increase in depth
near the origin.
3
J=1
-5.12 _ x, _ 5.12 i =1,..,3
f2 (x,X 2) = 100( 2 -x,2)2 +( 1-x) 2
- 2.048 < x, < 2.048 i = 1,2
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5f 3 (x1 ... ,s)=30.0+ Lxj
J=1
-5.12 x, <5.12 i =1,...,5
30
fA (x,..,)= 30 X4 +7
J=1
- 1.28 < x, 1.28 i = 1,...,30
Where rq is a random variable with uniform distribution and bounded by
[0,1).
A(x,, x2)=
1 2
---- 6
500 j=
aj = {- 32,-16,0,16,32,-32,-16,0,16,32,-32,-16,0,16,32,-32,-16,0,16,32,-32,-16,0,16,32}
a 2 = {- 32,-32,-32,-32,-32,-16,-16,-16,-1-1616,0 ,16,16,16,16,16,32,32,32,32,32}
-65.536< x, < 65.536 i = 1,2
The following description of the functions and initial parameters for
the GA was adopted from [67]: "Functionfo is somewhat like functionf2 . It is
very difficult to minimize correctly in four dimensions, with over 1020 local
minima to be trapped in. Optimization methods based on gradient descent
are quite likely to be caught in one of the many local minima. Function f,
tests simple sum of squares with one minimum at x,=0. The function f2 is the
classical function of Rosenbrock and Chebyquad in two dimensions that is
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unimodal, yet difficult to minimize [96]. The next function, f3 , is the plateau
function, generated as the sum of integer threshold values. The five
dimensional space has one minimum and is discontinuous. Function f4 is a
noisy quartic function of 30 variables originally defined
asf,(x,,...,x 30,,)=Z:x' + q where q is produced by Gaussian noise with
distribution (0,1) [59]. While the intent of this function is to determine an
optimizer's performance in the presence of noise, this function is perhaps
flawed, as no definite global minimum exists. Once the algorithm minimizes
jx=4, it could continue executing, waiting for smaller values of 77 to be
produced. By performing more function evaluations, an inefficient
optimization technique might find better solutions than an efficient one (that
terminates with fewer function calls). In response to this problem q is
chosen to be a random variable with uniform distribution, and bounded by
[0,1). Lastly, f5 spans a 2-dimensional space, with global minima-0.998004.
It is similar tofo but has only 25 local minima.
For all GA simulation runs, the fitness functions to maximize were -f,.
Real values were encoded as binary strings of various lengths. fo used 32
bits. For the others, the defaults given in the GA simulator were used: f,
used 10 bits, f2 used 12 bits, f 3 used 10 bits, f4 used 8 bits, andfs used 17 bits.
(Although this entailed some prior tuning for these specific systems, no such
tuning was done for the ASA runs reported here.) Bit string lengths depend
on the function being optimized; when states are encoded as short bit strings,
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they converge more quickly than those encoded as long strings. However, the
decoded precision of the shorter string is less than those encoded as long
strings. Factors such as the string length, population sizes, mutation rates,
number of generations, and percent of population culled were heuristically
determined, and were dependent on the function being optimized. These
relatively minor procedures are considered to be part of the algorithm
defining GA."
The only clue to the parameters used in the ASA code that generated
the data adopted from [67] is the comment that "Both the GA and ASA
algorithms were taken from existing libraries previously prepared for other
problems." The ASA code written by the author used default parameters that
were obtained from an ASA code written by the algorithms inventor, Lester
Ingber. The code was obtained via anonymous ftp from
ftp.alumni.caltech.edu [131.215.139.234] in the /pub/ingber directory. The
parameters used for the SSM are summarized in Table E.1. The parameters
for the SSM were not altered for any of the runs reported here. It should be
noted that this choice of parameters for the SSM is almost certainly not
optimal. The parameter settings for ASA are supported by an extensive
experience base which does not yet exist for the SSM. It is expected that the
speed of the SSM will increase significantly as more experience is gained in
setting the algorithms parameters. Regardless, the SSM is still much faster
than ASA, and orders of magnitude faster than the GA.
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E.2 RESULTS
Figures E.1-E.12 illustrate the performances of the three algorithms
on the corresponding functions fo through f5 . The odd numbered figures (i.e.
E.1, E.3, ..., E.11) are from [67]; solid and short dashed lines each represent
one ASA run each, and dashed and long dashed lines represent one GA run
each. The even numbered figures (i.e. E.2, E.4, ..., E.12) are from runs
completed by the author; solid lines represent one ASA run each, and dotted
lines represent one SSM run each. The runs are log-log plotted to show the
relative convergence rates. The abscissa indicates the number of function
calls, and the ordinate shows the best function evaluation found so far (cost).
Convergence to 0 is indicated with a downward pointing arrow.
The ASA runs completed by the author are very similar to those from
[67]. For all intents and purposes the results of the ASA runs from [67] are
identical to the ASA runs carried out by the author. As a result, the SSM
and ASA are compared on equal grounds.
Overall ASA is orders of magnitude faster than the GA, and the SSM
is an order of magnitude faster than ASA (even with the non-optimal
parameter settings). SSM is approximately an order of magnitude faster
than ASA for functions fo, fi, andfs, and two orders of magnitude faster for f2
The performances of SSM and ASA are close for the function f4. This was
expected due to the random nature of the function. The variances of ASA
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and the SSM for the function f3 were substantial, making a rigid comparison
difficult.
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Table E.1 Optimization Parameters Used In The SSM
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Symbol Value
To, 1
oTacceptance 100
Tfi 10-.
kfi 100
q 1
)7 1
krescale 100
krestart 100
1.0e+10
1.0e+00
Cost
1.0e-10
1.0 -20 .. . .
1.0+00 1.0e+02 1.0e+04 1.0.+06 1.00+06
Cost Function Evaluations
Figure E. 1 Comparison of GA and ASA forfo (from [67]); solid and short
dashed lines each represent one ASA run; dashed and long
dashed lines each represent one GA run
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Figure E.2 Comparison of ASA and the SSM forfo
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Figure E.3 Comparison of GA and ASA forfi (from [67]); solid and short
dashed lines each represent one ASA run; dashed and long
dashed lines each represent one GA run
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Figure E.4 Comparison of ASA and the SSM forf1
275
105
1.0e+04
1.0e+02
1.09+00
1.0-02
1.0e-04
1.0e-101.0e 1.00+01
Cost
1.0+02 1.0o+03 1.0e+04
Function Evaluations
1.0e+05
Figure E.5 Comparison of GA and ASA forf2 (from [67]); solid and short
dashed lines each represent one ASA run; dashed and long
dashed lines each represent one GA run
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Figure E.6 Comparison of ASA and the SSM forf 2
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Figure E.7 Comparison of GA and ASA forf 3 (from [67]); solid and short
dashed lines each represent one ASA run; dashed and long
dashed lines each represent one GA run
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Figure E.8 Comparison of ASA and the SSM forf3
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Figure E.9 Comparison of GA and ASA forf4 (from [67]); solid and short
dashed lines each represent one ASA run; dashed and long
dashed lines each represent one GA run
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Figure E.10 Comparison of ASA, and the SSM forf4
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Figure E.11 Comparison of GA and ASA forfs (from [67]); solid and short
dashed lines each represent one ASA run; dashed and long
dashed lines each represent one GA run
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Figure E.12 Comparison of ASA and the SSM forfs
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