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Large deviations for intersection measures of some Markov processes
Takahiro Mori∗
Abstract
Consider an intersection measure ℓISt of p independent (possibly different) m-symmetric Hunt processes
up to time t in a metric measure space E with a Radon measure m.
We derive a Donsker-Varadhan type large deviation principle for the normalized intersection measure
t−pℓISt on the set of finite measures on E as t→∞, under the condition that t is smaller than life times of
all processes.
This extends earlier work by W. Ko¨nig and C. Mukherjee [KM13], in which the large deviation principle
was established for the intersection measure of p independentN-dimensional Brownian motions before exiting
some bounded open set D ⊂ RN .
We also obtain the asymptotic behaviour of logarithmic moment generating function, which is related to
the results of X. Chen and J. Rosen [CR05] on the intersection measure of independent Brownian motions
or stable processes.
Our results rely on assumptions about the heat kernels and the 1-order resolvents of the processes, hence
include rich examples. For example, the assumptions hold for p ∈ Z with 2 ≤ p < p∗ when the processes
enjoy (sub-)Gaussian type or jump type heat kernel estimates, where p∗ is determined by the Hausdorff
dimension of E and the so-called walk dimensions of the processes.
Keywords: intersection measure; large deviations; heat kernel
1 Introduction and main results
1.1 Introduction
Let p be an integer grater than or equal to 2, E be a locally compact, separable metric space
and m be a Radon measure on E with supp[m] = E. Let X(1), · · · , X(p) be p independent
irreducible Hunt processes on E, with life times ζ (1), · · · , ζ (p), respectively. We do not require
that all X(1), · · · , X(p) have the same law. For each t > 0, under the condition that all life
times ζ (1), · · · , ζ (p) are less than t, the intersection measure ℓISt is formally written as
ℓISt (A)“ = ”
∫
A
[∫
[0,t]p
p∏
i=1
δx(X
(i)(si))ds1 · · · dsp
]
m(dx) for A ⊂ E Borel. (1.1)
Here and in the following, the superscript “IS” means “InterSection”.
The intersection measure is firstly introduced by Le Gall [LG92], when the processes are
independent Brownian motions. The large deviation result for the intersection measures are
obtained by Ko¨nig and Mukherjee [KM13], for the case of independent Brownian motions before
exiting a bounded domain D ⊂ RN with a smooth boundary with N − p(N − 2) > 0. This is
roughly written as an asymptotic behavior of the conditional probability
P
(( 1
tp
ℓISt ;
1
t
ℓ
(1)
t , · · · ,
1
t
ℓ
(p)
t
)
≈ µ
∣∣∣∣ t < τ (1) ∧ · · · ∧ τ (p)) ≈ exp{−t p∑
i=1
‖∇ψi‖
2
L2
}
(1.2)
as t→∞. (See Definition 1.6 for a precise definition of the large deviation principle.) Here ℓ(i)t
and τ (i) are the occupation measure and the exit time from D of independent Brownian motion
X(i) respectively, and µ = (µ;µ1, · · · , µp) ∈ Mf(D) × (M1(D))p, a tuple of a finite measure
∗Research Institute for Mathematical Sciences, Kyoto University, Kyoto, 606-8502, JAPAN. tmori@kurims.kyoto-u.ac.jp
1
and p probability measures on D, is of the form ψi =
√
dµi
dm
∈ H10 (D) and
dµ
dm
=
∏p
i=1
dµi
dm
, where
H10 (D) is the Sobolev space with zero boundary condition in D.
The aim of this paper is to prove Theorem 1.7, in which we extend such large deviation
results (1.2) for intersection measures to general Markov processes on metric measure spaces,
replacing H10 (D) and ‖∇ · ‖
2
L2 by Dirichlet forms (F
(i), E (i)) and replacing τ (i) by the life times
ζ (i) of the corresponding Hunt processes X(i). Main tools of such generalization are Dirichlet
form techniques (see [FOT11] for instance).
The asymptotics of the logarithmic moment generating function
lim
t→∞
1
t
logE[exp{θℓISt (E)
1/p}] for θ > 0 (1.3)
is calculated in [Che04] for the case of independent Brownian motions, and in [CR05] for the
case of independent stable processes. In these papers, they point out that the limit in (1.3) is
related to the best constants of the Gagliardo-Nirenberg type interpolation inequalities. Our
second result is to obtain the logarithmic moment generating functions of intersection measures
for more general processes. In Proposition 1.8, we calculate a limit similar to (1.3) and represent
it as a variational formula.
We emphasise that, so far, the analysis of the intersection measure is limited to the cases
that the processes are independent Brownian motions or stable processes.
In the next Section 1.2, we introduce our assumptions and give some examples in Section
1.3. In Section 1.4, we introduce some notations about intersection measures, and we state our
main results on large deviations in the following Section 1.5. In Section 2, we give basic lemmas
and calculations, used in the proof of our main results. From Section 3 to Section 6, we will
prove our main results, respectively. In Section 7, we will check the examples in Section 1.3
satisfy the assumptions.
This paper is based on the author’s master thesis (unpublished, available only at Kyoto
university).
1.2 Assumptions
Let p be an integer with p ≥ 2. Let X be an irreducible m-symmetric Hunt process on E,
with life time ζ . Let pt(x, dy), t > 0 be its transition probability and {Tt} = {Tt : t ≥ 0}
be the associated strongly continuous contraction semigroup of symmetric, Markovian linear
operators on L2(E;m). Let R1 be the 1-order resolvent of {Tt}. By the Markovian property of
{Tt}, R1 can be considered as an operator on L∞(E;m).
We now make six assumptions on X :
(A1) X has the following tightness property:
for all ε > 0, there exists a compact set K such that sup
x∈E
R11Kc(x) ≤ ε. (1.4)
(A2) For each t > 0 and x ∈ E, the measure pt(x, dy) on E is absolutely continuous with respect
to m(dy), and its density pt(·, ·) is continuous and uniformly bounded on E ×E.
(A2’) For each t > 0 and x ∈ E, the measure pt(x, dy) on E is absolutely continuous with respect
to m(dy), and its density pt(·, ·) is uniformly continuous and uniformly bounded on E×E.
(A3) There exist ρ > 0, t0 > 0 and C > 0 such that
C−1t−ρ/2 ≤
∫
E
pt(x, x)m(dx) ≤ Ct
−ρ/2 for all t ∈ (0, t0]. (1.5)
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(A4) There exist µ ∈ (2, 2p
p−1
), C > 0 and t0 > 0 such that
‖Tt‖1→∞ ≤ Ct
−µ/2 for all t ∈ (0, t0]. (1.6)
Here ‖ · ‖1→∞ is the operator norm from L1(E;m) to L∞(E;m).
(A5) X satisfies
sup
x∈E
∫
E
R1(x, y)
pm(dy) <∞ (1.7)
and
lim
δ↓0
sup
x∈E
∫
E
R1,δ(x, y)
pm(dy) = 0, (1.8)
where
R1(x, y) =
∫ ∞
0
e−tpt(x, y)dt, R1,δ(x, y) =
∫ δ
0
e−tpt(x, y)dt for x, y ∈ E.
We say that X satisfies Assumption (A) if X satisfies (A1), (A2), (A3), (A4) and (A5). We
say that X satisfies Assumption (A’) if X satisfies (A1), (A2’), (A3), (A4) and (A5). When
we need to clarify constants, we denote the above assumptions as (A3; ρ, t0, C), (A4; µ, t0, C),
(A; ρ, µ, t0, C) and (A’; ρ, µ, t0, C).
Remark 1.1.
i) When E is compact, clearly (A2) and (A2’) are equivalent.
ii) If m(E) < ∞, the ultra-contractivity (A4) implies the tightness (A1); see [TTT17] for
example.
iii) In the proof of [CR05, Theorem7], Chen and Rosen used a stronger condition than (A2’),
namely the global Lipschitz continuity of pt(·, ·).
iv) [BBCK09, Theorem 3.1] says that the ultra-contractivity (A4) implies the existence of the
bounded and continuous density on E \N , where N is a properly exceptional set.
1.3 Examples
Let (E, d) be a locally compact, separable, bounded and connected metric space. For simplicity,
suppose sup{d(x, y) : x, y ∈ E} = 1. Let m be a finite measure on E with supp[m] = E and X
be an m-symmetric Hunt process on E with the transition density pt(·, ·).
In view of the proof of [FOT11, Exercise 4.6.3], the connectivity of E and the absolute
continuity of pt imply the irreducibility of X .
Suppose that there exist positive constants t0, c1, · · · , c4, df and dw such that the following
(1.9), (1.10) and either (1.11) or (1.12) hold:
• The uniformly volume growth condition:
c−11 r
df ≤ m(B(x, r)) ≤ c1r
df for all x ∈ E and 0 < r ≤ 1. (1.9)
• The on-diagonal heat kernel lower bound estimate:
c2t
−df/dw ≤ pt(x, x) for all x ∈ E and t < t0. (1.10)
• The (sub-)Gaussian type heat kernel upper bound estimate:
pt(x, y) ≤ c3t
−df/dw exp
{
−c4
(
d(x, y)dw
t
)1/(dw−1)}
for all x, y ∈ E and t < t0.
(1.11)
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• The jump-type heat kernel upper bound estimate:
pt(x, y) ≤ c3
{
t−df/dw ∧
t
d(x, y)df+dw
}
for all x, y ∈ E and t < t0. (1.12)
Then, as we will see in Section 7, Assumption (A) holds if
ds − p(ds − 2) > 0,
where ds := 2df/dw is the so-called spectral dimension. Many processes satisfy the above
conditions. Here are some examples.
1. Let E be the closure of a bounded Lipschitz domain D ⊂ RN with N = 2 or 3, i.e., there
exist positive constants R and Λ such that, for every z ∈ ∂D, there exists a Lipschiz
function ψz : R
N−1 → R such that Lip(ψz) ≤ Λ and B(z, R)∩ ∂D is represented as a part
of the graph of ψz. Let X be the reflecting Brownian motion on E, i.e., a Hunt process on
E with the Dirichlet form
F = W 1,2(E), E(f, f) =
∫
E
|∇f |2dm for f ∈ F ,
where W 1,2(E) is the Sobolev space on E. Then (1.9), (1.10) and (1.11) hold with df = N
and dw = 2. For details, see [GSC11, Theorem 3.10] for instance.
2. Let E be a compact complete Riemannian manifold (M, g) with the dimension N and the
nonnegative Ricci curvature, and m be the volume measure of (M, g). Also let X be the
Brownian motion on (M, g), i.e. a Hunt process on E with the Dirichlet form
F =W 1,2(M), E(f, f) =
∫
E
|∇f |2dm for f ∈ F ,
where W 1,2(M) is the Sobolev space on (M, g). Then (1.9), (1.10) and (1.11) hold with
df = N and dw = 2. See [LY86] for details.
3. Let (E, d,m) be a compact RCD∗(K,N) space with K ∈ R and N ∈ [1,∞), which
generalizes the notations that “the Ricci curvature being bounded from below by K” and
“the dimension being bounded from above by N”. (For precise definitions, see [AGS14]
for instance.) Suppose (1.9) holds with df = N and X is the Brownian motion on E, i.e.
a Hunt process on E with the Dirichlet form
E(f, f) =
1
2
inf
{
lim inf
j→∞
∫
E
|∇fj |
2dm : fj ∈ Lip(E), fj → f in L
2(E;m)
}
,
F = {f ∈ L2(E;m) : E(f, f) <∞},
where
|∇fj|(x) := lim sup
y→x,y 6=x
|f(x)− f(y)|
d(x, y)
for x ∈ E
is the local Lipschitz constant of fj . Then (1.9), (1.10) and (1.11) hold with df = N and
dw = 2. See [JLZ16] for details.
4. Let E ⊂ R2 be the compact Sierpin´ski gasket, d be the Euclidean distance, and m be the
Hausdorff measure Hα of E with α = log 3/log 2. Also let X be the Brownian motion
on E. Then (1.9), (1.10) and (1.11) hold with df = log 3/log 2 and dw = log 5/log 2. See
[BP88] for details, and see [Bar98] for other diffusions on fractals.
5. Let E ⊂ RN be a bounded C1,1 open subset, i.e., there exist positive constants R and
Λ such that, for every z ∈ ∂E, there exists a C1-function ψz : R
N−1 → R such that
‖ψz‖∞ ≤ Λ, Lip(∇ψz) ≤ Λ and B(z, R) ∩ ∂E is represented as a part of the graph of ψz.
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For 0 < α ≤ 2, let X is a symmetric α-stable process before exiting E. Then (1.9), (1.10)
and (1.12) hold with df = N and dw = α. See [CKS14] and [Zha02] for details.
6. Let E ⊂ RN be a compact set and suppose m satisfies (1.9) with df > 0. For α ∈ (0, 2)
and a measurable function c : E ×E → R such that
0 < M−1 ≤ c(x, y) = c(y, x) ≤M <∞ for m-a.e. x, y ∈ E,
we can define the regular Dirichlet form
Fα :=
{
u ∈ L2(E;m);
∫
E×E
(u(x)− u(y))2
|x− y|N+α
m(dx)m(dy) <∞
}
,
Eα(u, v) :=
∫
F×F
c(x, y)(u(x)− u(y))(v(x)− v(y))
|x− y|N+α
m(dx)m(dy) for u, v ∈ Fα.
An associated Hunt process X is called a stable-like process on E, and it satisfies (1.10)
and (1.12) with df = N and dw = α. See [CK03] for details.
Remark 1.2.
i) When E is unbounded, some assumptions are not trivial. For example, Brownian motion
on entire space RN does not satisfy Assumption (A3).
ii) In example 2 and 3, we cannot relax the compactness of E. Indeed, on RCD∗(K,N),
Assumption (A3) implies the compactness of E. See [JLZ16, Theorem 3.1].
1.4 Intersection measures
Before stating our main results about large deviation principles, we introduce some definitions
and notations about intersection measures.
Let X(1), · · · , X(p) be independent m-symmetric Hunt processes, starting at x(1)0 , · · · , x
(p)
0 ∈
E with the life times ζ (1), · · · , ζ (p), respectively. Suppose each X(i) has the transition density
p
(i)
t (·, ·). Fix their starting points x0 = (x
(1)
0 , · · · , x
(p)
0 ) ∈ E
p. The normalized probability
measure P˜t up to time t > 0 is defined by
P˜t(F ) :=
P(F ∩ {t < ζ (1) ∧ · · · ∧ ζ (p)})
P(t < ζ (1) ∧ · · · ∧ ζ (p))
for F ⊂ Ω.
The occupation measure ℓ
(i)
t of X
(i) up to time t > 0 is defined by
ℓ
(i)
t (A) :=
∫ t
0
1A(X
(i)(s))ds
for A ⊂ E, on the event {t < ζ (i)}. Note that t−1ℓ(i)t is in M1(E), the set of probability
measures on E. For each ε > 0, the approximated occupation measure ℓ
(i)
ε,t of X
(i) up to t is
defined by
ℓ
(i)
ε,t(A) :=
∫
A
[∫
[0,t]
p(i)ε (X
(i)(s), x)ds
]
m(dx)
for A ⊂ E, on the event {t < ζ (i)}. Note that t−1ℓ(i)ε,t is in M≤1(E), the set of sub-probability
measures on E.
Definition 1.3. For each ε > 0, the approximated (mutual) intersection measure ℓISε,t of
X(1), · · · , X(p) up to t is defined by
ℓISε,t(A) :=
∫
A
[∫
[0,t]p
p∏
i=1
p(i)ε (X
(i)(si), x)ds1 · · · dsp
]
m(dx)
for A ⊂ E, on the event {t < ζ (1) ∧ · · · ∧ ζ (p)}.
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Note that ℓISε,t is inMf(E), the set of finite measures on E equipped with the vague topology.
Definition 1.4. Fix t > 0. If the family of random measures {ℓISε,t; ε > 0} ⊂ Mf(E) converges
in distribution as ε → 0 with respect to the probability measure P˜t, we write the limit as ℓISt
and call it the (mutual) intersection measure of X(1), · · · , X(p) up to t.
As in (1.1), the intersection measure ℓISt can be formally written as
ℓISt (A)“ = ”
∫
A
[∫
[0,t]p
p∏
i=1
δx(X
(i)(si))ds1 · · · dsp
]
m(dx)
for A ⊂ E, on the event {t < ζ (1) ∧ · · · ∧ ζ (p)}. Here δx is the Dirac delta function at x. For
the case of Brownian motion, there are several ways of constructing the intersection measure.
See [LG92] and [KM02] for example. The following proposition ensures that the intersection
measure also exists in our setting. We will prove this in Section 3.
Proposition 1.5 (Existence of the mutual intersection measure). Suppose each X(i) satisfies
(1.7) of Assumption (A5) and let t > 0. Then, there exists a random measure ℓISt ∈ Mf(E)
such that, in the vague topology of Mf(E),
ℓISt,ε → ℓ
IS
t in distribution, as ε→ 0
with respect to the probability measure P˜t.
Furthermore, for all f ∈ C+K(E) and all integer k ≥ 1, it holds that
〈f, ℓISε,t〉 → 〈f, ℓ
IS
t 〉 in L
k(P˜t), as ε→ 0. (1.13)
1.5 Main results: Large deviations
We first recall a definition of the large deviation principle. Let X be a topological space and
{Pt}t>0 be a family of probability measures on a common sample space.
Definition 1.6 ([DZ98], Section 1.2).
· A function I : X → [0,∞] is said to be a rate function (resp. a good rate function) if the
set I−1[0, α] is closed (resp. compact) for all α ≥ 0.
· We say that a family of X -valued random variables {Zt} satisfies the large deviation
principle (LDP in abbreviation) as t → ∞ with probabilities {Pt}, scale t and a rate
function I if, for all Borel sets Γ ⊂ X , it holds that
− inf
x∈int(Γ)
I(x) ≤ lim inf
t→∞
1
t
log Pt(Zt ∈ Γ) ≤ lim sup
t→∞
1
t
log Pt(Zt ∈ Γ) ≤ − inf
x∈Γ
I(x).
Let X(1), · · · , X(p) be as in Section 1.4 and suppose each X(i) has the associated regular
Dirichlet form (E (i),F (i)).
We introduce some notations about large deviation rate functions. The bottom of the
spectrum λ
(i)
1 of X
(i) is defined by
λ
(i)
1 := inf
{
E (i)(ψ, ψ) : ψ ∈ F (i),
∫
E
ψ2dm = 1
}
.
We define the function I(i) :M1(E)→ [0,∞] by
I(i)(µ) :=
E (i)(ψ, ψ) if ψ =
√
dµ
dm
∈ F (i)
∞ otherwise
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for µ ∈M1(E), and define the function J (i) :M1(E)→ [0,∞] by J (i) := I(i) − λ
(i)
1 . We define
the function J :Mf(E)× (M1(E))
p → [0,∞] by
J(µ;µ1, · · · , µp) :=

p∑
i=1
J (i)(µi) if ψi =
√
dµi
dm
∈ F (i) and
p∏
i=1
dµi
dm
=
dµ
dm
,
∞ otherwise
(1.14)
for (µ;µ1, · · · , µp) ∈Mf(E)× (M1(E))p.
We now state the main theorem of this paper. We will prove it in Section 4.
Theorem 1.7 (Large deviation principle). Suppose each X(i) satisfies Assumption (A). Then
the tuple (
1
tp
ℓISt ;
1
t
ℓ
(1)
t , · · · ,
1
t
ℓ
(p)
t
)
∈ Mf(E)× (M1(E))
p
satisfies the LDP as t→∞, with probability P˜t, scale t and the good rate function J.
Note that each occupation measure t−1ℓ
(i)
t satisfies the LDP as t→ ∞ with probability P˜t,
scale t and the good rage function J (i) (see Section 2). It can be regarded as a special case
p = 1 of the above theorem.
For the proof the main theorem, Proposition 4.3 plays an important role. This proposition
roughly says that the approximated intersection measure ℓISε,t is a “good” approximation of the
intersection measure ℓISt .
Our second result is another application of Proposition 4.3, which is an extension of [CR05,
Theorem 1] in some sense. We will prove this in Section 6.
Proposition 1.8 (Asymptotics of the moment generating function). Suppose each X(i) satisfies
Assumption (A′; ρ(i), µ(i), t0, C). Let h ∈ Bb(E) be nonnegative and compactly supported. Then,
for any θ > 0, it holds that
lim
t→∞
1
t
log E˜t exp
{
θ〈ℓISt , h〉
1/p
}
=
1
p
p∑
i=1
sup
ψ∈F(i),‖ψ‖2=1
{
θ
(∫
E
ψ2p · hdm
)1/p
− pE (i)(ψ, ψ) + pλ(i)1
}
.
Chen and Rosen consider the stable processes on RN and show this formula by using the
Fourier transformation method, but we use Proposition 4.3 instead. Compare our Lemma 6.3
and [CR05, Theorem 6].
2 Preliminaries
Before proving main results, we state some basic facts and give some easy calculations.
2.1 Lemmas for our assumptions
The following lemma is obtained from our assumptions, which forms some sufficient conditions
for our main results.
Lemma 2.1.
1. Assume Assumption (A2). Then (1.5) implies that the following eigenfunction expansion
of the heat kernel; there exist L2-normalized and essentially bounded ψn and nonnegative
λn ↑ ∞ such that, Ttψn = e
−λntψn for all t > 0, n ≥ 1 and
pt(x, y) =
∞∑
n=1
e−λntψn(x)ψn(y) for all t > 0, (2.1)
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where the convergence is L2 and locally uniformly in E ×E.
Furthermore, there exist an integer N ≥ 1 and a positive constant C such that
‖ψn‖∞ ≤ Cλ
ρ/2
n and C
−1n1/ρ ≤ λn ≤ Cn
1/ρ for all n ≥ N. (2.2)
Here ρ is the constant as in (1.5).
2. (1.6) implies that, for all δ > 0 there exists Cδ > 0 such that
‖f‖22p ≤ Cδ‖f‖
2
2 + δE(f, f) for all f ∈ F . (2.3)
3. The first inequality (1.7) in Assumption (A5) implies that the mappings
(F , ‖ · ‖E1) →֒ L
2(E;m), Lp(E;m) (2.4)
are compact embeddings.
Furthermore, under (1.6), the mappings
(F , ‖ · ‖E1) →֒ L
2(E;m), L2p(E;m) (2.5)
are compact embeddings.
Proof. For (2.1), see [Dav07, Theorem 7.2.5]. For (2.2), see [dHS85]. For (2.3), use [CKS87,
Theorem 2.16] and Ho¨lder’s inequality.
Remark 2.2. Assume Assumption (A2). In the proof of Proposition 4.3 and Theorem 1.7, we
only use (1.4), (1.7), (1.8), (2.1), (2.2), (2.3) and (2.5).
2.2 Basic facts and calculations
2.2.1 Basics on large deviations
We recall basic definitions and facts on large deviations. In this subsection, let (X , d) be
a separable metric space, Y be a Hausdorff topological space, {(Ω,B,Pt)}t>0 be a family of
probability spaces. We also let {Zt}t>0 and {Zt,m}t>0, m = 1, 2, . . . be families of X -valued
random variables.
Theorem 2.3 (Contraction principle, [DZ98, Theorem 4.2.1]). Let f : X → Y be a continuous
function. Consider {Zt} satisfies the LDP as t→∞ with probabilities {Pt}, scale t and a good
rate function I. Then, {f(Zt)} satisfies the LDP as t→∞ with probabilities {Pt}, scale t and
the good rate function
I¯(y) := inf
x∈f−1(y)
I(x) for y ∈ Y .
Definition 2.4 ([DZ98], Definition 4.2.14). We say that {Zt,m}t, m = 1, 2, . . . are exponentially
good approximations of {Zt}t with respect to probability measures {Pt} if, for every δ > 0,
lim
m→∞
lim sup
t→∞
1
t
log Pt(d(Zt,m, Zt) > δ) = −∞.
Theorem 2.5 ([DZ98], Theorem 4.2.16). Suppose that for every m, {Zt,m}t satisfies the LDP
as t → ∞ with probabilities {Pt}, scale t and a good rate function Im, and that {Zt,m}t, m =
1, 2, . . . are exponentially good approximations of {Zt}t with respect to probability measures
{Pt}. Assume that the function
I˜(x) := sup
δ>0
lim inf
m→∞
inf
z∈B(x;δ)
Im(z) for x ∈ X
is a good rate function, and assume that for every closed set F ⊂ X , it holds that
inf
x∈F
I˜(x) ≤ lim sup
m→∞
inf
x∈F
Im(x).
8
Then {Zt} satisfies the LDP as t→∞ with probabilities {Pt}, scale t and the good rate function
I˜.
Lemma 2.6 (Varadhan’s integral lemma, [DZ98, Theorem 4.3.1]). Let φ : X → R be a contin-
uous function. Suppose {Zt} satisfies the LDP as t→∞ with probabilities {Pt}, scale t and a
good rate function I. If
lim sup
t→∞
1
t
logEt[e
γtφ(Zt)] <∞
for some γ > 1, then it holds that
lim
t→∞
1
t
logEt[e
γtφ(Zt)] = sup
x∈X
{
φ(x)− I(x)
}
.
2.2.2 Large deviation principles for occupation measures
We recall large deviation principles for the occupation measures ofm-symmetric Hunt processes,
proved in [FOT11], Section 6.3, and we make some remarks about it.
Let E be a locally compact, second countable Hausdorff space, m be a σ-finite Radon measure
on E with supp[m] = E and X be an m-symmetric Hunt process on E with the associated
regular Dirichlet form (F , E) on L2(E;m). Let ℓt, P˜t, J be introduced in Section 1 and omit
index (i). We site the large deviation principle for the occupation measure ℓt of X :
Theorem 2.7 ([FOT11], Theorem 6.4.6). Suppose
I. (Irreducibility) X is irreducible,
II. (Resolvent strong Feller property) R1(Bb(E)) ⊂ Cb(E) and
III. (Tightness) for all ε > 0, there exists a compact set K such that supx∈E R11Kc(x) ≤ ε.
Then ℓt satisfies the LDP as t→∞ with probability P˜t, scale t and the good rage function J .
This large deviation principle can be regarded as p = 1 version of Theorem 1.7.
Remark 2.8.
In view of Section 6.1–6.4 in [FOT11], The resolvent strong Feller property is used for
deriving the following two properties:
1. (page 347) Rα(x, ·) is absolutely continuous with respect to m for each α > 0 and x ∈ E.
2. (page 348) For any function φ ∈ D+(A) and for all x ∈ E, φ(x) > 0, where
D+(A) := {Rαf : α > 0, f ∈ L
2(E;m) ∩ C+b (E) and f 6= 0}.
Property 1 easily follows from our assumption (A2). Property 2 holds when Rαf is lower
semicontinuous for all nonnegative Borel function f , and indeed this follows from our assump-
tion (A2) and Fatou’s lemma.
2.2.3 Extension of the L2 operator
Let E be a locally compact, second countable Hausdorff space and m be a σ-finite Radon
measure on E.
The aim of this subsection is to show the following two propositions:
Proposition 2.9. Let T be a symmetric, Markovian contraction linear operator on L2(E;m).
Then, for all p ∈ [1,∞), T can be extended to a bounded linear operator on Lp(E;m) with
‖T‖p ≤ 1.
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Proposition 2.10. Let {Tt} be a C0-semigroup of symmetric, Markovian contraction linear
operators on L2(E;m). Then, for all p ∈ (1,∞), {Tt} can be extended to a contraction C0-
semigroup on Lp(E;m).
The next lemma will be used in the proof of these propositions.
Lemma 2.11. Let T be a positivity preserving linear operator on L1(E;m), let p, q ∈ [1,∞]
with p−1 + q−1 = 1 and let 0 ≤ f ∈ Lp(E;m), 0 ≤ g ∈ Lq(E;m). Then it holds that
T [fg](x) ≤ (T [f p](x))1/p(T [gq](x))1/q for m-a.e. x ∈ E.
Proof. We follow the proof of [EFHN15, Theorem 7.24].
Since T : L1 → L1 is positivity preserving, the inequality
ab ≤
1
p
ap
sp
+
1
q
bqsq for all a, b ≥ 0 and s > 0
implies that, there exists N ⊂ E such that m(N) = 0 and
T [fg](x) ≤
1
p
T [f p](x)
sp
+
1
q
T [gq](x)sq for all x ∈ E \N and s ∈ Q with s > 0.
For each x ∈ E \N , letting s→
(
T [fp](x)
T [gq](x)
)1/pq
and obtain the desired conclusion.
Proof of Proposition 2.9. First, we extend the operator T on L2 to a bounded operator on Lp,
p ∈ [1,∞]. The following arguments in Step 1 and 2 are based on those in Section 4.1 of [FT08]:
Step 1 (Extension to a L∞ operator).
Take η ∈ L1(E;m) such that η > 0m-a.e. and define ηn := (nη)∧1. We extend the operator
T on L2(E;m) ∩ L∞(E;m) to an operator on L∞(E;m) by{
Tf := limn→∞ T (fηn) for f ∈ L∞+ (E;m),
T f := Tf+ − Tf− for f ∈ L∞(E;m).
Here L∞+ (E;m) = {f ∈ L
∞(E;m) : f ≥ 0 m-a.e.} and f+ := f ∨ 0, f− := (−f) ∨ 0. This
extension is well-defined due to the Markov property
0 ≤ Tf ≤ 1 m-a.e., for all f ∈ L2(E;m) with 0 ≤ f ≤ 1 m-a.e.
of T , and is unique under the relation∫
f(Tg)dm =
∫
(Tf)gdm for all f ∈ L1(E;m) ∩ L∞(E;m) and g ∈ L∞(E;m).
Step 2 (Extension to a L1 operator).
Since L1(E;m) ∩ L∞(E;m) is dense in L1(E;m), we can also extend the operator T on
L1(E;m) ∩ L∞(E;m) to an operator on L1(E;m). It is easy to see that T : L1(E;m) →
L1(E;m) is positivity preserving, Markovian and contractive. By the Markov property of T ,
we can also see the following,∫
f(Tg)dm =
∫
(Tf)gdm for all f ∈ L1(E;m) and g ∈ L∞(E;m).
Step 3 (Extension to a Lp operator).
By the Marcinkiewicz interpolation theorem, we can extend T to a bounded linear operator
on Lp(E;m), for any p ∈ (1,∞).
Next we show that the contraction property ‖T‖p→p ≤ 1. Let f ∈ Lp(E;m) and take En
such that m(En) < ∞, En ↑ E. By Lemma 2.11 and the properties of the L
1 operator T , we
have
(T [f1En](x))
p ≤(T [|f |1En](x))
p
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≤T [|f |p](x)(T [1qEn](x))
p/q ≤ T [|f |p](x)
for a.e. x ∈ E. Taking integral and using the L1-contractivity of T , we have
‖T [f1En]‖
p
p ≤ ‖T [|f |
p]‖1 ≤ ‖f‖
p
p.
Letting n→∞, the dominate convergence theorem concludes ‖T [f ]‖p ≤ ‖f‖p.
Proof of Proposition 2.10. By Proposition 2.9, we have already seen that each Tt can be ex-
tended to a contraction operator on Lp(E;m), and hence it is sufficient to show the continuity
in Lp with respect to t.
Fix p ∈ (1,∞), f ∈ Lp(E;m) and ε > 0. Since E is a Lusin space, Lp(E;m) ∩ Cb(E) is
dense in Lp(E;m). Hence we can choose fε ∈ L1(E;m) ∩ L∞(E;m) such that ‖f − fε‖p < ε.
Write
q :=
{
2p when p ≥ 2,
1 when p < 2,
and take θ ∈ (0, 1] such that θ
2
+ 1−θ
q
= 1
p
. Then by Ho¨lder’s inequality and Proposition 2.9, we
have
‖f − Ttf‖p ≤‖f − fε‖p + ‖fε − Ttfε‖p + ‖Ttfε − Ttf‖p
≤2‖f − fε‖p + ‖fε − Ttfε‖
θ
2‖fε − Ttfε‖
1−θ
q
≤2ε+ ‖fε − Ttfε‖
θ
2(2‖fε‖q)
1−θ
and hence lim supt→0 ‖f − Ttf‖p ≤ 2ε. Since ε > 0 can be chosen arbitrary, we conclude
limt→0 ‖f − Ttf‖p = 0.
2.2.4 Permutated tensor product
In this subsection, we introduce a permutated tensor product of linear operators and discuss
about them. Using this notation, we can simplify our proof of the main results.
Let Sk be the symmetric group of degree k. For bounded linear operators T1, · · · , Tk on
L2(E;m) and for σ ∈ Sk, define two operators T1 ⊗ · · · ⊗ Tk and T1⊗ · · ·
σ
⊗ Tk on L2(Ek;m⊗k)
by
[T1 ⊗ · · · ⊗ Tk](g1 ⊗ · · · ⊗ gk) =T1g1 ⊗ · · · ⊗ Tkgk,
[T1 ⊗ · · ·
σ
⊗ Tk](g1 ⊗ · · · ⊗ gk) =T1gσ(1) ⊗ · · · ⊗ Tkgσ(k)
for g1, . . . , gk ∈ L2(E;m). We say the operator T1 ⊗ · · ·
σ
⊗ Tk the permutated tensor product of
T1, · · · , Tk with respect to σ.
In particular, for two bounded linear operators S, T on L2(E;m) and m ≤ k, we have(
[S⊗m ⊗
σ
T⊗(k−m)](g1 ⊗ · · · ⊗ gk)
)
(x1, · · · , xk)
=Sgσ(1)(x1) · · ·Sgσ(m)(xm) · Tgσ(m+1)(xm+1) · · ·Tgσ(k)(xk)
=U1g1(xσ−1(1)) · · ·Ukgk(xσ−1(k))
= ([U1 ⊗ · · · ⊗ Uk](g1 ⊗ · · · ⊗ gk)) (xσ−1(1), · · · , xσ−1(k)),
for g1, . . . , gk ∈ L
2(E;m), where
Uj =
{
S when σ−1(j) ≤ m,
T when σ−1(j) ≥ m+ 1,
(2.6)
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and hence, for F ∈ L2(Ek;m⊗k),(
[S⊗m ⊗
σ
T⊗(k−m)]F
)
(x1, · · · , xk) = ([U1 ⊗ · · · ⊗ Uk]F ) (xσ−1(1), · · · , xσ−1(k)).
Furthermore, if S and T have kernels s and t respectively, then by writing the kernel of Uj
as uj, we have(
[S⊗m ⊗
σ
T⊗(k−m)]F
)
(x1, · · · , xk) = ([U1 ⊗ · · · ⊗ Uk]F ) (xσ−1(1), · · · , xσ−1(k))
=
∫
Ek
k∏
i=1
ui(xσ−1(i), yi)F (y1, · · · , yk)m(dy1) · · ·m(dyk)
=
∫
Ek
m∏
i=1
s(xi, yσ(i))
k∏
i=m+1
t(xi, yσ(i))F (y1, · · · , yk)m(dy1) · · ·m(dyk).
2.2.5 Lemmas about nonnegative integer valued measures
In this subsection, we state some basic facts about nonnegative integer valued measures. From
now on, denote Z≥0 (resp. Z>0) as the set of nonnegative (resp. positive) integers.
The following lemma is used in the computation which yields (5.23) in Section 5.6.
Lemma 2.12. Let X be a finite set , π be a Z≥0-valued measure on X and f : Z≥0×Z≥0 → R.
Write
M≤π :=
{
ρ :
ρ is a Z≥0-valued measure on X
with ρ(x) ≤ π(x) for all x ∈ X
}
.
Then, it holds that ∑
ρ∈M≤pi
∏
x∈X
f(π(x), ρ(x)) =
∏
x∈X
π(x)∑
s=0
f(π(x), s).
Proof. We have∑
ρ∈M≤pi
∏
x∈X
f(π(x), ρ(x)) =
∑
{sx}x∈X ;
0≤sx≤π(x)
for all x∈X
∏
x∈X
f(π(x), sx)
=
∏
x∈X
( ∑
0≤sx≤π(x)
f(π(x), sx)
)
=
∏
x∈X
π(x)∑
s=0
f(π(x), s).
The following two lemmas are used in the proof of Lemma 2.16. They are obtained by easy
inductions, so we omit the proofs.
Lemma 2.13. Let X be a finite set and {bi}ni=1 ⊂ X , m ≤ n. For σ ∈ Sn, we define measures
π :=
n∑
i=1
δbi , πm :=
m∑
i=1
δbi , π
σ
m :=
m∑
i=1
δbσ(i).
Then, it holds that
{ρ ∈M≤π : ρ(X ) = m} = {π
σ
m; σ ∈ Sn}.
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Lemma 2.14. Let X , Y be finite sets and {(ai, bi)}
n
i=1 ⊂ X × Y. For σ ∈ Sn, we define
measures on X × Y
π :=
n∑
i=1
δ(ai,bi), π
σ :=
n∑
i=1
δ(ai,bσ(i))
and measure on X and Y
πX := π ◦ (projX )
−1 =
n∑
i=1
δai , πY := π ◦ (projY)
−1 =
n∑
i=1
δbi
respectively. Set
M(πX , πY) :=
{
ρ :
ρ is a Z≥0-valued measure on X × Y
with marginals πX and πY
}
.
Then, it holds that
M(πX , πY) = {π
σ; σ ∈ Sn}.
The next Lemma 2.15 is used only in the proof of Lemma 5.12.
Lemma 2.15. Suppose X be a finite set. Let A be a Z≥0-valued measure on X 2 with n :=
A(X 2) <∞. Fix xn+1 ∈ X . Then, it holds that
#
{
{xj}
n
j=1 ⊂ X
∣∣∣∣∣A =
n∑
j=1
δ(xj ,xj+1)
}
≤ k ·
∏
l1∈X
A(l1)!∏
l∈X 2
A(l)!
,
where A is a measure on X determined by A(·) := A(· × X ).
Proof. This can be proved by similar arguments as in Chapter II.2, p.17 of [dH00].
Let X and T be finite sets, S∗ be a subset of T and p be a positive integer. For each
i = 1, · · · , p, fix F ′i ⊂ T with #S
∗ = #F ′i and fix a disjoint partition {S
∗
1 , S
∗
2} of S
∗. Let A and
r be Z≥0-valued measures on X p satisfying A(X p) = #S∗, r(X ) = #S∗1 and r(x) ≤ A(x) for
all x ∈ X p. Let {a(i)j }j∈T ⊂ X and simply denote
aj = {a
(i)
j }
p
i=1 ∈ X
p, aσ(j) = {a
(i)
σi(j)
}pi=1 ∈ X
p
for j ∈ S∗. Write
Ψp(A, r, a) :=
(σi)pi=1 ∈
p∏
i=1
Bij(S∗, F ′i )
∣∣∣∣∣∣ A =
∑
j∈S∗
δaσ(j) , r =
∑
j∈S∗1
δaσ(j)
 ,
where for two sets T1 and T2, Bij(T1, T2) is the set of bijections from T1 to T2.
The next lemma is used in the computation which yields (5.21) in Section 5.6.
Lemma 2.16. If Ψp(A, r, a) 6= ∅, then it holds that
#Ψp(A, r, a) = #S
∗
1 !#S
∗
2 !
p∏
i=1
∏
x(i)∈X
Ai(x
(i))!∏
x∈X p
A(x)!
∏
x∈X
(
A(x)
r(x)
)
.
The next corollary is given for the comparison with (3.35) in [KM13, Lemma 3.6]. It seems
that
∏p
i=1#(Wi \ S
∗)! is missing in (3.35).
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Corollary 2.17. Let Fi,Wi ⊂ T with S
∗ ⊂Wi and #Wi = #Fi. We similarly define
Ψ˜p(A, r, a) :=
(σi)pi=1 ∈
p∏
i=1
Bij(Wi, Fi)
∣∣∣∣∣∣ A =
∑
j∈S∗
δaσ(j), r =
∑
j∈S∗1
δaσ(j)
 .
If Ψ˜p(A, r, a) 6= ∅, then it holds that
#Ψ˜p(A, r, a) = #S
∗
1 !#S
∗
2 !
p∏
i=1
∏
x(i)∈X
Ai(x
(i))!∏
x∈X p
A(x)!
∏
x∈X
(
A(x)
r(x)
)
·
p∏
i=1
#(Wi \ S
∗)!.

The following proof is the same as the proof of [KM13, Lemma 3.6].
Proof of Lemma 2.16.
Case 1; p = 1
In this case, we have
Ψ1(A, r, a) =
σ ∈ Bij(S∗, F ′); A = ∑
j∈S∗
δaσ(j) , r =
∑
j∈S∗1
δaσ(j)
 .
First, fix σ ∈ Bij(S∗, F ′). For x ∈ X , write Ix := {j ∈ S∗; aσ(j) = x}, then {Ix}x∈X is a
disjoint partition of S∗.
There are #S∗1 ! and #S
∗
2 ! permutations in S
∗
1 and S
∗
2 , respectively. Take τ1 ∈ S(S
∗
1), τ2 ∈
S(S∗2) and set τ = (τ1, τ2) ∈ S(S
∗). For each x ∈ X , there are
(
A(x)
r(x)
)
ways to decompose Ix into
S∗1 and S
∗
2 . Take f ∈ S(S
∗) with f(Ix) = Ix for all x. Then we find that σ ◦ f ◦ τ ∈ Ψ1(A, r, a).
Except for the duplication, we obtain #S∗1 !#S
∗
1 !
∏
x∈X
(
A(x)
r(x)
)
many elements of Ψ1(A, r, a) of
the form σ ◦ f ◦ τ . Hence
#Ψ1(A, r, a) ≤ #S
∗
1 !#S
∗
1 !
∏
x∈X
(
A(x)
r(x)
)
.
For the converse inequality, fix σ ∈ Ψ1(A, r, a). Then clearly we can decompose σ as the
above form, and hence
#Ψ1(A, r, a) ≥ #S
∗
1 !#S
∗
1 !
∏
x∈X
(
A(x)
r(x)
)
.
Case 2; p = 2
We define the marginals of measures
A1(·) := A(· × X ), r1(·) := r(· × X ),
A2(·) := A(X × ·), r2(·) := r(X × ·),
and write
Ψ1(A1, r1, a
(1)) :=
σ1 ∈ Bij(S∗, F ′); A1 = ∑
j∈S∗
δ
a
(i)
σ1(j)
, r =
∑
j∈S∗1
δ
a
(i)
σ1(j)
 .
We claim that
H :=
{
σ1 ∈ Bij(S
∗, F ′1);
there exists σ2 ∈ Bij(S
∗, F ′2),
such that (σ1, σ2) ∈ Ψ2(A, r, a)
}
= Ψ1(A1, r1, a
(1)). (2.7)
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We first prove H ⊂ Ψ1(A1, r1, a
(1)). Fix σ1 and σ2 as in H . We have
A1(x
(1)) =
∑
x(2)∈X
A(x(1), x(2))
=
∑
x(2)∈X
#{j ∈ S∗; x(1) = a(1)σ1(j), x
(2) = a
(2)
σ2(j)
}
=#{j ∈ S∗; x(1) = a(1)σ1(j)}.
By the same way, we obtain the similar equality about r1.
We next prove H ⊃ Ψ1(A1, r1, a(1)). Fix σ1 ∈ Ψ1(A1, r1, a(1)). Since Ψ2(A, r, a) 6= ∅, we can
choose σ2 ∈ Bij(S
∗, F ′2) such that
A2 =
∑
j∈S∗
δ
a
(2)
σ2(j)
.
By the definition of Ψ1(A1, r1, a
(1)), we have
A1 =
∑
j∈S∗
δ
a
(1)
σ1(j)
, r1 =
∑
j∈S∗1
δ
a
(1)
σ1(j)
.
First, there exists a permutation (see Lemma 2.13) τ1 ∈ S(S∗) such that
A2 =
∑
j∈S∗
δ
a
(2)
σ2◦τ1(j)
, r2 =
∑
j∈S∗1
δ
a
(2)
σ2◦τ1(j)
.
Second, there exists a permutation (see Lemma 2.14) τ ′2 ∈ S(S
∗
1) such that
r1 =
∑
j∈S∗1
δ
a
(1)
σ1(j)
, r2 =
∑
j∈S∗1
δ
a
(1)
σ2◦τ1◦τ
′
2
(j)
, r =
∑
j∈S∗1
δ
(a
(1)
σ1(j)
,a
(2)
σ2◦τ1◦τ
′
2
(j)
)
.
Similarly, we can take a permutation τ ′′2 ∈ S(S
∗
2) which have the same property as τ
′
2. Finally,
we find that σ˜2 := σ2 ◦ τ1 ◦ (τ ′2, τ
′′
2 ) ∈ Bij(S
∗, F ′2) is a required bijection.
By the above claim, we obtain
#Ψ2(A, r, a) =
∑
σ1∈Bij(S∗,F ′1)
#{σ2 ∈ Bij(S
∗, F ′2); (σ1, σ2) ∈ Ψ2(A, r, a)}
=
∑
σ1∈Ψ1(A1,r1,a(1))
#{σ2 ∈ Bij(S
∗, F ′2); (σ1, σ2) ∈ Ψ2(A, r, a)}.
From now on, fix σ1 ∈ Ψ1(A1, r1, a(1)) and we will calculate #{σ2 ∈ Bij(S∗, F ′2); (σ1, σ2) ∈
Ψ2(A, r, a)}.
First, we construct such σ2’s. For each x
(1) ∈ X , take a disjoint partition {D,D} of {j ∈
S∗; a
(1)
σ1(j)
= x(1)} such that
{j ∈ S∗1 ; a
(1)
σ1(j)
= x(1)} =
⋃
x(2)∈X
D(x(1), x(2)), #D(x(1), x(2)) = r(x(1), x(2)),
{j ∈ S∗2 ; a
(1)
σ1(j)
= x(1)} =
⋃
x(2)∈X
D(x(1), x(2)), #D(x(1), x(2)) = A(x(1), x(2))− r(l(1), l(2)).
There are ∏
x(1)∈R2
(
r1(x
(1))!∏
x(2)∈X r(x
(1), x(2))!
(A− r)1(x(1))!∏
x(2)∈X (A− r)(x
(1), x(2))!
)
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ways to choose the couple {D,D}. Note that for x(2) ∈ X ,
#
{ ⋃
x(1)∈X
(
D(x(1), x(2)) ∪D(x(1), x(2))
)}
= A2(x
(2)).
For fixed {D,D}, take σ2 ∈ Bij(S∗, F ′2) such that
{j ∈ S∗; a(2)σ2(j) = x
(2)} =
⋃
x(1)∈X
(
D(x(1), x(2)) ∪D(x(1), x(2))
)
for all x(2) ∈ X .
There are
∏
x(2)∈X A2(x
(2))! ways to choose such σ2. Then we have (σ1, σ2) ∈ Ψ2(A, r, a). Indeed,
we can find that for (x(1), x(2)) ∈ X 2,
{j ∈ S∗1 ; a
(i)
σi(j)
= x(i) for i = 1, 2} =
⋂
i=1,2
{j ∈ S∗1 ; a
(i)
σi(j)
= x(i)} = D(x(1), x(2)).
Similarly we can find that {j ∈ S∗2 ; a
(i)
σi(j)
= x(i) for i = 1, 2} = D(x(1), x(2)). Hence we have
#{σ2 ∈ Bij(S
∗, F ′2); (σ1, σ2) ∈ Ψ2(A, r, a)}
≥
∏
x(1)∈X
(
r1(x
(1))!∏
x(2)∈X r(x
(1), x(2))!
(A− r)1(x(1))!∏
x(2)∈X (A− r)(x
(1), x(2))!
) ∏
x(2)∈X
A2(x
(2))!.
We can show the converse of the above inequality. Indeed, for (σ1, σ2) ∈ Ψ2(A, r, a), write
D(x(1), x(2)) :={j ∈ S∗1 ; a
(i)
σi(j)
= x(i) for i = 1, 2}
D(x(1), x(2)) :={j ∈ S∗2 ; a
(i)
σi(j)
= x(i) for i = 1, 2}
and obtain the same partition.
Therefore, we have
#Ψ2(A, r, a)
=
∑
σ1∈Ψ1(A1,r1,a(1))
#{σ2 ∈ Bij(S
∗, F ′2); (σ1, σ2) ∈ Ψ2(A, r, a)}
=#Ψ1(A1, r1, a
(1))
∏
x(1)∈X
(
r1(x
(1))!∏
x(2)∈X r(x
(1), x(2))!
(A− r)1(x(1))!∏
x(2)∈X (A− r)(x
(1), x(2))!
) ∏
x(2)∈X
A2(x
(2))!
=m1!m3!
∏
x(1)∈X A1(x
(1))!∏
x(1)∈X r1(x
(1))!
∏
x(1)∈X (A1 − r1)(x
(1))!∏
x(1)∈X r1(x
(1))!∏
x(1)∈X
∏
x(2)∈X r(x
(1), x(2))!
∏
x(1)∈X (A− r)1(x
(1))!∏
x(1)∈X
∏
x(2)∈X (A− r)(x
(1), x(2))!
∏
x(2)∈X
A2(x
(2))!
=m1!m3!
∏
x(1)∈X A1(x
(1))!
∏
x(2)∈X A2(x
(2))!∏
x(1)∈X
∏
x(2)∈X r(x
(1), x(2))!
∏
x(1)∈X
∏
x(2)∈X (A− r)(x
(1), x(2))!
=m1!m3!
∏
x(1)∈X A1(x
(1))!
∏
x(2)∈X A2(x
(2))!∏
x∈X 2 A(x)!
∏
x∈X 2
(
A(x)
r(x)
)
.
We can prove inductively for the case p ≥ 3.
3 Proof of Proposition 1.5
In this section, we give the proof of Proposition 1.5. The following proof is given by the same
strategy as the proof of [Che10, Theorem 2.2.3].
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In the following, we abbreviate the measure m(dx) just as dx.
Note that {t < ζ (i)} = {X(i)t ∈ E}. For f ∈ Cb(E), we recall that
〈f, ℓISε,t〉 =
∫
E
f(x)
[∫
[0,t]p
p∏
i=1
p(i)ε (X
(i)(si), x)ds1 · · · dsp
]
m(dx).
For each i, define
H
(i)
t (x1, · · · , xk) :=
∫
[0,t]k
∫
E
1{
∑k
j=1 rj≤t}
k+1∏
j=1
p(i)rj (xj−1, xj)dxk+1dr1 · · · drk, (3.1)
where rk+1 = t−
∑k
j=1 rj. Then we find that H
(i)
t ∈ L
p(Ek). Indeed,∫
Ek
[∫
[0,t]k
∫
E
1{
∑k
j=1 rj≤t}
k+1∏
j=1
p(i)rj (xj−1, xj)dxk+1dr1 · · · drk
]p
dx1 · · · dxk
≤
∫
Ek
[∫
[0,t]k
1{
∑k
j=1 rj≤t}
k∏
j=1
p(i)rj (xj−1, xj)dr1 · · · drk
]p
dx1 · · ·dxk
≤ept
∫
Ek
[∫
[0,t]k
1{
∑k
j=1 rj≤t}
k∏
j=1
e−rjp(i)rj (xj−1, xj)dr1 · · · drk
]p
dx1 · · ·dxk
≤ept
[
sup
y∈E
∫
E
R
(i)
1 (x, y)
pdx
]k
<∞.
By Proposition 2.9, we have for σ1, · · · , σp ∈ Sk,∫
Ek
f⊗k
p∏
i=1
[
[T (i)ε ⊗ · · ·
σi
⊗ T (i)ε ]H
(i)
t
]
dm⊗k ≤‖f‖k∞
p∏
i=1
‖[T (i)ε ⊗ · · ·
σi
⊗ T (i)ε ]H
(i)
t ‖Lp(Ek)
≤‖f‖k∞
p∏
i=1
‖H(i)t ‖Lp(Ek) <∞. (3.2)
Next, we denote
[0, t]k< := {(s1, · · · , sk) ∈ [0, t]
k : s1 < · · · < sk} (3.3)
and we regard s0 = 0, sk+1 = t and σ(0) = 0, σ(k + 1) = k + 1 for σ ∈ Sk. Then we have
Ex0
[
〈f, ℓISε,t〉
k; t < ζ (1) ∧ · · · ∧ ζ (p)
]
=Ex0
[
〈f, ℓISε,t〉
k;X(i)(t) ∈ E for all i
]
=
∫
Ek
k∏
l=1
f(xl)
p∏
i=1
{∫
[0,t]k
Ex0
[
k∏
j=1
p(i)ε (X
(i)(sj), xj);X
(i)(t) ∈ E
]
ds1 · · · dsk
}
dx1 · · · dxk
=
∫
Ek
k∏
l=1
f(xl)
p∏
i=1
[∫
Ek+1
(
k∏
j=1
p(i)ε (zj , xj)
)(∑
σ∈Sk
∫
[0,t]k<
k+1∏
j=1
p
(i)
sj−sj−1(zσ(j−1), zσ(j))ds1 · · · dsk
)
dz1 · · · dzk+1
]
dx1 · · · dxk
=
∫
Ek
k∏
l=1
f(xl)
p∏
i=1
[∫
Ek
(
k∏
j=1
p(i)ε (zj , xj)
)(∑
σ∈Sk
H
(i)
t (zσ−1(1), · · · , zσ−1(k))
)
dz1 · · · dzk
]
dx1 · · · dxk
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=∫
Ek
f⊗k
p∏
i=1
[∑
σ∈Sk
[T (i)ε ⊗ · · ·
σ
⊗ T (i)ε ]H
(i)
t
]
dm⊗k
→
∫
Ek
f⊗k
p∏
i=1
[∑
σ∈Sk
[id⊗ · · ·
σ
⊗ id]H(i)t
]
dm⊗k as ε→ 0. (3.4)
By a similar argument of (3.4), we also have
Ex0
[
|〈f, ℓISε,t〉 − 〈f, ℓ
IS
ε′,t〉|
2; t < ζ (1) ∧ · · · ∧ ζ (p)
]
=
∫
E2
f⊗2
p∏
i=1
[∑
σ∈S2
[T (i)ε ⊗
σ
T (i)ε ]H
(i)
t
]
dm⊗2 +
∫
E2
f⊗2
p∏
i=1
[∑
σ∈S2
[T
(i)
ε′ ⊗
σ
T
(i)
ε′ ]H
(i)
t
]
dm⊗2
− 2
∫
E2
f⊗2
p∏
j=1
[∑
σ∈S2
[T (i)ε ⊗
σ
T
(i)
ε′ ]H
(i)
t
]
dm⊗2
and this converges to zero as ε and ε′ tend to zero. Hence we have shown that {〈f, ℓISε,t〉}ε is
Cauchy in Lk(P˜t), for k = 2. By using Ho¨lder’s inequality and (3.2), the case k 6= 2 is derived
from the case k = 2. We thus obtain for all k,
E˜t
[
|〈f, ℓISε,t〉 − 〈f, ℓ
IS
ε′,t〉|
k
]
→ 0 as ε, ε′ ↓ 0. (3.5)
Next, we will show the existence of the vague limit. Recall that one can choose a subset
{fn}n of C
+
K(E) such that
d{fn}(µ, ν) :=
∞∑
n=1
1
2n
{|〈µ, fn〉 − 〈ν, fn〉| ∧ 1} for µ, ν ∈M(E) (3.6)
metrizes the vague topology of M(E), the space of Radon measures on E. (See Section 15.7
of [Kal83] for example.) In the following, we fix such {fn} and simply denote d = d{fn}.
By (3.5), we can find that E˜t
[
d(ℓISε,t, ℓ
IS
ε′,t)
]
→ 0 as ε, ε′ → 0. Take a sequence εl ↓ 0 such
that P˜t(d(ℓ
IS
εl,t
, ℓISεl+1,t) > 2
−l) < 2−l for all l. Since (M(E), d) is a complete metric space, there
exists a random measure ℓISt ∈M(E) such that
d(ℓISεl,t, ℓ
IS
t )→ 0; P˜t -a.e., as l →∞. (3.7)
In particular, ℓISεl,t converges to ℓ
IS
t as l →∞ in distribution.
Now we can find that the limit ℓISt is independent of the choice of the sequence εl. Indeed,
for a given f ∈ C+K(E) and a bounded Lipschitz function G : R→ R, we have by (3.5),
|E˜tG(〈ℓ
IS
ε,t, f〉)− E˜tG(〈ℓ
IS
t , f〉)|
≤Lip(G)E˜t|〈ℓ
IS
ε,t, f〉 − 〈ℓ
IS
εl,t
, f〉|+ |E˜tG〈ℓ
IS
εl,t
, f〉 − E˜tG〈ℓ
IS
t , f〉| → 0.
and hence ℓISε,t converges to ℓ
IS
t in distribution. Here, we used the fact that a sequence of random
measures {ξn} converges in distribution, if and only if, the sequence of the integral {〈f, ξn〉}
converges in distribution, for any function f of C+K(E). (See for example [Kal02, Theorem
16.16].)
To show the finiteness of ℓISt , take gn ∈ C
+
K(E) with gn ↑ 1E . We regard E˜t
[
〈·, ℓISt 〉
]
as a
Radon measure on E. By combining Fatou’s lemma with (3.2) and (3.4), we have
E˜t
[
〈1E , ℓ
IS
t 〉
]
≤ lim inf
n→∞
E˜t
[
〈gn, ℓ
IS
t 〉
]
≤
p∏
i=1
‖H(i)t ‖Lp(E) · Pt(t < ζ
(1) ∧ · · · ∧ ζ (p))−1 <∞.
Finally, to prove the second half of the claim, fix f ∈ C+K(E). By (3.7), we can take a
sequence εl ↓ 0 such that 〈ℓISεl,t, f〉 converges to 〈ℓ
IS
t , f〉 for P˜t-a.e., as l → ∞. By combining
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Fatou’s lemma with (3.2) and (3.4), we have
E˜t
[
〈f, ℓISt 〉
2k
]
≤ lim inf
l→∞
E˜t
[
〈f, ℓISεl,t〉
2k
]
≤ sup
l
E˜t
[
〈f, ℓISεl,t〉
2k
]
≤ ‖f‖2k∞
p∏
i=1
‖H(i)t ‖Lp(E2k) · Pt(t < ζ
(1) ∧ · · · ∧ ζ (p))−1.
These inequalities imply the uniform integrability of {|〈f, ℓISεl,t〉 − 〈f, ℓ
IS
t 〉|
k} and hence 〈f, ℓISεl,t〉
converges to 〈f, ℓISt 〉 in L
k(P˜t). Therefore, by combining with (3.5), we conclude (1.13). 
4 Proof of Theorem 1.7
In this section, we give the proof of Theorem 1.7, assuming Proposition 4.3. Our proof is based
on the proofs in Section 2.2, [KM13].
First, recall that each t−1ℓ
(i)
t satisfies the large deviation principle as t→∞, with probability
P˜t, scale t and the good rate function J
(i) (Theorem 2.7). For each ε > 0, define the continuous
mappings p
(i)
ε : M1(E) → M≤1(E), i = 1, · · · , p and Φ : (M1(E))p → Mf(E) × (M≤1(E))p
by
〈f, p(i)ε [µ]〉 =
∫
E
f(x)
[∫
E
p(i)ε (x, y)µ(dy)
]
m(dx) for µ ∈M1(E), f ∈ Cb(E),
Φ(µ1, · · · , µ1) :=
(( p∏
i=1
dp
(i)
ε [µi]
dm
)
dm; p(1)ε [µ1], · · · , p
(p)
ε [µp]
)
for (µ1, · · · , µp) ∈ (M1(E))
p.
By the contraction principle (Theorem 2.3), we find that the tuple (t−pℓISε,t; t
−1ℓ
(1)
ε,t , · · · , t
−1ℓ
(p)
ε,t )
satisfies the LDP as t→∞, with probability P˜t, scale t and the good rate function Jε which is
defined by
Jε(ν; ν1, · · · , νp)
:= inf
{ p∑
i=1
J (i)(µi); (µ1, · · · , µp) ∈ (M1(E))
p,Φ (µ1, · · · , µp) = (ν; ν1, · · · , νp)
}
= inf
{ p∑
i=1
J (i)(µi); µi ∈M1(E), p
(i)
ε [µi] = νi,
p∏
i=1
dp
(i)
ε [µi]
dm
=
dν
dm
}
= inf
{
p∑
i=1
{E (i)(ψi, ψi)− λ
(i)
1 }; µi ∈M1(E), p
(i)
ε [µi] = νi,
p∏
i=1
dp
(i)
ε [µi]
dm
=
dν
dm
, ψi =
√
dµi
dm
∈ F (i)
}
for (ν; ν1, · · · , νp) ∈Mf(E)× (M≤1(E))p.
Until the end of this section, we fix the same {fn}∞n=1 ⊂ C
+
K(E) as in (3.6), and define a
metric d on the product space Mf(E)× (M≤1(E))
p as
d
(
(µ;µ1, · · · , µp), (ν; ν1, · · · , νp)
)
:= d(µ, ν) +
p∑
i=1
d(µi, νi).
We denote Bδ as the open ball of radius δ > 0 in Mf(E) × (M≤1(E))
p with respect to the
metric d, and denote Bδ as the open ball of radius δ > 0 in Mf(E) or M≤1(E) with respect
to the metric d.
Fix δ > 0. We have
P˜t
(
d
(
(t−pℓISt , t
−1ℓ
(1)
t , · · · , t
−1ℓ
(p)
t ), (t
−pℓISε,t, t
−1ℓ
(1)
ε,t , · · · , t
−1ℓ
(p)
ε,t )
)
> (p+ 1)δ
)
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≤P˜t
(
d(t−pℓISt , t
−pℓISε,t) > δ
)
+
p∑
i=1
P˜t
(
d(t−1ℓ
(i)
t , t
−1ℓ
(i)
ε,t) > δ
)
.
In order to prove Theorem 1.7, it is sufficient to show the following Proposition 4.1 and Lemma
4.2. (See [DZ98, Theorem 4.2.16] for instance.)
Proposition 4.1. Let J be as in (1.14). The following three statements hold:
1. For every µ ∈Mf(E) and µ1, · · · , µp ∈M1(E), it holds that
sup
δ>0
lim inf
ε↓0
inf
Bδ(µ;µ1,··· ,µp)
Jε = J(µ;µ1, · · · , µp). (4.1)
2. For any closed set F ⊂Mf(E)× (M≤1(E))p, it holds that
inf
(µ;µ1,··· ,µp)∈F
J(µ;µ1, · · · , µp) ≤ lim sup
ε↓0
inf
(µ;µ1,··· ,µp)∈F
Jε(µ;µ1, · · · , µp). (4.2)
3. J is a good rate function on Mf(E)× (M1(E))p.
Lemma 4.2.
1. For each i = 1, · · · , p and for any δ > 0, it holds that
lim
ε→0
lim sup
t→∞
1
t
log P˜t
(
d(t−1ℓ
(i)
t , t
−1ℓ
(i)
ε,t) > δ
)
= −∞.
2. For given f ∈ CK(E) and δ > 0, it holds that
lim
ε→0
lim sup
t→∞
1
t
log P˜t
(
|〈t−p(ℓISt − ℓ
IS
ε,t), f〉| > δ
)
= −∞. (4.3)
Proof of Proposition 4.1. We first prove the upper bound of (4.1). Let (µ;µ1, · · · , µp) ∈Mf(E)×
(M≤1(E))
p with J(µ;µ1, · · · , µp) <∞ be given. Take ψi ∈ F
(i) such that ψi =
√
dµi
dm
∈ F (i) and∏p
i=1 ψ
2
i =
∏p
i=1
dµi
dm
= dµ
dm
. Fix δ > 0 and take ε > 0 so small such that p
(i)
ε [µi]dm ∈ Bδ/2(µi)
and that
(∏p
i=1
p
(i)
ε [µi]
dm
)
dm ∈ Bδ/2p(µ). This is possible, indeed, because of the inclusion
F (i) ⊂ L2(E;m) ∩ L2p(E;m) (assertion 3 of Lemma 2.1) and Proposition 2.10, we have for
fixed f ∈ CK(E),
|〈f, p(i)ε [µi]〉 − 〈f, µi〉| =|〈f, p
(i)
ε [ψ
2
i ]dm〉 − 〈f, ψ
2
i dm〉|
≤‖f‖q · ‖p
(i)
ε [ψ
2
i ]− ψ
2
i ‖p → 0 as ε→ 0.
By Ho¨lder’s inequality and the Lp-contractivity of p
(i)
ε (Proposition 2.10), it holds that∥∥∥∥∥
p∏
i=1
p(i)ε [ψ
2
i ]−
p∏
i=1
ψ2i
∥∥∥∥∥
1
≤
∥∥∥∥∥
p∏
i=1
p(i)ε [ψ
2
i ]− ψ
2
1
p∏
i=2
p(i)ε [ψ
2
i ]
∥∥∥∥∥
1
+
∥∥∥∥∥ψ21
p∏
i=2
p(i)ε [ψ
2
i ]− ψ
2
1ψ
2
2
p∏
i=3
p(i)ε [ψ
2
i ]
∥∥∥∥∥
1
+ · · ·
· · ·+
∥∥∥∥∥
p−1∏
i=1
ψ2i p
(p)
ε [ψ
2
p ]−
p∏
i=1
ψ2i
∥∥∥∥∥
1
≤
p∑
i=1
(∏
l<i
‖ψ2l ‖p · ‖p
(i)
ε [ψ
2
i ]− ψ
2
i ‖p ·
∏
l>i
‖p(l)ε [ψ
2
l ]‖p
)
≤
p∑
i=1
(
‖p(i)ε [ψ
2
i ]− ψ
2
i ‖p
∏
l 6=i
‖ψl‖
2
2p
)
. (4.4)
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Hence we have∣∣∣∣∣〈f,(
p∏
i=1
dp
(i)
ε [µi]
dm
dm
)
〉 − 〈f, µ〉
∣∣∣∣∣ =
∣∣∣∣∣〈f,
p∏
i=1
p(i)ε [ψ
2
i ]dm〉 − 〈f,
p∏
i=1
ψ2i dm〉
∣∣∣∣∣
≤‖f‖∞ ·
∥∥∥∥∥
p∏
i=1
p(i)ε [ψ
2
i ]−
p∏
i=1
ψ2i
∥∥∥∥∥
1
≤‖f‖∞ ·
p∑
i=1
(
‖p(i)ε [ψ
2
i ]− ψ
2
i ‖p
∏
l 6=i
‖ψl‖
2
2p
)
→0 as ε→ 0.
We thus obtain
((∏p
i=1
p
(i)
ε [µi]
dm
)
dm; p
(1)
ε [µ1]dm, · · · , p
(p)
ε [µp]dm
)
∈ Bδ(µ;µ1, · · · , µp) and con-
clude
inf
Bδ(µ;µ1,··· ,µp)
Jε ≤Jε
(( p∏
i=1
p
(i)
ε [µi]
dm
)
dm; p(1)ε [µ1]dm, · · · , p
(p)
ε [µp]dm
)
≤ J(µ;µ1, · · · , µp).
We next prove the lower bound of (4.1). Let (µ;µ1, · · · , µp) ∈Mf(E)× (M1(E))p be given.
Without loss of generality, we may assume that supδ>0 lim infε↓0 infBδ(µ;µ1,··· ,µp) Jε <∞.
For δ > 0 and ε > 0, we pick
(
ν(δ,ε); ν
(δ,ε)
1 , · · · , ν
(δ,ε)
p
)
∈ Bδ(µ;µ1, · · · , µp) such that
inf
Bδ(µ;µ1,··· ,µp)
Jε ≥ Jε
(
ν(δ,ε); ν
(δ,ε)
1 , · · · , ν
(δ,ε)
p
)
− δ. (4.5)
By the definition of Jε, there are nonnegative, L
2-normalized ψ
(δ,ε)
i ∈ F
(i) for i = 1, · · · , p
such that
dν
(δ,ε)
i
dm
= p
(i)
ε [(ψ
(δ,ε)
i )
2], dν
(δ,ε)
dm
=
∏p
i=1 p
(i)
ε [(ψ
(δ,ε)
i )
2] and Jε
(
ν(δ,ε); ν
(δ,ε)
1 , · · · , ν
(δ,ε)
p
)
≥∑p
i=1{E
(i)(ψ
(δ,ε)
i , ψ
(δ,ε)
i )−λ
(i)
1 }−ε. In particular, {ψ
(δ,ε)
i }ε is bounded in (F
(i), ‖·‖
E
(i)
1
). By taking
a subsequence, there exists ψ
(δ)
i ∈ F
(i) with ‖ψ(δ)i ‖2 = 1, such that ψ
(δ,ε)
i converges to ψ
(δ)
i , as
ε → 0 and in L2(E;m) and L2p(E;m) and that lim infε→0 E (i)(ψ
(δ,ε)
i , ψ
(δ,ε)
i ) ≥ E
(i)(ψ
(δ)
i , ψ
(δ)
i ),
where we used (2.5) in Lemma 2.1. By taking lim infε→0 to (4.5), we have
lim inf
ε→0
inf
Bδ
Jε ≥
p∑
i=1
{E (i)(ψ(δ)i , ψ
(δ)
i )− λ
(i)
1 } − δ. (4.6)
Now, we can see that
ν
(δ,ε)
i → µ
(δ)
i := (ψ
(δ)
i )
2dm vaguely in M≤1(E), as ε→ 0,
because, for fixed f ∈ CK(E),∣∣∣〈f, ν(δ,ε)i 〉 − 〈f, µ(δ)i 〉∣∣∣ = ∣∣∣〈f, p(i)ε [(ψ(δ,ε)i )2]〉 − 〈f, (ψ(δ)i )2〉∣∣∣
≤
∣∣∣〈f, p(i)ε [(ψ(δ,ε)i )2]〉 − 〈f, p(i)ε [(ψ(δ)i )2]〉∣∣∣+ ∣∣∣〈f, p(i)ε [(ψ(δ)i )2]〉 − 〈f, (ψ(δ)i )2〉∣∣∣
≤‖f‖q · ‖(ψ
(δ,ε)
i )
2 − (ψ(δ)i )
2‖p + ‖f‖q · ‖p
(i)
ε [(ψ
(δ)
i )
2]− (ψ(δ)i )
2‖p
→0, as ε→ 0.
Hence we have µ
(δ)
i ∈ Bδ(µi). Similarly we can obtain µ
(δ) ∈ Bδ(µ).
Now we let δ ↓ 0 and by taking a subsequence of ψ(δ)i , there exists ψi ∈ F
(i) such that
ψ
(δ)
i → ψi in L
2(E;m) and L2p(E;m) and
lim inf
δ→0
E (i)(ψ(δ)i , ψ
(δ)
i ) ≥ E
(i)(ψi, ψi), (4.7)
where we used again (2.5) in Lemma 2.1.
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Since µ
(δ)
i ∈ Bδ(µi), we have for fixed f ∈ CK(E),
|〈f, ψ2i 〉 − 〈f, µi〉| ≤|〈f, ψ
2
i 〉 − 〈f, (ψ
(δ)
i )
2〉|+ |〈f, µ(δ)i 〉 − 〈f, µi〉|
≤‖f‖q · ‖ψi
2 − (ψ(δ)i )
2‖p + Cδ
→0 as δ → 0.
Hence ψ2i must be a density of µi, and similarly,
∏p
i=1 ψ
2
i must be a density of µ.
Therefore, by the definition of J and (4.7), we have
lim inf
δ→0
p∑
i=1
{E (i)(ψ(δ)i , ψ
(δ)
i )− λ
(i)
1 } ≥ J(µ;µ1, · · · , µp).
Combining this with (4.6), we obtain (4.1).
We next prove (4.2). Without loss of generality, we may assume that supε<ε′ inf(µ;µ1,··· ,µp)∈F Jε <
∞ for some ε′ > 0.
We repeat the argument as in the proof of the upper bound of (4.1). For δ > 0 and ε < ε′,
we pick
(
ν(δ,ε); ν
(δ,ε)
1 , · · · , ν
(δ,ε)
p
)
∈ F such that
inf
(µ;µ1,··· ,µp)∈F
Jε ≥ Jε
(
ν(δ,ε); ν
(δ,ε)
1 , · · · , ν
(δ,ε)
p
)
− δ. (4.8)
By the definition of Jε, there are nonnegative, L
2-normalized ψ
(δ,ε)
i ∈ F
(i) for i = 1, · · · , p
such that
dν
(δ,ε)
i
dm
= p
(i)
ε [(ψ
(δ,ε)
i )
2], dν
(δ,ε)
dm
=
∏p
i=1 p
(i)
ε [(ψ
(δ,ε)
i )
2] and Jε
(
ν(δ,ε); ν
(δ,ε)
1 , · · · , ν
(δ,ε)
p
)
≥∑p
i=1{E
(i)(ψ
(δ,ε)
i , ψ
(δ,ε)
i )− λ
(i)
1 } − ε. In particular, {ψ
(δ,ε)
i }ε is bounded in (F
(i), ‖ · ‖
E
(i)
1
).
Then, by taking further subsequences, there exists ψ
(δ)
i ∈ F
(i) such that ‖ψ(δ)i ‖2 = 1, ψ
(δ,ε)
i →
ψ
(δ)
i in L
2(E;m) and L2p(E;m) and that lim infε→0 E (i)(ψ
(δ,ε)
i , ψ
(δ,ε)
i ) ≥ E
(i)(ψ
(δ)
i , ψ
(δ)
i ), where we
used (2.5) in Lemma 2.1. By taking lim infε→0 to (4.8), we have
lim inf
ε→0
inf
F
Jε ≥
p∑
i=1
{E (i)(ψ(δ)i , ψ
(δ)
i )− λ
(i)
1 } − δ. (4.9)
Since
ν
(δ,ε)
i → µ
(δ)
i := (ψ
(δ)
i )
2dm vaguely in M≤1(E), as ε→ 0
and
ν(δ,ε) → µ(δ) :=
p∏
i=1
(ψ
(δ)
i )
2dm vaguely in Mf(E), as ε→ 0,
we have (µ(δ);µ
(δ)
1 , · · · , µ
(δ)
p ) ∈ F . Hence (4.9) implies that
lim sup
ε→0
inf
F
Jε ≥ lim inf
ε→0
inf
F
Jε ≥
p∑
i=1
{E (i)(ψ(δ)i , ψ
(δ)
i )− λ
(i)
1 } − δ ≥ inf
F
J− δ.
Letting δ → 0, we obtain (4.2).
Finally we will prove 3. Fix a ≥ 0. Let {(µn;µ
(1)
n , · · · , µ
(p)
n )}∞n=1 ⊂ {J ≤ a} and write
ψ
(i)
n =
√
dµ
(i)
n
dm
∈ F (i) and dµn
dm
=
∏p
i=1
dµ
(i)
n
dm
. We find that each {ψ(i)n }n is bounded in F (i). By
(2.5), we may assume that {ψ(i)n }n converges in L2 and L2p to some ψ(i) ∈ F (i). Then, since
F (i) ⊂ L2 ∩ L2p, we have µ(i)n → µ(i) := (ψ(i))2dm and µn → µ :=
(∏p
i=1
dµ(i)
dm
)
dm with respect
to the metric d, as n→∞. Hence J is a good rate function.
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Proof of Lemma 4.2. We first prove 1. Fix ε > 0 and for each f ∈ CK(E), we write fε := pε[f ].
Then we have
〈f, t−1ℓ(i)t 〉 − 〈f, t
−1ℓ
(i)
ε,t〉 = 〈(f − p
(i)
ε [f ]), t
−1ℓ
(i)
t 〉 = 〈(f − fε), t
−1ℓ
(i)
t 〉.
By the contraction principle (Theorem 2.3), we can find that 〈(f−fε), t−1ℓ
(i)
t 〉 satisfies the LDP
as t→∞, with probability P˜t, scale t and the good rate function J
(i)
(f−fε)
, where
J
(i)
(f−fε)
(a) := inf
{
J (i)(µ); µ ∈M1(E), 〈(f − fε), µ〉 = a
}
= inf
ψ∈F(i),‖ψ‖2=1;
〈(f−fε),µ〉=a
{
E (i)(ψ, ψ)− λ(i)1
}
for a ∈ R. Hence, for δ > 0,
inf
|a|>δ
J
(i)
(f−fε)
(a) = inf
ψ∈F(i),‖ψ‖2=1;
|〈(f−fε),ψ2〉|>δ
{
E (i)(ψ, ψ)− λ(i)1
}
.
Now we will show that
lim
ε→0
inf
|a|>δ
J
(i)
(f−fε)
(a) =∞. (4.10)
Indeed, for each ψ ∈ F (i) with ‖ψ‖2 = 1 and |〈(f − fε), ψ
2〉| > δ, applying (2.3) with δ = 1 and
we have
δ < ‖f − fε‖q‖ψ
2‖p ≤ ‖f − fε‖q(C1 + 1 · E
(i)(ψ, ψ)),
where p−1 + q−1 = 1. Taking infimum over such ψ, we have
δ ≤ ‖f − fε‖q(C1 + inf
|a|>δ
J
(i)
(f−fε)
(a) + λ
(i)
1 ).
By Proposition 2.10, we have limε→0 ‖f − fε‖q = 0 and therefore (4.10) follows.
We have by the LDP,
lim sup
t→∞
1
t
log P˜t
(
|〈(t−1ℓ(i)ε,t − t
−1ℓ
(i)
t ), f〉| > δ
)
= lim sup
t→∞
1
t
log P˜t
(
|〈t−1ℓ(i)t , (f − fε)〉| > δ
)
≤− inf
|a|>δ
J
(i)
(f−fε)
(a).
Letting ε→ 0 and the conclusion follows from (4.10).
We next prove 2. Assume Proposition 4.3 holds. Fix δ > 0 and η > 0. Take C(ε) as in
Proposition 4.3. By writing k = ⌈t⌉, we have for t, ε > 0,
Px0
(
|〈t−p(ℓISt − ℓ
IS
ε,t), f〉| > δ; t < ζ
(1) ∧ · · · ∧ ζ (p)
)
≤δ−kt−pkEx0
[∣∣〈ℓISt − ℓISε,t, f〉∣∣k ; t < ζ (1) ∧ · · · ∧ ζ (p)]
≤δ−kt−pk · (k!)peptC(ε)k
≤δ−k(t−1k)kpeptC(ε)k.
Therefore
lim sup
t→∞
1
t
log Px0
(
|〈t−p(ℓISt − ℓ
IS
ε,t), f〉| > δ; t < ζ
(1) ∧ · · · ∧ ζ (p)
)
≤ − log δ + p+ logC(ε)
and consequently, (4.3) follows because of
lim sup
t→∞
1
t
logPx0
(
t < ζ (1) ∧ · · · ∧ ζ (p)
)
= −
p∑
i=1
λ
(i)
1 ,
which is proved in [FOT11, Corollary 6.4.2].
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Proposition 4.3 (Exponential approximation). Suppose each X(i) satisfies Assumption (A;
ρ(i), µ(i), t0, C). Then for each f ∈ CK(E) and ε > 0, there exists positive constant C(ε), which
depends on p, f, t0, C, p
(i)(·, ·), ρ(i), µ(i); i = 1, · · · , p and is independent of t and k, such that
lim
ε↓0
C(ε) = 0 (4.11)
and
E
[∣∣〈ℓISt − ℓISε,t, f〉∣∣k ; t < ζ (1) ∧ · · · ∧ ζ (p)] ≤ ept(k!)pC(ε)k (4.12)
for all ε > 0, t > 0 and k ∈ Z with k ≥ 0.
As we have noted in Section 1.5, this proposition says that the approximated intersection
measure ℓISε,t is a “good” approximation of the intersection measure ℓ
IS
t .
This proposition has the same role as [KM13, Proposition 2.3]. The factor ept comes from
the fact that we use 1-order resolvent while they use 0-order resolvent. We will prove this
proposition in Section 5, which is the main part of this paper.
5 Proof of Proposition 4.3
5.1 Outline of the proof
Our proof of Proposition 4.3 is motivated by the same heuristics as Section 3.2 of [KM13]
and based on the proof of [KM13, Proposition 2.3] with some modifications. Here is a list of
differences:
1. We do not use 0-order resolvents (Green functions), but use 1-order resolvents for deriving
the desired estimates. By this modification, we do not need to take care of the divergence
of 0-order Green functions on the diagonal set.
2. We change the definition of Gt. Compare our (5.6) with (3.27) in page 288 of [KM13].
3. We change the way of taking partition of σi in order to apply Lemma 2.16. Compare our
(5.11) with page 290 of [KM13].
4. We do not take the summation over Wi ⊂ {1, · · · , k} with #Wi = #Fi, but over F ′i ⊂ Fi
with #F ′i = #S
∗. Compare our (5.12) with page 290 of [KM13].
5. When we take the summation over N (i) ∈ REi , we do not decompose as Ei = (Ei\Fi)∪Fi,
but decompose as Ei = (Ei \ Ji) ∪ Ji. Compare our (5.13) with the last equality of page
290 of [KM13].
The changes in 2–5 are related to the comments before Corollary 2.17. Due to some (rela-
tively minor) possible problems pointed out below, it seems such modifications are needed. We
will note these differences more concretely in Remarks 5.6, 5.8 and 5.11.
5.2 Preliminary computations
Before proving Proposition 4.3, we give the following lemma and proposition. In the following,
we abbreviate the measure m(dx) just as dx. Recall the definition of H
(i)
t in (3.1):
H
(i)
t (y1, · · · , yk) :=
∫
[0,t]k
∫
E
1{
∑k
j=1 rj≤t}
k+1∏
j=1
p(i)rj (yj−1, yj)dyk+1dr1 · · ·drk,
where rk+1 = t−
∑k
j=1 rj.
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Lemma 5.1. For m ≤ k, it holds that
Ex0
[
〈f, ℓISt 〉
m〈f, ℓISε,t〉
k−m; t < ζ (1) ∧ · · · ∧ ζ (p)
]
=
∫
Ek
k∏
l=1
f(yl) ·
p∏
i=1
[∑
σ∈Sk
[id⊗m ⊗
σ
T (i)ε
⊗(k−m)
]H
(i)
t (y1, · · · , yk)
]
dy1 · · · dyk
=
∫
Ek
k∏
l=1
f(yl) ·
p∏
i=1
[∑
σ∈Sk
∫
[0,t]k<
[∫
Ek−m+1
k∏
j=m+1
p(i)ε (zj , yj)
k+1∏
j=1
p
(i)
sj−sj−1(wj−1, wj)
dzm+1 · · · dzk+1
]
ds1 · · · dsk
]
dy1 · · · dyk,
where [0, t]k< is defined in (3.3) and we set σ(0) = 0, σ(k + 1) = k + 1 and
wj = w
(i)
j =
{
yσ−1(j) when σ
−1(j) ≤ m,
zσ−1(j) when σ
−1(j) ≥ m+ 1.
The above lemma immediately implies the following moment formula: which is almost the
same as [KM13, Lemma 3.1]
Proposition 5.2 (Moment formula). For k ≥ 1, it holds that
Ex0
[(
〈f, ℓISt 〉 − 〈f, ℓ
IS
ε,t〉
)k
; t < ζ (1) ∧ · · · ∧ ζ (p)
]
=
k∑
m=0
(−1)m
(
k
m
)∫
Ek
k∏
l=1
f(yl) ·
p∏
i=1
[∑
σ∈Sk
[id⊗m ⊗
σ
T (i)ε
⊗(k−m)
]H
(i)
t (y1, · · · , yk)
]
dy1 · · · dyk.
Proof of Lemma 5.1. For η > 0, we have
Ex0
[
〈f, ℓISη,t〉
m〈f, ℓISε,t〉
k−m; t < ζ (1) ∧ · · · ∧ ζ (p)
]
=Ex0
[
〈f, ℓISη,t〉
m〈f, ℓISε,t〉
k−m
p∏
i=1
1E(X
(i)
t )
]
=Ex0
[
m∏
j=1
∫
E
f(yj)
( p∏
i=1
∫ t
0
p(i)η (X
(i)
s , yj)ds
)
dyj ·
k∏
j=m+1
∫
E
f(yj)
( p∏
i=1
∫ t
0
p(i)ε (X
(i)
s , yj)ds
)
dyj ·
p∏
i=1
1E(X
(i)
t )
]
=Ex0
[∫
Ek
k∏
l=1
f(yl) ·
p∏
i=1
(
m∏
j=1
∫ t
0
p(i)η (X
(i)
s , yj)ds ·
k∏
j=m+1
∫ t
0
p(i)ε (X
(i)
s , yj)ds · 1E(X
(i)
t )
)
dy1 · · · dyk
]
=
∫
Ek
k∏
l=1
f(yl) ·
p∏
i=1
Ex0
[∫
[0,t]k
m∏
j=1
p(i)η (X
(i)
sj
, yj)
k∏
j=m+1
p(i)ε (X
(i)
sj
, yj) · 1E(X
(i)
t )ds1 · · · dsk
]
dy1 · · ·dyk.
Now, we calculate the expectation of the above equation:
Ex0
[∫
[0,t]k
m∏
j=1
p(i)η (X
(i)
sj
, yj)
k∏
j=m+1
p(i)ε (X
(i)
sj
, yj) · 1E(X
(i)
t )ds1 · · · dsk
]
=Ex0
[∑
σ∈Sk
∫
0≤sσ(1)<···<sσ(k)≤t
m∏
j=1
p(i)η (X
(i)
sj
, yj)
k∏
j=m+1
p(i)ε (X
(i)
sj
, yj) · 1E(X
(i)
t )ds1 · · · dsk
]
=
∑
σ∈Sk
∫
[0,t]k<
Ex0
[
m∏
j=1
p(i)η (X
(i)
sσ(j)
, yj)
k∏
j=m+1
p(i)ε (X
(i)
sσ(j)
, yj) · 1E(X
(i)
t )
]
ds1 · · · dsk
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=
∑
σ∈Sk
∫
[0,t]k<
[∫
Ek+1
m∏
j=1
p(i)η (xσ(j), yj)
k∏
j=m+1
p(i)ε (xσ(j), yj)
k+1∏
j=1
p
(i)
sj−sj−1(xj−1, xj)dx1 · · · dxk+1
]
ds1 · · · dsk
=
∑
σ∈Sk
[T (i)η
⊗m
⊗
σ
T (i)ε
⊗(k−m)
]H
(i)
t (y1, · · · , yk),
where in the fourth line, we set s0 = 0 and sk+1 = t.
We have H
(i)
t ∈ L
p(Ek) and lim
η↓0
[T (i)η
⊗m
⊗
σ
T (i)ε
⊗(k−m)
]H
(i)
t = [id
⊗m⊗
σ
T (i)ε
⊗(k−m)
]H
(i)
t in L
p(Ek).
Since Proposition 1.5 says that 〈f, ℓISη,t〉 converges to 〈f, ℓ
IS
t 〉 in any moments with respect to the
measure Px0( · ; t < ζ
(1) ∧ · · · ∧ ζ (p)), we conclude that
Ex0
[
〈f, ℓISt 〉
m〈f, ℓISε,t〉
k−m; t < ζ (1) ∧ · · · ∧ ζ (p)
]
= lim
η↓0
Ex0
[
〈f, ℓISη,t〉
m〈f, ℓISε,t〉
k−m; t < ζ (1) ∧ · · · ∧ ζ (p)
]
= lim
η↓0
∫
Ek
f⊗k
p∏
i=1
[∑
σ∈Sk
[T (i)η
⊗m
⊗
σ
T (i)ε
⊗(k−m)
]H
(i)
t
]
dm⊗k
=
∫
Ek
f⊗k
p∏
i=1
[∑
σ∈Sk
[id⊗m ⊗
σ
T (i)ε
⊗(k−m)
]H
(i)
t
]
dm⊗k.
5.3 Outline of the proof
In the following, we abbreviate the measure m(dx) just as dx. Also, the constants may change
from line to line.
We now begin the proof of Proposition 4.3. It is sufficient to show the following inequality,
replacing | · · · | with (· · · ) in (4.12): for all t > 0 and k ∈ Z>0, it holds that
Ex0
[
〈ℓISt − ℓ
IS
ε,t, f〉
k; t < ζ (1) ∧ · · · ∧ ζ (p)
]
≤ ept(k!)pC(ε)k. (5.1)
Indeed, if k is even, clearly (4.12) and (5.1) are same. When k = 2l + 1, we have by Ho¨lder’s
inequality,
Ex0
[∣∣〈f, ℓISt 〉 − 〈f, ℓISε,t〉∣∣2l+1; t < ζ (1) ∧ · · · ∧ ζ (p)]
≤Ex0
[(
〈f, ℓISt 〉 − 〈f, ℓ
IS
ε,t〉
)2l
; t < ζ (1) ∧ · · · ∧ ζ (p)
]1/2
· Ex0
[(
〈f, ℓISt 〉 − 〈f, ℓ
IS
ε,t〉
)2l+2
; t < ζ (1) ∧ · · · ∧ ζ (p)
]1/2
≤ept{(2l)!1/2(2l + 2)!1/2}pC(ε)2l+1
≤ept2p{(2l + 1)!}pC(ε)2l+1
≤ept{(2l + 1)!}p(2p)2l+1C(ε)2l+1,
and hence (4.12) follows.
Recall the definition of H
(i)
t in (3.1):
H
(i)
t (x1, · · · , xk) =
∫
[0,t]k
∫
E
1{
∑k
j=1 rj≤t}
k+1∏
j=1
p(i)rj (xj−1, xj)dxk+1dr1 · · · drk,
where rk+1 = t−
∑k
j=1 rj.
Fix δ > 0. For each Di ⊂ {1, · · · , k}, set Dci := {1, · · · , k} \ Di. Also for each N
(i) =
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(n
(i)
j )j∈Dci ∈ (Z>0)
Dci , define
H
(i)
t (Di; x1, · · · , xk)
:=
∫
[0,t]k
∫
E
1{
∑k
j=1 rj≤t}
∏
j∈Di
1{rj≤δ}
∏
j∈Dc
i
1{rj>δ}
k+1∏
j=1
p(i)rj (xj−1, xj)dxk+1dr1 · · · drk,
H
(i)
t (Di;N
(i); x1, · · · , xk)
:=
∫
[0,t]k
∫
E
1{
∑k
j=1 rj≤t}
∏
j∈Di
1{rj≤δ}
∏
j∈Dci
1{rj>δ}
∏
j∈Di
p(i)rj (xj−1, xj)
∏
j∈Dci
exp
{
−rjλ
(i)
n
(i)
j
}
ψ
(i)
n
(i)
j
(xj−1)ψ
(i)
n
(i)
j
(xj)p
(i)
rk+1
(xk, xk+1)dxk+1dr1 · · · drk.
We remark that our H
(i)
t (Di;N
(i); x1, · · · , xk) is obtained by multiplying p
(i)
rj ’s and ψ
(i)
nj(i)
’s by
Hr(N (i);Di) defined in (3.18) of [KM13], and by integrating
∫
[0,t]k
∫
E
1{
∑k
j=1 rj≤t}
dxk+1dr1 · · · drk.
We furthermore fix R ∈ Z>0 and set R := {1, · · · , R} and Rc := Z>0 \R. By the eigenfunc-
tion expansion (2.1) in Lemma 2.1, we have∏
j∈Dci
p(i)rj (xj−1, xj) =
∏
j∈Dci
∞∑
n
(i)
j =1
exp
{
−rjλ
(i)
n
(i)
j
}
ψ
(i)
n
(i)
j
(xj−1)ψ
(i)
n
(i)
j
(xj)
=
∏
j∈Dci
( ∑
n
(i)
j ∈R
+
∑
n
(i)
j ∈R
c
)
exp
{
−rjλ
(i)
n
(i)
j
}
ψ
(i)
n
(i)
j
(xj−1)ψ
(i)
n
(i)
j
(xj)
=
∑
Ei⊂Dci
∑
N (i)|Dc
i
\Ei
∈(Rc)D
c
i
\Ei
∑
N (i)|Ei∈R
Ei
∏
j∈Dci
exp
{
−rjλ
(i)
n
(i)
j
}
ψ
(i)
n
(i)
j
(xj−1)ψ
(i)
n
(i)
j
(xj).
Hence we can see that
H
(i)
t (x1, · · · , xk)
=
∑
Di⊂{1,··· ,k}
H
(i)
t (Di; x1, · · · , xk) (5.2)
=
∑
Di⊂{1,··· ,k}
∑
Ei⊂Dci
∑
N (i)|Dc
i
\Ei
∈(Rc)D
c
i
\Ei
∑
N (i)|Ei∈R
Ei
H
(i)
t (Di,N
(i); x1, · · · , xk). (5.3)
Fix small η, γ > 0 such that 1− 2p(η + γ) > 0. We can easily see that∑
Di⊂{1,··· ,k}
i=1,··· ,p
=
∑
Di⊂{1,··· ,k},
#Di≤ηk for all i
+
∑
Di⊂{1,··· ,k},
#Di>ηk for some i∑
Ei⊂Dci ,
i=1,··· ,p
=
∑
Ei⊂Dci ,
#(Dci \Ei)≤γk for all i
+
∑
Ei⊂Dci ,
#(Dci \Ei)>γk for some i
.
Now we split the left hand side of (5.1) in the manner of the above two equalities, by using
Proposition 5.2 and (5.2)–(5.3):
Ex0
[(
〈f, ℓISt 〉 − 〈f, ℓ
IS
ε,t〉
)k
; t < ζ (1) ∧ · · · ∧ ζ (p)
]
=(I)t,k(δ, ε) + (II)t,k(δ, ε)
=(Ia)t,k(δ, ε, R) + (Ib)t,k(δ, ε, R) + (II)t,k(δ, ε),
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where
(I)t,k(δ, ε)
:=
∑
Di⊂{1,··· ,k},
#Di≤ηk for all i
k∑
m=0
(−1)m
(
k
m
) ∑
σi∈Sk ,
i=1,···p
∫
Ek
f⊗k ·
p∏
i=1
{
[id⊗m ⊗
σ
T (i)ε
⊗(k−m)
]H
(i)
t (Di; ·)
}
dm⊗k,
(Ia)t,k(δ, ε, R)
:=
∑
Di⊂{1,··· ,k},
#Di≤ηk for all i
∑
Ei⊂Dci ,
#(Dci \Ei)≤γk for all i
∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)|Ei∈R
Ei ,
i=1,··· ,p
k∑
m=0
(−1)m
(
k
m
)
∑
σi∈Sk;
i=1,···p
∫
Ek
f⊗k ·
p∏
i=1
{[
id⊗m ⊗
σi
T (i)ε
⊗(k−m)
]
H
(i)
t (Di,N
(i); ·)
}
dm⊗k
(5.4)
and
(II)t,k(δ, ε) :=Ex0
[(
〈f, ℓISt 〉 − 〈f, ℓ
IS
ε,t〉
)k
; t < ζ (1) ∧ · · · ∧ ζ (p)
]
− (I)t,k(δ, ε),
(Ib)t,k(δ, ε, R) :=(I)t,k(δ, ε)− (Ia)t,k(δ, ε, R).
We use the same symbol (I)t,k(δ, ε, R) and so on, as in Section 3.3 of [KM13].
We divide the proof of Proposition 4.3 into three parts:
Lemma 5.3. For sufficiently small δ > 0, There exists C(δ) > 0, independent of t, k and ε,
such that limδ→0C(δ) = 0 and
(II)t,k(δ, ε) ≤ (k!)
petpC(δ)k.
Lemma 5.4. Fix small δ > 0 as in Lemma 5.3. Then, for sufficiently large R ∈ Z≥0, there
exists Cδ(R) > 0, independent of t, k and ε, such that limR→∞ Cδ(R) = 0 and
(Ib)t,k(δ, ε, R) ≤ (k!)
petpCδ(R)
k.
Lemma 5.5. Fix small δ > 0 and large R ∈ Z≥0 as in Lemma 5.4. Then, for sufficiently small
ε > 0, there exists Cδ,R(ε) > 0, independent of t and k, such that limε→0Cδ,R(ε) = 0 and
(Ia)t,k(δ, ε, R) ≤ (k!)
petpCδ,R(ε)
k.
Once Lemma 5.3–5.5 are proved, we can obtain (5.1) as follows. For each positive integer
n, choose δn, Rn and εn such that C(δn) + Cδ(Rn) + Cδn,Rn(ε) ≤ n
−1 for all ε ≤ εn. We
may assume that the sequence {εn} is decreasing and converges to zero as n → ∞. Set
C ′(ε) := 3{C(δn) + Cδ(Rn) + Cδn,Rn(ε)} for εn+1 < ε ≤ εn. For ε > ε1, we also set C
′(ε) :=
2‖f‖∞
∑p
i=1
[
supy∈E
∫
E
R
(i)
1 (x, y)
pdx
]
because of the estimate
Ex0
[(
〈f, ℓISt 〉 − 〈f, ℓ
IS
ε,t〉
)k
; t < ζ (1) ∧ · · · ∧ ζ (p)
]
=
k∑
m=0
(−1)m
(
k
m
)∫
Ek
f⊗k ·
p∏
i=1
[∑
σ∈Sk
[id⊗m ⊗
σ
T (i)ε
⊗(k−m)
]H
(i)
t
]
dm⊗k
≤(k!)pept
{
2‖f‖∞
p∑
i=1
[
sup
y∈E
∫
E
R
(i)
1 (x, y)
pdx
]}k
,
which is obtained by the same computation as (3.2). Then we obtain limε→0C
′(ε) = 0 and
(5.1) with the constant C ′(ε).
First, we prove Lemma 5.3 and 5.4.
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Proof of Lemma 5.3. Write
C =
p∑
i=1
[
sup
y∈E
∫
E
R
(i)
1 (x, y)
pdx
]
+ 1, C(δ) =
p∑
i=1
[
sup
y∈E
∫
E
R
(i)
1,δ(x, y)
pdx
]
and choose small δ such that C(δ) < 1. For small δ > 0, by applying the inequalities∏
j∈Di
1{rj≤δ}
∏
j∈Dci
1{rj>δ} ≤
∏
j∈Di
1{rj≤δ} ≤ 1
to H
(i)
t , we have
‖H(i)t (Di; ·)‖Lp(Ek) ≤e
t
[
sup
y∈E
∫
E
R
(i)
1 (x, y)
pdx
]#Dci /p[
sup
y∈E
∫
E
R
(i)
1,δ(x, y)
pdx
]#Di/p
≤etCk/p(1 ∧ C(δ))#Di/p.
Then we have for small δ > 0,
(II)t,k(η, δ, ε)
=
∑
Di⊂{1,··· ,k},
#Di>ηk for some i
k∑
m=0
(−1)m
(
k
m
)∫
Ek
f⊗k ·
p∏
i=1
[∑
σ∈Sk
[id⊗m ⊗
σ
T (i)ε
⊗(k−m)
]H
(i)
t (Di; ·)
]
dm⊗k
≤‖f‖k∞2
k(k!)p
∑
Di⊂{1,··· ,k},
#Di>ηk for some i
p∏
i=1
‖H(i)t (Di; ·)‖Lp(Ek)
≤‖f‖k∞2
k(k!)pept
∑
Di⊂{1,··· ,k},
#Di>ηk for some i
CkC(δ)ηk
≤‖f‖k∞2
k(k!)pept2kpCkC(δ)ηk
=(k!)peptC(δ)k,
where in the third line, we use the equality
∑k
m=0
(
k
m
)
= 2k and the same estimate as we
compute (3.2). In the last line, we take another constant C(δ) = C(p, p(i), f, η, δ) satisfying the
same properties.
Proof of Lemma 5.4. By (2.2) in Lemma 2.1, there exist C1, C2 > 0 and R0 ∈ Z>0, such that
‖ψ(i)n ‖2∞ ≤ C1n and C2n
1/ρ(i) ≤ λ(i)n for all n > R0. Then for R ≥ R0, we have
R∑
n=1
‖ψ(i)n ‖
2
∞ ≤
R0∑
n=1
‖ψ(i)n ‖
2
∞ + C1R
and have
∞∑
n=R+1
(1 + λ(i)n )
−1 exp
{
−δ(1 + λ(i)n )
}
‖ψ(i)n ‖
2
∞ ≤ C1
∞∑
n=R+1
(1 + C2n
1/ρ(i))−1 exp
{
−δ(1 + C2n
1/ρ(i))
}
n.
Hence, by setting
C(R) =
p∑
i=1
R∑
n=1
‖ψ(i)n ‖
2
∞ + 1, Cδ(R) =
p∑
i=1
∞∑
n=R+1
(1 + λ(i)n )
−1 exp
{
−δ(1 + λ(i)n )
}
‖ψ(i)n ‖
2
∞,
we have
lim
R→∞
Cδ(R) = 0, lim
R→∞
Cδ(R)
γC(R)p = 0. (5.5)
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Since
H
(i)
t (Di,N
(i); x1, · · · , xk)
≤
∫
[0,t]k
1{
∑k
j=1 rj≤t}∏
j∈Di
p(i)rj (xj−1, xj) ·
∏
j∈Dci \Ei
1rj>δ exp
{
−rjλ
(i)
n
(i)
j
}
‖ψ(i)
n
(i)
j
‖2∞ ·
∏
j∈Ei
‖ψ(i)
n
(i)
j
‖2∞ dr1 · · · drk,
by writing E ′ := supp[f ], we have
‖H(i)t (Di,N
(i); ·)‖Lp(E′k)
≤et
[
sup
y∈E
∫
E
R
(i)
1 (x, y)
pdx
]#Di/p
∏
j∈Dci \Ei
m(E ′)1/p(1 + λ
(i)
n
(i)
j
)−1 exp
{
−δ(1 + λ(i)
n
(i)
j
)
}
‖ψ(i)
n
(i)
j
‖2∞ ·
∏
j∈Ei
m(E ′)1/p‖ψ(i)
n
(i)
j
‖2∞.
Hence ∑
N (i)|Dc
i
\Ei
∈(Rc)D
c
i
\Ei
∑
N (i)|Ei∈R
Ei
‖H(i)t (Di,N
(i); ·)‖Lp(E′k)
≤et
[
sup
y∈E
∫
E
R
(i)
1 (x, y)
pdx
]#Di/p
m(E ′)#D
c
i /p
( ∞∑
n=R+1
(1 + λ(i)n )
−1 exp
{
−δ(1 + λ(i)n )
}
‖ψ(i)n ‖
2
∞
)#Dci \Ei
·
( R∑
n=1
‖ψ(i)n ‖
2
∞
)#Ei
≤etCkCδ(R)
#Dci \EiC(R)k.
We may assume that Cδ(R) < 1. Then (Ib)t,k(η, γ, δ, ε, R) ≤ ept(k!)pCkCδ(R)γkC(R)pk. By
setting C ′δ(R) = CCδ(R)
γC(R)p, we have limR→∞ C
′
δ(R) = 0 by (5.5), and therefore we have
the desired result.
5.4 Proof of Lemma 5.5 (computation of (Ia), part 1)
From this subsection to the end of Section 5, we prove Lemma 5.5.
In this subsection, we rewrite each term of (Ia) into the products of “good” and “not good”
factors. Here, the notation “good” means that the factor does not depend on t and is able to
estimate with respect to ε, uniformly in t.
Let Di ⊂ {1, · · · , k} and Ei ⊂ Dci := {1, · · · , k} \Di satisfying
#Di ≤ ηk and #(D
c
i \ Ei) ≤ γk for all i = 1, · · · , p.
Write Ei − 1 := {j − 1 : j ∈ Ei} ∩ {1, · · · , k} and Fi := Ei ∩ (Ei − 1). Note that obviously
k 6∈ Fi. Then we can decompose as∏
j∈Dci
ψ
(i)
n
(i)
j
(xj−1)ψ
(i)
n
(i)
j
(xj) =
∏
j∈Dci−1
ψ
(i)
n
(i)
j+1
(xj)
∏
j∈Dci
ψ
(i)
n
(i)
j
(xj)
=
∏
j∈(Dci−1)\Fi
ψ
(i)
n
(i)
j+1
(xj)
∏
j∈Dci\Fi
ψ
(i)
n
(i)
j
(xj)
∏
j∈Fi
[
ψ
(i)
n
(i)
j+1
ψ
(i)
n
(i)
j
]
(xj)
and then∏
j∈Di
prj (xj−1, xj)
∏
j∈Dci
exp
{
−rjλ
(i)
n
(i)
j
}
ψ
(i)
n
(i)
j
(xj−1)ψ
(i)
n
(i)
j
(xj) · p
(i)
rk+1
(xk, xk+1)
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=
∏
j∈Fi
[
ψ
(i)
n
(i)
j
ψ
(i)
n
(i)
j+1
]
(xj)
∏
j∈Di
prj (xj−1, xj)
∏
j∈Dci
exp
{
−rjλ
(i)
n
(i)
j
} ∏
j∈(Dci−1)\Fi
ψ
(i)
n
(i)
j+1
(xj)
∏
j∈Dci \Fi
ψ
(i)
n
(i)
j
(xj) · p
(i)
rk+1
(xk, xk+1).
Since k 6∈ Fi, we can decompose
H
(i)
t (Di,N
(i); x1, · · · , xk) =
∏
j∈Fi
[
ψ
(i)
n
(i)
j
ψ
(i)
n
(i)
j+1
]
(xj) ·G
(i)
t (Di,N
(i); {xj}j 6∈Fi), (5.6)
where we define a function on E#F
c
i by
G
(i)
t (Di,N
(i); {xj}j 6∈Fi)
:=
∫
[0,t]k
∫
E
1{
∑k
j=1 rj≤t}
∏
j∈Di
prj(xj−1, xj)
∏
j∈Dci
exp
{
−rjλ
(i)
n
(i)
j
}
∏
j∈(Dci−1)\Fi
ψ
(i)
n
(i)
j+1
(xj)
∏
j∈Dci\Fi
ψ
(i)
n
(i)
j
(xj) · p
(i)
rk+1
(xk, xk+1)dxk+1dr1 · · ·drk.
Hence for some operators U
(i)
1 , · · · , U
(i)
k , we have
U
(i)
1 ⊗ · · · ⊗ U
(i)
k
[∏
j∈Fi
[
ψ
(i)
n
(i)
j
ψ
(i)
n
(i)
j+1
]
(xj) ·G
(i)
t (Di,N
(i); {xj}j 6∈Fi)
]
=
∏
j∈Fi
U
(i)
j
[
ψ
(i)
n
(i)
j
ψ
(i)
n
(i)
j+1
]
(xj) ·
⊗
j 6∈Fi
U
(i)
j G
(i)
t (Di,N
(i); {xj}j 6∈Fi)
and have
U
(i)
1 ⊗ · · ·
σi
⊗ U (i)k
[∏
j∈Fi
[
ψ
(i)
n
(i)
j
ψ
(i)
n
(i)
j+1
]
(xj) ·G
(i)
t (Di,N
(i); {xj}j 6∈Fi)
]
=
∏
l∈S(σ)
U
(i)
l
[
ψ
(i)
n
(i)
σi(l)
ψ
(i)
n
(i)
σi(l)+1
]
(xl)
⊗
l 6∈S(σ)
U
(i)
l
[ ∏
l∈σ−1i (Fi)\S(σ)
[
ψ
(i)
n
(i)
σi(l)
ψ
(i)
n
(i)
σi(l)+1
]
(xl) ·G
(i)
t (Di,N
(i); {xl}l 6∈σ−1i (Fi))
]
,
where we write S(σ) :=
⋂p
i=1 σ
−1
i (Fi).
In particular, by applying U
(i)
1 ⊗ · · · ⊗ U
(i)
k = id
⊗m ⊗ T (i)ε
⊗(k−m)
, we have
U
(i)
1 ⊗ · · ·
σi
⊗ U (i)k
[
H
(i)
t (Di,N
(i); x1, · · · , xk)
]
=
∏
l∈S(σ)≤m
[
ψ
(i)
n
(i)
σi(l)
ψ
(i)
n
(i)
σi(l)+1
]
(xl) ·
∏
l∈S(σ)>m
T (i)ε
[
ψ
(i)
n
(i)
σi(l)
ψ
(i)
n
(i)
σi(l)+1
]
(xl)
⊗
l 6∈S(σ)
U
(i)
l
[ ∏
l∈σ−1i (Fi)\S(σ)
[
ψ
(i)
n
(i)
σi(l)
ψ
(i)
n
(i)
σi(l)+1
]
(xl) ·G
(i)
t (Di,N
(i); {xl}l 6∈σ−1i (Fi))
]
,
where S(σ)≤m := S(σ) ∩ {1, · · · , m} and S(σ)>m := S(σ) ∩ {m+ 1, · · · , k}. We set
a(Nσ(j),Nσ(j)+1) :=
〈
f,
p∏
i=1
[
ψ
(i)
n
(i)
σi(l)
ψ
(i)
n
(i)
σi(l)+1
]〉
,
31
aε(Nσ(j),Nσ(j)+1) :=
〈
f,
p∏
i=1
T (i)ε
[
ψ
(i)
n
(i)
σi(l)
ψ
(i)
n
(i)
σi(l)+1
]〉
and set
Gt(m,D,E, σ,N )
:=
∫
ES(σ)
c
∏
l 6∈S(σ)
f(yl) ·
p∏
i=1
⊗
l 6∈S(σ)
U
(i)
l
[ ∏
l∈σ−1i (Fi)\S(σ)
[
ψ
(i)
n
(i)
σi(l)
ψ
(i)
n
(i)
σi(l)+1
]
(yl) ·G
(i)
t (Di,N
(i); {yl}l 6∈σ−1i (Fi))
]
dy,
(5.7)
where U
(i)
l = id for l ≤ m and U
(i)
l = T
(i)
ε for l ≥ m+1. In the definition of Gt, we shorten the
symbol {dyi}j∈S(σ)c as dy. Then we have∫
Ek
f⊗k ·
p∏
i=1
{[
id⊗m ⊗
σi
T (i)ε
⊗(k−m)
]
H
(i)
t (Di,N
(i); ·)
}
dm⊗k
=
∏
j∈S(σ)≤m
a(Nσ(j),Nσ(j)+1)
∏
j∈S(σ)>m
aε(Nσ(j),Nσ(j)+1) ·Gt(m,D,E, σ,N ). (5.8)
Remark 5.6. There is a difference between our Gt and the Gt defined in (3.27) of [KM13]. Our
Gt is obtained by replacing σ
−1
i (Fi) by S(σ) in the definition of their Gt, yet we have the same
type of decomposition (5.8) as in the last three lines of the equation (3.26) in [KM13].
5.5 Proof of Lemma 5.5 (computation of (Ia), part 2)
Following the last subsection, we also deform (Ia) in this subsection. We regard Gt as a function
of mi, σi and N
(i), and decompose (Ia) into twelve sums. In the end of this subsection, we
rearrange the order of twelve sums appropriately, and in the following subsection, we will
estimate (Ia) according to the rearranged order.
Fix Di ⊂ {1, · · · , k}, Ei ⊂ Dci and N
(i) ∈ (Z>0)D
c
i with N (i)|Dci \Ei ∈ (R
c)D
c
i \Ei , N (i)|Ei ∈
(R)Ei . Decompose as∑
σ1,··· ,σp∈Sk
k∑
m=0
(−1)m
(
k
m
)
=
∑
σ1,··· ,σp∈Sk
k∑
m=0
∑
0≤m1≤m,
0≤m3≤k−m
∑
A⊂{1,··· ,m},
#A=m1
∑
B⊂{m+1,··· ,k},
#B=m3
(−1)m
(
k
m
)
1{A=S(σ)≤m,
B=S(σ)>m
}
=
k∑
m=0
∑
0≤m1≤m,
0≤m3≤k−m
∑
A⊂{1,··· ,m},
#A=m1
∑
B⊂{m+1,··· ,k},
#B=m3
(−1)m
(
k
m
) ∑
σ1,··· ,σp∈Sk
1{A=S(σ)≤m,
B=S(σ)>m
}.
We will see that:
Lemma 5.7. Fix two nonnegative integers m1 ≤ m and m3 ≤ k −m. Then∑
σ∈Sp
k
1{A=S(σ)≤m,
B=S(σ)>m
} ∏
j∈S(σ)≤m
a(Nσ(j),Nσ(j)+1)
∏
j∈S(σ)>m
aε(Nσ(j) ,Nσ(j)+1) ·Gt(m,D,E, σ,N ) (5.9)
depends only on m1 and m3, and does not depend on the choice of A,B ⊂ {1, · · · , k} with
#A = m1 and #B = m3.
Namely, for all τ ∈ Sk with τ({1, · · · , m}) = {1, · · · , m} and τ({m + 1, · · · , k}) = {m +
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1, · · · , k}, the summation∑
σ∈Sp
k
1{A=τ−1(S(σ)≤m),
B=τ−1(S(σ)>m)
} ∏
j∈S(σ)≤m
a(Nσ(j) ,Nσ(j)+1)
∏
j∈S(σ)>m
aε(Nσ(j),Nσ(j)+1) ·Gt(m,D,E, σ,N )
is equal to (5.9).
Proof. First, note that τS(σ) :=
⋂p
i=1 τσ
−1
i (Fi) = S(σ◦τ
−1), where σ◦τ−1 := (σ1◦τ
−1, · · · , σp◦
τ−1) ∈ Sk
p. Then we have τ(S(σ)≤m) = (τS(σ))≤m = S(σ ◦ τ−1)≤m and similarly, we also have
τ(S(σ)>m) = S(σ ◦ τ−1)>m. Hence, we have∏
j∈S(σ◦τ−1)≤m
a(Nσ◦τ−1(j),Nσ◦τ−1(j)+1) =
∏
j∈S(σ◦τ−1)≤m
〈
f,
p∏
i=1
[
ψ
(i)
n
(i)
σi◦τ
−1(j)+1
ψ
(i)
n
(i)
σi◦τ
−1(j)
]〉
=
∏
τ−1(j)∈S(σ)≤m
〈
f,
p∏
i=1
[
ψ
(i)
n
(i)
σi◦τ
−1(j)+1
ψ
(i)
n
(i)
σi◦τ
−1(j)
]〉
=
∏
j∈S(σ)≤m
a(Nσ(j),Nσ(j)+1)
and similarly, ∏
j∈S(σ◦τ−1)>m
aε(Nσ◦τ−1(j),Nσ◦τ−1(j)+1) =
∏
j∈S(σ)>m
aε(Nσ(j),Nσ(j)+1).
Moreover, we have
Gt(m,D,E, σ ◦ τ
−1,N )
=
∫
ES(σ◦τ
−1)c
∏
l 6∈S(σ◦τ−1)
f(yl)
p∏
i=1
⊗
l 6∈S(σ◦τ−1)
T
(i)
l
 ∏
l∈τ◦σ−1i (Fi)\S(σ◦τ
−1)
[
ψ
(i)
n
(i)
σi◦τ
−1(l)
ψ
(i)
n
(i)
σi◦τ
−1(l)+1
]
(yl) ·G
(i)
t (Di,N
(i); {yl}l 6∈τ◦σ−1i (Fi))
 dy
=
∫
Eτ(S(σ)
c)
∏
l 6∈τ(S(σ))
f(yl)
p∏
i=1
⊗
l 6∈τ(S(σ))
T
(i)
l
 ∏
l∈τ(σ−1i (Fi)\S(σ))
[
ψ
(i)
n
(i)
σi◦τ
−1(l)
ψ
(i)
n
(i)
σi◦τ
−1(l)+1
]
(yl) ·G
(i)
t (Di,N
(i); {yl}l 6∈τ◦σ−1i (Fi))
 dy
=
∫
Eτ(S(σ)
c)
∏
j 6∈S(σ)
f(yτ(j))
p∏
i=1
⊗
j 6∈S(σ)
T
(i)
τ(j)
 ∏
j∈σ−1i (Fi)\S(σ)
[
ψ
(i)
n
(i)
σi(j)
ψ
(i)
n
(i)
σi(j)+1
]
(yτ(j)) ·G
(i)
t (Di,N
(i); {yτ(j)}j 6∈σ−1i (Fi))
 dy
=Gt(m,D,E, σ,N ),
where the symbol dy is defined as the same as in (5.7). Hence the desired equality holds.
By Lemma 5.7, we may rewrite (5.9) by choosing A = S∗≤m and B = S
∗
>m, where we define
S∗≤m := {1, · · · , m1} and S
∗
>m := {m+ 1, · · · , m+m3}. Note that #S(σ)≤m = #S
∗
≤m = m1.
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Combining (5.8) with Lemma 5.7, we have
k∑
m=0
(−1)m
(
k
m
) ∑
σi∈Sk ;
i=1,···p
∫
Ek
f⊗k ·
p∏
i=1
{[
id⊗m ⊗
σi
T (i)ε
⊗(k−m)
]
H
(i)
t (Di,N
(i); ·)
}
dm⊗k
=
k∑
m=0
∑
0≤m1≤m,
0≤m3≤k−m
∑
A⊂{1,··· ,m},
#A=m1
∑
B⊂{m+1,··· ,k},
#B=m3
(−1)m−m1
(
k
m
) ∑
σ∈Sp
k
1{A=S(σ)≤m,
B=S(σ)>m
}
∏
j∈S(σ)≤m
(
−a(Nσ(j) ,Nσ(j)+1)
) ∏
j∈S(σ)>m
aε(Nσ(j),Nσ(j)+1) ·Gt(m,D,E, σ,N )
=
k∑
m=0
∑
0≤m1≤m,
0≤m3≤k−m
(
m
m1
)(
k −m
m3
)
(−1)m−m1
(
k
m
) ∑
σ∈Sp
k
1{S∗≤m=S(σ)≤m,
S∗>m=S(σ)≤m
}
∏
j∈S(σ)≤m
(
−a(Nσ(j) ,Nσ(j)+1)
) ∏
j∈S(σ)>m
aε(Nσ(j),Nσ(j)+1) ·Gt(m,D,E, σ,N )
=
∑
0≤mi≤k,
m1+m2+m3+m4=k
(−1)m2
k!
m1!m2!m3!m4!
∑
σ∈Sp
k
1{S∗≤m=S(σ)≤m,
S∗>m=S(σ)≤m
}
∏
j∈S(σ)≤m
(
−a(Nσ(j) ,Nσ(j)+1)
) ∏
j∈S(σ)>m
aε(Nσ(j),Nσ(j)+1) ·Gt(m,D,E, σ,N ).
(5.10)
From now on, we fix m1, m2, m3 and m4 with m1 +m2 = m and m1 +m2 +m3 +m4 = k.
For each subset F ′i ⊂ Fi with #F
′
i = #S
∗ = m1 +m3, we split σi ∈ Sk as σi = (σi|S∗, σi|S∗c)
and regard them as a tuple of bijections
σi|S∗ ∈ Bij(S
∗, F ′i ), σi|S∗c ∈ Bij(S
∗c, F ′i
c
). (5.11)
Then we have∑
σ∈Sp
k
1{σ∈Sp
k
|S(σ)=S∗} =
∑
F ′i⊂Fi,
#F ′i=#S
∗; for all i
∑
σi|S∗∈Bij(S
∗,F ′i ),
i=1,··· ,p
∑
σi|S∗c∈Bij(S
∗c,F ′i
c),
i=1,··· ,p
. (5.12)
Set F ′i+1 := {j+1 : j ∈ F
′
i}∩{1, · · · , k} and Ji := F
′
i ∩(F
′
i+1) (⊂ Fi ⊂ Ei). We decompose
as ∑
N (i)|Ei∈R
Ei ,
i=1,··· ,p
=
∑
N (i)∈REi\Ji ,
i=1,··· ,p
∑
N (i)∈RJi ,
i=1,··· ,p
. (5.13)
Remark 5.8. Note that there are differences here from the proof of [KM13, Proposition 2.3].
Firstly, we decompose σi according to S
∗, so we define a new symbol F ′i . Secondly, we decompose
N (i) according to another new symbol Ji, in order to make sure that Gt is independent of the
values of N (i)|Ji ∈ R
Ji (see Proposition 5.9).
We conclude
(Ia)t,k(δ, ε, R)
=
∑
Di⊂{1,··· ,k},
#Di≤ηk for all i
∑
Ei⊂Dci ,
#(Dci \Ei)≤γk for all i
∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)|Ei∈R
Ei ,
i=1,··· ,p
(5.10)
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=
∑
Di⊂{1,··· ,k},
#Di≤ηk for all i
∑
Ei⊂Dci ,
#(Dci \Ei)≤γk for all i
∑
0≤mi≤k,
m1+m2+m3+m4=k
∑
F ′i⊂Fi,
#F ′i=#S
∗ for all i
(−1)m2
k!
m1!m2!m3!m4!
∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)∈REi\Ji ,
i=1,··· ,p
∑
N (i)∈RJi ,
i=1,··· ,p
∑
σi|S∗∈Bij(S
∗,F ′i ),
i=1,··· ,p
∑
σi|S∗c∈Bij(S
∗c,F ′i
c),
i=1,··· ,p∏
j∈S∗≤m
(
−a(Nσ(j) ,Nσ(j)+1)
) ∏
j∈S∗>m
aε(Nσ(j),Nσ(j)+1) ·Gt(m,D,E, σ,N ).
(5.14)
Now, define
Mm1,m3 :=
(A, r); A and r are Z≥0-valued measures on (R
p)2 with
the total mass m1 +m3 and m1, respectively, and
r(l) ≤ A(l) for all l ∈ (Rp)2.
 ,
Ψ(A, r) :=
{
(N (i)|Ji, σi|S∗)1≤i≤p ∈
p⊗
i=1
(RJi × Bij(S∗, F ′i ));
A =
∑
j∈S∗
δ(Nσ(j),Nσ(j)+1), r =
∑
j∈S∗≤m
δ(Nσ(j),Nσ(j)+1)
 .
For a given (N (i)|Ji, σi|S∗)1≤i≤p ∈
⊗p
i=1(R
Ji×Bij(S∗, F ′i )), there is only one (A, r) ∈Mm1,m3
such that (N (i)|Ji, σi|S∗)1≤i≤p ∈ Ψ(A, r). Then we have∏
j∈S∗≤m
(
−a(Nσ(j) ,Nσ(j)+1)
) ∏
j∈S∗>m
aε(Nσ(j) ,Nσ(j)+1)
=
∏
l∈(R2)p
[
(−a(l))
#
{
j∈S∗≤m;(Nσ(j) ,Nσ(j)+1)=l
}
aε(l)
#
{
j∈S∗>m;(Nσ(j) ,Nσ(j)+1)=l
}]
=
∑
(A,r)∈Mm1,m3
1{(N ,σ)∈Ψ(A,r)}
∏
l∈(R2)p
[
(−a(l))r(l)aε(l)
A(l)−r(l)
]
.
Hence we furthermore can rewrite the last two lines of (5.14) as follows:∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)∈REi\Ji ,
i=1,··· ,p
∑
N (i)∈RJi ,
i=1,··· ,p
∑
σi|S∗∈Bij(S
∗,F ′i ),
i=1,··· ,p
∑
σi|S∗c∈Bij(S
∗c,F ′i
c),
i=1,··· ,p∏
j∈S∗≤m
(
−a(Nσ(j) ,Nσ(j)+1)
) ∏
j∈S∗>m
aε(Nσ(j) ,Nσ(j)+1) ·Gt(m,D,E, σ,N )
=
∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)∈REi\Ji ,
i=1,··· ,p
∑
N (i)∈RJi ,
i=1,··· ,p
∑
σi|S∗∈Bij(S
∗,F ′i ),
i=1,··· ,p
∑
σi|S∗c∈Bij(S
∗c,F ′i
c),
i=1,··· ,p∑
(A,r)∈Mm1,m3
1{(N ,σ)∈Ψ(A,r)}
∏
l∈(R2)p
[
(−a(l))r(l)aε(l)
A(l)−r(l)
]
·Gt(m,D,E, σ,N ).
(5.15)
For two measures A and r, we write r ≤ A if r(l) ≤ A(l) for all l ∈ (R2)p. Then we have∑
(A,r)∈Mm1,m3
=
∑
A∈Mk−m2−m4
∑
r∈Mm1 ;r≤A
, where we set
Mm1 :=
{
Z≥0-valued measures on (R
p)2 with total mass m1
}
.
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Summarizing our argument up to here, we have the following decomposition of (Ia) in (5.4):
(Ia)t,k(δ, ε, R)
=(5.14)
=
∑
Di⊂{1,··· ,k},
#Di≤ηk for all i
∑
Ei⊂Dci ,
#(Dci \Ei)≤γk for all i
∑
0≤m2+m4≤k
k−m2−m4∑
m1=0
∑
F ′i⊂Fi,
#F ′i=#S
∗ for all i∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)∈REi\Ji ,
i=1,··· ,p
∑
N (i)∈RJi ,
i=1,··· ,p
∑
σi|S∗∈Bij(S
∗,F ′i ),
i=1,··· ,p
∑
σi|S∗c∈Bij(S
∗c,F ′i
c),
i=1,··· ,p
∑
A∈Mk−m2−m4
∑
r∈Mm1 ;
r≤A
(−1)m2
k!
m1!m2!(k −m1 −m2 −m4)!m4!
1{(N ,σ)∈Ψ(A,r)}∏
l∈(R2)p
[
(−a(l))r(l)aε(l)
A(l)−r(l)
]
·Gt(m1 +m2, D, E, σ,N ).
(5.16)
We rearrange the order of twelve summations in (5.16) as follows:∑
4
∑
3
∑
2
∑
1
, (5.17)
where each sum
∑
1, · · · ,
∑
4 means that∑
1
=
∑
N (i)∈RJi ,
i=1,··· ,p
∑
σi|S∗∈Bij(S
∗,F ′i ),
i=1,··· ,p∑
2
=
∑
F ′i⊂Fi,
#F ′i=#S
∗ for all i
∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)∈REi\Ji ,
i=1,··· ,p
∑
σi|S∗c∈Bij(S
∗c,F ′i
c),
i=1,··· ,p∑
3
=
k−m2−m4∑
m1=0
∑
r∈Mm1 ;
r≤A∑
4−1
=
∑
0≤m2+m4≤k
∑
A∈Mk−m2−m4∑
4−2
=
∑
Di⊂{1,··· ,k},
#Di≤ηk for all i
∑
Ei⊂Dci ,
#(Dci \Ei)≤γk for all i
and
∑
4
=
∑
4−2
∑
4−1
. We will keep the order of the summations as above. In the following
subsections, we estimate these sums one by one.
5.6 Proof of Lemma 5.5 (estimate of the summations
∑
1-
∑
4)
We first consider the summation
∑
1. Fix Di, Ei, m1, m2, m4, A, r and F
′
i . We also fix N
(i) ∈
(Rc)D
c
i \Ei ,N (i) ∈ (Rc)Ei\Ji and σi|S∗c ∈ Bij(S
∗c, F ′i
c). Recall the definitions S∗ := {1, · · · , m1}∪
{m1 +m2 + 1, · · · , m1 +m2 +m3}, S(σ) :=
⋂p
i=1 σ
−1
i (Fi)(= σ
−1
i (F
′
i ) = S
∗, for all i and σi|S∗)
and Ji := F
′
i ∩ (F
′
i + 1)(⊂ Fi ⊂ Ei).
We also recall the definition of Gt in (5.7); for N (i) ∈ RJi and σi|S∗ ∈ Bij(S
∗, F ′i ),
Gt(m1 +m2, D, E, σ,N )
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=∫
ES∗
c
∏
l 6∈S∗
f(yl) ·
p∏
i=1
⊗
l 6∈S∗
U
(i)
l
 ∏
l∈σ−1i (Fi)\S
∗
[
ψ
(i)
n
(i)
σi(l)
ψ
(i)
n
(i)
σi(l)+1
]
(yl) ·G
(i)
t (Di,N
(i); {yl}l 6∈σ−1i (Fi))
 dy,
where U
(i)
l = id for l ≤ m and U
(i)
l = T
(i)
ε for l ≥ m+ 1.
The following Proposition 5.9 says that Gt is independent of the choice of N
(i) ∈ RJi and
σi|S∗ ∈ Bij(S
∗, F ′i ), under the condition (N
(i), σi|S∗) ∈ Ψ(A, r):
Proposition 5.9. Let σ|S∗, σ′|S∗ ∈ Bij(S∗, F ′i ) and N
(i),N ′(i) ∈ RJi. If∑
j∈S∗
δ(Nσ(j),Nσ(j)+1) =
∑
j∈S∗
δ(N ′
σ′(j)
,N ′
σ′(j)+1
),
then Gt(m1 +m2, D, E, σ,N ) = Gt(m1 +m2, D, E, σ′,N ′).
Hence, for each ({σi|S∗}, {N (i)}) ∈ Ψ(A, r), we may define
Gt(m1 +m2, D, E, {σi|S∗c}, {N
(i)|Ei\Ji}, A) := Gt(m1 +m2, D, E, σ,N ).
Proof. When l ∈ σ−1i (Fi) \ S
∗, we have σi(l) ∈ Fi \ σi(S∗) = Fi \ F ′i ⊂ Ei \ Ji and σi(l) + 1 ∈
(Fi + 1) \ (F ′i + 1) ⊂ Ei \ Ji. Recall that Gt is defined via G
(i)
t . By the assumption, for each i,
we have ∏
l∈σ−1
i
(Fi)\S∗
[
ψ
(i)
n
(i)
σi(l)
ψ
(i)
n
(i)
σi(l)+1
]
(xl) =
∏
l∈σ′i
−1(Fi)\S∗
[
ψ
(i)
n
(i)
σ′
i
(l)
ψ
(i)
n
(i)
σ′
i
(l)+1
]
(xl).
Since σ−1i (D
c
i ) ⊃ σ
−1
i (Ei) ⊃ σ
−1
i (Fi) ⊃
⋂
i σ
−1
i (Fi) = S
∗, we may decompose∏
j∈σ−1i (D
c
i )
exp
{
−rσi(j)λ
(i)
n
(i)
σi(j)
}
=
∏
j∈σ−1i (D
c
i )\S
∗
exp
{
−rσi(j)λ
(i)
n
(i)
σi(j)
} ∏
j∈S∗
exp
{
−rσi(j)λ
(i)
n
(i)
σi(j)
}
.
Fix {rσi(j)}j∈(S∗)c and write r
′ :=
∑
j∈(S∗)c rσi(j). Note that∫
(δ,t]S∗
1{
∑
j∈S∗ rσi(j)≤t−r
′}
∏
j∈S∗
exp
{
−rσi(j)λ
(i)
n
(i)
σi(j)
}
dr
=
∫
(δ,t]S∗
1{∑
l∈R
∑
j∈S∗;n
(i)
σi(j)
=l
rσi(j)≤t−r
′
}∏
l∈R
exp
{
−
( ∑
j∈S∗;n
(i)
σi(j)
=l
rσi(j)
)
λ
(i)
l
}
dr
depends only on A. Here we abbreviate the symbol {drj}j∈S∗ as dr.
Now we have∏
j∈Di
p(i)rj (xσ−1i (j−1), xσ
−1
i (j)
)
∏
j∈Dci
exp
{
−rjλ
(i)
n
(i)
j
}
∏
j∈(Dci−1)\Fi
ψ
(i)
n
(i)
j+1
(xσ−1i (j)
)
∏
j∈Dci \Fi
ψ
(i)
n
(i)
j
(xσ−1i (j)
) · p(i)rk+1(xσ−1i (k), xk+1)
=
∏
l∈σ−1i (Di)
prσi(l)(xσ−1i (σi(l)−1)
, xl)
∏
l∈σ−1i (D
c
i )
exp
{
−rσi(l)λ
(i)
n
(i)
σi(l)
}
∏
l∈σ−1i ((D
c
i−1)\Fi)
ψ
(i)
n
(i)
σi(l)+1
(xl)
∏
l∈σ−1i (D
c
i \Fi)
ψ
(i)
n
(i)
σi(l)
(xl) · p
(i)
rk+1
(xσ−1i (k)
, xk+1).
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It remains to prove that, the factor∏
l∈σ−1i (Di)
prσi(l)(xσ−1i (σi(l)−1)
, xl)
∏
l∈σ−1i (D
c
i )\S
∗
exp
{
−rσi(l)λ
(i)
n
(i)
σi(l)
}
∏
l∈σ−1i ((D
c
i−1)\Fi)
ψ
(i)
n
(i)
σi(l)+1
(xl)
∏
l∈σ−1i (D
c
i \Fi)
ψ
(i)
n
(i)
σi(l)
(xl) · p
(i)
rk+1
(xσ−1i (k)
, xk+1)
depends only on N (i)|Dci \Ji , σi|S∗c , and is independent of N
(i)|Ji, N
(i)′|Ji, σi|S∗ and σ
′
i|S∗ .
We can see that Eci − 1 ⊂ F
c
i . We can also see that l ∈ σ
−1
i ((D
c
i − 1) \Fi) implies σi(l)+ 1 ∈
Dci \ Ji. Furthermore, l ∈ σ
−1
i (D
c
i \ Fi) implies σi(l) ∈ D
c
i \ Ji. Therefore we obtain the desired
result.
The following proposition says that the summation of Gt with respect to σi|S∗c is independent
of the value of m1:
Proposition 5.10. For all 0 ≤ m1, m′1 ≤ k −m2 −m4, it holds that∑
σi|S∗c∈Bij(S
∗c,F ′i
c),
i=1,··· ,p
Gt(m1 +m2, D, E, {σi|S∗c}, {N
(i)|Ei\Ji}, A)
=
∑
σi|S∗c∈Bij(S
∗c,F ′i
c),
i=1,··· ,p
Gt(m
′
1 +m2, D, E, {σi|S∗c}, {N
(i)|Ei\Ji}, A).
Hence we can define
G˜t(m2, m4, D, E, {N
(i)|Ei\Ji}, A) :=
∑
σi|S∗c∈Bij(S
∗c,F ′i
c),
i=1,··· ,p
Gt(m1+m2, D, E, {σi|S∗c}, {N
(i)|Ei\Ji}, A).
(5.18)
Remark 5.11. In page 292 of [KM13], they do not make the explicit definition of G˜t. In our
Proposition 5.10, we define a new G˜t explicitly, with the use of Ji and the summation over
Bij(S∗c, F ′i
c) in order our G˜t to work similarly to their G˜t in the proof below.
Proof. Define τ ∈ Sk by
τ(j) =

j +m2 when 1 ≤ j ≤ m1,
j −m1 when m1 + 1 ≤ j ≤ m1 +m2,
j when m1 +m2 + 1 ≤ j ≤ k.
Then we can see that τ(S∗) = {1, · · · , m2}∪{k−m4+1, · · · , k}, τ((S∗
c)≤m1+m2) = {1, · · · , m2}
and τ((S∗c)>m1+m2) = {k −m4 + 1, · · · , k}. Since⊗
l 6∈S∗
U
(i)
l =
⊗
l 6∈S∗;
l≤m
id⊗
⊗
l 6∈S∗;
l>m
T (i)ε
in the definition of Gt(m1 +m2, D, E, σ,N ), we have by the same argument as in the proof of
Lemma 5.7,
Gt(m1 +m2, D, E, σ,N )
=
∫
Eτ(S
∗c)
∏
l 6∈τ(S∗)
f(yl)
p∏
i=1
⊗
l 6∈τ(S∗)
U
(i)
l
 ∏
l∈τ(σ−1i (Fi)\S
∗)
[
ψ
(i)
n
(i)
σi◦τ
−1(l)
ψ
(i)
n
(i)
σi◦τ
−1(l)+1
]
(yl) ·G
(i)
t (Di,N
(i); {yl}l 6∈σ−1i (Fi))
 dy
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=∫
Em2+m4
∏
l≤m2,
k−m4<l
f(yl)
p∏
i=1
[⊗
l≤m2
id⊗
⊗
l>k−m4
T (i)ε
]
 ∏
l∈τ(σ−1i (Fi)\S(σ))
[
ψ
(i)
n
(i)
σi◦τ
−1(l)
ψ
(i)
n
(i)
σi◦τ
−1(l)+1
]
(yl) ·G
(i)
t (Di,N
(i); {yl}l 6∈τ◦σ−1i (Fi))
 dy
=
∫
Em2+m4
∏
l≤m2,
k−m4<l
f(yl) ·
p∏
i=1
[⊗
l≤m2
id⊗
⊗
l>k−m4
T (i)ε
]
 ∏
l∈τ◦σ−1i (Fi),
l≤m2,k−m4<l
[
ψ
(i)
n
(i)
σi◦τ
−1(l)
ψ
(i)
n
(i)
σi◦τ
−1(l)+1
]
(yl) ·G
(i)
t (Di,N
(i); {yl}l 6∈τ◦σ−1
i
(Fi)
)
 dy.
Since the last integral does not depend on m1, the conclusion follows by taking summation with
respect to σi|S∗c .
Now, consider the summation
∑
1 which appears in (5.17). Recall
Ψ(A, r) :=
{
(N (i)|Ji, σi|S∗)1≤i≤p ∈
p⊗
i=1
(RJi × Bij(S∗, F ′i ));
A =
∑
j∈S∗
δ(Nσ(j),Nσ(j)+1), r =
∑
j∈S∗≤m
δ(Nσ(j),Nσ(j)+1)

and let Ai be the i-th marginal of A, which is a measure on R2. We define
Φ(A) :=
{N (i)|Ji} ∈
p⊗
i=1
RJi
∣∣∣∣∣∣
There exists σ0i ∈ Bij(S
∗, F ′i ), such that
Ai =
∑
j∈S∗
δ
(N
(i)
σ0
i
(j)
,N
(i)
σ0
i
(j)+1
)
for all 1 ≤ i ≤ p.
 , (5.19)
Ψ(A, r, {N (i)|Ji}) :=
{σi|S∗} ∈
p⊗
i=1
Bij(S∗, F ′i )
∣∣∣∣∣∣A =
∑
j∈S∗
δ(Nσ(j),Nσ(j)+1) and r =
∑
j∈S∗≤m
δ(Nσ(j),Nσ(j)+1)
 .
(5.20)
By Lemma 2.16, we have
#Ψ(A, r) =
∑
N (i)∈Φ(A)
#Ψ(A, r, {N (i)|Ji})
=#Φ(A)m1!(k −m1 −m2 −m4)!
p∏
i=1
∏
l(i)∈R2
Ai(l
(i))!∏
l∈(R2)p
A(l)!
∏
l∈(R2)p
(
A(l)
r(l)
)
.
Combining this with Proposition 5.9, we have∑
N (i)∈RJi ;
i=1,··· ,p
∑
σi|S∗∈Bij(S
∗,F ′i );
for all i
1{(N ,σ)∈Ψ(A,r)}
∏
l∈(R2)p
[
(−a(l))r(l)aε(l)
A(l)−r(l)
]
·Gt(m1 +m2, D, E, σ,N )
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=#Ψ(A, r)
∏
l∈(R2)p
[
(−a(l))r(l)aε(l)
A(l)−r(l)
]
·Gt(m1 +m2, D, E, {σi|S∗c}, {N
(i)|Ei\Ji}, A)
=#Φ(A)m1!(k −m1 −m2 −m4)!
p∏
i=1
∏
l(i)∈R2
Ai(l
(i))!∏
l∈(R2)p
A(l)!
∏
l∈(R2)p
(
A(l)
r(l)
)[
(−a(l))r(l)aε(l)
A(l)−r(l)
]
Gt(m1 +m2, D, E, {σi|S∗c}, {N
(i)|Ei\Ji}, A).
(5.21)
Next, consider the summations
∑
2 which appear in (5.16). By using G˜t defined in Propo-
sition 5.10, we have∑
F ′i⊂Fi,
#F ′i=#S
∗ for all i
∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)∈REi\Ji ,
i=1,··· ,p
∑
σi|S∗c∈Bij(S
∗c,F ′i
c),
i=1,··· ,p
(5.21)
=m1!(k −m1 −m2 −m4)!
p∏
i=1
∏
l(i)∈R2
Ai(l
(i))!∏
l∈(R2)p
A(l)!
·
∏
l∈(R2)p
(
A(l)
r(l)
)[
(−a(l))r(l)aε(l)
A(l)−r(l)
]
∑
F ′i⊂Fi,
#F ′i=#S
∗ for all i
∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)∈REi\Ji ,
i=1,··· ,p
#Φ(A) · G˜t(m2, m4, D, E, {N
(i)|Ei\Ji}, A).
(5.22)
By definition, #Φ(A) depends only on m2+m4 and is independent of m1. By Proposition 5.10,
the last line of (5.22) depends only on A, m2, m4 and is independent of m1 and r.
Note that
∑k−m2−m4
m1=0
∑
r∈Mm1 ;r≤A
=
∑
r≤A.
Now, consider the summation
∑
4 which appears in (5.17). We have
k−m2−m4∑
m1=0
∑
r∈Mm1 ;
r≤A
(−1)m2
k!
m1!m2!(k −m1 −m2 −m4)!m4!
(5.22)
=(−1)m2
k!
m2!m4!
p∏
i=1
∏
l(i)∈R2
Ai(l
(i))!∏
l∈(R2)p
A(l)!
∑
r≤A
∏
l∈(R2)p
(
A(l)
r(l)
)[
(−a(l))r(l)aε(l)
A(l)−r(l)
]
∑
F ′i⊂Fi,
#F ′i=#S
∗ for all i
∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)∈REi\Ji ,
i=1,··· ,p
#Φ(A) · G˜t(m2, m4, D, E, {N
(i)|Ei\Ji}, A)
=(−1)m2
k!
m2!m4!
p∏
i=1
∏
l(i)∈R2
Ai(l
(i))!∏
l∈(R2)p
A(l)!
∏
l∈(R2)p
[aε(l)− a(l))]
A(l)
∑
F ′i⊂Fi,
#F ′i=#S
∗ for all i
∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)∈REi\Ji ,
i=1,··· ,p
#Φ(A) · G˜t(m2, m4, D, E, {N
(i)|Ei\Ji}, A).
(5.23)
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where we used the equality
∑k−m2−m4
m1=0
∑
r∈Mm1 ;r≤A
=
∑
r≤A and the multinomial formula∑
r≤A
∏
l∈(R2)p
(
A(l)
r(l)
)[
(−a(l))r(l)aε(l)
A(l)−r(l)
]
=
∏
l∈(R2)p
[aε(l)− a(l))]
A(l) .
Before considering the summation
∑
4 which appears in (5.17), we give some estimates in
order to find an upper bound of the last two lines of (5.23).
Lemma 5.12. There exists a constant C = C(p, p(i), f, δ) > 0 such that the following inequality
holds for all D, E, m2, m4, A and t:∑
F ′i⊂Fi,
#F ′i=#S
∗ for all i
∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)∈REi\Ji ,
i=1,··· ,p
#Φ(A) · G˜t(m2, m4, D, E, {N
(i)|Ei\Ji}, A)
=
∑
F ′i⊂Fi,
#F ′i=#S
∗ for all i
∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)∈REi\Ji ,
i=1,··· ,p
∑
σi|S∗c∈Bij(S
∗c,F ′i
c),
i=1,··· ,p
#Φ(A) ·Gt(m2, m4, D, E, {σi|S∗c}, {N
(i)|Ei\Ji}, A)
≤Ck(k!)peptkp
(
p∏
i=1
∏
l(i)∈R2
Ai(l
(i))!
)−1
.
Proof. The first equality is obtained by the definition of G˜t in Proposition 5.10. So we will
prove the inequality in the third line.
First, we estimate Φ(A). Recall
Φ(A) :=
{N (i)|Ji} ∈ ⊗RJi
∣∣∣∣∣∣
There exists σ0i ∈ Bij(S
∗, F ′i ), such that
Ai =
∑
j∈S∗
δ
(N
(i)
σ0
i
(j)
,N
(i)
σ0
i
(j)+1
)
, for all 1 ≤ i ≤ p.

=
{N (i)|Ji} ∈ ⊗RJi
∣∣∣∣∣∣Ai =
∑
j∈F ′i
δ
(N
(i)
j ,N
(i)
j+1)
, for all 1 ≤ i ≤ p

and then, by Lemma 2.15,
#Φ(A) ≤
p∏
i=1
#
{N (i)|F ′i} ∈ RF ′i
∣∣∣∣∣∣Ai =
∑
j∈F ′
i
δ
(N
(i)
j ,N
(i)
j+1)
 ≤
p∏
i=1
(
k ·
∏
l
(i)
1 ∈R
Ai(l
(i)
1 )!∏
l(i)∈R2 Ai(l
(i))!
)
,
where the second inequality follows since A ∈Mk−m2−m4 and
∑
l
(i)
1 ∈R
Ai(l
(i)
1 ) = k −m2 −m4.
Next we estimate Gt. Write E
′ := supp[f ]. For each i, we have∥∥∥∥∥ ∏
j∈Fi\F ′i
[
ψ
(i)
n
(i)
j
ψ
(i)
n
(i)
j+1
]
(yl)
∥∥∥∥∥
Lp(E′Fi\F
′
i )
≤
( ∏
j∈Fi\F ′i
‖ψ(i)
n
(i)
j
‖∞‖ψ
(i)
n
(i)
j+1
‖∞
)
·m(E ′)#(Fi\F
′
i )/p
and have∥∥∥G(i)t (Di,N (i); {xl}l 6∈Fi)∥∥∥
Lp(E′Fi
c
)
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≤et
[
sup
y∈E
∫
E
R
(i)
1 (x, y)
pdx
]#Di/p
·
∏
j∈Dci \Ji
exp
{
−δ(1 + λ(i)
n
(i)
j
)
}
( ∏
j∈(Dci−1)\Fi
‖ψ(i)
n
(i)
j+1
‖∞
∏
j∈Dci \Fi
‖ψ(i)
n
(i)
j
‖∞
)
·m(E ′)#(D
c
i \Fi)/p.
Since( ∏
j∈Fi\F ′i
‖ψ(i)
n
(i)
j
‖∞‖ψ
(i)
n
(i)
j+1
‖∞
)( ∏
j∈(Dci−1)\Fi
‖ψ(i)
n
(i)
j+1
‖∞
∏
j∈Dci \Fi
‖ψ(i)
n
(i)
j
‖∞
)
≤
( ∏
j∈Fi\F ′i
(
‖ψ(i)
n
(i)
j
‖∞ + 1
)(
‖ψ(i)
n
(i)
j+1
‖∞ + 1
))( ∏
j∈(Dci−1)\Fi
(
‖ψ(i)
n
(i)
j+1
‖∞ + 1
) ∏
j∈Dci \Fi
(
‖ψ(i)
n
(i)
j
‖∞ + 1
))
=
(∏
j∈F ′i
(
‖ψ(i)
n
(i)
j
‖∞ + 1
)−1(
‖ψ(i)
n
(i)
j+1
‖∞ + 1
)−1)( ∏
j∈(Dci−1)
(
‖ψ(i)
n
(i)
j+1
‖∞ + 1
) ∏
j∈Dci
(
‖ψ(i)
n
(i)
j
‖∞ + 1
))
≤
∏
j∈Dci \Ji
(
‖ψ(i)
n
(i)
j
‖∞ + 1
)2
,
we have
Gt(m2, m4, D, E, {σi|S∗c}, {N
(i)|Ei\Ji}, A)
=
∫
ES∗
c
∏
l 6∈S∗
f(yl) ·
p∏
i=1
⊗
l 6∈S∗
T
(i)
l
 ∏
l∈σ−1
i
(Fi)\S∗
[
ψ
(i)
n
(i)
σi(l)
ψ
(i)
n
(i)
σi(l)+1
]
(yl) ·G
(i)
t (Di,N
(i); {yl}l 6∈σ−1i (Fi))
 dy
≤‖f‖m2+m4∞
p∏
i=1
∥∥∥∥∥∥
⊗
l 6∈S∗
T
(i)
l
 ∏
l∈σ−1i (Fi)\S
∗
[
ψ
(i)
n
(i)
σi(l)
ψ
(i)
n
(i)
σi(l)+1
]
(yl) ·G
(i)
t (Di,N
(i); {yl}l 6∈σ−1i (Fi))
∥∥∥∥∥∥
Lp(E′S
∗c
)
≤‖f‖m2+m4∞
p∏
i=1
∥∥∥∥∥∥
∏
l∈σ−1i (Fi)\S
∗
[
ψ
(i)
n
(i)
σi(l)
ψ
(i)
n
(i)
σi(l)+1
]
(yl) ·G
(i)
t (Di,N
(i); {yl}l 6∈σ−1i (Fi))
∥∥∥∥∥∥
Lp(E′S
∗c
)
≤‖f‖m2+m4∞
p∏
i=1
{
et
[
sup
y∈E
∫
E
R
(i)
1 (x, y)
pdx
]#Di/p
·
∏
j∈Dci \Ji
exp
{
−δ(1 + λ(i)
n
(i)
j
)
}
∏
j∈Dci \Ji
(
‖ψ(i)
n
(i)
j
‖∞ + 1
)2
m(E ′)#(D
c
i \F
′
i )/p
}
≤C(p, p(i), f)kept
p∏
i=1
∏
j∈Dci \Ji
exp
{
−δ(1 + λ(i)
n
(i)
j
)
}(
‖ψ(i)
n
(i)
j
‖∞ + 1
)2
.
We also have ∑
N (i)∈(Rc)D
c
i \Ei ,
i=1,··· ,p
∑
N (i)∈REi\Ji ,
i=1,··· ,p
p∏
i=1
∏
j∈Dci \Ji
exp
{
−δ(1 + λ(i)
n
(i)
j
)
}(
‖ψ(i)
n
(i)
j
‖∞ + 1
)2
≤
∑
N (i)∈(Z>0)
Dci \Ji ;
i=1,··· ,p
p∏
i=1
∏
j∈Dci \Ji
exp
{
−δ(1 + λ(i)
n
(i)
j
)
}(
‖ψ(i)
n
(i)
j
‖∞ + 1
)2
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=p∏
i=1
[
∞∑
n=1
exp
{
−δ(1 + λ(i)n )
}(
‖ψ(i)n ‖∞ + 1
)2]#(Dci \Ji)
≤C(p, p(i), δ)k.
Inequalities
(
#Fi
#S∗
)
≤
∑#Fi
n=0
(
#Fi
#S∗
)
= 2#Fi ≤ 2k and (k − m2 − m4)!(m2 + m4)! ≤ k! yield the
desired result.
Now we will consider the summations
∑
4 which appear in (5.17). Since #Di ≤ ηk and
#(Dci \ Ei) ≤ γk, we have #D
c
i ≥ (1− η)k and #(D
c
i \ (Ei − 1)) ≤ γk. Therefore
#(Ei ∩ (Ei − 1)) =#D
c
i −#(D
c
i \ (Ei ∩ (Ei − 1)))
≥#Dci −#(D
c
i \ Ei)−#(D
c
i \ (Ei − 1))
≥(1− 2(η + γ))k.
We also have
m2 +m4 =#(S
∗)c = #
(⋂
i
σ−1i (Fi)
)c
≤
∑
i
#σ−1i (Fi)
c =
∑
i
#(Fi)
c =
∑
i
#(Ei ∩ (Ei − 1))
c
≤2p(η + γ)k
and hence k −m2 −m4 ≥ (1− 2p(η + γ))k.
For l = (l
(1)
i , l
(2)
i )1≤i≤p ∈ (R
2)p, we have ψ
(i)
l
(1)
i
, ψ
(i)
l
(2)
i
∈ L2p(E) and the similar estimate as (4.4)
yields
|a(l)− aε(l)| =
∣∣∣∣∣
〈
f,
p∏
i=1
[
ψ
(i)
l
(1)
i
ψ
(i)
l
(2)
i
]〉
−
〈
f,
p∏
i=1
T (i)ε
[
ψ
(i)
l
(1)
i
ψ
(i)
l
(2)
i
]〉∣∣∣∣∣
≤‖f‖∞
∥∥∥∥ p∏
i=1
[ψ
(i)
l
(1)
i
ψ
(i)
l
(2)
i
]−
p∏
i=1
T (i)ε [ψ
(i)
l
(1)
i
ψ
(i)
l
(2)
i
]
∥∥∥∥
1
≤‖f‖∞
p∑
i=1
(∥∥∥∥[ψ(i)l(1)i ψ(i)l(2)i
]
− T (i)ε
[
ψ
(i)
l
(1)
i
ψ
(i)
l
(2)
i
]∥∥∥∥
p
·
∏
j 6=i
∥∥∥ψ(i)
l
(1)
j
∥∥∥2
2p
∥∥∥ψ(i)
l
(2)
j
∥∥∥2
2p
)
→0 as ε→ 0.
Write CR(ε) =
∑
l∈(R2)p [aε(l)− a(l))] and choose small εR > 0 such that CR(ε) < 1/2, for all ε <
εR. Then
CR(ε)
(2−1)(1−2p(η+γ))kkp ≤ sup
k≥0
[
(1/2)(2
−1)(1−2p(η+γ))kkp
]
<∞.
Consider the summation
∑
4−1 which appears in (5.17). By Lemma 5.12, we have∑
0≤m2+m4≤k
∑
A∈Mk−m2−m4
(5.23)
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≤
∑
0≤m2+m4≤k
∑
A∈Mk−m2−m4
k!
m2!m4!
p∏
i=1
∏
l(i)∈R2
Ai(l
(i))!∏
l∈(R2)p
A(l)!
·
∏
l∈(R2)p
[aε(l)− a(l))]
A(l)
· C(p, p(i), f, δ)k(k!)peptkp
(
p∏
i=1
∏
l(i)∈R2
Ai(l
(i))!
)−1
≤(k!)pkpC(p, p(i), f, δ)kept
∑
0≤m2+m4≤k
k!
m2!m4!(k −m2 −m4)!
·
( ∑
l∈(R2)p
[aε(l)− a(l))]
)k−m2−m4
≤(k!)pkpC(p, p(i), f, δ)kept
∑
0≤m2+m4≤k
k!
m2!m4!(k −m2 −m4)!
· CR(ε)
(1−2p(η+γ))k
≤(k!)pkpC(p, p(i), f, δ)keptCR(ε)
(1−2p(η+γ))k
≤(k!)pC(p, p(i), f, δ)keptCR(ε)
(1/2)(1−2p(η+γ))k for small ε < εR. (5.24)
Finally, consider the summation
∑
4−2 which appears in (5.17). Then∑
Di⊂{1,··· ,k},
#Di≤ηk for all i
∑
Ei⊂Dci ,
#(Dci \Ei)≤γk for all i
(5.24)
≤2kp · 2kp · (k!)pC(p, p(i), f, δ)keptCR(ε)
(1/2)(1−2p(η+γ))k for small ε < εR.
Therefore we complete the proof of Lemma 5.5. 
6 Proof of Theorem 1.8
6.1 Applying Varadhan’s integral lemma
First, recall that t−1ℓ
(i)
t ∈ M1(E) satisfies the LDP as t → ∞, with probability P˜t, scale t
and the good rate function J (i), and that t−1ℓ
(i)
t,ε ∈ M≤1(E) satisfies the LDP as t→ ∞, with
probability P˜t, scale t and the good rate function J
(i)
ε , where
J (i)ε (ν) := inf{J
(i)(µ);µ ∈M1(E), p
(i)
ε [µ] = ν}
= inf{E (i)(ψ, ψ)− λ(i)1 ;ψ ∈ F
(i), ‖ψ‖2 = 1, p
(i)
ε [ψ
2] = ν}
for ν ∈M≤1(E).
Fix f ∈ Cb(E), θ > 0 and define Φ : M≤1(E) → R by Φ(ν) := θ〈f, ν〉 for ν ∈ M≤1(E).
Then Φ is continuous with respect to the weak topology, hence we obtain
lim sup
t→∞
1
t
log E˜t[e
γtΦ(t−1ℓ
(i)
t,ε)] ≤ γθ‖f‖∞ <∞
for any γ > 1.
Now, applying Varadhan’s integral lemma (Lemma 2.6) with t−1ℓ
(i)
t,ε and we obtain
lim
t→∞
1
t
log E˜t[e
θ〈f,ℓ
(i)
t,ε〉] = lim
t→∞
1
t
log E˜t[e
tΦ(t−1ℓ
(i)
t,ε)] = sup
ν∈M≤1(E)
{
Φ(ν)− J (i)ε (ν)
}
.
By Lemma 6.1 stated below, we can rewrite the equality as
lim
t→∞
1
t
log E˜t[e
θ〈f,ℓ
(i)
t,ε〉] = sup
ψ∈F(i),‖ψ‖2=1
{
θ
∫
E
p(i)ε [ψ
2]fdm− E (i)(ψ, ψ) + λ(i)1
}
. (6.1)
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Lemma 6.1. For each i = 1, · · · , p and θ > 0,
sup
ν∈M≤1(E)
{
Φ(ν)− J (i)ε (ν)
}
= sup
ψ∈F(i),‖ψ‖2=1
{
θ
∫
E
p(i)ε [ψ
2]fdm− E (i)(ψ, ψ) + λ(i)1
}
.
Proof. First, fix ν ∈ M≤1(E) and suppose J
(i)
ε (ν) < ∞. For each n, choose ψn ∈ F (i) with
‖ψn‖2 = 1, p
(i)
ε [ψ2n] =
dν
dm
and E (i)(ψn, ψn)− λ1 ≤ J
(i)
ε (ν) + n−1. We have
Φ(ν)− J (i)ε (ν) ≤θ〈f, p
(i)
ε [ψ
2
n]〉 − E
(i)(ψn, ψn) + λ
(i)
1 + n
−1
≤ sup
ψ∈F(i),‖ψ‖2=1
{
θ
∫
E
p(i)ε [ψ
2]fdm− E (i)(ψ, ψ) + λ(i)1
}
+ n−1
and the upper bound follows.
Conversely, fix ψ ∈ F (i) with ‖ψ‖2 = 1. We have
θ
∫
E
(p(i)ε [f ])ψ
2dm− E (i)(ψ, ψ) + λ(i)1 ≤Φ(p
(i)
ε [ψ
2])− J (i)ε (p
(i)
ε [ψ
2])
≤ sup
ν∈M≤1
{
Φ(ν)− J (i)ε (ν)
}
and the lower bound follows.
Next, we will extend [CR05, Theorem 7] under our setting. Throughout this section, with
some abuse of notations, we denote
1
t
ℓ
(i)
t,ε = L
(i)
t,ε :=
1
t
dℓ
(i)
t,ε
dm
,
1
tp
ℓISt,ε = L
IS
t,ε :=
1
tp
dℓISt,ε
dm
.
Proposition 6.2. Let h ∈ Bb(E) be nonnegative and compactly supported. Write mh(dx) :=
h(x)m(dx). Suppose E ′ := supp[mh] is compact and each p
(i)
t (·, ·) is uniformly continuous in
E ×E. Then,
lim
t→∞
1
t
log E˜t exp
{
θ‖ℓ(i)t,ε‖Lp(mh)
}
= sup
ψ∈F(i),‖ψ‖
L2(m)=1
{
θ‖p(i)ε [ψ
2]‖Lp(mh) − E
(i)(ψ, ψ) + λ
(i)
1
}
, (6.2)
lim
t→∞
1
t
log E˜t exp
{
θ
(∫
E
p∏
i=1
ℓ
(i)
t,εdmh
)1/p}
=
1
p
p∑
i=1
sup
ψ∈F(i),‖ψ‖
L2(m)=1
{
θ‖p(i)ε [ψ
2]‖Lp(mh) − pE
(i)(ψ, ψ) + pλ
(i)
1
}
. (6.3)
Proof of Proposition 6.2. Our proof is based on the proof of [CR05, Theorem 7].
First we prove the lower bound of (6.2). Take q > 0 such that p−1+q−1 = 1. For any function
f ∈ Cb(E) with ‖f‖Lq(mh) = 1, we have
(∫
E
ℓ
(i)
t,ε
p
dmh
)1/p
≥
∫
E
fℓ
(i)
t,εdmh =
∫
E
f · ℓ(i)t,ε · hdm and
by the equality (6.1),
lim inf
t→∞
1
t
log E˜t exp
{
θ
(∫
E
ℓ
(i)
t,ε
p
dmh
)1/p}
≥ sup
ψ∈F(i),‖ψ‖2=1
{
θ
∫
E
p(i)ε [ψ
2]fdmh − E
(i)(ψ, ψ) + λ
(i)
1
}
.
Since p
(i)
ε [ψ2] ∈ Lp(E;m) ⊂ Lp(E;mh) , by letting f →
p
(i)
ε [ψ
2]p−1
‖p
(i)
ε [ψ2]‖
p−1
Lp(mh)
and then
lim inf
t→∞
1
t
log E˜t exp
{
θ
(∫
E
ℓ
(i)
t,ε
p
dmh
)1/p}
≥ sup
ψ∈F(i),‖ψ‖2=1
{
θ
(∫
E
p(i)ε [ψ
2]
p
dmh
)1/p
−E (i)(ψ, ψ)+λ(i)1
}
.
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We next prove the upper bound of (6.2). Let E ′ := supp[h]. Fix δ > 0 and take q > 0
with p−1 + q−1 = 1. For each f ∈ CK(E ′)(⊂ Lq(E ′;mh)) with ‖f‖Lq(mh) = 1, set Uf :={
g ∈ Lp(E ′;mh) : ‖g‖Lp(mh) −
∫
E
fgdmh < δ
}
. We note that K
(i)
ε is Lp(E ′;mh)-bounded and
CK(E
′) is dense in Lq(E ′;mh). By the Hahn-Banach theorem, the family of such Uf ’s is an
open cover of K
(i)
ε .
Since K
(i)
ε is compact in Lp(E ′;mh), there are finitely many f1, · · · , fN ∈ CK(E ′) such that,
for every i, ‖g‖Lp(mh) ≤ max1≤i≤N
∫
E
figdmh + δ for all g ∈ K
(i)
ε . In particular,
E˜t
[
exp
{
θt
(∫
E
L
(i)
t,ε
p
dmh
)1/p}]
≤ eδt
N∑
i=1
E˜t exp
{
θt〈fi · h, L
(i)
t,ε〉
}
and by the equality (6.1),
lim sup
t→∞
1
t
log E˜t
[
exp
{
θt
(∫
E
L
(i)
t,ε
p
dmh
)1/p}]
≤δ + max
1≤i≤N
sup
ψ∈F(i),‖ψ‖2=1
{
θ
∫
E
fip
(i)
ε [ψ
2]dmh − E
(i)(ψ, ψ) + λ
(i)
1
}
≤δ + sup
ψ∈F(i),‖ψ‖2=1
{
θ
(∫
E
p(i)ε [ψ
2]pdmh
)1/p
− E (i)(ψ, ψ) + λ(i)1
}
.
By taking δ → 0, we thus obtain (6.2).
We next prove the lower bound of (6.3). Fix δ > 0 and let d be a metric of E. We define
the sets A
(i)
ε ⊂ C(E ′) ⊂ Lp(E ′;mh) by
A(i)ε :=
{
1
t
∫ t
0
p(i)ε (·, X
(i)
s (ω))ds : t ∈ (0,∞), ω ∈ {t < ζ
(1) ∧ · · · ∧ ζ (p)}
}
. (6.4)
We can see that A
(i)
ε is uniformly bounded and equi-continuous. By the Arzela`-Ascoli theorem,
each A
(i)
ε is a relatively compact set of C(E ′), and hence, a relatively compact set of Lp(E ′;mh).
Write K
(i)
ε as the Lp(E ′;mh)-closure of A
(i)
ε .
Consider the continuous, non-negative function
(Lp(E ′;mh))
p ∋ (f1, · · · , fp) 7−→
1
p
p∑
i=1
(∫
E′
|fi|
pdmh
)1/p
−
(∫
E′
p∏
i=1
|fi|dmh
)1/p
∈ [0,∞).
(6.5)
Since this function is equal to 0 on the diagonal set {f1 = · · · = fp} ⊂ (Lp(E ′;mh))p, for
each g ∈ Lp(E ′;mh) there exists a constant b = b(g, δ) > 0 such that
1
p
∑p
i=1
(∫
E
|fi|pdm
)1/p
−(∫
E
∏p
i=1 |fi|dm
)1/p
< δ if fi ∈ Bb(g) for all i, where Bb(g) is the open ball in L
p(E ′;mh) of
radius b centered at g. Since K
(i)
ε is compact in Lp(E ′;mh), take finite g1, · · · gN ∈ L
p(E ′;mh)
and b1, · · · bN > 0 such that K
(i)
ε ⊂
⋃N
l=1Bbl(gl) for all i.
Now, t−1ℓ
(i)
t,ε = L
(i)
t,ε belongs to some Bbl(gl) and hence
N∑
l=1
E˜t
[
exp
{
θ
p
t
(∫
E′
L
(i)
t,ε
p
dmh
)1/p}
;L
(i)
t,ε
p
∈ Bbl(gl)
]
≥ E˜t exp
{
θ
p
t
(∫
E′
L
(i)
t,ε
p
dmh
)1/p}
.
For each l, the continuity of the function (6.5) implies that
E˜t exp
{
θt
(∫
E′
p∏
i=1
L
(i)
t,εdmh
)1/p}
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≥e−δtE˜t
[
exp
{
θ
p
t
p∑
i=1
(∫
E′
L
(i)
t,ε
p
dmh
)1/p}
;L
(i)
t,ε ∈ Bbl(gl) for all i
]
=e−δt
p∏
i=1
E˜t
[
exp
{
θ
p
t
(∫
E′
L
(i)
t,ε
p
dmh
)1/p}
;L
(i)
t,ε ∈ Bbl(gl)
]
.
Combining the above two inequalities with (6.2), we conclude
lim inf
t→∞
1
t
log E˜t exp
{
θt
(∫
E
p∏
i=1
L
(i)
t,εdmh
)1/p}
≥− δ +
p∑
i=1
lim inf
t→∞
1
t
log E˜x0 exp
{
θ
p
t
(∫
E
L
(i)
t,ε
p
dmh
)1/p}
=− δ +
1
p
p∑
i=1
sup
ψ∈F(i),‖ψ‖
L2(m)=1
{
θ
(∫
E
|p(i)ε [ψ
2]|pdmh
)1/p
−pE (i)(ψ, ψ) + pλ(i)1
}
.
Finally, we prove the upper bound of (6.3). Since{∫
E
p∏
i=1
L
(i)
t,εdmh
}1/p
≤
{
p∏
i=1
(∫
E
L
(i)
t,ε
p
dmh
)1/p}1/p
≤
p∑
i=1
1
p
(∫
E
L
(i)
t,ε
p
dmh
)1/p
,
we have from the upper bound of 1st equality,
lim sup
t→∞
1
t
log E˜t
[
exp
{
θt
(∫
E
p∏
i=1
L
(i)
t,εdmh
)1/p}]
≤
p∑
i=1
lim sup
t→∞
1
t
log E˜t
[
exp
{
θ
p
t
(∫
E
L
(i)
t,ε
p
dmh
)1/p}]
≤
1
p
p∑
i=1
sup
ψ∈F(i),‖ψ‖2=1
{
θ
(∫
E
p(i)ε [ψ
2]pdmh
)1/p
− pE (i)(ψ, ψ) + pλ(i)1
}
.
6.2 Exponential approximation
Recall that tp
∫
E
∏p
i=1 L
(i)
t,εdmh = 〈ℓ
IS
t,ε, h〉 and λ
(i)
1 := inf
{
E (i)(ψ, ψ) : ψ ∈ F (i),
∫
E
ψ2dm = 1
}
.
Next, we prove a similar result with [CR05, Theorem 6]. As we have already noted in
the end of Section 1.5, Chen and Rosen consider the stable processes on RN , so the Fourier
transformation method is valid. Instead, we use Proposition 4.3.
Lemma 6.3. For any θ > 0, it holds that
lim sup
t→∞
1
t
log E˜x0
[
exp{θ|〈ℓISt,ε, h〉 − 〈ℓ
IS
t , h〉|
1/p}
]
≤ 1 +
∑p
i=1 λ
(i)
1
p
.
Proof. Define q by 1/p+ 1/q = 1. By Ho¨lder’s inequality and Proposition 4.3, we get
Ex0
[
|〈ℓISt,ε, h〉 − 〈ℓ
IS
t , h〉|
k/p; t < ζ (1) ∧ · · · ∧ ζ (p)
]
≤Ex0
[
|〈ℓISt,ε, h〉 − 〈ℓ
IS
t , h〉|
k; t < ζ (1) ∧ · · · ∧ ζ (p)
]1/p
Px0(t < ζ
(1) ∧ · · · ∧ ζ (p))1/q
≤k!etC(ε)k/pPx0(t < ζ
(1) ∧ · · · ∧ ζ (p))1/q
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and hence, for small ε > 0 (which depends on θ), we have
Ex0
[
exp{θ|〈ℓISt,ε, h〉 − 〈ℓ
IS
t , h〉|
1/p}; t < ζ (1) ∧ · · · ∧ ζ (p)
]
=
∞∑
k=0
θk
k!
Ex0
[
|〈ℓISt,ε, h〉 − 〈ℓ
IS
t , h〉|
k/p; t < ζ (1) ∧ · · · ∧ ζ (p)
]
≤et
∞∑
k=0
θkC(ε)k/pPx0(t < ζ
(1) ∧ · · · ∧ ζ (p))1/q
=et
{
1− θC(ε)1/p
}−1
Px0(t < ζ
(1) ∧ · · · ∧ ζ (p))1/q.
By normalization, we rewrite the above inequality as
E˜t
[
exp{θ|〈ℓISt,ε, h〉 − 〈ℓ
IS
t , h〉|
1/p}
]
≤ et
{
1− θC(ε)1/p
}−1
Px0(t < ζ
(1) ∧ · · · ∧ ζ (p))−1/p.
By [FOT11, Corollary 6.4.2], we have the equality limt→∞ t
−1 logPx0(t < ζ
(i)) = −λ(i)1 . Since
ζ (1), · · · , ζ (p) are independent, we reach the conclusion.
Fix a nonnegative and compactly supported function h ∈ Bb(E). For θ ≥ 0 and ε > 0, define
N (i)(θ, ε, h) := sup
ψ∈F(i),‖ψ‖2=1
{
θ
(∫
E
p(i)ε [ψ
2]pdmh
)1/p
− pE (i)(ψ, ψ) + pλ(i)1
}
,
N (i)(θ, 0, h) := sup
ψ∈F(i),‖ψ‖2=1
{
θ
(∫
E
ψ2pdmh
)1/p
− pE (i)(ψ, ψ) + pλ(i)1
}
.
The next Lemma is used in the proof of the lower bound of Proposition 1.8 below.
Lemma 6.4. For fixed θ ≥ 0, it holds that
lim sup
ε→0
N (i)(θ, ε, h) ≤N (i)(θ, 0, h), (6.6)
lim sup
θ′→θ
N (i)(θ′, 0, h) ≤N (i)(θ, 0, h). (6.7)
Proof. For convenience, we fix i and omit the index (i) only in this proof.
Fix θ > 0 and δ > 0. Take L2(E;m)-normalized ψ(δ,ε) ∈ F such that
N(θ, ε, h)− δ < θ
(∫
E
pε[ψ
(δ,ε)2]pdmh
)1/p
− pE(ψ(δ,ε), ψ(δ,ε)) + pλ1.
We have 0 = N(0, ε, h) ≤ N(θ, ε, h), and by (2.3), we also have(∫
E
pε
[
ψ(δ,ε)
2]p
dmh
)1/p
≤ ‖ψ(ε,δ)‖L2p(m) ≤ Cδ + δE(ψ
(δ,ε), ψ(δ,ε))
and hence (p − θδ)E(ψ(δ,ε), ψ(δ,ε)) < θCδ + pλ1 + δ. By choosing a small δ > 0, {ψ(δ,ε)} is
bounded in (F , E1). By (2.5), we can take a subsequence such that ψ
(δ,ε) converges to some
ψ(δ) as ε→ 0, in L2(E;m) and in L2p(E;m). Then we have
N(θ, ε, h)−N(θ, 0, h)
≤θ‖pε[ψ
(δ,ε)2]‖Lp(mh) − θ‖ψ
(δ,ε)2‖Lp(mh) + δ
≤θ‖pε[ψ
(δ,ε)2 − ψ(δ)
2
]‖Lp(mh) + θ‖pε[ψ
(δ)2]‖Lp(mh) − θ‖ψ
(δ,ε)2‖Lp(mh) + δ
≤θ‖h‖∞‖ψ
(δ,ε)2 − ψ(δ,ε)
2
‖Lp(m) + θ‖pε[ψ
(δ)2]‖Lp(mh) − θ‖ψ
(δ)2‖Lp(mh) + δ.
Hence lim supε→0N(θ, ε, h) ≤ N(θ, 0, h).
To prove the second inequality, fix θ′ ≥ 0. For each δ > 0, take ψ(δ,θ
′) ∈ F such that
‖ψ(δ,θ
′)‖2 = 1 and N(θ′, 0, h) < θ′‖ψ(δ,θ
′)‖2L2p(mh) − pE(ψ
(δ,θ′), ψ(δ,θ
′)) + pλ1 + δ. By the same
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manner as the proof of the first inequality, we can find that (p− θ′δ)E(ψ(δ,θ
′), ψ(δ,θ
′)) < θ′Cδ +
pλ1 + δ. We have
N(θ′, 0, h)−N(θ, 0, h) ≤ (θ′ − θ)‖ψ(δ,θ
′)‖2L2p(mh) + δ ≤ (θ
′ − θ)(Cδ + δE(ψ
(δ,θ′), ψ(δ,θ
′))) + δ.
Hence lim supθ′→θN(θ
′, 0, h) ≤ N(θ, 0, h).
Finally we prove Proposition 1.8. Our proof is based on the proof of [CR05, Theorem 1].
Proof of Proposition 1.8. We first prove the upper bound. Fix a, b > 0 with a−1 + b−1 = 1. By
Ho¨lder’s inequality,
E˜t exp{θa
−1〈ℓISt,ε, h〉
1/p} ≤
(
E˜t exp{θ〈ℓ
IS
t , h〉
1/p}
)1/a(
E˜t exp{θa
−1b|〈ℓISt,ε, h〉 − 〈ℓ
IS
t , h〉|
1/p}
)1/b
and by Proposition 6.2,
1
p
p∑
i=1
sup
ψ∈F(i),‖ψ‖2=1
{
θa−1‖p(i)ε [ψ
2]‖Lp(mh) − pE
(i)(ψ, ψ) + pλ
(i)
1
}
≤ lim inf
t→∞
1
at
log E˜t exp{θ〈ℓ
IS
t , h〉
1/p}+ lim sup
t→∞
1
bt
log E˜t exp{θa
−1b|〈ℓISt , h〉 − 〈ℓ
IS
t,ε, h〉|
1/p}.
We can see that p
(i)
ε [ψ2]→ ψ2 in Lp for each i and ψ ∈ F (i). By taking lim supε→0, Lemma 6.3
implies that
1
p
p∑
i=1
sup
ψ∈F(i),‖ψ‖2=1
{
θa−1‖p(i)ε [ψ
2]‖Lp(mh) − pE
(i)(ψ, ψ) + pλ
(i)
1
}
≤ lim inf
t→∞
1
at
log E˜t exp{θ〈ℓ
IS
t , h〉
1/p}+
1
bp
·
p∑
i=1
(
1 + λ
(i)
1
)
.
Letting a→ 1, b→∞ and hence
1
p
p∑
i=1
sup
ψ∈F(i),‖ψ‖2=1
{
θ‖ψ‖2L2p(mh) − pE
(i)(ψ, ψ) + pλ
(i)
1
}
≤ lim inf
t→∞
1
t
log E˜t exp{θ〈ℓ
IS
t , h〉
1/p}.
We next prove the lower bound. Fix a, b > 0 with a−1 + b−1 = 1. By Ho¨lder’s inequality,
E˜t exp{θ〈ℓ
IS
t , h〉
1/p} ≤
(
E˜t exp{θa〈ℓ
IS
t,ε, h〉
1/p}
)1/a(
E˜t exp{θb|〈ℓ
IS
t,ε, h〉 − 〈ℓ
IS
t , h〉|
1/p}
)1/b
and hence
lim sup
t→∞
1
t
log E˜t exp{θ〈ℓ
IS
t , h〉
1/p}
≤
1
ap
p∑
i=1
sup
ψ∈F(i),‖ψ‖2=1
{
θa‖p(i)ε [ψ
2]‖Lp(mh) − pE
(i)(ψ, ψ) + pλ
(i)
1
}
+ lim sup
t→∞
1
bt
log E˜t exp{θb|〈ℓ
IS
t,ε, h〉 − 〈ℓ
IS
t , h〉|
1/p}
.
Take lim supε→0 and lim supa→1, successively. Then Lemma 6.3 and Lemma 6.4 imply
lim sup
t→∞
1
t
log E˜t exp{θ〈ℓ
IS
t , h〉
1/p}
≤ lim sup
a→1
1
ap
p∑
i=1
sup
ψ∈F(i),‖ψ‖2=1
{
θa−1‖ψ‖2L2p(mh) − pE
(i)(ψ, ψ) + pλ
(i)
1
}
+ lim sup
a→1
1
bp
p∑
i=1
(
1 + λ
(i)
1
)
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≤
1
p
p∑
i=1
sup
ψ∈F(i),‖ψ‖2=1
{
θ‖ψ‖2L2p(mh) − pE
(i)(ψ, ψ) + pλ
(i)
1
}
.
7 Examples
In this section, we give sufficient conditions for Assumption (A).
7.1 Diffusion processes with (sub-)Gaussian type estimates
Let (E, d,m) be a locally compact, separable metric measure space with diam(E) = 1 and
m(E) < ∞. Let X be a Hunt process on E with the transition density pt(·, ·). Suppose there
exist positive constants c1, · · · , c5, df ≥ 1 and dw ≥ 2 such that
c1t
−df/dw ≤ pt(x, x), (7.1)
pt(x, y) ≤ c2t
−df/dw exp
{
−c3
(
d(x, y)dw
t
)1/(dw−1)}
(7.2)
and
c4r
df ≤ m(B(x, r)) ≤ c5r
df (7.3)
for all x, y ∈ E, r ∈ (0, 1] and t ∈ (0, 1].
Proposition 7.1. Under the above conditions, if an integer p with p ≥ 2 satisfies
df − p(df − dw) > 0,
then Assumption (A) holds.
Proof. Write ds := 2df/dw. We have by (7.1) and (7.2), c1t
−ds/2 ≤ pt(x, x) ≤ c2t−ds/2 for all
x ∈ E and t ∈ (0, 1], hence (A3) follows because m(E) <∞.
Next, we have by (7.2), pt(x, y) ≤ c2t−ds/2 for all x, y ∈ E and t ∈ (0, 1]. When ds > 2, we
have p < ds/(ds−2) and (A4) holds for µ = ds. When ds ≤ 2, we have p < (2+ε)/{(2+ε)−2} =
(2 + ε)/ε for sufficiently small ε > 0 and pt(x, y) ≤ c2t−ds/2 ≤ c2t−(2+ε)/2 for all x, y ∈ E and
t ∈ (0, 1]. Hence (A4) holds for µ = 2 + ε.
To prove (1.7) in (A5), fix x, y ∈ E. We have
R1(x, y) =
∫ ∞
0
e−tpt(x, y)dt
≤
∫ 1
0
e−t
[
c2t
−df/dw exp
{
−c3
(
d(x, y)dw
t
)1/(dw−1)}]
dt+
∫ ∞
1
e−t[c2t
−ds/2]dt
≤
∫ 1
0
e−t
[
c2t
−df/dw exp
{
−c3
(
d(x, y)dw
t
)1/(dw−1)}]
dt+ c2.
Since m(B(y; 2−n+1))−m(B(y; 2−n)) ≤ c52−(n−1)df − c42−ndf ≤ C2−ndf for each n, we also have∫
E
(∫ 1
0
e−t
[
c2t
−df/dw exp
{
−c3
(
d(x, y)dw
t
)1/(dw−1)}]
dt
)p
m(dx)
=
∞∑
n=1
∫
2−n<d(x,y)≤2−n+1
(∫ 1
0
e−t
[
c2t
−df/dw exp
{
−c3
(
d(x, y)dw
t
)1/(dw−1)}]
dt
)p
m(dx)
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≤
∞∑
n=1
{m(B(y; 2−n+1))−m(B(y; 2−n))}
(∫ 1
0
e−t
[
c2t
−df/dw exp
{
−c3
(
2−ndw
t
)1/(dw−1)}]
dt
)p
≤C
∞∑
n=1
2−ndf
(∫ 1
0
t−
df
dw exp
{
−c32
−n dw
dw−1 t−
1
dw−1
}
dt
)p
.
Now, since df − p(df − dw) > 0, standard calculations imply
∞∑
n=1
2−ndf
(∫ 1
0
t−
df
dw exp
{
−c32
−n dw
dw−1 t−
1
dw−1
}
dt
)p
<∞. (7.4)
Consequently, (1.7) in (A5) holds.
To see (1.8), we can similarly find that for δ < 1,∫
E
(∫ δ
0
e−t
[
c2t
−df/dw exp
{
−c3
(
d(x, y)dw
t
)1/(dw−1)}]
dt
)p
m(dx)
≤C
∞∑
n=1
2−ndf
(∫ δ
0
t−
df
dw exp
{
−c32
−n dw
dw−1 t−
1
dw−1
}
dt
)p
.
By regarding
∑
n as the integral with respect to the counting measure on Z>0, (1.8) follows by
(7.4) and the dominated convergence theorem.
7.2 Jump-type processes
Let (E, d,m) be a locally compact, separable metric measure space with diam(E) = 1 and
m(E) < ∞. Let X be a Hunt process on E with the transition density pt(·, ·). Suppose there
exist positive constants c1, · · · , c4, df ≥ 1 and dw ≥ 2 such that
c1t
−df/dw ≤ pt(x, x), (7.5)
pt(x, y) ≤ c2
{
t−df/dw ∧
t
d(x, y)df+dw
}
(7.6)
and
c3r
df ≤ m(B(x, r)) ≤ c4r
df (7.7)
for all x, y ∈ E, r ∈ (0, 1] and t ∈ (0, 1].
By similar calculations as in the proof of Proposition 7.1, we can prove the following.
Proposition 7.2. Under the above conditions, if an integer p with p ≥ 2 satisfies
df − p(df − dw) > 0,
then Assumption (A) holds.
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