Papers included in this special issue
Among the four papers of this special issue, two of them are based on Bayesian networks, and one applies the formalism of the possibilistic networks. The fourth paper, more atypical, proposes to use an undirected graphical model generalization of a Boltzmann machine. The papers cover two IR thematics, text retrieval and categorization. We now succinctly describe each of these papers.
The first paper, entitled Bayesian Network Models for Hierarchical Text Classification from a Thesaurus, by de Campos and Romero, deals with the problem of text classification. The approach followed by these authors is supported by a thesaurus: given a document to be classified, the model generates a ranking of appropriate descriptors from the thesaurus. The descriptors are arranged in the list according to their posterior probability of being relevant obtained after an inference process in a BN. This classifier could be used with or without training data and is applied to a parliamentary resolutions corpus. The used thesaurus is Eurovoc.
Both addressing the text classification and retrieval fields, the paper entitled Using Scatterplots to Understand and Improve Probabilistic Models for Text Categorization and Retrieval, by Giorgio Maria Di Nunzio, presents a two dimensional representation of documents that allows their visualization in a Cartesian plane. The main objective, in the categorization context, is to provide a tool for understanding relationships among categories as given as by a Naïve Bayes classifier. From the point of view of retrieval, the authors make use of the Binary Independence Model -a model where features are both binary and independent. Visualization is intended for a better understanding of the decisions made for ranking a document after relevance feedback has been provided by the user.
Boughanem, Brini and Dubois present a paper entitled Possibilistic Networks for Information Retrieval. The authors describe a model based on possibilistic networks, which quantify the relationships between variables by means of two measures: the necessity and the possibility. The authors explain how they are suited to the problem of document retrieval and discuss a new term weighting scheme. The performance of the model with standard test collections is presented.
Semantic Hashing, by Ruslan Salakhutdinov and Geoffrey Hinton, is the next and final paper. It focus on the use of Restricted Boltzmann Machines, and is a probabilistic approach to dimensionality reduction of the documents vector space. The method can be used to create small hash codes (low dimensionality non exclusive representation of documents) that represent the documents. This hash code (a small integer) has the property of reflecting the document content: The more similar the hash codes of the two documents, the more similar the documents. This has practical implications for speeding up retrieval and/or classification, since only a handful of documents have to be explored.
Conclusions
This special issue of International Journal of Approximate Reasoning present four different and innovative approaches on how to use GMs within the IR community.
These papers show there is still room for new applications of GMs within IR. Given that new issues and problems arise everyday in IR, there are plenty of opportunities for research to try and experiment with new ideas and models. IR is a very good test bed for several reasons, among which we could cite the size of the problem, efficiency issues, and of course the inherent uncertainty associated with the representation of text and users. 
