This paper describes a new technique for recognizing musical instruments in polyphonic music. Because the conventional framework for musical instrument recognition in polyphonic music had to estimate the onset time and fundamental frequency (F0) of each note, instrument recognition strictly suffered from errors of onset detection and F0 estimation. Unlike such a note-based processing framework, our technique calculates the temporal trajectory of instrument existence probabilities for every possible F0, and the results are visualized with a spectrogram-like graphical representation called instrogram. The instrument existence probability is defined as the product of a nonspecific instrument existence probability calculated using PreFEst and a conditional instrument existence probability calculated using the hidden Markov model. Experimental results show that the obtained instrograms reflect the actual instrumentations and facilitate instrument recognition.
INTRODUCTION
Musical instrument recognition is an important task for many applications including automatic music transcription, music information retrieval and computational auditory scene analysis. In particular, recent worldwide popularization of online music distribution services and portable digital music players makes musical instrument recognition more important. This is because musical pieces, especially classical music, are characterized by what instruments are used. In fact, the names of some music genres are based on instrument names, such as "piano sonata" and "string quartet." Musical instrument recognition can therefore be used when one wants to search for certain types of musical pieces, such as piano sonata or string quartet.
Whereas musical instrument recognition studies mainly dealt with solo musical sounds in 1990s (e.g., [1] ), the number of those dealing with polyphonic music has been increasing in recent years. Kashino et al. [2] developed a computational music scene analysis architecture called OPTIMA, which recognizes musical notes and the instruments based on the Bayesian probability network. They subsequently proposed a method that identifies the instrument playing each musical note based on template matching with template adaptation [3] . Kinoshita et al. [4] improved the robustness of OPTIMA to the overlapping of frequency components, which occurs when multiple instruments play simultaneously, based on feature adaptation. Eggink et al. [5] tackled this overlapping problem with the missing feature theory. They subsequently dealt with the problem of identifying only the instrument playing the main (the most predominant) melody on the assumption that the main melody's partials suffer less from other sounds occurring simultaneously [6] . Vincent et al. [7] proposed a new musical instrument identification method based on independent subspace analysis. Kitahara et al. [8] proposed techniques for feature weighting based on the robustness to the above-mentioned overlapping problem and for avoiding musically unnatural errors using musical context.
The common feature in the above-mentioned studies except for [7] is that instrument identification is performed for each frame or each note. In the former case [5, 6] , it is difficult to obtain a reasonable accuracy because temporal variations of spectra are important characteristics of musical instrument sounds. In the latter case [2, 3, 4, 8] , the identification system has to first estimate the onset time and fundamental frequency (F0) of musical notes and then extracts the harmonic structure of each note based on the estimated onset time and F0. Therefore, instrument identification suffers from errors of onset detection and F0 estimation. In the experiments reported in [3] and [8] , in fact, correct data of the onset times and F0s were manually fed.
In this paper, we propose a new technique that recognizes musical instruments in polyphonic musical audio signals without relying on onset detection nor F0 estimation. The key idea of our technique is to visualize the probability that the sound of each of target instruments exists at each time and each frequency. The result of this analysis is a set of images, called instrogram, that are similar to a spectrogram except in that each point represents not the energy of the signal but the instrument existence probability. This probability is defined as the product of two kinds of probabilities, called nonspecific instrument existence probability and conditional instrument existence probability, and these are calculated using PreFEst [9] and the hidden Markov model (HMM), respectively. The advantage of our technique is that errors of calculating one probability do not influence the calculation of the other because the two probabilities can be calculated independently.
INSTROGRAM
The instrogram is a spectrogram-like graphical representation of a musical audio signal, which is useful for finding which instruments are used in the signal. There exists one image for each target instrument, and each image, where the horizontal and vertical axes represent time and frequency respectively, shows the probability that the target instrument is used. An example is presented in Fig. 1 . This example is the result of analyzing an audio signal of "Auld Lang Syne" with respect to piano, violin, clarinet, and flute. This signal, played on piano, violin, and flute, was prepared with the procedure described later, in Section 4. If the instrogram is too detailed for some purposes, it can be simplified by dividing the whole frequency region into some subregions and merging results within each subregion. The simplified version of Fig. 1 is given in Fig. 2 . From the four images of the instrogram or from the simplified instrogram, we can see that the melodies in the high (approx. note numbers 70-80), middle (60-75), and low (45-60) pitch regions are played on flute, violin, and piano.
ALGORITHM FOR CALCULATING INSTROGRAM
Each image of the instrogram is a plane with horizontal and vertical axes representing time and frequency. The intensity of the color of each point (t, f ) in the image represents the probability p(ωi; t, f ) that a sound of the target instrument ωi exists at time t and frequency f . We call this instrument existence probability. It can be calculated as the product of two probabilities:
where p(exist; t, f ) called nonspecific instrument existence probability is the probability that a sound of a certain instrument exists at time t and frequency f , while p(ωi|exist; t, f ) called conditional instrument existence probability is the conditional probability that, if a sound of a certain instrument exists at time t and frequency f , the instrument is ωi. The nonspecific instrument existence probability is calculated using PreFEst [9] . PreFEst models, at each frame, an observed spectrum of the input signal containing multiple musical instrument sounds as a weighted mixture of harmonic-structure tone models with every possible F0. The weight of each tone model represents how relatively predominant its tone model is. We define p(exist; t, f ) as this weight because this weight can be interpreted as the probability that there exists a certain sound at its F0.
The conditional instrument existence probability, on the other hand, is calculated by using HMMs because temporal characteristics of an instrument sound are important in recognizing its instrument. In each possible frequency f , the temporal trajectory H(t, f ) of the harmonic structure with F0 of f can be considered to be generated from a Markov chain of m + 1 models of possible instruments ω1, · · · , ωm and silence. Each model is an HMM that consists of multiple states. Then, p(ωi|exist; t, f ) can be calculated from the likelihoods of paths in the chain.
The instrument existence probability p(ωi; t, f ) can be estimated robustly because the two constituent probabilities corresponding to the note estimation and instrument identification are calculated independently and then integrated by multiplying them. In most previous studies, the onset time and F0 of each note were first estimated and then the instrument of the note was identified by analyzing spectral components extracted based on the result of the note estimation. The upper limit of the instrument identification performance was therefore bound by the precedent note estimation, which is generally difficult and not robust for polyphonic music. Unlike such note-based symbolic approach, our technique is based on a non-symbolic and non-sequential approach that is more robust for polyphonic music.
Nonspecific Instrument Existence Probability
By using the PreFEst, the nonspecific instrument existence probability p(exist; t, f ) is estimated on the basis of the maximum likelihood estimation without assuming the number of sound sources in a mixture. The PreFEst, which was originally developed for estimating F0s of melody and bass lines, consists of three processes: PreFEst-front-end for frequency analysis, PreFEst-core for estimating the relative dominance of every possible F0, and PreFEstback-end for evaluating the temporal continuity of the F0. Because the problem to be solved here is not to estimate the predominant F0s as melody and bass lines but to calculate p(exist; t, f ) of every possible F0 f , we only use the PreFEst-core.
The PreFEst-core models an observed power spectrum as a weighted mixture of tone models p(x|F ) of every possible F0 F . The tone model p(x|F ), where x is the log frequency, represents a typical spectrum of the harmonic structure, and the mixture density p(x; θ (t) ) is defined as (t) such that the observed spectrum is likely to have been generated from p(x; θ (t) ), the spectrum can be considered to be decomposed into harmonic-structure tone models and w (t) (F ) can be interpreted as the relative predominance of the tone model with F0 of F at time t. We therefore define the nonspecific instrument existence probability p(exist; t, f ) to be equal to w (t) (f ). The weights can be estimated using the Expectation-Maximization (EM) algorithm as described in [9] .
Conditional Instrument Existence Probability
The conditional instrument existence probability p(ωi|exist; t, f ) is calculated through the following steps.
Short-time Fourier transform
The spectrogram of the given audio signal is calculated with the short-time Fourier transform (STFT) shifted by 10 ms (441 points at 44.1 kHz sampling) with an 8192-point Hamming window. 
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Harmonic structure extraction
In each possible frequency f , the temporal trajectory H(t, f ) of the harmonic structure (10 harmonics) whose F0 is f is extracted.
Feature extraction
Designing effective features is an important issue in musical instrument recognition. In the field of speech recognition studies, mel-frequency cepstrum coefficents (MFCCs) and Delta MFCCs are commonly used. Although these features may be considered possible to be applied to musical instrument recognition, we designed features optimized for musical instrument sounds because musical instrument sounds have more complicated temporal variations (e.g., amplitude and frequency modulations). We adopt 28 features listed in Table 1 , which are partly modified from those we previously proposed [8] . For every time t (every 10 ms in the implementation), we first excerpt a T -length bit of the harmonicstructure trajectory Ht(τ, f) (t ≤ τ < t + T ) from the whole trajectory H(t, f ) and then extract a feature vector x(t, f ) consisting of 28 features from Ht(τ, f). T is 50 ms in the current implementation.
Probability calculation
We train HMMs, each consisting of 15 states, for target instruments ω1, · · · , ωm and silence, and then consider the time series x(t, f ) of feature vectors to be generated from a Markov chain of those m + 1 HMMs. The problem to be solved here is thus to calculate, for each HMM Mi (i = 1, · · · , m, silence), the probability p(x(t, f )|Mi; t) that the feature vector x(t, f ) is generated from Mi at time t. Because the Markov chain assumes that the model at time t only depends on that at the previous time t − 1, this probability can be calculated by
where p(x(t, f )|Mi) is the probability that the model Mi generates the feature vector x(t, f ) at any time and p(Mi|Mj) is the transition probability from Mj to Mi. Here p(x(t, f )|Mi) is calculated by the trained HMM Mi. The conditional instrument existence probability p(ωi|exist; t, f ) can thus defined to be equal to p(x(t, f )|Mi; t).
Simplifying Instrograms
The instrogram calculates instrument existence probabilities for every possible frequency, but some applications do not need such detailed results. If the instrogram is used for retrieving musical pieces including a certain instrument's sounds, for example, instrument existence probabilities for rough frequency regions (e.g., high, middle and low) are sufficient. We therefore divide the whole frequency region into N subregions I1, · · · , IN and calculate the instrument existence probability p(ωi; t, I k ) for k-th frequency region I k . p(ωi; t, I k ) is defined as p(ωi; t, f ∈I k f ), which can be obtained by iteratively calculating the following equation because the frequency axis is practically discrete.
,
Application to Musical Instrument Identification
The simplest way for applying instrograms to musical instrument identification is to obtain the instrument maximizing p(ωi; t, f ) for each time t and frequency f . However, the results obtained in this way include some errors because it does not take the temporal continuity into consideration. Here, we consider the time series of the instruments maximizing p(ωi; t, f ) for each frequency to be outputs of a Markov chain whose states are the instruments ω1, · · · , ωm and silence. In the Markov chain, the transition probabilities from a state to the same state, from a non-silence state to the silence state, and from the silence state to a non-silence state are more than zero and the other probabilities are zero. Once the most likely path in the chain is obtained, the times when the instrument ωi begins and stops playing can be estimated from the times of transitions from the silence state to the ωi state and vice versa, respectively.
EXPERIMENTS
We conducted experiments on obtaining instrograms from audio signals. We used trio music of "Auld Lang Syne" that Kashino et al. used [2] . Audio data of Auld Lang Syne were generated by mixing audio data of RWC-MDB-I-2001 [10] on a computer according to a standard MIDI file that we input using a MIDI sequencer based on Kashino's score. Target instruments were piano (PF), violin (VN), clarinet (CL), and flute (FL). The time resolution was 10 ms from the beginning to the end of the musical piece, and the resolution was every 20 cent from A2 to A5. The width of each frequency region I k was 600 cent. We used Fujihara's implementation [11] for PreFEst and HTK 3.0 for HMMs.
The results of generating instrograms for four different instrumentations are shown in Fig. 3 . Note that Fig. 3 shows only simplified instrograms due to limited space. Comparing (a) and (b), we can see that (a) has high existence probabilities for the flute in high frequency regions while (b) has very low (almost zero) probabilities. In addtion, (c) has the highest existence probabilities for the violin and the secondarily highest existence probabilities for the piano, whereas it has lower probabilities for the other instruments. Similarly, (d) has high existence probabilities for the piano, whereas it has lower probabilities for the other instruments.
Next, we conducted experiments on musical instrument recognition using the obtained instrograms based on the method in Section 3.4. The accuracy of the recognition is evaluated with (Recognition rate) = (Num of correctly recognized frames) (Num of the whole frames) .
The results are listed in Table 2 . From the table, we can see that the instrogram was useful for musical instrument recognition. on both onset detection and F0 estimation. Whereas most previous studies first estimated the onset time and F0 of each note and then identified the instrument of each note, our technique calculates the instrument existence probability for each target instrument in each point of the time-frequency plane. This non-symbolic approach made it possible to avoid bad influences caused by errors of the onset detection and F0 estimation. In addition, by introducing a Markov chain whose states correspond to target instruments and silence for every possible F0, we achieved the identification of musical instruments (i.e., to symbolize the instrogram analysis) for polyphonic music.
CONCLUSIONS
Although we have applied instrograms to musical instrument identification in this paper, the instrograms have a wider range of potentials. If the similarity between the instrograms of two musical pieces can be calculated, for example, it will make instrumentation-similarity-based music information retrieval possible. Future work will include the development of such useful applications of instrograms as well as the improvement of the accuracy of calculating the instrument existence probabilities.
