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Modern wireless communication systems strive to enable communica-
tions at high data rates, over wide geographical areas, and to multiple users.
Unfortunately, this can be a daunting task in practice, as natural laws gov-
erning the wireless medium may hinder point-to-point transmissions. Com-
munications over large distances (path loss), and physical obstructions in line-
of-sight signals (shadowing) are prime examples of such impediments. One
promising solution is to deploy intermediary terminals to help reestablish such
broken point-to-point communication links. Such terminals are called relay
nodes, and the corresponding systems are referred to as being relay-aided.
As in the case of point-to-point communication, design of efficient trans-
mission and reception techniques in relay-aided systems depends on the avail-
ability of propagational channel state information. In practice, such infor-
mation is only accurate to a certain degree which is governed by overhead
constraints, feedback delay, and channel fluctuations due to mobility. Under-
standing the impacts of such partial channel state information, and devising
vi
transmission and reception methods based on such understandings, is the main
topic of this dissertation.
The transmission protocol classifies relays as either one-way, where the
relay receives signals from one terminal, or two-way, where the relay receives
signals from more than one terminal. Designs and solutions for both one-
and two-way relaying systems are presented in this dissertation. Emphasis is
placed on two-way relaying systems given their superior efficiency in utilizing
channel resources. For one-way relaying this dissertation presents power load-
ing strategies for multiuser-multicast systems derived based on the availability
of full or partial channel state information at the terminals.
In the case of two-way relaying, both single and multi-user systems are
analyzed. For single-user two-way relaying, this dissertation presents optimal
methods of acquiring partial channel state information via pilot-aided channel
estimation methods. This includes an analysis of the effects of channel estima-
tion upon the system sum-rate. Also, the design of channel equalizers exhibit-
ing robustness to partial channel state information is proposed. For multi-user
two-way relaying, this dissertation presents several precoding strategies at the
relay terminal(s) to combat the effects co-channel interference in light of the
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“I do not think that the wireless waves I have discovered will have
any practical application.”
Heinrich Hertz (1857− 1894)
Hertz was a great physicist and an engineer at heart. Sadly, he did not live to
see much of the aftershock of his experiments on the first wireless transceivers.
Nonetheless, the epoch of the modern wireless age is deeply rooted in the
practical experiments conducted by Hertz and his peers. Such work has set a
foundation for one the most ambitious and enthralling human undertakings:
ubiquitous wireless communications.
Today the numbers are truly staggering. According to the Interna-
tional Telecommunications Union, it is estimated that the worldwide number
of wireless mobile subscribers surpassed 5.3 billion in 2010, indicating a near
two-fold increase since 2006 [54]. Saturation of mobile signal coverage (90%
worldwide in 2009), the adoption of smart-phones, and the stagnant rates of
fixed telephone lines paint a clear picture for the road ahead: providing higher
and more reliable data rates to mobile subscribers via broadband wireless.
1
As in the days of Hertz, success ultimately rests on strong theoretical and
applicable research in the area.
In this dissertation I focus on the capabilities of relay terminals when
applied to conventional wireless systems. With applicability in mind, I target
cases where the wireless system is presented with the less than ideal circum-
stance of partial channel state information. I begin this introductory chapter
in Section 1.1, briefly motivating the transition from conventional point-to-
point wireless systems to ones that employ relay terminals. The importance
of both full and partial channel state information is addressed in Section 1.2.
I conclude the chapter with a thesis statement, summary of contributions,
notations and organization for the rest of the dissertation.
1.1 From Point-to-Point to Relay-Aided Communica-
tions
In its most basic form, a wireless communications system consists of two
terminals that wish to convey data with one another over a wireless medium.
This is commonly referred to as a point-to-point communications model, shown
pictorially in Fig. 1.1. State of the art ubiquitous wireless communication
systems thrive to provide solutions that enable such communications at high
data rates, over wide geographical areas, and possibly to multiple user-pairs
sharing the same wireless medium resource. Unfortunately, such demands are
often conflicting, hence forcing system designers and engineers to devise ever




Figure 1.1: Point-to-point communications
division multiplexing (OFDM) [7,137], and iterative receivers are prime exam-
ples in this direction used in state-of-the-art systems today. Even with such
efforts, point-to-point communications is deemed to arrive at its performance
boundaries. The ever increasing complexity of such design approaches has
motivated researchers to investigate new topological and infrastructure-based
venues. The addition of multiple antennas and discovery of multiple-input
multiple-output (MIMO) communications [128], and more recently, topologi-
cal cell-reduction via femto-cells [14] are examples in this direction. The uti-
lization of relay terminals has also gained considerable traction in recent years.
Fig. 1.2 illustrates a relay-aided wireless communication system, sim-
ilar to the original model conceived and studied first by van der Meulen [129].
Modern relay-aided systems are perhaps best explained through their clas-
sifications. In fact, there exist many different classifications for relay-aided
wireless systems today. For instance, from a signal processing stand-point one




Figure 1.2: Relay-aided wireless communications
In regenerative relaying, the relay attempts to decode the source ter-
minal’s data stream. Decode-and-forward (DF) relaying [79] is a well-known
method in this category where the received data from the source is de-modulated,
decoded, processed and subsequently re-encoded and re-modulated at the
relay before it is retransmission to the destination. Alternatively, in non-
regenerative relaying, linear signal processing techniques are adopted. Amplify-
and-forward (AF) [79] relaying is a well known method in this category where
the received data from the source is scaled (amplified) prior to its retransmis-
sion to the destination, and no attempt is made by the relay to decode the
data. Similarly, to account for multiple data streams (for example originating
from multiple antenna transmissions), a non-regenerative relay may employ
linear precoding to construct linear combinations of the data streams prior
to retransmission to the destination. The AF and DF relaying methods are
conceptualized in Fig. 1.3.
The choice between regenerative and non-regenerative relaying is often
4
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Figure 1.3: AF relay scales the input, DF relay thresholds (detects) the input
non-trivial and ultimately relies on several system design considerations. In
this dissertation I choose to focus on non-regenerative (AF) relaying for the
following main reasons:
Complexity: Owing to decoding and encoding procedures, from an imple-
mentation point-of-view, DF relaying presents more complexity com-
pared to AF relaying at the relay baseband.
Latency: Decoding and encoding operations require processing time and may
cause undesired latency in reception to the end user.
Overhead: Precise knowledge of the wireless channel linking the relay to the
5
source terminal is essential to the correct decoding of the signals. Such a
requirement is not as stringent for AF relaying as the relay may always
scale (down) the signals to meet its own power requirements, regardless
of the channel conditions. Additional overhead is also needed in DF
relaying to identify the modulation and coding scheme utilized by the
source.
Efficiency: Despite strong error-correction coding by the source, the relay
may still fail to decode the signals. As a result, duplicate transmis-
sions may be required in a DF setting, resulting in lower communication
efficiency.
Relay-aided systems may be further classified in terms of the trans-
mission protocol. A practical constraint on wireless systems that states that
it is it difficult to design hardware (antennas, RF chains, etc.) enabling ter-
minals to transmit and receive signals simultaneously. This is known as the
half-duplex constraint. For example, in point-to-point communications, such
as in Fig. 1.1, terminals A and B must take turns in transmitting their data
to each other, and as a result at least two time slots are required to complete
a full round of information exchange between the terminals. The relay-aided
communication system in Fig. 1.2 is no exception. As such, the relays studied
in this dissertation are assumed to be either transmitting or receiving signals
at any time, regardless of the transmission protocol. In one protocol, named
unidirectional relaying (also known as one-way relaying), the source and des-
tination take turns transmitting to the relay such that at any given time (or
6



















Figure 1.4: Relay classification based on transmission protocol
channel instance) information flows either from the source to the destination
(downlink) or from the destination to the source (uplink). So, while in a con-
ventional point-to-point wireless link two time slots are sufficient to transmit
the downlink and uplink signals, the same objective requires four time slots
in one way relaying1. Fig. 1.4 illustrates this operations, where in the first
time slot, i.e. phase I, source terminal A transmits the downlink data stream
to the relay. After processing (DF or AF), the relay forwards the signal to the
destination terminal B during phase II. Phases III and IV follow in the same
manner for the uplink signal.
1More precisely, this loss is manifested by a 1/2 pre-log factor in the capacity, thus
limiting the multiplexing gain at the high signal-to-noise ratio (SNR) regime [8].
7
The one-way relaying protocol raises an important question:
“How is relay utilization justified in spite of the fact that incorpo-
rating a relay is, at best, only half as efficient in utilizing channel
resources compared to conventional point-to-point transmission?”
One answer is that relays may be viewed as enabling, i.e. add-on,
technologies to point-to-point transmissions. This becomes clear in light of a
fundamental, yet practical, law governing point-to-point transmission: for a
destination to reliably detect and decode the source signal, it must receive that
signal at a power sufficiently above its thermal noise level. As it turns out, this
may be a daunting task in practice since the direct path between the terminals
in Fig. 1.2 may be impeded. For example, in Fig. 1.5(left) a building obstructs
the direct path between the terminals, creating what is known as shadowing
in wireless communication literature. Without additional scattering, terminal
B will not receive an intelligible signal, i.e. the source is caught in a dead-
zone. Another closely related phenomenon is (large-scale) fading in wireless
communication literature, which states that in free space, the received power at
the destination decreases with the increasing distance (squared) between the
source and destination. Consequently, without increasing the output power
from terminal A, the received power at terminal B will inevitably reach the
noise level as it moves away from terminal A. As illustrated in Fig. 1.5,
utilization of a relay terminal can help remedy the broken (impeded) point-
to-point links under shadowing or fading.
8
While phenomena such as shadowing and fading help justify the use-
fulness of (one-way) relays, the loss in spectral efficiency arising from the
half-duplex constraint remains unaddressed. Recently, a bi-directional relay-
ing scheme (also known as two-way relaying) was proposed by Rankov and
Wittneben [115] showing how a portion of the spectral efficiency loss in half-
duplex one-way relaying may be regained when concepts derived from network
coding [117] are applied to the physical layer of wireless system. The principle
idea is to properly exploit the shared broadcast channel inherent to the wireless
medium. This is best explained in the context of the transmission protocol.
Fig. 1.4(right) depicts the two-way relaying transmission protocol,
where in the first time slot, i.e. phase I, terminals A and B simultaneously
transmit signals to the relay. This is commonly termed the multiple-access
(MAC) phase. The relay jointly processes the superposition of the signals.
Similar to one-way relaying, such processing may be regenerative2, in which
the relay decodes the data streams from MAC phase, or it may be non-
regenerative3, where the relay simply scales (amplifies) the superposition of
the signals. In either case, during phase II a single message pertaining to
both A and B is transmitted to the terminals in what is commonly termed
the broadcast (BC) phase. As a result, a total of two time slots are utilized
for completing one transmission cycle between the terminals and the spectral
efficiency is expected to improve over one-way relaying4. The two-fold im-
2Also called physical-layer network coding or decode-and-forward two-way relaying.
3Also called analog network coding or amplify-and-forward relaying.







Figure 1.5: Impeded point-to-point communications remedied by a relay
provement in spectral efficiency afforded by two-way relaying has been verified
by simulation [115] and analytical methods [50]. Given such a potential, the
majority of this dissertation focuses on the two-way relay channel.
1.2 Channel State Information
In wireless communication systems, the electromagnetic waves emanat-
ing from radio-frequency (RF) front-ends of source terminals travel wirelessly







Figure 1.6: Wireless channels and channel state information
ing their intended destinations. The collective medium in which these waves
travel through is commonly referred to as the wireless channel5, and knowl-
edge regarding the channel is simply called channel state information (CSI).
Regardless of how complicated the physical channel is, mathematically, it may
essentially be represented as a mapping (function) which accepts the source
signal as input and produces the signal at the destination front-end as an out-
put. Such an abstraction is depicted in Fig. 1.6. In this context CSI refers
simply to knowledge regarding the mapping f(·), either at the receiver or at
the transmitter, or at both sides.
1.2.1 Theory: Benefits of Full CSI
CSI finds many uses at the source and the destination terminals. At
the source, CSI may be used to adapt the transmitted waveforms to the wire-
less channel, for example by increasing the transmit power for symbols that
experience extreme fading or increasing the data rate when the channel fading
5This may include effects of RF baseband filters.
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is favorable. While CSI is optional at the source, it is often a necessity at the
destination6, since it enables the destination to effectively reverse the channel
mapping and discover the actual transmitted signal from the source. In sys-
tem design theory often a full CSI condition is assumed, such that the CSI is
known instantaneously and perfectly at the terminals. Such an assumption is
useful, since it helps to provide performance measures such as system capacity
and error-rate. Unfortunately, full CSI is hardly realized in practical wireless
systems for the following main reasons:
Channel variation: In reality, the wireless channel is rarely constant. It may
change over time, frequency and certainly over space. As such, the CSI
also fluctuations in time, frequency and space making the assumption
that a terminal knows the CSI instantaneously rather stringent.
Thermal noise: The mere fact that the radio-frequency front-end is contam-
inated by random noise concludes that the channel seen from the receiver
point of view can never be deterministically, i.e. perfectly, known.
Feedback CSI: Sometimes CSI is realized at a terminal (for example at the
transmitter) via feedback of CSI that has been gained at another ter-
minal (for example at the receiver). Even if such CSI was perfect at
the originating terminal, the feedback link in which it is conveyed is not
error-free. As such, the terminal receiving the CSI over the feedback link
inevitably receives it imperfectly, i.e. partially.
6Such systems are often called coherent in wireless communication literature
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In summary, while full CSI is attractive from a theoretical point of
view, real systems must be designed under partial CSI considerations. The
means of realizing partial CSI in wireless systems is a vast research area, and
one in which I focus on in this dissertation. Specifically, my focus will be in
the context of relay-aided communications.
1.2.2 Practice: Acquisition and Utilization of Partial CSI
Given the important role of CSI in wireless systems, it is imperative to
device some means of acquiring partial knowledge regarding it. A prevalent
method is known as pilot-symbol aided modulation (PSAM), first analyzed by
Cavers in [11] as a simple and effective means of estimating multi-path mobile
channels. In PSAM, a set of symbols commonly referred to as pilot symbols
are multiplexed into the source data stream prior to data transmission. These
symbols are known a-priori to both the source and the destination. The
received symbols corresponding to the pilot symbols can be used at the source
to obtain CSI, and if need be, track the communications channel. Since its
introduction, PSAM has been rigorously analyzed and optimized both in terms
of average error-rates [11,12,41], and average throughput performances [103],
[104], for slow and fast-fading environments. The robustness of the technique
and its simplicity have resulted in a multitude of applications for the use of
PSAM in coherent digital wireless communication systems.
Finally, with regard to the complexity of wireless channels, the no-
tion of instantaneous CSI seems demanding. Sometimes the definition of CSI
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is relaxed from instantaneous knowledge to statistical measures such as the
probability density function of the channel. Surprisingly, statistical CSI is of-
ten sufficient for optimal or near-optimal designs. For example, in Appendix
1, I illustrate how knowledge regarding mean and covariance measures of the
channel are sufficient to design optimal PSAM for MIMO systems under co-
channel interference and also relay-aided MIMO systems. Such a theme is
carried throughout this dissertation, leading to my thesis statement below.
1.3 Thesis Statement
I defend the following thesis statement in this dissertation:
Efficient acquisition and accurate characterization of channel state
information in relay-aided communication systems can lead to near-
optimal linear processing designs that are robust to channel imper-
fections.
1.4 Contributions
My contributions in this dissertation are summarized below. I believe
such contributions may be applicable to current and future relay-aided wireless
systems such as ones studied by the IEEE 802.16j and the 3GPP LTE-Adv
standard bodies.
1. Design and analysis of the performance one-way relaying systems under
partial channel state information. This item includes:
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(a) Design of power loading strategies for single-user and multicast
OFDM wireless links with non-regenerative relaying.
• Deriving a joint max-min power loading strategy for the single-
user case and showing how it is optimal at large SNR.
• Deriving disjoint power loading strategies that require channel
state information either at the source, or at the relay, but not
at both.
• Deriving a max-min equalizing solution for multicast scenarios.
• Deriving linear solutions based on prioritizing the users in the
network.
2. Design and analysis of the performance two-way relaying systems under
partial channel state information. This item includes:
(a) Design of interference management strategies for “shared relays”
under partial and full base station coordination.
(b) Development of linear precoding techniques for the relay of a multi-
user multi-antenna system.
• Deriving linear relay precoding solutions that maximize metrics
based on users’ SINR.
• Developing an iterative algorithm to solve for the linear relay
precoding via gradient ascent.
• Proving that some solutions based on the SINR formulation
also satisfy the optimality condition for sum-rate maximization.
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(c) Development of channel estimation methods for MIMO amplify-
and-forward relaying.
• Deriving linear minimum-mean-square estimation of composite
as well as individual channels.
• Proving an optimality for one-way relaying channel estimation
in the context of two-way relaying.
• Proving that orthogonal pilots minimize the composite and in-
dividual mean-square errors.
• Deriving lower-bounds on the sum-rate and showing that the
orthogonal pilots perform well against the bound.
(d) Design of channel equalizers that are robust to partial channel state
information.
1.5 Notation
I use the following notation throughout this dissertation. Vectors and
matrices are represented by bold lower- and upper-case letters, respectively.
CM is the M -dimensional space of complex numbers, and 4= is an equation-by-
definition. (·)T is the transpose, (·)∗ is the conjugated-transpose while (·)−1
and (·)† are the matrix inverse and pseudo-inverse, respectively. vec(·) collects
the columns of a matrix into a vector. The complex zero-mean Gaussian
distribution is denoted by CN(0,Υ), E{·} is the expectation operation, tr(·)
is the trace of a matrix, I is the identity matrix while 0 is a vector of zeros.
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1.6 Organization of Dissertation
In Chapter 2, I present power loading solutions for fixed-rate OFDM
systems employing non-regenerative relays. In Chapter 3, I highlight the signif-
icant role of the various types of interference in cellular networks utilizing one-
and two-way relays and propose several interference management techniques.
In Chapter 4, I address the problem of relay (linear) precoder design when
multiple users share a relay connected to a single base station. In Chapter 5,
I propose techniques in acquiring CSI in MIMO two-way relaying systems, i.e.
channel estimation, accompanied by an analysis of the effects of such tech-
niques on the system sum-rate. With partial knowledge of the channels at the
receiving terminals, in Chapter 6, I solve the problem of designing linear chan-
nel equalizers that are robust to channel estimates. I conclude the dissertation
in Chapter 7 with a summary of results and recommendations for future work.
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Chapter 2
Power Loading for Multicast OFDM Systems
Adaptive power loading is one application of CSI at the transmitters
of wireless communication systems. Power loading can be useful in systems
that utilize orthogonal frequency-division multiplexing (OFDM) for broadband
data transmission. This chapter considers power loading strategies for single-
user and multicast OFDM wireless links in the presence of a non-regenerative
relay node. We investigate this problem under both complete and partial CSI
feedback assumptions. We present an overview of prior work and motivate our
proposed strategy in Section 2.1. We formulate the power loading problem in
Section 2.2 and proceed with single-user joint and disjoint solutions in Section
2.3. Section 2.4 is completely devoted to multicast solutions. Section 2.5
presents simulation results for both the single-user and the multicast solutions.
2.1 Prior Work and Motivation
Of the many strengths of OFDM [137], adaptive power loading has
shown great potential in dealing with fading channels. This notion dates back
c©2009 IEEE. Reprinted, with permission, from A.Y. Panah and R.W. Heath, Jr.,
“Single-User and Multicast OFDM Power Loading with Non-Regenerative Relaying,” IEEE
Transactions on Vehicular Technology, vol. 58, no. 9, pp. 4890-4902, Nov. 2009.
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to pioneering works on adaptive multi-tone modulation (see [19], [7] and [42]).
Power loading over the frequency band, when used in conjunction with adap-
tive bit-loading, has also shown great potential in boosting the performance of
modern system deployments based on orthogonal frequency-division multiple
access (OFMDA) [28,72,73,84,86,101,111,122].
Benefits of OFDM-Relaying
As discussed in Chapter 1, wireless relaying (an idea that similar to
OFDM , originally dates back to the 1970’s) uses one or more relay nodes
to help a source and destination communicate. Relaying promises numerous
benefits in system deployments including reduced capital expenditure costs
versus base station deployment, increase in system throughput [75], enhanced
reliability [80], load balancing [142], and coverage extension [147]. The benefits
of relaying may also be reaped in OFDM(A) systems to provide broadband
services, as exemplified by IEEE’s 802.16j addition of relaying to the IEEE
802.16e standard [108]. In fact the notion of system design based on relaying
in conjunction with OFDM has shown potential in bringing together the si-
multaneous needs to provide reliable service to cell-boundary users, and the
high data rates promised by mobile WiMAX. Initial research in this area has
mostly targeted the problem of resource allocation for OFDM-based relaying
(see e.g. [5, 49,53,78,99,119,143] and references therein).
Other work has analyzed various effects of power allocation for such
networks. Until now, however, most work in this area has concentrated on
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methods of maximizing the achievable sum-rates by sending potentially dif-
ferent rates on each subcarrier (see e.g. [45, 48, 130]). Optimizing the power
allocation for at a fixed-rate on all subcarriers has received less attention.
Such a fixed-rate approach is motivated by our multi-user solutions which are
specifically configured for a multicasting scenario, defined is the transmission
of common information to a group of users [76,81,88,97,100].
The Case for Multicasting
Multicasting solutions for cellular deployments primarily focus on im-
plementing services for high definition audio-video broadcast (in the sense of
broadcast television and digital radio), which are often transmitted at a fixed
rate as dictated from the application layer. For example, multicasting in the
long term evolution (LTE) of UMTS strives for a spectral efficiency of 1 bps/Hz
at the cell edge of suburban environments, which translates to 16 mobile TV
channels at around 300 kbps per channel in a 5 MHz carrier [95,96,125]. Cov-
erage in such is system is hence defined as the probability of packet error
falling below a certain threshold. The the objective is then to maximize cov-
erage, i.e. minimize packet error rate, for a given, i.e. fixed, rate. Error-rate
minimization at a fixed rate is also investigated from a precoding perspective
in [24] and [90] and from a power loading perspective in [42].
From a physical layer perspective, system performance in multicast sys-
tems is determined by the user with the weakest link. The authors of [56] study
such limitations from a purely information-theoretic point-of-view by analyz-
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ing the scaling properties of the multicasting capacity for links with multiple
transmitting antennas at the base station, concluding that the multicast ca-
pacity is bounded in the large system limit. The authors of [67] take a more
applied approach by proposing a computationally simple recursive algorithm
in computing the covariance of the transmitted symbols needed to achieve
capacity.
Resource allocation for multicasting with OFDM has been studied by
several authors. Minimizing the sum of all errors over all transmissions, for
example, has been proposed in [23] while the authors of [126] propose sub-
optimal resource allocation for maximizing the sum rate on the downlink.
Some aspects of fair scheduling are discussed in [127] while [121] suggests a
fitness-based suboptimal subchannel allocation algorithm based on channel
structure. The authors of [68] and [69] consider resource allocation to mini-
mize power consumption at the user terminals while the impact of imperfect
transmitter channel state information (CSI) on resource allocation is discussed
in [23]. Other aspects of multicasting such as data scheduling, multicasting
with known interference, and space-time coding for multicasting may be found
in [91] and [65].
Benefits of Relayed-Multicasting
Multicasting in the presence of relays has received less attention in lit-
erature and is the main topic of this paper. The ability to boost the received
power to cell-boundary users−which are the major contributors to the bottle-
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neck in multicasting performance−makes studies in this area very appealing.
Moreover, relay terminals are expected to be used extensively in next gener-
ation systems such as the evolution of LTE known as LTE-Adv. In [64] the
authors consider power allocation for a topology consisting of multiple relays
and a single user; a configuration they call multicasting. The authors proceed
to propose optimal power loading strategies at the relays that minimize the
mean-square error at the destination. Their work, however, is not OFDM-
based and is confined to a single-user scenario. We are unaware of any work
that directly optimizes for the system error-rate for multicast OFDM networks
in the presence of a relay node; where multicasting is defined in the traditional
multiple-user sense.
In this chapter we consider power loading in single-user and multicast
OFDM relay networks. We begin by solving the power loading problem for
a single-user system when CSI is made available to the source and the re-
lay. Our objective is to optimize the power allocation across subcarriers at
the source and relay to minimize the error-rate at the destination assuming
the same fixed constellation is used on all active subcarriers. This problem
is relevant for improving minimum rate performance at the edge-of-the-cell,
and for implementing adaptive modulation with power allocation in systems
without per-subcarrier rate allocation. Our approach is an extension of [42]
to account for the presence of the relay node, where the inclusion of the di-
rect path between the source and destination makes the problem difficult, yet
more appealing from a practical point-of-view. To this end, we formulate the
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post-combining SNR per subcarrier when power loading is realized at both the
source and at the relay node and relate this measure to the vector error rate
of the end-to-end link.
Optimizing the vector error rate as a function of the power loading
strategies is difficult over the entire SNR range, so we consider the optimization
at high SNR where we seek to maximize the minimum SNR. In this regime
we show how a simple max-min solution may be realized by a jointly-identical
power loading strategy at the source and relay. We also propose practical
disjoint solutions that require CSI at the source or at the relay, i.e. partial
CSI, but not at both. Such solutions are based on lower bounds on the effective
SNR at the destination and are appealing not only from a practical point-of-
view but also because they yield system design hints as to where power loading
is best to be conducted.
Leveraging insights gained from the single-user scenario, we also con-
sider power loading in multicast OFDM networks. Fortunately, the joint max-
min solution developed in the single-user formulations will prove useful in this
setting where the performance bottleneck is in the minimum SNR. Obtaining a
solution, however, is considerably more challenging here given that in addition
to frequency selectivity we must also account for the spatial distribution of the
users. Hence the objective here will be to design jointly-identical power load-
ing strategies based on the multicast criteria defined as the maximization of
the minimum SNR. We derive an optimal max-min equalizing strategy to ful-




































Figure 2.1: Power loading for a single user based on CSI feedback.
via a simple example. This trade-off will highlight the greedy tendency of the
max-min solution in configurations with fixed user locations. This motivates
our subsequent solutions based on prioritizing users that have fixed locations
in the network, i.e. designs that give way to providing differentiating levels of
service. Established on least-squares principles, these solutions also have the
added benefit of linearity and may find importance in practical system designs
and emerging broadband relay-based wireless deployments such as those based
on the IEEE 802.16j standard.
2.2 System Model
Consider the uncoded transmission of N baseband symbols from the
source node of Fig. 2.1 over orthogonal subcarriers in two consecutive (and
equal) time intervals. Let xn and x̂n be the the transmitted symbols on the
nth subcarrier from the source and from the relay respectively. Let numeric




n are the received signals at the
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destination node, on the nth subcarrier, in the first and second time slots,
respectively. We omit the superscript for the relay so that rn is the received
signal on the nth subcarrier for the relay node. In the first time slot, we have
at the destination
y(1)n = Hnxn + v
(1)
n , (2.1)
and at the relay
rn = H
′
nxn + vn, (2.2)
where v
(1)
n ∼ CN(0, Nd) and vn ∼ CN(0, Nr) are i.i.d. zero-mean complex
Gaussian noise variables. Hn ∼ CN(0, σ2H) and H ′n ∼ CN(0, σ2H′) are the
channel frequency responses on the nth subcarrier for the S → D and S → R








n ∼ CN(0, Nd) is noise and H ′′n ∼ CN(0, σ2H′′) is the channel frequency
responses on the nth subcarrier for the R → D link. For a non-regenerative
relay, the output signal from the relay is
x̂n = µnrn = µnH
′
nxn + µnvn, (2.4)
where µn is the relay amplification factor on the n
th subcarrier. Now substi-













































It is possible to view (2.6) as a 1 × 2 virtual MIMO channel link modeled as
ỹn = h̃nxn + ṽn where
Rṽ
4
= E {ṽnṽ∗n} =
[
Nd 0
0 µ2n|H ′′n|2Nr +Nd
]
. (2.7)
To whiten the output noise, a maximum-ratio combining vector may be con-




ṽ . Multiplying (2.6) by h
MRC
n yields a post com-


















= E{|xn|2}. Similarly with PRn denoting the average power per















E{|x̂n|2} (at relay). (2.10)
2.2.1 Key Assumptions
Assume that the source symbols, denoted by sn, are drawn from a unit
energy constellation space and that the transmitted symbols are scaled version
of these symbols such that: xn =
√
αnPSsn. The positive scalars αn serve as
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power loading coefficients; distributing the total average power of PS available
at the source between the transmitted symbols such that P Sn = E{|xn|2} =
αnPS. Similarly with power loading at the relay: P
R
n = E{|x̂n|2} = βnPR. To
fulfill the total power constraint of (2.9) and (2.10) these scalers should satisfy
N∑
n=1
αn = 1, αn ≥ 0 (2.11)
N∑
n=1
βn = 1, βn ≥ 0. (2.12)
The amplification factor, µn, serves to impose an average power constraint at










Substituting (2.13) into (2.8), the post-combining SNR as a function of the






αnPSNd|H ′n|2 + βnPRNr|H ′′n|2 +NdNr
. (2.14)
For simplicity we assume that the total network energy is equally di-
vided between the source and the relay. This assumption translates to equal
total power division since we also assume that the source and relay transmit
in equal time intervals, i.e. we let PS = PR = P . Letting Nd = Nr = 1 and
defining P as the system SNR, it follows that
γn = αnP |Hn|2 +
αnβnP
2|H ′n|2|H ′′n|2









(1− Prεn(γn)) , (2.16)
where Prεn is the probability of symbol error on the n
th subcarrier as a function
of post combining SNR. For instance for QPSK modulation and ideal coherent












2.3.1 Full CSI Power Loading Solutions
We now formulate a power loading solution in the high SNR regime.
This is done by recasting the problem into an equivalent single-user OFDM
power loading problem without a relay.
The Joint Max-Min Solution − In the high SNR regime, i.e. P →∞,
(2.15) behaves as1
γn
P→∞≈ αnP |Hn|2 +
αnβnP |H ′n|2|H ′′n|2
αn|H ′n|2 + βn|H ′′n|2
. (2.17)
Note that in this regime, the OFDM error-rate of (2.16) is mostly in-
fluenced by the subcarrier with the lowest SNR. This can readily be verified
1P→∞≈ denotes an approximation at high P .
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where (2.18) comes from neglecting multiplications of probabilities2, (2.19) is
due to Chernoff’s bound3, and the largest contributor to the sum is retained
in (2.20).
Therefore from an error rate point of view it is desirable to maximize
the minimum γn over n. To reach a feasible solution consider the following
iterative algorithm at time stamp (0): For an arbitrary power loading strategy
such as (α,β) = (α(0),β(0)), and for given channel gains |Hn|, |H ′n| and |H ′′n|,
we can always sort the post combining SNR’s in non-decreasing order such
as: γ1(0) < γ2(0) < . . . < γN(0). Since (2.15) is a non-decreasing function
of αn and βn, the minimum SNR, γ1(0), can be increased by fixing α(0) and
increasing β1(0). Depending on the channel gains, this may result in the
shuffling of the SNR ordering; elevating the position of γ1(0). This process can
be repeated jointly on α(0) and β(0). After some number of iterations, say I,
the convergence should lead to SNR’s of the form: γ1(I) = γ2(I) = . . . = γN(I)
or γi(I) = γj(I) ∀i = j. In other words the frequency selectivity of the
2Since Prεn(γn)
P→∞≈ 0.
3Q(x) ≤ (1/2)e−x2/2, tight for x 0 [124, pp. 85].
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composite channel has been equalized leading to equal SNR’s per subcarrier.
The joint dependency of γi on αi and βi, however, makes the iteration process
non trivial. An easy solution would be to search on a subset of solutions where
α = β at each step. From (2.17)
γi(I)
P→∞≈ αi(I)P |Hi|2 +
αi(I)βi(I)P |H ′i|2|H ′′i |2




|H ′i|2|H ′′i |2





|H ′j|2|H ′′j |2
|H ′j|2 + |H ′′j |2
)
, (2.21)














|H ′i|2|H ′′i |2
|H ′i|2 + |H ′′i |2
)−1 . (2.22)








|H ′i|2|H ′′i |2
|H ′i|2 + |H ′′i |2
)−1)−1
.
We call this the asymptotic joint max-min solution (or full-CSI solu-
tion), where by “joint” we mean that the power loading must be done identi-
cally at the source and at the relay.
2.3.2 Partial CSI Power Loading Solutions
The joint max-min solution of (2.22) relies on the complete cooperation
of the source and relay pair in equalizing the destination SNR and requires
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complete CSI to be to made available to the source and to the relay. Thus we
are motivated to examine the marginal cases of suboptimal power loading at
the source or at the relay, independently; avoiding the stringent need of CSI
at both locations. We accomplish this by considering lower bounds on (2.17).
Here we will only be interested in the high SNR regime.
Power Loading at the Source − Assume a known and feasible power
loading strategy at the relay such as β = β(0). With this, the post combining
SNR of (2.15) only depends on α; or the power loading strategy at the source.
Continuing from (2.17) we have
γn
P→∞≈ αnP |Hn|2 +
αnβ
(0)
n P |H ′n|2|H ′′n|2






n |H ′n|2|H ′′n|2




where we used the power constraint (2.11) to infer that αn ≤ 1,∀n and to







We have effectively recast the problem into a single user OFDM power loading
problem without a relay and with and effective channel gain of |Gn|. From [42]
the equalizing solution is of the form α?n
P→∞≈ |Gn|−1/
∑N






n |H ′n|2|H ′′n|2








i |H ′i|2|H ′′i |2
|H ′i|2 + β(0)i |H ′′i |2
)−1 . (2.24)
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Power Loading at the Relay − Assume a known and feasible α = α(0)
so that (2.15) only depends on β. Continuing again from (2.17)
γn
P→∞≈ α(0)n P |Hn|2 +
α
(0)
n βnP |H ′n|2|H ′′n|2






n |H ′n|2|H ′′n|2
α
(0)
n |H ′n|2 + |H ′′n|2
)
, (2.25)
where again we used the fact that βn ≤ 1. Clearly, a derivation similar to the






n |Hn|2 + α
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n |H ′n|2|H ′′n|2










i |H ′i|2|H ′′i |2
α
(0)
i |H ′i|2 + |H ′′i |2
)−1 . (2.26)
This concludes the single user solutions. The underlying strategy here
was to cast the power loading problem as one over an effective channel and
to use previously known OFDM power loading solutions. We showed how
this may be done by using identical power loading vectors for the source and
the relay and briefly discussed disjoint solutions to the problem. In the next
section we extend our results to formulate several multiuser solutions that
rely on the same technique: jointly identical power loading leading to SNR
equalization.
2.4 Multicast Solutions
In this section we are interested in the configuration of Fig. 2.2 where



























































Figure 2.2: Power loading for multiple users based on CSI feedback.
relay, over a shared bandwidth using OFDM modulation with N subcarriers,
i.e. a multicasting senario. We assume the same two-phase transmission pro-
tocol of Section 2.2 and we also assume that the source and the relay nodes
have a priori CSI from all the users and for all the channels on all the links.
Our analysis in Section 2.3 showed how a jointly-identical power load-
ing vector, i.e. α = β
4
= δ, has the ability to equalize the effective SNR at the
destination, hence minimizing the VER in the asymptotic (see (2.22)). The
derivation there was based on the notion of maximizing the minimum effec-
tive SNR over the subcarriers. Fortunately, this notion also finds relevance
in the multicast scenario of Fig. 2.2 where the bottleneck is in the weakest
link. Motivated by this connection, we set the objective of this section to be
the design of jointly-identical power loading strategies based on the multicast
criteria defined as the maximization of the minimum SNR.
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Such an objective, however, presents a bigger challenge compared to
the single user scenario since the multicast criteria must not only be realized
over all subcarriers but also over all users in the network. In other words,
where in the single user scenario the minimum SNR was solely due to the
frequency selectivity of the channel(s), for the multicast scenario we must also
account for the spatial distribution of the users. Fortunately, however, the
spatial distribution of the users may readily be characterized by the corre-
sponding path-loss components arising from the user locations relative to the
source-relay pair. Mathematically, the instantaneous SNR for the kth user on
the nth subcarrier is of the fashion γk,n/lk, where lk > 1 is the path-loss related
to the user position (spatial distribution), and γk,n is related to the channel
gains for that user (frequency selectivity). Any power loading strategy must
take into account both multiplicative sources of fading. In fact the power load-
ing strategy that strictly satisfies the multicast criteria is one that maximizes
the minimum γk,n/lk for all k and all n.
With this brief introduction we proceed to derive the max-min equal-
izing solution satisfying this criteria.
2.4.1 Max-Min Equalizer (MME)
We start by reexamining the single user scenario and the post-combining
SNR resulting from the power loading vector δ = [δ1, δ2, . . . , δN ]
T at the source
and relay. Extending (2.15), the post-combining SNR on the nth subcarrier of
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the kth user is simply γk,n = δngk,n, where













k are the path-loss components for the k
th user on the S→ Dk,
S→ R and R→ Dk links, respectively (see the configuration of Fig. 2.2).





mink,n γk,n = mink,n δngk,n. The question is: “Given arbitrary channel gains,
i.e. gk,n, how should δ be designed to maximize the minimum SNR over all
subcarriers and over all users?” The answer lies in realizing that for any sub-






































= mink gk,n may be viewed as the lumped (effective) channel gain of
all the users. Therefore we have actually folded the multiuser problem back
into the single user scenario; a solution which we have already derived in (2.22).
In summary, in the max-min solution we first determine the minimum












In this way, the minimum SNR is maximized over the set of all users
and over all subcarriers and the multicast criteria is satisfied in the strict
sense. Although optimal in the max-min SNR sense, the MME solution has
one drawback which may perhaps be best explained through an example.
Example 1 − Consider the fixed topology of Fig. 2.6, where the total
number of users in the network is K = 2 and where one user is considerably
closer to the source-relay compared to the other user. Let us denote the former
user as the strong user, indexed by k = 1, and the latter user as the weak user,
indexed by k = 2. By simple inspection of (2.27), and by taking into account
the facts that (a) l1  l2, l′′1  l′′2 , l′1 = l′2 and (b) the statistics of the channel




k,n ∼ CN(0, 1), ∀k, n, it
is safe to infer that on average the effective channel gain due to the weak
user is less than that of the strong user on any subcarrier. In other words
E{g2,n} < E{g1,n} ∀n, where the expectation is over the channel gains H,H ′
and H ′′, for fixed path-loss components. As a result, one would expect the
elements of the lumped channel, defined previously as g̃n = mink gk,n, to be
mostly comprised of the effective channel gains of the weak user, i.e. g2,n.
This is intuitive since the MME solution is naturally biased toward equalizing
the effective channel of the weak user. The point to make, however, is that
in doing so, the MME solution tends to reduce the effective channel gains
pertaining to the strong user. This phenomenon may easily be justified in our





k,n are such that g2,n < g1,n ∀n. In which case we would have
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g̃n = mink gk,n = g2,n ∀n, meaning that the MME solution is completely
devoted to the equalization of the weak user. As a result, and from (2.22), the







as the harmonic mean [55]), while the effective SNR for the strong user, i.e.
γ1,n = δng1,n, undergoes complete random power allocation via δn ∀n.
Fig. 2.3 further clarifies the discussion with a simulation consisting of a
single snap-shot of the post-combining SNR γk,n = δngk,n for the fixed topology
of Fig. 2.6. We first take note on the wide dynamic range (≈ 10 dB) between
the amplitudes of the weak user’s SNR versus the strong user’s SNR. This is of
course a reflection of the wide positioning of the users in the network. Second,
since g2,n < g1,n, hence g̃n = g2,n and the MME solution exclusively equalizes
the SNR of the weak user. With this process the minimum SNR for this user
is lifted by 8 dB which should create more favorable conditions for this user
in terms of VER. We note, however, that this improvement has come at the
cost of about a 5 dB reduction in the minimum SNR pertaining to the strong
user, owing to the randomness of the power loading vector for that user.
Example 1 serves to illustrate the fundamental trade-off present in the
MME solution and highlights its greedy tendency in configurations with fixed
user locations. The question now is whether we can leverage this trade-off to
gain more control on the behavior of the solution. Is it possible, for instance,
to shift some of the gains obtained for the weak user toward achieving less
degradation in the performance of the strong user? For example referring to
Fig. 2.3, is it possible to leverage some of the 8 dB gain for the weak user to
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achieve a lower than 5 dB drop for the strong user? We stress that such lever-
aging may be important in practical system designs and wireless deployments.
For instance, a group of users in the network might be paying a premium
to receive high-fidelity, uncompromisable, multimedia data transmission [65].
Unfortunately, the MME solution is ill-suited to handle such scenarios owing
to the fact that it is fundamentally unconstrained in the sense that it does not
differentiate between the users in the network. Instead it operates on a single,
system-wide, parameter γ
(kn)
min , i.e. the minimum SNR over the entire network.
We now propose solutions that allow such leveraging.
2.4.2 Prioritizing Solutions
As highlighted in the MME solution, at high SNR the parameter of
concern is mink,n γk,n, which we denoted as γ
(kn)
min , where the superscript em-
phasizes the fact that the minimization has been taken over k and n. To
prioritize the users, this parameter may also be viewed as two minimizations
of the form γ
(kn)


















is a reflection of the per-user performances. For instance, γ
(1n)
min ∈ γ(k)min is an
indication of the performance of the 1st user over all the subcarriers, irregard-
less of the other users. Also note that γ
(kn)
min ∈ γ(k)min.
Any design based on γ
(k)





min , . . . , γ
(Kn)
min . Pertaining to any one of these elements, say
the kth one, a joint max-min solution may be realized by the power loading
38



























system bottleneck w/o power loading
drop in minimum 
SNR due to MME
power loading
increase in minimum 
SNR due to MME
power loading
Figure 2.3: Drawback to the MME solution. N = 64, L = 4, P = 40 dB.
vector δ̃k = [δ̃k,1, δ̃k,2, . . . , δ̃k,N ]
T . In fact (2.22) also shows that when equaliz-







or the harmonic mean [55] of the effective channel gain
for the kth user (defined in (2.27)). To obtain this SNR the source-relay pair
need to distribute their respective total average powers according to (2.22).
We also know from the single user joint solution (see (2.22)) that the elements
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Figure 2.4: Prioritizing solutions. N = 64, L = 4, P = 40 dB.










where gk,i is defined in (2.27), and γ̃k is the resulting SNR. It is clear to see
that given the fact that only one power loading vector may be realized at the
source-relay we cannot simultaneously equalize for all K users. What we seek
is a single power loading vector, denoted simply by δ, that takes into account
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all the individual power loading vectors; each corresponding to an element
of γ
(k)
min. More specifically, and for simplicity, we seek an N−length vector
δ = [δ1, δ2, . . . , δN ]






where wk is the weight coefficient for the k
th user. Since any power loading
vector must satisfy the sum-unity power constraint, i.e. 1T δ̃k = 1 ∀k, it is
easy to see from (2.32) that the weight coefficients must satisfy
K∑
k=1
wk = 1, (2.33)
in order for δ to also satisfy the sum-unity constraint.
We stress that such linear modeling is not only mathematically appeal-
ing but the use of weights also serves to highlight the prioritizing nature of
the designs in this section. Users that are assigned the higher weight coeffi-
cients have a more favorable situation for equalization. In other words, our
linear combination model introduces fairness into the problem formulation;
a crutial property lacked in the max-min solution and one of importance in
practical systems (see Example 1 above). We note that proportional fairness
has already been studies in terms of scheduling for OFDM based multicast-
ing (see [127] and referenced therein), where the authors propose a max-min
formulation based on total multicast throughput. The authors observe that
in any multicast system, total throughput is reduced due to the dependency
on the lowest channel gain. Thus, it is important to solve the optimization
41
problem for maximizing total data rate of all the users. However, in practical
systems, one should consider not only total throughput but also fairness [127].
Our prioritizing formulation in (2.32) is analogous to this approach, expect
that the formulation is based on per-user SNR equalization and VER mini-
mization, as opposed to total throughput maximization. The choice for the
weight coefficients wk is generally a design preference, and in light of different
interpretations of the notion of fairness we proceed to formulate a group of
solutions below.
Fair Equalizer (FE)
A solution that is fair to all the users−or one with no prioritizing−would
be of the form of an equal-weighted average of all the different power loading
vectors w
(FE)


















The FE solution is important for two main reasons: its inherent simplicity and
its non-prioritizing nature; both which serve to make it a baseline solution.
Proportional Equalizer (PE)
The FE solution does not differentiate between the spatial fading com-
ponents of the users, i.e. path-loss components. Example 1 (along with Fig.
2.6) highlighted the importance of widely-disparate path-loss components in
fixed topologies. To account for the observations in that example, and based
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on current effective SNR conditions, a proportional equalizer strives to give pri-
ority to weaker users by granting them higher coefficient gain values in (2.32).
Since the user channel conditions are captured by the SNR term of (2.27),







, where c0 is constant. Imposing the sum-constraint















Without CSI feedback, equal-power (EP) distribution over the fre-
quency band may be utilized δ
(EP )
n = 1/N . This is essentially the equal-power
strategy of the single user equalization case explained before. The EP solution
serves as a benchmark solution for comparisons with other methods.
Least-Squares Equalizer (LSE)
We now take a less pragmatic approach of minimizing the mean square
distance between the source-relay solution, δ, and each user’s power loading
vector δ̃k. In other words, from (2.31) we know that every δ̃k will exclusively
equalize the kth user SNR stream to the mean harmonic value. We seek a
single δ vector that accounts for all δ̃k’s in a least-squares sense. To this end
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δi − g−1k,i γ̃k
)2
, (2.36)
where we used (2.31) to write the second expression. We now state the opti-
mization problem in the source-relay power loading vector δ = [δ1, δ2, . . . , δN ]
T
δ? = arg min
1T δ?=1
J(δ) (2.37)
This is a standard convex optimization problem and the solution, as derived







Closer examination of (2.38) reveals that the LSE solution is in fact
identical to the FE solution. In other words, the FE is “fair” in the least-
square sense. Inspired by this observation we now show that the PE solution
of (2.35) is actually a hidden solution to a weighted least-squares problem. In
other words the PE solution is “proportional” in the weighted least-squares
sense.
Weighted Least-Squares Equalizer (WLSE)
The underlying motivation for the PE solution was to weigh in favor of
low SNR users as reflected by γ̃k. The LSE formulation may be modified to
account for this observation by recasting the quadratic cost function of (2.36)
44

















δi − g−1k,i γ̃k
)2
, (2.39)
where γ̃−1k ∀k act as weight coefficients. This optimization problem is the same
as (2.37) except it is now over the weighted cost Jγ̃. The solution, as derived












Lemma 1: The PE and WLSE solutions coincide.
Proof: We simply rewrite δ?n as a linear combination of coefficients as formu-






k,nγ̃k. Comparing this with






k,n. Solving for wk using the





2.4.3 Some Concluding Remarks
We conclude this section by briefly touching upon two topics: i) MME vs.
Prioritizing (“How do we choose a solution?”) and ii) MME vs. OFDM.
i) MME vs. Prioritizing − To gain more insight into the differences be-
tween the prioritizing solutions (as we did in Example 1 for the MME solution)
Fig. 2.4 illustrates a snap-shot of the SNRs for the configuration of Fig. 2.6
using the prioritizing solutions developed in this section. We see that although
the MME solution is best for the weak user, it performs rather poorly for the
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strong user. The LSE and WLSE solutions strike a more balanced approach.
Note that since this is only a snap-shot of the channel realizations, in the
next section we will conduct rigorous Monte-Carlo simulations to confirm our
findings and to compare the performances of all the proposed solutions. These
simulations will also give recommendations on choosing between the LSE and
WLSE solutions. For instance, the simulations show that the max-min equal-
izing solution is best suited for networks with random user locations, while the
linear prioritizing solutions work best for fixed networks.
ii) MME vs. OFDMA − We now draw an analogy between the MME
solution and conventional rate-optimizing solutions for OFDM based networks.
It is well known that the process of capacity-optimal resource allocation in
OFDM networks may be viewed as two mechanisms [85]: 1) subcarrier alloca-
tion; prioritizing the users with stronger channel gains. The dual mechanism
in our MME solution is prioritizing for the weaker users as captured by g̃k,n.
2) power loading using the water-filling algorithm; distributing power in favor
of the stronger channel gains. The dual mechanism for the MME is power
equalization in favor of the weaker channel gains using δ(MME). Such a proce-
dure maximizes the capacity of the OFDM networks while the MME solution
minimizes the system error rate.
2.5 Simulation Results
We now present Monte-Carlo simulations for the single user system
model of Fig. 2.1 (with the solutions of Section 2.3), and also for the multiuser
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system model of Fig. 2.2 (with the power loading solutions of Section 2.4).
Setup
We assume that the channels are known perfectly and instantaneously
to all communicating nodes, i.e. we do not consider the effects of chan-
nel estimation or the effects of feedback error. The channel gains (on all
links) are generated from independent channel impulse responses, properly
normalized−with an exponential function−to yield unit average total power,




l = 1. The channel frequency response gains
are Fourier transforms of the corresponding impulse responses, i.e. Hn =
N−1/2
∑L−1
l=0 hl exp(−2jπl(n − 1)/N), for 1 ≤ n ≤ N . The channel length is
fixed at L = 4 for all the links.
We consider an xy−topology where the the source and the relay nodes
are fixed at positions (0, 0) and (0, 0.5), respectively, as illustrated in Fig. 2.6.
In the single-user simulations, the user location is simply fixed at (0, 1). For
the multicast simulation we consider the two sets of solutions proposed in
Sections 2.4.1 and 2.4.2. If the kth user is at a distance dk and d
′′
k from the
source and from the relay4, respectively, then the path-loss associated with
these links is lk = (1 + dk/d0)
2 and l′′k = (1 + d
′′
k/d0)
2, where d0 = 1.
4The source and relay nodes are fixed in location throughout the simulations.
47




















Figure 2.5: Single-user VER performance with N = 16 and L = 4.
Single-User Solutions
For the single-user configuration of Fig. 2.1, the vector error rate
(VER), as defined in (2.16), is simulated via Monte-Carlo simulations over
2 × 106 independent channel realizations per SNR; defined as P in dB. Fig.
2.5 shows the comparative results against equal power loading at the relay
and source, i.e. αn = βn = 1/N . Some observations may be drawn from these
results:
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• The joint max-min solution exhibits superior performance compared to
the equal power strategy over a wide range of SNR’s. For instance at a
typical target VER of 10−3, using the optimal solution leads to over 5
dB in power savings.
• The disjoint solutions are competitive against the equal power strategy
only in high and low SNR regimes. Power loading at the source, for
example, outperforms the equal power strategy only after 36 dB and
yields 3 dB of gain at the 10−3 target level. Power loading at the relay,
on the other hand, is only marginally better than the equal power strat-
egy under 32 dB and is increasingly inferior at higher SNR. Intuitively
this is due to the fact that the power loading at the relay strategy can
only affect the second term in the post combining SNR term of (2.15);
this also suggests that the bound on (2.25) is inherently loose. Interest-
ingly though, the relay power loading strategy marginally outperforms
all other techniques below 30 dB.
• Power loading at the source is better than power loading at the relay
at high SNR. This is also reasonable since at high SNR the source can
power load toward two favorable links while the relay cannot manipulate
the power in the direct link via the first term of (2.15).
Multicast Solutions
The two fundamental parameters of interest in the multicasting solu-
tions of Section 2.4 were: i) γ
(k)
min or the set of minimum post-combining SNRs
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over all the subcarriers for each user (prioritizing solutions), and ii) the mini-
mum of this set, γ
(kn)
min , i.e. the overall minimum post-combining SNR over the
set of all users and over all the subcarriers (MME solution). The multicast
power loading objective was to guarantee a lower-bound on these variables.
For example for designs based on γ
(k)
min (see Section 2.4.1), the objective was to
design a power loading vector such that γ
(k)
min ≥ γ0, for some system parameter
value γ0, which we shall refer to in the simulations as the system tolerance.
The randomness of the channel gains, however, dictates a non-zero probability
that γ
(k)
min < γ0 meaning that the power loading vector has failed to meet the













min , depending on which of the two classes of so-
lutions we are simulating. It is clear that when simulating the prioritizing users
solutions we have a total of K outage probability curves, each corresponding
to one of the elements of γ
(k)
min (one of the users), while for the MME solution
we have a single curve simply corresponding to γ
(kn)
min . The other dependencies
in (2.41) are: the system tolerance γ0, transmit power P , number of users K,
number of subcarriers N , and the power loading vector δ. The outage may be
obtained from the empirical cumulative distribution functions (CDF) of γmin;
via Monte-Carlo simulation.
Simulations for Fixed Topology − Fig. 2.6 illustrates a topology for K = 2
users at fixed locations in the xy plane. This is precisely the topology we
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Figure 2.6: Static User Topology.
used in our exemplifications of the multicast solutions (see Example 1). In
this topology, and relative to the source and relay nodes respectively, the user
located at coordinates (1, 0.2) experiences path-losses of 12.2 dB and 7.4 dB,
while the user located at coordinates (3.5,−0.8) experiences path-losses of 26.4
dB and 24.5 dB. We shall hence refer to the latter as the weak user and to
the former as the strong user. We choose to simulate this specific topology
since such wide discrepancy in the power loss between the two users presents
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Figure 2.7: Fixed topology - Empirical CDF of γ0 = γ
(k)
min for K = 2, N = 16
and P = 40 dB.
a challenging obstacle to any power allocation design. Such a topology is also
appealing in that it captures one of the most essential justifications for using
a relay node, i.e. coverage extension. The weak user in this setting may, for
instance, serve to model a user on the cell-boundary, experiencing unfavorable
SNR conditions, and hence rendering a major contribution to the bottleneck of




min = {γ(1n)min , γ(2n)min}. The first and second elements of this set correspond
to the strong and weak users, respectively. For each user, a corresponding tol-
erance level, γ0, may be defined. For this tolerance level we proceed to obtain
empirical CDF curves for the outage probabilities. The constant parameters
are the transmit power P = 40 dB and the number of subcarriers N = 16.
The resulting CDF curves pertaining to the different solutions are shown in
Fig. 2.7.
One way to interpret this plot is to first consider some outage level, and
check to see which method yields the highest system tolerance γ0, for that level,
and for each user. For instance, for an outage of 10%, the LSE and WLSE
methods yield the highest SNRs for the strong and the weak user, respectively.
In fact, this order of performance is seen throughout the entire outage range.
It is not surprising that the WLSE outperforms the LSE method for the weak
user, since the WLSE gives the weak user priority, i.e. higher weight, in the
formulation of the power loading vector. More generally, Fig. 2.7 shows that
compared to the EP solution, the LSE solution boosts the performance of both
users while the WLSE solution takes a more aggressive approach of yielding
more improvement for the weak user at the expensive of less improvement for
the stronger one.
Another way to see this is to observe how the WLSE tends to move the
CDF curves closer together, toward the center, while the LSE solution tends
to move both curves to the right (higher SNR). This also suggests that the
WLSE attempts to equalize the performances. Also note that for low outage
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Figure 2.8: Random topology - Empirical CDF of γ0 = γ
(kn)
min for K = 2,
N = 16 and P = 40 dB.
levels (which is essentially the region of interest), both the LSE and the WLSE
outperform the EP solution for both users. The MME solutions performs well
for the weak user (as expected), yet it performs poorly for the strong user, as
our discussion in Section 2.4.1 and Fig. 2.3 (and Fig. 2.4) had suggested.
Simulations for Random Topology − We now consider the case where
for every channel realization the user locations are chosen randomly within the
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Figure 2.9: Random topology - Outage vs. K for N = 16 and P = 40 dB.
network. More precisely, the kth user location is (xk, yk) where xk and yk are
uniformly distributed random variables in the intervals (0.5, 2) and (−1, 1),
respectively. In other words, the path-loss components are averaged out in the
Monte-Carlo simulations, leaving only the small-scale effects of the channel
gains. The parameter of interest in this setting is the system-wide variable
γ
(kn)
min , and pertaining to this parameter, various outage probability curves may
be obtained empirically. The results are shown in Fig. 2.8 for P = 40 dB,
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N = 16 and for the different multicast solutions. The MME solution has
the clear advantage here, which is not surprising since the linear solutions are
based on prioritizing the users while the randomness of the network implies
equal-opportunity for all users. In another simulation we fix the outage of Fig.
2.8 to 50% and plot γ0 as a function of the total number of users K in Fig. 2.9.
As expected, the curves are decreasing in K and we note that the MME has
a more graceful fall compared to the linear solutions. This behavior creates
significant gaps in relative performances.
For example, assume that the system requirement is a γ0 of at least 4
dB per subcarrier, and per user. Fig. 2.9 shows that the EP solution is only
capable of accommodating 3 users with this SNR while the LSE and WLSE
solutions can accommodate 5 and 8 users, respectively. The MME solution,
on the other hand, can accommodate almost three times as many users, i.e.
Kmax = 19. Note that this performance gap will be even wider at lower γ0
(e.g. compare γ0 = 2 dB).
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Chapter 3
Inter-Cell- and Self-Interference Management
In this chapter we demonstrate how sharing a multi-antenna (two-way)
relay among several sectors is a simple and cost effective means of achieving
much of the gains of local interference mitigation in cellular networks. CSI
requirements are quite demanding for the shared relay as the information may
relate to different sectors of different cells. Both DF and AF relaying are an-
alyzed and compared. We present an overview of prior work and motivate
our proposed strategy in Section 3.1. Section 3.2 presents the system model
while Sections 3.3 and 3.4 are devoted to details leading to sum-rate expres-
sions for the one and two-way proposed strategies. In Section 3.5 we present
simulations assessing the performance of our solutions.
3.1 Prior Work and Motivation
As pointed out in Chapter 2, the IEEE 802.16j wireless standard was
one of the first commercial standards to embrace the use of relay terminals
c©2010. Reprinted, with permission, from A.Y. Panah, K.T. Truong, S.W. Peters
and R.W. Heath, Jr., “Interference Management Schemes for the Shared Relay Concept,”
EURASIP Journal on Advances in Signal Processing, vol. 2010.
57
within a cellular network [29,39,89,108,118,145]. The use of relay terminals is
also provisioned in many upcoming wireless standards such ones emerging from
the Third Generation Partnership Program’s Long-Term Evolution Advanced
(3GPP LTE-A) task group [3,82,109,123]. Such deployments are expected to
operate under universal frequency reuse patterns so as to maximize area spec-
tral efficiency. Inter-cell interference, therefore, is omnipresent throughout the
network and interference management strategies such as inter-cell interference
coordination [2,9,27,38,114,134,146] are of utmost importance in realizing the
true gains promised by the standards. While to facilitate interference manage-
ment, certain means of exchanging information via the X2 interface connect-
ing the base stations have been foreseen in 3GPP LTE-Advanced, practical
considerations (such as latency) warrant more research toward interference
management at the relay terminals.
Benefits of the Shared Relay Concept
Previously in [109] we evaluated the benefits of several promising re-
laying strategies for 3GPP LTE-Advanced including: one-way shared relaying,
two-way relaying, and IEEE 802.16j relaying. Our simulations revealed some
key behaviors pertinent to each relaying scheme. The two-way relaying strat-
egy, for instance, exhibited severe interference enhancement in both the uplink
and downlink transmissions. This was not surprising since the strategy here
was to amplify-and-forward all received signals at the relays; the amplification
process simply did not differentiate between desired signal and interference (or
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even noise). Even after the subtraction of self-interference, considerable inter-
sector and inter-cell interferences aggregated at the receivers. The demodula-
tion processes were subsequently severely degraded, resulting in relevantly low
total sum-rates. To make matters worse, each sector in each cell contained a
two-way relay terminal which individually contributed to such interferences.
The shared relay concept, however, proved to be well suited to handle
such interferences, providing adequate sum-rate performances comparable even
to base station cooperation schemes. Two factors attributed to the success of
the shared relay concept:
• Interference cancelation: The shared relay did not simply forward signals
to the destination, it first decoded and demodulated the received signals
in the presence of interference, and subsequently forwarded a virtually
interference-free signal to the destination; a process known as decode-
and-forwarding in relay literature [25, 26,33,77,93,135,148].
• Minimal infrastructure: Unlike the two-way relaying scheme (also the
one-way 802.16j scheme), the shared relay concept, by virtue of its name,
was physically shared between several sectors throughout the network.
Naturally, less relays were deployed within the network leading not only
to possible network cost reduction, but perhaps more importantly the
potential to reduce total interference caused by such terminals. As a
result, the shared relay concept exhibited a kind of resiliency to interfer-
ence very much desired from a systems design perspective (see e.g. Fig.
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8 of [109]).
Such benefits, however, come at the expense of increased complexity
both at the relays, to perform successive interference cancelation, and at the
base stations, to perform dirty paper coding. The need for coordination within
the shared sectors and issues in synchronization add to these concerns, di-
minishing the prospects of practical implementation using current hardware
capabilities.
In this chapter, we expand upon our original shared relay concept to
include more intelligent interference management strategies. The main con-
tributions are as follows. For the one-way shared relay, and in contrast to
dirty-paper coding and successive interference cancelation, we reformulate the
transmissions to and from the relay to include more practical linear tech-
niques such as zero-forcing precoding and zero-forcing combining (reception).
For one-way non-shared (IEEE 802.16j-type) relaying, we include a formula-
tion based on base station coordination via multi-cell cooperative processing,
where the coordinated base stations form one virtual antenna array [31, 58].
Here, we consider channel inversion (zero-forcing) in the downlink and joint
processing to form a multiple-antenna multiple access channels in the uplink.
The combination of these strategies improves upon the performance of naive
decode-and-forwarding in our previous work, especially when the receivers are
close to the relay terminals.
Inspired by observations regarding the original shared relay concept (as
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briefly touched upon above) the two-way relaying strategy is also enhanced in
several ways. Firstly, instead of including a relay in each sector of each cell,
we resort to a shared two-way relay model. Secondly, we consider interfer-
ence management, and specifically interference cancelation, at each relay. In
this way, the system benefits from the interference cancelation and minimal
infrastructure attributes enjoyed by the original shared relay concept.
We also address the important fact that the original two-phase two-way
protocol has potential power-masking problems, meaning the downlink signals
might mask the uplink signals in terms of received power at the relay. This is
an artifact of the two-phase protocol where the uplink and downlink signals
are received simultaneously at the two-way relay. As a consequence, if the
relay makes an effort, for example, to decode the uplink signals, it must do so
under extreme interference owing to the downlink transmission.
As a remedy to this problem, we relax the simultaneous transmission
protocol required by the two-way protocol and instead include a three-phase
protocol in which the uplink and downlink transmissions are received at dif-
ferent time slots by the relay. While the three phase protocol takes a hit
in terms of multiplexing gain it is still appealing in many ways compared to
the two-phase counter part. The three-phase protocol provides the relay with
individual processing capabilities of the uplink-downlink signals. As a con-
sequence, the relay has the potential, for example, to distribute its available
resources (such as power) differently between the uplink and downlink streams
as it broadcasts its common message in the third phase (time slot).
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3.2 System Model
Consider a network where the cells are labeled by the set C = {1, 2, . . . , C},
such that C = |C| denotes the total number of cells. Each cell contains a single
base station (BS) with Nt transmit antennas. Moreover, each cell is sectorized
and the sectors of the ith cell are labeled by the set Si = {1, 2, . . . , S}, where
S = |S| is the total number of sectors per cell. For simplicity, we assume
equal numbers of BS antennas and sectors in all the cells and that each sec-
tor contains a single mobile station (MS). Each BS antenna (corresponding to
a sector) transmits one data stream in the downlink (DL) to the MS in its
sector and receives a single stream in the uplink from that MS. The DL/UL




At the joint corner of any three adjacent cells there exists a single
relay terminal equipped with Nr antennas. Such shared relays are labeled by
the set M = {1, 2, . . . ,M}. The purpose of each shared relay is to assist, i.e.
coordinate, the DL and/or UL transmissions occurring in its assigned adjacent
cells.
Specifically, the shared relay assists the transmission in a subset of
sectors in the adjacent cells. For example, consider the mth shared relay in
coordination with adjacent cells labeled by Am = {m1.m2,m3} ⊂ C. Let
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S̃m1 ⊆ Sm1 , S̃m2 ⊆ Sm2 and S̃m3 ⊆ Sm3 denote subsets of sectors in these
cells that are being coordinated. Here, we denote the “sectors of interest”
for this shared relay by the set S̃m = S̃m1 ∪ S̃m2 ∪ S̃m3 . For simplicity, we
assume henceforth that each shared relay coordinates an equal number of
sectors denoted by Nc = |S̃m|,m = 1, 2, . . . ,M . Also since we assume that
each MS has one antenna, each sector of each BS transmits only a single data
stream. Fig. 3.1 shows a typical scenario which we consider in our simulations
consisting of a 3-cell network (C = 3), with each cell sectorized into S = 6
sectors and three center sectors, i.e. Nc = 3, coordinated by a single (M = 1)
shared relay.
Non-Shared (IEEE 802.16j-type) Relay Model
We describe in this section a scenario where IEEE 802.16j-type relays
are used to help the transmission between cooperative base stations and their
associate mobile stations. For fair comparison and practicality, we assume
localized coordination among the base stations serving the same sectors of in-
terest as in the other architectures. In particular, we assume that there exists a
half-duplex decode-and-forward relay in each sector aiding the data transmis-
sion between the base station antenna and one single-antenna mobile station.
Moreover, we assume that base station coordination are deployed for inter-
sector interference management (perhaps, inter-cell interference management
if the sectors belong to different cells) for Nc adjacent sectors, for example,





Figure 3.1: System models for shared relaying (one-way and two-way).
notational convenience, the nodes associated with the k-th sector of interest
are labeled as BSk, RSk and MSk for k = 1, · · · , Nc. The transmissions in
the other sectors are assumed to be uncoordinated and thus cause interference
to the signal reception in the Nc sectors of interest. Let Ni be the number
of uncoordinated sectors. We will henceforth interchangeably use the terms





Boundaries of combined sectors served by coordinated BSs
Figure 3.2: System model for non-shared, 802.16j, relaying with BS coopera-
tion
3.3 One-Way Relaying Schemes
In this section, we present two classes of interference management so-
lutions for one-way cellular relaying. In one scheme, which we call one-way
shared relaying, the shared relay model as described in Section 3.2.1 is uti-
lized. The basis for this scheme is the shared-relay concept explained in depth
in [109], where we evaluated the system employing high-complexity techniques
such as the use of dirty paper coding and joint detection. Here we take a more
pragmatic approach to the shared relay concept and formulate the problem us-
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ing practical transmission-recepetion techniques such as block diagonalization
transmission and zero-forcing reception. In this context, we extend the core
notion of shared relaying to include more sophisticated transmission schemes
that include BS coordination.
In yet another scheme, which we simply call one-way non-shared relay-
ing (or 802.16j relaying), we assume that instead of a shared relay, each sector
of each cell contains a dedicated relay terminal as explained in Section 3.2.1;
a concept also explained in depth in our previous work [109]. Here, we extend
this scheme to include BS coordination as a means of interference management
and explain key concepts relating to this configuration.
3.3.1 Shared Relaying
A conventional shared relay serves multiple sectors, communicating
with multiple base stations and multiple mobile stations located in different
cells. In this manner, a shared relay network operates with less total inter-
ference than a conventional tree architecture, where each relay communicates
with only one base station, and inter-cell coordination is very limited. This re-
duced interference comes with the price of a sophisticated relay with multiple
antennas and the ability to communicate using multiuser MIMO techniques.
The one-way shared relay transmission protocol was explained in more detail
in [109], We begin with a simple non-basestation-coordination setup similar
to the one analyzed in [109], where the transmission protocol was divided into
two phases: i) MIMO multiple access channel (MAC) and ii) MIMO broadcast
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channel (BC). We overview each phase separately below and in doing so we
introduce various notation. While our overview is in the context of the DL
transmission, the UL treatments follows in a similar fashion and is omitted
here.
Multiple Access Channel (MAC): Define hij as the length Nr channel
vector from the BS antenna serving the jth sector of the ith cell to the shared
relay and let sij be the transmitted symbol from this BS antenna. To allow
for possible powerloading over the sectors of each BS we let Es{sijs∗ij} = P bij
and the signals are uncorrelated across the antenna arrays and over the BSs.
Consider the mth shared relay, in coordination with cells Am. The sectors of
interest, i.e. sectors coordinated by the shared relay, are labeled by S̃m. Other
sectors belonging to the cells in Am are termed “inter-sectors” and are labeled
by S̃Im while cells other than Am are termed “inter-cells”. The received signal


























= Hs + ζb + vb + nR, (3.1)
where nR ∼ CN(0, N0I) is AWGN at the shared relay. We dropped the relay
index m for convenience in the last expression and defined the Nr × Nc ma-
trix H whose columns are constructed from hij (for the sectors of interest),
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and s as the vector of transmitted symbols from these sectors. The inter-
sector interference (ISI) and inter-cell (ICI) terms are is collected in ζb and
vb, respectively.
The relay proceeds to decode the transmitted symbols. With Nr ≥ Nc,
a zero-forcing (ZF) receiver will use a spatial filter WDL,1 = H
† = (H∗H)−1H∗
to decouple the streams in the sectors-of-interest and decode the signals from














where P bi is the power of the i
th element of s and qb = Es{ζbζ∗b+vbv∗b}+N0INr
is the interference-plus-noise covariance. The UL is characterized similar to the
DL, with the uplink channels (and signals) replacing the downlink ones. For
instance the received signal at the relay in the UL is yR = Gx+ζm+nR, where
G and x are analogues of H and s in the DL. With WUL,1 = G
† = (G∗G)−1G∗













where Pm is the average transmit power of any MS and we collected all trans-
missions outside the sectors-of-interest in ζm.
Broadcast Channel (BC): Once the relay has decoded the received sig-
nals in the sectors of interest it must broadcast the information to the MSs in
those sectors. While in [109] we assumed a DPC scheme, here we take a more
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pragmatic approach and assume a linear precoder at the relay. Specifically,
we assume the MSs each have a single antenna and therefore receive a single
stream. The precoder at the relay is then designed to cancel, i.e. zero-force,
the channel to the MSs. To this end, define gij as the length Nr channel vector
from the jth MS of the ith cell to the shared relay and assume reciprocal chan-
nel so that the channel from the relay to the MSs in the the sectors of interest
is G∗. Similar to H (above), the columns of G are gij for sectors indexed by
S̃m. The transmitted signal from the relay is r = WDL,2Γŝ, where ŝ is the
decoded signal (assumed to be correct) with unity energy per element and Γ
is a diagonal matrix with elements γi, i = 1, 2, . . . , Nc that controls the power
for each element of ŝ. Moreover Γ is such that the average transmit power of
P r is satisfied at the relay. A ZF filter in this case is WDL,2 = G(G
∗G)−1











The sum rate of the entire communication link from BS to MS in the MAC




min{RDL1 , RDL2 }. (3.5)




min{RUL1 , RUL2 }, (3.6)
and the the average sum of the end-to-end rates of both downlink and uplink






Extension−Base Station Coordination: The shared relay model does
not consider base station coordination. Joint reception and transmission of
disjoint base stations, however, is becoming a practical option for future gen-
eration networks. Thus, shared relays can be envisioned to operate in a net-
work with coordinated base stations, so this section considers such a model for
analysis. For this model, we allow multiple base stations to jointly transmit
(downlink) or receive (uplink) signals to and from the shared relays and we
assume each shared relay still serves Nc of the mobile stations (data streams).
In the first hop of the downlink, the model is now a MIMO broadcast channel,
rather than a MAC channel in the normal shared relay model. Fig. 3.3
shows an embodiment of this scenario where C = 4 cells, i.e. base sta-
tions, are connected via a high capacity backhaul link and are able to co-
operate in real-time (no delay). Here a total of 6 antennas, i.e. S = 6
sectors, are jointly utilized to transmit 6 streams intended for the indicated
M = 2 shared relays. Each relay will decode Nc = 3 independent streams
intended for mobile stations in its sectors-of-interest. This broadcast chan-
nel may readily be realized via block diagonalization. The precoding ma-
trix for shared relay m is in the form of W
(m)
BD = ṼmV̂m, where Ṽm lies in
the null space of H̃m = [H
∗
1 . . .Hm−1,Hm+1 . . .H
∗
M ]
∗, and V̂m is the matrix
with columns of dominant eigenvectors of HmṼm. In this case each relay will
receive Nc streams, free of inter-user interference. Inter-sector interference,
however, is still present (along with inter-cell interference) however fewer sec-




Boundaries of combined sectors served by coordinated BSs
Shared relay stations
Figure 3.3: System model for shared relaying (one-way and two-way)
in cooperation. Similar to (3.1), the received signal at the shared relay is
yR = Ĥs + ζ̃b + ṽb + nR, where ζ̃b and ṽb are equivalent inter-sector and















b}+N0INr . In the second hop of the downlink, the
relays are not able to coordinate their transmissions, so the model resorts to the
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identical MIMO broadcast channel of the conventional shared relay channel.
In other words the relays cannot preform zero-forcing between themselves as
was done in the previous phase by the base stations. Thus, the rate in the
second hop of the downlink (and, conversely, in the first hop of the uplink)
is identical to that of the conventional shared relay channel with zero-forcing
precoding given by (3.4), RDL2,coop = R
DL






In this section, we compute the sum of the end-to-end achievable rates
for both the uplink and the downlink in the model of one-way relaying with
base station coordination. This is the (non-shared) 802.16j-type relay model
explain in Section 3.2.1 and in detail in [109]. The coordinated base stations are
assumed to share perfectly the data to be transmitted and the knowledge of the
channels between base stations and relays via a high-capacity low-delay wired
backhaul link. The information exchange allows for multi-cell cooperative
processing, where the coordinated base stations form one virtual antenna array.
We analyze first the downlink transmission. The downlink transmission
requires two non-overlapping stages. In the first stage, the base stations coor-
dinate their transmissions to each relay, forming a multiple-antenna broadcast
channel; while in the second stage, the relays decode their intended signals,
re-encode and forward to the mobile stations, forming an interference channel.
Let sk be the symbol to be transmitted from the Nc coordinated base stations
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antennas to MSk such that E{|sk|2} = P bk and E{sks∗j} = 0 for j 6= k. We
denote h∗k, where hk ∈ CNc×1, as the channel vector from the K coordinated
base station antennas to the k-th relay. Similarly, let sNi ∈ CNi×1 be the sym-
bol vector to be transmitted from the Ni uncoordinated base station antennas
to their associate mobile users.
We assume that the uncoordinated base station antennas use the same
transmit power P b, then E{sNis∗Ni} = P bI. Also, we denote θ
∗
k, where θk ∈
CNi×1, as the channel vector from the Ni uncoordinated base station antennas
to the k-th relay. Moreover, we assume nk ∼ CN(0, N0) is the noise vector
at the k-th relay. For the first stage of the downlink, although achieving the
capacity of multiple-antenna broadcast channel, the DPC requires an extensive
optimization, leading to significant computational load and overhead. Instead,
for simple analysis and practicality, the channel inversion method is employed.
We assume wk ∈ CNc×1 is the beamforming vector corresponding to
sk. To remove the inter-sector interference within the cluster of coordinated
sectors, we must have h∗jwk = 0 for all j 6= k, i.e., the zero inter-sector
interference constraint. Let us define the combined channel matrix from the
Nc coordinated base station antennas to the (Nc − 1) relays other than the
k-th relay as
Hk = [h1 · · ·hk−1 hk+1 · · ·hNc ]∗. (3.9)
Under the zero inter-sector interference constraint and also to maximize the
desired signal power, wk is nothing but the projection of hk onto the null space
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of Hk. With the set of beamforming vectors, the received signal at the k-th





ksNi + nk. (3.10)
The achievable rate of the first-hop downlink transmission from the Nc coor-








In the second stage of the downlink transmission, after decoding sk, the
relay in the k-th coordinated sector re-encodes it as xk for retransmission to
its associate mobile station in the same sector. We assume P rk is the transmit
power at the relay in the k-th coordinated sector. Let gk,j be the channel
from the relay in the j-th coordinated sector to the mobile user in the k-th
coordinated sector. Moreover, we denote β∗k, where βk ∈ CNi×1, as the channel
vector from the relays in the Ni uncoordinated sectors to the mobile user in
the k-th coordinated sectors.
We assume that xNi is the transmitted symbol vectors from the unco-
ordinated relays. Note that we also have E{xNix∗Ni} = P rI, where P r is the
transmit power at an uncoordinated relay. Let vk ∼ CN(0, N0) be the noise at
the mobile user in the k-th coordinated sector. The mobile user in the k-th
coordinated sector receives





kxNi + vk. (3.12)
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j |gk,j|2 + Pmβ∗kβk +N0
)
. (3.13)
We now analyze the uplink transmission in which the k-th mobile sta-
tion transmits s̃k to the k-th base station. The uplink transmission also re-
quires two stages. In the first stage, the mobile stations transmit signals to
the relays, forming an interference channel; and in the second phase, the re-
lays forward the signals to the base stations, which cooperate to perform joint
processing to form a multiple-antenna multiple access channel. Let g̃k,j be the
channel from the mobile station in the j-th coordinated sector to the relay in
the k-th coordinated sector and φ∗k, where φk ∈ CNi×1, be the channel from
the mobile users in the Ni uncoordinated sectors to the relay in the k-th co-
ordinated sector. Similar to the second-hop downlink channel, we obtain the
achievable rate of the first-hop uplink channel from the k-th mobile station to







j |g̃k,j|2 + Pmφ∗kφk +N0
)
. (3.14)
In the second stage of the uplink transmission, we have a multiple-
antenna multiple access channel since the base stations can cooperate for joint
reception. After decoding s̃k, the k-th relay re-encodes it as x̃k (with E{|x̃k|2 =
P rk}) according to the highest rate supported by the transmission from the k-
th relay to the Nc coordinated base station antennas. Let H̃k ∈ CNc×Nc be
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the channel matrix from the relays in the Nc coordinated sector to the Nc
coordinated base station antennas. We denote Ψk ∈ CNc×Ni as the channel
matrix from the relays in the uncoordinated sectors to the Nc coordinated base
station antennas and x̃Ni as the transmitted symbol vector from the relays in
the Ni uncoordinated sectors. The received signal at the Nc coordinated base
station antennas is
ỹ = H̃kx̃k + Ψkx̃Ni + z, (3.15)
where x̃k = [x̃1 · · · x̃Nc ]T ∈ CNc×1 and z is the noise vector at the Nc co-
ordinated base station antennas. We assume the zero-forcing receiver W =
(H̃∗H̃)−1H̃ is applied to ỹ to decouple the data streams. The achievable data











We assume t ∈ (0, 1) be the fraction of time used for the first-hop
transmission in the downlink and hence (1 − t) is that for the second-hop
transmission in the downlink. The end-to-end achievable rate of the two-hop
downlink transmission from the k-th base station to the k-th mobile station via
the k-th relay station is RDLk =
1
2
min{RDL1,k , RDL2,k}, where for fair comparison
with the other approaches in this chapter, we assume that equal time sharing

















Figure 3.4: One-way and two-way transmission protocols.
This is analogous to (3.8) for the shared relay model. Similarly, the end-to-end
achievable rate in the uplink is RULk =
1
2






min{RUL1,k , RUL2,k}, (3.18)







3.4 Two-Way Relaying Schemes
In this section, we present three classes of interference management
solutions for two-way cellular relaying. Two-way relaying differs from its one-
way counterpart mainly in the structure of the UL-DL transmission proto-
col (see [15, 16, 30, 52, 116] for an overview of two-way relaying). Fig. 3.4
highlights this difference, illustrating how the UL and DL transmissions are
time-multiplexed, the one-way relaying scheme requires a total of four time
slots while the two-way relaying protocol only requires three. In this regard
the two-way protocol is potentially more spectrally efficient than its one-way
counterpart.
Specifically, one complete UL-DL transmission in the two-way protocol
proceeds as follows: i) the BS transmits a signal to the relay while the MS is
silent, i.e. the DL, ii) the MS transmits its signal to the relay while the BS is
silent, i.e. the UL and iii) The relay jointly processes the DL and UL signals
and proceeds to broadcast a unified signal to the BS and MS. After such,
the BS and MS extract their intended signals by first canceling their own
transmitted signal which has essentially been “reflected” off the relay. The
process of subtracting this so called self-interferece is crucial to the underlying
performance of two-way relaying.
In [109] we proposed a two-way protocol in a cellular setting where we
assumed naive signal processing at the relay, meaning that no effort was made
on dealing with interferences other than removing self-interference inherent
to the protocol. As a result the performance of the two-way protocol was
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severely undermined by inter-cell and inter-sector interferences (see e.g. Fig.
(8) of [109]). As a remedy, we now propose more sophisticated relay processing
techniques tailored for the shared relay model (see Section 3.2.1). As our
simulations show, such efforts may dramatically improve the performance of
two-way relaying in interference limited cellular settings.
3.4.1 Decode-and-Forward Relaying
Decode-Superimpose-Orthogonalize-and-Forward (DSOF) Relaying
As a natural extension of the one-way shared relay scheme of Section
3.3, assume that the shared relay decodes its received signal. In two-way
relaying fashion, the following three-phase scheme is proposed.
Phase I - Downlink: the relay receives DL transmission from the sectors
of interest labeled by S̃m while the MSs in these sectors are silent. Denote the
received signal in this phase as y
(I)
R which is exactly (3.1). In fact this is
precisely the MAC phase of the previously discussed one-way shared relay
strategy. Again, using a ZF filter to separate the spatial streams from the BS
sectors the sum rate of (3.2) is achievable.
Phase II - Uplink: The roles of the BS and MSs are reversed in the
sectors of interest. Denote the received signal in this phase as y
(II)
R = Gx +
ζm+nR which is similar to (3.1) exempt formulated for the UL. The MSs each
transmit at a power of Pm to the relay thus forming another MAC phase at
an achievable rate given by (3.3).
Phase III - Relay Processing: The relay constructs a single signal to
79
broadcast to both the BS sectors and the MSs (in the sectors of interest).
Specifically, after decoding the received signals1 from phase I and II the relay
re-encodes the messages and subsequently pairs the signals by superposition at
the signal level. For ease of notation, henceforth consider the three cell network
with a central shared relay and sectors of interest as depicted in Fig. 3.1. Here,
the relay is coordinating one sector in each cell, i.e. |S̃m| = 1. Specifically,
the relay coordinates with the adjacent sectors of each cell which following the
notion of Section 3.2.1 we assume to be labeled as S̃m1 = S̃m2 = S̃m3 = {1}.









, −1 ≤ γ ≤ 1, i = 1, 2, . . . , Nc(= 3). (3.19)
Note how the subscript i denotes a pair of BS-MS in the sector of inter-
est for the ith cell. Next, to spatially separate such BS-MS pairs between the
different cells, the relay assigns unique beamforming vectors wi to each ti. The









= [w1,w2, . . . ,wNc ] with tr(WW
∗) = 1, t
4
= [t1, t2, . . . , tNc ]
T , and P r is
the total average power from the relay terminal. The signal tR is broadcasted
to the sectors of interest pertaining to the corresponding shared relay. Assum-
ing reciprocity in the channels, the received signal in the sectors of interest in
the ith BS is
yi = h
∗
i1tR + ni, (3.20)
1Assuming the decoding is correct.
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where ni ∼ CN(0, N0) is AWGN. Similarly, at the ith MS
zi = g
∗
i1tR + vi, (3.21)
where vi ∼ CN(0, N0) is AWGN. Viewing these signals in corresponding pairs
we define the 2× 1 vector di 4= [yi, zi]T so that
di = [hi1 gi1]
















∗ is a composite BS-MS channel for the ith cell and
ni ∼ CN(0, N0I2). To enforce spatial separation in (3.22), i.e. cancel the
interference from other BS-MS pairs, we set the following constraint on the
beamforming vectors Fiwj = 02, ∀j 6= i. By defining the 4 × Nr matrix
F̃i
4
= [F∗1 · · · F∗i−1 F∗i+1 · · · F∗3]∗, the beamforming vectors may be obtained
from a “block diagonalization” constraint F̃iwi = 04, i = 1, 2, 3. Denote the




i ] and Ui are unitary ma-
trices, Σi is a 4×4 diagonal matrix with nonzero elements and the columns of
V
(1)
i are the corresponding right singular vectors. The Nr × (Nr − 4) matrix
V
(0)
i represents the null-space of F̃i which for Nr = 5 consist of a single column
vector that may be chosen for the beamforming vector wi (with normalization
by
√
3 to preserve the power constraint since ||V(0)i ||22 = 1). With this solution
(3.22) reduces to di = Fiwiti + ni. The self-interference is manifested in the
received signals by substituting for the superposition from (3.19) into (3.20)
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and (3.21). For example, at the BSs we have
yi =
√



























such that the desired signal from the MS may be detected from ỹi = yi −√
P r(1+γ)
2














Similarly at the MS, detection of the signal from the BS (via the relay) may



























min{RUL2 , RUL3 } (3.27)
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Next, to spatially separate the BS-MS pairs, the relay assigns unique beamforming vectors wi to each
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#
3 to preserve the power constraint since ||V(0)i ||22 = 1).
With this solution (10) reduces to di = Fiwiti +ni. The self-interference is manifested in the received
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all transmitting at the same frequency, i.e. universal frequency reuse, so that transmissions originating
from the other sectors are treated as interference.
II. BIDIRECTIONAL SCHEMES
F̃1 = U1[!1 04!M ]V"1
F̃2 = U2[!2 04!M ]V"2
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sectors of interest
Fig re 3.5: Two-way lock diagonalization at shared r lay via SVD.
3.4.2 Amplify-and- orward Relaying
Amplify-Superimpose-and-Forward (ASF) Relaying
A less sophisticated relay may choose not to decode the symbols in





broadcast in the third phase, wh re µu, µd > 0 are a scalers chosen such that
the average power constrai t E{tr(tRt∗R)} = P r is not violated at the relay.
To allow for a fair comparison with previous relay strategies while satisfying
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Assuming reciprocity in the channels, the received signal in first sector of the





































+ζ ′b + ζ
′
m + ñi (3.31)
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where ni ∼ CN(0, N0) is AWGN, ñi ∼ CN(0, N0(1 + (µ2d + µ2u)||hi1||22)). We
highlighted a portion as “a priori decoded” meaning it can be subtracted
from yi without error. This is reasonable since this term relates to intra-
MS transmissions within the cell that are not utilizing the shared relay and
hence may be decoded in (for example) phase II of the three phase protocol.
Also, ζ ′b and ζ
′
m are inter-cell BS and MS interferences, respectively, where















The transmission rate from the ith MS may be obtained after removing










N0 +N0(µ2d + µ
2
u)||hi1||22 + |ζ ′b|2 + |ζ ′m|2
)
(3.32)












+ζ ′′b + ζ
′′
m + ñi (3.33)



























N0 +N0(µ2d + µ
2
u)||gi1||22 + |ζ ′′b |2 + |ζ ′′m|2
)
. (3.34)
In summary, the ASF strategy reduces potential interference via the
subtraction of “a priori decoded” signals. While this process is performed
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at the BSs, the relay terminal opts for a rather naive approach to signal re-
ception by simply adding the UL/DL signals. The next strategy proposes
more aggressive interference management at the relay, while maintaining the
amplify-and-forward nature of the relay.
Amplify-Superimpose-Orthogonalize-and-Forward (ASOF) Relaying
The interference from other sectors of interest in (3.31) may be elimi-
nated by using a pair of zero-forcing precoders, Ad and Au, at the relay such
that the composite channels to the relay are orthogonalized. We call this
scheme the amplify-superimpose-orthogonalize-and-forward (ASOF) scheme.





R where Ad and Ad are full-rank Nr × Nr matrices that






t = AdHs + Adζb + Adn
(I)
R + AuGx + Auζm + Aun
(II)
R
= AdHs + AuGx + ñR, (3.35)




R + Auζm + Adζb. Setting Ad = adH
† =
(H∗H)−1H∗ and Au = auG† = au(G∗G)−1G∗, the channels to the relay in
phase I and II are equalized such that t = ads + aux + ñR.
Next, a common transmit precoder W is used to spatially separate the





= [w1,w2,w3] with tr(WW
∗) = 1. The design of W is identical to
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Finally, noting that P r = E{||tR||22} = E{||t||22} the scalers ad and au are


























































In this section we present some numerical results for our analysis.
Setup
The above schemes were simulated under system conditions similar
to [109], and without a direct link. Starting with the basic 3-cell cellular
topology of the shared relay concept in Fig. 3.1, BS coordination is added as
in Fig. 3.3 to form the basis of the first proposed scheme of Section 3.3. Fig. 3.2
shows the system topology used to simulate the non-shared scheme. Although
Fig. 3.1 was introduced for one-way relaying it also serves as the system model
for the two-way schemes of Section 3.4, where instead the relay is operating
as a bidirectional terminal. Regardless of the scheme, we are interested in the
uplink and downlink sum-rate performances of the schemes in the sectors-of-
interest which are sectors in which all three base stations share with the relay.
Except for one-way shared relaying with BS cooperation, we consider a single
shared relay as depicted in our system models in conjunction with a single
tier, i.e. 3 cells, network. As in [109], we assume arbitrary scheduling and
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orthogonal signaling inside each sector (corresponding to a single subchannel
of the OFDM waveform), and that the sum rate is calculated over three users
for the various schemes.
Table 3.1 shows the general parameters used throughout the simu-
lations, many of which are unchanged from our previous work. Naturally,
since we are concerned about interference management schemes, the network
transmit powers will dictate interference powers throughout the network that
prominently influence the performance. To quantify this interference and bet-
ter interpret the simulations we give a brief overview of our channel models
below, before presenting the results.
Channel Models
We adopt the channel models based on modifications of COST 231
(Walfisch-Ikegami) as proposed for the evaluation and comparison of relay-
based IEEE 802.16j deployments. Note that the channel between each sector
in each cell to the relay is a single-input multiple-output channel (SIMO).
Here, we model the link between the jth sector of the ith BS (cell) to the




αijh̃ij, where h̃ij ∼ CN(0M , IM)
captures the small-scale fading, with the assumption of sufficient scattering
in the cell, while αij captures the path-loss (and possibly shadowing). αij is
a function of the system parameters, such as carrier frequency2, and also of
the relative distances between the terminals in the network. Similarly, the
2We assume a narrowband single carrier system.
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Table 3.1: Parameters for multi-cell simulation
BS transmit power 47 dBm
MS transmit power 24 dBm
RS transmit power 5 ∼ 37 dBm
Noise power (AWGN) −109 dBm
Sectors per BS 6
Frequency reuse factor 1
BS-RS model (NLOS) IEEE 802.16j (H)






Carrier frequency 2 GHz
City environment Urban





g̃ij ∼ CN(0M , IM), and βij is the path-loss.
The IEEE 802.16j-COST-231 model provides various categories of mod-
eling (types A through J) providing empirically derived equations for αij and
βij for various topological configuration such as line-of-sight (LOS) and non-
line-of-sight (NLOS) channels, hilly, flat and heavy tree density terrains, above
and below roof-top terminal mountings (ART) and (BRT), urban and subur-
ban city densities, etc. The choice of the category depends on the geographical
characteristics of the specific region in which the system is to be deployed. The
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descriptions of each category may be found in the latest version of the “Multi-
hop Relay System Evaluation Methodology”.
Here, we choose an urban environment with fixed infrastructure at a
carrier frequency of 2 GHz. The BSs and relay are located at above roof-top
levels at a height of 30 and 15 meters, respectively, while each MS is located
on street level, i.e. below roof-top, at a height of 1 meter. The distance from
each BS to the shared relay is ri = 876 meters (the cell radius) and the MSs
are located at a distance of 0 < dij < 876 meters from their respective sectors.
The BS-RS links are categorized as type H channels since they are ART-ART
while the RS-MS links are categorized as type E since the MSs are BRT.
The path-loss models also include power losses owing to antenna pat-
tern gains, i.e. directivity gains, where each BS is assumed to create a 6-beam
patterns with 0 dB gain in the direction of the shared relay while we assume
the relay and MSs use omni-directional patterns. For example, the BS beam
at an angle of 180o from the shared relay provides a 23 dB power loss in the
direction of the relay terminal. Note that such a large power-loss3 is welcoming
here since (with universal frequency reuse) this sector is effectively creating
interference into sector 1, i.e. the sector of interest.
Table 3.2 summarizes the various parameters discussed above. The
resulting path-loss variables that account for all these parameters, are given
in Table 3.2 where the sector of interest (least path-loss) is highlighted. We
3Also known as front-to-back ratio.
91
Table 3.2: Path-loss coefficients
i = 1, 2, 3 j = 1 j = 2 j = 3 j = 4 j = 5 j = 6
αij (dB) −98.2 −121.7 −121.7 −121.7 −121.7 −121.7
point out that with the given transmit powers of Table 3.1, the cellular system
is interference limited as apposed to noise limited4.
Numerical Results
We now present the simulation results based on our channel models.
Table 3.3 serves as a quick reference, summarizing the sum-rate expressions
and equations in the chapter.
User Positioning
Given our path loss model, the position of the users is expected to
influence the performence. To quantify this effect we simulate 2, 000 channel
realizations and compute the average sum-rate in the DL and UL within the
sectors-of-interest pertaining to our schemes. For each channel (and noise)
realization the MSs in the sectors of interest are positioned at a fixed distance
from their respective base stations and are given a random phase location
within that sector while all other MS’s locations are chosen uniformly (in
distance and phase) within their own sectors. Fig. 3.6 and Fig. 3.7 show the
4This can be seen, for example, by calculating the average total interference from the






j=2 α1j = −69.3  N0 dBm. Similarly for
the interference from the MSs to the relay we have σ2ζm = Pm
∑6
j=2 β1j/M = −98.4  N0
dBm.
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Table 3.3: Sum-rate references for proposed schemes
Scheme DL sum-rate UL sum-rate
one-way
One-way shared RDLshared (3.5) R
UL
shared (3.6)









Two-way DSOF RDLDSOF (3.26) R
UL
DSOF (3.27)
Two-way ASF RDLASF (3.34) R
UL
ASF (3.32)
Two-way ASOF RDLASOF (3.38) R
UL
ASOF (3.37)
sum-rate performances versus the MS distance from the BS in the sectors of
interest.
Note that the right section of these plots correspond to the users being
located at the cell-edge. Several observations may be made here. The two-
way DSOF is superior to all other schemes as it eliminates interference in
both phases of transmission. The amplify-and-forward version of this scheme,
i.e. ASOF, is also effective at the cell-edge where the average inter-sector
interference is expected to be small. The non-shared relay performance peaks
at an intermediate location which is expected given the relay positions and
the shared-relay surpasses this performance at the cell edge, both with and
without BS coordination. Finally the two-way ASF is inferior as it lacks any
interference management and simply forwards interference. As expected, the
performance here is similar to the scheme in [109] where a naive AF protocol
was considered. A similar trend holds for the performance in the UL in Fig.
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Figure 3.6: DL sum rate performances versus MS distance from BS
3.7.
Recall that the decode-and-forward protocols, such as the one-way
shared relay protocol, amounted to the minimum rates achieved in two sepa-
rate phases. For example, for the two-way DSOF from (3.26) we had RDLDSOF =
1
3
min{RDL1 , RDL3 } and Fig. 3.6 did not show the individual rates RDL1 , RDL3 but
instead ploted the resulting RDLDSOF . Fig. 3.8 shows a break-down of perfor-
mance via the two individual rates for the two-way DSOF scheme. As the
MS moves away from the BS and toward the RS, i.e. cell-edge, RDL3 increases
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Figure 3.7: UL sum rate performance versus MS distance from BS
due to less path-loss in the MS-RS link. After a certain point, e.g. 600 m in
this figure, RDL3 effectively overtakes R
DL
1 and a bottleneck is created from the
BS-RS link. In summary, this figure shows that the performance is limited by
phase 3 when the MSs is away from the cell edge and by phase 1 when it is
near the cell edge. Therefore one way to improve the performance further is
to increase the relay transmit power when the MS is away from the cell-edge
and to increase the BS transmit power when the MS is near the cell-edge.
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torward cell−edge  
Student Version of MATLAB
Figure 3.8: Performance break down of phases 1 and 3 for proposed two-way
DSOF where RDLDSOF =
1
3
min{RDL1 , RDL3 }
Cell-Edge Performance
The simulations above showed that the relay power can have significant
effects on the end performance. While the relay power was fixed at 37 dBm
in those simulations we now look at the effects of varying relay power when
the MSs are located at the cell edge. Fig. 3.9 and 3.10 show the sum-rate
performance as a function of relay transmit power for the proposed schemes.
Increasing the relay transmit power is expected to improve performance espe-
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Figure 3.9: DL sum rate performance versus average relay transmit power
cially when the relay is employing a strong interference cancelation scheme.
The plots here show again how the two-way DSOF strategy is superior in this
regard, specially at high P r. Finally, we note that this performance gain comes
at the expense of higher transmit complexity, i.e. block diagonalization, and
the use of more antennas at the relay compared to the one-way counter parts.
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Figure 3.10: UL sum rate performance versus average relay transmit power
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Chapter 4
Relay Precoding for Multi-User MIMO
Systems
An interesting extension of traditional two-way relaying between a sin-
gle source-destination pair, is the multi-user two-way relay channel. We ex-
amined several configuration in the previous chapter without focus on specific
system objectives. In this chapter we develop and analyze more advanced lin-
ear precoding techniques for the relay of a multi-user multi-antenna system.
Section 4.3 tackles the problem of sum-rate optimization and relay design. We
present simulation results in Section 4.4.
4.1 Prior Work and Motivation
As discussed in Chapters 2 and 3, coverage extension and added spatial
diversity are some of the attractive features of properly designed cellular net-
works incorporating relay terminals. As such, relay utilization is expected to
play an important role in upcoming wireless cellular systems such as ones pro-
Reprinted, with permission, from A.Y. Panah, P. Sartori, Y.H. Kwon, and R.W. Heath,
Jr., “Linear Precoding Techniques for Multi-User MIMO Two-Way Relaying,” Submitted
to IEEE Transactions on Vehicular Technology, Feb. 2011.
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single relay
single user single user
(a)
multiple
 relayssingle user single user
(b)
Figure 4.1: Configurations of the single-user bidirectional relay channel (a)
single relay, single user pair (b) multiple relay, single user pair
posed by the Third Generation Partnership Program’s Long-Term Evolution
Advanced (3GPP LTE-A) task group [40]. The simplest relay network consists




multiple users multiple users
Figure 4.2: Configuration of the multi-user bidirectional relay channel with a
single relay and multiple user pairs
Relaying to Multiple Users
The single relay, single user-pair, two-way relay channel of Fig. 4.1(a)
may be extended to accommodate multiple terminals in several ways. For
instance multiple relays may be used to serve a single user pair as in Fig.
4.1(b). Achievable rate regions for various multi-hop protocols in this setting
are discussed in [70, 112] while in in [131] an iterative algorithm is proposed
to achieve the optimal rate region with amplify-and-forward processing at the
relays. Several power minimizing distributed beamforming strategies at the




Figure 4.3: Configuration of the multi-user bidirectional relay channel with a
single relay, and single-to-multiple user pairs
A second multi-terminal configuration is the single relay servicing mul-
tiple user pairs as depicted in Fig. 4.2. This is sometimes referred to as the
multi-way relay channel in literature [46, 105, 106]. A main characteristic of
this configuration is the existence of co-channel interference (CCI) in addition
to self-interference (SI) among the user pairs. The CCI may be eliminated
using orthogonal channel protocols in time [16], frequency [59] or space [61].
Alternatively, CCI may lead to an interference limited system when code di-
vision multiple access (CDMA) is employed [17]. A joint detection scheme is
proposed in [18] for this case that shows significant power saving at the relay
when each user-pair shares the same spreading sequence.
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In this chapter we consider a multi-terminal configuration similar to the
multi-way relay channel where, as depicted in Fig. 4.3, a single terminal called
the base station, wishes to simultaneously communicate with multiple users,
i.e. mobile users, via a single bi-directional relay terminal. We shall refer to
this configuration as the multi-user MIMO two-way relay channel (MU-MIMO
TWRC). This configuration seems most natural in cellular communication
scenarios where direct mobile-to-mobile transmissions are prohibited. Note
that the difference between our configuration and the general multi-way relay
channel is that in our case a single terminal, namely the base station, has
information for all the user terminals and vice-versa, whereas in the latter
case each user has information for only one other user, i.e. as found in an ad
hoc network topology.
The MU-MIMO with relaying topology has been studied in different
contexts. For one-way relaying, the authors in [13] consider fixed relays with
linear processing to enhance MU-MIMO transmission in the downlink of a cel-
lular systems via Tomlinson Harashima precoding with adaptive modulation.
Power allocation algorithms are presented in [144], for a similar setting, that
maximize the sum-rate under power constraints, where the uplink and down-
link transmission are treated separately. The authors in both [13] and [144]
note that some fundamental results from single user MIMO relay channels
(such as uplink-downlink duality) do not readily extend to the multi-user
MIMO one-way relay channel thus making the design of relaying strategies
especially difficult for the multi-user setting. The two-way relaying counter-
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part of this work has received less attention in literature. The work of [138] is
an example of work in this area, where the authors study relay power control
for two-way relaying that maximize the total (uplink plus downlink) sum-rate.
The solutions, however, are presented under several restrictions. For example,
the system is confined to only two users and the users must be close to each
other so that they can always successfully decode the data transmitted to from
the other user.
In this chapter we consider a MU-MIMO TWRC with multiple antennas
at the base station and also at the relay with single-antenna user terminals,
as shown in Fig. 4.4. Various transmission protocols are foreseeable for this
topology; the achievable rate regions and capacity outer-bounds of which have
recently been studied in [71]. We adopt the transmission protocol illustrated
in Fig. 4.6. Here, the total transmission time in the downlink (base station
to mobile stations) and the uplink (mobile stations to base station) is equally
divided into two time periods, or phases. The first phase is a multiple-access
phase where all terminals transmit to the relay and the second phase is a
broadcast phase where the relay simultaneously transmits to all the mobile
users and to the base station.
Summary of contributions: We propose linear precoding solutions at
the relay defined such that the output on each relay antenna is a weighted sum
of the inputs. This form of relay processing is characterized by a single relay
precoding matrix. We concentrate on the downlink transmission and assess the
performance at the user terminals as a function of the chosen relay precoding
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Figure 4.4: Multi-user MIMO two-way relaying system model: MAC phase
strategy. As such, as we propose various designs for relay system performance
measures. One challenge is that the precoding matrix must be designed with
the consideration that the bi-directional nature of the transmission leads to
both CCI and SI at each user terminal. A useful performance metric in this case
is the ratio of desired to undesired signal energies after each transmission cycle;
a metric conventionally termed the signal-to-interference-noise ratio (SINR) in
literature.
4.2 System Model
Consider the MU-MIMO TWRC where a single base station (BS) with
M antennas communicates with K single-antenna users in a bidirectional link
via a single relay with N antennas. We assume that the BS has at least as
many antennas as the relay M ≥ N . The BS wishes to transmit the baseband
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Figure 4.5: Multi-user MIMO two-way relaying system model: BC phase
symbols {d1, d2, . . . , dK} to the users such that the symbol dk is intended for
the kth user. The symbols are drawn independently from a power-constrained
constellation such that E{dd∗} = (Pd/K)IK , and Pd denotes the total average
power over the BS antenna array. The kth user transmits the baseband symbol
uk with E{uku∗k} = Pu in the uplink. In MIMO fashion, the channel from the
BS to the relay station is modeled by H ∈ CN×M . Similarly, the channel from
the kth user to the relay station is gk ∈ CN . To utilize the BS antenna array,
the kth data symbol, i.e. dk, is assigned a unique beamforming vector fk at
the BS such that the transmitted symbol from the BS is x =
∑K
k=1 fkdk = Fd,
where F = [f 1,f 2, . . . ,fK ] is the M ×N precoding matrix at the BS. Setting
||F||2F = 1, the BS power constraint is maintained under beamforming since
tr(E{xx∗}) = tr(FE{dd∗}F∗) = ||F||2FPd = Pd. Finally, we assume that the
















A complete uplink-downlink cycle is realized with the help of the relay
in two successive time slots. In the first time slot the relay receives signals
from the base station and the mobile users
r = Hx +
K∑
k=1
gkuk + nr = HFd + Gu + nr, (4.1)
where nr ∼ CN(0, N0IN) is additive white Gaussian noise (AWGN) at the
relay. Next, the relay precodes the received signal with an N ×N matrix W
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and transmits r̃ = Wr to both the base station and the mobile users
r̃ = Wr = WHFd + W
K∑
k=1
gkuk + Wnr. (4.2)
The precoder matrix W is designed to satisfy some constraint on the relay
transmit power. Here, to simplify the relay by avoiding power control, we
assume that the relay transmits at a constant total power such that
||r̃||22 = ||Wr||22 = tr(Wrr∗W∗) = Pr. (4.3)
Assuming that the time interval between the MAC and BC phases is small





= g∗kWHfkdk︸ ︷︷ ︸
desired










+ g∗kWnr + nk︸ ︷︷ ︸
noise
(4.4)
where nk ∼ CN(0, N0) is AWGN at the mobile station. The second term of
(4.4), labeled self-interference (SI), is an artifact of two-way relaying. Assum-
ing the user has complete knowledge of its channel to the relay and also the
relay precoder W, the SI may be subtracted from yk. Subsequently, treat-
ing co-channel interference as noise, detection may be performed on the sig-
nal ỹk = g
∗
kWHfkdk + Ik, where the total interference-plus-noise is Ik =
g∗kW
(∑K
i 6=k Hf idi + giui
)
+g∗kWnr + nk. For constant channels, the interference-





















































are N×N Hermitian matrices. To simplify the forthcoming analysis it is useful
to make a high SNR approximation, i.e. Pd/N0  1, such that the second
term in (4.7) is negligible and Bk is independent of W. This is reasonable
since Pd denotes the base station transmit power which is normally several
orders of magnitude above noise.
4.3 Relay Precoding Design







log2(1 + SINRk), (bps/Hz) (4.8)
where the 1/2 factor is due to the half-duplex constraint. We wish to design
the relay precoding matrix to maximize the sum-rate under the average relay
transmit power constraint (4.3). Since the SINR in (4.6) is invariant to the





















Unfortunately, finding a general closed-form expression for the (global) optimal
W seems difficult from (4.10). A closed-form local optimum solution, however,
may be obtained based on the SINR at the users.
4.3.1 Closed-Form Scaled Inverse Precoding













A necessary (first-order) optimality condition is ∇WR = 0. One stationary-
point solution to (4.9) is given by solving the simpler problem of∇WSINRk = 0



















Setting ∇WSINRk = 0 gives gkg∗kW (Ak − (SINRk)Bk) = 0. Since gkg∗kW 6=
0 due to (4.7), a solution is given by g∗kWAk = g
∗
kW(SINRk)Bk. Equivalently,








which, by definition, is the generalized eigenvalue problem in the matrix pair
{Ak,Bk}, where SINRk denotes the eigenvalues. Equation (4.12) shows that
the extremum (stationary) points of the Rayleigh quotient (4.6) are obtained
as the eigenvectors of this generalized eigenvalue problem and the maximum
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SINR is obtained by the principle eigenvector corresponding to the maximum
eigenvalue. We denote this solution by the vector vk for the kth user
1. Letting
vk = W
∗gk and formulating the solution in matrix form, it follows that
W∗[g1,g2, . . . ,gK ] = [v1,v2, . . . ,vK ]. (4.13)
Conjugating both sides and defining the N ×K matrix V 4= [v1,v2, . . . ,vK ],
(4.13) may be written compactly as G∗W = V∗. For N = K the solution is




||V∗ −G∗W||2F , (4.14)
where the solution is the left-inverse W̃ = (GG∗)−1 GV∗. Reinstating the





4.3.2 Iterative Gradient-Ascent Precoding
To find other solutions to ∇WR = 0 we employ a gradient ascent
algorithm [10]. Setting a counter at i = 1 we begin the iterations with an
arbitrary precoder W(1). The algorithm updates the precoding matrix until a
tolerance level is reached on the increments of the sum-rate function. The step
size at the ith iteration is µi which may be adapted at each iteration. The step
1Note that unlike ordinary eigenvalue problems, the norm of the eigenvector, i.e. ||vk||2,
is not necessarily equal to one.
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size may be optimized to maximally increase the objective function at each
iteration via a line search algorithm [10]. We choose a line search method with
proven convergence (to a local optimal) called Armijo’s Rule. Accordingly, the
step-size is set to µi = ν
m where, at each iteration, m is the smallest integer
such that
R(W(i) + νm∇W(i)R)− νmλ||∇W(i)R||2F +R(W(i)) ≥ 0, (4.16)
and ν, λ are fixed constants less than unity. The gradient ascent algorithm is
summarized below.
Algorithm 1 Iterative Gradient-Ascent Precoding





= R(W(i)) from (4.8), ∇i 4= ∇W(i)R from (4.10)
while |Ri −Ri−1| > ε do
Compute: ∇i from (4.10), m from (4.16)
Set: µi = ν
m
Update: W(i+ 1) = W(i) + µi∇i
Compute: Ri+1 from (4.8)
Set: i = i+ 1
end while
Set: I = i− 1 (total iterations)
return W(i), Ri, I
4.3.3 Gradient Ascent: Initialization
4.3.3.1 Naive Amplify-and-Forward Precoding
In perhaps its most basic form, the precoder is a diagonal matrix sat-







The gradient ascent algorithm may simply be initiated with W(1) = Waf .
4.3.3.2 Unitary Precoding
Consider the SINR-based problem of (4.14) with the additional assump-
tion that the relay precoder is a scaled unitary matrix2 W = wutΦ, where
Φ∗Φ = ΦΦ∗ = I. We denote the latter condition as Φ ∈ UN for compactness,
where UN is the set of all N × N unitary matrices. Here, the relay power
constraint is controlled via the scaler wut and (4.14) simplifies to the complex
version of the well known “Procrustes problem” [120]. Rewritten in terms of
trace functions (4.14) is minΦ∈UN tr(−V∗Φ∗G−G∗ΦV), which is equivalent
to maxΦ∈UN Re{tr(VG∗Φ)}, where Re{·} selects the real part of a complex
number. Defining QΣP∗ = VG∗ as the singular-value decomposition (SVD)
of VG∗ we have maxΦ∈UN Re{tr(VG∗Φ)} = tr(Σ) and the maximum is ob-
tained at Φ = PQ∗. The unitary constraint implies that wut is the same as






The gradient ascent algorithm may be initiated with W(1) = Wut.
2The unitary constraint is attractive from a practical point-of-view by limiting the peak
power over the relay antenna array.
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4.4 Simulations
In this section we present numerical results on our proposed relay pre-
coding methods. Some parameters will be kept fixed throughout the simula-
tions. The mobile stations are assumed to be single-antenna and transmitting
at a fixed average power of Pu = 0 dB, and the BS transmits at an average
power of Pd = 30 dB. Note that in addition to the relay precoding matrix W,
the performance also depends on the base station beamforming strategy F in
(4.1). Optimization of F, however, is not the topic of this paper, and thus we
set F = VH√
N
, where VH is obtained by the SVD of the base station to relay
channel matrix H = UH [ΣH 0][VH ṼH ]
∗ under M ≥ N , and the
√
N factor
is to maintain ||F||2F = 1. This is a natural choice for F since H is a MIMO
channel.
The AF method in (4.17) serves as a baseline two-way relaying solution
for precoding. As another baseline solution, we include the one-way decode-
and-forward relaying scheme in the downlink. Here, the relay first receives
and decodes the downlink transmission, i.e. d, from the base station. This
is a point-to-point MIMO link with the base station transmitting at a rate
of RMIMO = maxtr(Σd)≤Pd log2 det(I+HFΣdF
∗H∗), where the maximization is
over the transmitter positive definite covariance matrix Σd
4
= E{dd∗}. Assum-
ing that the detection is error-free, the relay next re-encodes d and transmits
to the users. This is a K-user MIMO broadcast channel and the capacity is
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. . .+ log2
(
1 + g∗K(Σ1 + Σ2 + . . .+ ΣK)gK
1 + g∗K(Σ1 + Σ2 + . . .+ ΣK−1)gK
)
, (4.19)
where the maximization is over the set of positive-definite covariance matrices
{Σk}Kk=1. The optimal covariance matrices may be efficiently computed via the
iterative algorithm proposed in [57]. Without optimizing for the time duration
of the MIMO and BC phases, the aggregate sum-rate for this decode-and-
forward protocol is RDF =
1
4
min{RMIMO, RBC}, where the 1/4 factor accounts
for the fact that 4 channel uses are needed to complete one downlink-uplink
transmission. We call this the one-way decode-and-forward method.
4.4.1 Performance of Gradient Ascent Algorithm
The adaptive step-size in (4.16) guarantees convergence to a local op-
timal regardless of the initial precoder W(1). Fig. 4.7 depicts the average
number of iterations required for different W(1) (as proposed in Section 4.3.3)
to achieve ε = 0.1 tolerance in the sum-rate when ν = 0.5 and λ = 0.2. These
result show that I = 4 iterations is sufficient at this tolerance for any of the
initial precoders. Moreover, the unitary precoder, i.e. (4.18), achieves slightly
lower average iteration over the entire range of Pr compared to the other so-
lutions, however any reduction in complexity is likely offset by the complexity




































Student Version of MATLAB
Figure 4.7: Average number of iterations for relay transmit power Pr =
0, 15, 30 (dB) at ε = 0.1 tolerance
4.4.2 Closed-Form vs. Iterative Solutions
Fig. 4.8 plots the average sum-rate (4.8) as a function of the relay
average transmit power, for both the closed-form (random precoding, AF,
unitary, and scaled inverse) and iterative (gradient ascent) solutions. Note first
that the one-way DF method outperforms two-way AF and random precoding
at any Pr. For the proposed solutions, Iterative precoding achieves higher sum-
rate compared to the respective closed-form solution (1.5 to 2.2 bps/Hz at high
Pr). AF and random precoding have comparable performances, while unitary
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precoding consistently outperforms both (for closed-form and iterative). At
mid-range relay powers, i.e. 5 < Pr < 20, (iterative) gradient ascent with
unitary initial achieves the best performance, while at high relay powers, i.e.
Pr ≥ 20, (closed-form) scaled inverse precoding achieves the best performance.
This suggests that the iterative solutions have surely not converged to the best,
i.e. global, point in this range of Pr. In summary, at high Pr the good choice
for precoding is closed-form scaled inverse precoding. At low Pr values, the
iterative precoders perform best and the choice depends on the tolerable level
of complexity incurred by the iterations.
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Figure 4.8: Average sum-rate vs. relay transmit power Pr (dB)
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Chapter 5
Acquisition of Partial CSI and Sum-Rate
Analysis
While previous chapters investigated the use of CSI, in this chapter we
concentrate on the acquisition of CSI. Particularly, we investigate the effects
of channel estimation error at the receiver of multiple-input multiple-output
amplify-and-forward two-way relaying. We present an overview of prior work
and motivate our proposed strategy in Section 5.1. The system model is
explained in Section 5.2. A composite training method is described and op-
timized in terms of MSE in Section 5.3. An in-depth analysis of individual
channel estimation is presented in Section 5.4. In Section 5.5 the transmission
sum-rate is derived under imperfect CSI and Section 5.6 presents simulations
to verify our results.
c©2010 IEEE. Reprinted, with permission, from A.Y. Panah and R.W. Heath, Jr.,
“MIMO Two-way Amplify-and-Forward Relaying with Imperfect Receiver CSI,” IEEE
Transactions on Vehicular Technology, vol. 59, no. 9, pp. 4377-4387, Nov. 2010.
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5.1 Prior Work and Motivation
The paradigm for wireless communication is in many ways shifting to-
ward cooperative communications [102] enabled by relay terminals [22]. With
conventional (single-hop) relaying [79], four orthogonal channel uses are re-
quired to exchange two messages between two terminals. Such a requirement
can be halved by using bi-directional relaying (also known as two-way relaying)
systems [4,35,47,74,83,87,113,115,133]. This is accomplished by simultaneous
transmission of information from the communicating terminals to the relay in
the first phase and the broadcasting of processed information in the second
phase from the relay. In its simplest form, the processing of information at
the relay is a scaling of the superposition of inputs during the first phase; a
method referred to as amplify-and-forward (AF) relaying. The two-fold im-
provement in spectral efficiency afforded by two-way relaying has been verified
by simulation [115] and analytical methods [50].
Early work on one and two-way relaying assume perfect channel state
information (CSI) at the relay and at the communicating terminals. Some
work has investigated channel estimation for one-way relaying. An analysis
of single-carrier channel estimation for one-way AF relaying, for instance, has
been presented in [34].
Training in the Two-Way Relay Channel
Given the difference in transmission protocols between one and two-way
relaying, e.g. simultaneous uplink-downlink, most one-way training schemes
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do not immediately yield two-way counterparts. Zhao et al. [149,150] suggest
the use of the self-interference (SI) terms inherent to two-way relaying for
channel estimation purposes; a method which avoids the need for transmitting
pilot symbols altogether. In this method the SI is used to obtain a course
estimation of the channel followed by a data-aided process to improve the
accuracy of the estimation. The accuracy of this method, however, is highly
dependent on the precision of the symbol detection at the relay terminal which
is assumed to be operating under a decode-and-forward setting. To obtain this
performance, iterative decision-directed estimation along with strong forward-
error-correction coding at the relay is suggested, which tends to offset the
low-complexity and low-overhead advantages of the method.
In another work, the authors of [110] address the problem of training
for two-way AF relaying with single-carrier cyclic prefix modulation while
a recent work studies OFDM two-way channel estimation [37]. Enabled by
pilot symbols transmitted from single-antenna terminals, a single composite
channel (consisting of convolutions of channels to and from the relay terminal)
is estimated using a least-squares approach. The optimization of training
sequences is then focused on minimizing the mean-square composite channel
error.
SNR Under Partial CSI
From a practical point-of-view, often a measure of the receiver signal-to-
noise ratio (SNR) is a more meaningful (albeit mathematically less tractable)
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objective compared to measures of channel mean square error (MSE). This
is noted in [34] where two separate approaches are taken to the problem of
channel estimation in the two-way AF relay network: a) minimizing the chan-
nel MSE via the solution to a non-linear maximum likelihood problem, and
b) maximizing the average effective SNR as a function of the estimation error
via linear solutions. The performance for both approaches are shown to be
best when the cross-correlation between the training sequences is low and the
authors show that orthogonal pilot sequences minimize the Cramer Rao lower
bound on a maximum likelihood estimator.
Analyzing the SNR in the presence of imperfect CSI is a first step in
analyzing more fundamental system parameters such as bit error-rates and
sum-rates. In [36] the effective SNR for two-way relaying is considered and
optimal training is designed to maximize the average effective SNR; a method
referred to as linear maximum SNR. The treatment however is confined to
single antenna terminals and system sum-rate performance is not considered.
In this chapter we analyze the effects of channel estimation errors on
the sum-rate of MIMO two-way AF relay links. To this end, we present a
framework for linear minimum mean-square estimation (LMMSE) of composite
channels at each terminal in a bi-direction link. We show that “orthogonal
pilots”, i.e. pilot sequences that are orthogonal over the antenna arrays as well
as over the communicating terminals, minimize the composite mean-square
error. We then restate the channel estimation problem in terms of individual
channels and prove that the orthogonal pilots minimize the individual mean-
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square errors, as a special case. Next, we derive the mutual information with
imperfect receiver CSI and show how the self-interference term at each terminal
manifests itself in two forms:
1. A deductible portion that is known via the estimation process and is
harmless as far as a mutual information measure is concerned.
2. An unknown portion due to estimation which is lumped with the noise
and acts to reduce the mutual information.
From this, and via the worst-case noise theorem for MIMO capacity [51], we
arrive at a lower bound for the transmission rate as a function of the effective
SNR defined from the average transmit power from the communicating termi-
nals. Finally, a method for designing the training sequences is then proposed
based on the optimization of the rate-bounds.
5.2 System Model
We consider the system model of Fig. 5.1 where terminals A and B,
each with M antennas, wish to communicate with each other. The direct path
between these terminals is effectively obstructed, e.g. heavy shadowing, such
that communications only occurs via an intermediate relay terminal equipped
with N antennas. Each transmission cycle occurs in two consecutive time slots.
During phase I, terminal A transmits the baseband signal vector sA ∈ CM













Figure 5.1: MIMO two-way relaying system model.
transmits sB ∈ CM under an average power constraint of PB = tr(E{sBs∗B}).
The received signal at the relay terminal is
rR = H1sA + G1sB + nR, (5.1)
where H1 and G1 are the N ×M channel matrices from terminals A and B to
the relay, respectively. The channels are independent from one another and
with sufficient scatterers surrounding all terminals, the elements of H1 and G1
are i.i.d and distributed according to CN(0, σ2H) and CN(0, σ
2
G), respectively,
where σ2H and σ
2
G are functions of the separation between the terminals and
the relay. The additive white noise at the relay is distributed according to
nR ∼ CN(0N , IN).
During phase II, the relay transmits a linearly precoded version of its
input sR = WrR, where W is an N × N (full rank) precoding matrix. This
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matrix must be designed to satisfy the average power constraint at the relay
(per-channel realization) PR = tr(E{sRs∗R}) = tr(E{WrRr∗RW∗}), where the
expectation is over the transmitted signals as well as over the channels since
we assume that the relay is non-coherent meaning it acquires no knowledge
regarding the channels. Substituting from (5.1) into this condition yields a







The received signal at terminal A after phase II is
yA = H2WrR
= H2WH1sA + H2WG1sB + H2WnR + nA
4
= HAsA + GAsB + ñA, (5.3)
where H2 is the M ×N channel matrix from the relay to A. Also, we defined
equivalent M ×M channels HA 4= H2WH1 and GA 4= H2WG1. We restrict
the relay precoding matrix to be non negative definite and N ≥ M so that
rk(HA) = rk(GA) = M . Also nA ∼ CN(0M , IM) is AWGN at A and ñA ∼
(0M ,ΣA) is equivalent noise, assumed to be Gaussian, with ΣA = E{ñAñ∗A} =
E{H2WW∗H∗2}+ IM = (σ2H ||W||2F + 1) IM . Similarly at B we have





= G2WG1 and ñB ∼ (0M ,ΣB) with ΣB =








Figure 5.2: Training and data transmission from terminals A and B
5.2.1 Key Assumptions
Assume that the physical channel matrices H1,H2,G1,G2, have ele-
ments with a coherence time of T , meaning that after T time intervals their
values change to new independent realizations. This model is commonly used
in the literature and can be seen as a coarse discrete approximation of a time-
varying flat-fading continuous channel, i.e. a quasi-static Rayleigh fading chan-
nel model [21]. Now consider the successive and simultaneous transmission of
a block of T signal vectors from A and B via the two-phase protocol. As il-
lustrated in Fig. 5.2, the first Tt vectors comprise of pilot symbols, known
a-priori to both terminals, while the Td latter vectors contain random data
symbols, i.e. the payload.
5.3 Channel Estimation and Training Design
The M × T transmitted codewords from A and B are denoted by the
partitioned matrices SA = [PA|DA] and SB = [PB|DB], respectively and the
M × T received signal matrix at A is
YA = HASA + GASB + ÑA, (5.5)
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which may also be partitioned into pilot and data bearing matrices YA =
[Yp|Yd]. The pilot bearing matrix may be written as
Yp = HAPA + GAPB + ÑA = CAP̃ + ÑA, (5.6)
where with a slight abuse of notation ÑA denotes the noise at the pilot in-
tervals. We also defined an M × 2M effective channel matrix CA 4= [HA|GA]
and the 2M × Tt pilot matrix P̃ 4= [PTA|PTB]T . The temporal correlation of
the effective noise is RÑ = E{Ñ∗AÑA} = (σ2H ||W||2F + 1)MITt . From (5.6) the
correlation matrix of the effective channel is RCA
4
= E{C∗ACA} which owing















= Mσ2H ||W||2FRC. (5.7)
The LMMSE estimate follows as a function of Yp and P̃ with the condition











The MSE corresponding to C̃A
4
= CA − ĈA = [H̃A|G̃A] is
MSEA = tr(RC̃A)













where α = σ2H ||W||2F .
5.3.1 MSE-Minimizing Pilots














Let {a1, a2, . . . , aM} be the diagonal elements of the M ×M matrix PAP∗A so
that ai ≥ 0, i = 1, 2, . . .M , and similarly define {b1, b2, . . . , bM} for PBP∗B.












where we used the following lemma for the bound.




d , where xd is the d
th diagonal element of X, and equality holds if X
is a diagonal matrix [63, p. 65]. The problem of designing the pilot matrix






















This problem has two separated sum terms in ai and bi, so it is equivalent to the
solution of two separate problems under individual terminal power constraints












from a class of well studied optimization problems (see e.g. [21, Eq. (66)], [6,
62, 139]) with the solutions ai =
√
PATt/M and bi =
√
PBTt/M , respectively
so that the matrix P̃P̃∗ is diagonal and the bound is an equality from Lemma
2. From symmetry, formulating the estimation problem for terminal B leads
to the same conclusion and is omitted here. The optimal training matrices












where Ũ and Ṽ are Tt × Tt unitary matrices that ensure that PAP∗B = 0M
and may be used to spread the total pilot power across the entire training
interval while maintaining the unitary structure of the pilot matrices [6]. Note
that although we have shown that optimal training matrices minimize the sum
MSE in (5.8) the individual errors in H̃A and G̃A may also be analyzed using
expressions for inverses of partitioned matrices. A treatment of optimizing the
pilot matrices separately for these channels is given in Section 5.4 and will be
used in subsequent sections. Note that to design the optimal pilot symbols
we require 2M mutually orthogonal row vectors. Such vectors may readily
be generated using Zadoff-Chu (ZC) sequences, introduced in [20, 32]. For
Tt ≥ 2M , a total of 2M mutually orthogonal ZC sequences may be derived














The pilot sequences for terminal A are then obtained from the first M circular
shifts of the root sequence and the ones for B are taken from the next M shifts.
Denoting the mth row of PA as p
(m)
A and setting PA = PB
4
= Pt as the power




Pt/M 〈z〉m ,m = 0, 1, , . . . ,M , where





Pt/M 〈z〉m+M . ZC sequences have the desired property that
the resulting ZC sequences have optimal, i.e. zero, cyclic cross-correlation be-





∗ = p(m)B (p
(m′)
B )




0 ∀m,m′, m 6= m′. In terms of power scaling, ZC also have the added ben-























B = 0M . Finally, note
that for such pilots the channels may be estimated individually. For instance,

























= HA + ÑA, (5.14)







Ỹp (1 + αH)





B (1 + αG)
−1 , where αH = α̃/σ2H
and αG = α̃/σ
2
G are functions of the long term statistics of the channels and
also of the relay gain in (5.2).
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5.4 Analysis of Individual Channel MSE
Assume that the objective is to design PA and PB for the minimization
of the channel estimation error in H̃A (or in G̃A) as opposed to the minimiza-
tion of the error in the composite channel [H̃A|G̃A] which was analyzed in
Section 5.3. Specifically, we show here that: a) The optimal MSE estimation
of H̃A depends on PA not on PB. Similarly, the optimal MSE estimation of
G̃A depends on PB not on PA, and b) As a special case, the orthogonal pilots
of Section 5.3, i.e. the ZC-sequence pilots, simultaneously minimize both in-
dividual MSEs (in addition to minimizing the composite MSE). Applying the
inverse of partitioned matrices1, the individual channel MSE expressions may
be extracted from (5.9). For example RH̃A is














= ITt − P∗B(PBP∗B + αGIM)−1PB is a matrix that depends on PB
but not on PA, with αH
4
= α̃/σ2H and αG
4
= α̃/σ2G.
Noting that rk(PB) = min{M,Tt} = M , let the SVD of PB be PB =











where Ã = (A − BD−1C)−1 and D̃ = (D −CA−1B)−1 when Ã and D̃ are non-singular
matrices.
131
UB[ΣB | 0M×(Tt−M)]V∗B where UB and VB are M×M and Tt×Tt unitary ma-
trices, respectively, and ΣB is a diagonal matrix with elements {σB1, σB2, . . . , σBM},
where σBi is the i
th largest singular value of PB. The matrix ΩB is given by
ΩB = ITt −P∗B(PBP∗B + αGIM)−1PB,









B −VB[ΣB | 0M×(Tt−M)]T (Σ2B + αGIM)−1[ΣB | 0M×(Tt−M)]V∗B
= VB
(











i = 1, . . . ,M
1 i = M + 1,M + 2, . . . , Tt.
(5.17)















To solve this problem we use the following result stated as a lemma from [139].




the inverse of the positive definite Tt × Tt matrix ΩB be written as ΩoΛΩ∗o,
where the diagonal elements of Λ are {λ1, λ2, . . . , λTt}, arraigned in ascending
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order, and Ωo is a unitary matrix. The minimal MSE in is obtained for
PA = Q̃A[ΣA | 0M×(Tt−M)]Ω∗o where Q̃A is an arbitrary unitary matrix. The














































− αHλi i = 1, . . . ,m∗
0 i = m∗ + 1, . . . ,M
(5.21)
Proof: See [139] and also [62].
To apply Lemma 2 to our problem in (5.18) we begin by noting that







Since VB is unitary, the eigenvalues of Ω
−1
B equal the diagonal elements of
Λ̃
−1
B . From (5.17) and the fact that σ
2
Bi ≥ σ2Bj for i ≥ j (since the SVD of
PB was defined this way), we see that the eigenvalues of Ω
−1
B are arraigned
in decreasing order. Lemma 2, however, is based on the ascending order of
such eigenvalues. We therefore need to rewrite Ω−1B in the reverse order of the
columns of VB and the diagonal elements of Λ̃
−1
B . This may readily be done






0 0 · · · 0 1
0 0 · · · 1 0
. . · · · . .





so that if VB
4
= [v1,v2, . . . ,vTt ] then VBETt = [vTt ,vTt−1, . . . ,v1]. Also,








i = M + 1,M + 2, . . . , Tt,
(5.22)
we have Ω−1B = VBETtΛE
T
Tt
V∗B and the conditions of the lemma are satisfied
with Ωo = VBETt .
Next, substituting λi into (5.20), the cut-off index pertaining to (5.18)


















for i = 1, 2, . . . ,M .






Q̃A[IM | 0M×(Tt−M)]ETtV∗B, (5.24)
where Q̃A is an arbitrary M ×M unitary matrix, and PB is any full rank






















Q̃A [0M×(Tt−M) | EM ][ΣB | 0M×(Tt−M)]T︸ ︷︷ ︸
=0M
×U∗B. (5.26)
Similar to (5.15), for RG̃A we have














Q̃B[IM | 0M×(Tt−M)]ETtV∗A, (5.28)
where Q̃B is an arbitrary unitary matrix, and PA is any full rank matrix












Finally, note that from the above analysis, to simultaneously minimize tr(RH̃A)












where ∆ is an arbitrary Tt×Tt unitary matrix. Clearly, in this case tr(RC̃A) =
tr(RH̃A) + tr(RG̃A) is also minimized. Recall that such a minimization was
treated in Section 5.3 where we showed that the MSE-optimal pilot matrices











where Ũ and Ṽ are Tt×Tt unitary matrices that ensure that PAP∗B = 0M . The
analysis of this section reveals that these unitary matrices may be obtained
from a single unitary matrix ∆ by setting Ṽ = ∆ and Ũ = ETt∆.
Such generalized pilot matrices shed light into some other interesting pi-













[0M×(Tt−M) | EM ], which may









A and B silent︷ ︸︸ ︷
0M×(Tt−2M) |











| 0M×(Tt−2M)︸ ︷︷ ︸





This highlights the following time sequence for training (over Tt slots):
1. Terminal B is silent while terminal A transmits a total of M pilot symbols
in M time slots in a rotating fashion from its antenna array.
2. Both terminals are silent for a duration of Tt − 2M slots.
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3. Terminal A is silent while terminal B transmits a total of M pilot symbols
in M time slots in a counter-rotating fashion from its antenna array.
This training scheme is further illustrated in Fig. 5.3. Note that al-
though the optimality conditions are satisfied for such a scheme, there may be
power overloading complications at the terminals since at any time the entire
power is loaded onto a single antenna for training. This is less anticipated for
the ZC pilots of Section 5.3 since they load unity power over each antenna (at
any time) and also spread the total available power over Tt time slots. Finally,
note that either (or both) terminals may continue to transmit in period where
both terminals are silent, however our numerical results show that training
beyond Tt = 2M yields marginal performance gains
2.
5.5 Data Transmission and Mutual Information
In this section we are interested in analyzing the bi-directional trans-
mission rates when training is performed in the link using MIMO training
techniques studied by Hassibi and Hochwald [51]. Estimates of the individual
channels may be extracted from ĈA = [ĤA|ĜA] = [HA−H̃A|GA−G̃A], where
we set HA = H̃A+ĤA and GA = G̃A+ĜA from the training phase in Section
5.3. To calculate the mutual information (MI) we are now interested in the


















Figure 5.3: Individual channel estimation resulting from ∆ = ITt . (top) For
0 ≤ t ≤ M , A transmits pilots and B is silent. At t = M , A estimates HA
using the SI and B estimates HB. (middle) For M + 1 ≤ t ≤ Tt − 2M , A and
B are silent. (bottom) For Tt − 2M + 1 ≤ t ≤ Tt, B transmits pilots and A is
silent. At t = Tt, B estimates GB using the SI and A estimates GA.
data bearing signal matrix at terminal A, which similar to (5.6) is given by
Yd = HADA + GADB + ÑA
= ĤADA︸ ︷︷ ︸
self−interference




From the above we are interested in the maximum rate of transmission
from terminal B to terminal A. The mutual information between the known
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at A and what is transmitted from B, i.e. unknown, may be simplifed as
I(Yd,DA,Yp, P̃; DB)
(a)












= I(Yd; DB|ĤA, ĜA,DA)
(e)
= I(Yd − ĤADA; DB|ĤA, ĜA,DA)
(f)
= I(Ỹd; DB|ĤA, ĜA,DA), (5.31)
where (a) is due to the data processing inequality, (b) and (c) are condi-
tional MI expansions with use of independence conditions, (d) is due to ĈA =
[ĤA|ĜA], (e) is a property of conditional MI, and in (f) we used (5.30) to
define
Ỹd = ĜADB + G̃ADB + ZA︸ ︷︷ ︸
VA
, (5.32)
where the equivalent noise covariance is
RV
4
= E{V∗AVA} = E{D∗BRG̃ADB}+ E{D
∗
ARH̃ADA}+ RÑ (5.33)








H ||W||2FM + M)ITd












H ||W||2F + 1. (5.34)
Note that a portion of our estimation efforts goes toward estimating
the self interference term in (5.30). This term, i.e. ĤADA, manifests itself in
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two forms. One part is known via the estimation process, i.e. ĤADA, and is
subsequently deducted from the received signal (see (e) of (5.31)). Essentially
this portion is harmless as far as MI calculations are concerned. Another part
is the unknown portion owing to estimation, i.e. H̃ADA, which is lumped with
the noise term of (5.30) and acts to reduce the MI.
Owing to multiplicative terms, the noise signal in (5.32) is not necessar-
ily Gaussian, hence the capacity cannot be directly determined from Ỹd. The
noise in (5.32) is, however, uncorrelated with the desired signal and the worst-
case noise theorem may be used to obtain a sum-rate lower-bound [21, 51].
This theorem states the following:
Theorem: Consider a MIMO model with additive noise of the form Y =
Gs + v, where G is a N ×M known channel matrix and the noise and signal
matrices are uncorrelated E{vs∗} = 0. The worst-case noise−in the sense of
minimizing the channel capacity−is zero-mean Gaussian with autocorrelation















Applying this theorem to (5.32) and simplifying Cworst using the ro-
tational invariance of the channel matrix ĜA (see [21, 51]), we obtain the
following lower bound on the transmission rate from terminal B to A
















, is an effective SNR and G
4
= ĜA/σĜ is a matrix with
elements distributed according to CN(0, 1). Using the MSE expressions in
































MSE(H̃A) + α + 1
. (5.36)






in accordance with known rate expressions for two-way amplify-and-forward
relaying with perfect receiver CSI (see e.g. [50]). With a similar argument, the































= ĤA/σĤ is a matrix with elements distributed according to CN(0, 1).
The system sum-rate is then simply Rsum = RAB +RBA.














B = 0M , the individual
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MSE expressions for the channels are minimized. From (5.36) and (5.38),
such pilots will also maximize the effective SNRs, hence maximizing the sum-













where as defined in Section 5.3 αH
4





α̃/σ2G = (1 + α)/(σ
2
Gα) and α is a function of the relay gain α
4
= σ2H ||W||2F .
Due to symmetry, a similar expression follows for ρAB by switching the sub-


















= β̃/σ2G = (1 + β)/(σ
2
Gβ) and β
is a function of the relay gain β
4
= σ2G||W||2F .
Some Asymptotic Cases: Let σ2H = σ
2
G = 1 and PA = PB = P , i.e. the
terminals are equi-distant from the relay and transmitting with equal powers.
Clearly in this case ρAB = ρBA = ρ or equivalently RAB = RBA and the sum







} with ρ = P 2Tt/ξ
PTt+2MP+Mξ
where ξ = (PR + 2P + 1)/PR.
Assume the relay power is kept constant while the transmit power is
reduced, i.e. P → 0. In this case ξ = PR+1
PR
















TTt − T 2t
) P 2 log2 e
Tξ2
, (5.41)
which is maximized at Tt = T/2 to a value of R
P→0
sum =
P 2T log2 e
4ξ2
. Note that the
case where P is constant and the relay power is reduced PR → 0 leads to the
same result with ξ = 2P+1
PR
. In conclusion if at least one of the transmit powers
(terminals or the relay) is reduced toward zero, the optimal training length is
half the coherence time.
At another extreme, we may let PR = 2P and increase the transmit
power of all the terminals, i.e. P → ∞. In this case ξ approaches a constant
value and ρ→ P/(1 + 2M
Tt
) which is similar to Eq. (41) of [51] concluding that
Tt = 2M , i.e. minimal training, is optimal in this case.
5.6 Simulation Results
In this section we present some numerical results for our analysis.
Setup
Throughout the simulations we fix the average relay transmit power
to PR = 20 dB, unless otherwise stated. The terminal transmit powers are
assumed to be equal, and since the noise variance is set to unity, the system
signal-to-noise ratio (SNR) is defined as SNR
4
= PA = PB. Since our analysis
depends only on the matrix norm of W, the relay precoding matrix is set
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Figure 5.4: MSE vs. SNR. Orthogonal and non-orthogonal pilot sequences.








from (5.2). Moreover, except for
the relay position simulations, the relay is assumed to be positioned halfway
between the communicating terminals so that σH = σG = 1. The number of
relay antenna is set to N = M unless stated otherwise. The coherence time of
the channel is set to T = 20 slots which is divided to training and data periods
such that Tt + Td = T where Tt ≥ 2M .
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Figure 5.5: Sum-rate vs. SNR for orthogonal and non-orthogonal pilot se-
quences.
MSE and Sum-Rate Performances
Fig. 5.4 shows the average MSE of the composite channel CA
4
=
[HA|GA] and also individual channels HA and GA as a function of SNR for
M = 2 and Tt = 4. For comparison, two training designs are considered:
1. A fully uncorrelated pilot design based on the ZC sequences of Section
5.3 where the pilot are uncorrelated over the antenna arrays as well as
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Figure 5.6: Sum-rate vs. Tt for M = 2; (top) PR = −20 dB P = 20 dB,
(bottom) PR = P = 40 dB.
over the communicating terminals, i.e. PAP
∗
B = 0M .
2. Pilots that are uncorrelated over each antenna array but equal over the




B = (2SNR)IM and PA =
PB. Note that these pilots are readily designed from the first M circular
shifts of the ZC root sequence of (5.13).
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Figure 5.7: Sum-rate vs. Tt for M = 2; (top) PR = −20 dB P = 20 dB,
(bottom) PR = P = 40 dB.
From this figure we see that correlation in the pilot matrices over the commu-
nicating terminals increases the MSE due to estimation for all the channels
in the link. Fig. 5.5 gives a similar interpretation from a sum-rate point-of-
view where we have also plotted the sum-rate with perfect receiver CSI as a
benchmark.
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Effects of Training Length and Transmit Antennas
We also plot the average system sum-rate as a function of the training
length Tt for M = 2. Two cases are considered:
1. Low transmit power at relay (Fig. 5.6), in which case Tt = T/2 = 10 is
the optimal training.
2. High terminal powers (Fig. 5.7), in which case minimal training Tt =
2M = 4 is optimal as discussed in the asymptotic cases of Section 5.5.
Fig. 5.8 shows the rate-optimal Tt over a wider range of transmit powers for
PR = 2P , showing that in general as the transmit power increases the training
length may be reduced. Fig. 5.9 shows the system sum-rate as a function of
the number of transmit antennas M for the high terminal power case where
Tt = 2M . Note that on one hand, the effective SNR values of (5.36) and
(5.38) are independent of M and the log2 det(·) functions of (5.37) and (5.35)
are increasing in M . One the other hand, the multiplicative term in (5.37)
and (5.35) decrease due to the reduction in the data transmission interval
Td = T − Tt = 20− 2M . Given that the effect of the latter is linear while the
effects of the former are logarithmic, at high enough M we expect an eventual
decrease in sum-rate, as is evident in this plot. Also see Fig. 3 of [21] and Fig.
5 of [51] and discussions therein.
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Relay Positioning
The geographical positioning of the relay in the system model of Fig.
5.1 determines the channel strengths to the communicating terminals. The
system performance (sum-rate and MSE) varies with the relay position since
the relay also amplifies noise (see (5.1)). The pathloss is captured in the vari-
ances of the channels σ2H and σ
2
G, which determine the constants α, αH and
αG used in Section 5.3. The dependency of sum-rate to these parameters are
captured in the effective SNRs of (5.36) and (5.38). To evaluate the perfor-
mance of training against these variables, we assume the following pathloss
model: σ2H = (dA)
−4 and σ2G = (dB)
−4, where dA and dB are the distances of
A and B to the relay, respectively. For proper normalization we assume that
dA + dB = 1.
Fig. 5.10 shows the sum-rate performances versus the relay position
for low (0 dB), medium (15 dB) and high (30 dB) SNR. From these plots
we conclude that at low SNR, the relay should be positioned closer to either
one of the terminals (to mitigate noise amplification), while at high SNR the
optimal relay position is at the midpoint between the terminals.
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Figure 5.8: Optimum training length Tt over a range of transmit power for
PR = 2P .
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Figure 5.9: Sum-rate vs. M for Tt = 2M with PR = 20 dB and PA = PB = 30
dB.
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Figure 5.10: Sum-rate vs. relay position. dR = 0 and dR = 1 correspond to
terminal A and B positions, respectively. (top) SNR=0 dB. (middle) SNR=15
dB. (bottom) SNR=30 dB.
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Chapter 6
Robust Channel Equalization Under Partial
CSI
With the exception of Chapter 2, most of the previous chapters con-
centrated on the utilization of CSI (or partial CSI) at the relay terminal. In
this chapter we focus on partial CSI utilization at the source and destination
terminals, when the relay forwards partial CSI to the terminals. Particularly,
we develop robust equalizers for two-way relay-aided multi-antenna system.
We present an overview of prior work and motivate our proposed strategy in
Section 6.1. In Section 6.2 we describe the system model including partial CSI
modeling. In Section 6.3, we propose designs for equalizers at the receiving
terminals that are robust to partial CSI received from the relay. We conclude
with simulation results in Section 6.3.
6.1 Prior Work and Motivation
In previous chapters we showed how linear precoding at the relay can
lead to improved system performance compared to naive AF relaying. Simi-
Reprinted, with permission, from A.Y. Panah and R.W. Heath, Jr., “Robust channel
equalization for MIMO two-way relaying,” draft.
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larly, linear precoding (used for transmission) and channel equalization (used
for reception) are important topics in MIMO transceiver design. Extensive
research exists on point-to-point MIMO transceiver optimization (see e.g. [60,
107]). Transceiver optimization has also recently been studied for MIMO relay-
aided systems (see e.g. [44]). Most work, however, derive optimal transceivers
under perfect CSI assumptions. A notable exception is the Bayesian ap-
proach to one-way relay precoding and channel equalization, recently proposed
in [140], where partial CSI is assumed at both the relay and at the terminals.
The designs in [140] are robust to partial CSI since the data detection MSE
averaged over the channel estimation errors is optimized. In this chapter,
we adopt a similar approach and derive robust channel equalizers for MIMO
two-way relaying systems.
6.2 System Model
Consider the system model of Fig. 6.1 where terminals A and B, each
with M antennas, wish to communicate with each other via an intermediate
two-way relay terminal equipped with N antennas. Each transmission cycle
occurs in two consecutive time slots (phases). During phase I, terminal A
transmits the baseband signal vector sA ∈ CM under an average power con-
straint of PA = tr(RA), while terminal B transmits sB ∈ CM under an average
power constraint of PB = tr(RB), where RA
4
= E{sAs∗A} and RB
4
= E{sBs∗B}
denote the transmit covariances. The received signal at the relay terminal is












Figure 6.1: Robust MIMO two-way relaying system model
where H and G are N ×M channel matrices from terminals A and B to the
relay, respectively. The channels are independent from one another and the
AWGN at the relay is distributed according to nR ∼ CN(0, N0RI). During
phase II, the relay broadcasts a linearly precoded version of its input sR =
WrR, where W is an N ×N precoding matrix designed to satisfy an average
power constraint of PR at the relay. Assuming that the time interval between
phases I and II is short enough for channel reciprocity to hold1, the received





∗WnR + nA, (6.2)
where nA ∼ CN(0, N0AI) is AWGN at terminal A. We assume partial CSI
at the terminals, meaning A, B and the relay have partial knowledge of the
channel matrices H and G modeled as
{
H = Ĥ + H̃
G = Ĝ + G̃,
(6.3)
where Ĥ and Ĝ denote the portion of the CSI known at the terminal (which we
shall refer to as partial CSI), and the unknown portion of the CSI is captured
1Also assuming RF reciprocity
155
in the error terms H̃ and G̃. In general, the means of acquiring CSI is system-
dependent and usually includes a combination of channel training (estimation)
via pilot symbols and CSI feedback/feedforward. We describe one method here
as illustrated in Fig. 6.1:
• Partial CSI at the relay: obtained via training that occurs prior to the
data payload from A,B.
• Partial CSI at A and B: obtained via an error-free feedback link from
the relay to A and B.


















where Hw is a matrix whose elements are iid CN(0, 1), and ΣH and ΨH are Her-
mitian positive-definite matrices representing the row and column covariance
matrices of H, respectively. As such, H is said to have a matrix-variate com-
plex Gaussian distribution H ∼ CN(Ĥ,ΣH ⊗ΨH). Similarly, for the channel









where ΣG and ΨG are defined in similar fashion to H.
6.3 Design of Robust Equalizers
We design robust channel equalizers in this section by formulating the
problem for terminal A; an identical treatment follows for terminal B by switch-
ing the roles of the channels H and G. Continuing from (6.2), the signal at
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terminal A is received under partial CSI modeled and the self-inference is only
partially known. From (6.2) and (6.4)
sA
4
= (Ĥ∗ + H̃∗)W(Ĥ + H̃)sA
4
= ŝA + s̃A, (6.5)
where we decomposed the self-interference into two terms: known self-interference,




∗WH̃sA + H̃∗WĤsA + H̃∗WH̃sA.
(6.6)
The known self-interference may be subtracted from the received signal (6.2)
ŷA = yA − ŝA = H∗WGsB + H∗WnR + nA + s̃A. (6.7)
The objective is to design a linear equalizer, denoted by the M ×M matrix
A, at terminal A to detect the signal from terminal B in the form ŝB = AŷA.





∗WG− I)sB + AH∗WnR + AnA + As̃A, (6.8)
and the detection mean-square error (MSE) is
MSEA = tr(E{eAe∗A}) = MSE0 + MSESI (6.9)
where MSE0 corresponds to the first three terms in (6.8) and MSESI is the con-
tribution from the partial self-interference of the last term in (6.8). Note that
the expectation is over not only AWGN but also over the channel uncertainties




∗ = 0. (6.10)
We calculate each term in (6.10) separately.
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6.3.1 Calculation of MSESI




where we used the fact that the expectation is over H̃ and G̃ for the second
expression. The following lemma from [141] helps to simplify.
Lemma 1: For the matrix-variate X ∼ CN(X̂,Σ⊗Ψ), and any constant ma-
trix C, we have:
i) EX{XCX∗} = X̂CX̂∗ + tr(CΨT )Σ
ii) EX{X∗CX} = X̂∗CX̂ + tr(CΣ)ΨT .
Proof: see [141].
Applying lemma 1 to (6.11) with regard to our channel model H̃ ∼








6.3.2 Calculation of MSE0
Notice that for sA = 0, the system model folds into a one-way amplify-
and-forward MIMO relay model where the source-to-relay channel is G and
the relay-to-destination channel is H∗. The MSE contribution from the first,
second and third terms in (6.8) (MSE0) correspond to this one-way relaying
model, and their values have been reported in [140]. Using (13) from [140]
together with our result in (6.12), and after some rearrangement of terms,
MSEA in (6.9) equals
MSEA = tr(AKA
∗)− tr(RBAĤ∗WĜ) + tr(RB)
− tr(RBĜ∗W∗ĤA∗), (6.13)







K1 = KG + tr(RAΨH)ΣH +N0RI





From (6.13) and 6.10, we have
Aopt = RBĜ
∗W∗ĤK−1, (6.15)
which is the final result.
159
6.4 Simulation Results
The AWGN variances are normalized to unity, N0A = N0B = N0R = 1,
so that transmit powers may be controlled via PA, PB and PR. We consider the
case where terminals A, B and the relay are equipped with the same number
of antennas, namely M = N = 2. The transmit correlations at terminals A
and B are set to zero (α = β = 0), unless noted otherwise.
Channel Models: The channel covariance matrices ΨH ,ΨG,ΣH ,ΣG
depend on the specific channel estimation process used at the relay. We assume
that the receive covariance matrices from the terminals to the relay are equal,
i.e. ΣH = ΣG
4
= Σ. As in [140] we assume the MIMO channel estimation
algorithm of [98] is used during the training phase at the relay such that the

















where 0 ≤ σ2e < 1 is the channel estimation error variance and 0 ≤ α, ε, β < 1
are the antenna correlation coefficients at A, the relay, and B, respectively.
For comparison, we also simulate a baseline solution that does not
account for channel estimation. Setting σ2e = 0 (equivalently Σ = 0) in (6.14)









which is also the LMMSE solution to estimating sB from (6.7) when terminal
A has perfect knowledge of the self-interference.
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such that the power constraint PR is satisfied at the relay.
Numerical Results
The simulations are conducted as follows:
1. A realization of the estimated channels is generated (independently)
based on the following distributions
Ĥ ∼ CN(0, (σ−2e − 1)Σ⊗ΨH)
Ĝ ∼ CN(0, (σ−2e − 1)Σ⊗ΨG) (6.19)
The scaling factor in (6.19) is required so that the channels H and G have
unity-variance elements. The relay also calculates the required precoding
matrix from (6.18) and forwards Ĥ, Ĝ,W to the terminals.
2. A payload of independent QPSK data symbols is generated at terminals
A and B, which is scaled based on the powers PA and PB. The terminals
also calculate the optimal equalizers based on2 (6.15).
2Terminal B calculates Bopt similar to (6.15) with H and G swapped.
161
3. For each transmission of sA and sB, independent realizations of the chan-
nel errors H̃ and G̃ are generated according to
H̃ ∼ CN (0,Σ⊗ΨH)
G̃ ∼ CN (0,Σ⊗ΨG) (6.20)
4. At terminal A the (normalized) error is measured as ||ŝB − sB||2/tr(RB).
5. Steps 1-4 are repeated and the error is averaged over the payload (aver-
aged over the channel errors and AWGN).
6. Steps 1-5 are repeated and the error in step 5 is averaged over the channel
estimates.
The result is an average MSE measured over both channel errors and channel
estimates which is plotted against some system parameter. In the following
simulations we will only consider the MSE at terminal A. Fig. 6.2 plots
the MSE against the channel estimate error σ2e when PR = PA = PB = 30
dB. As expected the MSE is less in the former case owing to the estimation
errors in the self-interference term. Nonetheless, the robust solution yields
better performance compared to the baseline at any σ2e . This gain is especially
noticeable at higher values of σ2e , i.e. low CSI quality. Fig. 6.3 plots the average
symbol error-rate (SER) corresponding to Fig. 6.2, for QPSK modulation
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Practical relay-aided wireless communication systems are expected to
operate under partial CSI assumptions. As summarized below, in this disser-
tation I studied several design issues for such systems.
7.1 Summary
In Chapter 2, I deriving power loading strategies for single-user and
multicast OFDM relay networks from an error-rate minimization point of view.
I showed that a destination SNR-equalizing strategy can be obtained through
simultaneous and identical power loading at the source and at the relay. This
joint strategy was formulated as a max-min solution over an effective channel
gain from the source to the destination. I also presented several multicasting
strategies for networks with fixed and randomly located users and compared
the statistical performances of these solutions to one other and also to the
equal-power strategy. The prioritizing solutions proved to be effective for
fixed user locations and also had the benefit of linearity, while the max-min
equalizing solution was best suited to random networks. My proposals for
both the single-user and the multicast scenarios were based on the assumption
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of perfect CSI at the source and at the relay.
Relay terminals are expected to play an important role in next gen-
eration cellular wireless deployments around the globe. Such relays are ex-
pected to improve link performance via sophisticated reception and/or trans-
mission techniques as well as involvement in network interference management
schemes. Hence, with a focus on practical deployment of relay-aided systems,
in Chapter 3, I extended the shared relay concept to incorporate several inter-
ference management schemes in the physical layer at the relays. I considered
both one-way relaying and, the spectrally efficient two-way relaying categories.
For each category I proposed several relay processing schemes to remove inter-
ference within the network. In some cases I also extended to include partial or
full base station coordination, further improving the sum-rate performances. I
conducted link-level simulations to assess and compare the performance of the
schemes concluding that even simple relay processing such as zero forcing helps
to significantly reduce interference and improve sum-rate. Moreover, sophisti-
cated techniques such as two-way relaying with block diagonalization surpass
other techniques, especially when the relay is operating at high transmit power.
The improvements here came at the cost of increased complexity not only at
the relay but also at the receiving terminals by virtue of self-interference.
In Chapter 4, I analyzed two-way relaying in a multi-user configura-
tion suitable for cellular communications and proposed several linear relay
precoding methods that either tackle the problem of downlink sum-rate max-
imization directly, or indirectly via a proxy variable such as the SINR at the
166
user terminals. Maximizing the SINR led to formulations based on gener-
alized eigenvalues which I solved by relaxing the relay power constraint or
by adding additional structural constraints at the relay. The sum-rate maxi-
mization problem was solved iteratively via gradient ascent. My simulations
showed that solutions based on SINR, and particularly solutions that incor-
porate the relay power constraint, are powerful at low relay transmit powers
while solutions that ignore the constraint are superior at high relay powers.
When computational ability is limited, other non-iterative solutions, particu-
larly ones based on channel inversion, showed strong performance over a wide
range of system parameters.
While previous chapters consider the use of CSI in relay-aided networks,
in Chapter 5, I derived the means of actually acquiring the needed CSI in
such networks. Moreover, I showed how the accuracy of channel estimates
afforded by pilot signals effect the sum-rate of MIMO two-way relaying and
this dependency was quantified using LMMSE channel estimation and a worst-
case noise argument. Training sequences that maximize lower-bounds on the
sum-rates were shown to be orthogonal in the antenna arrays and also between
terminals and simulations shed light into the end-to-end performance under
imperfect CSI versus various system parameters.
While Chapter 4 provided a means of acquiring partial CSI, it did not
propose a means of its utilization. I tackled this problem in Chapter 6, where
I considered the proper use of partial CSI in the detection process at the
receivers of two-way relaying systems. Here, I showed how the partial CSI
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affects both the channels from the desired user as well as the self-interference
terms. Equalization filters were designed based on robustness to errors in the
channel estimates and the effects of transmit correlation were analyzed and
simulated.
7.2 Future Work
The objective of this dissertation was to address key issues in the design
of wireless systems utilizing relay terminals and channel state information.
There are several directions for future research:
Relay Signal Processing
In this dissertation I considered two main relay signal processing tech-
niques: AF and DF relaying. In AF the relay can, without regard to CSI,
scale its input signal to match its own output power constraint, while in DF
relaying it decodes and subsequently re-encodes the input signal, thus requir-
ing full CSI. As reasoned in Chapter 1, the focus of the dissertation was on AF
relaying mainly due to complexity and overhead issues pertaining to DF relay-
ing. Nonetheless there exist other forms of relay signal processing techniques
not discussed herein. For example, in addition to DF relaying, Cover and El
Gamal introduced a compress-and-forward (CF) relaying technique [22]. In CF
relaying, the relay uses source coding (such as Wyner-Ziv coding) to compress
its received signal prior to forwarding it to the destination. The destination
decodes the signal from the direct link with the source using the relay link
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signal as “side information”. In terms of CSI requirements, the CF technique
only requires the probability distribution function of its input signal and not
the full codebook (used by source). As such, the complexity (and overhead) of
CF relaying is expected to lie somewhere between AF relaying (with no CSI)
and DF relaying (with full CSI).
As I discussed in Section 1.1, the choice of a specific relay processing
method is somewhat subjective. Particularly, the choice depends on system
parameters (such as SNR, etc.), and desired system-wide objectives (such as
sum-rate, error-rate, etc.). Different techniques exhibit different optimality
behaviors in different regimes. For example, if the SNR on the relay-to-
destination link is high enough such that the relays input can be conveyed
to the destination without compression, then CF can be capacity-optimal. As
another example, for discrete input (such as binary phase-shift keying BPSK)
a hybrid of AF and DF (called estimate-and-forward) relaying that utilizes
“soft-information” can be devised to minimize the bit error-rate [1], or the
SNR [43], at the destination.
In spite of such classifications, most work assumes full CSI, regardless
of the selected relaying technique. The goal of this dissertation was to shed
light on the effects of partial CSI on relay-aided communications. While the
emphasis here has been on AF relaying, it is worthwhile to investigate partial
CSI for other relaying techniques, especially in the light of the aforementioned










Figure 7.1: Multiple-relay-aided communications.
Multiple Relays
In this dissertation I considered wireless systems where a single relay
aided the point-to-point communication between a single source-destination
pair. The geometry of the problem can be expanded in several interesting
directions. For example, in multi-hop relay, several relay terminals, depicted
in Fig. 7.1(left), are used to establish a reliable link between the source and the
destination. There are benefits and obstacles pertaining to this configuration.
As more hops are introduced, the path loss between hops is decreased, however
the complexity of the system is increased since some type of coordination
between the participating relays must be established beforehand. The source-
to-destination delay is also increased, which may not be tolerated by some
delay-sensitive applications. Moreover, concurrent transmission from the relay
may introduce addition interference to the system.
In another geometry, depicted in Fig. 7.1(right), several relays may be
configured in “parallel”, forming a relay-network aiding a point-to-point com-
munication link. This configuration may provide the benefit of path diversity
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gain (spatial diversity) that can be achieved by selecting the most favorable
path to the destination. The challenge here is to devise methods of relay se-
lection that realize the diversity gains (see [132] for discussion on multi-hop
relaying).
The notion of CSI is particularly interesting in such multiple-relay set-
tings. For example, in multi-hop relaying, if the relays are configured for DF
operation, CSI is required at each relay that identifies the channel from the
corresponding transmitting relay. For AF relaying, knowledge regarding the
compound channel pertaining to the multiplication of all the channel in the
multi-hop link is required at the destination. Noise amplification and detec-
tion error-propagation must also be accounted for in the AF and DF settings,
respectively. For two-hop (or multi-hop) relay networks such Fig. 7.1(right),
CSI is required at the destination to select the appropriate relay(s). Studying
such issues under partial CSI assumptions, such as ones considered in this
dissertation, constitute an interesting direction for future research.
Feedback of Partial CSI
Duplexing is an important topic in system design when considering
both uplink and downlink transmissions. In this dissertation, to establish
equivalency in uplink and downlink channels, I have considered primarily time-
division duplexing (TDD) systems. In TDD systems, as discussed in Chapter
1, acquisition of partial CSI is conducted via the use of pilot symbols, i.e.
PSAM, in either the downlink and the uplink channels. This method is par-
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Figure 7.2: FDD, TDD.
ticularly attractive when time between uplink-downlink channel uses is less
than the coherence time of the channel so that channel equivalency may be
assumed. For example, at the destination, the uplink channel may be equated
to the downlink channel estimate (gained via PSAM). Emerging wireless de-
ployments, however (such 3GPP LTE), utilize frequency division duplexing
(FDD) in addition to the TDD mode. As depicted in Fig. 7.2, in FDD the
uplink and downlink channels are utilized simultaneously in time, yet over
disparate frequency bands. When the distance between the frequency bands
is large (in LTE for example it may be between 10 ∼ 100 MHz), channel reci-
procity may not hold as the channels are statistically independent. In this
case, the destination may, for example, convey the partial CSI to the source
via a feedback link. To minimize overhead, this link is usually assumed to be
limited in capacity and the partial CSI must be quantized prior to feedback.
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Figure 7.3: Quantized CSI feedback.
Limited feedback of CSI has been extensively studied for point-to-point MIMO
links [92], and only recently for one-way relay-aided MIMO links [66].
Investigating FDD and quantized CSI feedback for the proposed so-
lution of this dissertation is an interesting direction for future research. For
example, Fig. 7.3 illustrates a block model for quantized partial CSI feedback
which may be utilized for one-way relaying techniques such as the proposals in
Chapter 2. Also, recall that in Chapter 6, I assumed that the relay forwards
the partial CSI without error to the other terminals (see Fig. 6.1). Fig. 7.3
illustrates the corresponding quantized partial CSI model. Quantization and
codebook design for such a system, based on the theory developed in Chapter





1.1 MIMO Channel Estimation in the Presence of In-
terference
The following treatment follows [62]. Consider Fig. 1.1 with a point-to-
point MIMO system where the transmitter (terminal A) and receiver (terminal
B) have M antennas each. The channel between A and B is modeled by an
M ×M matrix H. To account for transmit and receive correlation we model
the channel as vec(H) ∼ CN(0MN ,ΨH⊗ΣH). Also assume that L sources are
interfering at the receiver via channels G`, ` = 0, 1, . . . , L−1. The objective is
to estimate the desired channel H under interference and noise, when all the
channels (desired and interfering) are assumed narrowband (flat fading) and
quasi-static, i.e., constant over a frame and changing independently from one
frame to another. The received signal at time t is
yB(t) = HsA(t) +
L−1∑
`=0
G`s`(t) + nB(t), (1.1)
where sA(t) and s`(t) are the desired and interfering signals, respectively,
and nB(t) ∼ CN(0, N0I) is AWGN. In pilot-symbol-aided channel estimation
(PSAM), Tt transmitted symbols (in each frame) from A are devoted to pilot
symbol vectors that are known a-priori to both A and B. The corresponding
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Figure 1.1: MIMO plus interference system model
received vectors may be collected at B in an M × Tt matrix
YB = HSA +
4
= E︷ ︸︸ ︷
L−1∑
`=0
G`S` + NB, (1.2)
where YB
4
= [yB(0),yB(1), . . . ,yB(Tt − 1)],SB 4= [sB(0), sB(1), . . . , sB(Tt −
1)], NB
4
= [nB(0),nB(1), . . . ,nB(Tt − 1)] ∼ CN(0, N0I) and S` is constructed
similarly. Note that Tt ≥ M since for a proper estimation of H, at least as





















Modeling the channel as vec(H) ∼ CN(0MN ,ΨH ⊗ΣH) and using the Lemma
in Chapter 6 we have
RH = E{H∗H} = tr(ΣH)ΨH = MΨH . (1.4)
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A) ≤ PT ,
(1.5)
and the solution for minimal training (Tt = M) is give by
SA = QΣV
∗, (1.6)
where Q and V are obtained from the eigen-decompositions ΨH = QKQ
∗ and
RE = VΛV
∗ and Σ is an M ×M diagonal matrix whose diagonal elements
depend of the eigenvalues of ΨH and RE, while helping also to satisfy the
transmitter power constraint. Some special cases are worth noting here for
minimal optimal-training:
• The temporal correlation of the pilot matrix is S∗ASA = VΣ2V∗, and in
the special case of zero interference RE = N0I so that V = I, and the
pilot matrix is temporally uncorrelated.
• The spatial correlation of the pilot matrix is SAS∗A = QΣ2Q∗, and in
the special case of zero transmit antenna correlation RH = MI so that
Q = I, and the pilot matrix is spatially uncorrelated.
• Clearly for the realization of both cases above, the pilots are orthogonal
over space and over time (a well known result for conventional MIMO
training).
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In summary, for optimal training the eigen-decompositions of the desired chan-
nel and interference covariance matrices need to be computed and conveyed
to the transmitter.
1.2 Relay-Aided MIMO Channel Estimation
Consider the point-to-point MIMO link of Appendix 1.1 that includes
a single amplify-and-forward relay terminal with precoding matrix W. The
received signal at the receiver B after two-hops via the relay is
yB = GWHsA + GFnR + nB (1.7)
where we model the channels as vec(H) ∼ CN(0MN ,ΨH⊗ΣH) for the channel
between terminal A and the relay, and vec(G) ∼ CN(0NM ,ΨG ⊗ΣG) for the
channel between the relay and terminal B. Collecting Tt pilot symbols, similar
to (1.2), we have
YB = GWHSA +
4
= E︷ ︸︸ ︷
GWNR + NB . (1.8)
The objective here is to estimate the composite channel C
4
= GWH. Fortu-
nately, the formulation in Appendix 1.1 covers this case (compare (1.2) and
(1.8)). Substituting for the composite channel instead of the MIMO channel

















Modeling the channels as vec(H) ∼ CN(0MN ,ΨH ⊗ ΣH) and vec(G) ∼





























and the MSE-minimizing pilot matrix is
SA = QΣ (1.13)
where, as in (1.6), Q is obtained from the eigen-decomposition ΨH = QKQ
∗
and Σ is an M ×M diagonal matrix whose diagonal elements depend on the
channel statistics and also on the relay precoding matrix W while helping to
ensure the transmitter power constraint.
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Appendix 2
2.1 The Least-Squares Equalizer
The cost function of (2.37) is convex and the Lagrangian method will yield a
global optimal. Substituting for the cost function from (2.36) and applying
the optimality condition we have





















































































where we used the sum-unity power constraint, i.e. 1T δ̃k = 1 ∀k, to reach the
final expression.
2.2 The Weighted Least-Squares Equalizer
The Lagrangian of (2.39) and its derivative are




















g−1k,n + λ. (2.4)
Setting ∂Lγ̃/∂δ
?
n = 0 and summing over all the equations allows the dual
















where we used the definition of γ̃−1k to get the second expression. Substituting
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