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Abstract 
 
This paper compares Internet packet
transmission times of different reliable multicast pro-
tocols for widely spread distributed applications. The
analytical model takes realistic Internet delays into
account and calculates the mean transmission time
and its variance for individual receivers in a multi-
cast group. The results of an example scenario show
that local error recovery techniques significantly
reduce the transmission time of packets. Especially
protocols which are based on local retransmissions
by routers perform very well. 
Keywords: Performance Analysis, Reliable Multi-
cast, Distributed Applications, Internet
 
1 Introduction
 
The interest in reliable multicast protocols
has steadily grown in the last years because
a number of distributed applications like dis-
tributed simulation, replicated databases or
distributed computing require reliable deliv-
ery of data to a group of receivers. In order
to provide scalability, i.e. efficient data dis-
tribution to a large and/or widely spread
multicast group in the Internet different pro-
tocols have been proposed. These protocols
can be classified according to their retrans-
mission strategy, i.e. the responsibility of
nodes to perform error recovery. Firstly,
there are sender-based protocols where only
the sender retransmits lost packets (e.g.
RAMP [1], or AMTP [2]). To become more
scalable sender-based reliable multicast pro-
tocols usually concentrate on the reduction
of the ACK implosion at the sender. Sec-
ondly, we have approaches with local recov-
ery mechanisms, i.e. lost packets can be
retransmitted locally by other nodes than the
sender. Protocols using such strategies can
be further subdivided into receiver-based
approaches (e.g. LGC [3], SRM [4], or
RMTP [5]) where a subgroup or all mem-
bers of the multicast group may be involved
in the retransmission process, and router-
based protocols (also called server-based,
e.g. LBRM [6], or SRMT [7]) which allow
retransmissions by non-members of the
group (routers, or servers co-located with
routers), too. 
Until now only a few analyses compare
these different retransmission strategies. In
[8] and [9] processing cost and bandwidth
requirements of sender-based and receiver-
based protocols are examined. Investiga-
 tions in [7], [10] and [11] consider all three
protocol types but the analyses are again
limited to processing cost and bandwidth
usage. Only little attention has been paid to
the actual transmission time so far ([12]
being an exception for a sender-based proto-
col). The reason for this lack of transmission
time analyses lies in the fact that from the
application’s point of view reliability is
much more important than transmission
time. Nevertheless, transmission time plays
an important role in distributed applications
and a protocol which delivers data reliably
 
and
 
 additionally in a fast way would obvi-
ously be a preferred solution. 
In this paper we compare the Internet
transmission time of packets for individual
receivers in sender-based, receiver-based
and router-based protocols with either ACK
or NAK acknowledgement mechanisms.
Our investigations are based on multicast
trees with edges corresponding to typical
Internet connections characterized by three
parameters: average one-way delay, its vari-
ance, and packet loss probability. The
parameter values are taken from [13]; the
method for assessing the one-way delays is
also described in [14].
The paper is structured as follows. In sec-
tion 2 we give a short description of the dif-
ferent retransmission strategies used by
reliable multicast protocols. Section 3
presents our model for analytical compari-
son of the different protocol types. An
example multicast scenario and the resulting
transmission times are described in section
4. Section 5 summarises the paper.
 
2 Retransmission strategies of 
reliable multicast protocols
 
In this section reliable multicast protocols
are briefly classified according to their
retransmission strategy. 
 
2.1 Sender-based protocols
 
If a sender-based protocol detects packet
loss, the respective packets are retransmitted
as multicast by the sender to the whole
group or are unicasted to individual “unsuc-
cessful” members (if the number of them is
below a given threshold). Examples for
sender-based protocols are RAMP or
AMTP.
 
2.2 Receiver-based protocols
 
Here, receivers of the same region form a
local group. A designated receiver of each
group is responsible for processing
acknowledgements and starting retransmis-
sions if one of the local group members
detects a packet loss. The groups can be
ordered hierarchically to make the approach
more scalable. While the sender usually
multicasts all packets globally (but listens
only to acknowledgements of the designated
receivers within its local group), retransmis-
sions of designated receivers have only local
scope, i.e. are limited to their local groups.
Representatives of this class of protocols are
LGC and RMTP. 
Error recovery in SRM differs from the
mechanisms of LGC and RMTP in so far
that in SRM every packet loss is recovered
by the nearest (successful) receiver, e.g.
within a limited area of the multicast tree.
Since the influence of this difference on our
analysis performed later is only marginal we
put SRM into the class of receiver-based
protocols, too.
 
2.3 Router-based protocols
 
Router-based protocols extend the idea of
receiver-based protocols by using a hierar-
chy of special routers (or servers co-located
with routers) which store packets for possi-
ble retransmissions. Similar to receiver-
based protocols this results in local groups
 with a sending node (sender or router) and
several receiving nodes (routers and/or
receivers). After a packet loss, which is sig-
nalled to the local sending node, the respec-
tive packets are retransmitted locally within
the group. Examples of such router-based
protocols are LBRM (with two levels of
hierarchy) and SRMT.
 
3 Modelling transmission times
 
In order to analyse transmission times of
reliable multicast protocols for distributed
applications in the Internet, we first need a
realistic model for packet delays and loss
probabilities in a multicast tree. Since such a
multicast tree usually is just a composition
of several point-to-point connections it is
sufficient to model each edge of the multi-
cast-tree as a separate Internet connection.
We characterize an Internet connection by
three parameters: average packet delay,
packet delay variance and packet loss proba-
bility. Typical values for such parameters are
described in [13] and shown in table 1. The
parameters refer to Internet connections
from a host in Aachen (Germany) to other
hosts located in Germany (Aachen, Köln,
Karlsruhe, Dresden), i.e. we have four
national connections 
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 to 
 
C
 
4
 
.
 
Table 1: Rounded parameters for unidirectional 
Internet connections 
 
3.1 Multicast subtrees
 
The different protocols described in section
2 split the overall multicast tree into one or
more subtrees, each with packets transmit-
ted reliably from a sender to a number of
receivers. The sender might be the original
sender, a designated receiver or a router; a
receiver is either a real group member
(maybe a designated receiver) or a router. If
we assume for the receiver-originated proto-
cols that the sender transmits packets only to
the (designated) receivers of its local group
but not globally to any receiver of another
designated receiver’s group, then each sub-
tree may be analysed separately as if using a
sender-based protocol. Thus, we first con-
centrate on the sender-based transmission
time analysis of subtrees and compute the
measures for the overall tree later (see sec-
tion 3.4). 
The path from a sender to a particular
receiver 
 
i
 
 in a subtree may consist of several
edges, i.e. a number of Internet connections
in our model. In order to analyse the packet
transmission time from the sender to the
receiver we have to calculate the parameters
for the overall sender-receiver connection
from the parameters given for the individual
edges. Let the connection consist of 
 
T
 
 edges
with independent random variables 
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 for the delay and packet loss proba-
bilities 0 
 
£
 
 
 
p
 
1
 
i
 
, ..., 
 
p
 
Ti
 
 
 
<
 
 1. Then the overall
delay 
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 and the overall packet loss proba-
bility 
 
p
 
i
 
 can be derived very simple as sum
 or product  of the indi-
vidual edge values.
 
3.2 Transmission time in a subtree with 
one receiver
 
Let us first look at the special case of a sub-
tree with just one receiver. Delay and packet
loss probability of the overall connection are
given by the random variable
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 Assuming that the protocol uses positive
acknowledgments for error detection a
retransmission is started if a packet has not
been acknowledged by the receiver after
expiration of a timer 
 
T
 
Ack
 
. We define the
value of 
 
T
 
Ack
 
 to be twice the round-trip time
(RTT) of the connection. For simplicity rea-
sons we assume all connections to be sym-
metric and use the doubled average RTT for
the calculation of 
 
T
 
Ack
 
, i.e. 
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Ack
 
 = 4 
 
.
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].
Because the number of required retransmis-
sions 
 
N
 
 is geometrically distributed, i.e.
(1)
we get the overall transmission time 
 
Y
 
 as
sum of the number of times 
 
T
 
Ack
 
 has to
expire multiplied by the value of 
 
T
 
Ack
 
 and
the delay of the last successful transmission,
hence
(2)
The expected value and variance of the
transmission time is then given by
(3)
and (because 
 
N
 
 and 
 
X
 
 are independent)
(4)
 
3.3 Transmission time in a subtree with 
several receivers
 
If the number of receivers in the subtree is
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 > 1 with connection delays 
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,
then the sender has to adapt its retransmis-
sion speed to these different delay values.
The sender must collect ACKs from all
receivers, i.e. the timer 
 
T
 
Ack
 
 has to be set
with respect to the maximum RTT. There-
fore, the value of 
 
T
 
Ack
 
 is set to 
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Expected value and variance of the trans-
mission time are calculated using (3) and
(4).
 
3.4 Transmission time for a sequence of 
subtrees
 
In the case of receiver-based and router-
based protocols packets for some receivers
have to traverse several subtrees until they
reach their destination. The expected value
and the variance of the overall transmission
time for such receivers can be calculated by
just summing up the respective values of the
intermediate receivers on the way to the
final destination. 
 
4 Example scenario and 
numerical results
 
The example scenario to be analysed
describes a “national” multicast transmis-
sion, e.g. within a single country. The multi-
cast group consists of ten members 
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 and the respective multicast tree is pre-
sented in fig. 2. 
All delay parameters of the connections are
of type 
 
C
 
1
 
, ..., 
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4
 
, i.e. correspond to Internet
connections as can be found within Ger-
many. Since the packet loss probabilities of
these links do not differ too much (cf. table
1) we set them all to the same value 
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Figure 2: Example scenario
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for retransmissions. For the sender-based
protocol the situation is clear. In the case of
the receiver-based protocol we define six
designated receivers: D1 and D6 for the first
hierarchy level, D2, D4, D7, and D9 for the
second. In the router-based protocol all rout-
ers shown in the tree (in reality there might
be more in between) perform error-recovery.
The resulting logical structure of the multi-
cast trees for the different protocols is
shown in fig. 3. Each arrow in a tree corre-
sponds to a connection on which retransmis-
sions are performed. 
Fig. 4a and b show the expected value and
the variance of the transmission times of the
receivers with the shortest (node D1) and
longest (node D10) average distance to the
sender. All results are plotted depending on
the packet loss probability p.
In the case of the sender-based protocol the
average transmission time to receiver D1
increases rather fast with the loss probabil-
ity. The main reason for this is the setting of
timer TAck which has a significant influence
on the performance of the protocols. The
more receivers a sender is responsible for,
the higher the probability that the value of
TAck and thus the transmission time is large.
For the receiver-based protocol the results
are better because the timer for D1 is only
increased because of receiver D6. The best
transmission time is achieved by the router-
based protocol, because of its short retrans-
mission paths.
For receiver D10 the situation is slightly
different. Although the receiver-based
approach is able to benefit from the hierar-
chical structure and thus from small timer
values, its overall performance is even worse
than the sender-based protocol’s. This is due
to the fact that packets get to receiver D10 in
a roundabout way (via D6 and D9). The
behaviour of the router-based protocol is
much better. Even for a packet loss probabil-
ity of 5% the transmission time grows only
by 15 ms.
The variance of the transmission time is
very similar for both receivers; only the
absolute values differ. The positive influence
of local recovery on the variance is rather
obvious, here. Especially the transmission
time of the router-based approach turns out
to have very small fluctuations.
5 Conclusions
In this paper we have presented a new ana-
lytical model for the evaluation of sender-
based, receiver-based and router-based relia-
ble multicast protocols in terms of average
transmission time and transmission time
variance. After modelling a realistic Internet
Figure 3: Logical tree structure for different protocol types
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scenario (e.g. of a distributed application)
we have demonstrated the transmission time
reduction that can be gained by local recov-
ery techniques for protocols using positive
acknowledgment mechanisms. The router-
based approach has shown to perform best
with respect to average transmission time
and variance. In contrast to this the trans-
mission time of receiver-based protocols has
turned out to be worse than expected,
because the improvement achieved in com-
parison to the sender-based approach is only
marginal (if there is an improvement at all).
Taking earlier results concerning bandwidth
requirements into account (e.g. [7] or [10]),
router-based protocols seem to be a promis-
ing approach for reliable multicast in widely
spread distributed applications. 
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