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E-mail addresses: nikolas.geroliminis@epﬂ.ch (NRecent experimental analysis has shown that some types of urban networks exhibit a low
scatter reproducible relationship between average network ﬂow and density, known as the
macroscopic fundamental diagram (MFD). It has also been shown that heterogeneity in the
spatial distribution of density can signiﬁcantly decrease the network ﬂow for the same
value of density. Analytical theories have been developed to explore the connection
between network structure and an MFD for urban neighborhoods with cars controlled
by trafﬁc signals. However these theories have been applied only in cities with determin-
istic values of topological and control variables for the whole network and by ignoring the
effect of turns. In our study we are aiming to generate an MFD for streets with variable link
lengths and signal characteristics and understand the effect of variability for different cities
and signal structures. Furthermore, this variability gives the opportunity to mimic the
effect of turning movements. Route or network capacity can be signiﬁcantly smaller than
the capacity of a single link, because of the correlations developed through the different
values of offsets. The above analysis would not be possible using standard trafﬁc engineer-
ing techniques. This will be a key issue in planning the signal regimes such a way that max-
imizes the network capacity and/or the density range of the maximum capacity.
 2012 Elsevier Ltd. All rights reserved.1. Introduction
Recent studies (Geroliminis and Sun, 2011b; Mazloumian et al., 2010; Daganzo et al., 2011) has shown that networks with
heterogeneous distribution of link density exhibit network ﬂows smaller than those that approximately meet homogeneity
conditions (low spatial variance of link density), especially for congested conditions. Also, note that the scalability of ﬂows
from a series of links to large trafﬁc networks is not a direct transformation. For example, route or network capacity can be
signiﬁcantly smaller than the capacity of a single link as this is expressed by sG/C (s is the saturation ﬂow, G and C are the
durations of green phase and cycle). This is because of the correlations between successive arterial links, the creation of spill-
back queues and the effect of offsets (Daganzo and Geroliminis, 2008). In case of long links, these effects are negligible and
the propagation of trafﬁc is much simpler. Nevertheless, congestion often occurs in the city centers with dense topology of
short links.
At the link scale, trafﬁc ﬂows can be unpredictable or chaotic when a network is critically congested because of different
driving behavior patterns, the effect of route choice, the fast dynamics of link travel times and origin–destination tables and
the computational complexity (too many particles/cars). These observations make the development of global trafﬁc manage-
ment strategies, to improve mobility for a large signalized trafﬁc network with a microscopic analysis, intractable. An alter-
native is a hierarchical control structure, where a network can be partitioned in homogeneous regions (with small spatial. All rights reserved.
.
. Geroliminis), burak.boyaci@epﬂ.ch (B. Boyacı).
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city to maximize the system output, as expressed by the number of trip endings. These policies can change the spatial dis-
tribution of congestion in such a way that the network outﬂow increases. This is a challenging task that requires knowledge
on how the network ﬂow for a region of a city changes as a function of topology, control and level of congestion.
The physical tool to advance this research is the macroscopic fundamental diagram (MFD) of urban trafﬁc, which provides
for some network regions a unimodal, low-scatter relationship between network vehicle density (veh/km) and network
space-mean ﬂow (veh/h). The ﬁrst theoretical proposition of such a physical model was developed by Godfrey (1969), while
similar approaches were also initiated by Herman and Prigogine (1979) and Daganzo (2007). The physical model of MFD was
observed with dynamic features through empirical data in congested urban networks in Yokohama (Geroliminis and Dag-
anzo, 2008). Other empirical or simulated analysis for MFDs with low or high scatter can be found in Buisson and Ladier
(2009), Daganzo et al. (2011), Geroliminis and Sun (2011a), Gayah and Daganzo (2011), Courbon and Leclercq (2011), Ji
et al. (2010), Saberi and Mahmassani, 2012 and others. Nevertheless, it is not obvious whether the MFDs would be universal
or network-speciﬁc. More real-world experiments are needed to identify the types of networks and demand conditions, for
which invariant MFDs with low scatter exist.
To evaluate topological or control-related changes of the network (e.g. a re-timing of the trafﬁc signals or a change in
infrastructure), Daganzo and Geroliminis (2008) and, Helbing (2009) have derived analytical theories for the urban funda-
mental diagram, using a density-based and a utilization-based approaches respectively. The ﬁrst reference proved, using var-
iational theory (Daganzo, 2005), that an MFD must arise for single-route networks with a ﬁxed number of vehicles in
circulation (periodic boundary conditions and no turns). The same reference also gives explicit formulae for the single-route
MFD with deterministic topology, control and trafﬁc characteristics (i.e. all intersections have common control patterns, the
length of its links and their individual fundamental diagrams are all the same. The reference conjectured that these MFD
formulae should approximately expected to hold for homogeneous, redundant networks with slow-changing demand.
The methodology estimates the average speed and the maximum passing rate (rate that cars can overpass him) for a large
number of observers moving forward or backward and stopping only at trafﬁc lights. Then by considering that each observer
can create a ‘‘cut’’ in the MFD, its shape is estimated as the lower envelope of all these cuts.
In this paper we provide several extensions and reﬁnements of the analytical model for an MFD. We explore how network
parameters (topology and signal control) affect two key characteristics of an MFD, (i) the network capacity and (ii) the den-
sity range for which the network capacity is maximum. We ﬁrst provide an analytical proof that simpliﬁes the estimation of
the density range for which the network capacity is maximum by utilizing only spatial and control parameters of the net-
work. We also investigate how sensitive are these two characteristics in small changes of the parameters. Afterwards, we
relax the deterministic character of the parameters and investigate how variations in the signal offsets and the link lengths
affect network capacity and density range. These results can be utilized to develop efﬁcient control strategies for a series of
signalized intersections as these variations can describe not only differences in network parameters, but also different char-
acteristics in driver behavior. Later, we imitate the effect of incoming turns in a long arterial and we show that these turns
can signiﬁcantly decrease the network capacity even if vehicle density remains unchanged. To precisely describe all the
above phenomena we initially provide some analytical proofs for a simpliﬁcation of the variational theory approach and then
we develop a simulator to study the non-deterministic effects.
2. A note on variational theory
Daganzo and Geroliminis (2008) developed a moving observer method to show that the average ﬂow-density states of
any urban street without turning movements must be bounded from above by a concave curve. The section also shows that,
under the assumptions of variational theory, this curve is the locus of the possible (steady) trafﬁc states for the street; i.e., it
is its MFD.
Their method builds on a recent ﬁnding of Daganzo (2005), which showed that kinematic wave theory trafﬁc problems
with a concave ﬂow-density relation are shortest (least cost) path problems. Thus, the centerpiece of variational theory (as is
the fundamental diagram for kinematic wave theory) is a relative capacity (‘‘cost’’) function (CF), r(u), that describes each
homogeneous portion of the street. This function is related to the known fundamental diagram (FD) of kinematic wave
theory Q. Physically, the CF gives the maximum rate at which vehicles can pass an observer moving with speed u and not
interacting with trafﬁc; i.e., the street’s capacity from the observer’s frame of reference. Linear CFs correspond to triangular
FDs. Daganzo (2005) assumed a linear CF characterized by the following parameters: k0 (optimal density), uf (free ﬂow
speed), j (jam density), w (backward wave speed), s (capacity), and r (maximum passing rate). CF line crosses points
(uf,0), (0, s), (w,r) and has a slope equal to k0. Other applications of variational theory in modeling trafﬁc phenomena
can be found in Laval and Leclercq (2008) and Daganzo and Menendez (2005).
A second element of variational theory is the set of ‘‘valid’’ observer paths on the (t,x) plane starting from arbitrary points
on the boundary at t = 0 and ending at a later time, t0 > 0. A path is ‘‘valid’’ if the observer’s average speed in any time interval
is in the range [w,uf]. If P is one such path, uP be the average speed for the complete path, and DðPÞ is the path’s cost which
is evaluated with rðuÞ;DðPÞ bounds from above the change in vehicle number that could possibly be seen by observer P.
Thus, the quantity:RðuÞ ¼ lim
to!1
inf
P
fDðPÞ : uP ¼ ug=to ð1Þ
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time. Note that (1) is a shortest path problem, and that R(0) is the system capacity. Building on Eq. (1), Daganzo and Geroli-
minis (2008) proved that a ring’s MFD with periodic characteristics in time and space (trafﬁc signals every L meters with
common green duration G and cycle C and no turns), Q = Q(k), is concave and given by Eq. (2), i.e., it is not an upper bound,
but a tight relation. Fig. 1a illustrates that Eq. (2) is the lower envelope of the one-parameter family of lines on the k  q
plane deﬁned by q = ku + R(u) with u as the parameter. Note this equation also describes the passing rate of an observer mov-
ing with constant speed u in a stationary trafﬁc stream with ﬂow q and density k. The main difference is that trafﬁc signals
create non-stationary conditions as vehicles stop at trafﬁc signals and this relation does not apply in all cases. We call these
lines ‘‘cuts’’ because they individually impose constraints of the form: q 6 ku + R(u) on the macroscopic ﬂow-density pairs
that are feasible on a homogeneous street.Fig. 1.
time–spq ¼ inf
u
fkuþ RðuÞg ð2ÞBecause evaluating R(u) in Eq. (2) for all u can be tedious, Daganzo and Geroliminis (2008) proposed instead using three
families of ‘‘practical cuts’’ that jointly bound the MFD from above, albeit not tightly. It has been shown (Daganzo, 2005) that
for linear CF’s, an optimal path always exists that is piecewise linear: either following an intersection line or else slanting up
or down with slope uf or w. The practical cuts are based on observers that can move with only 3 speeds: uf, 0 or w and stop
at intersections during red times and possibly during green periods as well. Recall that an observer’s cost rate (maximum
passing rate) is qB(t) if the observer is standing at intersection with capacity qB(t) 6 s and otherwise it is given by a linear
CF, i.e. it is either 0, s or r depending on the observer’s speed.
Fig. 1b and c provide an explanation how the ‘‘practical cuts’’ are estimated for a series of intersections with common
length and signal settings (green G, cycle C and offset d). Offset is the time difference between the starting of the green phase(a)
(b) (c)
(a) The MFD deﬁned by a 1-parameter family of ‘‘cuts’’ (Daganzo and Geroliminis, 2008) and both forward, backward and stationary observers in a
ace (b) and their associated ‘‘cuts’’ in a network ﬂow-density diagram (c).
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stream then d is positive for the downstream trafﬁc signal and vice versa. Case (4,F) shows the fastest moving observer, who
runs with speed uf and stops only at red phases once every 4 signals. No vehicles are passing him, the ﬁrst ‘‘cut’’ crosses the
k  q plane at (0,0) and has a slope equal to the average speed of the observer. The 2nd observer (3,F) still runs at uf but stops
during the green period every third signal. Thus, he has a smaller average speed and vehicles are passing him at rate s when
waiting in green phases. This passing rate is shown in the second ‘‘cut’’ as the constant of the line that crosses axis q at q > 0.
The 3rd observer (2,F) stops in every two signals whereas the fourth (1,F) stops in every signal, while the ﬁfth observer
named as (S) is the stationary observer with zero speed. Cases (3,B)–(1,B) show the backward moving observers, who are
passed at rate r when moving in the opposite direction and at rate s when waiting in green phases. The lower envelope
of all these ‘‘cuts’’ produces the MFD.
The authors conjectured that the following regularity conditions should ensure a good analytical approximation of the
MFD: (i) a steady and distributed demand; (ii) a redundant network ensuring that drivers have many route choices and that
most links are on many desirable routes; (iii) a homogeneous network with similar links; and (iv) links with an approximate
FD that is not signiﬁcantly affected by turning movements when ﬂow is steady. Conditions (i)–(iii) should create a near-equi-
librium as in Wardrop (1952) with similar travel times on all links; and, since the links are similar, with similar densities too.
Condition (iv) implies that the variational theory method, applied to a single link with many efﬁcient cuts, yields a tight MFD.
The estimated MFD (despite its simplistic approach) ﬁts well empirical and simulated data for Yokohama and San Francisco,
two networks that only roughly meet the regularity conditions.
In this work, we focus on two important parameters of the MFD, produced by the family of cuts. The ﬁrst one is qmax, the
maximum value of the dimensionless network capacity, normalized by the maximum capacity of a single link sG/C, where G
is the green duration during a cycle C. The second one is rd, the range of density for which this maximum value occurs. A
negative range does not have any physical meaning, except that capacity is less than 1. A large value of positive range
can be considered as a metric of robustness for the system, which can retain its maximum capacity values for multiple con-
gestion levels. We investigate these two parameters for different types of networks with homogeneous or heterogeneous
characteristics of topology and signal settings.3. Homogeneous networks
The methodology of moving observers in Section 2 could have a potential application in real cities in cases data from loop
detectors are not available or do not cover the whole region. Nevertheless, the large number of cuts, would make the appli-
cation not straightforward. In this section we provide an analytical proof, which signiﬁcantly decreases the number of re-
quired cuts for the estimation of the range rd. We prove that in case of homogeneous networks, the slowest forward and
backward and the stationary observers sufﬁce to estimate the same value of rd, by running all observers described in Dag-
anzo and Geroliminis (2008). This proof provides us the ability to obtain closed form analytical equations for rd. We start
with Lemmas 1 and 2, which prove some mathematical operations, necessary for the next steps. In Lemmas 3 (forward)
and 4 (backward) we prove that the slowest moving observers provide tighter cuts than all the non-fastest observers. Lem-
mas 5 and 6 complete the proof by comparing with the fastest observers, who run at uf or w and stop only at real red phases.
In the end of the section, Corollary 1 provides the closed form of analytical equations of rd for different cases. The reader can
omit the proofs without lack of continuity for the rest of the paper.
In Daganzo and Geroliminis (2008), for an observer who stops every c signals for extended red phase, delay at each stop dc
and average speed uc are deﬁned as:dc ¼ C cL=uf  dC
 
 cL=uf  d
C
 
ð3Þ
uc ¼ cLdc þ cL=uf : ð4Þcmax can be calculated as:cmax ¼ 1þmaxfc : cðL=uf  dÞ=C  bcðL=uf  dÞ=Cc 6 G=Cg: ð5ÞThe time spent in extended red phase, fc equals to:fc ¼ dc  C þ GcL=uf þ dc for c ¼ 1;2; . . . ; cmax  1: ð6ÞSimilar formulations can be applied for backward moving observer, by changing uf with w and d with dw = C  d. To differ-
entiate them from the values given for forward moving observers, we deﬁne the same values for backward moving observers
with dbc;u
b
c; cbmax and f bc respectively.
In these set of lemmas and proofs, we want to show that, slowest forward and backward moving observers’ cuts always
have the tightest cut on stationary moving observers cut. We deﬁne, Cut(c,F) and Cut(c,B) as forward and backward moving
observers’ cuts which stops in an extended red or red (if c = cmax or cbmax) phase every c trafﬁc signal. Cut(S) is the cut of
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and Ubc for forward and backward moving observers such that:   Uc ¼ cL=uf  dC and U
b
c ¼
cL=w dw
C
: ð7ÞWith the help of these variables, one can ﬁnd k-coordinates of the intersection points of moving observers’ cuts with station-
ary observers cut as follows:fCutðc; FÞ \ CutðSÞgk ¼ s
C  G
cL
ð1UcÞ þ 1uf þ ðC  GÞ 
d
CL
  
ð8Þ
fCutðcmax; FÞ \ CutðSÞgk ¼ s
G
cmaxL
Ucmax þ
Gd
CL
 
ð9Þ
Cutðc;BÞ CutðSÞf gk ¼ s
C  G
cL
Ubc  1
 	
þ C  G
L
1 d
C
 
þ 1
uf
 
ð10Þ
Cut cbmax;B

  \ CutðSÞ k ¼ s  GcbmaxLU
b
cmax
 G
CL
ðC  dÞ þ 1
w
þ 1
uf
 
ð11ÞLemma 1. For f ðxÞ ¼ 1x ðdtxe  1Þ where t 2 R; f ð1Þ 6 f ðxÞ for x 2 Zþ.Proof. Assume n < t 6 n + 1 for n 2 Z. Note that, this assumption includes all real values of t. From this assumption:n < t 6 nþ 1) nx < tx 6 nxþ x) dtxe 6 nxþ x) f ðxÞ ¼ 1
x
ðdtxe  1Þ 6 nþ 1 1
x
: ð12ÞIf we calculate f(1)n < t 6 nþ 1) dte ¼ nþ 1) f ð1Þ ¼ n; ð13Þ
which means f(1) 6 f(x) for x 2 Zþ. hLemma 2. cmaxðL=ufdÞC R Z and
cbmaxðL=wdwÞ
C R Z.Proof. Assume cmaxðL=ufdÞC 2 Z. Then
cmaxðL=ufdÞ
C 
cmaxðL=ufdÞ
C
j k
> G=C from Inequality (5). But this is a contradiction since
cmaxðL=ufdÞ
C 2 Z;
cmaxðL=ufdÞ
C ¼
cmaxðL=ufdÞ
C
j k
and Inequality (5) does not hold. So cmaxðL=ufdÞC R Z. Similar proof can be applied for
the second part of the Lemma by changing w with uf and dw with d. hLemma 3. The slowest forward moving observer is the observer who has the tightest cut on stationary observers cut among all the
other non-fastest forward moving observers.Proof. Let us deﬁne kc as the k-coordinate of the Cut(c,F) \ Cut(S) which is given in Eq. (8). We are looking for the value of c
that maximizes kc, i.e. this cut will intersect with the stationary observer at the rightest possible point, creating the tightest
cut. Then our problem can be deﬁned as:argmax
c
fkcg ¼ argmax
c
s
C  G
cL
ð1UcÞ þ 1uf þ ðC  GÞ 
d
CL
   
: ð14ÞSince the last two elements of the RHS of Eq. (14) is not a function of gamma and s CGL is always positive, we can reduce the
problem to:argmax
c
fkcg ¼ argmax
c
1
c
ð1UcÞ
 
¼ argmax
c
1
c
1 cðL=uf  dÞ
C
   
: ð15Þ
Let n ¼ L=uf  d
C
; then argmax
c
fxcg ¼ argmax
c
1
c
ð1 dnceÞ
 
¼ argmin
c
1
c
ðdnce  1Þ
 
ð16ÞFrom Lemma 1, c = 1 is the solution. hLemma 4. The slowest backward moving observer is the observer who has the tightest cut on stationary observers cut among all
the other non-fastest backward moving observers.
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that minimizes the value of kbc , as the backward moving observers’ cuts have a negative slope in the k  q plane. Then our
problem can be deﬁned as:argmin
c
fkbcg ¼ argminc s
C  G
cL
Ubc  1
 	
þ C  G
L
1 d
C
 
þ 1
uf
  
ð17Þ
¼ argmin
c
1
c
cðL=w dwÞ
C
 
 1
  
ð18Þsince RHS of the function is not a function of c and s CGL is always positive both are removed.Let n ¼ L=w C þ d
C
; then argmin
c
kbc
n o
¼ argmin
c
1
c
ðdnce  1Þ
 
ð19ÞFrom Lemma 1, c = 1 is the solution. hLemma 5. The slowest forward moving observer is the observer who has the tightest cut on stationary observers cut among all the
other forward moving observers.Proof. In Lemma 3 it is proven that, slowest forward moving observer has the tightest cut among all the other non-fastest
forward moving observers. So it is enough to show P 0 where  is deﬁned as: ¼ fCutð1; FÞ \ CutðSÞgk  fCutðcmax; FÞ \ CutðSÞgk ð20Þ
¼ s C  G
L
ð1Uc¼1Þ þ 1uf 
d
L
 G
cmaxL
Ucmax
 
: ð21ÞLet n 2 Z that satisﬁesn 1 < L=uf  d
C
6 n ) ðL=uf  dÞ
C
 
¼ n; ð22Þ
)  ¼ s C  G
L
ð1 nÞ þ 1
uf
 d
L
 G
cmaxL
cmaxðL=uf  dÞ
C
  
: ð23ÞSince cmax is the smallest value that does not satisfy Inequality (5), we have:cmaxðL=uf  dÞ
C
 cmaxðL=uf  dÞ
C
 
>
G
C
) cmaxðL=uf  dÞ
C
 
<
cmaxðL=uf  dÞ
C
 G
C
: ð24ÞBy Lemma 2 and Inequality (24) we can write:cmaxðL=uf  dÞ
C
 
 1 ¼ cmaxðL=uf  dÞ
C
 
<
cmaxðL=uf  dÞ
C
 G
C
: ð25ÞBy combining Inequality (25) with Eq. (23): > s 1 G
C
  
1
uf
 d
L
 G
cmaxL
þ ð1 nÞC
L
 
: ð26ÞWe know the ﬁrst multiplicative in the RHS of Inequality (26) is positive. It is sufﬁcient to show the second one is positive
too. If we multiply both sides of Inequality (22) by cmax and apply ﬂoor function on both sides:cmaxðL=uf  dÞ
C
 
P cmaxðn 1Þ: ð27ÞIf Inequality (25) is combined with Inequality (27) then,cmaxðL=uf  dÞ
C
 G
C
 cmaxðn 1Þ > 0: ð28ÞAfter multiplying both sides of Inequality (28) by a positive number CcmaxL we will have:1
uf
 d
L
 G
cmaxL
þ ð1 nÞC
L
> 0; ð29Þwhich is the secondmultiplicative on the RHS of Inequality (26). Since  > 0, the slowest forward moving observer always has
the tightest cut on stationary observer. h
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the other backward moving observers.Proof. We will use a method similar to proof of Lemma 5. In Lemma 4, it is proven that, the slowest backward moving
observer has the tightest cut among all the other non-fastest backward moving observers. So it is enough to show P 0
where  is deﬁned as: ¼ Cut cbmax;B

  \ CutðSÞ k  fCutð1;BÞ \ CutðSÞgk ð30Þ
¼ s  G
cbmaxL
Ubc¼1 
G
L
þ 1
w
þ d
L
 C  G
L
Ubcbmax
 
: ð31ÞLet n 2 Z that satisﬁesn 1 < L=w C þ d
C
6 n) L=w dw
C
 
¼ n; ð32Þ
)  ¼ s  G
cbmaxL
Ubcbmax 
G
L
þ 1
w
þ d
L
 Cn
L
þ Gn
L
 
: ð33ÞSince cbmax is the smallest value that does not satisfy Inequality (5), we get:cbmaxðL=w dwÞ
C
 
<
cbmaxðL=w dwÞ
C
 G
C
: ð34ÞBy combining Lemma 2 with Inequality (34) we can write:cbmaxðL=w dwÞ
C
 
 1 ¼ c
b
maxðL=w dwÞ
C
 
<
cbmaxðL=w dwÞ
C
 G
C
: ð35ÞIf Inequality (35) is combined with Eq. (33) > s 1 G
C
  
1
w
þ d
L
 Cn
L
 G
cbmaxL
 
: ð36ÞWe know the ﬁrst multiplicative in the RHS of Inequality (36) is positive. It is sufﬁcient to show the second one is also po-
sitive. If we multiply both sides of Inequality (32) by cbmax and apply ﬂoor function on both sides:cbmaxðL=w dwÞ
C
 
P cbmaxðn 1Þ: ð37ÞIf Inequality (35) is combined with Inequality (37) then,cbmaxL
wC
 c
b
maxðC  dÞ
C
 G
C
 cbmaxðn 1Þ > 0: ð38ÞAfter multiplying both sides of this inequality by a positive number CcbmaxL
we will have:1
w
 C
L
þ d
L
 G
cbmaxL
 ðn 1Þ C
L
> 0; ð39Þwhich is the second multiplicative of Inequality (36). Since  > 0, the slowest backward moving observer always has the
tightest cut on stationary observer. hCorollary 1. The density range of maximum capacity can be calculated by using slowest forward moving, slowest backward mov-
ing and stationary observers. For four different cases, the range can be formulated as:many forward
many backward
: RangeMM ¼ s
C  G
L
L=w dw
C
 
þ L=uf  d
C
 
 1
 
ð40Þ
one forward
one backward
: Range11 ¼ s
1
w
þ 1
uf
 
 s G
L
L=w dw
C
 
þ L=uf  d
C
 
þ 1
 
ð41Þ
many forward
one backward
: RangeM1 ¼ s
C  G
L
L=uf  d
C
 
 G
L
L=w dw
C
 
 C  d
L
þ 1
w
 
ð42Þ
one forward
many backward
: Range1M ¼ s
C  G
L
L=w dw
C
 
 G
L
L=uf  d
C
 
 d
L
þ 1
uf
 
ð43Þ
Fig. 2. Regions and formulations of each region according to Corollary (1) for L/uf + L/w < C.
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capacity is smaller than 1, i.e. smaller than sG/C. Fig. 2 provides an illustration of the estimated range for C = 100 s and
L = 200 m and analytical formulae for all regions. Note that the highlighted area with blue for G between 70 and 100 s shows
(d,G) pairs with negative range (capacity strictly less than one) and the highlighted area with red shows (d,G) pairs with zero
capacity (i.e. the tightest forward and backward moving observers’ cuts intersect at the same point on the stationary observ-
ers cut). Even if there is not an analytical proof for the required cuts to estimate the value of capacity when range is negative,
not all cuts are necessary. We run numerous simulations for different values of C, L, d and G/C and we ﬁnd out that by uti-
lizing only the slowest and fastest, forward and backward moving observers (in total 4), the error in the estimation of capac-
ity when range is negative is small. A few more observers are needed in case of small L/C values. A description of cases with
smaller capacity is provided in the following sections.4. Simulation framework
In the previous section we assumed a homogeneous network with deterministic values of all parameters (link lengths,
green durations, offsets) and no turns. However, real life networks contain some variability in the network parameters
and also drivers’ decisions contain stochasticity. By introducing a degree of variability, analytical solutions are not anymore
obtainable. Thus, we develop a simulation platform to estimate the passing rates and average speeds of forward and back-
ward moving observers running a series of many intersections with variable characteristics. By analyzing the results of the
simulation, we can identify the effect of heterogeneity in the topology and signal settings at the network capacity and den-
sity range.
While variational theory allows for changes in the network parameters, it does not give the ability to introduce drivers
with different characteristics (free ﬂow speed, capacity headway, etc.) and turning movements. But, we can mimic the effect
of driver stochasticity and incoming turns by adjusting offsets and green durations. For example, consider an arterial’s signal
plan, which has been designed for a perfect progression, a ‘‘green wave’’, with offsets equal to L/uf. By introducing some ran-
domness in the offset, e.g. L/uf ± 5 s we can imitate the variability in the free ﬂow travel time of the ﬁrst vehicles in the pla-
toon. Also, we will show how incoming turns affect the network capacity in cases that network density remains unchanged.
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network parameters (lengths, offsets and greens) are speciﬁed from the user in the beginning of the simulation in column or
matrix forms. After creating the simulation environment, we initiate different types of observers at the start time of a green
phase running at the free ﬂow speed from the upstream in the direction of ﬂow and with the backward wave speed from
downstream in the direction against ﬂow as described by the theory of Section 2. When they are moving all observers on
the same direction have equal speeds (free ﬂow or backward wave) but they have different behavior than the deterministic
case at (normal or extended) red phases, as there is not a repetitive deterministic pattern due to signal settings and link
lengths (e.g. we cannot say that an observer stops every three signals).
In simulation, this pattern becomes stochastic by giving probabilities that an observer will stop if he meets an extended
red phase. According to Daganzo and Geroliminis (2008) an extended red phase is used to make observers stop every
1, 2, . . . , cmax  1 trafﬁc signals. Each observer in the simulation is assigned with a probability of stopping each time he meets
a green phase. Faster observers are assigned with smaller probability and slower observers with higher one. For instance, if
the probability assigned to this observer is 0, this observer will only stop when he hits red whereas the observer with prob-
ability 1 will stop in every signal even though he hits green. If we consider an observer with probability p, he will pass on
green phases with probability 1  p. For each observer we have to estimate two values, the average speed and the average
passing rate. Average speed can be calculated by dividing the sum of link lengths to the total travel time. Similarly, we track
the number of passing/passed vehicles for each observer during the simulation and divide them by the total travel time. For
the same value of p, a number of iterations is performed (10) and different paths can be constructed because of the sto-
chastic behavior of moving observers. A lower envelope of cuts is estimated to be consistent with VT. Nevertheless, we have
noticed that all iterations for the same value of p and different random seeds give almost identical results. An informal
pseudocode for a single forward moving observer can be seen below. The one for the backward moving observer is the same.
The only difference is the speed, the start and the direction of the movement:
Note that in the pseudocode given above, green phase matrix G is represented as a set of unions of real number intervals
Gi to be consistent with mathematical notations. They represent the same parameter set. Fig. 3b shows a time space diagramFig. 3. Simulation platform: (a) pseudocode and (b) time–space diagram.
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the top of the ﬁgure).
4.1. Incoming turns
Daganzo and Geroliminis (2008) showed that an MFD must arise for single-route networks with a ﬁxed number of vehi-
cles in circulation (i.e., periodic boundary conditions and no turns). The authors also conjecture that the MFD formulae
should apply to a network of intersecting routes if the numbers of vehicles in these routes are similar and roughly constant
over time. We now address the effect of incoming turns in a single-route network by introducing bottlenecks of variable
capacity in the proximity of the trafﬁc signals.
Incoming turns from cross streets can signiﬁcantly decrease the performance of a signalized intersection as they (i) inter-
rupt the progression of green waves for properly timed signals and (ii) decrease the available storage capacity of the link and
can cause the occurrence of spillbacks. This problem is difﬁcult to solve in the general case because inﬂow needs to be sep-
arated in two classes (upstream through and incoming turns) and the ‘‘cuts’’ approach cannot directly identify the mixing of
the vehicle origins. We address the above phenomena by changing the signal and cost function characteristics for forward
and backward moving observers. To be consistent with variational theory, these turns should not signiﬁcantly change the
link density from one link to another, i.e. the incoming turns are considered as local link phenomena, for example there
is a similar number of outgoing turns in every link to keep density constant. We also assume that incoming turns are served
ﬁrst because they enter the link when the through approach is in a red phase. This might not be exact when residual queues
still exist or incoming turns might occur from an unsignalized intersection or a parking lot (internal source).
Consider now a queue of incoming vehicles from cross streets, Q, which entered when the signal was red for the through
movement (Fig. 4a). If these vehicles did not exist, a forward moving vehicle would follow trajectory F (Fig. 4a) and would
stop for some time at the trafﬁc signal stop line. Because of the queue of incoming turns, the upstream vehicle needs to stop
between points X1 and X2, follow trajectory Fs and cross the intersection s seconds later, where s = sQ. According to varia-
tional theory the cost (passing rate) of a forward moving observer who stops in the middle of a link between X1 and X2 is
st where t is the duration of stop. But, in reality no vehicles can overpass this observer while stopping, because in front of
him there is a queue of vehicles entered from a cross street. This can be shown if one estimates the change between points
X1 and X2 in the Moskowitz function N(t,x) which expresses the cumulative number of vehicles in the t  x plane. It is also
known that this change is the same for all possible paths between A and B (Daganzo, 2005). Moskowitz function value(a) (b)
(c) (d)
Fig. 4. Integrating the effect of incoming turns within variational theory: time–space diagrams for forward (a) and backward (b) moving observers with (F
and B) and without turns (Fs and Bs), ﬂow-density diagrams without (c) and with (d) turns.
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nal by s, only for the forward moving observers. So, these observers, will follow trajectory Fs instead of F. But, this extended
red in the beginning of the green has passing rate zero, not s. Nevertheless, the stationary observer in front of the trafﬁc sig-
nal continues to count vehicles for the whole duration of the real green phase as the incoming turns are served in the ﬁrst s
seconds of green.
For the backward moving observer, Bs (Fig. 4b) the approach is slightly different. This observer does not need to stop in
the extended red phase of s seconds. But when traveling backwards between points X3 and X4, its passing rate is not r, but
zero. Thus, the queued vehicles from cross street, give the ability to the observer to travel in this queue with zero cost.
Based on the above, for the forward moving observers, both the speed and passing rate decreases; for the backward mov-
ing observers, only the passing rate decreases; while for the stationary observer there is no change. Thus, tighter cuts are
created which can decrease both the range and the capacity of the MFD. An example is shown in Fig. 4c and d with and with-
out turning effects. These transformations in the trajectories of the observers are in accordance with the Lagrangian varia-
tional principles, as expressed by Daganzo (2005) and Leclercq et al. (2007) and they are valid even when the Moskowitz
function is not continuous and experiences step-jumps in the time–space proﬁle (e.g. because of incoming turns in our case).
Analysis of the results is provided in the next section.
In reality, there is often a spatial correlation between incoming turns, i.e. a series of successive intersections load the main
route with net positive inﬂows from cross streets. In this case the proposed approach lacks of methodological correctness.
The reason is that these turns might increase the density in the aforementioned links of the main route and result in an inho-
mogeneous distribution of density, while our approach considers links with similar density. This case is not addressed in the
current paper, but future work can utilize our results by partitioning the route in sub-routes and estimate individual funda-
mental diagrams with variational theory. A research priority should be how to integrate serial or parallel routes of MFDs,
with different average densities to describe the dynamics of trafﬁc ﬂow.5. Results
In this part, we ﬁrstly investigate the deterministic cases which is solved by the analytical formulae given in ‘‘homoge-
neous networks’’ section and then continue with the ‘‘simulation’’ results. In order to generate isoquants either the analytical
formulation (Corollary 1) or the simulation method (Fig. 3) is used for ﬁnite number of (x,y) values which are elements of
Cartesian product of number of predeﬁned points on x and y axis of the given graph. For example for Fig. 5a
(x,y) 2 {0.10,0.11, . . . ,0.90}  {0,1, . . . ,60}, for Fig. 6c (x,y) 2 {0.10,0.11, . . . ,0.90}  {U(180,180), U(179,181), . . . , U(80,280)}
where U(⁄) represents uniform distribution.
As it is deﬁned in Fig. 1c, dimensionless capacity (values between 0 and 1) is the ratio of the maximum ﬂow qmax to the
ﬂow observed by the stationary observer which equals to sG/C. Range is the difference between maximum and minimum
density which yields the maximum ﬂow qmax. Since the value of the negative range does not mean anything and capacity
equals to 1 if the range is nonnegative, it is possible to merge contour lines for both range and capacity at the same graph.
These merged graphs can be seen in Figs. 5–8. Note that, blue stands for the range whereas red stands for the capacity.5.1. Deterministic network parameters
Fig. 5 summarizes how range and capacity change for different values of offsets, green and cycle durations and link length.
Fig. 5a-c plot range and capacity with d and G/C for three different cases (i) C = 60 s, L = 110 m (short link, small cycle), (ii)
C = 90 s, L = 225 m (long link, medium cycle) and (iii) C = 120 s, L = 180 m (medium link, long cycle). The white area between
the blue and red isoquants in graphs represents scenario with capacity 1 and range zero, i.e. tightest forward and backward
observers intersect with the stationary one at the same point. Note that for a range of d (e.g. 8  38 s in Fig. 5a), density range
is invariant with offset. Note also that by increasing G/C after some value, capacity decreases (remember that the graphs
show dimensionless capacity). Note also that the effect of bad coordination in the capacity of a short link is much more sig-
niﬁcant in case of short links and when the cycle is longer (compare Fig. 5b with Fig. 5c). Notice that not only perfect coor-
dination in offset (L/uf) but also the values between L/uf and C  L/w gives the maximum range for any given G/C ratio.
Furthermore, in this region, range is independent of the offset which was also proved in Section 3. Certainly, the positive
range region is larger either when L is larger or C is smaller. This fact can be expected from the Eqs. (40)–(43).
Fig. 5d shows how combinations of green duration and green over cycle ratio (G vs. G/C) affect range and capacity for
medium size links with L = 180 m and bad offset (ﬁrst vehicle arrives 13.5 s before the beginning of green phase). Note there
is a boundary line which shows under what cases there is a capacity drop. Note also that this drop occurs for a larger range of
green duration when the cycle is longer. This is an intuitive observation, as longer cycles create longer queues that can spill-
back and decrease the output of intersections. For C = 90 s, by increasing G/C from 0.5 to 0.7 (40% increase) the improvement
in the maximum number of vehicles that can be served is too small (10% increase), 0.25 vh/s vs. 0.28 vh/s (the values have
been obtained by multiplying the numbers of the graph with sG/C). This possibly means that the additional G/C can be uti-
lized to serve cross streets with less delays. Similar graphs can be produced for different values of offsets and link lengths.
Fig. 5e and f show the effect of the link length on range and capacity. Range is increasing as the link length increases in
both graphs. Note that for the same value of offset, as increase in G causes a decrease in range, as the stationary observer has
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 5. Deterministic cases (homogeneous networks). Range and capacity for different values of topological and signal characteristics.
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(c) (d)
(e) (f)
Fig. 6. Stochastic L.
N. Geroliminis, B. Boyacı / Transportation Research Part B 46 (2012) 1607–1623 1619a higher passing rate value. An interesting observation is that routes with higher green durations (mainly the ones that carry
a lot of trafﬁc) can experience smaller capacities (qmax < 1) for a wider range of link lengths (critical length is 80 m for G = 24
and 140 m for G = 36 s). When L is large, capacity is always 1 for any value of offset. In this case, we can choose offset in a way
to maximize the range, as this means that the signal can operate at capacity for a wide range of densities. Also, values in the
white regions might not be stable as small changes in demand can create spillbacks or capacity drops.
In Fig. 5g and h, we investigate the effect of length and green phase. Note that the boundary line for capacity less than 1, is
a piecewise linear function of L and G/C. The locus of points that produce capacity drop is much larger set in case of bad off-
sets (Fig. 5g). Note also that for d = 51.8 s there is a large number of pairs with capacity 1 and range zero, i.e. all tight cuts are
intersecting at the same point. In these cases heterogeneity in the distribution of congestion in the network might create a
signiﬁcant capacity drop (e.g. Mazloumian et al., 2010). For example for L = 150 m and d = 15 s (bad offset where vehicles
have to stop in every signal), G/C ratio greater than 0.43, will cause not full utilization of signal capacity while for the case
of Fig. 5h there is no capacity drop for any value of G/C. These graphs show the importance of the described methodology in
(a) (b)
(c) (d)
Fig. 7. Stochastic d.
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possible using standard trafﬁc engineering techniques (e.g. the Highway Capacity Manual).
5.2. Stochastic network parameters
We now utilize the simulation platform to identify the effect of variability when compared with the deterministic cases
described before. The results presented assume a uniform distribution for offsets and link lengths, U(min,max). One can ap-
ply different distributions if needed. We analyze two sets of variations for the different topological and signal parameters: (i)
the mean value is constant and range of the variable changes and (ii) the range is constant and the mean of the variable
changes. The next three subsections present results for variations in the effect of link lengths, offsets and incoming turns.
5.2.1. Variations in link length
In the graphs given in Fig. 6, both the change in the mean (for a given variance) and the variance (for a given mean) of the
distribution of L are analyzed. In Fig. 6a and b, offsets are random at every intersection (varying uniformly between 0 and
cycle length) and link length L has a uniform distribution. In Fig. 6a, L has a constant range of 100 m and variable mean, while
in Fig. 6b, L has a constant mean (medium length link with E[L] = 180 m) and variance varies. In the ﬁrst case we see that the
critical link length for which a capacity drop occurs increases with the G/C ratio (almost linearly). For G/C 6 0.3 capacity is
always fully utilized, while for larger values we might observe a drop up to 10% for G/C = 0.6. In other words, shorter link
lengths are more sensitive to green ratio. Once compared with the deterministic case of Fig. 5g (bad offset), we observe that
the capacity drop is less intense in case of random offsets. Fig. 6b is intuitive to understand, as vertical isoquants mean that
increase in the length variability have no effect in capacity or range for medium length links and random offsets. Thus, we are
interested in identifying the critical length variability which changes the deterministic results.
In the Fig. 6c and d, the effect of G/C ratio and variance of link length is analyzed for links with average length E[L] = 180 m
in the case of almost perfectly (ﬁrst vehicle from upstream arrives in the beginning of green) and badly coordinated signals
(ﬁrst vehicle arrives 15 s before the end or red phase). A small variation ±5 s has been introduced for good and bad offsets.
Results show that length variability increase has no effect for values of G/C smaller than 0.45 (capacity is always 1 for these
values). But, when capacity is less than 1 there is a range of G/Cwhere signiﬁcant increase in capacity is observed for the case
(a) (b)
(c) (d)
(e) (f)
Fig. 8. The effect of incoming turns in capacity and range.
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Good offsets are not signiﬁcantly affected (change not more than 2%).
Fig. 6e and f have the same structure as Fig. 6a and b but the offset is deterministic at a value of 51.8 s, and the mean
length is 150 m in Fig. 6f. This is the value for which capacity is equal to 1 in the case of Fig. 5h. It is clear that for small values
of G/C there is a positive range (capacity is always 1) and neither variability in length, nor change of the mean have an effect.
But for G/CP 0.4 the situation is different. In Fig. 6e, increase of G/C does not signiﬁcantly change the capacity for a given
length structure (note the horizontal lines). But, as expected the longer the mean the longer the capacity.
Fig. 6f has some additional interesting characteristics. We note that when capacity is less than 1 (G/CP 0.4), increase in
the length variability decreases the value of capacity (maximum drop about 6%). This is the opposite once compared with
Fig. 6c, where in case of bad offsets, increase in length variability creates an increase in the value of the capacity. To explain
this, we need to look at the deterministic graphs for the speciﬁc values of offsets (Fig. 5g-h). For example, let’s focus on G/
C = 0.7. For L = 150 m (Fig. 5h), an increase in the variability will result in many short links with smaller capacity, while the
longer links will have same value of capacity (equal to 1). For L = 180 m (Fig. 5g), as variability increases, most of the short
links will have capacity around 0.76 (constant) while capacity will increase for longer links. Note that this explanation
1622 N. Geroliminis, B. Boyacı / Transportation Research Part B 46 (2012) 1607–1623provides is a qualitative insights as the stochastic case (Figs. 6 and 7) cannot be reproduced by a linear combination of the
deterministic examples.
5.2.2. Variations in offset
We ﬁrst investigate the effect of small (±5 s) and large (±15 s) variations in offset by changing mean offset and G/C. The
results are summarized in Fig. 7a and b. If these graphs are compared with the deterministic graphs (Fig. 5a–c), we can say
that small offset variations have no signiﬁcant effect both in capacity and range. This means that small differences in drivers’
characteristics (e.g. free-ﬂow speed, reaction time) cannot decrease the performance of trafﬁc signals. However, in case of
large offset variations (in case of poorly designed signals) the effect can be signiﬁcant, especially in regions with capacity
less than 1. The choice of appropriate offsets is more critical for routes or subnetworks which carry high demand and have
large G/C values, e.g. high directional ﬂows in the morning peak with small cross-street ﬂows. Note that capacity can de-
crease by an amount of 20–30% for G/C in the range of 60–70%.
In the remaining two graphs, the range of the offset is investigated for good (the ﬁrst vehicle from upstream arrives 10 s
after the beginning of green) and bad coordination (the ﬁrst vehicle arrives 10 s before the end of red). All the parameters
except the means of the offsets are the same in (c) and (d). When capacity is smaller than 1 (for L < 140 m), higher offset
variability improves the capacity value in case of bad offsets and has a negative effect in case of good offsets. This result
is intuitive as more (less) vehicles will hit the green phase during bad (good) coordination. For long links, offset variability
decreases the capacity as for a given L and G/C range is maximized when there are only one forward and one backward
observers (Fig. 5a–c).
5.2.3. The effect of incoming turns
We now show that incoming turns from cross streets can signiﬁcantly decrease the performance of a signalized intersec-
tion in some cases as they interrupt the progression of properly timed signals and decrease the available storage capacity of
the link.
In all graphs of Fig. 8 the vertical axes is the amount of incoming turns (expressed as the extended red phase s = sQ, which
is assumed uniform between 0 and an increasing value). The ﬁrst two graphs on the top show the effect of turns as the var-
iability of offsets increases for good (left graph) and bad (right graph) offsets. In case of almost perfect offsets the effect of
turns is very signiﬁcant because the value of range for zero turns is very small. On the other hand, the bad offsets can absorb
a high number of turns without capacity decrease. Notice that the values of the two graphs coincide for d = 90 s as this rep-
resents the case of random offsets. A signal timing with bad offsets can absorb up to 13 s of turning (6.5 vehicles), while even
one incoming vehicle can create problems for good coordination. But even in case of bad offsets, large G/C is problematic as
range is smaller even for zero turns. Thus, in case of incoming turns, the signal plans should be chosen in a way that max-
imizes the range as capacity can be signiﬁcantly decrease. For example in Fig. 8d one can see that a bad offset with higher
range is much more robust than a good offset with small range. Of course if signals are undersaturated, they will operate in
values much less than capacity and the effect of turns will be minimal. But, in this paper we mainly investigate signal per-
formance in high demand conditions. Also, from Fig. 8e and f it is clear that as length increases the effect of incoming turns
becomes smaller because it is more difﬁcult to have queue spillbacks.6. Conclusions
In this paper we have provided several extensions and reﬁnements in the variational theory of trafﬁc ﬂow, which provides
analytical formulae for the macroscopic fundamental diagram of urban networks. In our study we investigated the effect that
have in the MFD, different degrees of variability in link lengths and signal characteristics for different city topologies and
signal structures. We have integrated the effect of incoming turns in the estimation of the MFD and we showed that in many
cases network capacity can signiﬁcantly decrease. The scalability of ﬂows from a series of links to large trafﬁc networks is not
a straightforward transformation. Route or network capacity can be signiﬁcantly smaller than the capacity of a single link,
because of the correlations developed through the different values of offsets. The above analysis would not be possible using
standard trafﬁc engineering techniques (e.g. the Highway Capacity Manual).
There is still a weak understanding on how one can characterize the breakdown dynamics and congestion spreading phe-
nomena of trafﬁc ﬂows in these types of urban networks. While cascading phenomena are present in many types of physical
or social systems (ﬁnancing, interactions) city trafﬁc has interesting irregularities that should be studied. We should identify
the relative trafﬁc variables that would allow a better prediction of the severity of developing and spreading of trafﬁc con-
gestion. This will provide clearer insights about the large variations of trafﬁc congestion from one day to another even if de-
mand proﬁles are similar.
These results can be of great importance to practitioners and city managers to unveil simple and robust signal timing
planning in such a way that maximizes the network capacity and/or the density range of the capacity. The results of this
paper can be utilized to develop efﬁcient hierarchical control strategies for heterogeneously congested cities. A network
can be partitioned in homogeneous regions (with small spatial variance of congestion distribution) and optimal control
methodologies can identify the inter-transfers between regions of a city to maximize the system output, as expressed by
number of trip endings (see for example Ji and Geroliminis (in press) for partitioning and Daganzo (2007), Geroliminis
N. Geroliminis, B. Boyacı / Transportation Research Part B 46 (2012) 1607–1623 1623and Daganzo (2007) or Haddad and Geroliminis (in press) for optimal control). The main logic of the strategies is that they
try to decrease the inﬂow in regions with points in the decreasing part of an MFD and high demand for trip destinations.
Given the estimated values from this task, the analysis of the current paper can identify signal parameters in the individual
regions of a city to move trafﬁc smoothly at the desired ﬂows, without concentrating a large number of vehicles at the
boundaries of the regions. By restricting access to congested cities, a city manager can signiﬁcantly improve system output,
highlighting the importance of a reliable estimator of subnetwork/route capacity. While there are vast contributions in trafﬁc
control problems for freeways through ramp metering, the area of control for large urban regions or mixed networks still
remains a challenge. Our research provides tools to shed some light towards this direction.
Current extensions of this paper are investigating the network capacity and MFD patterns for cities with more complex
structure (multiple modes of trafﬁc competing for the same urban space). A difﬁcult problem to address is how the redis-
tribution of urban space between cars and more efﬁcient modes can improve passenger network ﬂows.
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