Abstract. On the ground of origins of the theory of Lie groups and Lie algebras, their (co)adjoint representations, and the Pontryagin maximum principle for the time-optimal problem are given an independent foundation for methods of geodesic vector field to search for normal geodesics of left-invariant (sub-)Finsler metrics on Lie groups and to look for the corresponding locally optimal controls in (sub-) Riemannian case, as well as some their applications.
Introduction
An extensive geometric research subject is the class of homogeneous Riemannian manifolds which includes Lie groups with left-invariant Riemannian metrics [1] and is a part of the class of homogeneous Finsler manifolds [2] . Every homogeneous Riemannian manifold is the image of some Lie group with a left-invariant Riemannian metric relative to a Riemannian submersion.
After Gromov's 1980s papers, homogeneous sub-Finsler manifolds, in particular, sub-Riemannian manifolds were actively studied [3] [6] . Their investigation is based on the Rashevsky-Chow theorem which states that any two points of a connected manifold can be joined by a piecewise smooth curve tangent to a given totally nonholonomic distribution [7] , [8] . Аn independent proof of some its version for Lie groups with left-invariant sub-Finsler metrics is given in Theorem 1.
All homogeneous (sub-)Finsler manifolds are contained in the class of locally compact homogeneous spaces with intrinsic metric. This class is a complete metric space with respect to the Busemann-Gromov-Hausdorff metric introduced in [9] . Its everywhere dense subset is the class of Lie groups with left-invariant Finsler metrics. In addition, 1) each homogeneous locally compact space M with intrinsicr metric is the limit of some sequence of homogeneous manifolds M n with intrinsic metrics, bonded by submetries [10] , [11] , [12] , [13] ;
2) every homogeneous manifold with intrinsic metric is the quotient space G/H of some connected Lie group G by its compact subgroup H, equipped with Ginvariant Finsler or sub-Finsler metric d; in particular, it may be Riemannian or sub-Riemannian metric [10] , [14] , [15] ;
3) moreover, according to a form of metric d, there exists a left-invariant Finsler, sub-Finsler, Riemannian or sub-Riemannian metric ρ on G such that the canonical projection (G, ρ) → (G/H, d) is a submetry [15] .
The search for geodesics of homogeneous (sub)-Finsler manifolds are reduced to the case of Lie groups with left-invariant (sub)-Finsler metrics.
The shortest arcs on Lie groups with left-invariant (sub)-Finsler metrics are optimal trajectories of the corresponding left-invariant time-optimal problem on Lie groups [10] . This permits to apply the Pontryagin maximum principle (PMP) for their search [16] . By this method, in [17] are found all geodesics and shortest arcs of an arbitrary sub-Finsler metric on the three-dimensional Heisenberg group.
In [18] is proposed a search method of normal geodesics on Lie groups with leftinvariant sub-Riemannian metrics. The method is applicable to Lie groups with left-invariant Riemannian metrics, since all their geodesics are normal.
In this paper, to find geodesics of left-invariant (sub-)Finsler metrics on Lie groups and corresponding locally optimal controls in (sub-)Riemannian case we use the geodesic vector field method (Theorems 7, 8) and an improved version of method from [18] , applying (co)adjoint representations. The version is based on differential equations from Theorem 9 for controls, using only the structure constants of Lie algebras of Lie groups.
An interesting feature of these two methods in (sub-)Riemannian case is that geodesics vector fields on Lie groups (their integral curves are geodesics, i.e., locally optimal trajectories) and locally optimal controls on Lie algebras of these Lie groups can be determined independently of each other, although there is a connection between them. Moreover, controls on different Lie algebras could be solutions of the same mathematical pendulum equation (see sections [5] [6] [7] .
Analogues of Theorems 4 and 7 (but for the last theorem is only along one geodesic) are proved in the book [4] on the basis of more complicated concepts and apparatus. Apparently, other researchers did not apply PMP for the time-optimal problem to find geodesics of left-invariant metrics on Lie groups.
Preliminaries
A smooth manifold G which is a group with respect to an operation · is called the Lie group if the operations of multiplication and inversing are smooth maps. Smooth map of Lie groups that is a homomorphism is called a homomorphism of Lie groups. Monomorphisms, epimorphisms, and isomorphisms of Lie groups are defined in a similar way. A subgroup H of a Lie group G which is its smooth submanifold is called the Lie subgroup of the Lie group G. By E.Cartan's theorem, every closed subset H of the Lie group G, which is its subgroup, is the Lie subgroup of the Lie group G [19] .
The concept of the virtual Lie subgroup of a Lie group generalizes the concept of the Lie subgroup of a Lie group. A subgroup H of a Lie group G is called its virtual Lie subgroup, if H admits the structure of the Lie group such that its topology base consists of connected components of open subsets of the induced topology and the inclusion map of H in G is an (injective) homomorphism of Lie groups.
The left and the right shifts l g : h ∈ G → g · h, r g : h ∈ G → h · g, g, h ∈ G, of the Lie group (G, ·) by an element g are diffeomorphisms with the inverse shifts l g −1 , r g −1 , and their differentials (dl g ) h :
are linear isomorphisms of tangent vector spaces to G at corresponding points.
A (smooth) vector field V :
The right-invariant vector field on G is defined in a similar way. Every left-invariant vector field on the Lie group G has a form
where e is the unit of the group G.
A homomorphism of Lie groups φ : (R, +) → (G, ·) is called the 1-parameter subgroup of the Lie group (G, ·). Every 1-parameter subgroup φ(t), t ∈ R, of a Lie group G is an integral curve of a left-invariant vector field V on G with formula (1), where v = (dφ) 0 (e), and e ∈ T 0 R is the vector with the component 1.
For a vector v ∈ T e G, we denote by V v and φ v respectively the left-invariant vector field V on G, defined by (1) , and the 1-parameter subgroup φ = φ(t), t ∈ R, in G with condition (dφ) 0 (e) = v. The exponential map exp = exp G :
For each vector v ∈ T e G, we have (d exp) 0 (v) = v, where 0 is zero of the tangent vector space T e G. As a result, there exist open neighborhoods U of zero in T e G and W of unit e in G such that exp : U → V is a diffeomorphism. If dim(G) = n then after introduction of arbitrary Cartesian coordinates (x 1 , . . . , x n ) with zero origin 0 in the tangent vector space T e G, it is naturally identified with R n . Then exp −1 : V → U ⊂ R n is a local chart (a coordinate system) on G in the neighborhood V of the point e ∈ G. This coordinate system in V is called a coordinate system of the first kind. A family of local charts exp
sets a smooth structure on G, identical with the initial smooth structure of the Lie group.
The group GL(n) = GL(n, R) of all nondegenerate real squared (n × n)-matrices is a Lie group relative to the global map that associates to each matrix g ∈ GL(n) its elements g ij , i, j = 1, . . . n.
Obviously, for every g ∈ G the mapping I(g) : G → G such that
is an automorphism of the Lie group (G, ·), I(g)(e) = e, and the differential
is a nondegenerate linear map (i.e. an element of the Lie group GL(n) relative to some vector basis in T e G, if dim G = n), denoted with Ad(g). The calculation rule for the differential of composition gives
i.e., Ad : G → GL(n) is a homomorphism of Lie groups, called the adjoint representation of the Lie group G. By formula (2),
the kernel of the homomorphism Ad for a connected Lie group G is the center of the Lie group G,
Set g := T e G for a Lie group (G, ·), gl(n) := T E GL(n) = M(n) for the Lie group GL(n), where M(n) is the vector space of all real (n × n)-matrices, ad = ad g := (d Ad) e ; L(X, Y ) is the (real) vector space of linear maps from the real vector space X to the real vector space Y ; B(X × Y, Z) is the vector space of bilinear maps from 
The formula (5) and the bilinearity of the Lie bracket imply the skew symmetry of the Lie bracket and the triviality of the Lie algebra of any commutative Lie group; for a connected Lie group the converse statement is also true. It follows from formulae (2), (5) that if f : G → H is a homomorphism of Lie groups and (h, [·, ·] ) is the Lie algebra of the Lie group H, then for any elements v, w ∈ g,
In other words, the differential (df ) e : g → h is a homomorphism of Lie algebras (g, [·, ·] ) and (h, [·, ·]) of Lie groups G and H. As a corollary, Lie algebras of locally isomorphic Lie groups are isomorphic (the converse statement is also true) and
The substitution g = exp(tu), u ∈ g, to this formula and the differentiation by t at t = 0 gives the following formula
which is equivalent by the skew symmetry of the Lie bracket to the Jacobi identity
It is well-known that
which together with (5) imply
Theoretic results
If dim(p) ≥ 2 then by definition,
The vector subspace p ⊂ l generates the Lie algebra (l, It is clear that subsets from Definition 1 are vector subspaces of l.
Definition 2. Let us assume that the vector subspace p ⊂ l generates the Lie algebra 
is controllable (attainable) by means of piecewise constant controls
where u(t) = ±e j , j = 1, . . . , r, in the constancy segments of the control. In other words, for any elements g 0 , g 1 ∈ G there exists a piecewise constant control (12) of this type such that g(T ) = g 1 for solution of the Cauchy probleṁ
Proof. We shall apply the notation from Definitions 1 and 2. Let usl construct an adapted basis {e 1 , . . . , e n } to the subspace p of the Lie algebra It is clear that we can take some vectors of a form e j = [e i j , e k j ] ∈ p 2 , j = r + 1, . . . , r 2 , where i j , k j are some of numbers 1, . . . , r.
Let us assume that vectors e 1 , . . . , e rm are constructed, where 2 ≤ m < s. Then we can take some vectors of a form e j = [e i j , e k j ] ∈ p m+1 , j = r m +1, . . . , r m+1 , where i j (respectively, k j ) are some of numbers 1, . . . , r (respectively, r m−1 + 1, . . . , r m ).
As a result, each vector e j , where r m−1 < j ≤ r m , m = 2, . . . s, has a form
We claim that if every such vector e j is replaced by a vector e ′ j of a form (14) e
)(e i 1 (j) ) with sufficiently small nonzero numbers t 2 , . . . , t m (preserving vectors e 1 , . . . , e r ), then we get again some basis in g (not necessarily adapted to the subspace p).
Indeed, on the basis of formulae (14), (4),
We see from here and (13) that removing the last sum, we get a vector from p m that is equal to the vector (t m . . . t 2 )e j up to the module of the subspace p m−1 . This implies the statement from the previous paragraph.
For simplicity, later on each such vector e ′ j is denoted by e j . On the groud of formulae (14) and (3), (15) exp (se j ) = (I(exp(t m e im(j) ))
Let us show that the statement of Theorem 1 is true for elements g 0 = e and g 1 = exp(se j ). For this, we apply a control
where l = 2, . . . , m. Then it follows from the definition of I(g), g ∈ G, and the equation (15) that solution of the Cauchy problem for the system (11) with g(0) = e and with given control u = u(τ ) is a piecewise smooth curve
where l = 2, . . . , m. In addition, g (|s| + 2 m k=2 |t k |) = exp(se j ). It follows from proved assertions that for any collection (s 1 , . . . , s n ) ∈ R n the statement of Theorem 1 holds for elements
In addition,
Then on the ground of the inverse mapping theorem the map
It follows from previously proved assertions that the statement of Theorem 1 holds for g 0 = e and any element g 1 ∈ V k , where k is arbitrary natural number, hence for any element
This set is nonempty, open and closed in G. First two properties are obvious; we shall prove that the set is closed. Set
It is clear that V 0 is a symmetric neighborhood of the unit e in G, i.e., V
Therefore W is an open and closed set and
and since the statement of Theorem 1 holds for elements e and (g 0 ) −1 g 1 , then it holds for g 0 and g 1 .
It follows from the proof of Theorem 1 that the triple (V, Φ −1 , W ) is a local chart in G. The corresponding coordinate system is called the coordinate system of the second kind.
Every left-invariant (sub-)Finsler metric d = d F on a connected Lie group G with Lie algebra (g, [·, ·]) is defined by a subspace p ⊂ g, generating g, and some norm F on p. A distance d(g, h) for g, h ∈ G is defined as the infimum of lengths T 0 |ġ(t)|dt of piecewise smooth paths g = g(t), 0 ≤ t ≤ T, such that dl g(t) −1ġ(t) ∈ p and g(0) = g, g(T ) = h; T is not fixed, |ġ(t)| = F (dl g(t) −1ġ(t)). The existence of such paths and, consequently, the finiteness of d are guaranteed by Theorem 1. Obviously, all three metric properties for d are fulfilled.
where ·, · is some scalar product on p, then d is a left-invariant sub-Riemannian metric on G, and d is a left-invariant Riemannian metric, if additionally p = g. The following statements were proved in [14] . The space (G, d) is a locally compact and complete. Then in consequence of S.E. Con-Vossen theorem the space (G, d) is a geodesic space, i.e. for any elements g, h ∈ G there exists a shortest arc c = c(t), 0 ≤ t ≤ T, in (G, d), which joins them. This means that c is a continuous curve in G, whose length in the metric space (G, d) is equal to d(g, h). Therefore we can assume that c is parameterized by arc length, i.e. T = d(g, h) and
, is a Lipschitz curve relative to the smooth structure of the Lie group G. Therefore this curve is absolutely continuous. Then in consequence of well-known theorem from mathematical analysis, there exists a measurable, almost everywhere defined derivative functionċ(t),
, is a solution of the time-optimal problem for the control system (11) with compact control region
and indicated endpoints.
In consequence of Theorem 2, one can apply the Pontryagin maximum principle [16] for the time-optimal problem from Theorem 2 and a covector function ψ = ψ(t) ∈ T * g(t) to find shortest arcs on the Lie group G with left-invariant sub-Finsler metric d. The function ψ can be considered as a left-invariant 1-form on (G, ·) and therefore it is natural to identify it with a covector function ψ(t) ∈ g * = T * e G. Then every optimal trajectory g(t), 0 ≤ t ≤ T, is determined by some (piecewise continuous) optimal control u = u(t) ∈ U, 0 ≤ t ≤ T. Moreover, for some nonvanishing absolutely continuous function ψ = ψ(t), 0 ≤ t ≤ T, we have
at continuity points τ of the optimal control u = u(t).
Definition 3. Later on, an extremal for the problem from Theorem 2 is called a parametrized curve g = g(t), t ∈ R, satisfying PMP for the time-optimal problem.
Remark 1. For every extremal, H(t) = const := M 0 ≥ 0, t ∈ R, [6, 16] .
Every normal extremal is parameterized by arc length; proportionally changing ψ = ψ(t), t ∈ R, if it is necessary, one can assume that M 0 = 1. Every normal extremal for a left-invariant (sub-)Riemannian metric on a Lie group is a geodesic, i.e. a locally shortest curve [20] .
Theorem 3. [18]
The Hamiltonian system for the function H on the Lie group G = GL(n) with the Lie algebra g = gl(n) has a form
Proof. Each element g ∈ G ⊂ GL(n) ⊂ R n 2 is defined by its standard matrix coordinates g ij , i, j = 1, . . . n, and ψ is defined by its components ψ ij = ψ(e ij ), i, j = 1, . . . , n, where e ij ∈ g is a matrix having 1 in the ith row and the jth column and 0 in all other places.
In consequence of (16),
The variables g ij , ψ ij must satisfy the Hamiltonian system of equations
The formula (22) is a special case of the formula (19) . It is clear that
On the ground of formulae (22) and (23) we get from here that
which proves the formula (20) .
Theorem 4. [18]
The Hamiltonian system for the function H on a Lie group G with Lie algebra g has a form
Proof. In consequence of Theorem 3, Theorem 4 holds for every matrix Lie group and for every Lie group (G, ·), because it is known that (G, ·) is locally isomorphic to some connected Lie subgroup (may be, virtual) of the Lie group GL(n) ⊂ R n 2 .
It follows from Theorem 4, especially from (25) , and Remark 1 that Theorem 5. If dim(G) = 3, dim(p) ≥ 2 in Theorem 2 then every extremal of the problem from Theorem 2 is normal.
The following lemma holds.
, t ∈ (a, b), be a smooth path in the Lie group G. Then
Proof. Differentiating the identity g(t)g(t) −1 = e by t, we get
whence the equality (26) follows immediately.
an action of the coadjoint representation of the Lie group G on ψ. Then
Proof. In the case of a matrix Lie group,
We choose a smooth path g = g(t), t ∈ (−ε, ε), in the Lie group G such that
It follows from Theorems 4 and 6 that Theorem 7.
[22]
1. Any normal extremal g = g(t) : R → G (parameterized by arc length and with origin e ∈ G), of left-invariant (sub-)Finsler metric d on a Lie group G, defined by a norm F on the subspace p ⊂ g with closed unit ball U, is a Lipschitz integral curve of the following vector field
where ψ 0 ∈ g * is some fixed covector with max v∈U ψ 0 (v) = 1.
(Conservation law) In addition, ψ(t)(g(t)
−1 g ′ (t)) ≡ 1 for all t ∈ R, where ψ(t) := (Ad g(t)) * (ψ 0 ).
Remark 2. Every extremal with origin g 0 is obtained by the left shift l g 0 from some extremal with origin e.
Remark 3. In (sub-)Riemannian case, the vector u(g) is characterized by condition u(g), v = ψ 0 (Ad(g)(v)) for all v ∈ p. In Riemannian case, every extremal is a normal geodesic, and we can assume that ψ 0 is an unit vector in (p = g, (·, ·)),
Corollary 1. Every geodesic of a biinvariant Riemannian metric on a Lie group with the unit origin is its 1-parameter subgroup.
Proof. This statement is a consequence of the right invariance of the vector field
, then an integral curve of the vector field v(g), g ∈ G, with origin g 0 is a normal extremal parametrized proportionally to arc length with the proportionality factor |dl g
Proof. Let g(t), t ∈ R, be an integral curve under consideration and set γ = γ(t) = g v(g), g ∈ G, with origin e. Hence (27) 
(dl g(t) (u(g(t)))) = dl γ(t) (u(g(t))).
In addition, (28)
Ad(g(t))
that by (28) can be rewrite as
. As a result of this and (27), we see that u(g(t)) plays a role of u(γ(t)) for constant covector ψ ′ 0 (instead of ψ 0 ). Due to point 2 of Theorem 7 the curve γ(t) is a normal extremal parameterized proportionally to arc length with the proportionality factor |dl g
(v(g 0 ))|. Then its left shift g(t) = g 0 γ(t) also has this property. Let us choose a basis {e 1 , . . . , e n } in g, assuming that {e 1 , . . . , e r } is an orthonormal basis for the scalar product ·, · on p in case of left-invariant (sub)-Finsler metric. Define a scalar product ·, · on g, considering {e 1 , . . . , e n } as its orthonormal basis. Then each covector ψ ∈ g * can be considered as a vector in g, setting
where ψ and v are corresponding vector-row and vector-column, · is the matrix multiplication. If l : g → g is a linear map, then we denote by (l) its matrix in the basis {e 1 , . . . , e n }.
Proposition 1.
(Ad g)
where on the right hand side of the equality ψ indicates the corresponding vector-row.
Proof. Obviously, the identity
holds. Therefore, it is enough to verify that for matrix A := (Ad g)
But it is obvious.
If g(t), t ∈ R, is a normal geodesic of a left-invariant (sub-)Riemannian metric d on a Lie group G, then u(g(t)) is the orthogonal projection onto p of the vector (Ad g(t)) * (ψ 0 ) in the notation of Theorem 7 for the scalar product ·, · introduced above on g. This fact and formula (25) imply Theorem 9. Every normal parameterized by arc length geodesic of left-invariant (sub-)Riemannian metric on a Lie group G issued from the unit is a solution of the following system of differential equations
where j = 1, . . . , n, c k ij are structure constants of Lie algebra g in its basis {e 1 , ..., e n }. In Riemannian case, r = n. Proof. The first equality in (30) is a consequence of the first equality in (29) and left invariance of the scalar product. Therefore, due to the equality |u(0)| = 1, it suffices to prove that d dt u(t), u(t) ) = 0. Now by (29) ,
which is zero by the skew symmetry of c k ij with respect to subscripts.
Remark 5. In fact, the same equations forψ j (t) from (29) in a different interpretation were obtained in [23] as "normal equations". Their derivation there uses more complicated concepts and techniques.
Lie groups with left-invariant Riemannian metrics of constant negative curvature
The only Lie groups which do not admit left-invariant sub-Finsler metrics are commutative Lie groups and Lie groups G n , n ≥ 2, consisting of parallel translations and homotheties (without rotations) of Euclidean space E n−1 [9] , [15] . Up to isomorphisms, Lie groups G n can be described as connected Lie groups every whose left-invariant Riemannian metric has constant negative sectional curvature [24] .
The group G n , n ≥ 2, is isomorphic to the group of real block matrices
where E n−1 is unit matrix of order n − 1, y ′ is a transposed (n − 1)−vector-row y, 0 is a zero (n − 1)−vector-row, x > 0.
It is clear that in vector notation the group operations have a form
Let E ij , i, j = 1, . . . , n, be a (n × n)-matrix having 1 in the ith row and the jth column and 0 in all other. Matrices . . , n − 1. Let (·, ·) be a scalar product on g n with the orthonormal basis e 1 , . . . , e n . Then we get left-invariant Riemannian metric d on the Lie group G n of constant sectional curvature −1 [24] .
On the ground of Theorem 9 and (34), ψ i = ψ i (t), i = 1, . . . , n are solutions of the Cauchy problem
It follows from (35) thaẗ
whence on the ground of initial data of the Cauchy problem (35), it follows thaṫ
Solving this Cauchy problem, we find that ψ n (t) = ϕ n ch t − sh t ch t − ϕ n sh t .
Then on the base of (35), for i = 1, . . . , n − 1,
and these formulae are true also when ϕ i = 0. Consequently, on the ground of (29),
If g ∈ G n is defined by formula (31) 
Therefore on the base of Theorem 9 and (36) in the notation (31), parametrized by arclength normal geodesic g = g(t), t ∈ R, of the space (G n , d) with g(0) = e is a solution of the Cauchy problem (38) ẋ(t) = ϕn ch t−sh t ch t−ϕn sh t
Solving the problem, we find
This implies that
Let ϕ 2 n < 1. Let us show that for any t ∈ R, the equality
holds, where a i , i = 1, . . . , n − 1, are real numbers such that
We introduce a function f (t) =
Due to initial data (38),
On the ground of (38), (39) and last equation in (35), we get
Consequently, f (t) ≡ f (0) and the equality (41) is proved. It is easy to check that the equality (42) holds for
These numbers a i are obtained as halves of sums of limits y i (t) when t → +∞ and t → −∞, which are equal to ϕ i /(1 − ϕ n ) and −ϕ i /(1 + ϕ n ) respectively.
Formulae (32) show that the group G n is a simply transitive isometry group of the famous Poincare's model of the Lobachevskii space L n in the half space R (a 1 , . . . , a n−1 , 0) and radii 1/ 1 − ϕ 2 n , (43)), orthogonal to the hyperplane R n−1 × {0}. Since all other geodesics are obtained by left shifts on the group, in other words, by indicated parallel translations and homotheties of this model, then also all straights and semi-circles, orthogonal to the hyperplane R n−1 × {0}, are geodesics of the space L n . We got a well-known description of geodesics in this Poincare's model. Now let us look what the vector field method gives us for the problem. Every vector ψ ∈ g n can be considered as a covector g * , setting ψ(v) = (ψ, v) for v ∈ g n . Then any (co)vector ψ 0 from Theorem 7 has a form
w i e i ∈ g n , g ∈ G n is defined by formula (31) . It is easy to see that
It is clear that
Thus geodesic g = g(t), t ∈ R, with g(0) = e is a solution of the Cauchy problem
Dividing the first equation in (44) by x(t), we get on the left hand side the derivative of the function ln x(t) := z(t). Differentiating both sides of the resulting equation and using the second equation in (44) and the equality
If ϕ n = ±1 thenz(t) ≡ 0 and due to the initial data and the second equation in (44), we get z(t) = ±t, x(t) = e ±t , y i (t) ≡ 0, i = 1, . . . , n − 1. Let 0 ≤ ϕ 2 n < 1. Let us multiply both sides of the resulting equation by 2ż.
Taking into account the initial conditions for z(t), we get C = 1 andż(t)
The expression on the right is positive for t sufficiently close to zero. Therefore, with these t, we geṫ
n )e 2z(t) , where the sign coincides with the sign of ϕ n , if ϕ n = 0. Separating variables, we get dt = ±dz
= ±dz
The applying ch to the left and right sides of the resulting equality gives
Consequently, when t are sufficiently close to zero,
Since the right sides of the system of differential equations (44) are real analytic, this equality is true for all t ∈ R. We obtain from this and the second system in (44) the same solutions y i (t), t ∈ R, i = 1, . . . , n − 1, as in (39). Using formulae (32) and (39) for x = x(t), y i = y i (t), we shall find a formula for distances between group elements, or, which is the same, between points of the Lobachevsky space in Poincare's model under consideration. We obtain from (39)
. Now by (32), the last formula, and left-invariance of metric d, x 2 ) ).
The three-dimensional Heisenberg group
This Heisenberg group is a nilpotent Lie group of upper-triangular matrices
It is easy to compute that
Clearly, H is naturally diffeomorphic to R 3 and H is a connected Lie group with respect to this differential structure. Matrices Hence the vector subspace p ⊂ h with basis {e 1 , e 2 } generates h. Thus the triple (H, h, p) satisfies all conditions of Theorems 1 and 2.
Let us search for all geodesics of the problem from Theorem 2. They are all normal by Theorem 5, and we can use Theorem 7.
Let us define a scalar product (·, ·) on h with orthonormal basis {e 1 , e 2 , e 3 }. Then each vector ψ ∈ h can be considered as a covector from h * , if we set ψ(v) = (ψ, v) for v ∈ h. Then any (co)vector ψ 0 from Theorem 7 has a form (49) ψ 0 = cos ξe 1 + sin ξe 2 + βe 3 , ξ, β ∈ R.
Using formulae (46), (47), we get
It is clear that
u(h) = (cos ξ − βy)e 1 + (sin ξ + βx)e 2 and so a geodesic is an integral curve of the vector field v(h) = hu(h) = (cos ξ − βy)e 1 + (sin ξ + βx)e 2 + x(sin ξ + βx)e 3 . 
It is easy to see that for β = 0 we get
and geodesic is a 1-parameter subgroup g(t) = exp(t(cos ξe 1 + sin ξe 2 )), t ∈ R.
If β = 0, the calculations are more difficult:
x(t) = 1 β (sin ξ cos βt + cos ξ sin βt − sin ξ) = 1 β (sin(ξ + βt) − sin ξ); y = βẋ = β(cos ξ − βy) = −β 2 y + β cos ξ, y(t) = C 1 cos βt + C 2 sin βt + cos ξ β .
Since y(0) = 0,ẏ(0) = sin ξ, then
It follows from equalities (51), (52), (53) that the projection of geodesic g = g(t) onto the plane x, y is a circle with radius 1/|β| and center (1/β)(− sin ξ, cos ξ), T = 2π/|β| is a circulation period, whilez(t), t ∈ R, does not depend on the parameter ξ. Therefore, if we fix β = 0 then for different ξ all geodesic segments g(β, ξ, t), 0 ≤ t ≤ 2π/|β|, start at e and finish at the same point. It follows from the existence of the shortest arcs, Theorem 2, PMP and our calculations that if β = 0 (respectively, β = 0) then every segment (respectively, the length of such segment is less or equal to T = 2π/|β|) of these geodesics is a shortest arc. There is no other geodesic or shortest arc except indicated above and their left shifts.
Controls for left-invariant sub-Riemannian metrics on SO(3)
It is well known that every two-dimensional vector subspace p of Lie algebra (so (3) Let (·, ·) be a scalar product on so(3) with orthonormal basis {e 1 , e 2 , e 3 }. Then if a scalar product ·, · on p defines a left-invariant sub-Riemannian metric d on the Lie group G = SO(3), then there exists a basis {v, w} in p that is orthonormal relative to ·, · , orthogonal relative to (·, ·), and such that 
It follows from (54) that all nonzero structure constants are 
where
Since |u(t)| ≡ 1 then ψ 1 (t) = cos ξ(t), ψ 2 (t) = sin ξ(t) and (55) is written as
Then ψ 3 (t) = 1 ab ξ ′ (t) and ξ = ξ(t) is a solution of the differential equation
If a = b then ξ ′′ (t) = 0, ξ ′ (t) = const = β. Then geodesics are obtained from geodesics in the case of a = b = 1 with the change the parameter s by the parameter t = s/a. Geodesics, shortest arcs, the distance d, the cut locus and conjugate sets for geodesics in the case of a = b = 1 are found in papers [25] and [26] . The Lie group SH(2) consists of all matrices of a form
It is not difficult to see that
Clearly, matrices Let us define a scalar product ·, · on sh(2) with orthonormal basis {e 1 , e 2 , e 3 } and the subspace p with orthonormal basis {e 1 , e 2 } generating Lie algebra sh(2). Thus a left-invariant sub-Riemannian metric d is defined on the Lie group SH(2).
Let us take a (co)vector ψ 0 = cos αe 1 + sin αe 2 + βe 3 ∈ sh(2). We calculate
g ∈ SH(2), w = w 1 e 1 + w 2 e 2 ∈ p.
= w 1 e 1 + (−w 1 y + w 2 ch ϕ)e 2 + (−w 1 x + w 2 sh ϕ)e 3 , ψ g (v) = w 1 cos α + (−w 1 y + w 2 ch ϕ) sin α + (−w 1 x + w 2 sh ϕ)β = w 1 (cos α − e sin α − βx) + w 2 (ch ϕ sin α + β sh ϕ). Therefore, u(g) = (cos α − y sin α − βx)e 1 + (sin α ch ϕ + β sh ϕ)e 2 , v(g) = gu(g) = The geodesic g(t), t ∈ R, with g(0) = e is a solution of this system with initial data ϕ(0) = x(0) = y(0) = 0. In this case, |u(g(t))| ≡ 1, i.e.
(63) g(t) ∈ M 1 = {(sin α ch ϕ + β sh ϕ) 2 + (cos α − y sin α − βx) 2 = 1} ⊂ SH(2).
Therefore there exists a differentiable function γ = γ(t) such that (64) cos γ 2 = sin α ch ϕ + β sh ϕ, sin γ 2 = cos α − y sin α − βx.
Since ϕ(0) = x(0) = y(0) = 0, then we can assume that γ(0) = π − 2α.
On the ground of (64) the sistem (62) Consequently, on the ground of the first equality in (64) and (65) γ = −2(sin α ch ϕ + β sh ϕ)φ = −2 cos γ 2 sin γ 2 = − sin γ.
We got the mathematical pendulum equation. In paper [28] this equation together with equations (65) are obtained by another method replacing ϕ with z.
7.
To search for geodesics of a sub-Riemannian metric on SE(2)
The Lie group SE(2) is isomorphic to the group of matrices of a form Let us define a scalar product ·, · on se(2) with orthonormal basis {e 1 , e 2 , e 3 } and the subspace p with orthonormal basis {e 1 , e 2 } generating Lie algebra se (2) . Thus a left-invariant sub-Riemannian metric d is defined on the Lie group SE(2) (see [29] - [31] and other papers).
Let us take a (co)vector ψ 0 = cos αe 1 + sin αe 2 + βe 3 ∈ se(2). We calculate ψ g (w) = ψ g , w = ψ 0 , gwg −1 g ∈ SH(2), w = w 1 e 1 + w 2 e 2 ∈ p. The geodesic g(t), t ∈ R, with g(0) = e is a solution of this system with initial data ϕ(0) = x(0) = y(0) = 0. In this case, |u(g(t))| ≡ 1, i.e.
(70) g(t) ∈ M 1 = {(sin α cos ϕ + β sin ϕ) 2 + (cos α + y sin α − βx) 2 = 1} ⊂ SE(2).
Therefore there exist differentiable functions ω = ω(t) = 2ξ(t) such that (71) sin ω(t) 2 = sin α cos ϕ + β sin ϕ, cos ω(t) 2 = cos α + y sin α − βx.
Given the equality ϕ(0) = x(0) = y(0) = 0, we can assume that ω(0) = 2ξ(0) = 2α. On the ground of formula (71) the system (69) is written in a form Differentiating the last equality, we get in view of formulae (71) and (72) (74)ω = −2(β sin ϕ + sin α cos ϕ)φ = −2 sin ω 2 cos ω 2 = − sin ω.
We get again the mathematical pendulum equation.
