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We consider a one-dimensional system combining local magnetic moments and a delocalized metal-
lic band on top of a superconducting substrate. This system can describe a chain of magnetic im-
purities with both localized polarized orbitals and delocalized s-like orbitals or a conducting wire
with embedded magnetic impurities. We study the interplay between the one-dimensional Shiba
band physics arising from the interplay between magnetic moments and the substrate and the delo-
calized wire-like conduction band on top of the superconductor. We derive an effective low-energy
Hamiltonian in terms of two coupled asymmetric Kitaev-like Hamiltonians and analyze its topolog-
ical properties. We have found that this system can host multiple Majorana bound states at its
extremities provided a magnetic mirror symmetry is present. We compute the phase diagram of the
system depending on the magnetic exchange interactions, the impurity distance and especially the
coupling between both bands. In presence of inhomogeneities which typically break this magnetic
mirror symmetry, we show that the coexistence of a Shiba and wire delocalized topological band
can drive the system into a non-topological regime with a splitting of Majorana bound states.
PACS numbers: 74.20.Mn, 71.10.Pm, 75.30.Hx, 75.75.-c
I. INTRODUCTION
Topological superconductors have received much at-
tention recently, partly because they host exotic low
energy excitations such as Majorana bound states
(MBS),1–3 whose non-Abelian statistics are attractive
for topological quantum computation.4,5 Several differ-
ent platforms to realize topological superconductivity are
currently the subject of intensive research.
A rather simple recipe combining arrays of magnetic
atoms or nanoparticles on top of a superconducting sur-
face has attracted attention in the past years.6–34 Recent
experiments on chain of iron atoms adsorbed on lead have
been realized experimentally and revealed the existence
of zero bias peaks spatially localized on the end of such
chain which have been interpreted as signatures of Ma-
jorana bound states.35–38 Instead, Cobalt atomic chains
adsorbed on lead seem not to give rise to a topologi-
cal phase hosting protected MBS.39 In order to describe
these experiments, at least two different types of models
have been used.
In the first model corresponding to the dilute impurity
regime, we can either assume that the magnetic atoms
can be described by classical isolated spins which in-
duce Shiba bound states40–43 in the superconducting sub-
strate. The overlap between these Shiba bound states
entails the formation of a one-dimensional (1D) Shiba
band inside the superconductor which may eventually
be in a topological phase provided some conditions are
met.8,12–15 In this description, the magnetic atoms are
assumed to be fully polarized and their orbitals have a
negligible overlap which corresponds to the dilute limit.
Furthermore, some magnetic texture, typically a planar
helix, is a priori assumed to take place before hand.
Such magnetic texture could come from the combina-
tion of RKKY interactions, crystal field, and spin-orbit
coupling. This limit seems however not to correspond to
the experiments where a ferromagnetic dense iron wire is
deposited on the superconducting lead substrate.35–38
Alternatively, in the second model corresponding to
the dense magnetic impurity limit, the major role of
the superconducting substrate seems to induce a prox-
imity induced gap in the ferromagnetic wire.16,17,35,38
Such description is actually closer in spirit to recent ex-
periments performed with semiconducting wires in prox-
imity of a bulk superconductor44 or epitaxially grown
semiconductor-superconductor nanowires.45–48 When the
ground state of the isolated wire is ferromagnetic, an ef-
fective spin texture necessary to enter into a topologi-
cal phase is brought by the combination of the exchange
field and the spin-orbit coupling which can be either in-
trinsic to the wire17,35,38 or extrinsically brought by the
substrate.16 Note also that such helical field can also
come from a self-tuning RKKY interaction mediated by
the 1D wire conduction electrons between the magnetic
spins.9–11,24
In the dilute Shiba chain limit, the iron atoms are
treated as effective classical magnetic fields to create
bound states inside the superconductor. When the Shiba
band is topological, the MBS are localized inside the sub-
strate. However, in the wire limit, the superconducting
substrate can be integrated out and the system becomes
analogous to a conducting wire with local exchange mag-
netic field proximitized by a superconductor. In the topo-
logical phase, the MBS are mainly formed within the 1D
wire conduction band. The picture emerging from these
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2two limiting cases are thus qualitatively different. One
can go from one regime to the other by modeling this
sytem as a linear chain of Anderson impurities with a
non-zero hybridization between the atoms.21
By simply superposing the previous two limits, one
may naively expect to find at least two types of MBS,
localized either in the substrate or in the wire. However,
from the point of view of the fundamental symmetries
taking place here, this system is particle-hole symmetric
and breaks time reversal symmetry (TRS). The chain of
magnetic atoms is thus expected to be in class D and
characterized by a Z2 invariant.49,50 It should therefore
host at most one MBS at the extremity of the chain ex-
cept if some low energy chiral-like symmetry is emerging
driving the system in the BDI class.
However, one may wonder in which experimental sys-
tems and cases both the Shiba band and the wire band
shall be taken into account. The following systems could
be envisioned: consider an array of magnetic impurities
whose distance can be controlled at the atomic level using
tip manipulation. One may thus depart from the dense
limit considered in [35–38] and explore an intermediate
distance regime. Such strategy is presently followed in
[51]. If the impurities have both localized polarized d-
like orbitals and delocalized s-like orbitals adsorbed on
a superconducting substrate, then the overlap between
the impurities and their interaction with the substrate
shall be taken into account and the theory developped in
this paper may apply. This scenario can also apply to
a 1D conducting structure with embedded magnetic mo-
ments deposited on a superconductor. This could be the
case use of a 1D assembly of magnetic molecules on top
of the superconductor surface. Supramolecular chemistry
and self-assembly concepts are fast developing techniques
that could be utilized to create atomically defined sys-
tems with controlled and tunable interaction between pe-
riodically spaced magnetic centers. Potential candidates
are porphyrin-based molecular nanowires52 or Mn-based
metalorganic networks53 to list only a few. In these kinds
of systems, magnetic atoms interact both with the sub-
strate but also with each others via the organic molecules
(and also via the substrate). Therefore, such systems
may also offer an interesting platform where Shiba bands
could coexist with a 1D conduction band on top of a su-
perconducting substrate.
In this paper, we consider such intermediate situation
where localized magnetic moments interact with both a
two-dimensional (2D) superconducting substrate and a
1D delocalized conduction band. In the deep-Shiba limit,
we obtain a low-energy 4-band Hamiltonian describing
coupled Shiba and wire bands. Under some conditions,
such as magnetic moments forming a perfect planar he-
lical texture and no other source of inhomogeneities, we
have found that this low-energy 4-band Hamiltonian has
an effective time-reversal symmetry which casts it in the
BDI class able therefore to sustain multiple Majorana
fermions at the extremities of the chain. We have shown
that this effective TRS can be traced back to a mag-
netic mirror symmetry,54 akin to a crystalline symmetry
in topological insulators,55,56 which protects these mul-
tiple Majorana edge modes from hybridizing as found
in the wire impurity description.17,35 We have computed
the complex phase diagrams of the system depending
on the magnetic exchange interactions, the impurity dis-
tance and especially the coupling between the Shiba and
wire bands. When this fragile magnetic mirror symmetry
is broken (thus the effective TRS), the phase diagrams
simplify drastically. In particular, phases with two MBS
become topologically trivial suggesting that there is an
intermediate regime between the dilute and dense limit
where MBS do hybridize.
The plan of the paper is as follows: In Sec. 2, we
describe our generic model Hamiltonian to take into ac-
count both the Shiba and 1D wire delocalized bands
and discuss various limiting cases that recover well es-
tablished results in the literature. In Sec. 3, we derive
our effective low-energy 4-band Hamiltonian and discuss
its symmetry properties with emphasis on this magnetic
mirror symmetry. In Sec. 4, we derive topological phase
diagrams of this system depending whether the magnetic
mirror symmetry is present or not. Finally, in Sec. 5 we
summarize and discuss our results.
II. DESCRIPTION OF THE SYSTEM
A. Model Hamiltonian
FIG. 1: A sketch of the system studied in this work. The
system is made by an array of magnetic adatoms (in green)
deposited on a 2D s-wave superconducting substrate (in red).
The magnetic interaction J between the magnetic adatom and
the substrate induces a localized Shiba bound state (in yel-
low) in the substrate. An array of magnetic adatoms creates
a Shiba band below the superconducting band. Furthermore,
we also take into account delocalized orbitals (in blue), inter-
acting with the magnetic adatom with an exchange interac-
tion J ′. An array of such adatoms creates a conducting band
made of delocalized electrons.
We consider an array of magnetic impurity on a super-
conducting substrate as depicted in Fig. 1. Our starting
point is the Hamiltonian of a 2D s-wave superconductor
in the clean limit described by the following Hamiltonian
HSC =
ˆ
d2p
∑
σ
ξpψ
†
σ(p)ψσ(p)
+
ˆ
d2r[∆ψ†↑(r)ψ
†
↓(r) + h.c.]. (1)
3Here p and r denote the the electrons momentum and
position, ξp = p
2/2m−µ is the dispersion relation of the
substrate with µ the chemical potential. The parame-
ter ∆ is the s-wave superconducting gap. The electron
field ψ†↑(r) creates an electron of spin ↑ at the position r
in the substrate. Although our analysis can be straight-
forwardly extended to a 3D substrate, we consider a 2D
one because it has been shown experimentally that the
Shiba in-gap states in a 2D superconductor have a much
larger spatial extent that its 3D counterpart57 which fa-
cilitates the formation of Shiba bands. We suppose that
the superconductor hosts an array of magnetic impurities
placed at position rn. We are interested in a regime able
to interpolate between the ferromagnetic wire placed on
top of the substrate where the impurities have a strong
orbital overlap and the regime of dilute magnetic impu-
rities with negligible orbital overlap. In order to cover
these two regimes, at least phenomenologically, we as-
sume that each magnetic impurity has at least two or-
bital degrees of freedom: some well localized d-like or-
bitals which are polarized and can be described with a
classical spin S and a delocalized s-like conduction elec-
tron orbital characterized by the operator a†nσ creating an
electron with spin σ at position rn. We would like also to
point that such system could also describe a conducting
wire with embedded magnetic atoms adsorbed on a su-
perconducting substrate. We assume that the magnetic
moments, provided by the polarized localized electrons
can be described a classical spin S  1 and arranged
along a linear chain with lattice spacing |rn − rn+1| = a.
We restrict ourselves to the dilute limit with typically
kFa 1 with kF the Fermi momentum of the substrate.
Furthermore, we assume that we can parametrize the im-
purity spins Sn through spherical coordinates, supposing
a planar helical order, characterized by the helical mo-
mentum kh such as
Sn =
(
cos(2φn), sin(2φn), 0
)
, (2)
with φn = khna. We do not focus on how this kind of
given spin texture arises. Indeed, such spin arrangement
can be obtained either intrinsically if the magnetic impu-
rities interact mainly via indirect interactions along the
1D conducting channel9–11 or effectively after a unitary
transform to gauge away a strong spin-orbit interaction
in the superconducting substrate.16,26
The array of magnetic impurities forming a ferro-
magnetic wire is thus described by the Hamiltonian
Hwire +Himp with
Hwire =
∑
n
∑
α
[
−tw(a†n+1,αan,α + h.c.) + µwa†n,αan,α
]
,
Himp =
∑
n
∑
α,β
[−Jψ†α(rn)Sn · σαβψβ(rn)
−J ′a†n,αSn · σαβan,β
]
. (3)
Here, a†n,α creates an electron at position rn with spin α
in the wire, tw is the wire hopping parameter between
the delocalized orbitals of two neighboring impurities,
and µw the chemical potential of this conduction band
which we assume positive for further convenience. The
couplings J (respectively J ′) denotes the magnetic ex-
change interaction between the spin S and the electrons
of the superconducting substrate (respectively the con-
duction electrons of the delocalized 1D band). The wire
conduction band is also coupled to the superconductor
via a tunneling Hamiltonian
Htun = −t
∑
n,α
[
ψ†α(rn)an,α + h.c.)
]
. (4)
The parameter t describes the hopping between the wire
delocalized electrons and the substrate. In the exper-
iments of iron magnetic wire on top of lead,35–37 the
magnetic moments order ferromagnetically. In order to
obtain some topological superconductivity, it is then nec-
essary to include some Rashba spin-orbit coupling in the
superconducting substrate.8,16,35 We note that such he-
lical order can be mapped to a ferromagnetic order but
with some spin-orbit coupling in both the superconduct-
ing substrate and the conduction band of the wire elec-
trons after some unitary transform.16,58 The total Hamil-
tonian of the system is thus
H = HSC +Hwire +Himp +Htun. (5)
Although H is quadratic, it contains many energy scales
and uncovers many different physical situations. There-
fore we will first consider various limiting cases.
B. Qualitative analysis
As stressed in the introduction, the interesting situa-
tion we want to describe corresponds to the case where
both the 1D conduction channel and the 1D Shiba band
are present at low energy. Before describing such novel
situation, let us first discuss some well-known limits.
1. The J ′ → 0 limit
In Eq. (5), we introduce J and J ′ which are two mag-
netic exchange interactions. When J ′ = 0, we are left
with classical impurities interacting only with the SC
substrate. The conducting wire electrons can be inte-
grated out and we are left with a SC substrate with some
slightly renormalized value of its parameters.
An isolated classical magnetic impurity exchanged cou-
pled with the s-wave superconductor produces a Yu-
Shiba-Rusinov bound state40–43 (called Shiba in what
follows) of energy
S = ∆
1− α2
1 + α2
, (6)
with α = piνJS, where ν0 is the density of states of the
substrate.
4The array of impurities gives rise to a Shiba band which
may turn to be topological and host up to two Majorana
fermions below the extremities of the chain. This situa-
tion has been extensively studied previously [12,13] and
we will not detail it here. In such case, the Majorana
wave functions builts in the substrate at both extremities
of the chain. We expect this case to be an appropriate
description as soon as J ′  J .
2. The J → 0 limit
Let us now describe the other opposite limit. This cor-
responds to an array of magnetic moments embedded in
a 1D conducting channel proximitized to a bulk super-
conductor. Such a situation has been extensively treated
in Refs 9–11,24. The conduction band mediates a 1D
RKKY interaction between the impurity spins which fa-
vors a spiral alignment of the magnetic moments. Us-
ing a self-consistent calculation it was established that
the topological phase self-tunes without any adjustable
parameters.9–11 This means that the Majorana phase
is the ground state of this 1D proximitized conducting
channel (provided the magnetic exchange energy is larger
than the proximity induced gap). Here the Majorana
bound states are mostly localized at the 1D wire conduc-
tion band. We expect this limit to hold while J  J ′.
3. Comparable magnetic exchange J ∼ J ′
From the previous discussion, an interesting situation
may occur when the two magnetic exchange couplings
are comparable. One may expect an interplay between
the 1D Shiba band and the 1D proximitized conduction
band. This corresponds to the situation where both 1D
channels can eventually coexist at low energy near the
middle of the superconducting gap. This means S  ∆
and corresponds to the so-called deep shiba limit. This
implies therefore a very strong magnetic exchange en-
ergy scale J ∼ J ′  ∆. Another important parameter in
the system is the distance a between the impurities. As
mentioned above, we consider the rather dilute impurity
limit kFa  1. We also assume a  ξ where ξ de-
notes the superconducting coherence length. This limit
is met is all experiments working with arrays of magnetic
adatoms adsorbed on a 3D substrate.35–37 Two scenarios
can be envisioned: either several MBS can coexist even-
tually protected by some low energy emerging symmetry
or there is a strong hybridization between the MBS which
splits them away from zero energy. This is exactly what
we are going to show.
III. LOW-ENERGY EFFECTIVE
HAMILTONIAN AND SYMMETRY
CONSIDERATIONS
A. Derivation
In this section, we derive a low-energy Hamiltonian for
the case of main interest in this work with comparable
exchange energy scales J ∼ J ′. Following [12], the dilute
impurity limit kFa  1 guaranties that the Shiba and
wire conduction bands are within the superconducting
gap ∆. Our strategy is thus to integrate out high energy
degrees of freedom of energy |E| ≥ ∆ to obtain a low-
energy effective Hamiltonian for both the Shiba band and
the wire conduction band.
Let us denote |n〉 the Shiba state associated with a
magnetic impurity placed in the site n. An effective
Hamiltonian for the Shiba chain can be obtained by pro-
jecting on the single impurity Shiba states following.12
For an array of N magnetic impurities, we obtain a
2N × 2N tight binding Bogoliubov-de Gennes (BdG)
Hamiltonian. After the projection we obtain a BdG ef-
fective Hamiltonian HeffShiba for the Shiba chain
(
HeffShiba
)
mn
= 〈m|HeffShiba|n〉
=
(
(heff)m,n (∆
eff)m,n
(∆eff)m,n −((hT )eff)m,n
)
, (7)
with
(heff)m,n ≈ ∆(1− α)δm,n + cos(kF rmn − pi
4
)
× cos(kh · rmn)f(rmn)(1− δm,n), (8)
(∆eff)m,n ≈ i sin(kF rmn − pi
4
)
× sin(kh · rmn)f(rmn)(1− δm,n), (9)
where f(r) = −∆
√
2
pikF r
e−r/ξ. Here rmn = |rmn| =
|rm − rn| is the distance between two impurity lattice
sites. We have assumed above that kFa  1, which
guarantees a small Shiba bandwidth and allowed us to
use an approximate long range analytical expansion.
Now we focus on the delocalized wire electrons. We
previously projected out the states of the superconduct-
ing substrate with energy |E| > ∆. This will affect
the a-electrons as well and provide a self-energy of the
form Σ(E)m,n = t
2GSCm,n(E), where GSCm,n is the exact
propagator of the substrate. Here we assumed tν0  1
with ν0 the density of states in the host superconduc-
tor. Because the magnetic impurities do not affect in a
significant manner high energy states, we can approx-
imate this propagator by the bare one GSCm,n ≈ G0m,n
so that Σ(E)m,n = −pit2ν0 E+∆τx√∆2−E2 . At low energies
E  ∆, we thus obtain a proximitized pairing term for
the a-electrons of the form −∆′∑n(a†↑,na†↓,n+h.c.), with
∆′ = t2piν0.
5In the large magnetization case we are interested in,
J ′S ∼ JS  tw which implies that the bands of the
ferromagnetic wire are well separated energetically and
polarized. We first perform a local unitary transform
Un to locally align the conduction electron spin along ~ˆSn
such that a˜†α,n = (Un)α,βa
†
β,n with
Un =
1√
2
(
e
−iφn
2 e
−iφn
2
e
iφn
2 −e iφn2
)
. (10)
Non trivial physics occurs only when the Shiba band and
the polarized conduction band are both at the Fermi en-
ergy. We therefore assume µw ∼ J ′S  tw. If this is
not the case, we are left with only the Shiba band at low
energy, a situation treated in details in [12,13]. We then
project on the lower polarized conduction band paying
attention to possible virtual processes occurring in the
upper conduction band. Following [6], we obtain
Heffwire ≈
∑
n
a˜†n,↑
(
µw − J ′S − δµw
)
a˜n,↑ (11)
+
∑
n
[− tw
2
cos(kha)a˜
†
n,↑a˜n+1,↑ + δtwa˜
†
n,↑a˜n+2,↑ + h.c.]
−
(
1
J ′S
+
1
µw
)∑
n
[
∆′itw sin(kha)
4
a˜†n,↑a˜
†
n+1,↑ + h.c.] ,
where δµw =
t2w cos
2(kha)
4J′S and δtw =
t2w sin
2(kha)
4J′S are negli-
gible terms that simply renormalize the chemical poten-
tial and add a next to nearest hopping term respectively.
We have thus obtained two 1D spinless bands. However,
they are not independent since the electronic degrees of
freedom are initially directly coupled via the tunneling
Hamiltonian in (4). The coupling term is obtained by
projecting the tunneling Hamiltonian (4) onto these two
1D bands to obtain the full low-energy Hamiltonian. In
order to write this term in the BdG formalism we define
〈n, ↑w | the lower polarized band of the wire at the site
n. Projecting the tunneling term, we obtain
(Hefftun)nn = 〈n, ↑w |Htun|n〉 = −t
√
∆
2JS
(
1 0
0 −1
)
,
(Hefftun)m 6=n = 〈m, ↑w |Htun|n〉m6=n
= −t
√
∆
2JSpikF r
M(rmn),
(12)
where
M(r) =
(
cos(kF r) cos(kh · r) i sin(kF r) sin(kh · r)
i sin(kF r) sin(kh · r) − cos(kF r) cos(kh · r)
)
.
The projection of the tunneling Hamiltonian provides two
terms: a diagonal one where an electron tunnels from
one band to the other at the same site n, and a non-
diagonal one due to the long range extent of the Shiba
wave function. Gathering all terms, the resulting effec-
tive low-energy tight binding Hamiltonian of our system
thus reads
Heff =
(
Heffwire H
eff
tun
(Hefftun)
† HeffShiba
)
, (13)
where HeffShiba and H
eff
tun are given in Eq. (7) and Eq. (12)
respectively. Using Eq. (11), Heffwire reads
(
Heffwire
)
mn
=〈m, ↑w |Heffwire|n, ↑w〉
=
(
(hw)m,n (∆w)m,n
(∆w)m,n −((hw)T )m,n
)
,
(14)
with
(hw)m,n = (µw − J ′S)δm,n − tw
2
cos(kha)δn,m+1, (15)
and
(∆w)m,n = (
1
J ′S
+
1
µw
)
itwt
2piν0 sin(kha)
4
δn,m+1. (16)
Heff in Eq. (13) thus describes two Kitaev-like Hamil-
tonians coupled with some long-range tunneling terms.
Before analyzing the phase diagram associated the topo-
logical properties of Heff , we discuss the symmetry prop-
erties of the low-energy Hamiltonian with respect to the
symmetry properties of the initial system.
B. Symmetry analysis
The Hamiltonian in Eq. (13) being of Bogoliubov-De
Gennes type, is invariant under particle-hole symmetry
(PHS) by construction. Heff is made of spinless fermions.
Therefore, the time reversal symmetry (TRS) operator
simply reads Teff = K, where K is the complex conjuga-
tion (Teff2 = 1). We emphasize that T is only an effective
low-energy TRS operator not to be confused with T , the
TRS operator of our initial electronic system. This is
worth noting that the Hamiltonian in Eq. (13) can be
made real with the unitary transform ai −→ eipi/4ai and
Ψi −→ eipi/4Ψi. Therefore, Heff being invariant under
both TRS and PHS falls into the BDI class with a Z
topological invariant.49,50 Heff can thus sustain an inte-
ger number of Majorana bound states at the extremities
of the chain.
As already noticed before for a ferromagnetic wire on
top of a superconducting substrate in [17,54] such effec-
tive TRS of the Hamiltonian is in fact connected to the
magnetic group symmetry MT of the initial system (see
appendix A where we detail this connection). Therefore,
in order for the system to sustain more than one MBSs at
one extremity, we need it to be invariant under MT . This
implies a perfectly aligned chain and a planar spin helix.
6Furthermore, the substrate needs to be free of disorder
to respect M(y → −y), at least on average.
One can reach the same conclusion by inspecting how
Heff was obtained. Any complex term which cannot be
gauged away breaks the effective TRS. This will be the
case if we the helix is no longer planar.12,13 This can
also be the case if the phase of the hopping amplitude
between the wire and Shiba bands becomes inhomoge-
neous. One can invoke other ways of breaking the effec-
tive TRS. In presence of such TRS breaking terms, one
can always decompose the Hamiltonian describing the
low-energy physics of this system of Heffsys = H
eff +HeffTRSB
where HeffTRSB contains all terms that break the effective
TRS i.e. that make Heff complex. Heffsys then belongs
to class D which is the initial class of the system under
consideration. Class D is characterized by a Z2 invari-
ant which means the system has one or zero MBS at
its extremity. Therefore the MBS in the ferromagnetic
wire and in the Shiba band can hybridize in which case
the topological character is lost. This is reminiscent of
multibands nanowires where an even number of occupied
subbands realizes a trivial state while an odd number of
occupied subbands realizes a non-trivial topological state
with MBS localized at its ends.59,60
C. Dispersion relations of the low-energy
Hamiltonian
In order to characterize the topological properties of
the Hamiltonian in Eq. (13) and thus the number of MBS
at one extremity of the chain, we can simply diagonal-
ize the tight binding Hamiltonian and count the number
of Majorana edge states. However, this simple strategy
does not always allow to distinguish a MBS from another
bound state occuring near the middle of the gap. We are
to consider other bulk characterization of the topological
properties. Therefore, we study Eq. (13) with periodic
boundary conditions such that momentum is conserved
along the chain. We introduce the Nambu spinor as:
φT (k) = (ak, ck, a
†
−k, c
†
−k) , (17)
with k ≡ kx the momentum along the chain, ak destroys
an electron in the polarized conduction wire conduction
band and ck destroys an electron in the polarized Shiba
band. In this basis, Heff =
∑
k>0 φ
†(k)Heff(k)φ(k) with
Heff(k) = hˆ(k)⊗ τz + ∆ˆ(k)⊗ τx, (18)
where the Pauli matrices τ denote the particle-hole space
and
hˆ(k) =
(
ha(k) M(k)
M(k) hc(k)
)
, ∆ˆ(k) =
(
∆a(k) N(k)
N(k) ∆c(k)
)
.
(19)
We introduced
M(k) = −t
√
∆
2JS
(
1 +
2√
pikFa
∑
m>0
1√
m
cos(kFma)
× cos(khma) cos(kma)e−ma/ξ
)
= M(−k), (20)
N(k) = t
√
2∆
JS
1√
pikFa
∑
m>0
1√
m
sin(kFma)
× sin(khma) sin(kma)e−ma/ξ = −N(−k), (21)
and
h(c)(k) = S −∆
√
2
pikFa
∑
m>0
(
1√
m
cos(kFma− pi
4
)
×2 cos(khma) cos(kma)e−maξ
)
, (22)
∆(c)(k) = +∆
√
2
pikFa
∑
m>0
(
2√
m
sin(kFma− pi
4
)
× sin(kma) sin(khma)e−maξ
)
, (23)
h(a)(k) = (µw − J ′S)− tw cos(kha) cos(ka), (24)
∆(a)(k) =
(
1
J ′S
+
1
µw
)
twt
2piν0 sin(ka) sin(kha)
2
,(25)
denote the Fourier transform of the low energy hopping
and pairing Hamiltonian for the a and c-electrons. In
Eq. (22), we remind that, in the deep Shiba limit, S ≈
∆(1− α).
Note that the fact we have been able to write the effec-
tive Hamiltonian in (18) that way, requires the assump-
tions N(k) = −N(−k), M(k) = M(−k), h(k) = h(−k)
which holds only if the effective TRS is present.
The spectrum is obtained by diagonalizing numerically
the Hamiltonian in Eq. (18). In what follows, we work
with dimensionless units such that piν0 = 0.1 and choose
the range of parameters in the regime where the approx-
imations that led to Eq. (13) are valid. An example of a
typical spectrum is shown in Fig. 2.
IV. TOPOLOGICAL PROPERTIES AND PHASE
DIAGRAMS
In the previous section, we derived an effective Hamil-
tonian for a low-energy description of the system in the
regime of interest J ∼ J ′  ∆. In this section, we an-
alyze its topological properties and establish the phase
diagram of the system. Before, we introduce a few tools
to characterize the topological properties.
A. Winding number, parity and wave function
Winding number– Let us first stress that the wind-
ing number is defined only when the effective TRS is
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FIG. 2: (color on line) A typical energy spectra (red solid
line) associated with the low-energy Hamiltonian. The black
dashed line shows a the uncoupled caset = 0. The mid-gap
bands correspond mainly to the Shiba band while the other
two bands are built mainly from the wire. The peaks in
the spectrum correspond to momenta |kF + kh|, |kF − kh|,
mod (2pia). We can see the peaks also in the wire bands be-
cause of the hybridization. The used parameters are piν0 =
0.1, ∆ = 1, kha/pi = 0.2, kF a/pi = 5.6, tw = 1, g = 10,
a/ξ = 0.05, J ′S = 11, JS = 11.5 and α = 1.15, t = 0.5.
preserved. Performing a first unitary transformation
such that ak −→ eipi/4ak, ck −→ eipi/4ck, Heff(k) −→
hˆ(k)⊗ τz + ∆ˆ(k)⊗ τy and then a rotation U = e−iτypi/4,
the new Hamiltonian reads:
H′(k) =
(
0 A(k)
A†(k) 0
)
. (26)
In this basis, the Hamiltonian anti-commutes with τz.
The winding number can be expressed as61
w =
ˆ pi
0
dk
2pii
tr[τzH(k)∂kH−1(k)]. (27)
Introducing z(k) = 1detA(k) , then
w =
ˆ pi
0
dk
pi
=(∂k log(z(k))) = arg(z(pi))− arg(z(0))
pi
.
(28)
Parity– Another important criteria to analyze the
topological properties of the Hamiltonian is the parity
operator P. We remember that the relation between the
parity and the winding number simply reads P = (−1)w.
Because the pairing terms do not change the parity,
Heff(k) in Eq. (18) and hˆ(k) share the same parity. Di-
agonalizing the electronic part of hˆ(k), we get two bands
E+(k), E−(k) characterized by a parity index P±. In
that case,
P± = sign(E±(0)E±(pi)). (29)
Thus, if one band supports a single MBS, that band must
cross the Fermi level µ an odd number of times. There-
fore, if P+ +P− = −1, then the system is in a non-trivial
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FIG. 3: (Color on line) Upper row: Plot of the two bands of
the normal part of hˆ(k) with t = 1.5 (left) and t = 2.5 (right).
We can see that there is one crossing at the Fermi level for
the left panel and no crossing in the right panel. Therefore,
we expect the Shiba (hybridized) band to be topological with
|w| = 1. Lower row: In the left panel, we plot the winding
Number as a function the hybridization parameter t confirm-
ing that for t = 1.5, the Shiba (hybridized) band has a non-
trivial topology. For open periodic conditions, the Shiba band
has a localized MBS. We plot on the right panel the electronic
part of its wave function |u|2 in the Shiba band for t = 1.5
and N = 200 sites. The inset represents a log plot of the same
quantity suggesting two different exponential decay lengths.
Similar extent of the wave function is found in the wire due to
the hybridization between the two bands. The used parame-
ters are piν0 = 0.1, ∆ = 1, kha/pi = 0.2, kF a/pi = 5.6, tw = 1,
g = 10, a/ξ = 0.05, J
′S = 9.5, JS = 11 and α = 1.1.
topological phase. However, if P = +, this shows that
we have an even number of MBS, i.e. w = 0, 2, 4 . . . .
Nambu wave function– Finally, in order to analyze
the MBS, as mentioned above, we can simply diago-
nalize the tight binding Hamiltonian in Eq. (13) with
open boundary conditions. For a lattice site labeled
by n, we can define the Nambu wave function as :
Ψn =
(
u
(a)
n , v
(a)
n , u
(c)
n , v
(c)
n
)
such that the probability to
find an electron (resp. hole) in the band S = c, a is sim-
ply |u(S)n |2 (resp. |v(S)n |2).
B. Topological properties
As stressed before, we are interested in the regime
where J ∼ J ′  ∆ and in the dilute regime kFa  1.
Although we reduced the a priori complicated system to
the low-energy Hamiltonian in Eq. (13) (or Eq. (18)
in k-space with periodic boundary conditions), Heff still
contains many parameters. Before switching on the hy-
bridization between the both bands, three different sit-
uations can be encountered: i) only the Shiba band is
topological ii) only the wire conduction is topological and
iii) both bands can be topological.
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FIG. 4: (Color on line) Upper row: Plot of the two bands of
the normal part of hˆ(k) with t = 0.5 (left) and t = 2 (right).
We can see that there is one crossing at the Fermi level in
the left panel and no crossing on the right panel. Therefore,
we expect the wire (hybridized) band to be topological with a
winding number |w| = 1. In the lower left panel, we plot the
winding number as a function the hybridization parameter t
confirming that for t = 0.5, the wire (hybridized) band has a
non-trivial topology. For open periodic conditions, we plot on
the lower right panel the electronic part of its wave function
|u|2 in the wire band for t = 0.5 and N = 800 sites. The
inset represents a log-plot of the same quantity showing the
exponential decay. Similar spatial extent of the wave function
is found in the Shiba band due to the small hybridization.
The used parameters are piν0 = 0.1, ∆ = 1, kha/pi = 0.2,
kF a/pi = 5.6, tw = 1, g = 10, a/ξ = 0.05 and J
′S = 10.5 ,
JS = 14, α = 1.4.
We start with JS = 11 and J ′S = 9.5 (the other pa-
rameters being indicated in the caption of the figures)
which correspond in the absence of hybridization to the
Shiba band supporting one MBS and the wire band being
topologically trivial. In the upper row of Fig. 3, we plot
the two bands of the normal part of Heff(k) in Eq. (18)
for the hybridization parameter t = 1.5 (left) and t = 2.5
(right). In the left panel, one band crosses the Fermi
energy while on the left panel no crossing is obtained.
This indicates that for t = 1.5 (weak hybridization), the
Shiba band remains topological. Increasing t, the two
bands strongly hybridize and the system becomes topo-
logically trivial. This picture is confirmed by directly
plotting the winding number as a function of t. Indeed
for t ≥ 2, the system becomes topologically trivial and no
MBS is expected to be found for open boundary condi-
tions. However for t ≤ 2, we expect two MBS localized at
each extremity of the chain (see lower right panel of Fig.
3). Though the wave function of one MBS is mainly built
from the Shiba band, there is also a small part localized
in the wire band.
For JS = 14 and J ′S = 10.5, the wire band is topo-
logical at small t while the Shiba band is normal. When
switching on the hybridization, this situation holds up to
t ≤ 1 where there is topological transition. This is con-
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FIG. 5: (Color on line) Upper row: Plot of the two bands of
the normal part of hˆ(k) with t = 0.1 (left) and t = 1 (right).
We can see that there are two crossings at the Fermi level
in the left panel and no crossing on the right panel. In the
lower left panel, we plot the winding Number as a function
the hybridization parameter t. This implies that for t = 0.1,
the two bands have a non-trivial topology. For open periodic
conditions, we plot on the lower right panel the electronic part
of the wave function |u|2 in the Shiba band for t = 0.1 and
N = 200 sites. The used parameters are piν0 = 0.1, ∆ = 1,
kha/pi = 0.2, kF a/pi = 5.6, tw = 1, g = 10, a/ξ = 0.05 and
J ′S = 10.5 , JS = 11.5.
firmed by plotting the spectrum of the bands for t = 0.5
(upper left panel of Fig. 4) with one crossing and t = 2
(upper right panel of Fig. 4) where no crossing is found.
Indeed, for t ≥ 1, the two bands become trivial and the
total winding number is w = 0 (lower left panel of Fig.
4). We plot the spatial extent of the MBS wave function
in the wire band in the lower right panel of Fig. 4 for
t = 0.5 and N = 800 sites. A similar pattern is found in
the Shiba band due to the hybridization. Note that the
MBS wave function have a much larger spatial extent.
This is due to the fact that the gap in the wire band is
small for this set of parameters. Furthermore, the gap is
located at finite k around k ≈ ±pi/4a which may explain
the fast oscillations of the wavefunction.
For JS = 11.5 and J ′S = 10.5, both bands are topo-
logical at weak hybridization. In the upper left panel of
Fig. 5, we plot the spectrum for the normal part of the
effective Hamiltonian for t = 0.1 and found two cross-
ings of the Fermi levels. Instead for t = 1 (upper right
panel of Fig. 5), no crossing is found. In both cases, the
parity being even, no definite conclusion can be drawn
at this level. To ascertain the non-trivial topology of
the system, we directly plot the winding number in the
lower left panel of Fig. 5 and find w = 2 for t <∼ 0.65.
We therefore expect one extremity of the chain to sup-
port two MBS. The electronic part of the wire Majorana
wave function is plotted in the lower right panel of Fig. 5.
We clearly observe the two MBS localized at one end of
the chain, one MBS coming mainly from the wire band,
the other MBS being shared with the Shiba band due to
9hybridization.
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FIG. 6: (Color on line) Winding number w (left column) and
parity P (right column) as a function of t and α = piν0JS.
The color code indicate the possible integer values that the
winding number w and parity P can take. The used parame-
ters are piν0 = 0.1, ∆ = 1, kha/pi = 0.2, kF a/pi = 5.6, tw = 1,
g = 10, a/ξ = 0.05 and J
′S = 10.5 (upper row), J ′S = 9.8
(lower row).
C. Phase diagrams
In the previous section, we have exhibited different
cases where we can have either w = 0, 1, 2 by varying
both J and J ′. This can be summarized by plotting the
winding number w as a function of t and α = piν0JS for
fixed values of J ′S. This is shown in Fig. 6. The winding
number can reach values up to w = 3. Indeed the Shiba
band can support up to two MBS12 while the wire band
can also have one MBS. Therefore at weak hybridiza-
tion t, we can indeed reach phases with three MBS. The
transitions between the different phases is characterized
by a gap closing. At strong hybridyzation, the system
becomes trivial when both J and J ′ are comparable.
Other parameters are important such as the period of
the spin helix and the distance between the magnetic
atoms. We analyze the effects of these parameters on
the topological properties in what follows. We plot in
Fig. 7 the winding number w as a function of t and kFa,
with J ′S = 10.5 (upper panel) and J ′S = 9.8 (lower
panel) and assume kha remains constant when varying
a. For J ′S = 10.5, the wire is initially topologically non-
trivial. Therefore at weak t we can get up to three MBS.
At very strong hybridization, the strong overlap between
the bands destroy their topological character.
V. CONCLUSION
We have considered an array of helical magnetic im-
purities on a 2D superconducting substrate with two
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FIG. 7: (Color on line) Same as in Fig. 6 except that we fixed
α = 1 and we are varying kF instead. The other parameters
are similar to Fig. 6.
types of orbitals: some localized d-like polarized orbitals
which we approximated by classical magnetic moments
and some extended s-like orbitals which form a delocal-
ized band. We have studied the interplay between the
1D Shiba band physics arising from the exchange inter-
action between the polarized orbitals and the 2D sub-
strate and the delocalized (wire) band on top of the su-
perconductor. Both bands can be topological in some
parameter space and host MBS at the extremities of the
chain: In the dense impurity limit, the magnetic atoms
form a ferromagnetic wire above the substrate proxim-
itized by the superconductor similarly to experiments
with semiconducting wires.44,46 In the dilute regime, the
magnetic atoms form a Shiba band in the substrate which
can be topological.12 We studied here an intermediate
regime where both bands shall be taken into account.
This occurs when the exchange interactions between the
magnetic moments and the electrons in both the 2D
substrate and in the delocalized wire band are large
and comparable. Possible experimental systems include
array of magnetic atoms at intermediate distance51 or
supramolecular assemblies of magnetic organic molecules
such as porphyrin-based molecular nanowires52 or Mn-
based metalorganic networks.53 In this regime, we have
derived an effective low-energy Hamiltonian which de-
scribes two coupled Kitaev-like Hamiltonian in Eq. (13)
and analyzed its topological properties. If we assume a
perfect planar helix for the initial magnetic chain, and
no other inhomogeneities, we found that the low-energy
Hamiltonian has an effective TRS symmetry which casts
it in the BDI class. We have shown that this effective
TRS can be traced back to a magnetic mirror symmetry
of the system.17,35,54 If these conditions are satisfied, the
system can host multiple Majorana bound states, up to
three for a 2D substrate. We have numerically computed
the phase diagrams of the system depending on the mag-
netic exchange interactions, the impurity distance and
especially the matrix elements between the Shiba and
10
wire band.
When the magnetic mirror symmetry is broken (thus
the effective TRS), we have found that the phase dia-
gram simplifies drastically. This can typically occur for
a non-planar helix or if some disorder is present either in
the substrate or in the chain. Indeed, this automatically
makes the coupling between both bands complex and in-
homogeneous. This latter situation should be generic in
such complex experimental setup. In that situation, the
system enters the D class and can host one or no MBS
at its ends. In particular, when both Shiba and delocal-
ized wire bands can separately host MBS, their coupling
entails a splitting of the MBS. Therefore, in this interme-
diate regime of coexistence of the wire and Shiba bands,
the system can become non-topological.
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Appendix A: Magnetic mirror symmetry
The magnetic group symmetry is a combined anti-
unitary symmetry composed of a mirror reflection and
the usual time reversal symmetry. Here we introduce
MT = MxzT, (A1)
where Mxz is the mirror symmetry with respect to the
(xz) plane (remember x is the axis of the chain and z
the direction orthogonal to the substrate) and T = iσyK
the TRS operator. Since we do not take into account the
orbital momentum of the electronic orbitals, the mirror
symmetry simply reads as17,54
Mxz = iσ
yM(y → −y), (A2)
where M(y → −y) denotes the real space mirror sym-
metry. Therefore, if the system is invariant under the
spatial mirror M(y → −y), MT = K simply reduces to
the complex conjugation and thus to our effective time
reversal symmetry. In other words, our effective time-
reversal symmetry operator, Teff = K, is the low energy
representation of the magnetic mirror symmetry operator
MT .
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