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Nesta tese tratamos do problema de estimação de direção de chegada de sinais digitalmente modu-
lados, especificamente encontrado no enlace reverso de sistemas de comunicação sem fio multiusuário
em que a estação rádio-base é composta por um arranjo de antenas, posicionadas de acordo com al-
guma geometria pré-definida. Os objetivos principais da tese são: esclarecer detalhes normalmente
não tratados na descrição dos modelos de dados consideradosna literatura existente, em especial, a
respeito das condições de enlace e do sistema receptor necessárias para suportar a validade dos mode-
los empregados; agrupar alguns dos métodos de estimação existentes mais relevantes para o contexto
tratado e avaliar suas vantagens e desvantagens; e introduzir método de estimação desenvolvido nas
pesquisas do período de doutorado, o qual representa a contribuição maior da tese em termos de me-
todologia. A solução proposta é fundamentada no critério damáxima verossimilhança e as análises
de desempenho feitas através de simulações numéricas mostra que o estimador fornece resultados
com qualidade próxima ao limite definido pelo limitante de Cramér-Rao. Algumas características
importantes do método são: i) capacidade de operar com qualquer número de fontes se o número de
antenas for maior ou igual a dois e o número desnapshotsfor suficientemente maior que a cardina-
lidade do espaço de sinal; ii) a qualidade da estimação não é afetad pela separação angular entre as
fontes; e iii) possibilidade de operar com arranjos descalibrados.
Palavras-chave: Processamento de sinais de arranjo de antenas/sensores, sistema de comunica-
ção sem fio, estimação de direção de chegada, modulação digital.
Abstract
This thesis deals with the problem of estimating the direction of arrival of digitally modulated
signals, specifically found in the uplink of multiuser wireless communication systems where the base
station uses an antenna array. The main objectives of the thesis are: to clarify some details normally
not treated in the description of the data models assumed in the existing literature, specially, on link
and receiver conditions that are necessary to validate the employed models; to present some of the
most relevant estimation methods to the current context andto evaluate their advantages and disad-
vantages; and to introduce the estimation method developedin the researches during the doctoral
period, which represents the greater contribution of the thesis in terms of metodology. The propo-
sed solution is fundamented in the maximum likelihood criterion and the performance analysis done
through numerical simulations show that the estimator yields results with a quality close to that de-
fined by the Cramér-Rao bound. Some important characteristicsof the method are: i) capacity to
operate with any number of sources if the number of antennas is greater than or equal to two and the
number of snapshots is sufficiently greater than the cardinality of the signal space; ii) the estimation
quality does not depend on the angle separation between sources; and iii) possibility to operate with
uncalibrated arrays.
Keywords: Antenna/sensor array signal processing, wireless communication systems, direction
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Esta tese trata do problema de estimação de direção de chegada de sinais digitalmente modulados,
especificamente encontrado no enlace reverso de sistemas decomunicação sem fio multiusuário em
que a estação rádio-base é composta por um arranjo de antenas, posicionadas de acordo com alguma
geometria pré-definida. A informação espacial, representada pela direção das fontes (usuários ou
terminais móveis), pode ser utilizada para melhor explorara capacidade desses sistemas (Liberti &
Rappaport, 1999; Paulraj et al., 2003). A melhora na exploração da capacidade neste caso provém
do emprego de técnicas de filtragem espacial do tipobeamforming, que se beneficiam do ganho do
arranjo ou ganho de diretividade (Zanatta, 2006). O objetivo das técnicas debeamformingé controlar
o padrão de irradiação do arranjo de modo a aproveitar ao máximo a energia transmitida/recebida.
Com isso, pode-se minimizar a potência transmitida tanto no enlac direto como no enlace reverso
que, em conjunto com o direcionamento controlado, reduz a interferência co-canal (também chamada
de interferência multiusuário), melhorando a qualidade donlace dos usuários e, consequentemente,
explorando mais plenamente a capacidade do sistema. Além disso, o consumo de energia nos ter-
minais móveis é reduzido, lembrando que a energia é um recurso muito valioso em sistemas sem
fio.
O uso debeamformingem recepção (enlace reverso) e em transmissão (enlace direto) é um pro-
blema que consideramos já bem estudado na literatura, sendor levante aqui apenas como motivação.
Indicamos as referências (Godara, 1997b, 1997a; Van Trees,2001; Liberti & Rappaport, 1999; Paul-
raj et al., 2003; Zanatta, 2002, 2006) para mais detalhes a repeito deste tema. No presente trabalho,
nos concentramos na estimação de parâmetros de direção dos usuários, começando pela descrição dos
modelos de sinal relativos ao cenário em questão que, em conjunt com os critérios de otimalidade
conhecidos, formam os pilares para a nossa proposta de estudo acerca do problema.
Salientamos que o estudo apresentado nesta tese concentra-se os aspectos teóricos envolvidos
no problema atacado. Sendo assim, os resultados apresentados ao longo do texto são fruto de simu-
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lações numéricas criadas em computador, em que os dados aplicados aos métodos de estimação são
sintetizados para atender às características do cenário que nos propomos a analisar. Esta metodologia
permite controle total do cenário, tornando possível a caracte ização estatística do desempenho dos
métodos analisados, o que não seria possível com dados reaisde experimentos práticos.
Sobre os modelos
Comecemos a apresentação do estudo com a seguinte observação: Em qualquer caso prático
de estimação de parâmetros, quanto melhor for o modelo atribuído aos dados disponíveis, melhor
poderá ser o desempenho do estimador. No sentido estatístico, i o significa, a propósito, que os
processos aleatórios envolvidos nas componentes de sinal ede ruído são adequados para representar
o comportamento estocástico dos dados. No caso de sinais modulad s digitalmente (na transmissão) e
sob a condição de canal invariante no tempo, duas classes especiai de processos estocásticos podem
ser observados no receptor após a etapa de amostragem: i) processos estacionários e ii) processos
cicloestacionários. Será mostrado no Capítulo 2 que os modelos dados correspondentes em tempo-
discreto dependem das técnicas de pré-processamento e amostragem usadas pelo receptor.
Estes modelos estocásticos, dotados de suas características pe uliares, dividiram a evolução das
pesquisas em estimação de direção de chegada aplicada a sistema de comunicações digitais em ramos
distintos e praticamente independentes.
A primeira frente de pesquisa tem trabalhado com a suposiçãode que ossnapshots(termo em
inglês para o vetor de dados recebido pelos elementos do arranjo num determinado instante) resultam
de um processamento prévio feito com um filtro casado (veja, por exemplo, (Lavielle et al., 1994;
Gounon et al., 1998; Chargé et al., 2001b, 2001a; Haardt & Romer, 2004; Delmas & Abeida, 2004,
2006a, 2006b; Delmas, 2004; Abeida & Delmas, 2006, 2008; Salameh & Tayem, 2006; Wang et al.,
2006; Attux et al., 2007; J. Liu et al., 2008)), implicando que a amostragem ocorre à taxa de símbolo
e que o receptor recuperou perfeitamente a temporização do relógio de referência para sincronização.
Este processamento converte os sinais de tempo-contínuo recebidos em sequências de tempo-discreto
contendo os símbolos transmitidos, mantendo intacto o comportamento estocástico da informação
transmitida. Portanto, o desenvolvimento de métodos e limitantes de estimação para o modelo de
snapshotresultante torna-se mais simples uma vez que a sequência de símbolos transmitidos é, ge-
ralmente, um processo estacionário. De fato, mesmo os métodos mais antigos e generalistas como o
MUSIC (R. O. Schmidt, 1986) e o ESPRIT (Roy, 1987) podem ser adotados para realizar a tarefa de
estimação sem penalizar muito o resultado final.
A outra frente de pesquisa tem explorado o comportamento cicl estacionário inerente aos sinais
transmitidos. Exemplos são os trabalhos (Gardner, 1988b; Schell et al., 1989; Schell & Gardner,
1992; Schell, 1994; Xu & Kailath, 1992; Wylie & Roy, 1995; Xin et al., 1998; Y.-T. Lee & Lee,
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2001; Chargé et al., 2003; Chargé & Wang, 2005; Z. Liu et al., 2005, 2 06; Yan & Fan, 2005, 2007;
Markhi et al., 2007; Inagaki et al., 2007; Reuven & Weiss, 2009). Em breves palavras, um sinal é
dito cicloestacionário se suas estatísticas variam periodicamente com o tempo. Esta periodicidade é
o que faz este sinal ser tão especial. Em vez de usar um pré-processamento, o receptor simplesmente
sobreamostra o sinal complexo em banda-base de tal forma queo número de amostras por período de
símbolo é adequado para preservar a cicloestacionariedadedo sinal de entrada na sequência de tempo-
discreto resultante. Estes tipos de receptores conseguem tirar vantagem do processamento temporal
em vez de considerar somente o processamento espacial e, assim, são capazes de separar sinais com
diferentes características cicloestacionárias. Em verdad , maioria dos trabalhos supracitados ex-
plora esta capacidade para realizar estimação seletiva (por sinal) de direção de chegada. Outro ponto
interessante é que podemos reduzir drasticamente o efeito do ruído, uma vez que o processo de ruído
é geralmente suposto estacionário e, portanto, sua contribuição tende a desaparecer no processamento
sob considerações adequadas (Gardner, 1987a, 1987b; Xu & Kailath, 1992).
Um ponto comum às frentes de pesquisa acima citadas é que os sinais modulados são geralmente
processos aleatórios de valor complexo. Assim, a propriedade e circularidade também deve ser le-
vada em consideração para garantir uma descrição estatística completa destes sinais. Expliquemos
melhor a condição de circularidade/não-circularidade:z(t) ∈ C é um processo aleatório circular
sez(t) e ej αz(t) têm as mesmas distribuições de probabilidade para qualquerα ∈ R (Picinbono,
1994; Picinbono & Bondon, 1997). Para o presente trabalho, é suficiente considerar estatísticas
até segunda-ordem porque os métodos evocados trabalham nesta condição. Assim, considerando
somente momentos de primeira e segunda-ordem, um processo al atório complexoz(t) é dito cir-
cular se média e autocorrelação/autocovariância complementarE{z(t + τ)z(t)} são ambas iguais a
zero, o que significa que sua autocorrelação/autocovariância hermitianaE{z(t + τ)z∗(t)}, com(·)∗
denotando a conjugação complexa, contém toda a informação estatística disponível. Do contrário,
z(t) é dito não-circular. Um estudo completo a respeito da circula idade pode ser encontrada em
(Picinbono, 1994). Alguns sinais digitais são inerentemente não-circulares. Exemplos comuns são os
sinais gerados pelos esquemas BPSK (do inglêsbinary phase shift keying) e PAM (do inglêspulse am-
plitude modulation) de valor real. Outros alfabetos podem ser tanto circularescomo não-circulares,
dependendo da disposição cartesiana dos símbolos na constelação das probabilidadesa priori dos
símbolos. No Capítulo 2, daremos exemplos para esclarecer estes conceitos.
Sob a luz das ideias até então expostas, os sinais recebidos,após a amostragem, podem ser
classificados em quatro categorias: i) processos estacionários circulares; ii) processos estacionários
não-circulares; iii) processos cicloestacionários circulares; e iv) processos cicloestacionários não-
circulares. Apenas como curiosidade, a terminologia “circular/não-circular” no caso cicloestacionário
não é consenso no campo da estatística. Por exemplo, em vez deusar o termo “covariância/correlação
4 Introdução
complementar”, a maioria dos autores o têm denotado como “covariância/correlação conjugada”
para evitar a palavra “complementar”, muito usada na ánalise de circularidade/ não-circularidade
de segunda-ordem.
O comportamento não-circular de alguns sinais modulados digitalmente tem motivado pesquisa-
dores a criar estimadores capazes de lidar com sinais circulares e não-circulares simultaneamente, nos
quais a autocorrelação complementar serve como informaçãoadici nal caso seja não-nula. Os bene-
fícios são inegáveis, como mostrado neste documento e, principalmente, na literatura relacionada.
Sobre os métodos
Na cronologia das contribuições à estimação de direção de chegada de sinais modulados, pode-
mos enumerar três épocas principais: a primeira considerano o modelo cicloestacionário circular; a
segunda considerando o modelo estacionário não-circular,e a terceira tratando com o modelo ciclo-
estacionário não-circular.
Precedendo o primeiro período, o conceito de cicloestacionriedade aplicado a sinais modulados
foi introduzido por Gardner em 1987 em um notável artigo de duas partes (Gardner, 1987a, 1987b).
Modulações analógicas e digitais são tratadas nestes trabalhos. Um ano depois, Gardner (Gardner,
1988b) introduziu o conceito de cicloestacionariedade em processamento de sinais de arranjos através
de uma modificação dos algoritmos MUSIC e ESPRIT. Em 1989, Schell et al. (Schell et al., 1989)
estenderam o método “tipo-MUSIC” recém citado para operar emum cenário com múltiplas fontes
e, em 1992, Xu e Kailath (Xu & Kailath, 1992) desenvolveram ummétodo que não apenas explora
as propriedades de correlação espectral dos sinais em questão, mas também é assintoticamente exato
para sinais de banda-estreita e de banda-larga.
O segundo período foi marcado pela introdução do conceito desinais circulares e não-circulares
no modelo de dados. Em 1994, Picinbono publicou o famoso trabalho (Picinbono, 1994), que ser-
viu como gatilho para a disseminação da propriedade de circularidade de processos aleatórios de
valor complexo no campo de processamento de sinais. Em 1997,Picinbono e Bondon (Picinbono
& Bondon, 1997) consolidaram as bases da propriedade reportand um estudo minucioso a respeito
das estatísticas de segunda-ordem de sinais complexos, um tópico de interesse direto para estimação
paramétrica em processamento de sinais de arranjos.
Observando que a covariância complementar pode conter informação útil, Gounonet al. (Gounon
et al., 1998) escreveram em 1998 o trabalho pioneiro em estimação de direção de chegada para fontes
não-circulares. Esta proposta, inserida no contexto estacionário, é uma extensão do algoritmo MU-
SIC, no sentido de ser construída baseando-se em um novo modelo de dados, no qual osnapshot
original é concatenado com sua própria versão complexa conjugada, de modo a incluir a informação
da covariância complementar em um modelo paramétrico unificado. Seguindo esta ideia, Chargéet al.
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(Chargé et al., 2001b) criaram o método root-MUSIC para fontes ão-circulares (root-MUSIC NC).
Embora este se restrinja a um arranjo linear uniforme, a técnica correspondente baseada na extração
de raízes de polinômio (tradução do inglês parapolynomial rooting) reduz a complexidade computa-
cional e melhora a resolução se comparada com (Gounon et al.,1998). Salameh e Tayem (Salameh
& Tayem, 2006), Haardt e Romer (Haardt & Romer, 2004), Delmas (Delmas, 2004) e Abeida junta-
mente com Delmas (Abeida & Delmas, 2006; Delmas & Abeida, 2004) também deram apreciáveis
contribuições a este campo, todas estas vinculadas a estatísticas de segunda-ordem. De interesse
teórico especial são (Delmas & Abeida, 2004), (Delmas, 2004) e (Abeida & Delmas, 2006), onde o
Limite de Cramér-Rao (CRB do inglêsCramér-Rao Bound) para fontes gaussianas não-circulares, o
estimador assintótico de mínima variância e o desempenho assintótico dos algoritmos tipo-MUSIC
para fontes não-circulares, respectivamente, são discutidos.
No terceiro período, os esforços foram voltados para explorar a propriedade de cicloestacionari-
edade juntamente com a condição de não-circularidade. Exemplos são os trabalhos (Chargé et al.,
2003; Chargé & Wang, 2005; Z. Liu et al., 2005, 2006; Yan & Fan, 2005; Markhi et al., 2007). Entre
eles, iremos nos concentrar nos trabalhos de Chargé (Chargé etal., 2003) e (Chargé & Wang, 2005),
dos quais podemos fazer uma ponte para os trabalhos previamente ncionados (Gounon et al., 1998)
e (Chargé et al., 2001a).
Embora tenhamos dividido o desenvolvimento das pesquisas em três grupos principais, há tam-
bém outras abordagens, não menos importantes, que exploramoutras características dos sinais mo-
dulados para estimação de direção de chegada. Entre eles destacamos: i) a família de métodos que
são projetados para tratar com sinais de módulo constante, oesquema PSK (do inglêsphase shift
keying) sendo o mais proeminente. Exemplos são os trabalhos (Shynk& Gooch, 1996), (Leshem &
Veen, 1999) e (Stoica & Besson, 2000); e ii) a família de métodos que exploram as estatísticas de
ordem superior dos dados recebidos. Um esplêndido levantame o deste tópico foi feito por Pascal
Chevalier, Anne Ferréol e Laurent Albera em (Tuncer & Friedlan er, 2009, Capítulo 8). Apenas para
enumerar alguns desenvolvimentos, indicamos os artigos (Cardoso, 1990; Forster & Nikias, 1991;
Porat & Friedlander, 1991; Chevalier & Ferreol, 1999; Chevalir et al., 2005, 2006, 2007).
1.1 Objetivos e organização da tese
Esta tese tem como objetivos principais: i) esclarecer detalhes normalmente não tratados nos
trabalhos de estimação de direção de chegada voltados para sistemas digitais de comunicações sem
fio, em especial, detalhes relativos às condições de enlace edo sistema receptor necessárias para
suportar a descrição dos modelos de dados considerados na literatura internacional; ii) classificar
alguns dos métodos de estimação existentes mais relevantespara o contexto tratado e avaliar suas
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vantagens e desvantagens; e iii) introduzir o método de estimação desenvolvido nas pesquisas do
período de doutorado.
O novo método de estimação DOA foi desenvolvido para operar no caso de modelo estacionário
de dados, descrito no Capítulo 3. A ideia central do método é explorar a natureza discreta com
cardinalidade finita da componente de sinal recebida para trnsformar o problema de estimação em
um problema de decisão de estimativas candidatas. A soluçãoprop sta é fundamentada no critério
da máxima verossimilhança e as análises de desempenho feitas através de simulações numéricas
mostram que o estimador fornece resultados com qualidade similar àqueles obtidos pelo estimador
ML.
Em acordo com os objetivos acima delineados, o restante da tese está organizado da seguinte
maneira:
• Capítulo 2: São apresentados os aspectos básicos dos sinaismodulados por pulso através da
análise estatística de segunda-ordem da envoltória complexa na recepção. Especificamente,
analisaremos as funções de autocorrelação hermitiana e complementar e as condições para que
sinais de valor complexo sejam considerados circulares ou nã -circulares. Além disso, veremos
que a escolha da taxa de amostragem do receptor é fundamentalpara a seleção do modelo
estocástico de tempo-discreto dos dados amostrados e os valores dequados estão diretamente
relacionados com a taxa de símbolo dos transmissores. As conclusões delineadas ao longo
deste capítulo servirão de base para os estudos apresentados os capítulos posteriores;
• Capítulo 3: O modelo de sinais de banda estreita para arranjos coerentes é derivado a partir
do modelo MIMO de canal. Revelamos aqui as considerações necesárias para esta passagem
e também as restrições na estrutura do receptor em arranjo para que os modelos de tempo-
discreto, estacionário e cicloestationário, resultantesda amostragem sejam válidos;
• Capítulo 4: O modelo estacionário desnapshotcoleciona um grande número de técnicas de es-
timação de direção de chegada. Descrevemos neste capítulo algumas destas técnicas, dividindo-
as em função do tipo de critério de otimalidade usado na soluçã do problema de estimação.
Dentre elas, destacamos as abordagens por ajuste de subespaços, por ajuste de covariância,be-
amformingcom subarranjos e a máxima verossimilhança. Por fim, revisitamos os limitantes de
variância das estimativas e os limites de resolução estatísticos para os cenários estudados.
• Capítulo 5: O modelo cicloestacionário desnapshottende a conduzir a escolha do critério
de otimalidade para aqueles que empregam matrizes de covariânci dos dados ou alguma de-
composição destas para derivar a técnica de estimação. O motivo es á na forma de explorar a
cicloestacionariedade que, por definição, se manifesta nosmomentos dos processos estocásti-
cos. Esta é a razão pela qual as abordagens por ajuste de subespaço são as mais empregadas
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nesta classe. No estudo feito aqui, limitamo-nos a apresentar técnicas baseadas em ajuste de
subespaços e em correlação espectral.
• Capítulo 6: A contribuição maior da tese, em termos de metodologia de estimação, é apre-
sentada neste capítulo. Explorando as características particul res do modelo estacionário de
snapshot, propomos uma nova solução para o problema de estimação dos parâmetros de direção
dos usuários fundamentada no princípio da máxima-verossimilhança. Além da proposição do
método, apresentamos um estudo de sua complexidade computacional e uma análise minuciosa
de seu desempenho, comparando-o com outros métodos relevant s e limitantes de desempenho
teóricos discutidos nos capítulos anteriores.
• Capítulo 7: Apresentamos um resumo e algumas conclusões dostudos desenvolvidos e apon-
tamos algumas perspectivas de continuidade da pesquisa no tema.
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Capítulo 2
Caracterização estatística de sinais
modulados
O conteúdo deste capítulo fundamenta os estudos apresentados os Capítulos 3 a 6. Nele mostra-
mos:
(a) um estudo das características estatísticas de segunda-ordem de sinais modulados por pulso;
(b) a relação entre o filtro casado e a estacionariedade do sinal discretizado no receptor;
(c) a relação entre a sobreamostragem e a cicloestacionariedade do sinal modulado e como preservá-
la na sequência de tempo-discreto resultante da amostragemno receptor.
O primeiro ponto a ser observado é que a análise estatística conduzida neste capítulo estará con-
centrada na envoltória complexa do sinal recebido, para o cas de um canal de uma entrada e uma
saída (SISO, do inglêsSingle-Input Single-Output). Implicitamente, isto significa que o sinal rece-
bido em banda-passante já foi filtrado e convertido para banda-base. As formas de implementação
da conversão de banda-passante para banda-base não serão dicutidas e, por ora, este processo será
considerado ideal. Manteremos o foco na representação matemática dos eventos no receptor. As-
sim, sejas̃(t) =
√
2ℜ{s(t)ej 2πfct} o sinal em banda-passante que chega no receptor, no quals(t)
é a envoltória complexa,fc é a frequência da portadora eℜ{·} é o operador que extrai a parte real
do seu argumento. Nós abstraímos o mapeamentos̃(t) → s(t) para nos concentrarmos somente no
processamento des(t), o qual é modelado como um processo aleatório de tempo-contínu e de valor
complexo. Como tal,s(t) pode ser circular ou não-circular. Esta importante propriedad ,circulari-
dade, dos processos aleatórios de valor complexo deve ser usada para que a caracterização estatística
do sinal correspondente seja completa, como mostramos na análise a seguir.
Considere o processo aleatório de valor complexo e de média zero z(t) = x(t)+ j y(t), sendo por
suposição,x(t) ∈ R e y(t) ∈ R processos aleatórios de média zero. Para caracterizar as estatí ticas
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dez(t), devemos descrever as estatísticas conjuntas dex(t) e y(t). Considerando estatísticas de até
segunda-ordem,x(t) ey(t) são caracterizados pelas funções de autocorrelação e correlação-cruzada
Rx(t, τ) , E{x(t+ τ)x(t)} , Ry(t, τ) , E{y(t+ τ)y(t)} ,
Rxy(t, τ) , E{x(t+ τ)y(t)} , Ryx(t, τ) , E{y(t+ τ)x(t)} .
(2.1)
Todos estes momentos estão presentes na função de autocorrelação dez(t)
Rz(t, τ) , E{z(t+ τ)z∗(t)} (2.2)
= E{[x(t+ τ) + j y(t+ τ)][x(t) + j y(t)]∗}
= Rx(t, τ) +Ry(t, τ) + j [Ryx(t, τ)−Rxy(t, τ)] . (2.3)
No entanto, para alguns processos aleatórios, pode ocorrerque z(t) e sua versão conjugada
z∗(t) sejam correlacionados. Consequentemente,Rz(t, τ) por si só não contém toda informação de
segunda-ordem sobre o processo. Em tais casos, adicionalmente aRz(t, τ), é necessária a função de
autocorrelaçãocomplementar(também chamada por alguns autores de função derelação), definida
por
R̃z(t, τ) , E {z(t+ τ)z(t)} (2.4)
= E {[x(t+ τ) + j y(t+ τ)][x(t) + j y(t)]}
= Rx(t, τ)−Ry(t, τ) + j [Rxy(t, τ) +Ryx(t, τ)] . (2.5)
Para o caso especial em quez(t) é de valor real, temosRy(t, τ) = Rxy(t, τ) = Ryx(t, τ) = 0
e, consequentemente,Rz(t, τ) = R̃z(t, τ). Outro caso interessante surge quandox(t) e y(t) são
mutuamente descorrelacionados e têm a mesma função de autocorrelação. Neste caso particular
R̃z(t, τ) = 0 e, consequentemente, a autocorrelação complementar dez(t) não contém informação.
Estas peculiaridades a respeito do comportamento em segunda-ordem dez(t) estão diretamente
relacionadas às propriedades de circularidade (tradução do termo em inglêscircularity, o qual também
é às vezes definido comoproperness) e de não-circularidade (tradução do inglêsnon-circularity/non-
properness). Como já explicado no Capítulo 1,z(t) é um processo circular sez(t) e ej αz(t) têm as
mesmas distribuições de probabilidade para qualquerα ∈ R (Picinbono, 1994). Além disso,z(t)
é um processo circular de segunda-ordem seR̃z(t, τ) = 0 (Picinbono & Bondon, 1997; Schreier &
Scharf, 2003). De fato, de (2.2) podemos ver que as funções deautocorrelação dez(t) e ej αz(t) são
as mesmas. Contudo, as funções de autocorrelação complementares correspondentes são iguais se e
somente sẽRz(t, τ) = 0. Portanto, um processo circular de segunda-ordem preservauas estatísticas
de segunda-ordem frente à rotação de fase.
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A mesma análise e conclusões se mantêm válidas para vetores evariáveis aleatórias de valor
complexo. A única diferença é que o tempo não tem influência nanálise. Outro ponto importante
é que as mesmas propriedades observadas no domínio de tempo-contínuo são também válidas no
domínio de tempo-discreto. Para mais detalhes sobre estas conexões, veja (Ollila, 2008; Schreier
& Scharf, 2003; Picinbono & Bondon, 1997; Picinbono, 1994). Para o caso especial de processos
gaussianos complexos, veja também (Barry et al., 2003, Cap. 3).
Uma vez que nosso objetivo é analisar o caso de sinais modulados digitalmente em sistemas de
comunicações,z(t) fará o papel do sinal recebido. Como já estabelecido, trataremos do sinal após o
estágio de conversão banda-passante para banda-base. Consequentemente,z(t) representa a envoltó-
ria complexa em banda-base corrompida por ruído aditivo e possíveis interferentes. Dependendo do
método empregado pelo receptor para discretização, ou seja, para realizar o mapeamentoz(t)→ z[k],
no qualk denota o índice de tempo da sequência, o sinal de tempo-discreto resultantez[k] pode ser
um processo aleatório estacionário ou cicloestacionário.
2.1 Estacionariedade
Normalmente, um sinal complexoz(t) (ou z[k]) é dito estacionário no sentido amplo (WSS do
inglêswide-sense stationary) se seu valor médio é constante e se sua função de autocorrelação (2.3)
é função somente da diferença de tempoτ = ∆t ∈ R (ou lag de valorl = ∆k ∈ Z). Entretanto, nada
sobre a função de autocorrelação complementar é dito nesta dfinição. De acordo com Picinbono e
Bondon (Picinbono & Bondon, 1997), um sinalz(t) (ouz[k]) é estacionário de segunda-ordem (SOS
do inglêssecond-order stationary) se ele for WSS e se sua função de autocorrelação complementar
depender somente deτ (ou l).
Considerandoz(t) SOS, temos quex(t) e y(t) são conjuntamente WSS. Portanto,Rx(t, τ) =
Rx(τ),Rxy(t, τ) = Rxy(τ),Ryx(t, τ) = Ryx(τ) eRy(t, τ) = Ry(τ). Embora as correlações-cruzadas
não sejam, em geral, funções pares como as autocorrelações,as primeiras estão relacionadas por
Ryx(τ) = Rxy(−τ). Usando estas equivalências em (2.3) e (2.5) obtemos
Rz(t, τ) = Rz(τ) = Rx(τ) +Ry(τ) + j [Rxy(−τ)−Rxy(τ)] (2.6)
R̃z(t, τ) = R̃z(τ) = Rx(τ)−Ry(τ) + j [Rxy(τ) +Rxy(−τ)] . (2.7)
De (2.7), as condições sobrex(t) e y(t) para quez(t) seja circular de segunda-ordem sãoRx(τ) =
Ry(τ) eRxy(τ) = −Rxy(−τ). Outra possibilidade éRx(τ) = Ry(τ) eRxy(τ) = Rxy(−τ) = 0.
Esta última condição ocorre somente quandox(t) e y(t) são descorrelacionados e balanceados. O
termo balanceadoserá usado para os casos em quex(t) e y(t) têm a mesma autocorrelação (ou
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autocovariância). Qualquer outra condição faz de(t) um processo não-circular de segunda-ordem.
2.1.1 Filtro casado e estacionariedade
Seja o sinal recebidoz(t) um processo aleatório complexo seguindo o modelo
z(t) = s(t) ⋆ h(t) + n(t) ,
em que⋆ denota o operador convolução,s(t) =
∑∞
k=−∞ b[k]p(t − kT ) é um sinal PAM (do inglês
Pulse Amplitude Modulation) de valor complexo,b[k] = bI [k]+j bQ[k] denota o símbolo complexo,T
é o período de símbolo,p(t) é o pulso transmitido,h(t) é a resposta ao impulso equivalente em banda-
base do canal en(t) representa um ruído gaussiano de valor complexo e de média zero com momentos
de segunda-ordem E{n(t+ τ)n∗(t)} = σ2nδ(τ) e E{n(t+ τ)n(t)} = 0. Por suposição, a sequência de
tempo-discreto{b[k]} é mutuamente independente e identicamente distribuída (i.i. .) com E{b[k]} =
0. Adicionalmente,s(t) e n(τ) são independentes∀t, τ . Pelo fato de o pulsop(t) ser transmitido
periodicamente, constituindo assims(t), o processoz(t) não é WSS ou mesmo SOS porque sua
autocorrelação depende necessariamente do instantet considerado. Porém, se processarmosz(t)
com um filtro casado, um procedimento comum em sistemas de comunicação digital e de RADAR
(do inglêsRadio Detection and Ranging), obteremos após a amostragem um sinal de tempo-discreto
do tipo SOS como demonstrado a seguir.
Como cada pulso recebido é dado pela forma de ondaq(t) , p(t)⋆h(t), então o filtro casadof(t)
tem resposta ao impulsof(t) = q∗(−t). Se processarmosz(t) com o filtro casado teremos na saída













b[k]d(t− kT ) + w(t)
em qued(t) , q(t) ⋆ q∗(−t) ew(t) , n(t) ⋆ q∗(−t) =
∫∞
−∞
n(τ)q∗(τ − t)dτ .
Amostrandor(t) nos instantest = lT , coml ∈ Z, temos










+ w(lT ) (2.8)
da qual notamos que o segundo termo à direita da igualdade representa a interferência intersimbólica
(IIS). Para garantir quer(lT ) seja livre de IIS, a forma de onda resultanted(t) deve obedecer a
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condições especiais. Há duas possibilidades: i)d(t) 6= 0 somente para0 ≤ t ≤ T , isto é,d(t) é
limitada ao intervalo de símbolo; ii)d(t) obedece ao critério de pulsos de Nyquist (veja (Proakis,
2005; Barry et al., 2003)) que apresentam cruzamentos em zeronos instantest = lT paral 6= 0.
Naturalmente, cada um destes casos implica restrições distintas emq(t) e, consequentemente, em
p(t). Para o primeiro caso, é suficiente queq(t) tenha duração limitada à metade do intervalo de
símbolo enquanto para o segundo,q(t) deve ser um pulso de Nyquist do tipo raiz-quadrada (tradução
do inglêssquare-root Nyquist pulse). Para detalhes a respeito do conceito e projeto destes pulsos veja
(Farhang-Boroujeny, 2008). O ponto mais importante agora par a nálise é que, sed(t) obedece a
qualquer uma destas condições, então a IIS é zero porqued(t− kT )|t=lT = 0 paral 6= k e temos
quer(lT ) = b[l]Eq + w(lT ), na qualEq ,
∫∞
−∞
q(τ)q∗(τ)dτ = d(0) denota a energia deq(t). Além
disso, a desigualdade de Cauchy-Schwarz pode ser usada para demonstrar de maneira simples que o
filtro casado maximiza a relação sinal-ruído (RSR) (veja (Barryet al., 2003, Capítulo 5) e (Proakis,
2005, Capítulo 5)).
Seguindo em frente, o filtro casado fornece na saída, após amotragem, a sequência de tempo-
discreto
r[k] = b[k]Eq + w[k] , (2.9)
na qual subtituimos a notação do índice de tempol ∈ Z parak.
Pode ser mostrado em poucos passos quew[k] é uma sequência SOS branca e de média zero. O




E{n(τ)}q∗(τ − kT )dt = 0 .
A autocorrelação E{w[k + l]w∗[k]} pode ser obtida usando a expressão
w((k + l)T )w∗(kT ) =
∫ ∞
−∞
n(τ)q∗(τ − (k + l)T )dτ
∫ ∞
−∞






n(τ)n∗(ξ)q∗(τ − (k + l)T )q(ξ − kT )dξdτ . (2.10)
Aplicando o operador esperança estatística a (2.10), resulta





σ2nδ(τ − ξ)q∗(τ − (k + l)T )q(ξ − kT )dξdτ . (2.11)
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A solução não-trivial é obtida paraξ = τ e l = 0, levando ao resultado
E{w((k + l)T )w∗(kT )} = σ2nδ(l)
∫ ∞
−∞
|q(τ − kT )|2 dτ
= σ2nδ(l)Eq . (2.12)
Usando a mesma abordagem, pode ser rapidamente mostrado quea autocorrelação complementar
E{w((k + l)T )w(kT )} é zero para todok e l, uma vez quen(t) é um processo circular.
Sabemos que{b[k]} é i.i.d. e independente dew[k], e quew[k] é SOS, circular e branca. Portanto,
r[k] é SOS com momentos de segunda-ordem
Rr = Rb +Rw e R̃r = R̃b , (2.13)
em queRb , E{b[k]b∗[k]}, R̃b , E{b[k]b[k]} eRw , E{w[k]w∗[k]} = σ2nEq.
Baseando-se nestes resultados, concluímos quer[k] é circular de segunda-ordem se e somente se
a variável aleatória discretab[k] é circular.
Por exemplo, sejab[k] a representação dos símbolos de um alfabeto BPSK (do inglêsBinary
Phase Shift Keying) com energiaEa. A constelação tem cardinalidadeL = 2 e é representada pelo
alfabetoA =
√
Ea{±1}. As autocovariâncias sãoRb = E{b[k]b∗[k]} =
∑2
i=1 |bi|2P [b[k] = bi] = Ea




iP [b[k] = bi] = Ea.
Independentemente dos valores assumidos para as probabilidadesa priori dos símbolos,Rb e R̃b
serão ambas sempre não-nulas e idênticas. Portanto, para sin lização BPSK,r[k] é definitivamente
não-circular. Este também é o caso para a sinalizaçãoM -PAM de valor real, na qualM = 2n e
n ∈ Z+.
Para um alfabeto4-QAM (do inglêsQuadrature Amplitude Modulation), a constelação tem car-
dinalidadeL = 4 e é representada pelo alfabetoA =
√
Ea/2{±1 ± j}. As autocovariâncias são
Rb =
∑4
i=1 |bi|2P [b[k] = bi] = Ea e
R̃b = Eaj (P [b[k] = +1 + j] + P [b[k] = −1− j])
+Ea(−j) (P [b[k] = +1− j] + P [b[k] = −1 + j]) .
Assim, se o alfabeto tem símbolos equiprováveis,R̃b = 0 e então a sinalização4-QAM equi-
provável é circular. Da mesma forma, seP [b[k] = +1 + j] + P [b[k] = −1 − j] = P [b[k] =
+1 − j] + P [b[k] = −1 + j], entãoR̃b = 0. Por outro lado, se esta igualdade não for válida, o
esquema4-QAM é não-circular.
Em poucas palavras, um dado alfabeto de valor complexo pode ser circular ou não-circular de-
pendendo das probabilidadesa priori dos símbolos e da disposição (distribuição) destes no plano
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real-imaginário, enquanto alfabetos de valor real serão sempre não-circulares.
2.2 Cicloestacionariedade
Um sinal complexoz(t) é dito um processo cicloestacionário se suas estatísticas variam peri-
odicamente com o tempo. Considerando estatísticas de segunda-ordem,z(t) é normalmente dito
cicloestacionário no sentido amplo (WSC do inglêswide-sense cyclostationary) se a função de au-
tocorrelação é periódica. Adotaremos o termo cicloestacionár de segunda-ordem (SOC do inglês
second-order cycloestacionary) para especificar que tanto a função de autocorrelaçãoRz(t, τ) como
a função de autocorrelação complementarR̃z(t, τ) variam periodicamente com o tempo. Como no
caso SOCRz(t, τ) e R̃z(t, τ) exibem periodicidade, sob algumas condições de regularidade (veja
(Gardner et al., 2006)), estas funções podem ser expandidasem série de Fourier. A frequência fun-
damental1/T0 e o conjunto de harmônicasn/T0, comn ∈ Z, são chamadas defrequências de ciclo
(tradução do inglêscycle frequencies). Os coeficientes da série são, por sua vez, funções da diferença
de tempo (lag) τ e são chamados defunções de autocorrelação cíclicas. Estas funções retratam um
tipo de “impressão digital” que pode ser usado para identificar e selecionar os sinais correspondentes
quando superpostos por outros sinais (cicloestacionáriosou não) em um processamento que pode ser
visto como uma “filtragem banda-passante no domínio das estatístic s”.
Formalmente, um processo de valor realx(t) é WSC com períodoT0 se sua média E{x(t)} e
função de autocorrelaçãoRx(t, τ) são periódicos com períodoT0, ou seja, E{x(t+T0)} = E{x(t)} e
Rx(t+T0, τ) = Rx(t, τ) para todot eτ . Por suposição, E{x(t)} = 0 ∀t no presente contexto. Como






j 2π(n/T0)t , (2.14)








são as funções de autocorrelação cíclicas e as frequências{αn = n/T0}n∈Z são as frequências de
ciclo (Gardner et al., 2006). Podemos classificarx(t) de acordo com os seguintes casos:
• SeRαnx (τ) ≡ 0 para todoαn 6= 0 eR0x(τ) 6≡ 0, entãox(t) é puramente estacionário. Observe
que, paran = 0, Rαnx (τ) = R
0
x(τ) = Rx(τ), ou seja, a autocorrelação cíclica é simplesmente a
função de autocorrelação;
• SeRαnx (τ) 6≡ 0 somente paraαn = n/T0, comn 6= 0, entãox(t) épuramente cicloestationário;
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• SeRαnx (τ) 6≡ 0 paran = 0 e também para algumn 6= 0, entãox(t) é cicloestacionário e
ambos itens anteriores são casos particulares deste. Este caso aparece na maioria das classes de
sinais modulados. Um bom número de exemplos pode ser encontrad nos trabalhos seminais
(Gardner, 1987a, 1987b) de Gardner. O Exemplo 2, à frente nesa s ção, ilustra este caso nas
Figuras 2.1 e 2.2.
• SeRαnx (τ) 6≡ 0 para frequências de ciclo não-múltiplas da fundamental1/T0, entãox(t) exibe
cicloestacionariedade. Este caso não é relevante para nosso estudo.
Processos cicloestacionários são modelos probabilísticos apropriados para sinais que passaram
por transformações periódicas, tais como operações de amostr gem, digitalização, modulação, mul-
tiplexação e codificação, desde que o sinal seja estacionário antes desta transformação periódica
(Gardner, 1987a). Para sinais modulados, os períodos de ciclo stacionariedade correspondem, por
exemplo, às frequências da portadora, taxas de pulso, taxasde repetição do código de espalhamento,
taxas de multiplexação por divisão no tempo, e outras mais (Gardner, 1987a).
No caso de processos de valor complexo, a caracterização no sentido amplo é feita em termos das









z (τ)ej 2π(n/T0)t, nas quaisR
n/T0











−j 2π(n/T0)tdt são a função de autocorrelação cíclica e a função de
autocorrelação cíclica complementar, respectivamente. As definições precedentes para sinais de valor
real se estendem facilmente para o caso de valor complexo, veja (Gardner et al., 2006, Seção 3.5) e
as referências citadas neste.
Recorde que o processoz(t) provém de uma operação de modulação na transmissão e, assim,e te
sinal é um processo cicloestacionário de tempo-contínuo. Considerando quez(t) é SOC com período
























ej 2π(n/T0)t , (2.17)
em queRn/T0x (τ) eR
n/T0
y (τ) são as funções de autocorrelação cíclicas dex(t) ey(t) respectivamente.
Nas equações acima também aparecemRn/T0xy (τ) e R
n/T0
yx (τ), que são as funções de correlação-







−j 2π(n/T0)tdt . (2.18)
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De acordo com a definição (Gardner, 1988a),x(t) e y(t) são conjuntamente cicloestacionários
com frequência de cicloαn 6= 0 se e somente seRαnxy (τ) 6≡ 0. Portanto, as condições sobrex(t) ey(t)
para circularidade de segunda-ordem dez(t) sãoRn/T0x (τ) = R
n/T0
y (τ) (x(t) e y(t) são balanceados)
eRn/T0yx (τ) = −Rn/T0xy (τ) para todon que resulte em funções de autocorrelação e correlação-cruzada
cíclicas não-nulas. Outra possibilidade ocorre quandox(t) e y(t) são balanceados e mutuamente




yx (τ) = R
n/T0
xy (τ) = 0 para todon ∈ Z.
Note que, sex(t) e y(t) não são conjuntamente cicloestacionários, entãoRαnxy (τ) ≡ 0 para todo
αn 6= 0. Apesar disto, podemos terRyx(τ) 6= 0 eRyx(τ) 6= 0. Logo, x(t) e y(t) podem não ser
mutuamente descorrelacionados.
Esta conclusão e outras análises semelhantes são melhor visualizadas quando reescrevemos (2.16)
e (2.17) da forma






















em queRz(τ) e R̃z(τ) são dadas por (2.6) e (2.7).
Resumindo:
• Sex(t) ey(t) são balanceados e descorrelacionados, entãoz( ) é um processo circular cicloes-
tacionário de segunda-ordem;
• Sex(t) e y(t) são balanceados e correlacionados, entãoz(t) é um processo não-circular ciclo-
estacionário de segunda-ordem;
• Sex(t) e y(t) são desbalanceados, entãoz(t) é um processo não-circular cicloestacionário de
segunda-ordem, mesmo sex(t) ey(t) forem descorrelacionados.
Veja no exemplo a seguir alguns destes conceitos.
Exemplo 1: Sejaz(t) modelado como na Seção 2.1.1, exceto pelo pulsop(t), que agora não tem





b[k]p(t− kT ) + n(t) .
Comos(t) en(t′) são independentes para todot e t′, as funções de autocorrelação e autocorrela-
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ção complementar dez(t) são dadas por
Rz(t, τ) = Rs(t, τ) + σ
2
nδ(τ) (2.21)
R̃z(t, τ) = R̃s(t, τ) . (2.22)
Para evitar confusão na notação, neste exemplo iremos supor que o pulsoé de valor real. De-
vido à transmissão periódica dep(t) e à estacionariedade da sequência{b[k]}, o processoz(t) é


































δ(k−m), mas possivelmente correlacionadas entre si com correlação-
cruzada E{bI [k]bQ[m]} = ρIQδ(k −m), então




bQ)g(t, τ, T ) + σ
2
nδ(τ) (2.25)
R̃z(t, τ) = (σ
2
bI − σ2bQ + j 2ρIQ)g(t, τ, T ) , (2.26)
em queg(t, τ, T ) ,
∑
k p(t− kT + τ)p(t− kT ).
De (2.25) e (2.26), vemos que a circularidade dez(t) depende da autocorrelação e correlação-
cruzada das componentes em fase e em quadratura da sequência de símbolos{b[k]} e que a função
g(t, τ, T ) define a periodicidade deRz(t, τ) e R̃z(t, τ).

Façamos uma análise sucinta dos resultados do Exemplo 1. A Figura 2.1 mostra a magnitude das
funções de autocorrelação cíclicasRαnz (τ) dez(t), na ausência de ruído, quando o pulsop(t) é um





. Neste caso, o espectro de frequência dep(t) é dado







, com largura de bandaBp = 12T0 , em que rect( ) é a função retangular.
De acordo com esta figura, os maiores valores de magnitude dasfunções de autocorrelação cíclicas
são encontrados emτ = 0 e as frequências de ciclo significantes estão no intervalo−2 ≤ n ≤ +2,
ou seja, a “frequência zero”αn = 0, a “frequência fundamental”±1/T0 e a “segunda harmônica”
±2/T0 são as mais relevantes na representação periódica da funçãode autocorrelaçãoRz(t, τ).
Na Figura 2.2, mostramos a magnitude deRαnz (τ) para o caso em quep(t) é um pulsomeio-
cosseno(tradução do inglêshalf cosine pulse), na ausência de ruído, como um exemplo de pulso



































Figura 2.1: Funções de autocorrelação cíclicas dez(t) parap(t) = sinc(πt/T0), na ausência de ruído.
espectro decai mais rapidamente que a do pulso retangular. De cordo com a Figura 2.2, observamos
que as funções de autocorrelação cíclicas se espalham na variável τ assim como na variávelαn e que
os maiores picos na magnitude deRαnz (τ) paran 6= 0 ocorrem paran = ±2 emτ = 0.
Na presença de ruído estacionário, a magnitude deRαnz (τ) mudaria apenas emαn = 0. Esta é a
razão pela qual a RSR pode ser aumentada quando a cicloestacionariedade é explorada. Por exemplo,
se o ruído é estacionário e branco, então as curvas das Figuras 2.1 e 2.2 mudariam apenas no ponto
(τ = 0, αn = 0). Este resultado será revisitado nos experimentos numéricos da Seção 5.3.
Seguindo em frente, uma breve análise de (2.25) e (2.26) confirma as conclusões anteriores:
• SebI [k] e bQ[m] são balanceados e descorrelacionados, entãoz( ) é um processo cicloestacio-
nário circular de segunda-ordem;
• SebI [k] ebQ[m] são balanceados e correlacionados, entãoz(t) é um processo cicloestacionário
não-circular de segunda-ordem;
• SebI [k] e bQ[m] são desbalanceados, entãoz(t) é um processo cicloestacionário não-circular
de segunda ordem mesmo sebI [k] e bQ[m] forem descorrelacionados.
Portanto, somente as estatísticas da sequência de símbolosafetam a circularidade do processo
z(t). Por exemplo, sejab[k] uma sequência i.i.d. de símbolos equiprováveis que pertencm a uma
constelação4-QAM. Se as componentes em fase e em quadratura são balanceads e descorrelaciona-
das, entãõRz(t, τ) = 0 e z(t) é circular. Em contraste, seb[k] pertence a uma constelação BPSK (ou
2-PAM), então não há a possibilidade de haver balanceamento porque a componente em quadratura

































Figura 2.2: Funções de autocorrelação cíclicas dez(t) para um pulso meio-cosseno (p(t) =
cos(2πt/T0) quando|t| ≤ T0/2 ep(t) = 0 caso contrário), na ausência de ruído.
tem variância zero uma vez queb[k] é de valor real. Neste caso,R̃z(t, τ) = R̃s(t, τ) = Rs(t, τ) =
σ2bIg(t, τ, T ) e, portanto,z(t) é inevitavelmente não-circular.
2.2.1 Sobreamostragem e cicloestacionariedade
Pode ser mostrado que, sob algumas condições, a operação de amostragem no receptor,z(t) 7→
z[k], preserva a cicloestacionariedade do sinal originalz(t) no sinal de tempo-discretoz[k] (veja
(Gardner et al., 2006, páginas 653-654) e as referências citdas neste). Uma breve análise desta
transformação é apresentada a seguir.
Sejaz[k] uma sequência obtida através de uma amostragem uniforme, coperíodoTs, do sinal
de tempo-contínuoz(t): z[k] , z(t)|t=kTs. Pode ser mostrado que as funções de autocorrelação e
autocorrelação complementar dez[k] são dadas por (Gardner et al., 2006, página 653)
Rzs [k, l] = Rz(t, τ)|t=kTs,τ=lTs (2.27)











são as funções de autocorrelação cíclicas. Comoz(t) representa a envoltória complexa do sinal
recebido, este é um sinal em banda-base limitado em frequência. SejaB a largura de banda dez(t).
Pode ser mostrado que as réplicas nos espectros periódicos das funções de autocorrelação cíclicas
(2.29) e (2.30) (veja (Gardner et al., 2006, página 654, equação (3.110))) não sofrem sobreposição se
e somente se
1/Ts ≥ 4B . (2.31)





zs [l]|αn,s=αnTs , |αn| ≤ 12Ts






zs [l]|αn,s=αnTs , |αn| ≤ 12Ts
0 , caso contrário
(2.33)
Portanto, paraTs = T0/L, na qualT0 é o período de cicloestacionariedade dez(t) e L ∈ Z+,
entãoz[k] é uma sequência cicloestacionária de tempo-discreto com períodoL. Note também que
αn,s = αnTs e, portanto,αn,s = n/L é a frequência de ciclo correspondente no domínio de tempo-
discreto.





b[k]p(t− kT0) + n(t) .















em queB é a largura de banda monolateral eP (f) é a transformada de Fourier dep(t). Se a
operação de amostragem é realizada à taxa de símbolo, (2.34) representaa co dição para que
não haja interferência intersimbólica. Porém, estamos interessados em sobream strarz(t). A
condição para que não haja sobreposição no espectro das funções de autocorrelação cíclicas é
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1/Ts ≥ 4B estabelecido em (2.31). Portanto, para o caso idealizado em quep(t) é dado por uma
funçãosince a largura de banda do pulso é mínima, temos queB = 12T0 . Substituindo esta restri-
ção em (2.31), obtemos o limitanteTs ≤ T0/2 para o período de amostragem e, assim, o período







para algumL ≥ 2 ∈ Z+ (2.35)
são as condições para quez[k] preserve a cicloestacionariedade, garantindo que os espectros das
funções de autocorrelação cíclicas não sejam sobrepostos. Aqui,L indica o período de cicloes-
tacionariedade no domínio de tempo-discreto e também a taxa de sobreamostragem eT0 indica
o período de cicloestacionariedade no domínio de tempo-contínuo. Salientamosainda que, para
L = 1, não há sobreamostragem e a sequência resultantez[k] é reduzida ao caso estacionário.

2.3 Considerações Finais
Resumindo os principais resultados deste capítulo:
• O resultado da amostragem da envoltória complexaz(t) a uma taxa1/Ts = 1/T0, após recepção
com o filtro casado, é uma sequência SOSz[k] livre de interferência intersimbólica para duas
classes de pulsos: i) aqueles cuja duração no tempo é limitada ao período de símboloT0; ii)
pulsos de Nyquist do tipo raiz-quadrada;
• O resultado da amostragem da envoltória complexaz(t) a uma taxa1/Ts = L/T0, comL ≥ 2,
é uma sequência SOCz[k] com período de cicloestacionariedadeL espectros das funções de
autocorrelação cíclicas não-sobrepostos;
• O comportamento circular/não-circular dez[k] (para os casos estacionário e cicloestationário)
depende da constelação e das estatísticas da sequência de símbolo transmitida, particularmente
das probabilidadesa priori dos símbolos e da correlação entre a componente em fase e em
quadratura da sequência transmitida.
Capítulo 3
Arranjo de antenas em recepção
A análise feita no Capítulo 2 refere-se propositalmente ao cas mais simples, em que um trans-
missor e um receptor estabelecem comunicação através de um canal de entrada e saída únicas (SISO,
do inglêsSingle-Input Single-Output). No presente capítulo, estendemos a análise para o caso de um
sistema de múltiplas entradas e múltiplas saídas (MIMO, do inglêsMultiple-Input Multiple-Output)
caracterizado porM transmissores eN pontos de recepção. Cada transmissor possui uma única an-
tena enquanto o receptor é composto por um arranjo deN antenas, pouco espaçadas, com posições
conhecidas e dispostas de acordo com uma geometria pré-definida. Esta configuração é especial-
mente útil para explorar acoerência espacialdos caminhos de propagação, em contraste com o caso
tradicionalmente tratado em sistemas MIMO de comunicação,no qual os pontos de recepção são sufi-
cientemente distantes na tentativa de garantirdiversidade espacialpara todos canais SISO individuais
que compõem o canal MIMO.
Neste capítulo apresentamos:
(a) a derivação do modelo desnapshotem tempo-contínuo de sinais de banda-estreita para arranjos
coerentes no enlace reverso a partir do modelo geral de canalMIMO;
(b) as condições para a recepção com o filtro casado e o modelo de snapshotem tempo-discreto
resultante desta recepção;
(c) o modelo desnapshotde tempo-discreto no caso de sobreamostragem no receptor, as c ndições
na taxa de amostragem para preservar a cicloestacionariedade do modelo desnapshotde tempo-
contínuo e a caracterização estatística em segunda-ordem do modelo cicloestacionário de tempo-
discreto.
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Figura 3.1: Canal MIMO banda-passante. AWGN é uma sigla para ruído gaussiano branco e adi-
tivo (do inglêsAdditive White Gaussian Noise). Os conversores BB-BP e BP-BB representam os
conversores de banda-base para banda-passante (upconverter) e de banda-passante para banda-base
(downconverter).
3.1 Modelo de banda estreita para arranjos coerentes
O cenário MIMO é ilustrado em diagrama de blocos na Figura 3.1. Os sinais dosM transmissores





bm[k]pm(t− kT0) , m = 1, . . . ,M , (3.1)
em quebm[k] = bIm[k] + j b
Q
m[k] e pm(t) são, respectivamente, o símbolo no instantekT0 e a forma
de onda do pulso com largura de banda monolateralBpm relativos aom-ésimo sinal. O canal banda-
passante é representado pela matrizC(t) ∈ RN×M , a qual é composta pelas respostas ao impulso
cnm(t), em que o índicen indica o elemento no receptor em indica a fonte. Supomos que todos os
canaiscnm(t) têm a mesma largura de bandaBc.





H(t− kT0)b(k) + n(t) , (3.2)
no qualH(t) ∈ CN×M é a matriz MIMO das respostas ao impulso em banda-basehnm(t), b(k) ,
[b1(k), . . . , bM(k)]
T ∈ CM×1 é um vetor contendo os símbolos das fontes no instantekT0 e n(t) ∈
C
N×1 é o vetor de ruído, considerado um processo aleatório gaussiano circular, espacialmente e tem-
poralmente descorrelacionado com variânciaσ2n e média zero. Comohnm(t) representa a conversão
banda-passante para banda-base da forma de onda recebida, sua transformada de Fourier pode ser
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escrita como
Hnm(f) = Pm(f)Cnm(f + fc)F (f + fc) , (3.3)
na qualPm(f), Cnm(f) eF (f) são as transformadas de Fourier (TFs) do pulso transmitido,da res-
posta ao impulso do canal banda-passante e do filtro banda-pass nte do receptor, respectivamente, e
fc é a frequência central da banda.
Em um cenário onde a distância entre cada fonte (transmissor) e o arranjo (receptor) é suficiente-
mente grande para que as frentes de onda incidentes sejam aproximadamente planas e, supondo que
toda energia recebida é exclusivamente escoada por caminhos em linha-de-visada (LOS, do inglês
line-of-sight), a TF de cada canalcnm(t) é dada por
Cnm(f) = Gm(f)e
j 2π f τnm , (3.4)
na qualGm(f) é a TF da resposta ao impulso relativa aom-ésimo caminho, a qual é comum a todas
antenas do arranjo devido à coerência espacial, eτnm é o atraso de propagação dam-ésima forma de
onda entre on-ésimo elemento e o elemento de referência do arranjo. Por exemplo, para um arranjo





sen(θm) , n = 1, 2, . . . , N , (3.5)
na qualθm é o ângulo de chegada dom-ésimo sinal ec é a velocidade da onda eletromagnética no
ar. Arranjos com outras geometrias levam a diferentes expressões para o parâmetroτnm, veja (Van
Trees, 2001, Capítulos 2 e 3) para mais exemplos.
Uma consideração comum na literatura de processamento de sinais de arranjos, especialmente em
estimação de direção de chegada, é que os sinais são de banda-estreit . Do ponto de vista do arranjo
de antenas, uma definição bem aceita para banda-estreita é expressa pela condiçãoB τmax ≪ 1 (Van
Trees, 2001; Zatman, 1998), na qualB é a largura de banda do sinal eτmax é o tempo máximo de
propagação ao longo do arranjo. Uma vez que o tamanho do arranjo é da ordem do comprimento
de onda da portadora, esta condição é equivalente afc ≫ max{Bm}Mm=1, na qualBm é a largura de
banda dom-ésimo sinal recebido. Como demonstrado por Zatman em (Zatman, 1998), à medida que
a largura de banda do sinal recebido tende a zero, a correlação entre o sinal recebido em extremidades
opostas do arranjo tende à unidade, pois, neste caso, os sinais recebidos nos sensores diferem entre
si apenas pelo deslocamento de faseej 2π fc τ , ondeτ é o atraso de propagação entre os elementos
das extremidades opostas do arranjo. Para discussões a respeito das definições existentes para banda-
estreita em processamento de sinais de arranjos, veja (Buckley, 1987), (Zatman, 1998) e (Delmas &
Meurisse, 2003).
Do ponto de vista do canal de comunicação, o sinal transmitido é e banda-estreita se a largura
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de banda do sinal (definida pela taxa de símbolo) for muito menor que a frequência da portadora. Se
isto for verdade e se a largura de banda do sinal for também muito enor que a largura de banda
do canal, a resposta em frequência do canal pode ser modeladacomo uma constante ao longo da
banda de frequências ocupada pelo sinal. Lembre-se de que a faixa de frequências na qual o canal é
considerado plano, ou seja, o intervalo de frequência no qual diferentes frequências do sinal sofrem
desvanecimento coerente (ou de alta correlação) em amplitude, é chamado debanda de coerênciado
canal, que denotamos aqui porBco. Então, considerando que todas as larguras de banda dos sinais
Bm são menores queBco, todos os canais banda-passantecnm(t) são não-seletivos em frequência.
Este cenário é encontrado em sistemas de múltiplo-acesso por divisão em frequência (FDMA,
do inglêsfrequency division multiple access), multiplexação por divisão ortogonal em frequência
(OFDM, do inglêsorthogonal frequency division multiplexing) e OFDM de múltiplo-acesso (OFDMA,
do inglêsorthogonal frequency division multiple-access), nos quais a largura de bandaBc do canal é
particionada em um conjunto de sub-bandas estreitas e ortogonais, cada uma com uma sub-portadora
(veja o artigo tutorial (Morelli et al., 2007) e também (Van Nee & Prasad, 1999) para detalhes destes
sistemas). Um esquema muito similar, também baseado em múltiplas portadoras, é encontrado nos
sistemas multi-portadora de banco de filtros (FBMC, do inglêsfilter bank multicarrier) (veja a o ar-
tigo de revisão (Farhang-Boroujeny & Yuen, 2010), que faz um paralelo entre OFDM e FBMC). A
grande vantagem dos sistemas multi-portadora é a flexibilidade de gerenciar os recursos disponíveis
de acordo com a severidade do canal em cada sub-banda. Por exemplo, squemas de modulação
e codificação adaptativa e técnicas de atribuição de sub-banda são usadas no padrão IEEE 802.16
(IEEE802.16-2009, IEEE 802 Standard for local and metropolitan area networks, Part 16: Air In-
terface for Broadband Wireless Access Systems, 2009) e propostos nos sitemas de rádio-cognitivo
(Mitola, 1999; Haykin, 2005) para otimizar a eficiência espectral. No cenário de que estamos tra-
tando, separamos uma destas sub-bandas, com frequência central/portadorafci e largura de banda
Bci ≤ Bco, para representar os canais banda-passantecnm(t) do modelo de dados no enlace reverso
(ou de subida), isto é, dos nós (fontes) para a estação rádio-base (arranjo receptor). ComoM usuários
ativos compartilham a mesma sub-banda ao mesmo tempo, esta configuração pode ser vista como o
enlace reverso de um sistema multi-portadora de múltiplo-acesso baseado em divisão espacial. Sob
estes argumentos, após aplicarmos (3.4) em (3.3), temos que
H(i)nm(f) = Pm(f)G
(i)
m (f + fci)e
j 2π (f+fci ) τnmF (f + fc) (3.6)
em queG(i)m (f) é o espectro plano de frequência dai-ésima sub-banda, centrada emfci .
Como, por hipótese,Bci ≪ fci , temos que(f + fci)τnm ≈ fciτnm no intervalofci − Bci/2 ≤
f ≤ fci + Bci/2, e o atraso de grupo é descrito porej 2π fci τnm ao longo da faixa ocupada pela
sub-banda. Adicionalmente, se o filtro banda-passante tem uma resposta retangular em frequência e
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simetricamente posta ao redor defc, com largura equivalente aBc , LsBci, em queLs é o número
de sub-bandas encapsuladas no canal banda-passante banda-larga, então a ação deF (f +fc) é inócua
e pode ser desprezada. Neste caso, a transformada inversa deFourier (TIF) de (3.6) resulta em
h(i)nm(t) = pm(t) ⋆ g
(i)
m δ(t)e
j 2πfciτnm , (3.7)
em queg(i)m δ(t) é a resposta ao impulso equivalente em banda-base deG
(i)
m (f) (canal LOS com des-
vanecimento plano) eg(i)m ∈ R é um ganho/atenuação constante. Além disso, a expressão (3.7) é
válida para o caso de usuários com velocidade relativamentebaixa, na qual o máximo deslocamento
Doppler(∆fmax) leva a um tempo de coerênciaTco =
√
9/(16π∆fmax) (veja (Rappaport, 2002))1 de
duração equivalente a vários símbolos e, portanto, os parâmetros do canalg(i)m e τnm são estáticos ao
longo de vários blocos de dados, caracterizando um modelo dedesvanecimento lento. Por simplici-
dade de notação, o índice de sub-bandai será ocultado doravante no texto, a menos que o contrário
seja especificado.
Em sistemas de múltiplo-acesso, a sincronização de portadora e de símbolo no enlace reverso
não são triviais porque os nós de transmissão não são coordenados. Como consequência, o receptor
no enlace reverso é inerentemente não-coerente e a sincronização correspondente requer técnicas
mais sofisticadas que aquelas dedicadas ao enlace direto, pois o enlace de cada usuário é afetado
por erros de sincronização exclusivos devido aos deslocamentos Doppler e atrasos de propagação. O
problema de sincronização no enlace reverso é por si só um assunto de pesquisa na medida que pode
ser categorizado como um problema de estimação multi-paramét ico e não será tratado em conjunto
com os métodos de estimação DOA apresentados neste trabalho. Uma excelente referência para este
tópico, no contexto de sistemas OFDMA, é o tutorial (Morellit al., 2007), anteriormente citado.
Para os estudos apresentados nesta tese, vamos supor perfeitas a r cuperação de tempo de símbolo
e a correção de deslocamento de frequência da portadora (CFO,do inglêscarrier frequency offset)
que surgem devido à instabilidade dos osciladores nos misturadores que compõem os conversores
de banda-base para banda-passante e de banda-passante paraband -base e devido ao deslocamento
Doppler. Assim, dado que a temporização de símbolo e frequência de portadora são recuperados, o











n )ej 2πfcτnm , (3.9)
no qualφupm eϕ
down
n representam a fase desconhecida da portadora nom-ésimo conversor BB-BP mais
a fase devido ao atraso de propagação entre a antena transmissora e a receptora e a fase non-ésimo
1Outras expressões para o tempo de coerência são definidas na literatura, veja também (Tse & Viswanath, 2005).
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conversor BP-BB, respectivamente. Em um projeto sensato, o receptor emprega um único oscilador
e linhas de atraso adequadas para sincronizar todos os elementos do arranjo. Neste caso,ϕdownn , ϕ
down
para todo índicen e este parâmetro de fase pode ser agregado ao deslocamento defaseφupm, reduzindo
(3.9) a
hnm(t) = gmpm(t)e
j φmej 2πfcτnm , (3.10)
na qualφm , φupm + ϕ
down.














+ nn(t) , (3.11)
paran = 1, 2, . . . , N . De acordo com (3.11), a matriz MIMO das formas de onda recebidas pode ser
escrita como









e A(θ) , [a(θ1), . . . , a(θM)] ∈ CN×M é a matriz de resposta do arranjo composta pelos vetores de






P(t− kT0)b(k) + n(t) . (3.14)
Observe que (3.14) é um caso particular do modelo MIMO geral (3.2), em que a assinatura es-
pacial do canal, representada pela matriz de respostaA(θ), é posta em evidência e é claramente
independente da envoltória do sinal. A razão por trás deste fato é que os sinais são de banda-estreita,
permitindo a modelagem do atraso de tempo do sinal como um deslocamento de fase constante ao
longo da banda inteira, isto é,sm(t + τnm) ≈ sm(t)ej 2πfcτnm, como já argumentamos no texto que
precede (3.7).
Estamos interessados na discretização da envoltória complexa recebidaz(t) para permitir o pro-
cessamento de sinais em tempo-discreto dos dados. Para o nosso caso, de modulação digital por pulso,
temos duas formas interessantes para realizar a discretização. Primeiro, podemos empregar uma fil-
tragem linear baseada no filtro casado matricial (FCM) seguida de amostragem à taxa de símbolo.
Como verificado na Seção 2.1 para o caso SISO, este processo de discretização permite tirar vanta-
gem da propriedade de estacionariedade da sequência de símbolos transmitidos ao mesmo tempo que
garante zero IIS para duas classes especiais de pulsos. Sob algumas condições, isto também ocorre
para o caso MIMO, como mostrado a seguir. Na segunda forma, a qual independe do formato do
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pulso, podemos simplesmente sobreamostrar a envoltória complexa recebida a uma taxa adequada.
Novamente, da Seção 2.2, este processo de discretização permite xplorar a propriedade cicloestaci-
onária dos sinais modulados. Estes dois procedimentos serão analisados agora do ponto de vista do
arranjo receptor.
3.2 Filtro Casado e Estacionariedade
Como no caso SISO, para o receptor de um sistema MIMO de comunicação, a saída do filtro
casado tem uma característica marcante. O FCM produz na saídaestatísticas suficientespara decisão
de símbolo sem IIS (Barry et al., 2003, Chapter 10). Isto significa que a dimensão da saída é sempre
igual ao númeroM de transmissores independentemente do númeroN de antenas receptoras no
receptor, restrito aN ≥ M . A recepção com o FCM requer que a resposta ao impulso do canal
esteja disponível no receptor, uma vez que a resposta ao impulso do FCM é dada porHH(−t). Esta
informação é apenas parcialmente conhecida pelo receptor no problema de estimação DOA, pois os
parâmetrosθm do vetorθ deA(θ) são o objeto de estimação. Assim, embora nosso foco não seja
decisão de símbolo, a análise dos mecanismos do receptor FCM irá nos auxiliar na busca por um
esquema de recepção que nos leve a um modelo desnapshotde tempo-discreto livre de IIS.
Vamos começar com o FCM. Para o modelo desnapshotde banda-estreita (3.14), podemos dividir
o canalH(t) em parte espacial e parte temporal,HS(θ) = A(θ) e HT (t) = P(t) respectivamente.
Portanto,HH(−t) = PH(−t)AH(θ) e o FCM pode ser implementado em blocos como mostrado
na Figura 3.2(a). Quando ocorre a divisão em bloco temporal ebloco espacial, o FCM deve ser
aplicado em cascata, primeiro o bloco espacial e depois o temporal, de acordo com a expressão
descrita previamenteHH(−t) = PH(−t)AH(θ).
O ponto importante é que o FCM fornece, após a amostragem, a estatística (sinal)y[k] ∈ CM×1
com zero IIS se os pulsospm(t) obedecem a algumas restrições. Note, no entanto, que o FCM não
elimina a interferência co-canal (ICC). Vamos explicar. A condição para zero IIS implica que a








= Db[l], na qualD ∈ CM×M vem de
HH(−t) ⋆H(t− kT0) =
∫ ∞
−∞
HH(τ − t)H(τ − kT0)dτ = D(t, k) (3.15)
comD , D(t = kT0, k). Pode ser facilmente mostrado que o elemento(m, i) da matrizD(t, k) é




Figura 3.2: Esquemas FCM para decisão de símbolo: (a) caso geral em quepi(t) 6= pj(t) ∀i 6= j; (b)
caso reduzido em quepi(t) = p(t) ∀1 ≤ i ≤M ; (c) caso reduzido e comutado.






h∗nm(−t) ⋆ hni(t− kT0) , para m, i = 1, . . . ,M . (3.16)
Aplicando (3.10) em (3.16), obtemos
[D(t, k)]mi = gm gi e




ej 2πfc(τni−τnm) . (3.17)
Portanto, podemos constatar que o resultadoy(lT0) tem zero IIS se os elementos da diago-
nal principal da matrizD(t, k), denotados aqui pordm(t, k) , [D(t, k)]mm, obedecem à relação
dm(t, k)|t=lT0 = κmδ(l− k), na qualκm é uma constante. De (3.17), concluímos que esta condição é
verificada sep∗m(−t) ⋆ pm(t− kT0)|t=lT0 = Epmδ(l − k), na qualEpm é a energia da forma de onda
pm(t) e queκm = N Epm g
2
m. Além disso, como, param 6= i, a relaçãop∗m(−t) ⋆ pi(t− kT0)|t=lT0 6=
0 é em geral verificada, então a matrizD = D(kT0, k) é não-diagonal e, portanto, o FCM não elimina
a ICC. Esta conclusão é reforçada no caso em que todos osM transmissores usam o mesmo pulso
pm(t) = p(t).
Há dois casos possíveis que validam esta restrição de ausência de IIS. Na primeira possibilidade,
todos os pulsospm(t) têm duração limitada ao período de símbolo, isto é,pm(t) = 0 fora do intervalo
de símbolo0 ≤ t ≤ T0. Como pulsos limitados no tempo têm largura de banda ilimitada, este
caso é restrito a poucas aplicações. Por outro lado, o segundo caso é bastante adequado a canais de
banda limitada. Se todas as formas de ondadm(t) obedecem ao critério de pulsos de Nyquist, então a
condiçãodm(t, k)|t=lT0 = κmδ(l− k) é satisfeita porquedm(t, k) tem passagens em zero emt = lT0










na qualDm(f) denota a TF dedm(t), cuja largura de banda normalmente está no intervalo[1/(2T0), 1/T0],
mas é necessariamente maior que1/(2T0).
A dificuldade com esta escolha depm(t) é que o pulso é não-causal e, portanto, não-realizável
no que se refere à implementação. Para torná-lo realizável,usa-se uma versão atrasada, ou seja,
pm(t−t0), e o atrasot0 é escolhido tal que, para|t| > t0, temospm(t) ≈ 0. O instante de amostragem
deve também ser deslocado paralT0 + t0 (Proakis, 2005).
Portanto, supondo que as condições para zero IIS são válidas, a amostragem na saída do FCM
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Db[l]. Na presença de ruído,y(lT0) é uma estatística suficiente para decisão de símbolo e o canalde
comunicação equivalente é plano e sem memória mas com ICC.
Vamos agora retornar ao problema de estimação DOA e aplicar agum s peculiaridades da recep-
ção FCM acima analisada na obtenção do modelo desnapshotde tempo-discreto livre de IIS. O ponto
mais importante é que, no problema de estimação DOA, o receptor considera somente as formas de
ondapm(t) pelo fato da matrizA(θ) ser desconhecida, dado que o vetorθ é objeto de inferência.
Como as formas de onda recebidas relativas àsM fontes são superpostas em cada elemento do recep-
tor, uma solução possível para recepção é definir um pulso comum p(t) a todos os transmissores tal
que a resposta ao impulso do filtro de recepção seja dado porp∗(−t)IN . Se todos os transmissores
usam a mesma forma de ondap(t) para o pulso, então a parte temporal do FCM é simplificada para
HHT (−t) = p∗(−t)ΓH (3.18)
na qualΓ , diag
(
g1e
jφ1 , . . . , gMe
jφM
)
∈ CM×M e o FCM é reduzido para
HH(−t) = ΓHAH(θ)p∗(−t) . (3.19)
Então, os processamentos espacial e temporal do FCM podem seri pl mentados em ordem inversa,
como mostrado nas Figuras 3.2(b) e 3.2(c), sem perda de generalidade. Isto é equivalente a aplicar
um filtro SISO com resposta ao impulsop∗(−t) individualmente em cada antena do receptor, seme-
lhante à estrutura mostrada na Figura 3.2(c). O esquema de recepção correspondente é retratado na
Figura 3.3(a).
Por razões práticas, os filtros de transmissão e recepção nãosão de valor complexo como os
mostrados na Figura 3.3(a). Em verdade, filtros de Nyquist dotipo raiz-quadrada idênticos são em












= Pnf(f), na qualP1/2(f) é a TF do pulso de Nyquist do tipo raiz-quadradap1/2(t)
ePnf(f) é a TF do pulso de Nyquist correspondente. Isto significa quep1/2(t) ⋆ p1/2(t)|t=lT0 = aδ(l),
na quala é uma constante. Devido a estas características, estes pulso são necessariamente de valor
real e simétricos. A configuração do sistema é mostrada na Figura 3.3(b). Este mecanismo simplifica
a implementação da camada física (filtragem e recuperação dorelógio de referência) (Barry et al.,
2003, Capítulo 5) e permite o uso eficiente do espetro disponível. O exemplo mais proeminente
de um filtro de Nyquist do tipo raiz-quadrada é o bem conhecidofiltr raiz de cosseno-levantado
(tradução do inglêsroot-raised-cosine filter), o qual é caracterizado somente por dois parâmetros:
o período de símboloT0 e o fator deroll-off que controla a largura de banda dentro do intervalo
[1/(2T0), 1/T0] (veja (Proakis, 2005) e (Barry et al., 2003) para detalhes).
3.2 Filtro Casado e Estacionariedade 33
(a)
(b)
Figura 3.3: Esquemas de transmissão e recepção para estimação de direção de chegada. (a) filtro
casado matricial; (b) filtro de Nyquist to tipo raiz-quadrada, em quep
1/2
(t) representa a resposta ao




(t) resulta em um pulso de Nyquist.



























(τ − t)n(τ)dτ . (3.20)








































(τ − lT0)n(τ)dτ é um
vetor de ruído. O resultado segue do fato quep
1/2





= Epδ(l−k) para as duas
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classes de pulsos discutidos acima. Assim, a recepção com filtros casados aos pulsos transmitidosp(t)
(ou p
1/2
(t)), seguidos de uma amostragem à taxa de símbolo, transforma osin l de tempo-contínuo
z(t) na sequência de vetores em tempo-discreto
r[l] = A(θ)Γb[l]Ep + w[l] (3.21)
= A(θ)s[l] + w[l] ,











= 0 para todos inteirosk e l. Este resultado
(inédito) valida os modelos usados em grande parte dos trabalhos que concernem estimação de di-
reção de chegada em cenários caracterizados por sinais digitalmente modulados de banda-estreita e
estabelece o elo entre sistemas MIMO multi-portadora de comunicação sem-fio e as pesquisas em
processamento de sinais de arranjos para o problema de estimação de direção de chegada.
Com respeito à circularidade do processor[k], uma análise similar àquela da Seção 2.1 pode ser
feita. Aqui adotamos o índicek em substituição al. Geralmente, é suposto que os símbolos transmi-
tidosbm[k] de todas as fontes são processos aleatórios discretos i.i.d. de média zero. Adicionalmente,
bm[k] é independente do processo de ruídow[k], o qual é, por sua vez, temporalmente descorrelaci-












ondeR̃r = R̃r[0] , E{r[k]rT [k]}.
De (3.23), podemos ver quer[k] é circular de segunda-ordem se e somente se todos processos
aleatóriosbm[k], comm = 1, . . . ,M , são circulares. Esta é uma forte restrição, pois, mesmo para
um único processobm[k] ser circular, como já verificado, algumas condições especiais devem ser
satisfeitas tanto nas probabilidadesa priori dos símbolos que constituem o alfabeto digital como no
tipo da constelação por si só. Estes argumentos são suficientes para concluir que, em geral,r[k]
poderá ser de fato não-circular e, portanto, levar em consideração a covariância complementarR̃r no
projeto dos algoritmos de estimação DOA é justificável.
Além disso, o comportamento estacionário do processor[k] leva a uma convergência relativa-
mente rápida das estimativas dos momentos de segunda-ordem, qu são geralmente feitas empregando-




H [k] e ˆ̃Rr = 1/K
∑K
k=1 r[k]r
T [k] . (3.24)
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Estas estimativas são consistentes (Stoica & Nehorai, 1990; Krim & Viberg, 1996).
3.3 Sobreamostragem e Cicloestacionariedade
Amostrar à taxa de símbolo pode evitar a indesejada IIS e levaao bem conhecido modelo estacio-
nário. O preço pago por este benefício é a perda da assinaturatemporal contida nos sinais modulados.
Nesta seção, veremos que a propriedade de cicloestacionariedade pode ser útil para identificar e se-
lecionar um pequeno grupo de sinais, separando-os de interferentes co-canal antes do estágio de
estimação DOA. Isto pode ser realizado sobreamostrando-sea envoltória complexa recebida a uma
taxa múltipla inteira da taxa de símbolo usada pelos sinais de nteresse (SDI).





P(t− iT0)b[i] + n(t)
comi ∈ Z.
Vamos estender este modelo para o caso em que há também um grupo de interferentes co-canal,
que podem ser sinais cicloestacionários mas com frequências de ciclo fundamentais diferentes de
1/T0. Suponha que existamM sinaisalvo (ou de interesse) eJ interferentes. Então, a envoltória





P(t− iT0)b[i] + Aintsint(t) + n(t) , (3.25)
em queAint , A(θint) e θint ∈ RJ×1 é um vetor contendo os parâmetros de direção de chegada
dos interferentes, que, por sua vez, estão empilhados no vetor sint(t) ∈ CJ×1. Vamos denotar o
vetor de sinais de interesse pors(t) ,
∑∞
i=−∞ P(t − iT0)b[i]. Supomos que os transmissores são
independentes tal que osM + J processos ems(t) e sint(t) são mutuamente independentes e ainda
independentes do ruídon(t).
Então, a autocovariância e autocovariância complementar dez(t) são dadas por
Rz(t, τ) = ARs(t, τ)A





R̃z(t, τ) = AR̃s(t, τ)A
T + AintR̃sint(t, τ)A
T
int , (3.27)















e Rn/T0s (τ) e R̃
n/T0
s (τ) são a autocovariância cíclica e a autocovariância cíclica complementar, res-
pectivamente, dos alvoss(t). Rsint(t, τ) e R̃sint(t, τ) têm elementos periódicos mas não compartilham
a mesma frequência fundamental1/T0. Como os sinais são mutuamente independentes, as auto-
covariâncias
(
Rs(t, τ), R̃s(t, τ)
)





















e proceder de forma análoga com interferentes.
Estamos interessados na discretização dez(t). SejaTs o período de amostragem. Como verificado
na Seção 2.2, se a condição de sobreamostragemTs = T0/L comL ≥ 2 ∈ Z+ é satisfeita, então
zn(kTs) é uma sequência cicloestacionária de tempo-discreto com períodoL, sem sobreposição dos
espectros dos coeficientes cíclicos.
As versões amostradas das autocovariâncias dez(t) são dadas por
Rz[k, l] = Rz(t, τ)|t=kTs,τ=lTs (3.32)
R̃z[k, l] = R̃z(t, τ)|t=kTs,τ=lTs (3.33)



























zint [l] = R̃
αn,s
zint [l] ≡ 0 para todos osJ interferentes, poisαn =
n/T0 ∀n (e αn,s = n/L). A autocovariância cíclica do ruído é também nula porque est é um
processo estacionário temporalmente branco, ou seja, a função de autocovariância é não-nula apenas
paraτ = 0 eαn = 0.
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ComoTs ≤ T0/2, não há sobreposição dos espectros cíclicos e, portanto, somente a réplica com
q = 0 tem contribuição não-zero na região de suporte (veja (Gardner et al., 2006)), tal que (3.34) e















Este resultado é bastante importante porque os métodos de estimação de direção de chegada que
exploram a cicloestacionariedade usam essencialmente a versão amostrada das autocovariâncias cí-
clicas para fazer a inferência. As relações (3.36) e (3.37) garantem que os espectros cíclicos não
sofrem sobreposição quando a amostragem dez(t) é realizada em uma taxa adequada.
Concluindo, sez(t) é um processo aleatório SOC de tempo-contínuo, então sua versão amostrada
z[k] , z(kTs) também é SOC com período de cicloestacionariedadeL, seus espectros cíclicos não
se sobrepõem e as autocovariâncias cíclicas são idealmentelivres de componentes de interferência e
de ruído desde que valores adequados para a frequência de ciclo αn, diferença de tempoτ e taxa de
sobreamostragemL são adotados.
Também,z(t) e, consequentementez[k], são circulares de segunda-ordem se e somente se todos
osM +J sinais são circulares. Como no caso estacionário, esta é uma forte restrição, pois condições
especiais devem ser satisfeitas mesmo para uma única fonte ser cla sificada como circular. Portanto,
z[k] provavelmente será não-circular, e levar em consideração aautocovariância complementar cíclica
R̃
αn,s
z [l] no projeto dos algoritmos é mais do que justificável.
A estimação deRαn,sz [l] e R̃
αn,s



















z[k + l]zT [k]ej2παn,sk (3.39)
em queαn,s = n/L eK é o número desnapshots. A convergência para o valor verdadeiro é lenta,
mas o estimador é consistente se o processo é suposto cicloergódigo (Gardner, 1987a; Gardner et al.,
2006).
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Capítulo 4
Técnicas baseadas no modelo estacionário
O modelo estacionário desnapshot(3.21) tem sido extensivamente usado nas pesquisas em es-
timação de direção de chegada para fontes moduladas. Exemplos são os trabalhos (Lavielle et al.,
1994; Gounon et al., 1998; Chargé et al., 2001a; Delmas, 2004;Delmas & Abeida, 2006a, 2006b;
Wang et al., 2006; Attux et al., 2007; Abeida & Delmas, 2006, 2008; Chevalier et al., 2005, 2006,
2007). Numa breve análise conceitual destes trabalhos, pode-se ver que há uma classificação das
técnicas de acordo com as seguintes abordagens: i) ajuste deubespaços; ii) ajuste de covariâncias;
iii) beamformingcom subarranjos; e iv) máxima verossimilhança.
Neste capítulo, apresentamos as idéias que suportam estas abordagens, derivamos as expressões
de alguns estimadores, revelamos suas limitações de operação e testamos a qualidade das suas es-
timativas através de simulações numéricas. Para completara análise, revisitamos na Seção 4.5 os
limitantes de variância e de resolução para as técnicas acima mencionadas. Vamos começar com a
mais popular e disseminada, a abordagem por ajuste de subespaços.
4.1 Abordagem por ajuste de subespaços
Como o nome revela, as técnicas de ajuste de subespaços usam o conceito de subespaço para pro-
jetar o estimador. O termosubespaço, no campo de processamento de sinais de arranjo de sensores,
é associado à decomposição do espaço dos dados de entrada em um conj nto de espaços distintos e
complementares, cujas bases são ortogonais. Normalmente,o espaço dos dados é dividido em duas
partes, os bem conhecidos subespaços de sinal e de ruído. Desta forma, a abordagem consiste em ex-
plorar a ortogonalidade entre estes subespaços e certas propriedades geométricas do modelo de dados
considerado para derivar o estimador.
Seja o modelo de dados descrito pelo modelo desnapshot(3.21). A matriz de covariância dos
dadosz[k] é Rz = ARsAH + σ2nI, considerando que a energia do pulso é unitária (Ep = 1). Esta
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matriz é positiva-definida e, após decomposição em autovalores e autovetores, pode ser escrita como
Rz = UΛU
H , na qualU ∈ CN×N é a matriz dos autovetores eΛ ∈ CN×N é uma matriz diagonal
contendo os autovalores deRz, com osM maiores autovalores associados à componente de sinal
(Viberg & Ottersten, 1991). Podemos dividir o espaço deRz em dois subespaços (Viberg & Ottersten,




n , na qualUs ∈ CN×M é a matriz
dos autovetores de sinal associados aos autovalores de sinal Λs ∈ RM×M e Un ∈ CN×(N−M) é a
matriz dos autovetores de ruído representando o subespaço de ruído, com a suposição de queN ≥M .
O subespaço de sinal tem postoM , pois supomos que as fontes são descorrelacionadas.
As matrizesA eUs geram o mesmo espaço e suas colunas estão no espaço nulo deUHn . Assim,
baseando-se na ortogonalidade entre os subespaços, podemos imaginar um critério para estimação
DOA fundamentado na minimização da potência da projeção do sinal sobre o subespaço de ruído.
Este critério foi originalmente proposto por Schmidt em (R. Schmidt, 1979; R. O. Schmidt, 1986)
e independentemente por Bienvenu e Kopp (Bienvenu & Kopp, 1980), e as estimativas DOA são




com respeito à variávelθ ∈ R. OsM mínimos deJ(θ) compõem a estimativa deθ ∈ RM×1. Vários
outros métodos baseados em subespaços foram também propostos empregando idéias similares (veja
(Krim & Viberg, 1996, Seção “Subspace-Based Methods”) e as referências citadas neste).
Um passo promissor para tratar com fontes moduladas foi a criação de um modelo de dados
que leva em consideração a possibilidade de os sinais incidentes serem não-circulares, nos quais a
covariância complementar não é nula. A incorporação desta informação pode ser feita através da





















A matriz de covariância correspondente continua sendo positiva-definida e hermitiana com a seguinte











+ σ2nI2N . (4.3)
Observe que a covariância complementar do sinals[k] pode ser escrita com uma função de sua co-
variância hermitiana na formãRs = RsΨ, na qualΨ é uma matriz diagonal contendo dois tipos de
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parâmetros, a saber,razão de não-circularidadeρm ∈ R e fase de não-circularidadeψm ∈ R, na
formaΨ = diag[ρ1ejψ1 , . . . , ρMejψM ]. Esta relação, e portanto (4.3), são válidas somente para fontes
descorrelacionadas.
4.1.1 MUSIC para sinais não-circulares
Seguindo o modelo (4.2), Gounonet al. (Gounon et al., 1998) desenvolveram o método MUSIC
















na qualUs,nc ∈ C2N×M é a matriz cujas colunas são os autovetores de sinal associados aos respectivos
autovalores emΛs,nc ∈ RM×M e Un,nc ∈ C2N×(2N−M) é a matriz cujas colunas são os autovetores
de ruído representando o subespaço de ruído.
As estimativas DOA são obtidas através da minimização da seguint função custo
J(θ, ψ) = aHncUn,ncU
H
n,ncanc , (4.6)
no espaço das variáveis de decisãoθ ∈ R (ângulo) eψ ∈ R (fase de não-circularidade). Este é um
problema de otimização bidimensional. Felizmente, este pod ser reduzido a uma busca unidimen-
sional utilizando-se o valor ótimo deψ que minimiza (4.6). Como demonstrado em (Gounon et al.,
1998), a solução ótima transforma (4.6) em
J(θ) = aH(θ)Π1a(θ) + a
T (θ)Π2a
∗(θ)− 2‖aT (θ)Un2UHn1a(θ)‖ , (4.7)
na qual‖ · ‖ é a norma-L2 (ou norma euclidiana),Un1 ∈ CN×(2N−M) e Un2 ∈ CN×(2N−M) são
matrizes originárias da partiçãoUn,nc = [UTn1,U
T
n2]
T , e Π1 = Un1UHn1 e Π2 = Un2U
H
n2 são as
matrizes de projeção do subespaço de ruído. O espectro espacial do MUSIC NC é dado por1/J(θ)
e osM mínimos de (4.7) (ou osM máximos do espectro espacial correspondente) são as estimativas
DOA.
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4.1.2 Root-MUSIC para sinais não-circulares
O procedimento de busca inerente ao MUSIC NC pode ser substituído por uma técnica de extração
de raízes de um polinômio especialmente parametrizado parao caso em que um arranjo do tipo ALU
é considerado. Esta é a proposta de Chargéet al. em (Chargé et al., 2001a), no qual a técnica Root-
MUSIC NC foi concebida. As vantagens desta técnica são a redução da complexidade computacional,
operação com fontes correlacionadas e a melhora na resolução das estimativas em comparação com
aquelas referentes ao algoritmo MUSIC NC.
Em vez de concentrar a função custo (4.6) com respeito aθ, Chargéet al. reescreveram-na na
forma
J(θ, ψ) = qHMq , (4.8)



















na qualUn1 eUn2 são aquelas mesmas definidas para o MUSIC NC na seção anterior.
É sabido que o valor mínimo de (4.8) é dado pelo menor autovalor d matrizM e, devido à forma
quadrática da função custo, este autovalor é sempre não-negativo. Quando a variávelθ iguala-se
a um dos ângulos verdadeiros, o menor autovalor deM iguala-se a zero. Como consequência, o
determinante deM é nulo também.
Definindo z , ej(2πd/λ) sin(θ) = ejω, podemos reescrever o vetor de direção comoa(z) =
[1, z, z2, . . . , zN−1]T , tal queM é agora uma função dez. Esta reparametrização é então usada para
obter as estimativas DOA através da extração das raízes do polinômio caraterístico (det[M]) que
obedece à condição anteriormente mencionada
det[M] = 0 . (4.10)





(κp − ǫp)zp−(2N−1) = 0 (4.11)
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[vvH ]i,p+i−(2N−1) , (4.13)















Observe que há4N − 4 raízes para a solução de (4.11) e, devido à simetria dos coeficientes do
polinômio, as raízes aparecem em pares conjugados recíprocoszi e1/z∗i . Como cada raiz do par tem
o mesmo ângulo no plano complexo, podemos decidir pelo uso, por exemplo, das raízes que estão
dentro da circunferência de raio unitário (CRU) (duas raízescoincidem se elas estão em cima da
circunferência de raio unitário). Portanto, podemos usar até2(N − 1) das4N − 4 raízes disponíveis
para representar os ângulos estimados. Isto significa que a capacidade (número máximo de DOAs
que o método é capaz de estimar) do método é exatamente2(N − 1). Para obter as estimativas DOA,







, m = 1, . . . ,M . (4.16)
Este algoritmo foi desenvolvido especialmente para o caso em que um ALU é utilizado. Além
disso, o método é adequado para cenários com fontes com razãode não-circularidadeρm = 1 para
m = 1 . . . ,M .
Apenas como nota, há uma forma de contornar a restrição da geometria do arranjo através de
um método elegante de pré-processamento desenvolvido inicialmente por Bronez (Bronez, 1988),
seguido das contribuições importantes de Doranet al. (Doran et al., 1993), Friedlander (Friedlander
& Weiss, 1993) e Friedlander e Weiss (Friedlander & Weiss, 1992). Esta técnica emprega um mape-
amento dos elementos do arranjo baseando-se em uma interpolação, motivo pelo qual é chamada de
técnica da interpolação do arranjo. Este procedimento permite transformar os dados dos sensores da
geometria real para uma outra geometria com certa precisão.
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4.1.3 Weighted-MUSIC para sinais não-circulares
Um outro algoritmo tipo-MUSIC foi desenvolvido por Abeida eD lmas em (Abeida & Delmas,
2006). O algoritmo é baseado nas idéias do algoritmo weighted-MUSIC, no qual uma matriz de
ponderação é introduzida na função custo (4.1) para modificar a influência de cada um dos autovetores
emUn que geram o subespaço de ruído. A inovação fica por conta do modelo de dados estendido









na qualW é uma matriz de ponderação não-negativa-definida de dimensão 2 × 2 e a matrizĀ ∈
C







A desvantagem é que o valor ótimo deW depende deθ. Porém, os autores demonstraram que o
uso de uma estimativa consistente deW em substituição ao seu valor ótimo desconhecido não altera
o comportamento assintótico na variância das estimativas do algoritmo. Como exemplo, Abeida e
Delmas propuseram inicializar o algoritmo usando as estimativas do algoritmo MUSIC convencional
para encontrar estimativas consistentes dos elementos deW e ntão iterar localmente para permitir a
convergência para um mínimo da função. Para mais detalhes, veja (Abeida & Delmas, 2006, Seções
VI e V).
Este último procedimento demanda maior esforço computacion l que aquele referente ao algo-
ritmo Root-MUSIC NC. Em contrapartida, o algoritmo Weighted-MUSIC NC é flexível em relação
à geometria do arranjo. A capacidade de ambos os métodos é a mesma,Mmax = 2(N − 1), na qual
Mmax é denotado como o número máximo de fontes com que o método é capaz de operar.
4.2 A técnica do ajuste de covariâncias
A técnica de estimação baseada em ajuste de covariâncias (COMET, do inglêscovariance mat-
ching estimation technique) foi introduzida no processamento de sinais de arranjo de sensor s por
Otterstenet al. em (Ottersten, Stoica, & Roy, 1998). Nas palavras dos autores: “Estas técnicas têm
suas raízes na literatura de estatística onde são às vezes referenciadas como métodos de quadrados
mínimos generalizados. O ajuste de covariâncias é uma altern tiva à estimação de máxima verossi-
milhança, fornecendo as mesmas propriedades para grande número de amostras geralmente a custos
computacionais mais baixos.”
A ideia principal é separar o conjunto de parâmetros em parâmet oslinearese não-linearestal
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que o problema de estimação possa ser também particionado. Esta abordagem é bastante adequada
para matrizes de covariância que podem ser modeladas como a seguir
R(θ,µ,σ) = Rs(θ,µ) + Rn(σ) , (4.19)
na qualRs(θ,µ) é a matriz de covariância do sinal eRn(σ) é a matriz de covariância do ruído,
(θ,µ) é o conjunto de parâmetros da componente de sinal eσ é o vetor de parâmetros do ruído.
Vamos supor que estas matrizes de covariância sejam linearmente parametrizadas pelos parâmetros
de valor realµ eσ, tal que (4.19) possa ser reescrita como
r(θ,µ,σ) = vec(R(θ,µ,σ)) (4.20a)









, Φ(θ)α , (4.20c)
em que vec(·) é o operador devetorizaçãoque transforma uma matriz em um vetor através do empi-
lhamento das colunas da matriz uma abaixo da outra,Σ é uma matriz conhecida eΨ(θ) é uma matriz
com estrutura conhecida mas parametrizada de maneira altamente não-linear com os parâmetros de
sinalθ. Suponha quez[k] represente osnapshotno instantet = kT de um conjunto deK medi-




sabidamente a estimativa ML deR(θ,µ,σ), a técnica de ajuste de covariâncias baseia-se no ajuste
dos dadosrK = vec(RK) ao modelo (4.20) no sentido dos quadrados mínimos ponderadonão-linear
(tradução do inglêsweighted non-linear least squares). Comoµ é geralmente de valor complexo no
modelo desnapshot, alguns ajustes simples devem ser feitos. Para mais detalhes, veja (Ottersten et
al., 1998, Seções 3.1 e 3.2).
A vantagem desta técnica é que os parâmetros lineares podem ser resolvidos analiticamente em
termos dos parâmetros não-lineares, resultando em um problema de otimização de dimensão me-
nor. Adicionalmente, esta abordagem é capaz de operar com fontes espacialmente correlacionadas e
arranjos com geometria arbitrária.
4.2.1 COMET para sinais não-circulares
Partindo dessas premissas, a proposta de Delmas em (Delmas,2004) é uma extensão do COMET
para estimação DOA que leva em consideração a possibilidadede fontes não-circulares. A técnica
resultante é o algoritmo de quadrados mínimos não-linear mostrado a seguir.
Sejax[k] um conjunto de processos aleatórios complexos, possivelmente não-circulares e cor-
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relacionados, com matrizes de covariância hermitiana e complementar denotadas porRx e R̃x res-
pectivamente. Na roupagem do modelo (3.21),x[k] = Γb[k] e o snapshoté modelado porz[k] =
A(θ)x[k] + n[k]. Assim, as matrizes de covariância dez[k] são dadas por
Rz(θ,µ,σ) = ARxA

















é um vetor coluna comM2 + M(M + 1) parâmetros reais eσ = σ2n ∈ R. Sejam as estimativas
de (4.21) obtidas pelas covariâncias de amostras finitasRz,K = (1/K)
∑
k=1 z[k]z




T [k]. Em vez de usar somenterK = vec(Rz,K) para obter as estimativas deΘ =












com r̃K = v(R̃z,K) e r̃∗K = v((R̃z,K)
∗), em que v(·) é um operador obtido a partir do operador
vec(·) eliminando-se todos elementos supradiagonais da matriz noseu argumento. O mesmo é válido
para a descrição der(Θ), r̃(θ,µ) e s(Θ) usandoRz(Θ) e R̃z(θ,µ). Esta modificação introduz
elegantemente a covariância complementar no modelo de dados do COMET sem alterar muito as
expressões da solução original mostrada em (Ottersten et al., 1998).
Aqui, o conjuntoα = [µ,σ]T representa os parâmetros indesejados. De forma similar a (4.20),









= Ψ(θ)α , (4.24)
na qualΨ(θ) é uma matriz com estrutura “conhecida” e parametrizada somente pelos parâmetros
DOA θ.
Portanto, dadoθ e ajustando-se os dadossK ao modelo (4.24), o estimador ótimo, no sentido dos
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no qualW = C−1














na qualU é a matriz de seleçãoN(N+1)/2×N2 que satisfaz v(·) = Uvec(·) para todas matrizesN×
N e⊗ denota o produto de Kronecker. Uma estimativa consistente da covariânciaCs = E{s[k]sH [k]}








(s[k]− sK) (s[k]− sK)H
]
. (4.26)
Delmas provou que o estimador de quadrados mínimos não-linear
ΘK = arg min
ξ∈RL
[sK − s(ξ)]H C−1s (ξ) [sK − s(ξ)] (4.27)
é assintoticamente (no número desnapshots) o estimador de mínima variância deΘ, sigla AMV
do inglêsasymptotically minimum variance. Em (4.27),ξ é a variável de decisão representando os
possíveis valores deΘK . Após observar que a covariância da distribuição assintótica deΘK obtida
com o estimador arbitrário de quadrados mínimos não-linear
ΘK = arg min
ξ∈RL
[sK − s(ξ)]H W(ξ) [sK − s(ξ)] (4.28)
é preservada se a matriz de ponderação, definida-positiva e hermitianaW(ξ), é substituída por uma
estimativa arbitrária consistenteWK , como a inversa da matriz de covariância amostralCs,K , por
exemplo, Delmas concebeu o estimador AMV
ΘK = arg min
ξ∈RL
[sK − s(ξ)]H C−1s,K [sK − s(ξ)] . (4.29)
Usando a estimativa COMET (4.25) dos parâmetros indesejados, podemos concentrar a otimiza-
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ção em (4.29) com respeito aθ, tal que a estimativa COMET dos parâmetros DOA seja dada por









na qualγ é a variável de decisão representando os possíveis valores de θK . Devido ao apelo por
fontes não-circulares, este método será referido aqui comoCOMET NC.
Para aspectos de implementação deste problema de otimização multidimensional não-linear, Del-
mas estimula o leitor a seguir as propostas em (Ottersten et al., 1998). Em (Ottersten et al., 1998),
somente procedimentos de busca local são discutidos. Nós estimulamos o leitor também a seguir
(Castro & Timmis, 2002), (Duda et al., 2000) e (Castro, 2006) para rocedimentos de busca global,
pois a superfície da função custo em questão é multimodal.
4.3 A técnica debeamforming com subarranjos
Beamformingcom subarranjos é um técnica supervisionada introduzida em(Wang et al., 2006)
na qual a estimação DOA de cada fonte de interesse é realizadaapós a rejeição, usando filtragem
espacial (beamforming) de sinais co-canal. Como os ângulos DOA são estimados após obeamfor-
ming, a relação sinal-interferência-mais-ruído (RSIR) é aumentada e, portanto, resolução e acurácia
são ambas melhoradas. Além disso, o método é capaz de operar com um número elevado de fontes
mesmo usando um arranjo com poucas antenas, ou seja,Mmax ≫ N . Uma pequena penalidade da
técnica é a necesidade de as fontes serem descorrelacionadas e terem ângulos de incidência distintos.
O conceito de subarranjo vem da estratégia ESPRIT. O arranjo de antenas é decomposto em dois
subarranjos de mesmo tamanho tal que, para cada elemento em um subarranjo, há um elemento cor-
respondente no outro subarranjo deslocado por uma distância de translação fixa (Wang et al., 2006).
A Figura 4.1 mostra um diagrama de blocos simplificado represntando o esquemático da estratégia
de beamformingcom subarranjos para estimação DOA (SBDOA, do inglêssubarray beamforming
for DOA estimation). O ângulo DOA de cada fonte de interesse é computado usando odeslocamento
de fase estimado, tomado após a comparação da saída dobeamformerdo subarranjo B com o sinal
de referência (piloto) correspondente.
Por simplicidade, a descrição será feita para um ALU. Para esta g ometria, pode ser mostrado que
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Figura 4.1: Diagrama de blocos simplificado da técnica SBDOA.










ejϕmsl[k]ã(θm) + nB[k] , (4.33)
nos quais̃a(θm) = [1, ejϕm , . . . , ejPϕm ]T , sl[k] denota o sinal dal-ésima fonte,M é o número de
fontes de interesse eJ é o número de interferentes co-canal. Nesta representação,P define o tipo de
configuração do subarranjo. SeP = N − 1, então temos a configuraçãoSubarranjo com Máxima
Sobreposição(SMS), na qual o subarranjo A consiste dosN − 1 primeiros elementos do arranjo e o
subarranjo B consiste dos últimosN − 1 elementos. SeP = N temos a configuração do tipoSubar-
ranjo Conjugado(SC) e o subarranjo A é composto por todosN elementos do arranjo e o subarranjo
B é dado poryB[k] = [z∗2(t) , z1[k] , z2[k] , · · · , zN−1[k]]T , ondezn[k] é o n-ésimo elemento do
snapshotz[k] recebido.
O propósito dobeamformerB é rejeitar todas componentes de sinal e de interferentes corresp n-
dentes a fontes outras que não am-ésima de interesse, com = 1, . . . ,M . Esta tarefa pode ser
realizada empregando-se o critério do mínimo erro quadrático médio (MEQM, ou MMSE do inglês
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em quesm[k] representa o sinal de referência dam-ésima fonte de interesse.





m, na qualRA = E{yA[k]yHA [k]} é a matriz de covariância dossnapshotsyA[k]
e hAm = E{s∗m[k]yA[k]} é a correlação-cruzada entre am-ésima fonte de interesse e osnapshot
yA[k]. Wanget al. demonstraram que, sob a hipótese de ruído estacionário espacialmente branco, a
solução para (4.34) é a mesma que aquela para (4.35) tal quewBm,opt ≡ wAm,opt. Para número finito de
amostras, sob a hipótese de cenário estacionário, as estimativas deRA ehAm são classicamente obtidas


















Denotandôrm[k] = wHmyB[k] como a saída dobeamformerB e dado quêrm[k] é a solução ótima
para a estimação deejϕmsm[k] no sentido do critério MEQM, podemos modelá-la comor̂m[k] =
ejϕmsm[k] + e[k], na quale[k] é o erro de estimação. Portanto, a solução ótima no sentido MEQM
para o deslocamento de faseϕm, dado um número finito de amostras, pode ser obtida usando-seo
critério dos quadrados mínimos
min
ϕm
‖r̂m − ejϕmsm‖22 , (4.36)
na qual̂rm = [r̂m[1], r̂m[2], . . . , r̂m[K]]
T esm = [sm[1], sm[2], . . . , sm[K]]
























A técnica SBDOA não é restrita a ambientes estacionários, poiseu mecanismo se ajusta bem
à operação em modo recursivo. Assim, a estimação do vetor de pesos dobeamformerpode ser
implementada usando algum algoritmo adaptativo, como os bem conhecidos algoritmos LMS (do
inglêsleast mean squares), RLS (do inglês,recursive least squares) e filtro de Kalman (veja (Haykin,
2001)).
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4.4 Estimador de máxima verossimilhança
Vimos que as abordagens não-supervisionadas apresentadasas Seções 4.1 e 4.2 são capazes
de levar em consideração alguma informação adicional se comparadas com os métodos baseados
no modelo gaussiano circular. Vimos também que o método da Seção 4.3 se baseia em informação
adicional, no caso a supervisão do próprio sinal de interess. Nesta seção, apresentamos um estimador
não-supervisionado que leva em consideração a caracterização estatística do modelo de sinais. A
informação adicional neste caso será o simples fato de reconh er que a distribuição dos sinais digitais
é discreta e de cardinalidade finita.
Os dados observados são descritos pelo modelo estacionáriodesnapshot(3.21). Como fora previ-
amente descrito, o vetors[k] = [s1[k], . . . , sM [k]]T ∈ CM×1 contém os sinaism[k] = gmejφmbm[k],
em que{bm[k]}Kk=1 é uma sequência de símbolos independentes e identicamente distribuídos (i.i.d.)
que pertencem à constelação digitalA (igual para todas as fontes) com cardinalidadeL. Conside-
ramos aqui que a energia do pulso é unitária (Ep = 1). Os parâmetros desconhecidosφm e gm
representam o deslocamento de fase e amplitude, respectivamente, para am-ésima fonte, e são su-
postos constantes ao longo do tempo de amostragemk = 1, . . . , K. Os vetores de ruídon[k] ∈ CN×1
são considerados processos aleatórios gaussianos circulares de média zero e i.i.d. com momentos de
segunda-ordemE{n[k]n[l]H} = σ2nINδ(k − l) eE{n[k]n[l]T} = 0 para todos valores dos índicesk
e l, no qualσ2n denota a variância do ruído. Adicionalmente, os vetores de sinal s[k] são considera-
dos independentes dos vetores de ruídon[k]. A distribuição conjunta das amostras observadasz[k],





com ψ = [σn, {gm, φm, θm}Mm=1]T representando o vetor de parâmetros desconhecidos es[k] =
Γb[k].
ComoΓ é suposto constante ao longo de todosK napshots, o vetor de símbolos transmitidos
b[k] define todas as possibilidades paras[k] (dados{gm} e{φm}). Por conseguinte, podemos dividir
o espaço de entrada do vetor de dadosz[k] emP = LM partições, cada uma correspondente a um
dos possíveis valores do sinal recebidos[k] = Γb[k]. Além disso, cada partição tem umcentróide
definido por
cp , E{z[k]|bp} , p = 1, . . . ,LM , (4.40)
no qualbp é um dos possíveis vetores de símbolos recebidos.
DefinindoB = [b1, . . . ,bP ] ∈ AM×P como a matriz (previamente conhecida) que contém todos
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as combinações deb[k], os vetores ditos centróides são as colunas da matriz
CM , AΓB = [ c1, c2, · · · , cP ] ∈ CN×P . (4.41)
As sequências de símbolos são desconhecidas e não são usadasno processo de estimação (es-
timação não-supervisionada). Portanto, a dependência dep(z[k]|b[k];ψ) com respeito ab[k], que
é considerado sobressalente (parâmetro indesejado), deveser eliminada através de uma integração
adequada levando em conta as suas probabilidadespriori. Definindo Pr(b[k] = bp) = 1/LM ,
parap = 1, . . . ,LM , como as probabilidadesa priori deb[k], a integração leva à seguinte função


























A estimativa de máxima verossimilhança deψ é dada pelo argumento que maximiza a função
custo (4.43). Infelizmente, este é um problema de otimização multidimensional e altamente não-
linear, mesmo paraM = 1, e nenhuma solução em forma fechada é conhecida até o momento. Em
verdade, acreditamos que não há uma solução fechada para este problema.
Lavielle et al. propuseram em (Lavielle et al., 1994) uma solução iterativabaseada na estratégia
EM (do inglêsExpectation-Maximization). Esta estratégia é uma opção atrativa para resolver o pro-
blema de estimação ML pois a cada iteração o valor da verossimilhança é aumentado (ou permanece
inalterado, pois há garantia de que o valor não diminui (Fessler & Hero, 1993)) a custo de um es-
forço computacional relativamente baixo. O método EM é baseado no conceito de dadoscompletos
e incompletoscomo segue.
Sejam os dados incompletos o conjunto desnapshotsobservadosZ = {z[1], . . . , z[K]} e a cor-
respondente verossimilhança afunção de verossimilhança incompleta, l qual descrita em (4.43).
Sejam os dados completos o conjuntoY = {Z,S} e a correspondente verossimilhança afunção de
verossimilhança completa. Aqui, S = {s[1], . . . , s[K]} é o conjunto de sinais recebidos desconheci-
dos (não-observados ou faltantes na terminologia EM usual)e a verossimilhança completa é a função
descrita pela f.d.p. conjuntap(Y;ψ) = p(Z,S;ψ). Reproduzindo as palavras de Lavielle: “a ideia
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básica por trás do método EM é maximizar a verossimilhança incompleta através de uma maximi-
zação iterativa da verossimilhança completa”. Para mais detalhes e aspectos de implementação do
algoritmo EM resultante para este problema, direcionamos oleitor para (Lavielle et al., 1994, Seções
3.2 e 3.3).
Outra técnica de otimização similar é o método EM generalizado empregando a solução de es-
paços alternados (SAGE, do inglêsSpace-Alternating Generalized EM). Como o nome revela, o
algoritmo SAGE é uma forma generalizada do algoritmo EM. Esta e ratégia permite um esquema de
otimização mais flexível e, por vezes, converge mais rápido que o algoritmo EM (Chung & Böhme,
2002). Até onde sabemos, nenhum algoritmo do tipo SAGE foi desenvolvido especificamente para
tratar com a função de verossimilhança (4.43) associada ao modelo (3.21).
Como qualquer procedimento de busca local, estes algoritmositerativos podem não convergir
para a solução ótima global se a inicialização não for apropriada. Neste caso, a inicialização inclui
os parâmetros DOA, deslocamento de fase e amplitude representados pelo vetor de parâmetrosψ.
Felizmente, já foi demonstrado que os algoritmos EM e SAGE aumentam ou mantêm inalterada (não
diminuem) a verossimilhança a cada passo e a solução converge ao menos para um ótimo local. A
inicialização poderia ser feita usando-se, por exemplo, o resultado do algoritmo Root-MUSIC NC
apresentado na Seção 4.1.2 se um arranjo do tipo ALU estiver sendo usado. Apenas como registro,
testes feitos com a versão determinística do algoritmo EM apresentado em (Lavielle et al., 1994) mos-
traram que mesmo fornecendo os valores verdadeiros dos parâmetros como inicialização, as soluções
convergem para mínimos espúrios. A versão estocástica não foi testada.
Outra solução interessante foi apresentada por Attuxe al. em (Attux et al., 2007), no qual um
procedimento baseado em agrupamento de dados foi usado paraestim r os centróides (4.41). Es-
tas estimativas são então usadas para compor um sistema de equaçõ s lineares, baseado no modelo
discreto de sinal, cujas variáveis independentes estão diretamente relacionadas com os ângulos de
incidência. As estimativas DOA são obtidas resolvendo-se este sistema de equações e mapeando-se a
solução para o domínio angular. O métodoClust-DOA (assim denominado em (Attux et al., 2007)),
não resolve diretamente o problema de otimização ML mas, sobcertas condições, pode ser mostrado
que a estimativa resultante é uma solução ML. Mais detalhes sobre este método serão apresentados
no Capítulo 6.
A capacidade do estimador ML não é limitada pelo número de sensor s, pois não há restrições
algébricas como, por exemplo, nas abordagens de ajuste de subespaço. Ou seja,Mmax pode ser muito
maior que o número de sensores, embora não há consenso a respeito desta quantificação. Via de
regra, a capacidade (também chamada identificabilidade) dostimador de máxima verossimilhança
pode ser imaginada como o número de amostras disponíveis que, no contexto de arranjos, é dado pelo
número de sensoresN multiplicado pelo número desnapshots. Além disto, o estimador ML é, como
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se sabe, assintoticamente eficiente (no número de amostras)e consistente (erro de estimação tende a
zero à medida que o número de amostras tende a infinito).
4.5 Limitantes de variância e limites de resolução
Resolução e acurácia são as métricas centrais para análise dedesempenho em problemas de esti-
mação paramétrica. Resolução, no contexto de estimação, significa a capacidade de distinção entre
dois pontos pouco espaçados no espaço do parâmetro. Acurácia sign fica fidelidade da estimativa
com relação ao valor verdadeiro e, portanto, está relacionada ao erro de estimação.
Embora resolução e acurácia sejam conceitualmente distintas, essas noções podem ser relacio-
nadas pelo limite de Cramér-Rao (CRB, do inglêsCramér-Rao Bound). O CRB define a mínima
variância alcançável por um estimador não-polarizado e, como consequência, estabelece um limite
fundamental em acurácia. O limite estatístico de resolução(SRL, do inglêsStatistical Resolution
Limit) é definido como a separação de pontos, no espaço do parâmetro, que se iguala à raiz quadrada
de seu próprio CRB (Smith, 2005). Trazendo este conceito para ocontexto de DOA, temos que
SRL =
√
CRB(θ1 − θ2) ≤ ∆θ , (4.44)
na qual(θ1−θ2) é a separação dos pontos no espaço angular. Portanto, duas fontes são discrimináveis
se∆θ ≥ SRL, na qual∆θ = |θ1 − θ2|.
Conjuntamente considerados, o CRB e o SRL delimitam o desempenhodo estimador e provêem
medidas quantitativas de quão confiável é a informação contida as estimativas.
É importante notar que o CRB é um limitante local pois é valido somente para casos em que
as perturbações causadas pelos erros de estimação são limitadas ao lóbulo principal da função de
verossimilhança (Renaux et al., 2008; Athley, 2005). Portanto, o CRB é valido como limitante de
desempenho apenas para a região assintótica (“altos” valores de RSR e “grande” número de amostras),
onde o desempenho do estimador ML encontra o CRB. Boas referências par limitantes globais, ou
seja, aqueles que levam em consideração grandes erros de estimação e com isso conseguem prever
o comportamento dos estimadores em situações de baixa RSR e pequ no número de amostras, são
(Chaumette et al., 2008; Renaux et al., 2008) e os trabalhos citados nestes.
Como consequência da nota acima, o SRL definido em (4.44) é um limite de resolução local,
válido somente para situações de alta RSR e grande número de amostr s.
Delmas e Abeida (Delmas & Abeida, 2006a) derivaram o CRB para osparâmetros do modelo
(3.21) quando as fontes discretas pertencem aos casos específicos de esquemas de modulação BPSK,
QPSK e MSK. Infelizmente, para o caso de múltiplas fontes (M ≥ 2), o CRB aparenta não ter
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nenhuma forma explícita. Entretanto, sob a consideração dealtos valores de RSR, pode-se fazer uma
aproximação que leva a uma elegante expressão em forma fechada. Usando este resultado, Delmas
e Abeida em (Delmas & Abeida, 2006b) contribuíram também comuma expressão simples para o
SRL.
O CRB é dado pela expressão
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Pode-se mostrar (Delmas & Abeida, 2006b) que usando (4.45) na definição (4.44) para o caso de





















na qualre pode ser interpretada como uma RSR estendida. No caso de um arranjo do tipo ALU,
γ1 = γ2 = N(N













Como demonstrado em (Delmas & Abeida, 2006b), os parâmetros de potência(σ2n, g
2
i ) e de fase
(φj, θj) são desacoplados para qualquer par(i, j) nas matrizes de informação de Fisher (FIM, do
inglêsFisher Information Matrix) que definem o CRB, comi, j = 1, . . . ,M . Esta é a razão pela qual
a matriz do CRB para o vetor dos parâmetrosθ (equação (4.45)) é diagonal.
É interessante observar que a FIM para cada conjunto de parâmetros(g2i , φi, θi) não depende do
parâmetro de deslocamento de faseφi. Portanto, o SRL (∆θmin = (Kre)−1/2) é insensível em relação
a este parâmetro.
Para fins de comparação, apresentamos resumidamente os limitantes de Cramér-Rao para os
modelos em que os sinaiss[k] são considerados processos aleatórios gaussianos circulares ou não-
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circulares. Como demonstrado em (Delmas & Abeida, 2004), a FIM dos parâmetrosθ depende dos
parâmetrosφ, diferentemente do caso anterior (BPSK/QPSK/MSK), e o limitante de Cramér-Rao






























JA , dA(θ)/dθ é a matriz jacobiana deA, Π⊥A é a matrix de projeção ortogonal às colunas da
matrixA e⊙ denota o produto de Hadamard (produto elemento-a-elemento).






















Nesta seção apresentamos algumas análises de desempenho dos métodos de estimação de direção
de chegada baseados no modelo estacionário. As análises sãofeitas partindo dos resultados de ex-
perimentos numéricos, especialmente criados para avaliara qualidade dos métodos frente a cenários
desafiadores. As simulações foram realizadas usando-se o esquema de modulação BPSK, cada trans-
missor tem uma única antena e o receptor é composto por um arranjo do tipo ALU. Os cenários foram
escolhidos com o propósito de avaliar o potencial das técnicas com respeito a resolução espacial, ca-
pacidade e acurácia. Pelo termo capacidade, entenda-se o máximo número de fontes que o método
é capaz de detectar. Por resolução espacial, entenda-se a habilidade de distinguir picos subsequentes
no espectro espacial, medidos pela agudez.
4.6.1 Resolução espacial e capacidade
Na análise feita nesta subseção, supomos que o número de fontes é desconhecido e deve ser
estimado antes da aplicação da técnica de estimação DOA. A razão para isto é que a capacidade das
técnicas está sob análise. Especificamente, um cenário com um número de fontes transmissoras maior
que o número de antenas no receptor será analisado e, desta forma, o estágio de detecção (estimação
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do número de fontes ativas) tem um papel fundamental por causa da limitação dos métodos que se
baseiam na autodecomposição (autovalores e autovetores) da matriz de covariância convencional.
Em um primeiro cenário, um receptor com quatro antenas é empregado para avaliar os espectros
espaciais do MUSIC e do MUSIC NC para o caso em que três fontes ind pendentes estão ativas. As
fontes incidem com ângulos de−10, 5 e 25 graus e a amostragem é feita sob uma RSR de5 dB. A












Os parâmetros de amplitude e desclocamento de fase são ajustados parag = [0,9 ; 1,2 ; 0,8]T e
φ = [π/10, π/8, π/6]T respectivamente, e seguindo a ordenação de fontes apontadaacima (isto é,
(−10, 5, 25)). O conjunto de dados contém100 snapshots. A Figura 4.2 mostra um ensaio para
este cenário. Do resultado, observamos que a resolução espacial do MUSIC NC é melhor que aquela
do MUSIC convencional. Este resultado já era esperado, poisfontes BPSK são inerentemente não-
circulares, como mostrado previamente na Seção 2.1, e, assim, há informação não-nula na matriz de
covariância complementar.
Utilizamos o critério MDL (do inglês,Minimum Description Length) (Wax & Kailath, 1985)
para estimar o número de fontes para cada algoritmo. O critério MDL é baseado na aplicação de
critérios de informação para seleção de modelos introduzido por Akaike (Akaike, 1973), Schwarz
(Schwarz, 1978) e Rissanen (Rissanen, 1978). Para mais detalhes, veja o artigo de Wax e Kailath
(Wax & Kailath, 1985). O MUSIC (usando a covariância convencio al) e o MUSIC NC (usando a
covariância estendida) detectaram ambos três fontes corretamente em todos os ensaios executados.
Naturalmente, na medida que a RSR é diminuida abaixo de um determinado limiar, a probabilidade
de erro de detecção começa a aumentar, uma vez que um número finito de snapshotsé usado para
computar as matrizes de covariância.
A capacidade de operação dos métodos não-circulares fica mais evidente quando utilizamos um
cenário subdeterminado, ou seja, há mais fontes do que antenas receptoras. Vamos considerar as mes-
mas condições que aquelas do cenário anterior, porém agora com cinco fontes ativas. Os sinais das
fontes incidem em−40,−10, 5, 25 e45 graus e as respectivas amplitudes e deslocamentos de fase são
ajustadas parag = [0,9 ; 1,2 ; 0,8 ; 1,1 ; 1,0]T eφ = [π/10, π/8, π/6, π/4, π/3]T . A Figura 4.3 mostra
o resultado de um ensaio para este cenário. Como esperado, nãoexiste a possibilidade do método
MUSIC detectar corretamente o número de fontes porque, neste ca o, o critério MDL usa a matriz de
covariância convencional para realizar a estimação. Em relação ao método de detecção utilizado, em
todos os ensaios realizados, o critério MDL aplicado ao algoritm MUSIC detectou a presença de três
fontes e quando aplicado ao algoritmo MUSIC NC, detectou cinco fontes corretamente. Recorde-se
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Figura 4.2: Comparação dos espectros espaciais dos algoritmos MUSIC e MUSIC NC enfatizando a
resolução.
de que a capacidade do MUSIC éMmax = N − 1 = 3. Em contrapartida, o algoritmo MUSIC NC
não sofre desta limitação no cenário imposto pois este emprega a matriz de covariância estendida. A
capacidade do MUSIC NC éMmax = 2(N − 1) = 6 enquanto o número de fontes éM = 5. Salien-
tamos que a Figura 4.3 serve apenas como ilustração qualitativ , pois as capacidades e resolução dos
métodos não podem ser comparadas quantitativamente através dos seus espectros espaciais.
4.6.2 Acurácia
Nesta subseção, o número de fontes é conhecidoa priori, o que permite concentrar a análise
somente na acurácia das técnicas de estimação DOA. Um arranjo com três antenas é empregado para
estimar os ângulos DOA de duas fontes independentes e pouco espaçadas no domínio angular. A
separação angular foi projetada para ser muito menor que o limite de resolução de Fourier (LRF)
2π/N rad, mas também para ser maior que o limite de resolução estatístico (LRE ou SRL), que é
dado neste exemplo por (4.47), para todos os valores de RSR queestão sob análise. O desempenho
dos algoritmos Root-MUSIC NC, COMET NC e SBDOA são calculados e comparados com outros
dois estimadores clássicos: ESPRIT (Roy, 1987) e MODE (Stoica& Sharman, 1990). O desempenho
é avaliado em termos da Raiz do Erro Quadrático Médio (REQM) dasestimativas e é calculado para
RSRs entre−10 e40 dB.
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Figura 4.3: Comparação dos espectros espaciais dos algoritmos MUSIC e MUSIC NC enfatizando a
capacidade.






























Figura 4.4: Desempenho dos métodos ESPRIT (ajuste de subespaços clássico), MODE (estimador
ML assintótico para o modelo gaussiano circular convencional), SBDOA (técnica supervisionada
baseada no critério MMSE), Root-MUSIC NC e COMET NC em função daRSR. Os limitantes
relevantes também são mostrados.
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A Figura 4.4 mostra os resultados para este cenário, no qual os sinais incidem com ângulos de
θ1 = −2 e θ2 = +2 graus. Os parâmetros de amplitude e deslocamento de fase sãoaju tados para
φ = [0 ; 0,01]T rad eg = [0,8 ; 1,2]T , respectivamente, e1200 snapshotscompõem o conjunto de
dados. Foram realizados1000 ensaios independentes nesta simulação. Os erros de estimação são
dados em termos de REQM entre o verdadeiro valor deθ1 e suas estimativas.
Da Figura 4.4, observamos que os métodos que exploram a não-circularidade, Root-MUSIC NC e
COMET NC, alcançam uma REQM consideravelmente menor para todosos valores de RSR quando
comparados com os métodos baseados no modelo gaussiano circular (ESPRIT e MODE), os quais
apresentam desempenhos similares. Note que estes métodos sã assintoticamente limitados pelo CRB
para fontes gaussianas circulares (Stoica & Nehorai, 1990)(denotado por CRB CG), como esperado.
Também observamos que o Root-MUSIC NC e o COMET NC não tendem assintoticamente ao CRB
para fontes BPSK e, portanto, não são assintoticamente eficientes. A principal razão é que estes méto-
dos levam em consideração estatísticas até segunda-ordem,enquanto os sinais considerados também
contêm informação não-nula nos momentos de ordem superior.Para uma REQM de0.01 rad, o ganho
em comparação com os estimadores baseados no modelo gaussiano circular é de aproximadamente
15 dB de RSR. O gráfico também mostra o desempenho do método SBDOA, que é uma técnica
supervisionada, e, como tal, não apresenta efeitos de limiar como aqueles experimentados pelos mé-
todos não-supervisionados. Note que, o desempenho da técnica SBDOA tende assintoticamente para
o CRB CG e o CRB para fontes gaussianas não-circulares (Delmas & Abeida, 2004) (denotado por
CRB NCG) para elevados valores de RSR e também tende para o CRB BPSK para valores baixos de
RSR. Muito embora a prova deste comportamento não seja simples, uma possível interpretação é a
seguinte: para valores baixos de RSR a supervisão fornece mais informação para o estimador que as
probabilidadesa priori dos sinais, enquanto para elevados valores de RSR o inverso é observado.
Uma regra simples para obtermos o valor da RSR de limiar no sentido do LRE pode ser imaginada
impondo-seg1 = g2 , gs em (4.47). Assim, definindo RSR, g2s/σ
2
n temos que a RSR de limiar
(RSRlim) no sentido do LRE, para um arranjo do tipo ALU e fontes BPSK/QPSK/MSK, é dada pela
igualdade na condição
RSR≥ 12
KN(N2 − 1)(∆θ)2 (4.52)
com ∆θ em radianos. No presente exemplo, a RSR de limiar é de aproximada ente−10,68 dB
significando que as fontes são discrimináveis para todos os val res de RSR analisados no gráfico.
Com este exemplo, terminamos os experimentos numéricos das técnicas que tratam do modelo
estacionário desnapshotpara fontes moduladas digitalmente. O próximo capítulo versa sobre as
técnicas existentes que tratam com o modelo cicloestacionário desnapshot.
Capítulo 5
Técnicas baseadas no modelo
cicloestacionário
Como já enfatizamos anteriormente, a propriedade de cicloestacionariedade tem recebido cada
vez mais atenção na comunidade de processamento de sinais, especialmente para resolver o pro-
blema de estimação DOA. Os esforços têm sido concentrados maj ritariamente na exploração desta
propriedade em abordagens baseadas em ajuste de subespaços, com ênfase especial nos algoritmos
tipo-MUSIC. A razão desta preferência é a facilidade de agregar a informação da covariância cíclica
no critério de otimalidade sem mudar significativamente as bem consolidadas soluções baseadas em
estacionariedade, especialmente aquelas apresentadas naSeção 4.1.
As vantagens de se usar a covariância cíclica (ou correlaçãoespectral) são claras. Primeiramente,
a covariância cíclica deve ser computada para a escolha da frequência de cicloαn 6= 0. Como
consequência, a interferência de todos os sinais co-canal que não apresentam comportamento ciclo-
estacionário, em especial nesta frequência de ciclo, converge para zero à medida que o número de
amostras usadas para estimar a covariância cíclica tende aoinfinito. Além disso, o número de inter-
ferentes pode ser virtualmente ilimitado, estes podem exibir alto grau (arbitrário) de correlação entre
si e ainda podem incidir em direções arbitrariamente próximas àquelas dos sinais de interesse (Schell
et al., 1989). Segundo ponto, o efeito do ruído também converge para zero à medida que o número de
amostras aumenta porque o processo de ruído é considerado est ci nário. Como desvantagem pode-
mos apontar a necessidade de um grande número desnapshotse, consequentemente, alto tempo de
aquisição, o que pode limitar seu uso prático se os parâmetros do modelo não forem “tão estáticos”.
A propriedade de cicloestacionariedade foi pioneiramentempregada para estimação DOA em
(Gardner, 1988b) por William Gardner, que propôs o uso da covriância cíclica no lugar da matriz
de covariância ordinária nos algoritmos clássicos MUSIC e ESPRIT. Esta substituição, no entanto,
não é direta, pois tanto o MUSIC como o ESPRIT são métodos estruturados na autodecomposição
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(EVD, do inglêseigenvalue decomposition) e as covariâncias cíclicas não são, em geral, hermitia-
nas simétricas. Desta forma, a decomposição em valores singulares (SVD, do inglêsingular value
decomposition) deve ser usada em detrimento da decomposição em autovalores EVD. Em (Gardner,
1988b), os métodos foram concebidos para classificar somente uma fonte cicloestacionária, porém a
idéia serviu de semente para o trabalho seguinte (Schell et al., 1989) no qual o algoritmo Cyclic MU-
SIC foi proposto para tratar comM fontes que possuem comportamento cicloestacionário na mesma
frequência de ciclo.
Como ponto inicial para os estudos apresentados neste capítulo, retome o modelo de dados de
tempo-contínuo (3.25) e as correspondentes covariâncias cí licas de tempo-discreto para a frequência









































z[k + l]zT [k]ej2παn,sk , (5.6)
nos quaisαn,s = n/L , L é a taxa de sobreamostragem eK é o número de amostras (napshots).
Nas seções a seguir, apresentamos os métodos de estimação DOA que exploram a cicloestaciona-
riedade que consideramos como os mais interessantes e relevant s na literatura.
5.1 Abordagem por ajuste de subespaços
5.1.1 Cyclic MUSIC
Assim como no algoritmo MUSIC convencional, o critério de otimalidade é dado pela minimiza-
ção da energia resultante da projeção da assinatura espacial sobre o subespaço de ruído. A diferença
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em comparação com (4.1) é que aqui a matrizUn correspondente é tomada aplicando-se a SVD em
R
αn,s
z [l] (ou R̃
αn,s








na qual[Us , Un] é a matriz dos vetores singulares à esquerda associados (em ord de coluna)
aos valores singulares dos subespaços de sinalΛs ∈ RM×M e de ruídoΛn ∈ R(N−M)×(N−M), os
quais estão arranjados em ordem decrescente. Os vetores singulares à direita correspondentes são
representados pela matriz[Vs , Vn]. Os subíndices en denotam os subespaços de sinal e de ruído,




com respeito à variávelθ ∈ R, comUn obtida de (5.7). Note que o procedimento é o mesmo que
aquele do MUSIC convencional. A diferença está no pré-processamento, ou seja, no cômputo da
covariância cíclica para uma dada frequência de cicloαn e um dado deslocamento de tempoτ , e na
decomposição em subespaços através da técnica SVD.
5.1.2 Cyclic MUSIC NC
Tomando como base as idéias empregadas nos métodos fundamentados o modelo estacionário
e sinais não-circulares, nos quais a covariância complementar pode melhorar a qualidade da estima-
ção, Chargéet al. desenvolveram em (Chargé et al., 2003) oCyclic MUSIC NC, um algoritmo que
incorpora as duas covariâncias cíclicas, a ordináriaRαn,sz [l] e a complementar̃R
αn,s
z [l]. Isto pode ser





















no qualĀ é dado por (4.18),sm[k] = gmejφm
∑∞
l=−∞ bm[k]p(kTs − lT0) é o sinal amostrado no
instantekT0 e zint[k] = zjam[k] + n[k] é o vetor de interferência total, ou seja, ruído e interferent s
(jammers) co-canal.
Esta é exatamente a mesma formulação usada para criar (4.2),porém a representação (5.9) per-
mite uma interpretação distinta a respeito do problema em questão. Existem, virtualmente, duas
componentes de sinais para cada ânguloθm e a relação entre estas componentes define o posto da
matriz de covariância cíclica dossnapshotsestendidos. Com isso, esta inter-relação define também a
capacidade do método (Mmax).
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Para uma dada frequência de cicloαn 6= 0 das fontes de interesse, a covariância cíclica estendida


















na qualRαn,sz [l] e R̃
αn,s
z [l] são dadas por (5.1) e (5.2), respectivamente.
Se a magnitude das funções de correlação cíclicas ordináriaRαn,ssm [l] e complementar̃R
αn,s
sm [l]
forem as mesmas, então o posto deRαn,sze [l] é incrementado somente de 1 (um) porque as componentes
de sinalsm[k] e s∗m[k] são ciclicamente coerentes. Caso contrário, o posto é incrementado de dois.
Portanto, denotandōM como o posto da matriz de covariância cíclica estendidaRαn,sze [l], o posto
desta matriz deverá estar no intervaloM ≤ M̄ ≤ 2M . Pelo fato de a estratégia MUSIC estar
fundamentada na decomposição de subespaços da matriz de covariância dos dados, podemos concluir,
pelos argumentos acima, que a capacidade do métodoMmax pertence ao intervaloN − 1 ≤Mmax ≤
2(N − 1).
Vamos definir o vetor de direção estendido como
ā(θ, c) = Ā(θ)c , (5.11)
no qualc ∈ C2×1 é um vetor de ponderação desconhecido eĀ(θ) foi definida em (4.18). As estima-
tivas DOA são obtidas minimizando-se a função custo
J(θ, c) = āH(θ, c)UnU
H
n ā(θ, c) (5.12)
no espaço deθ ∈ R e c. Podemos concentrar esta função custo com respeito aθ se usarmos o valor
dec que minimiza esta função. Semelhantemente a (4.8), pode sermost ado que o vetor ótimoco é o
autovetor associado ao menor autovalor da matrizĀ(θ)UnUHn Ā(θ). Como demonstrado em (Chargé
et al., 2003), esta solução ótima reduz (5.12) para
J(θ) = aH(θ)Un1U
H
n1a(θ)− ‖aT (θ)Un2UHn1a(θ)‖ , (5.13)
na qualUn1 ∈ CN×(2N−M̄) eUn2 ∈ CN×(2N−M̄) são matrizes originárias da partiçãoUn = [UTn1 , UTn2]T ,
e o procedimento de busca torna-se uma conveniente busca unidime sional no espaço do parâmetro
θ. OsM mínimos de (5.13) são as estimativas DOA.
A estimativa da covariância cíclica estendida pode ser obtida usando-se o processo de média


























ou, alternativamente, com as estimativas individuais (5.5) e ( .6) e então arranjadas como em (5.10).
5.1.3 Cyclic Root-MUSIC NC
Este algoritmo foi criado através de uma adaptação da solução Root-MUSIC NC introduzida em
(Chargé et al., 2001b) (veja a Seção 4.1.2) para o modelo desnapshotestendido (5.9) usado pelo
Cyclic-MUSIC NC (Chargé et al., 2003). De fato, as diferenças estão no uso da matriz de covariância
cíclica (5.10) ao invés da matriz de covariância e na definição do vetor de direção estendido, agora
dado por (5.11), e nas implicações correspondentes.
Portanto, as estimativas são obtidas buscando-se os mínimos de (5.12), a qual pode ser escrita na
forma



















Da mesma forma que na soluçãoR ot-MUSIC NC, pode ser mostrado que o valor mínimo de
(5.16) é dado pelo menor autovalor da matrizM e, devido à forma quadrática da função custo, este
autovalor é sempre não-negativo. Quando a variávelθ iguala-se a um dos ângulos verdadeiros, o
menor autovalor deM iguala-se a zero. Como consequência, o determinante deM também é nulo.
Doravante, as estimativas DOA são obtidas através dos mesmos passos que aqueles da técnica de
extração de raízes de polinômio discutida na Seção 4.1.2 para oRoot-MUSIC NC. A capacidade do
Cyclic Root-MUSIC NC também é igual àquela doRoot-MUSIC NC, ou seja,Mmax = 2(N − 1).
5.2 Abordagem por correlação espectral
As técnicas apresentadas até agora são baseadas no modelo desnapshotde banda-estreita (3.14).
Contudo, sob a hipótese de sinais de banda-larga, o modelo MIMO (3.2) não se reduz a (3.14) mas é
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xm(t+ τnm) + nn(t) , (5.18)
na qualxm(t) = hnm(t) ∗ sm(t) eτnm é o atraso de propagação dependente deθm. Por exemplo, para
um arranjo do tipo ALU temosτnm = (n−1)d sin(θm)/c, na quald é o espaçamento entre elementos
e c é a velocidade da onda no meio. Considerando que o canal é planoem frequência e invariante no





hnmsm(t+ τnm) + nn(t) , (5.19)
na qualhnm, param = 1, . . . ,M e n = 1, . . . , N , são constantes complexas que representam os
coeficientes do canal equivalente em banda-base.
O método de Correlação Espectral (CE) estabelece sua base na propriedade do atraso de tempo
da transformada de Fourier. Sejax(t) um processo cicloestacionário com função de correlação cí-




j 2παnT , isto é, o atraso de tempo é transformado em deslocamento de fase no domínio espec-
tral. Desta forma, considerando que os sinais e interferents são mutuamente e ciclicamente descor-






j 2παnτnm n = 1, . . . , N , (5.20)
ou na forma matricial
rαn
z




na qualA(θ, αn) = [a(θ1, αn), . . . , a(θM , αn)] ∈ CN×M é a matriz dos vetores de direção “relativos”
a(θm, αn) , [1, e
j 2παnτnm , . . . , ej 2παn(n−1)τnm ]T ∈ CN×1 (5.22)
e rαn
s




Note a similaridade da expressão (5.21) com o modelo desnapshotde banda-estreita (3.14), na
qual as informações temporal e espacial estão inteiramentes paradas na componente de sinal. Para
tornar isto mais familiar, considere que a estimação derαn
z
(τ) seja feita com um número finito de
amostrasK. Com isso, inevitavelmente haverá um erro na estimação que pode ser modelado como
r̂αn
z
(τ) = A(θ, αn)r
αn
s
(τ) + e(τ) , (5.23)
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na quale(τ) ∈ CN×1 representa o erro de estimação que é modelado como um processo al atório
i.i.d. temporal e espacialmente. Estimando-se o vetorrαn
z
(τ) para um númeroQ de atrasos de tempo
uniformemente espaçadosτ = qTs, comq = 0, 1, . . . , Q− 1, podemos criar um conjunto de pseudo-
snapshots
Rαn
z,b = {r̂αnz (0), r̂αnz (Ts), . . . , r̂αnz ((Q− 1)Ts)} (5.24)
e usá-los nos algoritmos convencionais construídos para operar com sinais de banda-estreita, por
exemplo, nos algoritmos baseados em ajuste de subespaços anteriormente tratados.
Esta é uma estratégia muito interessante, pois é capaz de operar com sinais de banda-larga e de
banda-estreita igualmente. Note que as correlações-cruzadas cíclicas entre diferentes antenas não são
consideradas, implicando que somente processamento temporal é realizado com as amostras de cada
antena para obter os pseudo-snapshotŝrαn
z
(τ).
De certo modo, podemos interpretar a estratégia usada pelo método CE como um pré-processamento
temporal uma vez que este prepara os dados coletados, não importando a largura de banda dos sinais,
para serem aplicados a outro método de estimação existente.
Numa breve meditação acerca da abordagem CE, podemos imaginar uma técnica que leva em
consideração o conhecimento da função da correlação cíclica Rαnsm(τ) de cada fonte. Isto é possí-
vel toda vez que conhecemos o formato dos pulsospm(t) usados na transmissão. Por exemplo, a






(τ), para τ = 0, Ts, . . . , (Q− 1)Ts (5.25)
com respeito aθ ∈ RM×1. Isto pode ser realizado escrevendo-se na forma “batelada”
Rs,evec(A
T ) = vec(Rz,b) , (5.26)






(Ts), . . . , r
αn
s
((Q− 1)Ts)] . (5.27)
Como o resultado da multiplicaçãoN × Q é maior ou igual aN ×M , ou seja,Q ≥ M , o sistema
linear (5.26) é sempre sobredeterminado, levando a soluções únicas para vec(AT ) ∈ CNM×1. As
estimativas DOA são obtidas recuperando-se a matrizÂ(θ, αn) da solução obtida e desta extraindo-
se as estimativaŝθ.
Naturalmente, o cálculo do conjunto de pseudo-snapshotsdemanda uma carga computacional
relativamente alta na medida queQ aumenta. Este ponto é ainda mais crítico na generalização da
abordagem CE para estatísticas dek-ésima ordem introduzidas em (Shamsunder & Giannakis, 1994).
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Independentemente das abordagens tratadas até agora, outros algoritmos interessantes têm sido
criados para explorar a propriedade de cicloestacionariedade. Entre estes, destacamos os trabalhos
(Wylie & Roy, 1995; Xin et al., 1998; Y.-T. Lee & Lee, 2001; Z. Liu et al., 2005, 2006; Yan & Fan,
2005, 2007; Markhi et al., 2007; Inagaki et al., 2007; Reuven &Weiss, 2009).
Como um último comentário, do ponto de vista prático, os métodos baseados em cicloestaciona-
riedade parecem ser mais simples de serem implementados se cmparados com os métodos baseados
em estacionariedade, principalmente porque a sincronização de símbolo não é necessária. Não é ne-
cessária pois os métodos baseados em cicloestacionariedade us m como informação as funções de
autocorrelação dos sinais recebidos, para as quais deslocamentos no tempo dos sinais considerados
não alteram sua periodicidade.
5.3 Experimentos numéricos
Nesta seção apresentamos exemplos numéricos que foram criados com a intenção de mostrar as
vantagens e desvantagens de se explorar a propriedade ciclosta i nária dos sinais modulados em
estimação DOA. As simulações foram feitas nas seguintes condições: i) nas transmissões usamos o
alfabeto BPSK e filtro de transmissão com pulso meio-cosseno,para as fontes de interesse e inter-
ferentes; ii) o arranjo no receptor é do tipo ALU. A potência de transmissão das fontes de interesse
e interferentes é a mesma, mas as taxas de símbolo são diferentes. Ajustamos as taxas de trans-






0 são os períodos de símbolo das fontes de interesse
e dos interferentes, respectivamente. A taxa de sobreamostragem éL = 8 com respeito aT SDI0 , isto
é, Ts = T SDI0 /8. Assim, imagine que a taxa de transmissão das fontes de intersse é ajustada para
RSDI = 6 M symbols/s = 6 Mbps (megabits por segundo). Então a taxa de transmissão dosinterfe-
rentes éRINT = 5 M symbols/s = 5 Mbps e a frequência de amostragem éfs = 48 MHz.
A primeira coisa a ser feita é definir uma frequência de cicloαn adequada e, então, determinar
a diferença de tempoτ ótima na função de autocorrelação cíclica das fontes de interess . A escolha
do filtro de transmissão com pulso meio-cosseno foi feita pensando neste detalhe. Relembre que
a autocorrelação cíclica para um sinal PAM complexo modulado por este pulso já foi analisada na
Seção 2.2. A função de autocorrelação cíclica é mostrada na Figura 2.2. A partir desta função e
escolhendo-se a frequência de cicloαn = 2/T SDI0 , a diferença de tempo ótima (no sentido do valor
máximo da função) éτ = 0. Estes valores serão usados para calcular as matrizes de autocovariância
cíclicas dossnapshotscoletados.
As simulações mostradas nesta seção supõem que o número de fontes não é conhecidoa priori e
deve ser estimado antes de se aplicar as técnicas de estimação DOA. Como na Seção 4.6.1, a análise
diz respeito à resolução espacial e à capacidade.
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Figura 5.1: Espectro espacial enfatizando a capacidade de rejeição. Os verdadeiros ângulos das fontes
de interesse são marcados pelas linhas verticais tracejadas e os interferentes por linhas verticais
contínuas.
No primeiro cenário, demostramos a habilidade dos métodos cicloestacionários em suprimir in-
terferentes. Um receptor com cinco antenas é usado na simulação. A análise de desempenho é feita
através dos espectros espaciais dos algoritmos MUSIC,Cyclic MUSIC e Cyclic MUSIC NC, para
duas fontes de interesse incidindo a−10 e10 graus, e três interferentes incidindo a−30, 0 e45 graus,
sob uma condição de RSIR (relação sinal-interferente-ruído) de5 dB. O resultado é mostrado na Fi-
gura 5.1. Assim como nos exemplos do caso de modelo baseado emestacionariedade apresentados na
Seção 4.6, empregamos aqui o critério MDL em cada método paraestimar o número de fontes. Como
resultado, o conjunto MUSIC detectou quatro fontes pois o sube paço de sinal da matriz de covari-
ância convencionalRz = Rαn=0z (τ = 0) é composto pelas fontes e interferentes. Em contraste, os
métodos cíclicos detectaram somente duas fontes devido à característica de “filtragem” no cômputo
das matrizes de covariância cíclicas. Observe que, neste cenário, oCyclic MUSIC apresenta uma
resolução espacial similar àquela doCyclic MUSIC NC. O número desnapshotsusado éK = 1600,
correpondendo a200 símbolos (das fontes de interesse) e o tempo de amostragem deKTs = 33,33µs
(microsegundos). A posição das fontes deve permanecer inalterada durante este período.
Em um segundo exemplo adicionamos mais cinco fontes de interss com a mesma taxa de trans-
missão usada no cenário anterior. As novas fontes incidem a−45, −30, 25, 40 e 60 graus. O re-
sultado é mostrado na Figura 5.2. Novamente, o critério MDL usado no algoritmo MUSIC detectou
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Figura 5.2: Espectro espacial enfatizando a capacidade dosmét dos cíclicos. Os verdadeiros ângulos
de chegada das fontes de interesse são marcados pelas linhasverticais tracejadas e os interferentes
pelas linhas verticais contínuas.
quatro fontes em todos os ensaios executados, como esperado. O critério MDL para oCyclicMUSIC
também detectou quatro fontes. Esta limitação é exclusivamente devida ao número de sensores, con-
trastando com o MUSIC convencional, que, além de ser limitado pelo número de sensores, não tem
meios para descartar os interferentes. O algoritmoCyclic MUSIC NC foi capaz de detectar todas as









(τ). Portanto, oCyclic MUSIC NC alcança a capacidade máxima2(N − 1), como
discutido nas subseções precedentes. Note que o algoritmoCyclic MUSIC NC é capaz de resolver
todas as fontes de interesse.
Capítulo 6
Uma nova abordagem para estimação ML
DOA no caso estacionário
Neste capítulo introduzimos uma solução baseada no critério da máxima verossimilhança para o
problema de estimação DOA de sinais digitalmente moduladosde banda-estreita restrito ao modelo
estacionário desnapshot(3.21). A estratégia da solução consiste em transformar o problema de esti-
mação em um problema de decisão. A motivação desta transformação está na dificuldade de se obter
uma expressão em forma fechada para o estimador ML dos parâmetros d sconhecidos, a saber, os
ângulos de chegada dos sinais e seus respectivos deslocamentos d fase e amplitudes. Para realizar
esta transformação, exploramos a natureza discreta dos sinai transmitidos pelas fontes. Num pri-
meiro passo, utilizamos esta informação sobre o modelo de sinal para estimar o espaço do sinal nos
dados recebidos, especificamente, os centróides. Com estas estimativas em mãos, geramos soluções
candidatas para os parâmetros desconhecidos do modelo. Estes dois primeiros passos são fundamen-
tados nas idéias do métodoClust-DOA (Attux et al., 2007). Finalmente, submetemos esta famíli de
candidatas a um processo de decisão utilizando como critério o princípio da máxima verossimilhança.
O resultado da decisão é a estimativa do método proposto.
6.1 Método Proposto
Estamos interessados em estimar os parâmetros DOA (θ) a partir de um conjunto desnapshots
que obedecem ao modelo (3.21). A partir da análise deste modelo, notamos na definição (4.41) uma
estrutura parametrizada do espaço do sinal. Esta característi a especial será explorada para projetar a
técnica de estimação para os parâmetros DOA (θ) e os parâmetros indesejados (α,φ). Vamos começar
com a descrição dos centros como uma função dos parâmetros e dos símbolos recebidos. Esta relação
é a base da solução proposta.
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Antes de continuar, vamos definir alguns termos e quantidades. Iremos adotar o termocentropara
denotar um escalar complexo no espaço do sinal enquanto o term c ntróideé visto como um vetor
complexo no espaço do sinal seguindo a definição (4.40). Seguindo esta convenção, a expressão
CM = [ c1, c2, . . . , cP ] = [y0,y1, . . . ,yN−1 ]
T (6.1)
relaciona os centros aos centróides, em que os centróides são os vetorescp ∈ CN e os centros da
n-ésima antena são definidos pelos elementos do vetoryn ∈ CP .













jφmej 2πfcτn(θm)bm,p , (6.3)
parap = 1, . . . , P e bm,p ∈ A. Escrevendo na forma matricial, temos
BTxn = yn, n = 0, 1, . . . , N − 1 , (6.4)
em queB foi definida em (4.41) exn , [g1ej(2πfcτn(θ1)+φ1), . . . , gMej(2πfcτn(θM )+φM )]T ∈ CM×1 é o
vetor que carrega todos os parâmetros relacionados àn-ésima antena e os sinaiss(k). DenotamosAn
como o conjunto de centros dan-ésima antena. Assim,yn ∈ APn eAn = {y1|n, y2|n, . . . , yP |n}.
No métodoClust-DOA (Attux et al., 2007), as equações (6.2) e (6.3) são simplificadas pelas
hipóteses: i) a potência recebida é a mesma para todas as fonte , isto é,{gm}Mm=1 = g em que
g ∈ R não é necessariamente conhecida pelo receptor; ii) os deslocamentos de fase são iguais para
todas as fontes e conhecidos pelo receptor, isto é,{φm}Mm=1 = φ, em queφ ∈ R é conhecido.
Portanto, temos queΓ = g ejφI de forma que a matriz dos centróides se reduz aCM = g ejφAB e
xn = g e
jφ[ej2πfcτn(θ1), . . . , ej2πfcτn(θM )]T .
Neste caso, as fases dos centros na antena de referênciay0 são conhecidos e esta informação é
explorada para associar cada centroyp|n deyn ao respectivo vetorbp emB para construir o sistema
correto (6.4). Esta associação pode ser feita utilizando-se um critério de mínima distância entre os
centros ideais (elementos dey0) e os estimados (elementos deŷ0). É fato de (6.1) que as estimativas
dos centros de cada antena{yn}N−1n=0 estarão disponíveis se tivermos as estimativas dos centróides
{cp}Pp=1.
Assim, as estimativas DOA são obtidas resolvendo-se (6.4) em relação axn e extraindo-se os
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ângulos da solução obtidâxn com um mapeamento inverso que depende da geometria do arranjo.
Por exemplo, no caso de um arranjo linear uniforme com espaçamento entre elementos de meio
comprimento de onda, temos queτn(θm) = n2fc sen(θm) (Van Trees, 2001). Portanto,e
j(2πfcτn(θm)) =








em quearg[·] é o operador elemento-a-elemento que extrai a fase de uma quantidade complexa (es-
calar, vetor ou matriz) e mapeia-a no intervalo[−π, π].
Em contraste, para o modelo geral tratado nesta tese, os centros na antena de referência (n = 0)
não são conhecidos devido ao escalamento e à rotação causadapelos parâmetros indesejados{gm} e
{φm}, agora, desconhecidos. Portanto, não mais é possível relacionar cada centroyp|n à respectiva
transmissãobp como feito no métodoClust-DOA.
Felizmente, podemos distinguir os centros da antena de referência dos outros centros. Os centros
no vetory0 contêm apenas os parâmetros indesejados de deslocamento defase e amplitude, enquanto
os centros das outras antenasyn, paran = 1, 2, . . . , N − 1, contêm os parâmetros indesejados e mais
os parâmetros DOA. Assim, se pudermos de alguma forma determinar o arranjo correto dos sistemas
(6.4), então conseguiríamos separar a estimação dos deslocamentos de fase dos parâmetros DOA
resolvendo-se duas classes similares de sistemas. A primeira classe envolve a solução do sistema
(6.4) paran = 0, enquanto a segunda envolve a solução dos sistemas (6.4) paran = 1, 2, . . . , N − 1.
Uma situação na qual é possível determinar o arranjo corretodas equações é o caso supervisi-
onado. Embora este não seja o caso de interesse do nosso trabalho, vamos explicar os mecanis-
mos envolvidos na solução baseada em supervisão com o propósito de auxiliar a abordagem não-
supervisionada apresentada adiante nesta seção. Com o conhecimento da sequência dos símbolos
transmitidos, o arranjo correto do sistema (6.4) é direto uma vez que cada centro estimadoyp|n está,
sem ambiguidade, associado ao respectivo vetorbp. Com isto, as estimativas deg eφ são obtidas
com os mapeamentos simples








e não dependem da geometria do arranjo. Usando (6.5) a estimativa deθ é então obtida através do














param = 1, . . . ,M , no caso de um arranjo do tipo ALU. A solução para outros tiposde geometrias
é facilmente obtida e depende somente da função específicaτn(θm).
Note que a estimação deφ não entra em processo de média ao longo de todos os sensores. Arazão
está na impossibilidade de se distinguir a faseφm da frequência angularfcτn(θm) quando linearmente
combinadas no argumento de uma exponencial complexa sem conhecimentoa priori sobre uma delas.
Em uma breve análise desta solução, observamos que, dada a estim tiva do espaço do sinal
ĈM = Ŷ
T , o restante de procedimento é determinístico. Isto significa que o erro de estimação
emŶ determina a qualidade da estimativa DOA.
Consideração 1.Sejaŷn = yn + η uma estimativa de mínima variância não-polarizada (MVU,
do inglêsminimum variance unbiased) eyn, em queη representa o erro de estimação. Seη é um
processo assintoticamente gaussiano circular de média zero, então o estimador̂xn = (B∗BT )−1B∗ŷn
produz estimativas de máxima verossimilhança dexn.
A prova segue prontamente dos seguintes fatos: 1) o estimador de mínima variância é o estimador
de máxima verossimilhança para o modelo gaussiano linear (vja Kay, 1993, Capítulo 4)), ou seja,
ŷn é uma estimativa de máxima verossimilhança deyn; 2) comoŷn é uma estimativa ML deyn, a
propriedade da invariância garante quex̂n = f(ŷn) é uma estimativa ML dexn, na qualf(·) neste
caso é a transformação linear(BT )† = (B∗BT )−1B∗, onde(·)† denota o operador de pseudo-inversão.
Concluindo,̂xn é uma estimativa ML dexn pelo fato dêyn ser uma estimativa ML deyn.
Sob estas condições, o métodoClust-DOA forneceria estimativas ML dos ângulosθ extraídos de
x̂n, suportado pela propriedade da invariância da estimação ML.
Logicamente, a Consideração 1 só será válida se o estimador dos centróidesCM = YT for um
estimador MVU. Até onde sabemos, não há nenhum método na literatura que garanta este resultado.
Nota 1. De (6.4), é fácil verificar que dois sensores são (teoricamente) suficientes para estimar
os ângulos de qualquer númeroM de fontes discretas. Isto é verdade porque o sistema de equações
sempre será sobredeterminado, pois, na medida que o número de centrosP = LM é sempre maior
que o número de fontesM , o número de colunas na matrizB é sempre maior que o número de linhas.
Nota 2. O número mínimo desnapshotsKmin para estimar os centros é definido pela cardinali-
dade do espaço de sinalP = LM . Porém, com este valor não há processo de média na estimação e
não há garantias que todosLM centróides estão representados no conjunto de dados.
Agora estamos prontos para expor a idéia da nossa proposta para o c so em quegm e φm são
desconhecidos e não há supervisão. Mantendo em mente a solução prévia, podemos imaginar uma
estratégia para estimar todos os parâmetros em uma forma não-supervisionada. Como não é possí-
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vel arranjar efetivamente os centros estimados das antenasd cordo com os símbolos transmitidos,
podemos gerar soluções candidatas para todas as combinações possíveis dos elementos deyn no sis-
tema linear (6.4). Pelo fato de não termos nenhuma informação respeito do melhor arranjo, todas
as combinações são equiprováveis. Então, a melhor solução pode ser encontrada por um processo
de seleção que, de certa forma, assemelha-se com técnicas cons gradas de estimação como o método
de Kumaresan-Tufts (Kumaresan & Tufts, 1982) e MODEX (Gershman & Stoica, 1999) ou mesmo
algoritmos de computação natural (Castro, 2006; Castro & Timmis, 2002).
Neste sentido, a maximização da função de verossimilhança (4.43) é ótima como estratégia de
decisão. Portanto, o método de estimação engloba os seguintes procedimentos:
Passo 1.Estimar os centróides(CM = YT ).
Passo 2.Definir todas as combinações das linhas da matrixŶ = [ŷ0, ŷ1, . . . , ŷN−1], montar e resol-





n = 0, 1, . . . , N − 1
i = 1, 2, . . . , Nc
, (6.8)
o qual pode ser expresso na forma compacta
BTX(i) = Ŷ(i) , i = 1, . . . , Nc , (6.9)
em queNc = LM ! é o número de permutações possíveis deP = LM elementos, em que
(·)! denota a função fatorial. Como a matrizB é pré-definida e mantida igual para todasNc
disposições, e a solução do sistema linear correspondente éuma simples operação de pseudo-
inversão, precisamos calcular a matriz pseudo-inversa(BT )† , (B∗BT )−1B∗ somente uma
vez.
Passo 3.Usando as matrizes estimadasX̂(i) = (BT )†Ŷ(i) parai = 1, . . . , Nc, extrair as soluções
candidatas de amplitude, deslocamento de fase e parâmetrosDOA usando as equações (6.6),
(6.5) e (6.7), respectivamente. Armazenar cada conjuntoψ̂
(i)
(ψ foi definido em (4.39)) asso-
ciado àquele índicei. A variância do ruídoσ2n é estimada no Passo 1 calculando-se a média das
variâncias de todos osN × LM centros estimados.
Passo 4.Aplicar cada solução candidatâψ
(i)
na função de verossimilhança (4.43) e decidir pelo
índicei que a maximiza.
Um procedimento de clusterização pode ser usado para estimar os centróidescp do espaço de sinal
CM no Passo 1. Outros métodos cegos também podem ser empregados. Nos experimentos numéricos
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apresentados na Seção 6.2, adotamos uma poderosa técnica declusterização chamada ILS (do inglês
Iterated Local Search(Merz, 2003)). Outra técnica interessante é o bem conhecidoalgoritmok-
means (Duda et al., 2000). A estratégia de clusterização é adequ a para executar o Passo 1 porque,
do ponto de vista estatístico, a clusterização tem como objetivo realizar um processo de média no
espaço dos dados de entrada cujo resultado seja tão próximo quanto possível da esperança estatística
posta em (4.40). Uma descrição detalhada do método ILS usadonos nossos experimentos pode ser
encontrada em (Attux et al., 2007).
De certa forma conectado à nossa estratégia representada pelos Passos 1 a 4, em (Anand, Mathew,
& Reddy, 1995) Anandet al. propuseram uma estratégia baseada em clusterização para seção
cega de fontes do tipo BPSK, na qual a matriz de resposta do arranjo A(θ) é estimada. Este resultado
poderia ser usado para estimar os parâmetros DOA de maneira similar ao segundo passo do algoritmo
em (Leshem & Veen, 1999). No entanto, o método desenvolvido por Anandet al. destina-se a
receptores coerentes em fase. Este não é o caso do nosso trabalho e, desta forma, o método não é
aplicável aqui.
O montante de computação requerida para executar o algoritmo proposto depende pesadamente
do método empregado no Passo 1. Supondo que o algoritmo de clust rizaçãok-means seja esco-
lhido, o limite superior para a complexidade computacionalé O(KNL
M
) (Inaba, Katoh, & Imai,
1994). Outros algoritmos de clusterização irão geralmenteapr sentar uma complexidade computa-
cional mais alta. Com relação aos passos restantes: i) a geração (Passo 2) das soluções candidatas
X̂(i), parai = 1, . . . , Nc, tem complexidade computacionalO(NcMLM); ii) a extração (Passo 3) das
respectivas estimativas candidatasψ̂
(i)
requerO(NcMN); iii) a seleção no Passo 4 tem complexidade
computacionalO(NcNLMK).
Com relação à complexidade computacional, há uma importantepropriedade relacionada à na-
tureza do problema que deve ser salientada. Se o alfabeto de transmissão é tido como um conjunto
de símbolos simétricos de média zero (como nas modulações PSK, PAM ou QAM), existirá simetria
entre os centros dos clusters (conjuntos{An}N−1n=0 ) no espaço de entrada do receptor e, consequente-
mente, um significativo esforço computacional pode ser eliminado, como será discutido a seguir.
6.1.1 Redução da complexidade computacional
Para alfabetos de transmissão simétricos, haveráQ , LM/2 pares de centros simétricos (em
relação à origem) em cada conjuntoAn, paran = 0, . . . , N − 1. Estes conjuntos de centros são
estimados e usados no segundo passo do algoritmo, no qualNc sistemas geradores de candidatas
(6.9) são formados. Cada um dos sistemas lineares em (6.8) é sobredeterminado comLM −M graus
de liberdade, pois o posto da matrizB ∈ CM×LM é igual aM . Assim, a solução com respeito ax(i)n
pode ser calculada usando somenteM equações lineares independentes sem perda de generalidade.
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A escolha porM colunas linearmente independentes da matrizB para resolver os sistemas im-
plica que pares de centros simétricos não podem estar no ladodireito da igualdade, porque sime-
tria, neste caso, implica dependência linear. Concluindo, esf rço computacional pode ser diminuído
eliminando-se as combinações contendo centros estimados aproximadamente simétricos porque: i) o
número de sistemas geradores de candidatas reduz deLM ! para(LM !/((M !(LM −M)!))/2; e ii) a
dimensão do sistema reduz deLM paraM equações.
No Quadro 1 apresentamos o pseudocódigo de um algoritmo simple projetado para suprimir
disposições indesejadas.
Quadro 1 Algoritmo para redução da dimensão e número de candidatas.Nr = LM !/(M !(LM−M)!)
eNp = M !/(2!(M − 2)!). Comb(a, b) é uma função que gera todas as combinações deb elementos
do vetora e armazena-as nas colunas de uma matriz. Soma(a) é uma função que faz a somatória dos
elementos do vetora e abs(c) retorna a magnitude do número complexoc.
1: Escolha arbitrariamente qualquern ∈ {0, 1, . . . , N − 1}
2: C← Comb(ŷn,M) // C ∈ CM×Nr
3: q ← 0
4: Para i = 1 : Nr faça
5: Cp ← Comb(C(: , i), 2) // Cp ∈ C2×Np
6: Para j = 1 : Np faça
7: κ← abs(Soma(Cp(: , j)))
8: Seκ < ǫ então
9: sair do loop atual //ǫ é um limiar de tolerância
10: Fim Se
11: Sej = Np então
12: q ← q + 1
13: Ys(1 : M,n+ 1, q)← C(: , i)




18: Para l = 0 : N − 1 faça
19: Sel 6= n então
20: C← Comb(ŷl,M)
21: Param = 1 : q faça




O algoritmo retorna um tensorYs ∈ CM×N×Nr/2 (Nr é definido no Quadro 1), contendo as candi-
datas sobreviventes que substituirão as matrizesŶ(i) em (6.9). Mais precisamente, (6.9) é substituída
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por
BTr X
(i) = Y(i)s i = 1, . . . , Nr/2 (6.10)
na qualBr ∈ CM×M é uma matriz de posto completo composta porM colunas linearmente indepen-
dentes deB. Relacionando (6.10) ao algoritmo apresentado no Quadro 1, temosY(i)s = Ys(:, :, i),
onde: denota que todos os elementos da dimensão em questão são tomad s, tal queY(i)s ∈ CM×N .
Consequentemente, a complexidade computacional passa a ser: i) Passo 2 -O(NrM2); ii) Passo 3 -
O(NrMN); e iii) Passo 4 -O(NrNLMK).
6.1.2 Sensibilidade à calibração do arranjo
Se o arranjo está descalibrado, podemos modelar os desajust(imperfeições nos circuitos de RF,
geometria do arranjo etc.) como variáveis complexas, possivelmente diferentes para cada antena do
arranjo. Cada uma destas variáveis (agora parâmetros do modelo) é considerada estática (de valor
fixo) durante o tempo de amostragem correspondente ao bloco deK snapshots. Empacotando estes
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m ej 2πfcτn(θm)bm,p . (6.12)
As equações (6.11) e (6.12) são similares às originais (6.2)e (6.3). A principal diferença é que
os parâmetros de amplitude e deslocamento de fase dos sinaisrecebidos são diferentes para cada
antena. Diferentes ganhos (magnitudes) para cada antena são aceitáveis para a abordagem proposta,
mas diferentes fases não. A razão está na necessidade de se estimar primeiramente os parâmetros de
deslocamento de fase, usando a antena de referência, para adiante usá-los no cálculo dos parâmetros
DOA θ. Contudo,φ(0)m 6= φ(n)m paran 6= 0. Consequentemente, os parâmetros DOA não podem
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ser separados dos parâmetros de fase. Esta dificuldade pode ser superada somente se{φ(n)} para
n = 0, 1, . . . , N − 1 forem conhecidosa priori, ou arg(γn) = γ0 ,∀n.
Com relação ao ganho de cada antena, podemos estimá-lo de forma semelhante àquela mostrada
em (6.6) através das expressões
g(n) = abs[ˆ̄xn], n = 0, 1, . . . , N − 1 , (6.13)
na qualg(n) = [g(n)1 , g
(n)
2 , . . . , g
(n)
M ]
T ∈ RM .
Também há uma pequena mudança na função de verossimilhança (4.43) usada no processo de
decisão pela estimativa candidata mais provável deθ. Esta mudança ocorre na descrição da matriz





m , . . . , g
(N−1)
m ]T ∈ RN e, também na matrizΓ, que agora é dada porΓ = diag(ejφ1 , . . . , ejφM ).
Estas mudanças na função de verossimilhança podem ser inferidas das semelhanças entre o novo
modelo de dadosz[k] = EpĀΓb[k]+w[k], ondeĀ , [ā(θ1, ζ1), ā(θ2, ζ2), . . . , ā(θM , ζM)], e aquele
descrito em (3.21). Com estas mudanças, o procedimento de quatro passos introduzido anteriormente
permanece plenamente válido.
A presente abordagem pode também ser estendida ao caso no qual cada elemento do arranjo
apresenta um padrão de irradiação anisotrópico, ou seja, quando o ganho em magnitude depende do
ângulo de incidência. Em tal caso, cada sinal terá a amplitude determinada pela sua própria potência
na recepção e pelo ganho do elemento em questão, que é função da direção de incidência. Denotando
esta amplitude porυn(θ), de forma semelhante ao caso anterior, os centros de cada antena são escritos
exatamente na mesma forma que aqueles em (6.11) e (6.12). A diferença está exclusivamente na
descrição dos parâmetros de amplitude e deslocamento de fase de cada antena, que são agora dados
porg(n)m , g
(n)




m (θm) = arg(υn(θm)) + φm.
Novamente, a presença dos desajustes de fase não é permitidapela mesma razão do caso anterior.
A principal limitação que esta restrição impõe na prática é anecessidade dos elementos do arranjo
possuírem linhas de atraso e estágios de amplificação idênticos. Com relação aos diferentes parâme-
tros de amplitudeg(n)m , estes podem ser estimados usando-se (6.13). Isto é possível porque o processo
de estimação deg(n)m e θm gera soluções separadas.
De fato, a consideração de elementos anisotrópicos no arranjo não afeta a funcionalidade do
procedimento de estimação proposto, uma vez que o modelo doscentros é algebricamente idêntico
do ponto de vista da estimação.
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6.2 Experimentos numéricos
O desempenho do método proposto foi avaliado em três diferentes cenários para o esquema de
modulação BPSK (L = 2). Os cenários foram escolhidos com o propósito de avaliar o potencial
da proposta com respeito à resolução espacial, capacidade eacurácia das estimativas, comparando-a
com estimadores e limitantes relevantes.
6.2.1 Acurácia
No primeiro cenário, um arranjo com três antenas foi empregado p ra estimar os parâmetros DOA
de dois sinais independentes (N = 3,M = 2). O desempenho da técnica proposta, aqui denominada
DET-DS (do inglês,Direction Estimation Technique for Discrete Sources), é comparado com outros
cinco estimadores: ESPRIT (Roy, 1987), MODE (Stoica & Sharman, 1990), SBDOA (Wang et al.,
2006), Root-MUSIC NC (Chargé et al., 2001a) e COMET NC (Delmas, 2004). O desempenho é
avaliado com respeito à RSR e ao número desnapshots.
Considere primeiro que o número desnapshotsé fixo para analizarmos o comportamento em












O conjunto de dados é formado por100 × LM = 400 snapshots, indicando que aproximadamente
100 amostras por centro são consideradas. Os experimentos foram realizados com1000 ensaios
independentes e o valor adotado para o parâmetro de tolerância, relativo à eliminação dos centros
simétricos na redução da carga computational, foi deǫ = 0,2 (veja Quadro 1). A qualidade de
estimação do método não é afetada por este limiar se o intervalo considerado na escolha do seu valor
for adequado. Valores adequados são da ordem ou menores que odesvi padrão do ruídoσn porque
a densidade de dados recebidos no entorno dos centros é inversamente proporcional ao valor deste
parâmetro. Desta forma, uma heurística para a escolha destevalor éǫ ≤ κ
√
σ̂2n, comκ ∈ {1, 2, 3}.
A Figura 6.1 mostra o resultado da simulação para este cenário, o qual os sinais incidem com
ângulos de0 e+4 graus. Os valores dos parâmetros de deslocamento de fase e amplitude são ajusta-
dos paraφ = [π/10 ; π/10 + 0,01]T rad eg = [0,8 ; 1,2]T , respectivamente. Os erros de estimação
são dados em termos da raiz quadrada do erro quadrático médio(REQM) entre o verdadeiroθ1 e sua
respectiva estimativa. Da Figura 6.1, podemos observar queo método DET-DS atinge uma REQM
consideravelmente menor para todos os valores de RSR quando comparado com os métodos basea-
dos no modelo gaussiano circular (ESPRIT e MODE), que têm desempenhos similares. Note que
estes métodos são limitados assintoticamente pelo CRB para fontes gaussianas circulares (denotado
6.2 Experimentos numéricos 81
por CRB CG), como esperado. Podemos também observar que o DET-DStem uma variância menor
que aquela dos métodos baseados em estatísticas de segunda-ordem para fontes não-circulares (root-
MUSIC NC e COMET NC) e que o CRB para fontes gaussianas não-circulares (Delmas & Abeida,
2004) (denotado por CRB NCG). Para uma REQM de0,01 rad, o ganho com relação aos estimadores
baseados no modelo gaussiano circular é de aproximadamente17 dB de RSR, e em relação aos esti-
madores baseados em segunda-ordem para fontes não-circulares, o ganho chega a aproximadamente
8 dB de RSR.



































Figura 6.1: REQM para sinais BPSK incidindo com ângulos de0 e 4 graus. ∆φ = 0,01 rad e
g = [0,8 ; 1,2]T .
Apesar do bom resultado, o estimador DET-DS não atingiu o limitante de Cramér-Rao para fontes
BPSK (CRB BPSK). Isto significa que a estimação dos centróides (CM = ỸT ) executada pelo
algoritmo de clusterização não alcançou a mínima variância, como aquela que seria obtida com o
respectivo estimador ML.
O padrão de comportamento do método SBDOA é o mesmo daquele descrito na análise da simu-
lação numérica apresentada na Seção 4.6 referente à Figura 4.4.
A Figura 6.2 mostra o comportamento dos métodos anteriores pa a o mesmo cenário da Figura 6.1,
mas com a RSR fixa em10 dB e o número desnapshotsvariando de10 a milhares desnapshots. Os
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comportamentos assintóticos para todos os métodos são muitsimilares àqueles observados na Fi-
gura 6.1. Um fato impressionante é que o erro de estimação obtido pelo DET-DS permanece próximo
ao CRB BPSK mesmo para poucossnapshots. Em uma comparação entre os métodos, tome como
exemplo uma REQM de0,08 rad. Enquanto o DET-DS requer aproximadamente20 snapshotspara
alcançar esta REQM, os métodos de segunda-ordem baseados em não-circularidade requerem apro-


































Figura 6.2: REQM para sinais BPSK incidindo com ângulos de0 e 4 graus. ∆φ = 0,01 rad e
g = [0,8 ; 1,2]T .
6.2.2 Resolução
No segundo cenário, avaliamos a resolução dos estimadores va iando a separação angular de
duas fontes e analisando o comportamento da respectiva REQM(θ1). Uma das fontes é mantida em
θ1 = 0 rad e a outra emθ2 = ∆θ rad. A vantagem desta forma de análise, especialmente com
esta configuração dos ângulos, é que ambos limite físico paraa separação das fontes e limite de
resolução estatística (SRL) podem ser explorados na sua plenitud para definir quando os resultados
dos estimadores são significativos e confiáveis. Este ponto de vista geralmente não é evidenciado na
análise assintótica (RSR e número de amostras).
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O limite físico do arranjo, representando a máxima separação ngular entre as fontes, é dado por
∆θmax = π rad. O SRL é dado pela igualdade em (4.47), ou seja,∆θmin = (Kre)−1/2. Desta
forma, a separação das fontes∆θ deve estar dentro do intervalo entre estes dois limites paraas
estimativas seremsignificativase confiáveis. Significativas porque não podemos ter fisicamente uma
fonte localizada fora do espaço do parâmetro angular. Confiável porque somente para∆θ ≥ ∆θmin
há a possibilidade de resolução.
É importante repetir que o CRB é um limitante local e, como tal, não leva em consideração os erros
grosseiros que ocorrem para RSRs baixas, onde a ambiguidade é pronunciada. Consequentemente, a
SRL é um limitante local, válido somente para RSRs altas.
Na Figura 6.3, mostramos os resultados da simulação para um cenário em que o arranjo possui
três antenas, no qual uma RSR de20 dB foi considerada na avaliação da REQM das estimativas deθ1
em relação à separação angular entre as fontes. Os mesmos valores dos parâmetros de deslocamento
de fase e amplitude, bem como o número desnapshotsdo primeiro cenário, são usados aqui. Os
resultados são mostrados em termos do limite de resolução deF urier2π/N (CRF, Célula de Reso-
lução de Fourier), o qual é comumente usado na literatura1 como base de comparação para os limites
de resolução de métodos de alta-resolução.
Na Figura 6.3, a região R1 corresponde a∆θ > π indicando que uma das fontes está localizada
fora do espaço dos parâmetros DOA e, portanto, a região éimpossível. Nesta região, o desempenho
dos estimadores não tem significado físico, apenas matemático. A região R2 é a região que nenhum
estimador não-polarizado pode alcançar (em um cenário de sinais BPSK), porque esta é delimitada
pelo CRB para sinais BPSK. Na região R3, não há resolução entre as fonte porque a separação entre
elas é menor que o SRL. Na região R4, os estimadores são capazes de resolver as duas fontes, a
respectiva separação é permitida e a variância do erro de estimação é atingível.
Analisando o desempenho dos estimadores na região R4, observamos que aqueles baseados no
modelo gaussiano circular e os baseados em segunda-ordem para sinais não-circulares são afetados
pela separação entre as fontes, enquanto o estimador DET-DSapresenta aproximadamente a mesma
variância no erro de estimação ao longo de todo espaço permitido. Note que o comportamento do
DET-DS é aproximadamente o mesmo que aquele do CRB BPSK, o qual é independente de∆θ, uma
vez que oi-ésimo elemento na diagonal principal da matriz de covariância CRBHSNRBPSK(θ) depende
somente do respectivo parâmetroθi. A dependência da separação angular∆θ para o CRB CG e o
CRB NCG são bem conhecidas (veja (Delmas & Abeida, 2004) para mais detalhes).
Um comportamento similar ocorre com respeito à separação∆φ nos valores dos parâmetros de
deslocamento de fase. Isto significa que, enquanto os estimadores baseados no modelo gaussiano cir-
cular e os baseados em segunda-ordem para sinais não-circulares são afetados pela separação de fase
1Dentre as referências mais relevantes destacamos (Smith, 2005) e (H. B. Lee, 1992).


















































Figura 6.3: REQM da estimativa deθ1 versusseparação angular para20 dB em termos da Célula de
Resolução de Fourier (CRF)2π/N rad.
∆φ, o estimador DET-DS bem como o CRB BPSK não são. Como ilustração deste fato, mostramos
na Figura 6.4 a razãor1(θ1) , REQM
DET-DS
θ1
/REQMroot-MUSIC NCθ1 como função da separação entre as
fontes para três valores da separação de deslocamento de fase ∆φ. Como podemos observar, a dife-
rença de desempenho dos estimadores diminui à medida que a separ ção de fase aumenta. Também,
à medida que a separação entre as fontes aumenta, os desempenhos tendem a ser aproximadamente
os mesmos.
6.2.3 Capacidade
No último cenário, um arranjo com duas antenas é usado para estimar os parâmetros DOA de
quatro fontes BPSK, uma situação que não poderia ser gerenciada por nenhum dos outros estimado-
res não-supervisionados mencionados. Os estimadores baseados no modelo gaussiano circular são
capazes de detectar atéMmax = N − 1 fontes devido às restrições intrínsicas ao modelo de sinal.
Os estimadores baseados em estatísticas de segunda-order para sinais não-circulares são capazes de
detectar atéMmax = 2(N − 1) fontes, uma vez que o modelo é estendido para levar em considera-


























Figura 6.4:r1(θ1 = 0) = REQM
DET-DS
θ1
/REQMroot-MUSIC NCθ1 versusseparação das fontes em termos da
CRF para uma RSR de20 dB.
ção a informação da covariância complementar. O estimador proposto, especialmente confeccionado
para tratar de sinais discretos, é teoricamente capaz de operar com um número ilimitado de fontes,
caso houver um número suficiente desnapshotspara estimar todos os centróides do espaço de sinal.
Além disso, este estimador é capaz de lidar, aparentemente sem penalidades, com cenários de fontes
arbitrariamente próximas em ângulo, incluindo o caso em queestas compartilham a mesma posição
angular. Esta última situação não é permitida para os estimadores baseados no modelo gaussiano
circular e os baseados em segunda-order para fontes não-circulares.
Na Figura 6.5 apresentamos um histograma das estimativas obtidas pelo DET-DS em3000 ensaios
para um cenário com quatro sinais BPSK incidindo com ângulos de0, 4, 8 e12 graus em relação à nor-
mal ao arranjo, com valores para os parâmetros de deslocamento de fase deφ = [0 ; 0,1 ; 0,2 ; 0,3]T
rad, parâmetros de amplitudeg = [0,7 ; 0,8 ; 1,0 ; 1,2]T , RSR igual a10 dB eK = 200LM = 3200
snapshots.
Como última análise, para ilustrar como o número de sensores afeta a qualidade do processo de
estimação dos centróides, e, portanto, a variância das estimativas DOA, apresentamos na Tabela 6.1
um resumo do REQM, em radianos, das estimativas DET-DS para diferentes números de antenas.
Foram realizados1000 ensaios, em um cenário com três fontes BPSK incidindo em0, 10 e 20 graus
com φ = [0 ; 0,1 ; 0,2]T rad, g = [0,8 ; 1,0 ; 1,2]T , RSR igual a0 dB eK = 300LM = 2400
snapshots. Como podemos observar, o valor da REQM (média entre todos os ângulos) diminui à
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Figura 6.5: Histograma das estimativas do DET-DS para4 fontes BPSK sob RSR= 10 dB usando
um arranjo com2 antenas para um total de3000 ensaios independentes.
medida que o número de antenas aumenta. A explicação para estdependência está no fato de o
problema de clusterização ser mais simples de ser resolvidoem espaços de maior dimensão.
# Antenas 2 3 4 5
REQM (rad) 1,878 0,553 0,368 0,293
Tabela 6.1: Análise da qualidade de estimação dos centróides como função do número de antenas.
Apesar de termos apresentado análises numéricas apenas para o caso de modulação BPSK, testa-
mos e validamos o método proposto DET-DS para outros esquemas de modulação, a saber, 4-QAM,
QPSK, 8-PSK, 8-PAM e 16-QAM.
Capítulo 7
Conclusões e Perspectivas
Nesta tese, tratamos do problema de estimação de direção de chegada de sinais digitalmente
modulados, especificamente encontrado no enlace reverso desistemas de comunicação sem fio mul-
tiusuário em que a estação rádio-base é composta por um arranjo de antenas, posicionadas de acordo
com alguma geometria pré-definida.
Iniciamos a apresentação da tese com um levantamento das pesquisas publicadas nas últimas duas
décadas sobre o tema. Deste levantamento constatamos que osmétodos de estimação desenvolvidos
foram baseados em dois modelos de dados principais: a) modelo estacionário desnapshot; e b)
modelo cicloestacionário desnapshot. Fizemos então um estudo minucioso destes modelos, e escla-
recemos detalhes a respeito das condições de enlace e do sistema receptor necessárias para suportar
sua validade. Partindo do modelo de canal MIMO geral, chegamos ao modelo de sinal de tempo-
contínuo em banda-base no receptor com arranjo (coerente) de antenas. Nesta derivação, verificamos
que existe a necessidade dos sinais serem de banda-estreitaem relação à frequência da portadora,
que a largura de banda dos sinais seja menor ou igual que a largura de banda do canal, que esta seja
menor que a banda de coerência do canal, e que no modelo de canal sej levado em consideração
apenas a propagação em linha de visada. Quanto ao receptor (parte analógica), este deve usar um
único oscilador para fazer a conversão banda-passante paraband -base (BP-BB) e linhas de atraso
adequadas para sincronizar todos os elementos do arranjo conjuntamente.
Deste modelo de sinal em tempo-contínuo originam-se os doismodelos de tempo-discreto citados
acima. O modelo estacionário desnapshotsurge da aplicação do filtro casado matricial (FCM) com
amostragem à taxa de símbolo. Demonstramos que as condiçõesnecessárias para a aplicação correta
do FCM são: i) a forma de onda dos pulsos moduladores em todos ostransmissores (usuários) deve
ser a mesma; ii) a taxa de símbolo deve ser a mesma para todos ostransmissores; e iii) sincronização
do tempo de símbolo. O modelo cicloestacionário desnapshotsurge da amostragem do sinal em
banda-base a uma taxa com valor múltiplo inteiro da taxa de símbolo. Demonstramos que sob esta
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condição a sequência de tempo-discreto resultante da amostr gem é cicloestacionária com período
igual à razão de sobreamostragem. O modelo cicloestacionário não exige sincronização do tempo de
símbolo e as formas de onda dos pulsos moduladores de cada usuário podem ser diferentes.
Na sequência, descrevemos algumas das técnicas mais relevant s p ra estimação DOA baseadas
nestes modelos desnapshot. No caso estacionário, estudamos as abordagens: i) ajuste de ubespa-
ços; ii) ajuste de covariâncias; iii)beamformingcom subarranjos; e iv) máxima verossimilhança. No
caso cicloestacionário, estudamos as abordagens: i) ajuste de subespaços; e ii) correlação espectral.
Vimos que cada uma destas técnicas incorpora na sua solução alguma informação que especifica o
tipo de sinal presente nos dados. Entre estas especificaçõessão destaque: a) não-circularidade; b)
cicloestacionariedade; c) não-circularidade em conjuntocom cicloestacionariedade; d) distribuição
estatística dos dados; e e) sinal piloto (supervisão). Analisando os dois grandes casos pelas suas van-
tagens e desvantagens, pudemos concluir que: 1) em cenáriosem que há presença de interferentes, os
métodos cicloestacionários são adequados, pois têm a habilidade de filtrar/selecionar apenas aqueles
cuja taxa de símbolo é de interesse. A desvantagem, neste caso, é necessidade do canal ser de
variação muito lenta, pois a convergência das estimativas dos métodos cicloestacionários exige um
número elevado de amostras no tempo; 2) os métodos estacionários exigem que a taxa de símbolo
seja a mesma para todos os usuários mas, em compensação, podem operar com um número bastante
pequeno de amostras, o que implica em menor complexidade computacional além de serem menos
afetados pela variação do canal ao longo do tempo.
Por fim, um novo método de estimação DOA foi desenvolvido paraoperar no caso de modelo
estacionário de dados. A ideia central do método é explorar an tureza discreta com cardinalidade
finita da componente de sinal recebida, para transformar o problema de estimação em um problema
de decisão com estimativas candidatas. A solução proposta éfundamentada no critério da máxima
verossimilhança, e as análises de desempenho feitas através de simulações numéricas mostram que o
estimador fornece resultados com qualidade próxima ao limite definido pelo limitante de Cramér-Rao.
Algumas características importantes do método são: i) capacidade de operar com qualquer número de
fontes se o número de antenas for maior ou igual a dois e o número desnapshotsfor suficientemente
maior que a cardinalidade do espaço de sinal; ii) a qualidadeestimação não é afetada pela separação
angular entre as fontes; e iii) possibilidade de operar com arranjos descalibrados.
Prevendo a continuidade do trabalho apresentado nesta tese, consideramos a possibilidade de
rastreamento dos usuários num cenário não-estacionário. Especificamente, pretendemos estender o
modelo estacionário desnapshot(3.21) para o caso de canais de propagação com múltiplos percursos
(sem a necessidade de linha de visada) e que apresentam desvanecimento rápido (do inglês,fast
fading).
Tomando-se os devidos cuidados na derivação, de forma semelhant ao apresentado na Seção 3.1,
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Hl[k]b[k − l] + n[k] , (7.1)
ondeP ∈ Z indica o número de múltiplos percursos considerado no modelo,b[k] = [b1[k], . . . , bM [k]]T
∈ CM×1 é o vetor de símbolos dasM fontes,Hl[k] é a matriz de coeficientes da resposta ao impulso
do canal MIMO referente ao caminho de índicel no instantetk, que pode ser descrita pela expressão
Hl[k] = A(θl[k])Gl[k] , (7.2)
em queGl[k] = diag(g1,l[k], . . . , gM,l[k]) ∈ CM×M é a matriz que contém os coeficientes (gm,l[k])
da resposta ao impulso do canal referente aol-ésimo caminho de cada uma dasM fontes eA(θl[k])
é a matriz de resposta do arranjo cujas colunas são os vetoresde direçãoa (θm,l[k]) ∈ CN×1 para
m = 1, . . . ,M .
Neste modelo, a não-estacionariedade do canal está ligada àv ri ção no tempo de duas variáveis:
i) os ângulos de incidênciaθm,l[k] das fontes em cada caminho de propagação; e ii) coeficientes
gm,l[k] da resposta ao impulso do canal para os respectivos caminhosde propagação. A dinâmica das
variáveis angulares está relacionada ao deslocamento geográfic do usuário (transmissor) relativo ao
arranjo receptor e acreditamos que esta possa ser considerada l nta se comparada com a dinâmica
da magnitude dos coeficientes relativos aos percursos do canal. Estes últimos podem ser descritos
pelos bem conhecidos modelos de canal Rice e Rayleigh (vide (Rappaport, 2002; Tse & Viswanath,
2005)). Vale aqui relembrar que o canal Rice considera no modelo um caminho em linha de visada
de magnitude conhecida e superior a dos outros caminhos, os quais são considerados independentes.
Já no modelo Rayleigh, não há a previsão de caminho em linha de visada, sendo que a magnitude de
todos os coeficientes do canal são considerados variáveis aleatórias independentes.
A partir destes modelos, o problema de estimação DOA se fundecom o problema de estimação de
canal MIMO variante no tempo e, consequentemente, técnicasde processamento adaptativo devem
ser empregadas.
Como mostrado por Loiola em (M. B. Loiola, 2009), o rastreamento de canal usando abordagens
baseadas em descrição por espaço de estados tem se mostrado bastante adequado para ambientes
não-estacionários. Especificamente, Loiola estudou o uso do filtro de Kalman para rastreamento e
equalização conjuntos de canais MIMO com desvanecimento rápido. Como o modelo (7.1) que pre-
tendemos utilizar é bastante similar ao modelo tratado em (M. B. Loiola, 2009), as essências das
soluções encontradas neste estudo podem ser adaptadas parao nosso caso (receptor com arranjo co-
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erente). De fato, estudos preliminares mostram que a solução baseada no filtro de Kalman estendido
obtida em (M. Loiola & Lopes, 2008), que é parte do estudo apresentado em (M. B. Loiola, 2009),
pode ser utilizada, após algumas modificações na matriz de transição de estados que descreve a dinâ-
mica do canal, para rastreamento dos usuários e decisão das sequências de símbolos.
Os trabalhos futuros partindo da presente tese devem seguirnesta direção, sendo esta proposta de
adaptação do trabalho (M. Loiola & Lopes, 2008) para o modelo(7.1) o ponto inicial. Num segundo
passo, pretendemos estudar a utilização de algumas especificações do modelo 3GPPSpatial Channel
Model(SCM) dentro do modelo (7.1). O modelo 3GPP-SCM é descrito em (3GPP-SCM, 2003) e foi
desenvolvido para o caso em que tanto o receptor como o transmissor são compostos por arranjo de
antenas. Este não é o caso tratado nesta tese nem no modelo (7.1), nde os usuários possuem apenas
uma antena transmissora. Daí a necessidade de adaptação dasespecificações do modelo 3GPP-SCM.
Por fim, acreditamos que os estudos e discussões apresentados ao longo desta tese possam servir
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