Background: Fast and accurate mapping and localization of the retinal vasculature is critical
| INTRODUCTION
A challenging area of surgery is intraocular microsurgery because high precision is required to work with the tiny and fragile retinal tissues, and this is made more difficult by physiological tremor decreasing surgical performance at such small scales. 1, 2 For example, surgeons must be able to accurately place laser burns within fractions of a millimetre but not accidentally burn retinal vessels 3 and peel retinal membranes under 10 μm thick. 4 Advances in retinal vessel cannulation require the microsurgeon to inject anticoagulants into vessels less than 100 μm in diameter. 5 Micromanipulation aids often depend on robotics and computerassisted surgery, and various approaches have been built. [6] [7] [8] Our lab has developed Micron, a fully handheld micromanipulator paired with vision-based control to help surgeons performing retinal surgery. 9 Robotic control for microsurgery has advanced from scaling motion, limiting velocity and regulating force to more sophisticated control methods made possible by understanding the tool position relative to the retinal structures in real time. By merging camera imagery of the surgical scene with semi-automatic micromanipulation, vision-based control assists procedures and prevents mistakes. 10 For instance, if placement of a laser burn during retinal laser photocoagulation is imprecise or errant, as in inadvertent retinal vasculature or macular photocoagulation, then excessive retinal ischemia or direct laser-induced retinal damage may impair visual function. 11 During retinal vessel cannulation, robot aid can help guide the cannula to enable a surgeon to more easily inject drugs into a vessel only 100-200 μm across. 12 Although many algorithms increase the effectiveness of robotic aid for retinal surgery, this paper focuses on localization and mapping of retinal vessels. We roughly categorize the related work into vessel detection, retinal registration, and the more general robotic approach of simultaneous localization and mapping (SLAM). Highlights of each are provided in Table 1 . Most methods are slow and high-performance, which limits their usefulness for applications in real-time microsurgery.
Becker and Riviere introduced a formulation of simultaneous localization and mapping for retinal vasculature that ran in real time using fast vessel detection and smoothing of noisy observations over time while building and localizing to a map. 25 We extend this work 
| Vessel detection
Given a single image of the retina, vessel detection extracts information such as location, width and orientation of the visible vasculature. Per-pixel approaches classify each location in the image as vessel or non-vessel, 18 identifying vasculature using popular approaches such as matched filters 13, 15 or Gabor filters. 21, 24 Focusing on high performance using static, high-resolution fundus images at low magnification, many of these approaches' runtimes exceed one second, which is too slow for incorporation into a high-speed robotic feedback loop. Some approaches decrease runtime requirements via faster algorithms 16, 18 or hardware optimizations. 26 Can et al. 15 is interesting in that it balances speed against performance by finding sparse sets of points on vessels and then tracing each vessel with a set of matched filters, dynamically estimating the direction and size of the vessel at each step. The entire vasculature is then obtained without having to touch pixels in large expanses of the retina where there are no vessels. While very fast, the results of 15 are usually less complete and accurate than competing methods mentioned.
| Retinal image registration
Retinal image registration takes in a set of images of the same retina and registers them by calculating the relative motion. these algorithms only perform localization and do not build a map of the vasculature, which is critical for robotic aid that depends on using the vasculature structure to improve micromanipulation. 30 in Table 1 because it is not originally designed for retinal application, but instead review more traditional SLAM applications in the next section. While EyeSLAM may not have as high accuracy as some algorithms listed in Table 1 , it is unique because it operates in real time and provides both vasculature maps and retinal registration, making it suitable for tight control loops in robotic surgical assistance.
| Simultaneous localization and mapping
A related problem in robotics is that of simultaneous localization and mapping, where a robot with noisy sensors traverses the world and wants to both incrementally build a global map of everything it has seen and determine its own location in that map. 30 SLAM attempts to take the joint probability over all the observations and optimize both the global map and robot location at the same time. Original attempts performed poorly at scale and could not disambiguate between landmarks with similar features. Modern particle filter methods improved both speed and robustness, yielding methods such as FastSLAM, which can represent maps as 2D images of dense probabilities of each point in space being occupied. 31 The problem of creating a global map of all the retinal vessels and localizing the current vessels seen in the image to the map is similar to that of SLAM. The most significant differences are that most SLAM methods assume space-carving sensors such as laser range-finders instead of overhead cameras and depend on a reasonably good model of the robot motion, which is lacking in retinal localization. As a result, most SLAM algorithms are not immediately suitable for solving the problem of mapping and localizing retinal vessels. However, EyeSLAM uses and extends the core ideas of both SLAM and other retinal algorithms to achieve mapping of vasculature and real-time localization, all operating in a surgical environment to provide manipulation aid via a robotic platform.
| MATERIALS AND METHODS
Our goal was to develop an approach that maps and localizes vasculature in the eye by fusing temporal observations from approaches to the detection of retinal vessels in a probabilistic framework similar to existing SLAM algorithms. Currently, there is not a good solution to this problem that works within the constraints of intraocular surgery. SLAM algorithms 'out of the box' do not work with the harsh intraocular environment. Previous work in registration fuses temporal information well to build a mosaic of the entire retina but does not focus on extracting the vasculature, 17, 20 while fast vessel detection algorithms are of low quality and do not cope well with occlusions or changes in temporal viewpoint. 15 An important constraint is that the algorithm must run in real time to be suitable for integration into a robotic aid system. We introduce a new approach named EyeSLAM, an extension of a previous approach 25 that merges concepts introduced by 15, [30] [31] [32] to rapidly detect vessels, build a probabilistic map over time, and localize using scan matching in an intraocular environment. It is robust to harsh lighting conditions and transient occlusions.
Source code is available at https://github.com/briancbecker/eyeslam.
| 2D vs. 3D models of the retina
When considering a model of a retina, a 3D sphere seems the most suitable representation for building a map of the inside of the eye. However, a full 3D representation is problematic because 3D estimation in the eye is challenging. Microscope calibration can be difficult 33 and modelling the lens of the eye to achieve intraocular localization is an area of active research, 34 especially in conjunction with the nonlinear vitrectomy lenses often used during intraocular surgery. Further complicating matters is the deformation caused by the tool inserted through the sclera (or white of the eye). In practice, most approaches to retinal mapping choose a simpler 2D representation, assuming a roughly planar structure for the retina with an X translation, a Y translation and an in-plane rotation. Scaling can be added, but often has local minima that cause poor tracking, 27 so we use the 2D representation with three degrees of freedom (3-DOF) without scaling. We have found that the planar assumption has sufficient power to compactly represent the retina, which is especially true at high magnification where only a small part of the retina is seen and can be treated as a plane. However, to compensate for small shifts in vessel locations caused by 3D rotation, we do add a dynamic aspect to the map.
| Definition of the problem
The algorithm takes in a series of images of the retina from a temporally consistent video with no underlying assumptions about camera or eye motion except that it is roughly planar and there is no change in magnification. At each time t, EyeSLAM takes an input image I t and produces two outputs: (1) a dynamically expanding 2D grayscale image representing the global occupancy map O t of all the vasculature seen so far, with each pixel value encoding the probability of a vessel at that location, and (2) the location L t of the camera's viewpoint into that map, which is the result of the registration of the current image to the global map and changes as either the camera or eyeball moves. Three degrees of freedom (X translation, Y translation, planar θ rotation) represent the possible camera registration to the map, and our experiments show that it approximates eyeball motion well, even for low magnification.
| Feature extraction via vessel detection
Sparse keypoints or vessel landmarks (crossovers or bifurcations) are difficult to track during intraocular surgery because of a lack of texture at high magnification and harsh illumination. We instead focus on semi-sparse points extracted along vessels with the idea that instead of trying to match points based on local texture, we can match the overall visible structure of vessels frame to frame. EyeSLAM uses the low-quality but very fast algorithm of Can et al. 15 to extract approximate vessel locations that enable frame-to-frame matching (see Figure 1B) . To reduce false positives and improve quality, points detected as vessels are first filtered. Locations that are too dark, too bright, insufficiently red or in the microscope fringing region are rejected, which improves performance in the presence of glare, low contrast or distortion. These detections form the set of 2D points that we want to match, denoted as the current observation Z t . In addition to better filtering, we have improved 25 by allowing the orientation of the vessel to change more quickly and then smoothing the vessels after tracing to provide higher quality vessel detections. False-positive vessels are occasionally produced but do not usually gain enough evidence in the map to appear as high-probability vessels.
| Mapping via occupancy grids
EyeSLAM incorporates all observations over time by calculating the probabilistic occupancy map O t as a 2D grayscale image where each location is represented by the logarithmic probability of a vessel occupying the pixel (see Figure 1C) . With each new image and associated observation points for detected vessels Z t , the map is updated using the estimated location L t of the camera's viewpoint The final map is now generated using all the vessel points with a high probability value in the occupancy grid map.
It is possible to calculate the centerlines if necessary for robotic control, but it is no longer integral to the internal workings of the algorithm, which is faster than. 25 
| Localization via scan matching
To localize eyeball motion (which is mathematically equivalent to localizing camera motion), a 3-DOF model of planar motion is chosen.
The problem of localization is then to estimate the 2D translation and rotation of the camera C t between the current observations Z t and the occupancy grid map O t . The original formulation 25 used the ICP algorithm for registration between a skeletonized version of the occupancy map and the current vessel observations, similar to. 35 While this worked well for smooth motions, it was slow and had a tendency to fail with large, jerky motions, which caused divergence and would reset the tracker.
The biggest improvement compared to 25 is the replacing of ICP with the fast correlative scan-matching method proposed by Olson et al.. 30 It is used to scan the whole 3D search window of solutions W l , parametrized by x l , y l and θ l to find the best match B t between the map M t and the current observations P t transformed to the map with W l −1 . The solution associated with the best match is considered to be the best solution for camera registration L t . The challenge is to minimize the processing time while maximizing the quality and the robustness of the solution.
A brute-force method that scans every solution is too slow. As detailed in, 30 we adopt a multi-resolution approach consisting of scanning the 3-DOF search window (two translations and a rotation) with two different map resolutions ( Figure 3) . A first scan quickly identifies the approximate best solution in the low-resolution map.
Afterwards, a second scan on the high-resolution map initialized around the low-resolution transformation more precisely finds the best approximation of L t . At a quarter of the map size, we see about a 16× speed-up.
Incomplete vessel detections at each frame can be noisy, so the final scan-matching estimation of the localization is smoothed using a constant-velocity Kalman filter, yielding the localization of the camera L t . At most 500 vessel points are selected for scan matching (at random) to improve runtime. If too few observations are found, they are discarded and the current localization is kept. Once scan matching completes, the occupancy map is then updated with the newly registered vessel points Z t to close the feedback loop on the algorithm. Figure 4 shows the output of the proposed algorithm on a human retina during surgery in vivo.
| RESULTS
We have evaluated EyeSLAM both quantitatively and qualitatively on a variety of videos of paper slides, porcine retina ex vivo and human procedures in vivo. Notice that the accumulated evidence of seeing a vessel over many frames adds persistence of the mapped vessel structure through transient false negatives (no observed vessels because of tool occlusion). One failure mode is that persistent occlusions will yield a repeated lack of vessel observations and remove vessels from the map once the probability decays too much. Global optimization of loop closure would help with the small amount of angular drift seen in the latter part of the sequence To measure map quality quantitatively, Figure 6 evaluates vessel coverage and false positives on a typical human video sequence in vivo. Calculations are made using hand-labelled vasculature (including very thin vessels) in nine frames in the first five seconds. Initialization is fast, requiring fewer than 15 frames (0.5 s) to start building the map and only a few seconds to fully build it, depending on the image quality and the ability of the vessel detection algorithm. On this sequence, EyeSLAM maps 50% of the hand-labelled vessels within 30 frames (one second) and achieves 75% coverage within 60 frames (two seconds). It does not achieve 100% coverage because it misses some very thin, faint vessels, and those located very close together.
| Results of retina localization

| Results of vasculature mapping
The false-positive rate is under 10% after five seconds. Overall, EyeSLAM converges quickly with good coverage of the well-defined vasculature structures of the retina.
| Timing performance
For speed, images are resized in half, yielding resolutions in the range of 400 × 304 to 380 × 360, depending on the source of the video sequence. On an Intel i5-3570 K computer, EyeSLAM implemented in C++ runs at 50-100 Hz with a mean runtime of 15 ms on the three videos listed in Table 2 . This time includes detection of all vessel features, localization via correlative scan-matching, and dynamic mapping of the occupancy grid running in a single thread. This is about twice as fast as the previous work, 25 and is sufficient to run simultaneous EyeSLAM algorithms on stereo microscope views in real time (>30 Hz).
| Surgically applied results with Micron
To test the usefulness of the EyeSLAM algorithm combined with robotic aid in intraocular surgical environments, we performed surgically applied tests with the robot Micron developed in our lab. and custom 3D optical trackers that measure the position of Micron is more fully described in. 36 Micron's control system uses EyeSLAM RMS error of 2D localization (translation + rotation) for three video sequences. The existing approach and improved EyeSLAM algorithm are compared with the percentage error reduced listed in parenthesis (these quantities represent improvement). The approach of Becker et al. 25 works well for gentle transitions present in the synthetic example, but for more challenging video sequences with jerky motion, it jumps and cannot recover, causing very high overall error. On these videos, the proposed EyeSLAM algorithm is much more robust, with an average RMS error of under 5 pixels in X and Y and under 1°in rotation. Furthermore, this represents a 43-98% improvement over the earlier algorithm of Becker et al. 25 in ideal conditions and over 20× more accurate localization in sequences with high motion, where EyeSLAM is better able to maintain consistent tracking. Tracing a retinal vessel in an eyeball phantom. A, unaided attempt to trace the vessel and B, aided attempt with a robotic micromanipulator enforcing virtual fixtures based on EyeSLAM mapping and localization. The blue line indicates the path of the tip of the instrument registered to each frame of the video using EyeSLAM. Note that in both cases the entire phantom eyeball is moving due to movement of the tool through the sclera port 
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A surgeon performed a vessel-tracing task under a board-approved protocol. FIGURE 8 EyeSLAM can be used in the robotic micromanipulator Micron control system to provide accurate targeting information on a paper phantom during a simulated retinal photocoagulation experiment. EyeSLAM provides the necessary localization information to compensate for motion of the retina in real time and register the burn pattern to the pre-operatively specified placement. The EyeSLAM map is used to automatically plan burn patterns that do not overlap or touch the vasculature structure, thus protecting the vessels while applying the needed treatment to the retina. A, target placement before laser photocoagulation. Empty black circles represent targets to be avoided within 100 μm of a vessel while white circles show valid targets. B, after the completion of the automated laser photocoagulation
