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Sažetak 
U ovom radu opisana je struktura i način rada konvolucijske neuralne mreže te 
postupak učenja mreže algoritmom širenja pogreške unatrag (engl. backpropagation). 
Objašnjene su prednosti primjene konvolucijskih neuralnih mreža za rješavanje 
problema prepoznavanja sadržaja slika. Implementirano je i testirano nekoliko mreža za 
klasifikaciju rukom pisanih znamenki radi određivanja utjecaja različitih 
hiperparametara na performanse mreže. Mreže su trenirane i testirane na skupu rukom 
pisanih znamenki MNIST. Na kraju su prikazani učinci korištenih hiperparametara te 
analizirani dobiveni rezultati. 
 
Ključne riječi: konvolucijske neuralne mreže, računalni vid, algoritam širenja greške 
unatrag, MNIST, klasifikacija, gradijentalni spust, strojno učenje 
  
  
Abstract 
These paper describes the structure, forward propagation, and the learning process 
of convolutional neural networks, with backpropagation algorithm. We explained the 
advantages of using convolutional neural networks to solve the problem of image 
recognition. Several handwriting classification networks have been implemented and 
tested to determine the influence of different hyperparameters on network performance. 
Networks were trained and tested on a set of handwritten MNIST characters. Finally, the 
effects of used hyperparameters, and the obtained results were analyzed. 
 
Keywords: Convolutional neural networks, computer vision, backpropagation, 
MNIST, classification, gradient descent, machine learning 
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1 Uvod 
Jedna od najvažnijih znanstvenih i tehnoloških disciplina računarstva za rješavanje 
problema prepoznavanja sadržaja slika, je računalni vid. To je relativno novo područje 
umjetne inteligencije, započeto 70-tih godina prošlog stoljeća pojavom bržih računala, 
koje nastoji računalom riješiti perceptivne zadaće koje ljudi obavljaju u svakodnevnom 
životu (prepoznavanje osoba, objekata, kretanje i snalaženje u prostoru, čitanje i slično). 
Dok su ljudi sposobni, gotovo intuitivno, bez imalo truda prepoznati i razumjeti svoju 
okolinu, računalima to nije tako lagan zadatak. Svaka promjena u izgledu, orijentaciji, 
osvjetljenju i slično, predstavlja problem za pisanje klasičnih algoritama. Slike se 
računalu prezentiraju kao trodimenzionalni niz jačina svjetlosti pa promjene u prikazu 
objekta rezultiraju promjenom vrijednosti intenziteta svjetlosti. Zbog toga je problem 
raspoznavanja objekata, računalima koja su vrlo osjetljiva na nepreciznost i nepotpunost 
informacija, još uvijek neriješen, jer dobar model mora biti invarijantan na opisane 
promjene. U nekoliko zadnjih desetljeća razvijene su brojne metode kojima se nastoji 
riješiti taj problem. Računalni vid za problem klasifikacije objekata koristi metode 
strojnog učenja. To je pristup usmjeren na podatke u kojem se sve (od značajki do 
klasifikacije) uči automatski na temelju skupa uzoraka. Time se postiže da naučene 
značajke odgovaraju postavljenom problemu i njegovu skupu uzoraka, mogućnost 
dijeljenja značajki između više klasa te učenje različitih značajki za različite varijacije 
pojedinih klasa. Programu se predoči velika količina primjera za svaku klasu, na temelju 
kojih on uči o njihovim značajkama. Takvi programi nazivaju se klasifikatori, a među 
njih ubrajamo i umjetne neuralne mreže. Trenutno se najbolji rezultati u različitim 
klasifikacijskim problemima sadržaja slika postižu korištenjem konvolucijskih neuralnih 
mreža. 
Cilj ovog rada izrada je konvolucijske neuralne mreže za klasifikaciju teksta, koja će 
se trenirati i testirati na skupu MNIST rukom pisanih znamenki. 
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2 Umjetna inteligencija 
Razvoj umjetne inteligencije započeo je u drugoj polovici dvadesetog stoljeća 
pojavom digitalnih računala, a taj izraz prvi put upotrijebio je John McCarthy 1956. 
godine na konferenciji u  Dartmouth Collegeu. Kao organizatora te konferencije, na kojoj 
je okupio pionire tog novog područja te tako potaknuo daljnja istraživanja, danas ga se 
smatra začetnikom umjetne inteligencije [1]. Kako ne postoji jedinstvena, opće 
prihvaćena definicija, umjetnom inteligencijom smatra se svaki neživi sustav koji 
implementira ona svojstva ljudskog ponašanja koja se smatraju inteligentnim (snalaženje 
u novim situacijama, zaključivanje, razumijevanje jezika, učenje na temelju iskustva, 
raspoznavanje okoline, dopuštanje pogrešaka, prilagodljivo ponašanje te pokazivanje 
svojstava svjesnosti). Različite definicije umjetne inteligencije prema nekim 
znanstvenicima su [2]:  
John McCarthy : „Umjetna inteligencija naziv je za znanstvenu disciplinu koja se bavi 
izgradnjom računalnih sustava, čije se ponašanje može tumačiti kao inteligentno“ 
Marvin Minsky: „Znanost o tome kako postići da strojevi izvode zadatke koje bi, kada 
bi ih radio čovjek iziskivali inteligenciju“ 
D. W. Patterson: „Umjetna inteligencija grana je računarske znanosti koja se bavi 
proučavanjem i oblikovanjem računarskih sustava koji pokazuju neki oblik inteligencije. 
Takvi sustavi mogu učiti, mogu donositi zaključke o svijetu koji ih okružuje, oni razumiju 
prirodni jezik, te mogu spoznati i tumačiti složene vizualne scene, te obavljati druge vrste 
vještina za koje se zahtijeva čovjekov tip inteligencije“ 
Umjetna inteligencija, iako mlada znanost, koristi rezultate istraživanja i dostignuća 
drugih znanstvenih disciplina, naročito onih koje se bave istraživanjem rada mozga i 
načina ljudskog razmišljanja, kao što su: kognitivne znanosti, lingvistika, matematika, 
psihologija filozofija, biologija i dr. Prema stupnju inteligencije,  umjetnu inteligenciju 
moguće je podijeliti na jaku i slabu. Zagovornici jake umjetne inteligencije smatraju da 
će računala jednog dana biti u stanju ponašati se, misliti i osjećati poput čovjeka, tj. moći 
će replicirati sva svojstva ljudskog ponašanja. Zagovornici slabe umjetne inteligencije 
smatraju da računala nikad neće imati vlastitu svijest i razumijevanje poput čovjeka, već 
će uvijek biti ograničeni na rješavanje samo određenih problema. Alan Turing (1950.g.) 
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osmislio je test za testiranje hipoteze jake umjetne inteligencije koji je bio koncipiran kao 
igra u koju su uključena tri sudionika. Ispitivač, skriven iza zastora, postavlja pitanja 
čovjeku i računalu te na temelju primljenih odgovora procjenjuje je li ispitanik čovjek ili 
računalo. Računalo je prošlo test kada ispitanik više nije u mogućnosti razlikovati njihove 
odgovore, pa možemo tvrditi da je stroj inteligentan. Najbolji rezultat na Turingovu testu 
postignut je na natjecanju 2014. kada je program „Eugene“ uvjerio 33% sudaca da je 
čovjek. [2]  
 
2.1 Povijest razvoja umjetne inteligencije 
Razvoj umjetne inteligencije možemo podijeliti u nekoliko faza [3]: 
1. faza inkubacije (1943.- 1956.)  
2. faza ranog entuzijazma i velikih očekivanja (1952. - 1969.)  
3. faza sustava temeljenih na znanju (1969. - 1979.)  
4. faza kada AI postaje industrija (1980. do danas)  
5. faza povratka neuronskih mreža (1986. do danas). 
 
 1943. godina smatra se početkom razvoja umjetne inteligencije i neuralnih mreža, 
kada su Warren McCulloch i Walter Pitts objavili rad „ A logical calculus of the 
ideas immanent in Nervous activity“ u kojem su predstavili prvi model umjetnog 
neurona koji je nastao istraživanjem neurofizioloških karakteristika živih bića. U 
neuralnim mrežama koje su razvili, a sastojale su se od neurona s fiksnim 
pragovima, modelirali su jednostavne logičke funkcije poput I, ILI i NE i time 
postavili temelje za razvoj neuralnih mreža. [4] 
 1949. godine Donald Olding Hebb objavljuje knjigu „The Organization of 
behavior“ u kojoj iskazuje ideju da je klasično, psihološki uvjetovano  ponašanje 
prisutno kod svih životinja, jer je ono svojstvo neurona. Po njemu „učiti znači 
mijenjati jakost veza“ među sinapsama, pa predlaže pravilo kojim se opisuje 
proces učenja neurona s promjenom težina veza među neuronima, što se smatra 
prvim važnijim doprinosom razvoju teorije neuralnih mreža. [5]  
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 1956. godine na konferenciji u Dartmouthu, Nathaniel Rochester i skupina autora 
predstavili su prvu simulaciju Hebb-ova modela koja je preteča modela 
neuronskih mreža. [6] 
 1958. godine Frank Rosenblatt razvio je prvu dvoslojnu neuralnu mrežu nazvanu 
Perceptron, koja je mogla uspješno podesiti težinske faktore, ali nije mogla 
rješavati probleme klasifikacije koji nisu bili linearno djeljivi. [6]  
 1969. godine Marvin Minsky i Seymour Popert objavljuju knjigu „Perceptrons“ 
koja analizira mogućnosti i ističe ograničenja jednog perceptrona te izražava 
sumnju o mogućnost ostvarenja boljih rezultata dodavanjem više slojeva neurona 
u budućnosti, nakon čega dolazi do značajne stagnacije na polju istraživanja 
neuralnih mreža. [7] 
 1974. godine Paul Werbos razvija višeslojnu perceptron mrežu (engl. Multilayer 
perceptron – MLP) koja, uvođenjem učenja u skrivenom sloju, prevladava 
nedostatak perceptrona te predstavlja preteču Backpropagation mreže. [6] 
 1986, godine Rumelhart, Hinton i Williams usavršavaju te dokazuju veliki 
potencijal backpropagation algoritma kojim je omogućeno rješavanje praktičnih 
problema aproksimiranjem većine funkcija, čime je vraćen „ugled“ neuralnim 
mrežama. [6] 
 1997. godine računalo Deep Blue (IBM) pobijedilo je svjetskog šahovskog prvaka 
Garija Kasparova. [1] 
 
Iako je, od samih početaka do danas, postignut golem napredak u razvoju inteligentnih 
sustava, još uvijek nijedan stroj nije u mogućnosti u potpunosti oponašati sva svojstva 
ljudske inteligencije. Veliko je pitanje hoće li to i u budućnosti biti moguće, kao što tvrde 
zagovornici jake umjetne inteligencije. 
 
  
Prepoznavanje teksta korištenjem konvolucijskih neuralnih mreža 
Međimursko veleučilište u Čakovcu 12 
 
3 Prepoznavanje teksta 
Prepoznavanjem teksta sa skeniranih tekstualnih dokumenata ili slika te pretvaranjem 
iz analognog u digitalni oblik olakšava se umnožavanje, prenošenje i pohranjivanje 
dokumenata i ima vrlo široku primjenu u mnogim područjima ljudske djelatnosti. Prvi 
korak u postupku je priprema slika za obradu. Predobrada slika uključuje binarizaciju i 
segmentaciju slike kako bi se što jednostavnije i kvalitetnije provelo prepoznavanje 
simbola.  
 
3.1 Binarizacija 
Postupak binarizacije koji se provodi na slikama da bi s njih mogli prepoznati pojedine 
simbole, sastoji se od dvije faze: 
- pretvorba RGB slika u sivu sliku 
- pretvorba sive slike u binarnu sliku. 
Ukoliko je slika u boji, ona se mora pretvoriti u crno-bijelu ili akromatsku sliku. U 
prvom koraku pretvorbe dobiva se siva boja koja se izračuna iz vrijednosti triju RGB 
komponenti. U drugom koraku binarizacije, ovisno o graničnom pragu, pikseli dobivaju 
vrijednost 0 ili 1. Određivanje praga binarizacije ovisi o svjetlini slike (svjetlija slika - 
veći prag), a može se i određivati globalni prag -  za cijelu sliku ili adaptivni prag – 
lokalno po pojedinim regijama. U uvjetima promjenljiva osvjetljenja adaptivna metoda 
pokazuje puno bolje rezultate, jer će, uspoređujući piksele sa svojim susjedima, očuvati 
velike kontraste, a ignorirati male promjene u gradijentu [8].  
 
3.2 Segmentacija 
Segmentacija slike označava podjelu slike sa sličnim značajkama kao što su rubovi, 
osvijetljenost kod monokromatskih slika, boja kod slika u boji i sl. Najvažniji su koraci u 
postupku segmentacije, za prepoznavanje teksta,  izdvajanje pojedinih redova iz teksta te 
pojedinih slova iz redaka. Nakon segmentacije dobiveni simboli prezentiraju se algoritmu 
koji vrši klasifikaciju.  
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4 Rane metode klasifikacije 
4.1 K-nn metoda 
Jedna od najstarijih i najjednostavnijih metoda za klasifikaciju podataka je algoritam 
K- najbližih susjeda (engl. k-nearest neighbors), a način rada ove tehnike sličan je 
ljudskom načinu razmišljanja. Ideja ove metode traženje je podataka koji imaju najsličnija 
svojstva i poznato ponašanje. Novi primjer klasificira se tako da se pogledaju njemu 
najbliži primjeri iz skupa za učenje kod kojih su otkrivena najsličnija svojstva pa se 
pretpostavlja da će se slično ponašati. On dobiva vrijednost ciljnog atributa koja je 
najčešća u njegovu susjedstvu, gdje k označava broj najbližih susjeda koji ulaze u proces 
klasifikacije. Prvo se izračunava udaljenost između novog primjera X i svih primjera Y 
iz skupa za učenje korištenjem euklidske metrike, gdje se udaljenost izračunava 
formulom 4.1 [9]: 
 𝑑(𝑋, 𝑌) = √∑(𝑥𝑖 − 𝑦𝑖)2
𝑘
𝑖=1
 (4.1) 
ili Manhattan metrike 4.2 [9]: 
 𝑑(𝑋, 𝑌) = ∑|𝑥𝑖 − 𝑦𝑖|
𝑘
𝑖=1
 (4.2) 
Parametar k označava broj najbližih susjeda koji ulaze u proces klasifikacije, a 
optimalnu vrijednost možemo odabrati unakrsnom provjerom. 
 
Slika 1. Algoritam najbližeg susjeda [10] 
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Na slici prikazan je način rada algoritma k-3 i k-5 najbližih susjeda. Središnji krug x 
predstavlja neklasificiranu značajku, koja može biti klasificirana kao „plava“ ili „crvena“, 
što ovisi o utjecaju broja k. Ukoliko je k broj tri, značajka će biti klasificirana kao „plava“, 
a ukoliko je k broj pet, značajka će biti klasificirana kao „crvena“. Broj k definira 
složenost modela i uvijek je neparan broj kako bi se mogla izabrati dominantna klasa 
između najbližih susjeda. Za numeričke atribute, koji mogu imati vrlo različite intervalne 
vrijednosti, potrebno je provesti normalizaciju na jedinični interval [0, 1] [9]: 
 𝑎′𝑖 =
𝑎𝑖 −min⁡(𝑎𝑖)
max(𝑎𝑖) − min⁡(𝑎𝑖)
 (4.3) 
Zadnji korak je izračunati koja je najčešća vrijednost ciljne funkcije između k najbližih 
susjeda za novi primjer klasifikacije, kao što prikazuju sljedeće jednadžbe 4.4 i 4.5 [9]: 
 ℎ(𝑥) = argmax∑𝛿(𝑐, 𝑓(𝑥𝑖))
𝑘
𝑖=1
 (4.4) 
 𝛿(𝑥, 𝑦) = {
1, 𝑧𝑎⁡𝑥 = 𝑦
0, 𝑧𝑎⁡𝑥 ≠ 𝑦
 (4.5) 
U slučaju da imamo jako puno nevažnih atributa, potrebno je odrediti težinski faktor, 
za svaki atribut. Metoda k – najbližih susjeda vrlo je jednostavna za implementaciju, 
robusna je na šum u podatcima te postiže prilično dobre rezultate uz velik broj primjera 
za učenje, ali zahtijeva puno vremena za klasifikaciju te zauzima puno memorije.  
 
4.2 Linearna regresija  
Regresija je postupak strojnog učenja kod kojeg se izlazne vrijednosti dobivaju na 
temelju značajki čije su vrijednosti isključivo numeričke. Cilj je naći funkciju koja će na 
najbolji način preslikati ulazne podatke u željeni izlaz. 
Hipoteza je kod linearne regresije definirana kao linearna kombinacija ulaznih 
značajki, jednadžba 4.6 [11]: 
 ℎ(𝑥) = 𝑊𝑇𝑋 +⁡𝑤0 (4.6) 
zbog čega se može koristiti samo za klasifikaciju linearno razdvojivih problema, jer je 
generirani linearni model pravac. Nedostatak je što ispravno klasificirani primjeri utječu 
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na granicu pa je moguća pogrešna klasifikacija čak i kod linearno odvojivih problema 
[11]. 
 
Slika 2. a) – ispravno razdvojene klase, b) - utjecaj vrijednosti koje odskaču na granicu između klasa [12] 
 
4.3 Logistička regresija 
Unatoč nazivu, logistička regresija klasifikacijski je model koji izravno modelira 
aposteriornu vjerojatnost 𝑃(𝐶𝑗|𝑥). To je diskriminativni model kod kojeg logistička 
funkcija preslikava sve realne brojeve na konačan interval [0, 1]. Optimizacija 
parametara, kod algoritma nadziranog učenja, svodi se na minimizaciju funkcije pogreške 
na skupu za učenje, a provodi se gradijentnim spustom, dok se prenaučenost može 
spriječiti regularizacijom. Ovaj model rješava nedostatke linearne regresije i perceptrona, 
kod kojeg aktivacijska funkcija nije derivabilna [11]. 
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5 Umjetne neuralne mreže 
Ogromna količina podataka koju danas računala svakodnevno obrađuju tek je malen 
dio u odnosu na podatke koji se neprestano obrađuju u mozgovima živih bića. Ono što 
ljudima omogućuje obradu takve enormne količine podataka, velik je broj neurona od 
kojih je sastavljen ljudski mozak, a koji rade paralelno za razliku od sekvencijalnog 
načina rada konvencionalnih računala (Von Neumanova arhitektura) [13].  
 
Tablica 1. Inherentne razlike između digitalnog računala i ljudskog mozga [13] 
atribut mozak računalo 
Tip elemenata za 
procesiranje 
neuron (100 različitih 
vrsta) 
bistabil 
Brzina prijenosa 2 ms ciklus Ns ciklus 
Broj procesora oko 1011 10 ili manje 
Broj veza među 
procesorima 
103 − 104 10 ili manje 
Način rada serijski, paralelno serijski 
Signali analogni digitalni 
Informacije ispravne i neispravne ispravne 
Pogreške nefatalne fatalne 
Redundancija stotine novih stanica 
eventualno rezervni 
sustav 
 
S ciljem simulacije rada ljudskog mozga i bioloških neurona u izgradnji inteligentnih 
sustava, razvijene su umjetne neuralne mreže koje omogućuju masovno raspodijeljenu i 
paralelnu obradu podataka. Pri implementaciji umjetne neuralne mreže možemo se 
koristiti konvencionalnim računalima, ali se u rješavanju problema odričemo 
algoritamskog načina obrade podataka.  
 
Prepoznavanje teksta korištenjem konvolucijskih neuralnih mreža 
Međimursko veleučilište u Čakovcu 17 
 
Tablica 2. Usporedba karakteristika paradigmi [13] 
Von Neuman Neuralna mreža 
Računalu se unaprijed detaljno 
mora opisati algoritam u točnom 
slijedu koraka (program) 
Neuronska mreža uči samostalno ili s 
učiteljem 
Podatci moraju biti precizni, nejasni 
podatci ne obrađuju se adekvatno 
Podatci ne moraju biti precizni 
(gotovo uvijek su neprecizni) 
Arhitektura je osjetljiva, kod 
uništenja nekoliko memorijskih ćelija 
računalo ne funkcionira 
Obrada i rezultat ne mora puno ovisiti 
o pojedinačnom elementu mreže 
Postoji eksplicitna veza između 
varijabli, brojeva, zapisa u bazi i 
sklopovlja računala preko pokazivača 
na memoriju 
Pohranjeno znanje je implicitno, ali  
teško ga je interpretirati 
 
Takav novi pristup obradi podataka koji se temelji na izgradnji sustava arhitekture 
slične arhitekturi mozga te uči samostalno na temelju iskustva naziva se konektivistički 
pristup, dok se algoritamski način obrade podataka naziva simbolički pristup razvoju 
inteligentnih sustava. 
U slučaju prepoznavanja rukom pisanih znakova, algoritamsko rješenje zahtijevalo bi 
da se svaki znak usporedi sa svim ostalim znakovima u bazi podataka, dok neuralna mreža 
može zadani znak istodobno usporediti sa svim znakovima u bazi, a to je moguće jer se 
memoriji pristupa s pomoću sadržaja, a ne adrese.  
 
5.1 Biološki neuron 
Umjetna neuralna mreža u širem je smislu riječi umjetna replika ljudskog mozga 
kojom se nastoji simulirati postupak učenja. To je, drugim riječima, matematički model 
inspiriran strukturom i načinom rada biološkog neurona. Da bismo razumjeli način rada 
neuralne mreže, važno je upoznati građu njena sastavnog dijela, neurona, koji je osnovna 
funkcijska jedinica u živčanim sustavima živih bića. Sam mozak, prema trenutno 
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dostupnim podatcima, sadrži oko 100 milijardi neurona, a svaki  od njih u prosjeku 
povezan je s oko deset tisuća drugih neurona. Svaki neuron sastavljen je od tijela stanice 
u kojem se nalazi jezgra, tankih krakova dendrita te aksona, jednog dugačkog kraka, čija 
duljina može biti tisuću puta veća od duljine tijela stanice. Neuroni su međusobno 
povezani sinaptičkim vezama. 
 
 
Slika 3. Biološki neuron [13] 
 
Tijelo stanice sadrži određenu informaciju predstavljenu električnim potencijalom 
između unutarnjeg i vanjskog dijela stanice. Dođe li do promjene potencijala, neuron 
emitira električni signal kroz akson koji je sinaptičkim vezama povezan s dendritima 
drugih neurona. Svaki poslani impuls kroz akson uzrokuje promjenu potencijala u tim 
neuronima, što rezultira širenjem signala kroz mrežu. Češćim međusobnim 
komuniciranjem jačaju sinaptičke veze između neurona pa poslana pobuda jače djeluje 
na sljedeći neuron. 
 
5.2 Umjetni neuron 
Proučavajući neurofiziološke karakteristike živih bića, tim znanstvenika Warren 
McCulloch i Walter Pitts, predstavili su 1943.g. prvi matematički model umjetnog 
neurona. Oni su dokazali da neuroni mogu imati dva stanja (umirujuće i pobuđujuće) te 
da njihova aktivnost ovisi o određenoj vrijednosnoj granici. Ti dokazi bili su temelj za 
razvoj umjetnih neuralnih mreža, koje danas predstavljaju jednu od najmodernijih metoda 
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nelinearnog programiranja. Definiraju se i grade jednostavne procesne jedinice koje služe 
distribuiranoj, paralelnoj obradi podataka. Svaki umjetni neuron, kao i u slučaju 
biološkog neurona, ima ulazne i izlazne signale, kojima je pridodan određeni numerički 
iznos. Na ulazu u neuron, ulazni signali množe se težinskim faktorom, pa su upravo težine 
veza mjesto gdje se odvija učenje mreže. Zbog toga kažemo da je znanje neuralne mreže 
implicitno pohranjeno u tim težinama. Rezultati dobiveni množenjem ulaznih signala i 
težinskih faktora zbrajaju se i propuštaju kroz prijenosnu funkciju, a dobivena vrijednost 
predstavlja konačni izlaz iz neurona [14].  
 
 
Slika 4. McCulloch-Pittsov model umjetnog neurona [15] 
 
Ulazne signale označavamo s 𝑥1, 𝑥2…𝑥𝑛  
Težine označavamo s 𝑤1, 𝑤2…⁡𝑤𝑛 
Težinska suma računa se prema izrazu:  
 𝑛𝑒𝑡 = ⁡∑𝑤𝑖𝑥𝑖 + 𝑏
𝑛
𝑖=1
 (5.1) 
Dogovorno se uzima da svaki neuron ima još jedan pomoćni ulaz 𝑥0 čija će vrijednost 
uvijek biti 1, pa se gornji izraz zapisuje u jednostavnijem obliku: 
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 𝑛𝑒𝑡 = ⁡∑𝑤𝑖𝑥𝑖
𝑛
𝑖=0
 (5.2) 
Prijenosna funkcija definirana je izrazom: 
 𝑂 = 𝑓(𝑛𝑒𝑡) (5.3) 
I određuje konačni izlaz neurona [13]. 
 
5.3 Model umjetne neuralne mreže 
Umjetne neuralne mreže nastaju međusobnim povezivanjem neurona, a način na koji 
se neuroni povezuju određuje arhitekturu mreže. Svaka mreža sastoji se najmanje od 
jednog ulaznog i jednog izlaznog sloja, a između njih mogu biti jedan ili više skrivenih 
slojeva. 
Primjer unaprijedne višeslojne neuralne mreže prikazan je na slici. 
 
Slika 5. Unaprijedna višeslojna neuralna mreža [16] 
 
Mreža prikazana na slici sastoji se od četiri sloja. Prvi je ulazni sloj koji se sastoji od 
tri neurona, kroz koje mreža prima ulazne podatke te ih šalje u prvi skriveni sloj. Ulazni 
sloj nije procesni sloj jer ne obavlja nikakvu funkciju pa je izlaz iz tog sloja jednak ulazu. 
Obrada podataka počinje u prvom skrivenom sloju koji se, kao i drugi skriveni sloj, sastoji 
od četiri neurona. Svaki od njih izračunava težinsku sumu ulaznih neurona te težine koja 
predstavlja konstantan pomak, rezultat propušta kroz aktivacijsku funkciju, čiji izlaz 
ujedno predstavlja ulaz u četvrti, izlazni sloj koji je sastavljen od jednog neurona. Rezultat 
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opisanog izračuna u zadnjem sloju predstavlja izlaz iz mreže. Prikazana mreža sadrži 
ukupno 41 težinu (prvi sloj 16, drugi 20, treći 5), koje se u procesu učenja mogu 
podešavati kako bi se mreža prilagodila podacima iz skupa za učenje. Navođenjem broja 
neurona svakog sloja označujemo arhitekturu mreže pa arhitekturu za gore navedeni 
primjer označujemo s 3x4x4x1. 
 
5.4 Učenje neuralne mreže 
U konvencionalnom načinu obrade podataka (Von Neumannova arhitektura) potrebno 
je unaprijed točno definirati način rješavanja problema, svi važni dijelovi računala moraju 
biti ispravni, a podatci savršeno točni za ispravno izvođenje algoritma. Neuralnim 
mrežama nije potreban unaprijed utvrđen algoritam za obradu podataka, već je učimo na 
temelju samih podataka. Podatci ne trebaju biti savršeno točni, jer mreža učenjem razvija 
sposobnost generalizacije, a i rezultati ne ovise mnogo o jednom neuronu jer se obrada 
odvija masovno raspodijeljeno, a svaki memorirani podatak je delokaliziran, tj. smješten 
je u cijelu mrežu. Nedostatak neuralne mreže jest u tome što je znanje naučeno iz 
podataka pohranjeno implicitno, u težinama veza između neurona, pa je ono često za nas 
neinterpretabilno. Učenje mreže vrši se promjenom jakosti veza između neurona, 
odnosno njihovim postupnim prilagođavanjem do željenog rezultata. Ovisno o trenutku 
prilagodbe težinskih faktora, učenje dijelimo na: 
- pojedinačno učenje – prilagođavanje težinskih faktora, vrši se nakon svakog 
predočenog uzorka za učenje  
- grupno učenje – podešavanje težinskih faktora vrši se tek nakon predočenog čitavog 
skupa uzoraka za učenje. 
  
S obzirom na to je li nam je poznat izlaz iz mreže, razlikujemo tri načina učenja: 
- učenje s učiteljem – mreži se predočavaju ulazni i očekivani izlazni podaci 
- podržano učenje – mreža ne dobiva očekivane izlazne podatke, nego se nakon 
nekog vremena ocjenjuje njezin prethodni rad 
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- učenje bez učitelja – mreži se predstavljaju samo ulazni podatci, na temelju kojih 
vrši grupiranje podataka. 
Podatke predočene neuralnoj mreži, na temelju kojih ona uči, možemo podijeliti u tri 
odvojena skupa: 
- skup za učenje 
- skup za provjeru 
- skup za testiranje. 
 
Mreža uči na skupu za učenje, a njezin rad povremeno kontroliramo na skupu za 
provjeru. To je potrebno da bi se detektirao trenutak kada pogreška na skupu za provjeru 
počinje rasti kako bi se prekinulo učenje mreže. U početku učenja neuralna mreža  
prilagođavat će se općim trendovima prisutnim u podatcima pa će pogreška i u skupu za 
učenje i u skupu za provjeru padati. Tijekom daljnjeg učenja neuralna mreža mogla bi se 
početi prilagođavati specifičnim podatcima i šumu prisutnom u skupu za učenje i time 
gubiti svojstvo generalizacije. Pogreška na skupu za učenje i dalje će padati, dok će na 
skupu za testiranje početi rasti. Stalnim praćenjem rada mreže moguće je otkriti trenutak 
kada pogreška na skupu za provjeru počne rasti i tada prekinuti učenje kako mreža ne bi 
postala prenaučena (stručnjak za obradu podataka iz skupa za učenje). Konačna kvaliteta 
mreže provjerava se na skupu za testiranje. 
 
Slika 6. Kretanje greške tijekom treninga [13]  
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5.5 Podjela neuralnih mreža 
Neuralne mreže teško je sustavno klasificirati zbog postojanja velikog broja vrsta 
neuralnih mreža koje se razlikuju prema različitim kriterijima [15]: 
1. prema broju slojeva:  
a. jednoslojne (ulazni sloj  ne računa se jer nije procesni sloj) 
 
Slika 7. Jednoslojna neuralna mreža 
 
b. višeslojne (sadrže jedan ili više skrivenih slojeva) 
 
Slika 8. Višeslojna neuralna mreža 
 
2. prema povezanosti između neurona: 
a. djelomično povezane (svaki neuron prethodnog sloja ne mora biti nužno 
povezan sa svakim neuronom sljedećeg sloja) 
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Slika 9. Djelomično povezana neuralna mreža 
b. potpuno povezane (svaki neuron prethodnog sloja povezan je sa svakim 
neuronom sljedećeg sloja) 
 
Slika 10. Potpuno povezana neuralna mreža 
3. prema vezi između ulaznih i izlaznih podataka: 
a. heteroasocijativne (izlazni podatak razlikuje se od ulaznog podatka) 
b. autoasocijativne (izlazni podatak jednak je ulaznom podatku) 
4. prema načinu učenja:  
a. skupno (engl. batch) učenje (mreža uči samo u fazi učenja dok su u ostalim 
fazama težine fiksirane) 
b. sekvencijalno (engl. online) učenje (mreža prilagođava svoje težine) 
5. prema prostiranju signala kroz mrežu 
a. statičke (primaju ulazne podatke u jednom prolazu kroz mrežu - viši 
slojevi ne vraćaju informacije u niže slojeve) 
b. dinamičke (primaju ulazne podatke u vremenskim intervalima, a viši 
slojevi vraćaju informacije u niže slojeve). 
 
5.6 Osnovne karakteristike neuralnih mreža  
Masovno raspodijeljena i paralelna obrada informacija – neuralne mreže, za razliku od 
klasičnih računala, primaju paralelno više informacija te ih obrađuju na raspodijeljen 
način pa je informacija spremljena u neuralnoj mreži raspodijeljena na više računskih 
jedinica.  
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Otpornost na kvar (redundantnost) – kako su podaci memorirani u mreži raspodijeljeni 
na više računskih jedinica, točan rezultat obrade ne ovisi mnogo o jednom konkretnom 
neuronu. Mreža će raditi dobro čak i uz umjerenu količinu kvarova. 
Sposobnost generalizacije – učenje i adaptacije čine neuralnu mrežu sposobnom 
obrađivati podatke koji ne moraju biti savršeno precizni ni točni te mogu biti zagađeni 
šumom.  
Univerzalni aproksimator – svojstvo neuralnih mreža da mogu aproksimirati 
proizvoljnu, kontinuiranu funkciju do željene točnosti.  
Veliki memorijski prostor – svaki težinski koeficijent pridružen sinaptičkim vezama 
svakog neurona mora biti spremljen u memoriju. Povećanjem broja neurona u mreži rastu 
zahtjevi za memorijskim prostorom.  
 
5.7 Primjena neuralnih mreža  
Umjetne neuralne mreže danas imaju široku primjenu jer odlično rješavaju probleme 
klasifikacije i regresije te općenito sve probleme kod kojih postoji nelinearan odnos 
između ulaznih i izlaznih varijabli. Uspješno se primjenjuju u brojnim područjima poput 
medicine, bankarstva, industrije, sigurnosti, marketinga, meteorologije, geologije, fizike 
i sl. 
Najčešći zadaci neuralnih mreža su:  
- prepoznavanje uzoraka 
- prepoznavanje pisanih znakova 
- obrada slike 
- obrada govora 
- predviđanje cijena dionica 
- obrada signala  
- vremenska prognoza 
- upravljanje vozilom 
- optimizacija (rada motora zbog uštede goriva) 
- simulacije i sl.  
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6 Način rada neuralnih mreža 
6.1 Algoritam feedforward 
Neuralne mreže omogućavaju definiranje kompleksnih, nelinearnih hipoteza ℎ𝑊,𝑏(𝑥), 
s parametrima W, b (težinskim faktorima), a sastoje se od jednog ili više neurona 
raspoređenih u jedan ili više slojeva. Neuron je funkcijska jedinica koja prima ulazne 
podatke 𝑥1, 𝑥2, … , 𝑥𝑛 te izračunava izlaz ℎ𝑊,𝑏(𝑥) = 𝑓(𝑊
𝑇𝑋) = 𝑓(∑ 𝑤𝑖𝑥𝑖 + 𝑏
𝑛
𝑖=1 ), gdje 
f predstavlja neku od prijenosnih funkcija 
Različite arhitekture nastaju povezivanjem neurona u slojeve tako da izlaz neurona 
prijašnjeg sloja čini ulaz u trenutni. Neka 
-  𝑛𝑙 predstavlja broj slojeva neke mreže 
- 𝑊(𝑖𝑗)
(𝑙)
 predstavlja težinski faktor između neurona j u sloju l-1 i neurona i u sloju l 
- 𝑧𝑖
(𝑙)
 ulaznu vrijednost neurona i u sloju l 
- 𝑎𝑖
(𝑙)
 izlaznu vrijednost neurona i u sloju l 
- 𝑏𝑖
(𝑙)
 pomak neurona i u sloju l 
onda možemo rad mreže prikazati jednadžbama 6.1 i 6.2: 
 𝑧𝑖
(𝑙)
= ∑ 𝑤𝑖𝑗
(𝑙)
𝑥𝑗 + 𝑏𝑖
(𝑙)
𝑛
𝑗=1
 (6.1) 
 𝑎𝑖
(𝑙)
= 𝑓(𝑧𝑖
(𝑙)
) (6.2) 
Ovaj korak mapiranja ulaznog vektora u izlaze iz mreže zovemo unaprijedna 
propagacija (engl. forward propagation) [14]. 
 
6.2 Algoritam backpropagation 
Cilj bilo kojeg algoritma nadziranog učenja pronalaženje je funkcije koja na najbolji 
način preslikava ulazni vektor u željeni izlaz. Univerzalni teorem aproksimacije dokazuje 
nam da je standardna višeslojna unaprijedna mreža s jednim skrivenim slojem koji sadrži 
konačni broj skrivenih neurona univerzalni aproksimator kontinuiranih funkcija [17]. 
Učinkovita i najčešće korištena metoda učenja višeslojnih mreža algoritam je širenja 
pogreške unatrag – backpropagation algoritam, a koristi se zajedno s optimizacijskim 
metodama kao npr. gradijentalni spust. Algoritam ponavlja dvofazni ciklus propagacija i 
Prepoznavanje teksta korištenjem konvolucijskih neuralnih mreža 
Međimursko veleučilište u Čakovcu 27 
 
ažuriranja težinskih faktora. U prvoj fazi ulazni vektor prezentira se mreži, propagira se 
unaprijed kroz mrežu do izlaznog sloja. Funkcija greške izračunava grešku za svaki 
neuron u izlaznom sloju uspoređujući stvarni ℎ𝑊,𝑏(𝑥
(𝑖)) sa željenim izlazom 𝑦(𝑖), a 
definira se izrazom 6.3 [14]: 
 𝐸(𝑊, 𝑏) = [
1
𝑚
∑(
1
2
(ℎ𝑊,𝑏(𝑥
(𝑖)) − 𝑦(𝑖))2)
𝑚
𝑖=1
] (6.3) 
Nakon što se izračuna greška izlaznog sloja, greške propagiraju unatrag, kroz skrivene 
slojeve, dok se za svaki neuron ne izračuna greška (δ) koja opisuje njegov doprinos izlazu 
mreže, prikazano izrazima 6.4 i 6.5. 
 𝛿𝑖
(𝑛𝑙) =
𝜕
𝜕𝑧𝑖
(𝑛𝑙)
1
2
(ℎ𝑊,𝑏(𝑥) − 𝑦)
2 = (𝑎𝑖
(𝑛𝑙) − 𝑦𝑖) 𝑓′(𝑧𝑖
(𝑛𝑙)) (6.4) 
 𝛿𝑖
(𝑙) = (∑ 𝑊𝑗𝑖
(𝑙+1)𝛿𝑗
(𝑙+1)
𝑛
𝑗=1
)𝑓′(𝑧𝑖
(𝑙)) (6.5) 
Backpropagation koristi te vrijednosti da izračuna gradijent funkcije greške (formule 
6.6 i 6.7 [14]). U drugoj fazi dobiveni gradijent koristi se za ažuriranje vrijednosti 
težinskih faktora, prikazano izrazima 6.8 i 6.9 [14], s ciljem minimizacije funkcije greške.  
 
𝜕
𝜕𝑊𝑖𝑗
(𝑙)
𝐸(𝑊, 𝑏; 𝑥, 𝑦) = 𝑎𝑗
(𝑙−1)
𝛿𝑖
(𝑙)
 (6.6) 
 
𝜕
𝜕𝑏𝑖
(𝑙)
𝐸(𝑊, 𝑏; 𝑥, 𝑦) = 𝛿𝑖
(𝑙)
 (6.7) 
 𝑊𝑖𝑗
(𝑙) = 𝑊𝑖𝑗
(𝑙) − 𝛼
𝜕
𝜕𝑊𝑖𝑗
(𝑙)
𝐸(𝑊, 𝑏) (6.8) 
 𝑏𝑖
(𝑙)
= 𝑏𝑖
(𝑙)
− 𝛼
𝜕
𝜕𝑏𝑖
(𝑙)
𝐸(𝑊, 𝑏) (6.9) 
U ovisnosti o trenutku ažuriranja težina, postoje dvije vrste gradijentnog spusta. Prvi 
je standardni gradijentni spust kod kojeg se težine ažuriraju nakon svake epohe ili 
nakon određenog broja ulaza (engl. batch). Ovakva varijanta stabilnija je i brže 
konvergira, ali ima veću šansu zaglavljivanja u lokalnim minimumima. U praksi se 
efikasnijom pokazala druga vrsta gradijentnog spusta, a to je stohastički gradijentni 
spust. U ovoj se varijanti težine ažuriraju nakon svakog ulaza, manje je stabilna od 
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standardne (više oscilira), ali je upravo zbog toga otpornija na zapinjanje u lokalnim 
minimumima [18].  
 
6.3 Metode ubrzanja treninga 
S obzirom na jednostavnije modele, neuralne mreže klasifikatori su velike složenosti 
čije učenje može biti prilično sporo, zbog čega se često koriste različite metode za 
ubrzanje konvergencije. Neke od njih su: 
- metoda drugog reda 
U toj metodi uvodi se dodatno skaliranje globalne stope učenja 𝜂 za svaku pojedinu 
težinu i filtra k pa svaka težina ima svoju vlastitu stopu učenja 𝜂𝑘𝑖. Koristi se 
isključivo stohastičkim gradijentnim spustom, a definirana je izrazom 6.10 [19]: 
 
𝜂𝑘𝑖 =⁡
𝜂
(
𝜕2𝐸
𝜕𝑤𝑘𝑖
2 ) + 𝜇
 
(6.10) 
- dodavanje inercije 
Kod višemodalnih funkcija cilja učenje gradijentnim spustom često je sporo te 
zapinje u lokalnim minimumima. Povećanjem brzine i smanjivanjem oscilacija 
postiže se ubrzanje gradijentnog spusta i to tako da prethodni pomak ∆𝑤 gradijentnog 
spusta smanjen za amortizacijsku konstantu 𝛼 dodamo trenutnom pomaku ∆𝑤 
gradijentnog spusta, definiran izrazom 6.11 [19]: 
 ∆𝑤(t) = ⁡𝛼∆𝑤(t − 1) − ⁡𝜂
𝜕𝐸
𝜕𝑤
(𝑡) (6.11) 
Na početku obično se koristi amortizacijska stopa 𝛼 = 0.5, a kasnije se povećava 
do 𝛼 = 0.99 jer se gradijenti povećanjem broja iteracija sve više smanjuju. Stopa 
učenja odabire se traženjem vrijednosti kod kojih je učenje dovoljno brzo, a da ne 
dolazi do oscilacija [19].  
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6.4 Prijenosne aktivacijske funkcije 
Prijenosne aktivacijske funkcije mogu biti linearne i nelinearne. Linearne se funkcije 
najčešće koriste u regresijskim problemima, kada je u izlaznim slojevima potreban 
neograničeni izlaz. U klasifikacijskim problemima, gdje treba ograničavati izlaze na male 
veličine, puno su bolji odabir funkcije skoka i sigmoidalne funkcije.  
 
6.4.1 Adaline funkcija 
To je najjednostavnija prijenosna funkcija koja kao izlaz neurona računa težinsku 
sumu njegovih ulaza. Definirana je izrazom 6.12 [13]: 
 𝑓(𝑛𝑒𝑡) = 𝑛𝑒𝑡 (6.12) 
 
 
Slika 11. Adaline funkcija 
 
6.4.2 Funkcija skoka 
Neuron, koji za prijenosnu funkciju koristi funkciju skoka, naziva se TLU – perceptron 
(engl. Thresholding logical unit) i može raditi samo s linearno razdvojivim problemima. 
To znači da je u dvodimenzionalnom prostoru moguće povući pravac koji će razdvojiti 
izlaze 1 od izlaza 0, što ovisi o predznaku težinske sume. U slučaju negativne težinske 
sume izlaz je nula, a kada je težinska suma nula ili pozitivna, izlaz postaje jedan. Točke 
oko kojih neuron mijenja izlaz nazivaju se decizijska granica [20].   
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Slika 12. Funkcija skoka [13] 
 
Funkcija skoka definirana je izrazom 6.13 [13]: 
 𝑓(𝑛𝑒𝑡) = {
0, 𝑛𝑒𝑡 < 0
1, 𝑛𝑒𝑡⁡ ≥ 0
 (6.13) 
 
6.4.3 Prijenosna funkcija linearna po dijelovima 
Funkcija linearna po dijelovima koristi se u Adaline tipu neurona u kojoj je dio 
preslikavanja, ograničen na određeni interval, linearan, dok periodi iznad i ispod intervala 
prelaze u minimalne i maksimalne vrijednosti.  
 
Slika 13. Funkcija linearna po dijelovima [13] 
Definirana je izrazom 6.14 [13]: 
 𝑓(𝑛𝑒𝑡) = {
0⁡𝑧𝑎⁡𝑛𝑒𝑡⁡ ≤ 𝑎
𝑛𝑒𝑡⁡𝑧𝑎⁡𝑎 < 𝑛𝑒𝑡 < 𝑏
1⁡𝑧𝑎⁡𝑛𝑒𝑡 ≥ 𝑏
 (6.14) 
6.4.4 Sigmoidalna funkcija 
Najčešće korištene aktivacijske funkcije su iz skupa sigmoidalnih funkcija, čija je 
prednost činjenica da su derivabilne, što omogućuje neuralnoj mreži da može učiti 
postupcima koji su temeljeni na gradijentalnom spustu. Poznata je još i kao logistička 
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funkcija, a možemo je promatrati kao poopćenje funkcije skoka, čija se vrijednost 
postupno mijenja od 0 do 1.  
Sigmoidalna funkcija definirana je izrazom 6.15 [13]: 
 𝑓(𝑛𝑒𝑡) =
1
1 + 𝑒−𝑛𝑒𝑡
 (6.15) 
dok je njezina derivacija prikazana izrazom 6.16: 
 𝑓′(𝑛𝑒𝑡) = ⁡𝑓(𝑛𝑒𝑡)(1 − 𝑓(𝑛𝑒𝑡)) (6.16) 
 
 
Slika 14. Sigmoidalna funkcija [13] 
 
Korištenjem logističkih aktivacijskih funkcija može se javiti problem nestajućeg 
gradijenta. To se događa kada neuroni nekog sloja imaju gradijente blizu nule jer su 
izlazi tog sloja blizu asimptota. Takve mreže često zapinju u lokalnim minimumima jer 
mala promjena težina, zbog malog iznosa gradijenta, uzrokuje sporu konvergenciju. Taj 
problem može se riješiti uvođenjem ReLU  (engl. Rectified Linear Unit) aktivacijske 
funkcije kod koje gradijent nikad ne uđe u zasićenje, bez obzira na dubinu mreže (uvijek 
je 1 ili 0). Eventualni nedostatak ReLU aktivacijske funkcije, kada se zbog neaktivnosti 
nekog neurona težine ne mogu pomaknuti, može se riješiti postavljanjem početnog 
pomaka (engl. bias) na malu pozitivnu vrijednost čime se na početku aktiviraju svi 
neuroni [21]. 
ReLu funkcija definirana je izrazom 6.17 [22]: 
 𝑓(𝑛𝑒𝑡) = max(0, 𝑛𝑒𝑡) = {
0⁡𝑎𝑘𝑜⁡𝑗𝑒⁡𝑛𝑒𝑡⁡ < 0
𝑛𝑒𝑡⁡𝑎𝑘𝑜⁡𝑗𝑒⁡𝑛𝑒𝑡⁡ ≥ 0
 (6.17) 
Dok je njena derivacija prikazana izrazom 6.18: 
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 𝑓′(𝑛𝑒𝑡) = {
0⁡𝑎𝑘𝑜⁡𝑗𝑒⁡𝑛𝑒𝑡 < 0
1⁡𝑎𝑘𝑜⁡𝑗𝑒⁡𝑛𝑒𝑡⁡ ≥ 0
 (6.18) 
 
 
Slika 15. ReLU funkcija 
 
Razvojem neuralnih mreža, posljednjih godina, sve se više kao aktivacijske funkcije 
koriste: slabo ispravljena linearna funkcija (engl. Leaky RELU), parametric ReLU, 
randomized ReLU, max-out neuroni i druge [20]. 
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7 Konvolucijske neuralne mreže 
Konvolucijske neuralne mreže vrsta su neuralnih mreža koje su se pokazale 
učinkovitijima za prepoznavanje sadržaja slika, zbog čega su i korištene u ovom radu [23] 
[24]. Nedostatak klasičnih neuralnih mreža velik je broj veza potrebnih za povezivanje 
svih neurona nekog sloja sa svim neuronima prijašnjeg, pa bi veći broj neurona zauzeo 
veliku količinu memorije. Konvolucijske neuralne mreže slične su klasičnim mrežama po 
tome što su građene od neurona koji imaju težinske faktore i pomak koji se treningom 
prilagođavaju povećavajući točnost klasifikacije. Svaki neuron sumira ulazne vrijednosti 
skalirane težinskim faktorima te koristi neku od prijenosnih funkcija za izračunavanje 
izlazne vrijednosti. Udaljenost izlazne od željene vrijednosti računa se funkcijom greške 
koju pokušavamo minimizirati prilagođavanjem vrijednosti težinskih faktora. 
Za razliku od klasičnih mreža, slojevi konvolucijskih mreža imaju neurone 
organizirane u trodimenzionalne podatkovne strukture (filtre, jezgre), a svaki neuron 
djeluje lokalno na samo jedan dio slike, što pridonosi smanjenju broja veza te očuvanju 
memorije. Kako je prilikom klasifikacije slika važno ostvariti invarijantnost na translaciju 
želimo da neuron djeluje nad čitavom slikom [25]. To se ostvaruje pomicanjem filtra po 
slici (konvolucijom) čime umjesto jednog dobivamo više izlaza za svaku prostornu 
poziciju filtra. Skup svih izlaza jednog neurona predstavlja jedan sloj aktivacijskog 
volumena (mapu značajki), a njegova dubina odgovara broju filtera tog sloja. 
 
Slika 16. Neuroni konvolucijske mreže desno, povezani sa svojim receptivnim poljem lijevo [26] 
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Konvolucijska neuralna mreža niz je slojeva od kojih svaki transformira ulazni 
volumen u izlazni. Različite arhitekture nastaju povezivanjem slojeva koji se dijele na tri 
osnovne vrste: konvolucijski sloj, sloj sažimanja i potpuno povezani sloj. 
 
7.1 Karakteristike konvolucijskih neuralnih mreža 
Konvolucijske neuralne mreže imaju neka specifična svojstva po kojima se razlikuju 
od klasičnih neuralnih mreža, a omogućuju im dobru generalizaciju pri problemima 
klasifikacije. Ta svojstva su: 
- dijeljenje parametara 
Za razliku od potpuno povezanog sloja, gdje je svaki izlaz povezan sa svim 
ulazima, kod konvolucijskih slojeva svaki je izlaz povezan samo s manjim dijelom 
ulaza. To se postiže korištenjem filtra koji pomičemo po ulaznom vektoru pa na 
svakoj poziciji pomaka daje određeni izlaz tako da svi izlazi dijele jedan skup 
parametara. S dijeljenjem težina na isti filtar dolaze različiti podatci, čime se 
poboljšava sposobnost generalizacije mreže. 
- invarijantnost na translaciju 
U klasifikaciji slika, gdje se isti objekt može pojaviti na bilo kojem mjestu unutar 
slike važno je ostvariti da mreža bude otporna na manje promjene položaja značajki. 
To se ostvaruje tako da svaki neuron umjesto jednog ima više izlaza, a svaki izlaz 
odgovara odzivu na drugi položaj u slici pa se parametri jednog neurona dijele preko 
čitave slike. Skup svih izlaza iz jednog neurona predstavlja jedan sloj aktivacijskog 
volumena čiju rezoluciju (dimenzionalnost) smanjuju slojevi sažimanja. 
Invarijantnost se postiže postepeno kroz više takvih slojeva, kada mreža i dalje uči 
međusobni položaj značajki, ali postaje otporna na manje promjene u položaju. 
- raspršena povezanost 
U potpuno povezanih konvolucijskih slojeva svaka mapa značajki trenutnog sloja 
povezana je sa svim mapama prethodnog sloja pa je moguće da dvije ili više mapa 
konvergiraju prema istoj vrijednosti. Korištenjem raspršene povezanosti mape 
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dobivaju ulaze samo nekih mapa iz prethodnog sloja čime se omogućuje učenje 
različitih značajki i konvergencija k različitim vrijednostima. 
 
Slika 17. Raspršena povezanost [19] 
 
Slika 18. Potpuna povezanost [19] 
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7.2 Konvolucijski sloj 
U konvolucijskom sloju primjenjuje se izmijenjena inačica unaprijedne propagacije 
zbog dijeljenja težinskih faktora između neurona, odnosno zbog korištenja filtra. Za 
svaku poziciju filtra aktivacijske vrijednosti dobivaju se propuštanjem sume umnožaka 
ulaznih vrijednosti (receptivno polje) s težinama kroz neku od prijenosnih funkcija. 
Tijekom treninga, prilagođavanjem težina, filtri postaju detektori specifičnih značajki te 
se kod unaprijedne propagacije aktiviraju na mjestima gdje prepoznaju naučenu značajku.  
U konvolucijskim slojevima ulaz, 𝑧𝑘
𝑗
, dobivamo (jednadžba 7.1 [27]): 
 𝑧𝑘
𝑗(𝑥, 𝑦) = ⁡∑ ∑ ∑ 𝑀𝑖
𝑗−1(𝑥′ + 𝑥, 𝑦′ + 𝑦)𝑤𝑖𝑘
𝑗 (𝑥′, 𝑦′) + 𝑏𝑘
𝑗
𝐾𝑗−1
𝑦′=0
𝐾𝑗−1
𝑥′=0𝑖
 (7.1) 
a izlaz 𝑀𝑘
𝑗(𝑥, 𝑦): 
 𝑀𝑘
𝑗(𝑥, 𝑦) = 𝑓(𝑧𝑘
𝑗(𝑥, 𝑦)) (7.2) 
Gdje je: 
- 𝑀𝑘
𝑗(𝑥, 𝑦) – izlaz neurona k-te mape j-tog sloja 
- 𝑤𝑖𝑘
𝑗 (𝑥, 𝑦) – vrijednost filtra j-tog sloja između k-te mape značajki j-tog sloja i i-te 
mape značajki prethodnog sloja  
- 𝑏𝑘
𝑗
 – pomak k-te mape značajki j-tog sloja 
- 𝐾𝑗 – veličina filtra između j-tog sloja i prethodnog sloja 
- 𝑀𝑗 – veličina mape značajki trenutnog sloja 
- 𝑧𝑘
𝑗(𝑥, 𝑦) – ulaz neurona k-te mape značajki u sloju j. 
 
U prethodnom poglavlju već je opisan način rada Backpropagation algoritma za 
klasične neuralne mreže te se on primjenjuje i u  konvolucijskim mrežama u zadnjim 
potpuno povezanim slojevima. U konvolucijskim slojevima primjenjuje se izmijenjeni 
način unazadne propagacije pogreške i ažuriranja težina.  S obzirom na to da 
konvolucijske neuralne mreže dijele težinske faktore, i svaki filtar utječe na sve izlaze 
jednog sloja aktivacijskog volumena, u unazadnoj propagaciji potrebno je izračunati 
vrijednost greške po svim neuronima te sumirati njihov utjecaj. 
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7.3 Filtri 
Težinski su faktori u konvolucijskim neuralnim mrežama oblikovani u 3-
dimenzionalne podatkovne strukture (filtre). Najčešće su dimenzije filtra (širina i visina) 
3x3, 5x5, 7x7, dok mu dubina odgovara dubini ulaznog volumena. U ovom radu korišteni 
su filtri 5x5 u prvom konvolucijskom sloju i 3x3 u drugom. Za vrijeme prve faze (engl. 
forward pass), pomičemo svaki filtar po slici, pritom sumirajući skalirane vrijednosti 
ulaznih podataka i računanjem prijenosne funkcije dobivamo izlaznu vrijednost neurona 
za svaku prostornu poziciju. 
 
Slika 19. Naučene značajke [16] 
 
7.4 Aktivacijski volumen 
U konvolucijskim neuralnim mrežama svaki neuron djeluje lokalno na samo jedan dio 
slike, što pridonosi smanjenju broja veza te očuvanju memorije. Kako je prilikom 
klasifikacije slika važno ostvariti invarijantnost na translaciju, želimo da neuron djeluje 
nad čitavom slikom. To se ostvaruje pomicanjem filtra po slici čime dobivamo više izlaza 
za svaku poziciju filtra. Skup svih izlaza jednog neurona predstavlja jedan sloj (mapa 
značajki) aktivacijskog volumena, a njegova dubina odgovara broju filtera tog sloja. 
Veličine mape značajki u nekom sloju date su izrazima 7.3, 7.4 [19]: 
 𝑀𝑤
𝑙 =
𝑀𝑤
𝑙−1 −𝐾𝑤
𝑙
𝑆𝑤
𝑙 + 1 (7.3) 
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 𝑀ℎ
𝑙 =
𝑀ℎ
𝑙−1 −𝐾ℎ
𝑙
𝑆ℎ
𝑙 + 1 (7.4) 
𝑀𝑙 – mapa l-tog sloja 
𝑀𝑤
𝑙 – širina mape l-tog sloja 
𝑀ℎ
𝑙 – visina mape l-tog sloja 
𝐾𝑤
𝑙 – širina filtra l-tog sloja 
𝐾ℎ
𝑙– visina filtra l-tog sloja 
𝑆𝑤
𝑙 – korak pomaka filtra po širini prilikom konvolucije 
𝑆ℎ
𝑙 – korak pomaka filtra po visini. 
 
Vrijednosti aktivacijskog volumena dobivaju se pomicanjem filtra kroz ulazni 
volumen, zbrajanjem vrijednosti umnožaka ulaznih vrijednosti s težinskim faktorima te 
izračunom vrijednosti aktivacijske funkcije. 
 
7.5 Sloj sažimanja 
Zbog povećanja prostorne invarijantnosti, u problemima klasifikacije slika,  
konvolucijske neuralne mreže sastoje se od postupka sažimanja kojim smanjujemo 
rezoluciju aktivacijskog volumena. Smanjuju se njegova širina i visina, dok dubina ostaje 
ista. Sažimanje se provodi tako da se skup elemenata mape značajki 𝑆𝑤 ∗ 𝑆ℎ predstavi 
jednom vrijednosti tako da se ulazi ne preklapaju, a broj mapa nakon postupka ostaje isti. 
Odabere se okvir određene veličine (npr. 2x2) koji se zatim pomiče mapirajući skup 
značajki na ulazu u jednu značajku na izlazu, pri čemu se mapa značajki smanjuje 4 puta. 
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Slika 20. Sažimanje značajki [19] 
 
Najčešće metode sažimanja su: 
- sažimanje usrednjavanjem 
- sažimanje maksimalnom vrijednošću. 
 
7.5.1 Sažimanje usrednjavanjem 
To je postupak kojim se izračunava aritmetička sredina vrijednosti unutar okvira 
sažimanja. Ako je, na primjer, zadana početna mapa M: 
𝑀 = [
2 8
6 4
2 3
5 6
7 3
1 5
1 8
1 2
] 
Koristeći prije spomenuti okvir veličine 2x2 s pomakom 2 po horizontali i vertikali 
dobit će se aritmetičke sredine navedenih vrijednosti i 4 puta manja mapa značajki na 
izlazu M': 
 
𝑀′ = [
5 4
4 3
] 
 
U ovoj metodi sažimanja nije potrebno „pamtiti“ lokaciju pojedinih elemenata 
prilikom propagiranja greške unazad jer svaki neuron mape jednako sudjeluje u 
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definiranju mape idućeg sloja. Zato svi neuroni unutar grupe primaju jednaku grešku koja 
se propagira unatrag svim slojevima. 
 
7.5.2 Sažimanje maksimalnom vrijednošću 
To je metoda sažimanja koja se ostvaruje uzimanjem maksimalne vrijednosti unutar 
okvira sažimanja te se propagira u idući sloj. Unaprijednom propagacijom za mapu 
značajki iz prethodnog primjera i iste dimenzije sažimanja dobiva se nova mapa M': 
 
𝑀′ = [
8 6
7 8
] 
 
 
Za razliku od prethodne, u ovoj metodi potrebno je znati lokaciju elementa koji je 
odabran kao maksimum za svaku grupu kako bi se greška mogla propagirati unazad. 
Lokacije maksimuma mogu se zapisivati relativno (s obzirom na okvir) pa bi za prethodni 
primjer zapis bio jednak: 
 
𝐿 = [
(0,1) (1,1)
(0,0) (0,1)
] 
 
 
Dok bi apsolutni zapis izgledao ovako: 
 
𝐿 = [
(0,1) (1,3)
(2,0) (2,3)
] 
 
 
U ovom radu korištena je metoda sažimanja maksimalnom vrijednošću s faktorom 
skaliranja 𝑆𝑤 = 𝑆ℎ = 2. 
 
7.6 Izbjegavanje lokalnih minimuma 
Izbjegavanje lokalnih minimuma može se postići različitim metodama, a neke od njih 
su: 
- uvođenje slučajnih transformacija 
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Slučajnim transformacijama (rotacija, translacija, skaliranje) nad postojećim 
skupovima, povećava se skup za učenje bez sakupljanja dodatnih uzoraka. Povećanje 
skupa za učenje pomaže sprečavanju zapinjanja u lokalnim minimumima, a 
transformacije se mogu izvoditi slučajnom rotacijom, slučajnim pomakom rubova i 
sl., i to tijekom svake iteracije, ili pretprocesiranjem uzoraka za učenje. 
- slučajno izostavljanje neurona prilikom učenja (engl. Dropout) 
To je metoda u kojoj se u svakoj iteraciji pojedini neuroni „slučajno isključuju“ i 
tako stvaraju privid velikog broja arhitektura iako se i dalje radi samo s jednom. U 
slučaju velikog broja virtualnih arhitektura, malo je vjerojatno da će svaka od njih 
zapeti za isti lokalni minimum.  
 
 
Slika 21. Lijevo - potpuno povezana mreža, 
 Desno - slučajno izostavljanje neurona prilikom učenja [16] 
 
- primjena raspršene povezanosti. 
Omogućuje povećanje performansa mreže jer različite mape trenutnog sloja 
dobivaju ulaze samo nekih mapa prethodnog sloja, čime uče što različitije značajke.  
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7.7 Odabir hiperparametara 
Kako su konvolucijske neuralne mreže dosta složene arhitekture, prilikom njihove 
implementacije potrebno je odabrati najbolje hiperparametre kako bi mreža što brže 
konvergirala. Hiperparametri su : 
- arhitektura mreže 
Prilikom izgradnje arhitekture mreže važno je odabrati mrežu koja je dovoljno 
velika za klasifikacijski problem, a da nije prevelika što bi usporavalo učenje. 
Potrebno je odrediti broj i redoslijed slojeva u mreži, veličine filtera i prozora 
sažimanja značajki u slojevima sažimanja. Jedan od najbitnijih elemenata je odabir 
veličina filtera. Ako su filtri premalih dimenzija, mreža bi mogla učiti značajke koje 
nisu relevantne za klasifikaciju, dok preveliki filtri usporavaju mrežu, jer tek kasniji 
slojevi opisuju relevantne značajke. Veličina filtera obično se smanjuje prema 
dubljim slojevima, ali ne smije biti prenaglo da ne dođe do prevelikog gubitka 
informacija. Dubina mape značajki, odnosno aktivacijskog volumena, rezultat je 
odabira veličina filtera i prozora sažimanja značajki.  
- inicijalizacija težina 
Ovisno o skupu za učenje, ispravna slučajna inicijalizacija težina omogućuje da se 
težine mogu pomicati u oba smjera aktivacijske funkcije, jer se u protivnom usporava 
učenje zbog uvođenja prevelike udaljenosti od početne vrijednosti do trenutka kada 
ulazi u aktivacijsku funkciju prijeđu na ispravnu stranu.  
- aktivacijska funkcija 
Najčešće korištene aktivacijske funkcije su iz skupa sigmoidalnih funkcija jer 
omogućuju mreži da može učiti postupcima koji su temeljeni na gradijentnom spustu 
(derivabilnost). Većinom se ista funkcija koristi za cijelu mrežu. 
- stopa učenja 
Određuje se isprobavajući različite vrijednosti, obično između 10−6 i 1 te prateći 
konvergenciju mreže. 
- funkcija pogreške 
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Mogućnost i brzina konvergencije može ovisiti i o odabiru funkcije pogreške zbog 
čega je to vrlo bitan hiperparametar pri implementacije mreže. Najčešće se koristi 
funkcija srednje kvadratne pogreške, a korištena je i u ovom radu. 
- predobrada ulaza. 
U klasifikaciji slika, najčešći oblici predobrade ulaza koji ubrzavaju konvergenciju 
su: 
- dodavanje okvira – slika se sa svake strane proširi za nekoliko piksela kako 
bi mreža i rubne podatke uzimala s jednakim značajem 
- standardizacija – izračuna se srednja vrijednost slike koja se nakon toga 
oduzme od svakog piksela slike. Dobiveni rezultat zatim se podijeli sa 
standardnom devijacijom svih piksela slike. 
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8 Struktura korištene konvolucijske neuralne mreže 
Na slici 22 prikazana je struktura, u radu korištene, konvolucijske neuralne mreže koja 
se sastoji od dva konvolucijska, dva sloja sažimanja i zadnjeg potpuno povezanog sloja. 
Ova arhitektura odabrana je jer u relativno kratkom vremenu treninga daje visok stupanj 
točnosti klasifikacije. 
 
 
Slika 22. Arhitektura mreže 
 
Arhitektura mreže: 
 ulazni sloj – 28x28x1 (monokromatska slika, visine i širine 28 piksela) 
 prvi konvolucijski sloj – 28x28x8 
 prvi sloj sažimanja – 14x14x8 
 drugi konvolucijski sloj – 14x14x16 
 drugi sloj sažimanja – 7x7x16 
 izlazni sloj – 10 neurona (potpuno povezani sloj). 
 
Filtri: 
 prvi konvolucijski sloj sadrži 8 filtera veličine 5x5 
 drugi konvolucijski sloj sadrži 16 filtera veličine 3x3 
 slojevi sažimanja rade s prozorom 2x2. 
 
Kao ulaz u mrežu, za trening i testiranje, korištene su monokromatske slike, 28x28 
piksela. Vrijednosti piksela su normalizirane 𝑝𝑥:= (𝑝𝑥/128.0) − 1.0 tako da su 
minimalna i maksimalna od -1.0 do 1.0 i spremljene su u 3-dimenzionalni niz.  
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Normalizacija ulaznih podataka provodi se kad imamo razloga vjerovati da će različita 
svojstva ulaza biti u različitim omjerima, a trebala bi biti od istog značaja za algoritam. 
U slučaju slika, vrijednosti piksela  već su u otprilike jednakim omjerima (od 0 do 255), 
pa nije nužno provoditi ovakvu vrstu normalizacije. 
Za problem klasifikacije možemo iskoristiti činjenicu da su klase međusobno 
isključive. Dimenzije izlaznog vektora odgovaraju broju mogućih klasa, svaka od 
znamenki iz MNIST-a odgovara jednoj klasi, stoga na izlazu iz mreže imamo 10 neurona. 
U zadnjem sloju korištena je sigmoidna prijenosna funkcija, čije se izlazne vrijednosti  
kreću od 0.0 do 1.0, stoga možemo pojedini izlaz 𝜎(∑ 𝑤𝑖𝑥𝑖 + 𝑏𝑖 ) interpretirati kao 
vjerojatnost⁡𝑃(𝑦 = 1|𝑥;𝑊, 𝑏) da slika na ulazu odgovara klasi koju izlazni neuron 
predstavlja. 
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9 Korišteni podatkovni set i slike 
MNIST 
Za trening i testiranje mreže korišten je podatkovni set MNIST [28]. MNIST (engl. 
Modified National Institute of Standards and Technology database) velika je baza rukom 
pisanih znamenki koja se često koristi za trening i testiranje različitih sustava za 
klasifikaciju slika. Nastala je iz NIST-ovih baza Special Database 3 i Special Database 
1. Sadrži 10 klasa rukom pisanih brojeva (od nula do devet) koje su podijeljene na 60 000 
slika za trening i 10 000 slika za testiranje. Crno-bijele slike iz NIST-a su normalizirane, 
skalirane na rezoluciju od 28x28 piksela te ne zahtijevaju dodatno pretprocesiranje i 
formatiranje za potrebe algoritma.  
 
 
Slika 23. Primjer znamenki iz MNIST-a [28] 
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10 Aplikacija za trening i testiranje 
U sklopu ovog rada napravljen je program za treniranje, testiranje i prikaz rezultata 
klasifikacije. Program podržava dvije vrste učenja: pojedinačno i grupno. Od samog 
početka treninga pa kroz sve iteracije i epohe, može se pratiti kretanje greške te ovisno o 
tome mijenjati stopu učenja. Na taj način možemo odrediti vrstu i stopu učenja koja daje 
najbolje rezultate kod treninga.  
Taj dio programa, u kojem se vrši treniranje, prikazan je na slici 24. Sastoji se od:  
- dijela za unos stope učenja i broja iteracija kod pojedinačnog učenja te dodatnog 
polja za unos veličine grupe kod grupnog učenja  
- grafikona na kojemu je prikazano kretanje greške u pojedinačnom treningu kroz 
30 000 iteracija. 
 
Slika 24. Online trening 
 
U drugom dijelu programa vrši se testiranje točnosti klasifikacije na skupu za 
testiranje. Program omogućuje praćenje rezultata točnosti klasifikacije za svaku pojedinu 
znamenku prikazano na slici 25. Slika 26 prikazuje ukupan odnos točno i krivo 
klasificiranih znamenki iz skupa za testiranje. 
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Slika 25. Rezultati klasifikacije 
 
 
Slika 26. Rezultati klasifikacije 
 
Treći dio prikazuje izlazne vrijednosti za predočeni uzorak. Na slici 27 prikazan je 
ulazni uzorak u mrežu (desno) i grafikon s izlaznim vrijednostima zadnjeg sloja. Iz 
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dobivenog rezultata vidljivo je da je mreža ispravno klasificirala sliku s 85-postotnom 
vjerojatnošću klase 0.  
 
 
Slika 27. Testiranje 
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11 Rezultati istraživanja 
Zbog postojanja velikog broja hiperparametara, pri odabiru strukture i treniranja 
konvolucijske neuralne mreže, u ovom radu testiran je utjecaj različitog broja slojeva, 
filtera po sloju te stope učenja na performanse mreže. To je potrebno zbog toga jer se 
problem odabira hiperparametara ne može riješiti egzaktno, već metodom pokušaja i 
pogreške. Testirano je nekoliko mreža podijeljenih u dvije skupine od 5 i 7 slojeva, s tim 
da svaka mreža ima različit broj filtera.  
 
Tablica 3. Testirane arhitekture 
Mreža Sloj 1 Sloj 2 Sloj 3 Sloj 4 Sloj 5 Sloj 6 Sloj 7 
m1 1 filtar 5x5 Sažimanje 2x2 1 filtar 3x3 Sažimanje 2x2 10 izlaza   
m2 1 filtar 5x5 Sažimanje 2x2 2 filtra 3x3 Sažimanje 2x2 10 izlaza   
m3 2 filtra 5x5 Sažimanje 2x2 2 filtra 3x3 Sažimanje 2x2 10 izlaza   
m4 2 filtra 5x5 Sažimanje 2x2 4 filtra 3x3 Sažimanje 2x2 10 izlaza   
m5 4 filtra 5x5 Sažimanje 2x2 4 filtra 3x3 Sažimanje 2x2 10 izlaza   
m6 4 filtra 5x5 Sažimanje 2x2 8 filtera 3x3 Sažimanje 2x2 10 izlaza   
m7 8 filtera 5x5 Sažimanje 2x2 8 filtera 3x3 Sažimanje 2x2 16 filtera 3x3 Sažimanje 2x2 10 izlaza 
m8 8 filtera 5x5 Sažimanje 2x2 8 filtera 3x3 Sažimanje 2x2 32 filtera 3x3 Sažimanje 2x2 10 izlaza 
m9 8 filtera 5x5 Sažimanje 2x2 16 filtera 3x3 Sažimanje 2x2 16 filtera 3x3 Sažimanje 2x2 10 izlaza 
m10 8 filtera 5x5 Sažimanje 2x2 16 filtera 3x3 Sažimanje 2x2 32 filtera 3x3 Sažimanje 2x2 10 izlaza 
m11 8 filtera 5x5 Sažimanje 2x2 16 filtera 3x3 Sažimanje 2x2 10 izlaza   
 
Rezultati testiranja mreža od 5 slojeva, s različitim brojem filtera, pokazuju nam da 
mreže s većim brojem filtera daju veći postotak točnosti klasificiranih slika, što je vidljivo 
iz dolje prikazanih grafikona. Znanje je kod neuralnih mreža implicitno pohranjeno u 
težinskim faktorima čiji broj raste s povećanjem broja filtera, što utječe na povećanje 
kapaciteta mreže. Iz grafikona je također vidljivo da je mreža s najmanjim brojem filtera 
postigla velik postotak točnosti klasifikacije (85%), vjerojatno zbog velikog broja 
težinskih faktora zadnjeg potpuno povezanog sloja (7*7*10 = 490).  
Prepoznavanje teksta korištenjem konvolucijskih neuralnih mreža 
Međimursko veleučilište u Čakovcu 51 
 
 
Grafikon 1. Rezultati klasifikacije (5 sloja) 
 
 
Grafikon 2. Pogreška na skupu za treniranje (5 sloja) 
 
U testiranju mreža sa 7 slojeva, postignuti su neznatno bolji rezultati točnosti 
klasifikacije nego kod mreža s 5 slojeva uz znatno povećanje vremena treniranja (grafikon 
dolje). Iz dolje prikazanih grafikona također je vidljivo da su, neovisno o broju korištenih 
filtera, postignuti gotovo isti rezultati. 
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Grafikon 3. Rezultati klasifikacije (7 sloja) 
 
Grafikon 4. Pogreška na skupu za treniranje (7 sloja) 
 
STOPA UČENJA 
Odabir stope učenja vrlo je značajan u treningu mreže zbog brzine konvergencije. 
Ukoliko je stopa učenja premala,  sustav će sporo konvergirati, dok će u prevelikoj stopi 
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učenja greška rasti. Testirane su stope prikazane na grafikonu, iz kojeg je vidljivo da je 
najbrže konvergirala mreža sa stopom od 0.1. 
 
 
Grafikon 5. Klasifikacija - različite stope učenja 
 
Grafikon 6. MSE - različite stope učenja 
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Grafikon 7. Trajanje treninga 
 
Važno je napomenuti da prikazani rezultati testiranih mreža vrijede za podatkovni 
skup MNIST, u  kojem je i s manjom mrežom postignut visoki postotak točno 
klasificiranih slika. Za kompleksnije probleme potrebne su mreže s većim brojem slojeva 
jer manje mreže ne postižu tako dobre rezultate.  
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12 Rasprava i zaključak 
Tema ovog rada bila je izrada konvolucijske neuralne mreže za prepoznavanje teksta. 
Najprije je dana kratka povijest i osnovni pojmovi vezani uz umjetne neuralne mreže. 
Prikazana je razlika konvencionalnog načina obrade podataka, s paralelnom obradom kod 
neuralnih mreža. Nakon toga opisan je način rada i specifičnosti konvolucijskih neuralnih 
mreža i njezinih slojeva. Također je opisana najčešće korištena metoda učenja višeslojnih 
neuralnih mreža, algoritam širenja pogreške unazad te način izračuna greške svakog 
pojedinog neurona u cilju minimizacije greške. Testiran je utjecaj odabira različitih 
hiperparametara na nekoliko različitih mreža iz čega je bilo vidljivo da veće mreže daju 
bolje rezultate. Konvolucijska neuralna mreža implementirana je u programskom jeziku 
Java, bez korištenja vanjskih biblioteka. Za trening i testiranje mreže korišten je 
podatkovni skup rukom pisanih brojeva MNIST, a postignut je rezultat od 98% ispravno 
klasificiranih uzoraka od skupa za testiranje. Taj rezultat u skladu je s već postignutim 
rezultatima u sličnim ispitivanjima točnosti prepoznavanja znamenki iz skupa MNIST. 
Konvolucijske neuralne mreže trenutno su najbolji odabir metode za problem 
klasifikacije rukom pisanih znamenki jer je njihovo prepoznavanje svedeno gotovo na 
ljudsku izvedbu. 
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