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1. Introduction and preliminaries
Many problems in ﬂuid dynamics, such as ﬂows past obstacles, around corners or through pipes or
apertures, are ﬁrst conceptualized by Stokes or Navier–Stokes equations in unbounded domains. Our
aim is to solve such systems in a particular unbounded domain for which any result is known. This
domain, that we call exterior domain in the half-space, is the complement in the upper half-space of
a compact region ω0. We can see this geometry as an extension of the “classical” exterior domain,
i.e. the complement of ω0 in the whole space. In a forthcoming paper, we study a Stokes system on
such a domain but prior to that, it can be interesting to give results for the Laplace’s equation. Thus,
in this work, we want to solve the exterior Laplace’s problem in the half-space.
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C. Amrouche, F. Bonzom / J. Differential Equations 246 (2009) 1894–1920 1895First, let us recall some elements for the Laplace’s equation in a classical exterior domain. Sev-
eral families of spaces are used for this operator, like the completion of D(cω0) for the norm of the
gradient in Lp(cω0) (where cω0 is the complement of ω0 in Rn), which has the inconvenient that,
when p  n, some very treacherous Cauchy sequences exist in D(cω0) that do not converge to distri-
butions, a behaviour carefully described in 1954 by Deny and Lions (cf. [9]). Another family of spaces
is the subspace in Lploc(
cω0) of functions whose gradients belong to Lp(cω0), subspace which have an
imprecision at inﬁnity inherent to the Lploc norm.
Another approach is to set problems in weighted Sobolev spaces where the growth or decay of
functions at inﬁnity are expressed by means of weights. These spaces have several advantages: they
satisfy an optimal weighted Poincaré-type inequality; they allow us to describe the behaviour of func-
tions and not just of their gradient, which is vital from the mathematical and the numerical point of
view.
Without being exhaustive, we can recall works of several authors who have contributed to the
solution of Laplace’s equation in a classical exterior domain by means of weighted Sobolev spaces:
see Cantor [8], Giroire [10], Giroire and Nedelec [11], Nedelec [18], Nedelec and Planchard [19], Hsiao
and Wendland [13], Leroux [14] and [15], McOwen [16] and Amrouche, Girault and Giroire [5].
In this paper, we choose to set our problems in weighted Sobolev spaces and we remind that
here, our originality, with respect to results previously quoted, is to extend the resolution of the
exterior Laplace’s problem in the whole space to the exterior problem in the half-space. From this
extension, comes an additional diﬃculty due to the nature of the boundary. Indeed, as it contains
R
n−1, it is not bounded anymore. So, we have to introduce weights even in the spaces of traces.
We can cite Hanouzet [12] who has given the ﬁrst results for such spaces in 1971 and Amrouche,
Necˇasovà [6] who have extended these results in 2001 to weighted Sobolev spaces which possess
logarithmic weights (we just remind that logarithmic weights allow us to have a Poincaré-type in-
equality even in the “critical” cases; see below for more details). Nevertheless, the half-space has a
useful symmetric property.
Moreover, we deal with problems which have Dirichlet or Neumann conditions on the bounded
boundary but also on the unbounded boundary Rn−1.
We deﬁne ω0 a compact and non-empty subset of Rn+ (n 2), Γ0 its boundary and we denote by
Ω the complement of ω0 in Rn+ . We want to solve the four following problems:
(PD) −u = f in Ω, u = g0 on Γ0, u = g1 on Rn−1,
(PN ) −u = f in Ω, ∂u
∂n
= g0 on Γ0, ∂u
∂n
= g1 on Rn−1,
(PM1 ) −u = f in Ω, u = g0 on Γ0,
∂u
∂n
= g1 on Rn−1,
(PM2 ) −u = f in Ω,
∂u
∂n
= g0 on Γ0, u = g1 on Rn−1.
We supposed that Ω is connected and that it is of class C1,1, even if, for some values of the expo-
nent p, it can be less regular.
Each section of this paper is devoted to the study of one of the four problems. We will call (PM1 )
and (PM2 ) the ﬁrst and the second mixed problem. The main results of this work are Theorems 2.2,
3.3, 4.3 and 5.4.
We complete this introduction with a short review of the weighted Sobolev spaces and their trace
spaces. For any integer q we denote by Pq the space of polynomials in n variables, of degree less than
or equal to q, with the convention that Pq is reduced to {0} when q is negative.
Let x = (x1, . . . , xn) be a typical point of Rn , x′ = (x1, . . . , xn−1) and let r = |x| = (x21 + · · · + x2n)1/2
denote its distance to the origin.
We deﬁne ω′0 the symmetric region of ω0 with respect to Rn−1, Γ ′0 the boundary of ω′0, Ω ′ the
symmetric region of Ω , Ω˜ = Ω ∪ Ω ′ ∪Rn−1 and Γ˜0 = Γ0 ∪ Γ ′0.
1896 C. Amrouche, F. Bonzom / J. Differential Equations 246 (2009) 1894–1920We deﬁne too the following functions u∗ and u∗ . For (x′, xn) ∈Rn and u any function, we set:
u∗(x′, xn) =
{
u(x′, xn) if xn  0,
−u(x′,−xn) if xn < 0,
and
u∗(x′, xn) =
{
u(x′, xn) if xn  0,
u(x′,−xn) if xn < 0.
For any real number p ∈ ]1,+∞[, we denote by p′ the dual exponent of p:
1
p
+ 1
p′
= 1.
We shall use two basic weights:
ρ = (1+ r2)1/2 and lgρ = ln(2+ r2).
As usual, D(Ω) is the space of indeﬁnitely differentiable functions with compact support, D′(Ω) its
dual space, called the space of distributions and D(Ω) the space of restrictions to Ω of functions in
D(Rn).
Then, we deﬁne:
W 1,p0 (Ω) =
{
u ∈ D′(Ω), u
ω1
∈ Lp(Ω), ∇u ∈ Lp(Ω)
}
and
W 2,p1 (Ω) =
{
u ∈ D′(Ω), u
ω1
∈ Lp(Ω), ∇u ∈ Lp(Ω), ρ ∂
2u
∂xi∂x j
∈ Lp(Ω), i, j = 1, . . . ,n
}
,
where ω1 is deﬁned by
ω1 =
{
ρ if n = p,
ρ lgρ if n = p.
They are reﬂexive Banach spaces equipped, respectively, with natural norms:
‖u‖
W 1,p0 (Ω)
= (∥∥ω−11 u∥∥pLp(Ω) + ‖∇u‖pLp(Ω))1/p
and
‖u‖
W 2,p1 (Ω)
=
(∥∥ω−11 u∥∥pLp(Ω) + ‖∇u‖pLp(Ω) + ∑
1i, jn
∥∥∥∥ρ ∂2u∂xi∂x j
∥∥∥∥p
Lp(Ω)
)1/p
.
We also deﬁne semi-norms:
|u|
W 1,p(Ω)
= ‖∇u‖Lp(Ω)
0
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|u|
W 2,p1 (Ω)
=
( ∑
1i, jn
∥∥∥∥ρ ∂2u∂xi∂x j
∥∥∥∥p
Lp(Ω)
)1/p
.
We set the following spaces:
◦
W
1,p
0 (Ω) = D(Ω)
‖·‖
W
1,p
0 (Ω) and
◦
W
2,p
1 (Ω) = D(Ω)
‖·‖
W
2,p
1 (Ω) ,
and we easily check that
◦
W
1,p
0 (Ω) =
{
u ∈ W 1,p0 (Ω), u = 0 on Γ0 ∪Rn−1
}
and that
◦
W
2,p
1 (Ω) =
{
u ∈ W 2,p1 (Ω), u =
∂u
∂n
= 0 on Γ0 ∪Rn−1
}
,
where the sense of traces of these functions are given below. The weights deﬁned previously are
chosen so that the space D(Ω) is dense in W 1,p0 (Ω) and in W 2,p1 (Ω) and so that the following
Poincaré-type inequalities hold:
Theorem 1.1.
(i) The semi-norm | · |
W 1,p0 (Ω)
deﬁned on W 1,p0 (Ω)/P[1−n/p] is a norm equivalent to the quotient norm.
(ii) The semi-norm | · |
W 1,p0 (Ω)
deﬁned on
◦
W
1,p
0 (Ω) is a norm equivalent to the full norm ‖ · ‖W 1,p0 (Ω) .
Proof. We extend the problem in Ω˜ and we use results of [5] in an exterior domain. Here, we prove
only the case (i), the case (ii) is similar.
Let u be in W 1,p0 (Ω) and u∗ ∈ W 1,p0 (Ω˜) its extension in Ω˜ . We have
‖u∗‖W 1,p0 (Ω˜)  C‖u‖W 1,p0 (Ω).
Moreover, by [5]
inf
k∈P[1−n/p]
‖u∗ + k‖W 1,p0 (Ω˜)  C |u∗|W 1,p0 (Ω˜).
Finally, since for all k ∈ P[1−n/p] ,
‖u + k‖
W 1,p0 (Ω)
 ‖u∗ + k‖W 1,p0 (Ω˜),
we have
inf
k∈P[1−n/p]
‖u + k‖
W 1,p0 (Ω)
 C |u∗|W 1,p0 (Ω˜)  C |u|W 1,p0 (Ω). 
We have similar inequalities for the space W 2,p1 (Ω). We denote by W
−1,p
0 (Ω) (respectively
W−2,p−1 (Ω)) the dual space of
◦
W
1,p′
0 (Ω) (respectively of
◦
W
2,p′
1 (Ω)). They are spaces of distributions.
1898 C. Amrouche, F. Bonzom / J. Differential Equations 246 (2009) 1894–1920Then, we deﬁne too, for  ∈R, the space W 0,p (Ω) by
W 0,p (Ω) =
{
u ∈ D′(Ω), ρu ∈ Lp(Ω)}.
We have, if n = p, the continuous injections
W 1,p0 (Ω) ⊂ W 0,p−1 (Ω) and W 0,p
′
1 (Ω) ⊂ W−1,p
′
0 (Ω).
Now, we want to deﬁne the traces of functions of W 1,p0 (Ω) and W
2,p
1 (Ω). These traces have a
component on Γ0 and another component on Rn−1. For the traces on Γ0, we return to Adams [1] or
Necˇas [17] for the deﬁnition of the two spaces W 1−
1
p ,p(Γ0) and W
2− 1p ,p(Γ0) and for the usual trace
theorems. For the traces of functions on Rn−1, we refer to Amrouche and Necˇasovà [6] for general
deﬁnitions and here, we deﬁne the three following spaces:
W
1− 1p ,p
0
(
R
n−1)= {u ∈ D′(Rn−1), ω−1+ 1p2 u ∈ Lp(Rn−1), ∫
Rn−1×Rn−1
|u(x) − u(y)|p
|x− y|n+p−2 dxdy < ∞
}
,
where
ω2 =
{
ρ ′ if n = p,
ρ ′(lgρ ′)p′ if n = p,
with ρ ′ = (1+|x′|2)1/2 and lgρ ′ = ln(2+|x′|2). It is a reﬂexive Banach space equipped with its natural
norm
(∥∥ω−1+ 1p2 u∥∥pLp(Rn−1) + ∫
Rn−1×Rn−1
|u(x) − u(y)|p
|x− y|n+p−2 dxdy
)1/p
.
For x′ ∈Rn−1, we set
γ0u(x
′) = u(x′,0),
and we have the following trace lemma (see [6]):
Lemma 1.2. The mapping
γ0 :D
(
R
n+
)→ D(Rn−1),
u → γ0u
can be extended by continuity to a linear and continuous mapping still denoted by γ0 from W
1,p
0 (R
n+) to
W
1− 1p ,p
0 (R
n−1). Moreover, γ0 is onto and
Kerγ = ◦W 1,p0
(
R
n+
)= D(Ω)‖·‖W 1,p0 (Rn+) .
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1− 1p ,p
0 (R
n−1), there exists u ∈ W 1,p0 (Rn+) such that γ0u = g0 and
we have the estimate
‖u‖
W 1,p0 (R
n+)
 C‖g0‖
W
1− 1p ,p
0 (R
n−1)
.
Then, we deﬁne
W
1− 1p ,p
1
(
R
n−1)= {u ∈ W 0,p1
p
(
R
n−1), ρ ′u ∈ W 1− 1p ,p0 (Rn−1)}
and
W
2− 1p ,p
1
(
R
n−1)= {u ∈ W 1,p1
p
(
R
n−1), ρ ′∇u ∈ W 1− 1p ,p0 (Rn−1)},
where
W 1,p1
p
(
R
n−1)= {u ∈ D′(Rn−1), ω−1+ 1p2 u ∈ Lp(Rn−1), (ρ ′) 1p ∇u ∈ Lp(Rn−1)}.
Here again, we equip these spaces with their natural norm. For x′ ∈Rn−1, we set
γ1u(x
′) = ∂u
∂n
(x′,0),
and we have the following traces lemma (see [6]):
Lemma 1.3. The mapping
γ :D(Rn+)→ D(Rn−1),
u → (γ0u, γ1u)
can be extended by continuity to a linear and continuous mapping still denoted by γ from W 2,p1 (R
n+) to
W
2− 1p ,p
1 (R
n−1) × W 1−
1
p ,p
1 (R
n−1). Moreover, γ is onto and
Kerγ = ◦W 2,p1
(
R
n+
)= D(Ω)‖·‖W 2,p1 (Rn+) .
In other words, for any (g0, g1) in W
2− 1p ,p
1 (R
n−1) × W 1−
1
p ,p
1 (R
n−1), there exists u ∈ W 2,p1 (Rn+)
such that γ u = (g0, g1) and we have the estimate
‖u‖
W 2,p1 (R
n+)
 C
(‖g0‖
W
2− 1p ,p
1 (R
n−1)
+ ‖g1‖
W
1− 1p ,p
1 (R
n−1)
)
.
Finally, we denote, for p ∈ ]1,∞[, 〈.,.〉Γ the duality pairing W−
1
p ,p(Γ ), W
1− 1
p′ ,p
′
(Γ ), with Γ = Γ0
or Γ˜0 and 〈.,.〉Rn−1 , the pairing W
− 1p ,p
0 (R
n−1), W
1− 1
p′ ,p
′
0 (R
n−1).
We remind that in all this article, we suppose that Ω is of class C1,1.
We will denote by C a positive and real constant which may vary from line to line.
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In this section, we want to solve the following problem of Dirichlet:
(PD)
{−u = f in Ω,
u = g0 on Γ0,
u = g1 on Rn−1.
First, we characterize the following kernel:
Dp0 (Ω) =
{
z ∈ W 1,p0 (Ω), z = 0 in Ω, z = 0 on Γ0, z = 0 on Rn−1
}
.
Proposition 2.1. For any p > 1, Dp0 (Ω) = {0}.
Proof. Let z be in Dp0 (Ω), we deﬁne, for almost all (x′, xn) ∈ Ω˜ the function z∗ ∈
◦
W
1,p
0 (Ω˜). For any
ϕ ∈ D(Ω˜), we have
〈z∗,ϕ〉D′(Ω˜),D(Ω˜) = 〈z∗,ϕ〉D′(Ω˜),D(Ω˜)
=
∫
Ω
z(x′, xn)ϕ(x′, xn)dx−
∫
Ω ′
z(x′,−xn)ϕ(x′, xn)dx.
Moreover ∫
Ω
z(x′, xn)ϕ(x′, xn)dx = −
〈
∂z
∂n
,ϕ
〉
Rn−1
.
Setting ψ(x′, xn) = ϕ(x′,−xn), we have ψ ∈ D(Ω˜) and∫
Ω ′
z(x′,−xn)ϕ(x′, xn)dx =
∫
Ω
z(x′, xn)ψ(x′, xn)dx
= −
〈
∂z
∂n
,ϕ
〉
Rn−1
.
Thus, we deduce that 〈z∗,ϕ〉D′(Ω˜),D(Ω˜) = 0, i.e. z∗ = 0 in Ω˜ . So, the function z∗ is in the space
Ap0 (Ω˜) deﬁned by
Ap0 (Ω˜) =
{
v ∈ W 1,p0 (Ω˜), v = 0 in Ω˜, v = 0 on Γ˜0
}
.
Now, we use the characterization of Ap0 (Ω˜) (see [5]). For this, we set μ0 the function deﬁned by
μ0 = U ∗
(
1
|Γ˜0| δΓ˜0
)
,
where U = 12π ln(r) is the fundamental solution of the Laplace’s equation in R2 and δΓ˜0 is deﬁned by
∀ϕ ∈ D(R2), 〈δΓ˜0 ,ϕ〉 = ∫
Γ˜
ϕ dσ .0
C. Amrouche, F. Bonzom / J. Differential Equations 246 (2009) 1894–1920 1901(i) If p < n or p = n = 2, then Ap0 (Ω˜) = {0} and z∗ = 0 in Ω˜ , i.e. z = 0 in Ω and Dp0 (Ω) = {0}.
(ii) If p  n 3, then we have z∗ = c(λ−1), where c is a real constant and λ is the unique solution
in W 1,p0 (Ω˜) ∩ W 1,20 (Ω˜) of the problem
λ = 0 in Ω˜, λ = 1 on Γ˜0.
Thus, on Rn−1, z∗ = z = c(λ − 1) = 0. This implies that c = 0 because otherwise, λ will be equal to 1
on Rn−1, that is not possible because 1 /∈ W
1
2 ,2
0 (R
n−1). Finally, we deduce that z = 0, i.e. Dp0 (Ω) = {0}.
(iii) If p > n = 2, then we have z∗ = c(μ − μ0), where c is a real constant and the function μ is
the unique solution in W 1,p0 (Ω˜) ∩ W 1,20 (Ω˜) of the problem
μ = 0 in Ω˜, μ = μ0 on Γ˜0.
Thus, on R, z = c(μ−μ0) = 0. This implies again that c = 0 because otherwise μ will be equal to μ0
on R, that is not possible because μ0 /∈ W
1
2 ,2
0 (R). Indeed, let x = (x′,0) be in R, since
μ0(x) = 1
2π |Γ˜0|
∫
Γ˜0
ln
(|y − x|)dσy,
then μ0(x′) C ln |x′| if |x′| > α with α enough big and∫
|x′|>α
|μ0(x′,0)|2
|x′| log2(2+ |x′|) dx
′  C
∫
|x′|>α
dx′
|x′| = +∞
that is contradictory with μ0 ∈ W
1
2 ,2
0 (R). Thus c = 0 and we deduce that z = 0, i.e. Dp0 (Ω) = {0}. 
Theorem 2.2. For any p > 1, f ∈ W−1,p0 (Ω), g0 ∈ W 1−
1
p ,p(Γ0) and g1 ∈ W 1−
1
p ,p
0 (R
n−1), there exists a
unique u ∈ W 1,p0 (Ω) solution of (PD). Moreover, u satisﬁes
‖u‖
W 1,p0 (Ω)
 C
(‖ f ‖
W−1,p0 (Ω)
+ ‖g0‖
W
1− 1p ,p(Γ0)
+ ‖g1‖
W
1− 1p ,p
0 (R
n−1)
)
, (1)
where C is a real positive constant which depends only on p and ω0 .
Proof. (i) We begin to show that solving (PD ) amounts to solve a problem with homogeneous bound-
ary conditions. We know there exists ug1 ∈ W 1,p0 (Rn+) such that ug1 = g1 on Rn−1 and
‖ug1‖W 1,p0 (Rn+)  C‖g1‖W 1− 1p ,p0 (Rn−1)
. (2)
We set u1 = ug1|Ω . Then u1 ∈ W 1,p0 (Ω) and the trace η of u1 on Γ0 is in W 1−
1
p ,p(Γ0). Setting
z = u − u1, the problem (P) is equivalent to the problem:
(P1) −z = f + u1 in Ω, z = g0 − η on Γ0, z = 0 on Rn−1.
We set g = g0 − η, and let R > 0 be such that ω0 ⊂ BR ⊂Rn+ (where BR is an open ball of radius R).
The function h0 deﬁned by
h0 = g on Γ0, h0 = 0 on ∂BR ,
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1
p ,p(Γ0 ∪ ∂BR). We know there exists uh0 ∈ W 1,p(ΩR), where ΩR = Ω ∩ BR , such that
uh0 = h0 on Γ0 ∪ ∂BR and satisfying the estimate
‖uh0‖W 1,p(ΩR )  C‖h0‖W 1− 1p ,p(Γ0∪∂BR ).
We set
u0 = uh0 in ΩR , u0 = 0 in Ω \ ΩR .
We have u0 ∈ W 1,p(Ω), u0 = g on Γ0, u0 = 0 on Rn−1 and u0 satisﬁes
‖u0‖W 1,p0 (Ω)  C
(‖g0‖
W
1− 1p ,p(Γ0)
+ ‖g1‖
W
1− 1p ,p
0 (R
n−1)
)
. (3)
Finally, setting v = z − u0, the problem (P1) is equivalent to the following problem (P ′):
(P ′) −v = h in Ω, v = 0 on Γ0, v = 0 on Rn−1,
where h = f + u1 + u0 ∈ W−1,p0 (Ω).
(ii) Now, we want to return to a problem setted in the open region Ω˜ , problem that we know
solving. Let ϕ be in
◦
W
1,p′
0 (Ω˜), we set for almost all (x
′, xn) ∈ Ω ,
πϕ(x′, xn) = ϕ(x′, xn) − ϕ(x′,−xn).
It is obvious that πϕ ∈ ◦W 1,p
′
0 (Ω) and, for any ϕ ∈
◦
W
1,p′
0 (Ω˜), we deﬁne the operator hπ by
〈hπ ,ϕ〉 := 〈h,πϕ〉
W−1,p0 (Ω)×
◦
W
1,p′
0 (Ω)
.
We notice that hπ is in W
−1,p
0 (Ω˜) and satisﬁes
‖hπ‖W−1,p0 (Ω˜)  2‖h‖W−1,p0 (Ω). (4)
Now, we suppose that p  2. By [5], we know there exists w ∈ W 1,p0 (Ω˜) solution of
−w = hπ in Ω˜, w = 0 on Γ˜0,
satisfying the estimate
‖w‖
W 1,p0 (Ω˜)
 C‖hπ‖W−1,p0 (Ω˜). (5)
The function v = 12πw belongs to
◦
W
1,p
0 (Ω) and we have
‖v‖
W 1,p0 (Ω)
 2‖w‖
W 1,p0 (Ω˜)
. (6)
Now, let us show that −v = h in Ω , i.e. v solution of (P ′). Let ϕ be in D(Ω), then
2〈v,ϕ〉D′(Ω),D(Ω) = 2〈v,ϕ〉D′(Ω),D(Ω)
=
∫ [
w(x′, xn) − w(x′,−xn)
]
ϕ dx.Ω
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Ω
w(x′, xn)ϕ dx = 〈w,ϕ〉D′(Ω),D(Ω)
and ∫
Ω
w(x′,−xn)ϕ dx =
∫
Ω ′
w(x′, xn)ψ dx = 〈w,ψ〉D′(Ω ′),D(Ω ′).
Setting ϕ˜ and ψ˜ the extensions by 0 in Ω˜ of ϕ and ψ respectively, we deduce that:
2〈v,ϕ〉D′(Ω),D(Ω) = 〈w, ϕ˜ − ψ˜〉D′(Ω˜),D(Ω˜)
= −〈hπ , ϕ˜ − ψ˜〉D′(Ω˜),D(Ω˜)
= −〈h,πϕ˜ − πψ˜〉D′(Ω),D(Ω)
= −2〈h,ϕ〉D′(Ω),D(Ω),
i.e. −v = h in Ω . So, we have checked that, if p  2, the operator
 :
◦
W
1,p
0 (Ω) → W−1,p0 (Ω)
is an isomorphism, and, by duality, the operator
 :
◦
W
1,p′
0 (Ω) → W−1,p
′
0 (Ω)
is an isomorphism too. So, if p < 2, the problem (P ′) has also a unique solution v ∈ W 1,p0 (Ω). Thus,
the problem (PD) has a unique solution for 1 < p < ∞. Finally, by (2)–(5) and (6), we have the
estimate (1). 
3. The problem of Neumann
We remind that in this section and in the following ones, Ω is supposed to be of class C1,1. In
this section, we want to solve the following problem:
(PN )
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−u = f in Ω,
∂u
∂n
= g0 on Γ0,
∂u
∂n
= g1 on Rn−1.
First, we characterize the following kernel:
N p0 (Ω) =
{
z ∈ W 1,p0 (Ω), z = 0 in Ω,
∂z
∂n
= 0 on Γ0, ∂z
∂n
= 0 on Rn−1
}
.
Proposition 3.1. For any p > 1, N p0 (Ω) = P[1−n/p] .
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and its associated function z∗ which is in W 1,p0 (Ω˜). Since
∂z
∂n = 0 on Γ0, we have ∂z∗∂n = 0 on Γ˜0 and
we check, like done in the proof of Proposition 2.1, that z∗ = 0 in Ω˜ . So, the function z∗ belongs
to the space {v ∈ W 1,p0 (Ω˜), v = 0 in Ω˜, ∂v∂n = 0 on Γ˜0} which is equal to P[1−n/p] (see [5]). Thus,
if p < n, z∗ = 0 in Ω˜ and z = 0 in Ω . If p  n, z∗ is constant in Ω˜ , so z is constant in Ω . In other
words, we have N p0 (Ω) = P[1−n/p] . 
The following theorem allows us to obtain strong solutions of the problem (PN ).
Theorem 3.2. For each p > 1 such that np′ = 1 and for any f ∈ W 0,p1 (Ω), g0 ∈ W 1−
1
p ,p(Γ0) and g1 ∈
W
1− 1p ,p
1 (R
n−1) satisfying, if p < nn−1 , the following compatibility condition:∫
Ω
f dx+
∫
Γ0
g0 dσ +
∫
Rn−1
g1 dx
′ = 0, (7)
the problem (PN ) has a unique solution u ∈ W 2,p1 (Ω)/P[1−n/p] . Moreover, u satisﬁes
‖u‖
W 2,p1 (Ω)/P[1−n/p]
 C
(‖ f ‖
W 0,p1 (Ω)
+ ‖g0‖
W
1− 1p ,p(Γ0)
+ ‖g1‖
W
1− 1p ,p
1 (R
n−1)
)
, (8)
where C is a real positive constant which depends only on p and ω0 .
Proof. First, we notice that, thanks to the hypothesis on the data, any integral of (7) has a meaning
when p < nn−1 , the last one being ﬁnished because W
1− 1p ,p
1 (R
n−1) ⊂ W 0,p1
p
(Rn−1) ⊂ L1(Rn−1). We
know there exists a function ug1 ∈ W 2,p1 (Rn+) such that
∂ug1
∂n = g1 and ug1 = 0 on Rn−1 satisfying
‖ug1‖W 2,p1 (Rn+)  C‖g1‖W 1− 1p ,p1 (Rn−1)
. (9)
We set u1 the restriction of ug1 to Ω and η the normal derivative of u1 on Γ0. Finally, we set
g = g0 − η ∈ W 1−
1
p ,p(Γ0) and h = f + u1 ∈ W 0,p1 (Ω). Then, setting v = u − u1 ∈ W 2,p1 (Ω), the
problem (PN ) is equivalent to the following problem (P ′):
(P ′)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−v = h in Ω,
∂v
∂n
= g on Γ0,
∂v
∂n
= 0 on Rn−1.
We construct the two functions h∗ ∈ W 0,p1 (Ω˜) and g∗ ∈ W 1−
1
p ,p(Γ˜0) which satisfy, if p < nn−1 and
by (7), the equality
∫
Ω˜
h∗ dx +
∫
Γ˜0
g∗ dσ = 0. By [5], there exists a function w ∈ W 2,p1 (Ω˜), unique up
to an element of P[1−n/p] , solution of
−w = h∗ in Ω˜, ∂w
∂n
= g∗ on Γ˜0,
satisfying
‖w‖
W 2,p(Ω˜)/P[1−n/p]  C
(‖h‖
W 0,p(Ω˜)
+ ‖g‖ 1− 1p ,p ˜ ).1 1 W (Γ0)
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v0(x′, xn) = w0(x′,−xn). As h∗ is even with respect to xn , we easily check that we have −v0 = h∗
in Ω˜ . Moreover, by the deﬁnition of the normal derivative on Γ˜0, we notice that we have, for almost
all (x′, xn) ∈ Γ˜0:
∂v0
∂n
(x′, xn) = ∂w0
∂n
(x′,−xn).
As g∗ is even with respect to xn , we easily show that we have ∂v0∂n = g∗ on Γ˜0. So v0 ∈ W 2,p1 (Ω˜) is
solution of the same problem that w0 satisﬁes. Thus, the difference v0 − w0 is equal to a constant
c which is necessary nil. So w0(x′, xn) = w0(x′,−xn) and thus ∂w0∂n = 0 on Rn−1. The restriction v of
w0 to Ω being in W
2,p
1 (Ω), is solution of (P ′) and satisﬁes
‖v‖
W 2,p1 (Ω)/P[1−n/p]
 C
(‖h‖
W 0,p1 (Ω)
+ ‖g‖
W
1− 1p ,p(Γ0)
)
.
Finally, from this inequality and (9), comes the estimate (8). 
Now, we search weak solutions of the problem (PN ):
Theorem 3.3. For each p > 1 such that np′ = 1 and for any f ∈ W 0,p1 (Ω), g0 ∈ W−
1
p ,p(Γ0) and g1 ∈
W
− 1p ,p
0 (R
n−1) satisfying, if p < nn−1 , the following condition of compatibility:∫
Ω
f dx+ 〈g0,1〉Γ0 + 〈g1,1〉Rn−1 = 0, (10)
the problem (PN ) has a unique solution u ∈ W 1,p0 (Ω)/P[1−n/p] . Moreover, u satisﬁes
‖u‖
W 1,p0 (Ω)/P[1−n/p]
 C
(‖ f ‖
W 0,p1 (Ω)
+ ‖g0‖
W
− 1p ,p(Γ0)
+ ‖g1‖
W
− 1p ,p
0 (R
n−1)
)
, (11)
where C is a real positive constant which depends only on p and ω0 .
Proof. (i) First, we suppose np′ > 1.
Theorem 3.2 assures the existence of a function s ∈ W 2,p1 (Ω) ⊂ W 1,p0 (Ω) solution of the problem
−s = f in Ω, ∂s
∂n
= 0 on Γ0, ∂s
∂n
= 0 on Rn−1,
and satisfying
‖s‖
W 1,p0 (Ω)/P[1−n/p]
 ‖s‖
W 2,p1 (Ω)/P[1−n/p]
 C‖ f ‖
W 0,p1 (Ω)
. (12)
Then, by [2], there exists a function z ∈ W 1,p0 (Rn+) solution of
z = 0 in Rn+,
∂z
∂n
= g1 on Rn−1,
satisfying the estimate
‖z‖
W 1,p0 (R
n+)
 C‖g1‖
W
− 1p ,p
(Rn−1)
. (13)0
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is in W−
1
p ,p(Γ0). We set g = g0 − η ∈ W−
1
p ,p(Γ0) and we want to solve the following problem:
(P ′) v = 0 in Ω, ∂v
∂n
= g on Γ0, ∂v
∂n
= 0 on Rn−1.
Let μ be in W
1− 1
p′ ,p
′
(Γ˜0). For almost all (x′, xn) ∈ Γ0, we set
πμ(x′, xn) = μ(x′, xn) + μ(x′,−xn).
We notice that πμ ∈ W 1− 1p′ ,p′(Γ0) and we deﬁne
〈gπ ,μ〉 := 〈g,πμ〉Γ0 .
It is obvious that gπ ∈ W−
1
p ,p(Γ˜0) and that g is the restriction of gπ to Γ0. Moreover, we easily check
that gπ is even with respect to xn , i.e.
〈gπ , ξ〉Γ˜0 = 〈gπ ,μ〉Γ˜0 ,
where ξ(x′, xn) = μ(x′,−xn) with (x′, xn) ∈ Γ˜0. By [5], there exists a function w ∈ W 1,p0 (Ω˜), unique
up to an element of P[1−n/p] solution of the following problem:
w = 0 in Ω˜, ∂w
∂n
= gπ on Γ˜0,
and satisfying
‖w‖
W 1,p0 (Ω˜)/P[1−n/p]
 C‖gπ‖
W
− 1p ,p(Γ˜0)
 C‖g‖
W
− 1p ,p(Γ0)
.
Let w0 be a solution of the problem and we set for almost all (x′, xn) ∈ Ω˜:
v0(x
′, xn) = w0(x′,−xn).
The function v0 is in W
1,p
0 (Ω˜) and since w0 = 0 on Ω˜ , we easily check that v0 is nil too.
Thus, ∂v0
∂n has a meaning in W
− 1p ,p(Γ˜0). Now, we want to show that ∂v0∂n = gπ on Γ˜0. Let μ be
in W
1− 1
p′ ,p
′
(Γ˜0). We know there exists ϕ ∈ W 1,p
′
0 (Ω˜) such that ϕ = μ on Γ˜0 and ‖ϕ‖W 1,p′0 (Ω˜) 
C‖μ‖
W
1− 1
p′ ,p
′
(Γ˜0)
. We have
〈
∂v0
∂n
,μ
〉
Γ˜0
=
∫
Ω˜
∇v0 · ∇ϕ dx.
For almost all (x′, xn) ∈ Ω˜ , we set ψ(x′, xn) = ϕ(x′,−xn). The function ψ is in W 1,p
′
0 (Ω˜) and we set
ξ ∈ W 1− 1p′ ,p′(Γ˜0) the trace of ψ on Γ˜0. We notice that ξ(x′, xn) = μ(x′,−xn). Moreover, we show that∫
˜
∇v0 · ∇ϕ dx =
∫
˜
∇w0 · ∇ψ dx.
Ω Ω
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∂v0
∂n
,μ
〉
Γ˜0
=
〈
∂w0
∂n
, ξ
〉
Γ˜0
= 〈gπ , ξ〉Γ˜0 = 〈gπ ,μ〉Γ˜0 .
So ∂v0
∂n = gπ on Γ˜0 and v0 is solution of the same problem that w0 satisﬁes, which implies that
v0 − w0 is a constant, constant which is necessary nil. The restriction of w0 to Ω , that we denote
by v , being in W 1,p0 (Ω), is solution of the problem (P ′) and we have the estimate
‖v‖
W 1,p0 (Ω)/P[1−n/p]
 C‖g‖
W
− 1p ,p(Γ0)
. (14)
Finally, the function u = z + s + v ∈ W 1,p0 (Ω) is solution of the problem (PN ) and by (12), (13) and
(14), we have (11).
(ii) Now, we suppose that np′ < 1.
Let α be in W 0,p1 (Ω), β in W
1− 1p ,p(Γ0) and γ in W
1− 1p ,p
1 (R
n−1) such that∫
Ω
α dx =
∫
Γ0
β dσ =
∫
Rn−1
γ dx′ = 1.
Here, we notice that we have W 1−
1
p ,p(Γ0) ⊂ W−
1
p ,p(Γ0) and since np′ = 1, W
1− 1p ,p
1 (R
n−1) ⊂
W
− 1p ,p
0 (R
n−1). We set
F =
(∫
Ω
f dx
)
α, G0 = 〈g0,1〉Γ0β and G1 = 〈g1,1〉Rn−1γ .
Thanks to Theorem 3.2, we know there exists r ∈ W 2,p1 (Ω) ⊂ W 1,p0 (Ω) solution of the problem
r = f − F in Ω, ∂r
∂n
= 0 on Γ0, ∂r
∂n
= 0 on Rn−1,
satisfying by (8) (since np > 1)
‖r‖
W 1,p0 (Ω)
 ‖r‖
W 2,p1 (Ω)
 C‖ f − F‖
W 0,p1 (Ω)
.
We notice, by the Hölder’s inequality and because np′ < 1, that
‖F‖
W 0,p1 (Ω)
 C‖ f ‖L1(Ω)  C‖ f ‖W 0,p1 (Ω).
So, we have the estimate
‖r‖
W 1,p0 (Ω)
 C‖ f ‖
W 0,p1 (Ω)
. (15)
Now, by [2], since 〈G1 − g1,1〉Rn−1 = 0, there exists a function z ∈ W 1,p0 (Rn+) solution of
z = 0 in Rn+,
∂z = g1 − G1 on Rn−1,
∂n
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‖z‖
W 1,p0 (R
n+)
 C‖g1 − G1‖
W
− 1p ,p
0 (R
n−1)
 C‖g1‖
W
− 1p ,p
0 (R
n−1)
. (16)
We denote again by z the restriction of z to Ω . It is obvious that the normal derivative η of z on Γ0
is in W−
1
p ,p(Γ0) and satisﬁes the following equality:
〈η,1〉Γ0 = 0.
We set g = g0 − G0 − η ∈ W−
1
p ,p(Γ0), and we apply the same reasoning as in the point (i) to show
there exists v ∈ W 1,p0 (Ω) solution of the problem
v = 0 in Ω, ∂v
∂n
= g on Γ0, ∂v
∂n
= 0 on Rn−1,
satisfying
‖v‖
W 1,p0 (Ω)
 C‖g‖
W
− 1p ,p(Γ0)
 C
(‖g0‖
W
− 1p ,p(Γ0)
+ ‖g1‖
W
− 1p ,p
0 (R
n−1)
)
. (17)
We notice that the compatibility condition on gπ is satisﬁed because 〈gπ ,1〉Γ˜0 = 2〈g,1〉Γ0 = 0. Finally,
noticing that F ∈ W 0,p1 (Ω), G0 ∈ W 1−
1
p ,p(Γ0), G1 ∈ W 1−
1
p ,p
1 (R
n−1) and that the condition (10) is
satisﬁed, by Theorem 3.2, there exists a function s ∈ W 2,p1 (Ω) ⊂ W 1,p0 (Ω) solution of the problem
s = F in Ω, ∂s
∂n
= G0 on Γ0, ∂s
∂n
= G1 on Rn−1,
and satisfying the following estimate:
‖s‖
W 1,p0 (Ω)
 C
(‖F‖
W 0,p1 (Ω)
+ ‖G0‖
W
1− 1p ,p(Γ0)
+ ‖G1‖
W
1− 1p ,p
1 (R
n−1)
)
. (18)
Finally, the function u = r + z + v + s ∈ W 1,p0 (Ω) is solution of the problem (PN ) and the estimate
(11) is given by (15)–(17) and (18). 
Remark. We notice that, when the data are more regular, the weak solution is also more regular; in
fact, it is the solution of Theorem 3.2.
4. The ﬁrst mixed problem
In this section, we want to solve the following problem:
(PM1 )
⎧⎪⎨⎪⎩
−u = f in Ω,
u = g0 on Γ0,
∂u
∂n
= g1 on Rn−1.
First, we characterize the following kernel:
E p0 (Ω) =
{
z ∈ W 1,p0 (Ω), z = 0 in Ω, z = 0 on Γ0,
∂z
∂n
= 0 on Rn−1
}
.
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Proposition 4.1.
(i) If p < n or p = n = 2, then E p0 (Ω) = {0}.
(ii) If p  n 3, then E p0 (Ω) = {c(λ− 1), c ∈R} where λ is the unique solution in W 1,20 (Ω)∩ W 1,p0 (Ω) of
the following problem (P1):
(P1) λ = 0 in Ω, λ = 1 on Γ0, ∂λ
∂n
= 0 on Rn−1.
(iii) If p > n = 2, then E p0 (Ω) = {c(μ−μ0), c ∈R} where μ is the unique solution in W 1,20 (Ω)∩W 1,p0 (Ω)
of the following problem (P2):
(P2) μ = 0 in Ω, μ = μ0 on Γ0, ∂μ
∂n
= 0 on R.
Proof. Let z be in E p0 (Ω). We deﬁne, for almost all (x′, xn) ∈ Ω˜ the function z∗ ∈ W 1,p0 (Ω˜), z∗ = 0 on
Γ˜0 and we check, like done in the proof of Proposition 2.1 that z∗ = 0 in Ω˜ . So the function z∗ is
in the space
Ap0 (Ω˜) =
{
z ∈ W 1,p0 (Ω˜), z = 0 in Ω˜, z = 0 on Γ˜0
}
.
Now, we use the characterization of Ap0 (Ω˜) (see [5]).
(i) If p < n or if p = n = 2, then Ap0 (Ω˜) = {0} which implies that z∗ = 0 in Ω˜ and so z = 0 in Ω ,
i.e. E p0 (Ω) = {0}.
(ii) If p  n  3, then z∗ = c(˜λ − 1), where c is a real constant and λ˜ is the unique solution in
W 1,p0 (Ω˜) ∩ W 1,20 (Ω˜) of the problem
λ˜ = 0 in Ω˜, λ˜ = 1 on Γ˜0.
Now, we set, for almost all (x′, xn) ∈ Ω˜ , β(x′, xn) = λ˜(x′,−xn). We easily check that β , belong-
ing to W 1,p0 (Ω˜) ∩ W 1,20 (Ω˜), is solution of the same problem that λ˜ satisﬁes, but this solution is
unique, so we deduce that β = λ˜ and so on Rn−1, ∂λ˜
∂n = 0. Thus, setting λ the restriction of λ˜ to Ω ,
λ ∈ W 1,p0 (Ω) ∩ W 1,20 (Ω) is solution of the problem (P1). Moreover, this solution is unique. Indeed, if
θ is another solution, θ∗ is solution of the same problem that λ˜ satisﬁes in Ω˜ , so θ∗ = λ˜ in Ω˜ and
θ = λ in Ω .
(iii) If p > n = 2, so, we have z∗ = c(μ˜−μ0), where c is a real constant and μ˜ the unique solution
in W 1,p0 (Ω˜) ∩ W 1,20 (Ω˜) of the problem
μ˜ = 0 in Ω˜, μ˜ = μ0 on Γ˜0.
But, we notice that μ0 can also be written
μ0(x) = 1
2π |Γ˜0|
∫
Γ˜0
ln
(|y − x|)dσy .
As Γ˜0 is symmetric with respect to Rn−1, we deduce that μ0 is symmetric too, and so ∂μ0∂n =
0 on Rn−1. Now, for (x′, xn) ∈ Ω˜ , we set ξ(x′, xn) = μ˜(x′,−xn). We check that ξ , belonging to
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unique, we deduce that ξ = μ˜ and so, on Rn−1, ∂μ˜
∂n = 0. Thus, setting μ the restriction of μ˜ to Ω ,
μ ∈ W 1,p0 (Ω)∩W 1,20 (Ω) is solution of the problem (P2) and we show that this solution is unique like
in the point (ii). Noticing that we have also μ0 = 0 in Ω , the other inclusion becomes obvious. 
Let f be in W 0,p1 (Ω), g0 in W
1− 1p ,p(Γ0) and g1 in W
− 1p ,p
0 (R
n−1). We remind that we search
u ∈ W 1,p0 (Ω) solution of the problem (PM1 ). We suppose that such a solution u ∈ W 1,p0 (Ω) exists.
Then, for any v ∈ W 1,p′0 (Ω), we have
∫
Ω
−vu dx =
∫
Ω
∇u · ∇v dx−
〈
∂u
∂n
, v
〉
Γ0∪Rn−1
.
In particular, for any ϕ ∈ E p′0 (Ω):∫
Ω
f ϕ dx =
∫
Ω
∇u · ∇ϕ dx− 〈g1,ϕ〉Rn−1 .
We have too
0 =
∫
Ω
−uϕ dx =
∫
Ω
∇ϕ · ∇u dx−
〈
∂ϕ
∂n
, g0
〉
Γ0
.
We deduce from this that if u ∈ W 1,p0 (Ω) is solution of the problem (PM1 ), the data must satisfy the
following compatibility condition:
∀ϕ ∈ E p′0 (Ω),
∫
Ω
f ϕ dx =
〈
∂ϕ
∂n
, g0
〉
Γ0
− 〈g1,ϕ〉Rn−1 . (19)
Now, we are going to search strong solutions for the problem (PM1 ).
Theorem 4.2. For any p > nn−1 , f ∈ W 0,p1 (Ω), g0 ∈ W 2−
1
p ,p(Γ0) and g1 ∈ W 1−
1
p ,p
1 (R
n−1), there exists a
unique u ∈ W 2,p1 (Ω)/E p0 (Ω) solution of (PM1 ). Moreover, u satisﬁes
‖u‖
W 2,p1 (Ω)/E p0 (Ω)
 C
(‖ f ‖
W 0,p1 (Ω)
+ ‖g0‖
W
2− 1p ,p(Γ0)
+ ‖g1‖
W
1− 1p ,p
1 (R
n−1)
)
, (20)
where C is a real positive constant which depends only on p and ω0 .
Proof. We know there exists a function ug1 ∈ W 2,p1 (Rn+) such that ug1 = 0 and
∂ug1
∂n = g1 on Rn−1
satisfying the estimate
‖ug1‖W 2,p1 (Rn+)  C‖g1‖W 1− 1p ,p(Rn−1). (21)1
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W 2−
1
p ,p(Γ0) and h = f + u1 ∈ W 0,p1 (Ω). Now, we must ﬁnd v ∈ W 2,p1 (Ω) solution of the following
problem (P ′):
(P ′) −v = h in Ω, v = g on Γ0, ∂v
∂n
= 0 on Rn−1.
For this, we deﬁne the functions h∗ ∈ W 0,p1 (Ω˜) and g∗ ∈ W 2−
1
p ,p(Γ˜0). By [5], there exists a function
w ∈ W 2,p1 (Ω˜), unique up to an element of Ap0 (Ω˜), solution of
−w = h∗ in Ω˜, w = g∗ on Γ˜0,
and satisfying the estimate
‖w‖
W 2,p1 (Ω˜)/Ap0 (Ω˜)
 C
(‖h‖
W 0,p1 (Ω)
+ ‖g‖
W
2− 1p ,p(Γ0)
)
.
Let w0 be a solution of this problem and for almost all (x′, xn) ∈ Ω˜ , we set:
v0(x
′, xn) = w0(x′,−xn).
Thanks to the symmetry of h∗ , g∗ , Ω˜ and Γ˜0 with respect to Rn−1, we easily show that v0 is solution
of the same problem that w0. Thus v0 = w0 +k where k ∈ Ap0 (Ω˜). Moreover, we show that ∂k∂n = 0 on
R
n−1 and we deduce that ∂w0
∂n = 0 on Rn−1, so, the function v , restriction of w0 to Ω , is in W 2,p1 (Ω),
is solution of (P ′) and satisﬁes
‖v‖
W 2,p1 (Ω)
 C
(‖ f ‖
W 0,p1 (Ω)
+ ‖g0‖
W
2− 1p ,p(Γ0)
+ ‖g1‖
W
1− 1p ,p
1 (R
n−1)
)
. (22)
Finally, u = v + u1 ∈ W 2,p1 (Ω) is solution of (PM1 ) and (20) comes from (21) and (22). 
Now we search weak solutions of the problem (PM1 ). For this, in the following theorem, we shall
introduce a lemma between points (i) and (ii). This lemma, proved thanks to the point (i), allows us
to obtain an “inf-sup” condition, fundamental condition for the resolution of the point (ii).
Theorem 4.3. For each p > 1 such that np′ = 1 and for any f ∈ W 0,p1 (Ω), g0 ∈ W 1−
1
p ,p(Γ0) and
g1 ∈ W−
1
p ,p
0 (R
n−1), satisfying, if p < nn−1 , the compatibility condition (19), there exists a unique u ∈
W 1,p0 (Ω)/E p0 (Ω) solution of (PM1 ). Moreover, u satisﬁes
‖u‖
W 1,p0 (Ω)/E p0 (Ω)
 C
(‖ f ‖
W 0,p1 (Ω)
+ ‖g0‖
W
1− 1p ,p(Γ0)
+ ‖g1‖
W
− 1p ,p
0 (R
n−1)
)
, (23)
where C is a real positive constant which depends only on p and ω0 .
Proof. (i) First, we suppose np′ > 1, i.e. p >
n
n−1 .
Thanks to the previous theorem, we begin to show that there exists a function s ∈ W 2,p1 (Ω) ⊂
W 1,p0 (Ω) solution of the problem
−s = f in Ω, s = 0 on Γ0, ∂s = 0 on Rn−1,
∂n
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‖s‖
W 1,p0 (Ω)
 ‖s‖
W 2,p1 (Ω)
 C‖ f ‖
W 0,p1 (Ω)
. (24)
Moreover, by [2], there exists a function z ∈ W 1,p0 (Rn+) solution of
z = 0 in Rn+,
∂z
∂n
= g1 on Rn−1,
and satisfying
‖z‖
W 1,p0 (R
n+)
 C‖g1‖
W
− 1p ,p
0 (R
n−1)
. (25)
We denote again by z the restriction of z to Ω , so z ∈ W 1,p0 (Ω) and z = 0 in Ω . Now, let η be the
trace of z on Γ0. The function η is in W
1− 1p ,p(Γ0). We set g = g0 − η ∈ W 1−
1
p ,p(Γ0). Like done in
the proof of Theorem 4.2 and by [5], we show there exists v ∈ W 1,p0 (Ω) solution of
v = 0 in Ω, v = g on Γ0, ∂v
∂n
= 0 on Rn−1,
and checking the estimate
‖v‖
W 1,p0 (Ω)
 C‖g‖
W
1− 1p ,p(Γ0)
. (26)
Finally, the function u = s + z + v ∈ W 1,p0 (Ω) is solution of the problem (PM1 ) and the estimate (23)
comes from (24), (25) and (26).
Now, we set
V p =
{
v ∈ W 1,p0 (Ω), v = 0 on Γ0
}
,
and we introduce the following lemma to solve the point (ii) of the theorem:
Lemma 4.4. Let p be such that p > nn−1 . There exists a real constant β > 0 such that
inf
w∈V p′
w =0
sup
v∈V p
v =0
∫
Ω
∇v · ∇w dx
‖∇v‖Lp(Ω)‖∇w‖Lp′ (Ω)
 β,
and the operators B from V p/Ker B to (V p′)′ and B ′ from V p′ to (V p)′ ⊥ Ker B deﬁned by
∀v ∈ V p, ∀w ∈ V p′ , 〈Bv,w〉 = 〈v, B ′w〉 =
∫
Ω
∇v · ∇w dx
are isomorphisms.
Proof. We must ﬁrstly show an equivalent proposition to Proposition 3.2 of [3], i.e. for any g ∈ Lp(Ω),
there exist z ∈ ◦Hp(Ω) and ϕ ∈ V p, such that
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where C > 0 is a real constant which depends only on Ω and p and
◦
Hp(Ω) =
{
z ∈ Lp(Ω), div z = 0 in Ω, z · n = 0 on Rn−1}.
The proof takes its inspiration from the proof of [3]. First, setting
g˜ = g in Ω, g˜ = 0 in ω0, g˜ = 0 in Rn−,
we remind (see [4]) that there exists v ∈ W 1,p0 (Rn), unique if p < n and unique up to an additive
constant otherwise, solution of
v = div g˜ in Rn
and satisfying
‖∇v‖Lp(Rn)  C‖div g˜‖W−1,p0 (Rn)  C‖g‖Lp(Ω).
We denote again by v the restriction of v to Ω . We notice that, by [7], (g − ∇v) · n ∈ W−
1
p ,p
0 (R
n−1)
because div(g − ∇v) = 0 ∈ W 0,p1 (Ω) and∥∥(g − ∇v) · n∥∥
W
− 1p ,p
0 (R
n−1)
 C‖g − ∇v‖Lp(Ω).
Moreover, by the point (i), there exists a unique w ∈ W 1,p0 (Ω) solution of
w = 0 in Ω, w = −v on Γ0, ∂w
∂n
= (g − ∇v) · n on Rn−1,
such that
‖w‖
W 1,p0 (Ω)
 C
(‖v‖
W
1− 1p ,p(Γ0)
+ ∥∥(g − ∇v) · n∥∥
W
− 1p ,p
0 (R
n−1)
)
 C
(‖v‖
W 1,p0 (R
n)
+ ‖g − ∇v‖Lp(Ω)
)
 C‖g‖Lp(Ω).
Then, setting ϕ = v + w and z = g − ∇ϕ , we have the searched result, and, like done in [3], the
“inf-sup” condition. The second part of the lemma comes from the Babuška–Brezzi’s theorem (see [3]
for example). 
(ii) We suppose np′ < 1, i.e. p <
n
n−1 .
Thanks to Section 2, we know there exists a unique z ∈ W 1,p0 (Ω) solution of the problem
z = 0 in Ω, z = g0 on Γ0, z = 0 on Rn−1,
and satisfying the estimate
‖z‖
W 1,p(Ω)
 C‖g0‖ 1− 1p ,p . (27)0 W (Γ0)
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− 1p ,p
0 (R
n−1). We set g = g1 − η ∈ W−
1
p ,p
0 (R
n−1)
and we want to solve the following problem (P ′):
(P ′) −v = f in Ω, v = 0 on Γ0, ∂v
∂n
= g on Rn−1.
For this, for any w ∈ V p′ we deﬁne the operator:
T w =
∫
Ω
f w dx+ 〈g,w〉Rn−1 .
We easily check that T ∈ (V p′)′ . We deﬁne the following problem (FV): ﬁnd v ∈ V p such that for
any w ∈ V p′ , we have ∫
Ω
∇v · ∇w dx = T w.
We notice that if v ∈ W 1,p0 (Ω) is solution of (P ′), it is also solution of (FV). Conversely, let v ∈ V p
be a solution of (FV) and let ϕ be in D(Ω) ⊂ V p′ . So
〈v,ϕ〉D′(Ω),D(Ω) = −
∫
Ω
∇v · ∇ϕ dx = −Tϕ = −〈 f ,ϕ〉D′(Ω),D(Ω),
i.e. −v = f in Ω . The function v ∈ W 0,p1 (Ω), so ∂v∂n has a meaning in W
− 1p ,p
0 (R
n−1). Now, we
want to show that we have ∂v
∂n = g on Rn−1. We know that, for any μ ∈ W
2− 1
p′ ,p
′
1 (R
n−1), there exists
u1 ∈ W 2,p
′
1 (R
n+) such that
u1 = μ and ∂u1
∂n
= 0 on Rn−1,
with ‖u1‖W 2,p′1 (Rn+)  C‖μ‖W 2−
1
p′ ,p
′
1 (R
n−1)
. We denote again by u1 ∈ W 2,p
′
1 (Ω) the restriction of u1 to
Ω and ξ ∈ W 2− 1p′ ,p′(Γ0) the trace of u1 on Γ0. There exists u0 ∈ W 2,p′ (ΩR), where R > 0 is such
that ω0 ⊂ BR ⊂Rn+ and ΩR = Ω ∩ BR , satisfying
u0 = ξ and ∂u0
∂n
= 0 on Γ0, u0 = ∂u0
∂n
= 0 on ∂BR
and
‖u0‖W 2,p′ (ΩR )  C‖ξ‖W 2− 1p′ ,p′ (Γ0)
.
We set u˜0 the extension of u0 by 0 outside BR . We have u˜0 ∈ W 2,p
′
1 (Ω) and
u˜0 = ξ and ∂ u˜0 = 0 on Γ0, u˜0 = ∂ u˜0 = 0 on Rn−1,
∂n ∂n
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2,p′
1 (Ω), then u satisﬁes
u = 0 on Γ0, u = μ and ∂u
∂n
= 0 on Rn−1
and
‖u‖
W 2,p
′
1 (Ω)
 C‖μ‖
W
2− 1
p′ ,p
′
1 (R
n−1)
.
Thus, noticing that u ∈ V p′ and μ ∈ W
1− 1
p′ ,p
′
0 (R
n−1) because, for any value of n and p′ , W 2,p
′
1 (Ω) ⊂
W 1,p
′
0 (Ω), we have 〈
∂v
∂n
,μ
〉
Rn−1
=
〈
∂v
∂n
,u
〉
Γ0∪Rn−1
=
∫
Ω
uv dx+
∫
Ω
∇v · ∇u dx
= −
∫
Ω
f u dx+ Tu
= 〈g,μ〉Rn−1 ,
i.e. ∂v
∂n = g on Rn−1. So, problems (P ′) and (FV) are equivalents. Moreover, since p < nn−1 , p′ > nn−1
and we apply the previous lemma noticing that we have Ker B = E p′0 (Ω). We deduce that
B ′ is an isomorphism from V p to (V p′)′ ⊥ E p
′
0 (Ω). (28)
Moreover T ∈ (V p′ )′ ⊥ E p
′
0 (Ω). Indeed, for any ϕ ∈ E p
′
0 (Ω), we have
Tϕ =
∫
Ω
f ϕ dx+ 〈g1,ϕ〉Rn−1 − 〈η,ϕ〉Rn−1
and
〈η,ϕ〉Rn−1 =
〈
∂z
∂n
,ϕ
〉
Γ0∪Rn−1
=
∫
Ω
∇z · ∇ϕ dx =
〈
∂ϕ
∂n
, g0
〉
Γ0
,
which implies, by the condition (19), that Tϕ = 0. This allows us to deduce, by (28), that there exists
a unique v ∈ V p such that B ′v = T , i.e. solution of (FV) and consequently of (P ′) and we have the
following estimate:
‖v‖
W 1,p0 (Ω)
 C
(‖ f ‖
W 0,p1 (Ω)
+ ‖g0‖
W
1− 1p ,p(Γ0)
+ ‖g1‖
W
− 1p ,p
0 (R
n−1)
)
. (29)
Finally, u = z+ v ∈ W 1,p0 (Ω) is solution of (PM1 ) and we have the estimate (23) by (27) and (29). 
Remark. We notice that when p > nn−1 and when the data are more regular, the weak solution is
more regular too; it is in fact the solution of Theorem 4.2.
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In this section, we want to solve the following problem:
(PM2 )
⎧⎪⎪⎨⎪⎪⎩
−u = f in Ω,
∂u
∂n
= g0 on Γ0,
u = g1 on Rn−1.
First, we characterize the following kernel:
F p0 (Ω) =
{
z ∈ W 1,p0 (Ω), z = 0 in Ω,
∂z
∂n
= 0 on Γ0, z = 0 on Rn−1
}
.
Proposition 5.1. For any p > 1, F p0 (Ω) = {0}.
Proof. Let z be in F p0 (Ω). We deﬁne, for almost all (x′, xn) ∈ Ω˜ the function z∗ ∈ W 1,p0 (Ω˜). Then
∂z∗
∂n = 0 on Γ˜0 and we check, like done in the proof of Proposition 2.1 that z∗ = 0 in Ω˜ . The function
z∗ is in the space {z ∈ W 1,p0 (Ω˜), z = 0 in Ω˜, ∂z∂n = 0 on Γ˜0} which is equal to P[1−n/p] (see [5]).
Thus, if p < n, z∗ = 0 in Ω˜ and z = 0 in Ω and if p  n, z∗ is a constant in Ω˜ so z is constant in Ω ,
but z = 0 on Rn−1, so z = 0 in Ω and F p0 (Ω) = {0}. 
The following theorem allows us to obtain strong solutions of the problem (PM2 ).
Theorem 5.2. For any p > nn−1 , f ∈ W 0,p1 (Ω), g0 ∈ W 1−
1
p ,p(Γ0) and g1 ∈ W 2−
1
p ,p
1 (R
n−1), there exists a
unique u ∈ W 2,p1 (Ω) solution of (PM2 ). Moreover, u satisﬁes
‖u‖
W 2,p1 (Ω)
 C
(‖ f ‖
W 0,p1 (Ω)
+ ‖g0‖
W
1− 1p ,p(Γ0)
+ ‖g1‖
W
2− 1p ,p
1 (R
n−1)
)
, (30)
where C is a real positive constant which depends only on p and ω0 .
Proof. We know there exists a function ug1 ∈ W 2,p1 (Rn+) such that ug1 = g1 and
∂ug1
∂n = 0 on Rn−1,
satisfying the estimate
‖ug1‖W 2,p1 (Rn+)  C‖g1‖W 2− 1p ,p1 (Rn−1)
. (31)
We set u1 the restriction of ug1 to Ω and η the normal derivative of u1 on Γ0. Then, we set
g = g0 − η ∈ W 1−
1
p ,p(Γ0) and h = f + u1 ∈ W 0,p1 (Ω). Now, we want to ﬁnd v ∈ W 2,p1 (Ω) solu-
tion of the following problem (P ′):
(P ′) −v = h in Ω, ∂v
∂n
= g on Γ0, v = 0 on Rn−1.
We deﬁne the functions h∗ ∈ W 0,p1 (Ω˜) and g∗ ∈ W 1−
1
p ,p(Γ˜0) and, by [5], there exists a function
w ∈ W 2,p1 (Ω˜), unique up to an element of P[1−n/p] , solution of
−w = h∗ in Ω˜, ∂w = g∗ on Γ˜0,
∂n
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‖w‖
W 2,p1 (Ω˜)/P[1−n/p]
 C
(‖h‖
W 0,p1 (Ω)
+ ‖g‖
W
1− 1p ,p(Γ0)
)
.
Let w0 be a solution of this problem and, for almost all (x′, xn) ∈ Ω˜ , we set
v0(x
′, xn) = −w0(x′,−xn).
We easily check that v0 is solution of the same problem that w0 satisﬁes. Thus v0 − w0 ∈ P[1−n/p] .
(i) We suppose that np > 1. In this case, v0 = w0 in Ω˜ and we deduce that w0 = 0 on Rn−1. So,
the function v ∈ W 2,p1 (Ω), restriction of w0 to Ω is a solution of (P ′).
(ii) We suppose that np  1. In this case, v0 = w0 +α in Ω˜ , where α is a real constant, and, setting
c = − 12α, we deduce that w0 = c on Rn−1. The function v = w0|Ω − c is an element of W 2,p1 (Ω) and
v is solution of (P ′).
Moreover, v , solution of (P ′), satisﬁes the estimate
‖v‖
W 2,p1 (Ω)
 C
(‖ f ‖
W 0,p1 (Ω)
+ ‖g0‖
W
1− 1p ,p(Γ0)
+ ‖g1‖
W
2− 1p ,p
1 (R
n−1)
)
. (32)
Finally, the function u = v + u1 ∈ W 2,p1 (Ω) is solution of (PM2 ) and the estimate (30) comes from
(31) and (32). 
Now, we search weak solutions of the problem (PM2 ). We set
Wp =
{
v ∈ W 1,p0 (Ω), v = 0 on Rn−1
}
,
and we ﬁrstly give the following lemma that we demonstrate like to Lemma 4.4 reversing only Γ0
and Rn−1 (and so, using in its proof the result of the point (i) of the following theorem):
Lemma 5.3. Let p be such that p > nn−1 . There exists a real constant β > 0 such that
inf
w∈Wp′
w =0
sup
v∈Wp
v =0
∫
Ω
∇v · ∇w dx
‖∇v‖Lp(Ω)‖∇w‖Lp′ (Ω)
 β,
and the operators B from Wp/Ker B to (Wp′ )′ and B ′ from Wp′ to (Wp)′ ⊥ Ker B deﬁned by
∀v ∈ Wp, ∀w ∈ Wp′ , 〈Bv,w〉 = 〈v, B ′w〉 =
∫
Ω
∇v · ∇w dx
are isomorphisms.
Theorem 5.4. For each p > 1 such that np′ = 1 and for any f ∈ W 0,p1 (Ω), g0 ∈ W−
1
p ,p(Γ0) and g1 ∈
W
1− 1p ,p
0 (R
n−1), there exists a unique u ∈ W 1,p0 (Ω) solution of (PM2 ). Moreover, u satisﬁes
‖u‖
W 1,p0 (Ω)
 C
(‖ f ‖
W 0,p1 (Ω)
+ ‖g0‖
W
− 1p ,p(Γ0)
+ ‖g1‖
W
1− 1p ,p
0 (R
n−1)
)
, (33)
where C is a real positive constant which depends only on p and ω0 .
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n
n−1 .
First, we apply Theorem 5.2 to have the existence of s ∈ W 2,p1 (Ω) ⊂ W 1,p0 (Ω) solution of the
problem
−s = f in Ω, ∂s
∂n
= 0 on Γ0, s = 0 on Rn−1,
and satisfying
‖s‖
W 1,p0 (Ω)
 ‖s‖
W 2,p1 (Ω)
 C‖ f ‖
W 0,p1 (Ω)
. (34)
Then, by [6], there exists a function z ∈ W 1,p0 (Rn+) solution of
z = 0 in Rn+, z = g1 on Rn−1,
satisfying
‖z‖
W 1,p0 (R
n+)
 C‖g1‖
W
1− 1p ,p
0 (R
n−1)
. (35)
We denote again by z the restriction of z to Ω . It is obvious that the normal derivative η of z on Γ0
is in W−
1
p ,p(Γ0). We set g = g0 − η ∈ W−
1
p ,p(Γ0) and we want to solve the following problem (P ′):
(P ′) v = 0 in Ω, ∂v
∂n
= g on Γ0, v = 0 on Rn−1.
Let μ be in W
1− 1
p′ ,p
′
(Γ˜0). For almost all (x′, xn) ∈ Γ0, we set
πμ(x′, xn) = μ(x′, xn) − μ(x′,−xn).
We notice that πμ ∈ W 1− 1p′ ,p′(Γ0), and we deﬁne
〈gπ ,μ〉 := 〈g,πμ〉Γ0 .
It is obvious that gπ ∈ W−
1
p ,p(Γ˜0) and that g is the restriction of gπ to Γ0. Moreover, we easily check
that
〈gπ , ξ〉Γ˜0 = −〈gπ ,μ〉Γ˜0 ,
where ξ(x′, xn) = μ(x′,−xn) with (x′, xn) ∈ Γ˜0. By [5], there exists a function w ∈ W 1,p0 (Ω˜), unique
up to an element of P[1−n/p] solution of the following problem:
w = 0 in Ω˜, ∂w
∂n
= gπ on Γ˜0,
and satisfying
‖w‖
W 1,p(Ω˜)/P[1−n/p]  C‖gπ‖ − 1p ,p ˜ .0 W (Γ0)
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v0(x
′, xn) = −w0(x′,−xn).
The function v0 is in W
1,p
0 (Ω˜) and since w0 is nil in Ω˜ , we easily check that v0 is nil too.
Thus ∂v0
∂n has a meaning in W
− 1p ,p(Γ˜0) and we show, like done in the proof of Theorem 3.3 that
∂v0
∂n = gπ on Γ˜0. So, the function v0 is solution of the same problem that w0 satisﬁes, which implies
that v0 − w0 ∈ P[1−n/p] . We conclude like done in the proof of the previous theorem to show the
existence of the solution v ∈ W 1,p0 (Ω) of the problem (P ′) satisfying
‖v‖
W 1,p0 (Ω)
 C‖g‖
W
− 1p ,p(Γ0)
. (36)
Finally, the function u = z + s + v ∈ W 1,p0 (Ω) is solution of the problem (PN ) and the estimate (33)
comes from (34), (35) and (36).
(ii) We suppose np′ < 1, i.e. p <
n
n−1 .
Thanks to Section 2, we know there exists a unique z ∈ W 1,p0 (Ω) solution of the problem
z = 0 in Ω, z = 0 on Γ0, z = g1 on Rn−1,
satisfying the estimate
‖z‖
W 1,p0 (Ω)
 C‖g1‖
W
1− 1p ,p
0 (R
n−1)
. (37)
Since z = 0 ∈ Lp(Ω), η = ∂z
∂n has a meaning in W
− 1p ,p(Γ0). We set g = g0 − η and we want to ﬁnd
v ∈ W 1,p0 (Ω) solution of the following problem (P ′):
(P ′) −v = f in Ω, ∂v
∂n
= g on Γ0, v = 0 on Rn−1.
For this, we follow the same idea as the proof of the point (ii) in Theorem 4.4 reversing only Γ0 and
R
n−1 and noticing that, for μ ∈ W 2− 1p′ ,p′ (Γ0), we know easily ﬁnding s ∈ W 2,p
′
1 (Ω) such that
s = μ and ∂s
∂n
= 0 on Γ0, s = ∂s
∂n
= 0 on Rn−1,
satisfying
‖s‖
W 2,p
′
1 (Ω)
 C‖μ‖
W
2− 1
p′ ,p
′
(Γ0)
and that Ker B ′ = F p′0 (Ω) = {0}. We have also the following estimate:
‖v‖
W 1,p0 (Ω)
 C
(‖ f ‖
W 0,p1 (Ω)
+ ‖g0‖
W
− 1p ,p(Γ0)
+ ‖g1‖
W
1− 1p ,p
0 (R
n−1)
)
. (38)
Finally, u = z+ v ∈ W 1,p0 (Ω) is solution of (PM2 ) and we have the estimate (33) by (37) and (38). 
Remark. We notice that when p > nn−1 and when the data are more regular, the weak solution is
more regular too; it is in fact the solution of Theorem 5.2.
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