Introduction
Extreme value theory has been applied in various fields, from environmental sciences to financial econometrics. The salient feature of the extreme value analysis is to assess the extremal behaviour of random variables. Previous studies often focused on independently and identically distributed random variables to consider the statistical property of their maxima or minima using parametric models (see, e.g., Leadbetter et al. (2004) , Coles (2001) ).
Under such an independence assumption, it is straightforward to compute the likelihood function and to obtain the maximum likelihood estimator of unknown model parameters.
In recent decades, dynamic extreme value models have attracted considerable attention in the literature to investigate time-dependence or structural change of extremes. The extension to time series of extreme values can be accomplished by assuming time-dependence for the underlying stochastic state of the extreme value process. The conventional approach to capture time-dependence is to consider an autoregressive process for the model parameters of the extreme value distribution using a state space representation. An earlier example is Smith and Miller (1986) , and several extensions have been explored (Gaetan and Grigoletto (2004) , Huerta and Sansó (2007) ).
Another approach is to consider the class of max-stable processes (see e.g., Smith (2003) ). The moving maxima process, for instance, is defined as the maximum of the past latent Fréchet innovations multiplied by weights summing to one. It is a stationary stochastic process with marginal distribution equal to the Fréchet distribution. These processes have been extended to the maxima of moving maxima process (Deheuvels (1983) ) and the multivariate maxima of moving maxima process (e.g., Smith and Weissman (1996) , Zhang and Smith (2004) and Chamú Morales (2005) ). Smith (2003) provides some applications of these classes for the extremes of financial data.
In this paper, we address a novel estimation methodology for an extreme value model with time-dependence which is induced by a time-varying latent state variable in a nonGaussian state space model. We begin with the generalized extreme value (GEV) distribu-1 tion given by Pr(Y t ≤ y t ) = exp − 1 + ξ y t − µ ψ
where ψ > 0 and 1 + ξ(y t − µ)/ψ > 0 which is commonly used for the analysis of maxima or minima of some larger set of random variables. The subset of the GEV family with ξ = 0, which is interpreted as the limit of (1) as ξ → 0, is known as the Gumbel or the Type I extreme value distribution. In the case of µ = 0 and ψ = 1, the distribution of a Gumbel random variable, α t , is given by
The mean and variance of α t is E(α t ) = c 0 and Var(α t ) = c 1 = π 2 /6, respectively, where c 0 is the Euler constant. If Y t follows the GEV distribution defined by (1) and we further define
then α t follows the Gumbel distribution G defined by (2). This leads to the following relation between Y t and α t ,
where α t ∼ G. In this paper, we consider a state space model for extreme values in which the measurement equation is formed as (4) with an additional idiosyncratic shock as in Chamú Morales (2005) . Regarding α t as a state variable, we model the state equation either in form of an autoregressive (AR) process or a moving average (MA) process with the disturbances following the Gumbel distribution.
To the best of our knowledge, this is the first attempt to discuss such a time-dependence in literature. A conventional approach for the time-varying GEV model is to let the parameters in the GEV distribution, which are regarded as state variables, follow a random walk process with normal errors (e.g., Gaetan and Grigoletto (2004) , Huerta and Sansó (2007) ).
However, as shown above, there exists a natural way to incorporate time-dependence into the underlying state variable with the observation equation satisfying the GEV distribution.
The key feature of the model proposed in this paper is to introduce a latent stochastic process where the innovations follow a Gumbel error distribution. A similar model is proposed
by Hughes et al. (2007) , however, they develop a linear time series model using an ARMA representation with innovations following the extreme value distribution.
In principle, a theoretical limit model of an extreme value process is applicable only to some restricted cases under the presence of temporal dependence. But, as suggested by Coles (2001) , in applications "it is usual to adopt a pragmatic approach of using the standard extreme models as basic templates that can be enhanced by statistical modeling." One justification to motivate the new model proposed in this paper is that its time-dependence is an approximation to explain the time-varying structure of extreme values underlying the time series of interest. If a time-dependence is estimated to exist, then the time-dependence in our model would provide a better approximation to the underlying process than the basic extreme value model assuming time-independence and would be useful to describe the dynamics of the time series and its prediction. Our way of modeling time-dependence in the extreme value model is not ad hoc, but is based on theoretical derivations to the extent that equation (4) holds. From another point of view, the second term in (4) is a Box-Cox transformation of exp(α t ) which is often considered for non-Gaussian modelling.
Since the time-dependent GEV model takes the form of a nonlinear, non-Gaussian state space model, it is difficult to implement maximum likelihood estimation of the unknown parameters. It would be possible, but computationally intensive, to apply particle filtering to find the ML estimator. Thus, we pursue a Bayesian approach using Markov chain Monte Carlo (MCMC) method (see, e.g., Chib (2001) , Koop (2003) , Geweke (2005) , and Gamerman and Lopes (2006) ) for efficient estimation of the time-dependent GEV model.
To facilitate MCMC estimation, we exploit the very accurate approximation of the Gumbel density by a ten-component mixture of normal densities proposed in Frühwirth-Schnatter and Frühwirth (2007) . Introducing for each time t the mixture indicator as auxiliary variable reduces the non-Gaussian non-linear state space model to a conditionally Gaussian non-linear state space model which allows efficient sampling of the states as in Omori and Watanabe (2008) . This approach, called a mixture sampler, is inspired by the related literature of Kim et al. (1998) and Omori et al. (2007) , in which they approximate a log χ 2 1 density by mixture of normal densities in the context of stochastic volatility models. The rest of paper is organized as follows. Section 2 defines a GEV model where the state variables follow an AR(1) process and develops an MCMC algorithm for estimation.
In addition, an efficient particle filter is proposed to compute the likelihood function. Furthermore, the model is extended to a threshold model where observations are observed only when they exceed a certain fixed value. Sections 3 introduces the GEV model where the state variables follow an MA(1) process and discusses an appropriate MCMC algorithm.
Section 4 illustrates our estimation procedure using simulated data. In Section 5, we apply our method to extreme returns of daily stock data and provide a posterior predictive analysis, model comparisons and forecasting performance comparisons. Section 6 concludes.
2 The GEV-AR model
Model specification
Let y = {y 1 , . . . , y n } be a sequence of extreme values and G denote the Gumbel distribution given in (2). We define the GEV model with a first order AR process for the state variable which we label GEV-AR model as
where |φ| < 1. The state variable α t is assumed to follow a stationary AR(1) process driven by innovations following the Gumbel distribution defined in (6). Furthermore, we introduce in (5) a measurement error ε t which is assumed to follow a normal distribution.
Allowing φ to be different from 0 introduces dependence over time. The distribution of the time series y t is driven by the time-varying state variable α t which is the weighted sum of the current innovation η t−1 and past innovations η t−j−1 , j = 1, . . . , t − 2, weighted by φ j like for a standard AR model, however, the innovations arise from the Gumbel rather than the normal distribution. We note that if φ and σ 2 both were zero, then {y t } n t=1
would be a sequence of independently and identically distributed observations from the GEV distribution defined in (4).
For estimation purposes, we need to specify the distribution of the initial state α 1 .
Ideally, the distribution of α 1 would be the stationary distribution of the process (6). Evidently, the mean and the variance of this distribution are given by c 0 /(1−φ) and c 1 /(1−φ 2 ), respectively, where c 0 and c 1 are the mean and the variance of the Gumbel distribution.
However, since it is not possible to work out the whole distribution, we approximate the distribution of α 1 by a normal distribution with the same mean and variance as the stationary distribution, i.e.,
Bayesian Estimation
The unknown model parameters of the GEV-AR model are equal to ω ≡ (λ, σ 2 , φ), where 
Auxiliary mixture sampler
The idea of auxiliary mixture sampling has been well developed in the context of stochastic volatility model by approximating the log χ 2 1 density by a finite normal mixture (Kim et al., 1998; Omori et al., 2007) . The mixture normal densities whose parameters do not depend on other parameters make the MCMC estimation highly efficient for non-Gaussian state space models. Recently, this idea has been extended to efficient estimation of non-Gaussian latent variables models like random-effects and state space models for binary, categorical, multinomial, and count data by approximating the density of the Type I extreme value (or Gumbel) distribution by a finite normal mixture (Frühwirth-Schnatter and Frühwirth, 2007; Frühwirth-Schnatter and Wagner, 2006; Frühwirth-Schnatter et al., 2009) .
Following this work, we approximate the exact probability density function g(η t ) of the Gumbel distribution underlying the innovations η t in state equation (6) by a normal mixture of K components: (5) and (6) form a non-linear Gaussian state space model, where:
and α 1 follows the normal distribution defined in (7). We implement the following algorithm to sample from the joint posterior density π (ω, s, α|y) .
Algorithm 1: MCMC algorithm for the GEV-AR model
3. Generate φ |α.
Generate s |φ, α.

Generate α | ω, s, y.
Note that in this scheme all model parameters ω are sampled without conditioning on s. In particular, the conditional posterior distribution of φ is marginalized over s which is expected to make sampling more efficient. Sampling from the inverted Gamma posterior Sampling the latent mixture indicator variables s is a standard step in finite mixture modeling, see e.g. Frühwirth-Schnatter (2006) . To sample the latent state process α, we apply the block sampler developed by Omori and Watanabe (2008) for non-linear Gaussian state space models. Such blocking is known to produce more efficient draws than a singlemove sampler which samples one state α t at a time given the others states α s (s = t) (Shephard and Pitt, 1997) . Within each block a Metropolis-Hastings step is employed based on normal proposal densities obtained from a Taylor expansion of the non-linear mean appearing in the observation equation (5). Again, details are provided in Appendix A.1.
Reweighting to correct for the mixture approximation error
The MCMC draws of ω and α obtained by Algorithm 1 are not draws from the exact posterior distribution π(ω, α|y), but draws from an approximate distributionπ(ω, α|y) which is the marginal posterior of the approximate model (9) where the exact transition density
Though the normal mixture distribution (8) provides a good approximation to the Gumbel distribution, this subsection describes how to correct for the minor approximation error.
Let ω j and α j denote the j-th sample from the approximated model, for
where M is the number of iteration. To obtain a sample from the exact posterior distribution π(ω, α|y) we resample the draws from the approximate posterior density with weights proportional to
where
is given by the product of the exact transition densities, whilef (α|φ) = f (α 1 |φ)
The posterior moments are obtained by computing the weighted average of the MCMC draws (Kim et al., 1998). 8 
A new efficient particle filter
In addition to MCMC estimation, we propose a new efficient particle filter method to compute the likelihood function f (y|ω) for a fixed model parameter ω. This allows to perform model comparison and to compute goodness-of-fit statistics for model diagnostics, see Section 5.
The basic idea is to sample from a target posterior distribution recursively with the help of an importance function that approximates the target density well. For the GEV-AR model, using the measurement density f (y t |α t , ω) from (5) and the evolution density f (α t+1 |α t , ω) from (6), the associated particle filter is based on
, and particles are drawn from
as an importance function, but it is known to produce inefficient estimates of the likelihood. Alternatively, the auxiliary particle filter (APF, Pitt and Shephard (1999) ) is often used as an efficient filter in various fields. However, in the analysis of extreme values, it is pointed out (e.g., Chamú Morales (2005) ) that such a filter often generates particles with almost zero importance weights for the extreme observations. This is because the APF constructs an importance function by exploiting the mean or the mode of the prior distribution of the state α t+1 given α t . Many particles with zero weights result in a poor approximation of the filtering density and in inaccurate estimates of the likelihood as we shall see in our empirical studies in Section 5.5. To overcome this difficulty, we propose a simple but efficient particle filter where we base the importance function directly on the observation y t+1 to approximate the target density well even when there are extreme values.
First, we take the expectation of the error term in the observation equation and consider the approximation y t+1 ≈ µ + ψ{exp(ξα t+1 ) − 1}/ξ. Then define m t+1 to replace α t+1 as
where y + = max(y, 0). Since m t+1 can be considered as the most likely value of the state α t+1 given y t+1 , we use the importance function
Note that this importance density generates α t+1 from a Gumbel distribution with mode m t+1 . Thus we propose the following particle filter:
, where F denotes the distribution function of y t given α t , and savew 1 =
, i = 1, . . . , I,
Increase t by 1 and go to 2
It can be shown that as
. In Section 5.5, we show that our proposed filter outperforms other filters, where we also consider the modified APF (MPF) similar to the filter proposed by Chamú Morales (2005) in the context of moving maxima processes. It implements an APF for the usual observation y t+1 less than a threshold, say, 95th percentile of y t 's. But, for the extreme observation y t+1 which exceeds the threshold, it uses the importance function based on a
where g(α t+1 |α t+1 > u t+1 , ω) is the truncated Gumbel density with location φα t . The truncation point u t+1 is chosen so that m t+1 is equal to a median of the truncated Gumbel distribution.
Extension to a threshold model
Since the GEV model is intended to describe the distribution of extreme observations, it is sometimes applied only to those extremes which exceed a high threshold (see e.g., Coles (2001)). As an extension of the time-dependent GEV model, we consider the threshold model only for the extremes that exceed a certain fixed value. Let δ denote the threshold andỹ t be a censored state variable. We assume that an extreme value, y t , is observed only whenỹ t ≥ δ holds. In the GEV-AR model, we modify the observation equation in the following way:
The extension of the MCMC algorithm discussed in Section 2.2 to the threshold model is straightforward. We only need to sample the auxiliary variableỹ t for all time points t where y t < δ. The conditional posterior distribution ofỹ t reads:
where T N (−∞, δ) denotes a truncated normal distribution defined over the domain (−∞, δ).
This additional step is also applicable to other time-dependent GEV models which we shall consider in the following section.
Several works deal with the uncertainty of choosing the threshold δ within a Bayesian inference (e.g., Tancredi et al. (2006) ). However, since our main focus is capturing the time-dependence in an extreme value process, we put this issue aside and assume that δ has been set to a suitable value in a particular application.
3 The GEV-MA model
Model specification
In this section, we consider a GEV model with a different kind of dynamic. Instead of the AR(1) process considered in the previous section, time-dependence is incorporated through a state variable following a first order MA process. The resulting model, GEV-MA, for short, combines the measurement equation (5) with the state equation
where |θ| < 1. The state variables {α t } n t=1 are assumed to follow an invertible MA(1) process with Gumbel-distributed innovations. The parameter θ measures the degree of dependence in the GEV-MA model. As before, the model reduces to iid observations from the GEV distribution, if both θ and σ 2 are zero.
The initial state α 1 is assumed to be
where we replaced for simplicity the Gumbel random variable η −1 in the representation α 1 = η 0 + θη −1 by a normal random variable with the same mean and variance.
Bayesian Estimation
The unknown model parameters of the GEV-MA model are equal to ω ≡ (λ, σ 2 , θ). We pursue a Bayesian approach based on assuming prior independence between λ, σ 2 and θ, and use the same priors for λ and σ 2 as in Subsection 2.2. Finally, we assume that (θ + 1)/2 follows a Beta prior distribution.
As in Section 2.2, we use the normal mixture distribution defined in (8) to approxi-mate the exact probability density function g(η t ) of the Gumbel distribution underlying the innovations η t in state equation (13) . Conditional on the mixture indicator variables s = {s t } n−1 t=0 , the initial distribution (14) and the state equation (13) read for t = 1, . . . , n−1:
where u 0 ∼ N (0, 1). Evidently, conditional on s, equations (5), (15) and (16) 
Generate u | ω, s, y.
Steps 1 to 3 are implemented as in Subsection 2.2. Note, however, that we do not marginalize over s, when sampling the parameter θ. Also sampling the latent mixture indicator variables s in Step 4 is different, because they are no longer independent given ω, u, and y. This dependence enters through the distribution of α t in the conditionally Gaussian state model (15), which depends on s t−1 and s t−2 . Hence, s t affects not only the distribution of y t+1 as in Subsection 2.2, but also the distribution of y t+2 , and the conditional posterior probability mass function of s t depends on the neighboring values s t−1 and s t+1 . To make the generation of s t more efficient, the posterior probability mass function of s t is marginalized over s t+1 ,
i.e., we sample from π(s t |ω, u t−1 , u t , u t+1 , u t+2 , s t−1 , s t+2 , y t+1 , y t+2 ).
Finally, we sample in Step 5 the disturbance u to obtain α through the state equations (15) and (16). Once more, we apply the block sampler developed by Omori and Watanabe (2008) for non-linear Gaussian state space models to sample u. Details for all sampling step are provided in Appendix A.2.
Illustrative simulation study
In this section we illustrate the proposed algorithm using simulated data. We generate 2,000 observations from the GEV-AR and the GEV-MA model, respectively, with µ = 0.2, ψ = 0.02, ξ = 0.3, σ = 0.05, φ = 0.6, and θ = 0.3. The following prior distributions are assumed: µ ∼ N (0, 10), ψ ∼ Gamma(2, 2), ξ ∼ N (0, 4), σ 2 ∼ IG(2.5, 0.025), (φ + 1)/2 ∼ Beta(4, 4), (θ + 1)/2 ∼ Beta(4, 4). We draw M = 20,000 samples after the initial 10,000 samples are discarded as the burn-in period. The computational results are generated using Ox version 4.02 (Doornik (2006) Table 2 : Estimation result of the GEV models for simulated data. (2001)). It is the ratio of the numerical variance of the posterior sample mean to the variance of the sample mean from uncorrelated draws. The inverse of inefficiency factor is also known as relative numerical efficiency (Geweke (1992) ). When the inefficiency factor is equal to m, we need to draw MCMC sample m times as many as uncorrelated sample.
In the following analyses, we compute the inefficiency factor using a bandwidth b w = 1,000. When ξ is close to zero, there could be some confounding between ξ and σ in sampling procedure, since exp(ξα t ) ≈ 1 + ξα t + ξ 2 /2α 2 t and y t ≈ µ + ψα t + ψξ/2α 2 t + ε t . We checked this point using simulated data with ξ = 10 −2 and 10 −3 , but the scatter plot of ξ and σ exhibited no problematic strong correlations.
As described in Subsection 2.2.2, the difference between draws from the exact and the approximate posterior density can be evaluated through the weight w j defined in (11). If the approximation is good, we expect the log weights {log(w j × M )} M j=1 to follow a distribution with mean 0 and small variance. 5 Application to stock returns data
Data
In this section, we apply our models to minimum daily stock returns occurring during a month using the Tokyo Stock Price Index (TOPIX). While there would be many frequencies to analyze financial market variables, the daily stock return is one of the most popular figures that market participants much care about. Moreover their extreme values, especially in the left tail of the distribution, on monthly basis are of interest for a wide range of applications in financial econometrics.
The original sample period is from January 4, 1990 to December 28, 2007. We take log-differences (multiplied by 100) to compute the daily return and pick up the monthly minima, which leads to a series of 216 observations. For estimation, we use the minima multiplied by −1. Table 3 summarizes the descriptive statistics and Figure 4 shows the corresponding time series. The skewness is positive and the kurtosis is larger than that of a normal distribution, which implies a longer right tail and fatter tails. Table 3 : Summary statistics for the TOPIX minima data (multiplied by −1, n = 216).
Estimation results
We estimate three models for the TOPIX minima data; the GEV-AR model, the GEV-MA model and the simple GEV model where φ = θ = 0, labeled GEV, for short. The prior specifications and the iteration sizes are the same as in the simulation study in Section 4. Table 4 reports the estimation result of the various GEV models. Regarding the posterior means for the parameters in the GEV distribution, µ and ψ become smaller while ξ turns to be larger in the order of the GEV, GEV-AR and GEV-MA models. Also, the posterior mean of σ becomes higher in this order, which implies that the idiosyncratic error tends to be larger. Concerning the parameters capturing time-dependence, the posterior mean of φ is about 0.2 for the GEV-AR model and the posterior mean of θ is about 0.3 for the GEV-MA model. For both models, the 95% credible interval of the corresponding parameter does not contain zero. From these results we find evidence of time-dependence in the minimum returns and find both autoregressive and moving average effects in the GEV-AR and the GEV-MA model, respectively.
Regarding the estimates of the parameter ξ, the posterior means are estimated to be positive and the 95% credible intervals do not contain zero for all models. When we consider random variables following a certain distribution function F and the limit distribution of 
Posterior predictive analysis
To check the plausibility of our proposed model, we conducted a posterior predictive analysis (see, e.g., (Gelman et al., 2003, Chapter 6) ). We generated a set of n = 216 new observations for each MCMC draw and calculated for each data set twelve summary statistics, namely the sample mean and the sample standard deviation, the median, the lower and the upper quartile, the minimum and the maximum, the sample autocorrelation function (ACF) for the lags 1-3, and the sample partial autocorrelation function (PACF) for the lags 2-3. Using the posterior predictive distributions of these statistics, we are able to check whether the statistics calculated for the originally observed data were likely to occur under the proposed models. The failure to replicate the observed statistics suggests the implausibility of the model. Following Chib (1995) , we estimate the log of marginal likelihood using the identity
where Θ is a parameter set in the model, f (y|Θ) is the likelihood function, π(Θ) is the prior probability density and π(Θ|y) is the posterior density. This equality holds for any Θ, but we usually use the posterior mean of Θ to obtain a stable estimate of m(y). To evaluate the posterior ordinate π(Θ|y), we use the method of Chib (1995) and Chib and Jeliazkov (2001) using 10,000 draws obtained through reduced MCMC runs. The likelihood function is computed by the particle filters developed in Section 5.5 using I = 10, 000 particles. Ten replications of the filter are implemented to obtain the standard error of the likelihood. Table 5 reports the results of marginal likelihood estimation. We refer to the GEV models without the threshold as the standard models. The likelihood ordinates of the GEV-AR and GEV-MA models are larger than that of the GEV model. Although the marginal likelihoods of these models are penalised by the prior or the posterior ordinates due to additional parameters, they imply that the time-dependent GEV models still outperform the GEV model.
The marginal likelihoods for the threshold models are smaller than those for the standard models overall, but, among them, the time-dependent models still outperform the GEV model. Taking account of the standard errors of the marginal likelihoods, the GEV-AR model is found to be the best model among the threshold models for the TOPIX returns minima data.
Comparison of particle filters
In addition, we compare the particle filters discussed in Section 2.3 using the number of particles I = 10000, 50000, 100000 and the number of replications M = 10, 100.
In Table 6 , for GEV-AR and GEV-MA models, it is clear that our new filter (New) produces more stable and accurate estimates than the auxiliary particle filter (APF) and the modified APF (MPF). The APF leads to quite unstable estimates and does not work in the existence of extreme observations. The simple particle filter (PF) also produces stable estimates, but their standard errors are much larger than those of our filter.
For the GEV model, estimates are stable for all filters , but the standard errors of our filter are found to be much smaller than those of MPF and PF. Overall the estimation results support that our method outperforms the PF, MPF and APF.
Forecasting performance
In this section, we investigate the forecasting performance of the three competing models.
Consider the one-step ahead predictive density given data y, π(y n+1 |y), Table 6 : Estimated log-likelihoods for the TOPIX minima data using four particle filter methods; New (proposed filter), PF (simple particle filter), APF (Auxiliary particle filter) and MPF (the modified APF).
A random sample from this predictive distribution is obtained in the MCMC algorithm by adding one more step to generate y i n+1 ∼ f (y n+1 |y, ω i , s i , α i ) for the i-th iteration given the current sample of parameters and latent variables (ω i , s i , α i ).
To compare the time-dependent extreme value models, we compute the mean and median of the one-step ahead predictive distribution for fifty observations given a fixed number of past observations, namely 165, in our stock returns data set. Specifically, we first use the 
, where N = 165, which is the sample size of each subsample, and y N +i ,ŷ N +i denote the actual value and the posterior predictive value (mean or median) at period N + i using the subsample data from period i to N + i − 1. The posterior predictive medians provide better forecasts overall, and the time-dependent GEV models obviously perform better than the simple GEV model. While the GEV model forecasts at an average level of the extreme values based on the historical data, the timedependent models put an emphasis on the recent activity of the extreme values, which would yield better forecasts in the experiments. Among the competing GEV models, the posterior predictive median of the GEV-AR model performs better than others based on these measures.
We also computed the root mean squared errors (RMSE) for both the posterior predictive mean and median of predictive distribution and found that the posterior predictive median yield better forecasts, and the GEV-AR model outperforms the other models. However, since the RMSE's are heavily influenced by two huge values in {y t } 215 t=166 which are forecasted, we focused on the MAPE and RMSPE to evaluate the forecasting performance.
Conclusion
In the context of extreme value modeling, this paper develops a new approach to model time-dependence in the GEV distribution using a state space representation where the state variables either follows an AR or an MA processes with innovations from the Gumbel distribution. Approximating the Gumbel density by a ten-component mixture of normal distributions, a mixture sampler is proposed to implement Markov chain Monte Carlo methods. A simulation study shows that the proposed estimation schemes produce draws from the posterior distribution of the time-dependent GEV models quite efficiently.
In our application, several competing models in the time-dependent GEV class including threshold models are fitted to the monthly series of minimum daily returns for the TOPIX data. The parameter estimates show that the TOPIX minima data exhibit time-dependence.
Model comparison based on marginal likelihoods indicates that the time-dependent GEV models outperform the simple GEV model and, moreover, that the GEV-AR model provides the best fit to the TOPIX minima data. In addition, from a forecasting perspective, predictive distributions are estimated for fifty sub-sample periods. The results of the forecasting performance confirm that time-dependent GEV models, especially, the GEV-AR model, outperform the simple GEV model.
In the present paper we assumed for all time-dependent GEV models for simplicity that the idiosyncratic error ε t appearing in the observation equation (5) follows a normal distribution. Since we are modeling extreme values, one might expect that the distribution of the idiosyncratic error is non-normal, skewed or fat-tailed. Our algorithm can be extended easily to deal with non-normal error disturbance in the observation equation. For instance, the extension to a skew-t error distribution is straightforward by adding a couple of steps to our sampling algorithm.
However, the posterior predictive analysis performed in Subsection 5.3 for the TOPIX minima data indicated that a model based on a normal error distribution seems to be plausible in the sense that it replicates the characteristics of the observations. Thus we leave such distributional extensions for future work. where λ denotes the current value and f N (·|µ, Σ) denotes the probability density function of the normal distribution with mean µ and covariance matrix Σ. If the candidate λ * is rejected, we take λ as a new sample.
In
Step 2, we sample from σ 2 |λ, α, y ∼ IG(n/2,Ŝ/2), wheren = n 0 + n,Ŝ = S 0 + n t=1 [y t − µ − ψ{exp(ξα t ) − 1}/ξ}] 2 . In
Step 3, the conditional posterior density of φ is given by
We generate a sample φ using the MH algorithm as in Step 1, where the proposal distribution is a truncated normal distribution over the region |φ| < 1.
