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Abstract
We study entanglement entropy (EE) in conformal field theories (CFTs) in Minkowski space with a
planar boundary or with a planar defect of any codimension. In any such boundary CFT (BCFT)
or defect CFT (DCFT), we consider the reduced density matrix and associated EE obtained by
tracing over the degrees of freedom outside of a (hemi-)sphere centered on the boundary or defect.
Following Casini, Huerta, and Myers, we map the reduced density matrix to a thermal density
matrix of the same theory on hyperbolic space. The EE maps to the thermal entropy of the theory
on hyperbolic space. For BCFTs and DCFTs dual holographically to Einstein gravity theories, the
thermal entropy is equivalent to the Bekenstein-Hawking entropy of a hyperbolic black brane. We
show that the horizon of the hyperbolic black brane coincides with the minimal area surface used
in Ryu and Takayanagi’s conjecture for the holographic calculation of EE. We thus prove their
conjecture in these cases. We use our results to compute the Re´nyi entropies and EE in DCFTs in
which the defect corresponds to a probe brane in a holographic dual.
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1 Introduction, Summary, and Outlook
1.1 Introduction and Summary
Conformal field theories (CFTs) are of central importance in many branches of physics, two promi-
nent examples being critical phenomena and string theory. These examples also illustrate the
importance of studying CFTs on spaces with boundaries: any critical system in a laboratory will
necessarily have finite size, and in string theory an open string worldsheet has a boundary. Fur-
thermore, these examples highlight the importance of defects in CFTs. For example, the Kondo
effect admits a description as a renormalization group (RG) flow from one (1+1)-dimensional CFT
to another, triggered by a point-like impurity [1]. Such a description applies not only to Fermi
liquids doped with magnetic impurities [1] but also to some cases of D-brane decay [2].
By definition, the correlation functions of a CFT in d-dimensional Minkowski spacetime are
invariant under the action of the conformal group SO(2, d), which includes the Poincare´ group as a
subgroup, as well as dilatations and special conformal transformations. A boundary CFT (BCFT)
is a CFT on a space with a boundary, with boundary conditions that preserve dilatations. A defect
CFT (DCFT) is a CFT deformed by a defect, of spatial co-dimension n, that preserves dilatations.
In what follows we exclusively consider CFTs in Minkowski space1 with boundaries or defects that
preserve planar symmetry. A planar defect preserves the SO(2, d− n)× SO(n) ⊂ SO(2, d) whose
1Everything we will do, both in field theory and in holography, could be straightforwardly generalized to BCFTs
and DCFTs in R× Sd−1, where R denotes time.
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generators leave the defect’s position unchanged [3–5]. A planar boundary preserves the same
symmetry as a planar n = 1 defect.
In a quantum system, such as a CFT, BCFT, or DCFT, one measure of quantum entanglement
between subsystems is entanglement entropy (EE). To define an EE we artificially divide the Hilbert
space into two subspaces and then trace over the states in one subspace to obtain a reduced density
matrix ρ in the other subspace. The EE, SEE, is the von Neumann entropy of ρ,
SEE ≡ −tr (ρ ln ρ) . (1.1)
We will divide the Hilbert space into subspaces describing states in different spatial regions. In a
time-independent state we can choose a fixed time slice without loss of generality, and then divide
space into a regionM and its complementM, with these two separated by an “entangling surface”
Σ. For such a division, eq. (1.1) gives us the EE of the degrees of freedom in M due to their
quantum entanglement with the degrees of freedom in M.
The EE is a special case of Re´nyi entropy [6, 7], Sq, defined in terms of ρ as
Sq ≡ 1
1− q ln [tr (ρ
q)] , (1.2)
where q is a non-negative integer. We obtain SEE by analytically continuing q to non-integer values
and then taking the q → 1 limit of Sq. Other limits of Sq provide additional information about the
eigenvalue spectrum of ρ. We can extract the total number of non-vanishing eigenvalues of ρ from
the q → 0 limit, and the largest eigenvalue of ρ from the q →∞ limit. Extracting such information
from limits of Sq requires caution because Sq is not necessarily analytic in q.
EE has many possible uses. For example, in some cases EE can measure the number of degrees
of freedom in a quantum field theory. For a CFT in even d, for a spherical Σ one contribution to
the EE is proportional to the central charge [8,9], defined from the coefficient of the Euler density
in the trace anomaly. For d = 2 and d = 4 proofs exist [10,11] that these central charges are strictly
non-increasing along an RG flow from an ultra-violet (UV) fixed point to an infra-red (IR) fixed
point, a necessary condition for anything that counts degrees of freedom. In other d, the proposal
that EE may count degrees of freedom remains conjectural [12–16].
For a BCFT or DCFT in d = 2, the EE of an interval containing the boundary or symmetric
about the defect includes a contribution independent of the size of the interval, called the boundary
entropy or impurity entropy [17–20], which is strictly non-increasing along an RG flow from one
BCFT or DCFT to another [17, 21]. Intuitively, the boundary or impurity entropy counts degrees
of freedom localized at the boundary or impurity. Whether a boundary or defect entropy with such
properties can be defined when d > 2, or can be extracted from an EE, remain open questions.
In general, however, SEE and Sq are difficult to calculate even in free quantum field theories.
Fortunately, for some CFTs the Anti-de Sitter/CFT (AdS/CFT) correspondence [22] provides a
relatively simple way to compute SEE, and in some cases Sq. AdS/CFT is a holographic duality:
it equates certain weakly-coupled theories of quantum gravity on (d + 1)-dimensional AdS space,
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AdSd+1, with certain strongly-coupled d-dimensional CFTs “living” at the AdSd+1 boundary. The
isometry group of AdSd+1 is SO(2, d), which is dual to the conformal group. In the best-understood
examples, the CFTs are non-abelian gauge theories in the ’t Hooft large-N limit and with large ’t
Hooft coupling. In these cases, the dual gravity theory is usually a string theory in the semiclassical
limit, where it is well-approximated by classical supergravity with small Newton’s constant G, for
example when d = 4 typically G ∝ 1/N2. The classical action of supergravity consists of an
Einstein-Hilbert term plus terms for matter fields. In what follows we consider only such Einstein
theories of gravity, unless stated otherwise.
For Einstein theories of gravity, Ryu and Takayanagi (RT) conjectured that to compute the EE
in a time-independent state using holography, in the bulk gravity theory we must determine the
time-independent surface of spatial codimension one with minimal area Amin that approaches Σ at
the AdSd+1 boundary [23,24]. Specifically, RT conjecture that SEE is
SEE =
Amin
4G
. (1.3)
Eq. (1.3) represents only the leading contribution to EE in the large-N and large-coupling limits.
For example, if G ∝ 1/N2, then the SEE in eq. (1.3) will generically be order N2. RT’s proposal
has been applied to study various questions and conjectures about EE, including whether EE can
count of degrees of freedom in arbitrary d [12, 13].
Compelling evidence in support of RT’s conjecture continues to accumulate [25], including rig-
orous proofs for d = 2 [26,27]. Casini, Huerta, and Myers (CHM) [9] also provided a proof in some
special cases, as we now briefly review. CHM began by proving a remarkable statement about the ρ
for spherical Σ in CFTs. For any CFT in any d, when Σ is a sphere of radius R, CHM showed that
ρ is identical to the thermal density matrix of the same CFT on a hyperbolic space, with radius of
curvature R, at the temperature 1/(2piR). As a result, SEE maps to a thermal entropy and Sq is
proportional to the difference of free energies of the CFT on the hyperbolic space at temperatures
1/(2piR) and 1/(2piRq) [28]. To prove these facts, CHM rely only on conformal symmetry and the
high degree of symmetry of a spherical Σ.
For CFTs holographically dual to an Einstein gravity theory, CHM also translated their mapping
to a change of foliation of AdSd+1. In particular, CHM showed that the “hyperbolic slicing” of
AdSd+1 reveals a black brane with a hyperbolic horizon of radius R and Hawking temperature
1/(2piR). Of course, the spacetime is merely AdSd+1, and the horizon is an artifact of the coordinate
choice, being the horizon seen by an observer with a particular acceleration [29]. Via holography,
the Bekenstein-Hawking entropy of the black brane is the thermal entropy of the dual CFT on
hyperbolic space, and hence is the SEE of a spherical region of radius R of the CFT in Minkowski
space. Crucially, CHM observe that the black brane’s horizon coincides precisely with the minimal
surface whose Amin is in eq. (1.3). CHM thus rigorously prove RT’s conjecture in these special
cases of spherical Σ in CFTs. Moreover, the difference in the free energy of the black brane at
temperatures 1/(2piR) and 1/(2piRq) gives the Re´nyi entropies Sq [28].
In this paper we extend CHM’s results to BCFTs and DCFTs. In section 2.1 we show that for
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a BCFT in any d with a planar boundary or a DCFT in any d with a planar defect of codimension
n, when Σ is a (hemi-)sphere centered on the boundary or defect the reduced density matrix ρ is
idential to the thermal density matrix of the BCFT or DCFT in a hyperbolic space. As a result,
SEE maps to the thermal entropy and Sq is proportional to a difference of free energies of the same
BCFT or DCFT on hyperbolic space, as in CHM’s mapping. Our proof relies on symmetry alone
and in particular does not depend on the existence of a holographic dual. In section 2.2 we consider
BCFTs and DCFTs holographically dual to Einstein gravity theories. We write the most general
metric that is asymptotically locally AdSd+1 but has only SO(2, d− n)× SO(n) isometry, dual to
the conformal group of the BCFT or DCFT. We determine the slicing that reveals a hyperbolic
horizon, and demonstrate that the horizon coincides with the surface of minimal area Amin.
In section 3 we consider a class of DCFTs dual to Einstein gravity theories in which the defect
is described by a brane of codimension n. To be precise, we write a classical action including
only an Einstein-Hilbert term, negative cosmological constant, and a brane action consisting of a
tension, which we denote µn/(16piG), times the brane’s worldvolume. Such an action often arises
in string and M-theory as an effective action in the near-horizon limit of various string and brane
intersections, when we can neglect the other fields sourced by the strings or branes, such as the
dilaton or Ramond-Ramond (RR) form fields. In many of the string and M-theory examples, a
number Nf of branes is typically dual to Nf fields in the fundamental representation of the gauge
group, i.e. flavor fields, restricted to propagate along a defect of codimension n [30–33]. For such
flavor branes typically µn/G ∝ NfN , and so if for example G ∝ 1/N2, then µn ∝ Nf/N .
When µn = 0 the bulk solution is simply AdSd+1. When µn is non-zero, the brane back-reacts,
deforming the spacetime and producing a metric with SO(2, d−n)×SO(n) isometry. In that case
the bulk theory is dual to a DCFT. If µn is non-zero but small, in units of the curvature scale, then
we can take the probe limit: expand all quantities in µn and retain terms up to linear order. In
that case the bulk spacetime is an undeformed AdSd+1 probed by the brane. In many string and
M-theory examples, our effective action is only valid in the probe limit: often, at higher order in
µn the brane sources fields that break the SO(2, d− n)× SO(n) isometry.
The probe limit is a useful simplification: for many field theory obervables we can compute the
order µn contribution holographically just from the probe brane action in an undeformed (µn = 0)
background. What about EE, however? Na¨ıvely, to compute the order µn contribution to EE we
must calculate the order µn change in Amin, which requires calculating the order µn change in the
metric. Precisely such calculations were performed in ref. [34], for branes with n = 1 and n = 0 (a
space-filling brane) with any d, including two examples from string theory with d = 4.
In section 3.1 we show that for any brane described by our effective action, and for a spherical Σ
centered on the defect, we can compute the order µn contribution not only to SEE but also to Sq
without ever computing back-reaction or a minimal area surface, using our results from section 2.
More specifically, our method uses two key ingredients. The first ingredient is our mapping of
the reduced density matrix to the thermal density matrix in hyperbolic space, so that our goal is
then to compute the order µn contribution to the free energy and thermal entropy in hyperbolic
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space. In the holographic dual we thus consider the probe brane in the hyperbolic black brane
background. The second ingredient is the fact that at order µn the free energy can receive only two
contributions, one from the brane’s action, evaluated in the undeformed background, and one from
a boundary term proportional to the order µn correction to the metric. We can show on general
grounds that the latter vanishes. As a result, we can obtain the order µn contribution to both
SEE and Sq simply by evaluating the probe brane action in the undeformed hyperbolic black brane
background, rather than by computing back-reaction and the minimal area surface. For n = 1 and
n = 0 our results for SEE agree perfectly with those of ref. [34] (as mentioned already in ref. [34]),
providing two non-trivial checks of our method. Our results for SEE for other n, and our results
for Sq, are novel.
In section 3.2 we apply our results to probe branes in AdSd+1 backgrounds of string and M-
theory. We begin by enumerating the criteria that a brane in string or M-theory must satisfy
for our effective action to be reliable in the probe limit, and hence for our method to work. For
example, one criterion is that the only contribution to the (Einstein-frame) stress-energy tensor at
order µn is from the brane [34]. We then apply our method to obtain the order µn contribution
to SEE in four examples that meet the criteria. The first two are the string theory examples of
ref. [34], with which we find perfect agreement. We then consider two examples in M-theory of
DCFTs in d = 3 with n = 1 and n = 2.
What if a brane’s order µn back-reaction preserves SO(2, d − n) × SO(n) isometry, but our
effective action is not reliable in the probe limit? That is, what if we cannot neglect the other
fields sourced by the brane? In such cases our mapping of SEE to a thermal entropy in hyperbolic
space remains valid. At order µn that thermal entropy will receive contributions from the probe
brane action and from boundary terms, each of which is proportional to an order µn correction
to a bulk field sourced by the brane. As in cases above, the boundary term involving the order
µn correction to the metric vanishes. The boundary terms involving other fields may be non-zero,
however. If they are non-zero, then we cannot compute the order µn contributions to SEE and Sq
from the probe brane action alone. Indeed, we conclude section 3.2 with an explicit example where
such a boundary term is non-zero. We consider an n = 0 brane in an AdS4 background of type
IIA supergravity whose back-reaction preserves AdS4. We argue that the RR two-form sourced by
the brane cannot be neglected in Einstein-frame stress-energy tensor at order µn. We then show,
using the fully back-reacted solution, that in the thermal entropy the boundary term involving the
order µn correction to the RR two-form is indeed non-zero, and contributes to SEE.
In short, our method has two requirements. First, the back-reacted solution must have SO(2, d−
n)× SO(n) isometry to order µn, so that our mapping of SEE to a thermal entropy on hyperbolic
space is valid. Second, any boundary terms involving the order µn corrections to bulk fields sourced
by the brane must vanish, at least to order µn. Proving these does not necessarily require computing
back-reaction. In particular, showing that a simple action, including just the metric, cosmological
constant, and brane, is a reliable effective description is sufficient to satisfy both requirements.
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1.2 Outlook
Looking to the future, we hope that our results may be helpful for studying many questions about
EE in BCFTs and DCFTs, both with and without holographic duals.
For instance, our results may be useful for generalizing boundary or impurity entropy to d > 2,
especially in conjunction with existing proposals motivated by holography [35–38]. Indeed, in our
two examples from M-theory of DCFTs with d = 3 and n = 1 or n = 2, the order µn contribution
to SEE takes a form very suggestive of a defect or impurity entropy, respectively. In particular, in
our d = 3 and n = 1 example the defect contribution to SEE resembles that of a CFT in d = 2,
allowing us to identify a central charge associated with the defect degrees of freedom.
CHM’s mapping of EE to thermal entropy on a hyperbolic space is valid for any CFT, including
CFTs with holographic duals even beyond Einstein gravity. In particular, for a classical gravity
theory in AdSd+1 whose action includes the Einstein-Hilbert term plus higher-derivative terms,
such as Gauss-Bonnet gravity, we can use Wald’s entropy formula to compute the thermal entropy
associated with the hyperbolic horizon, and so compute SEE. CHM’s mapping thus provides access
to higher-derivative corrections to RT’s prescription, which typically correspond in the CFT to
finite-coupling corrections to SEE [28, 39]. Similarly, quantum corrections to the hyperbolic black
brane entropy will correspond to 1/N corrections to SEE [40]. A precise proposal for the form of the
leading 1/N correction appears in ref. [41]. Our results may help to compute such higher-curvature
and/or quantum corrections in the duals of BCFTs and DCFTs.
Our results may also be useful for studying the relationship between EE and black hole horizons.
In particular, we have in mind the “ER=EPR” conjecture [42], the proposal that maximally-
entangled Einstein-Podolsky-Rosen (EPR) pairs are connected by Einstein-Rosen (ER) bridges. In
fact, one of the current authors has already used our results to demonstrate that the holographic
dual of an EPR pair, namely a certain kind of probe string in AdSd+1, indeed exhibits an ER
bridge [43], providing a concrete example of the ER=EPR conjecture.
EE can also help to characterize states of matter. For example, EE may characterize topolog-
ical order when local order parameters are insufficient [44, 45], including in topologically-ordered
gapped states, i.e. topological insulators (TIs). Any TI described by a free electron Hamiltonian is
characterized completely by “edge modes,” gapless modes localized at the interface between the TI
and the vacuum, or more generally any other TI state. Some important open questions are: what
TI states are possible in interacting systems, i.e. systems that admit no description in terms of free
electrons? Are such interacting TIs still characterized completely by their edge modes? To address
such questions, holographic duals of interacting TIs have been constructed using branes in string
theory [46,47]. The properties of the edge modes in these holographic TIs remain mysterious. For
any TI, gapping the edge modes and integrating them out leads at low energy to a DCFT. At that
level, our results could help determine what role, if any, EE might play in characterizing interacting
TI states, including holographic TIs and their mysterious edge modes.
EE may also help to characterize non-Fermi liquids. Specifically, EE may be able to reveal “hid-
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den” Fermi surfaces that are otherwise difficult to detect [48, 49], such as quark Fermi surfaces,
which have no obvious gauge-invariant definition. Holography provides access to many strongly-
interacting non-Fermi liquids. In particular, many probe brane systems describe non-Fermi liq-
uids with various bizarre properties: no broken symmetries, no obvious Fermi surface yet a zero
sound excitation [50], a non-zero extensive entropy at zero temperature [50,51], an unusual moduli
space [52,53], and so on. Calculations of EE using our results could help to characterize such states,
perhaps by revealing “hidden” Fermi surfaces.
2 CHM for BCFTs and DCFTs
We begin with some reminders about spurionic invariances and global symmetries of CFTs, BCFTs,
and DCFTs, as these will play a key role in what follows. Consider some quantum degrees of freedom
coupled to a set of fixed external sources. For example, in a quantum field theory with a Lagrangian
description, we can imagine a functional integral representation of the generating functional, and
treat the metric, masses, couplings, etc., as sources for various operators. We define a theory by
choosing the values of these sources at some energy scale. To compute correlators, we vary the
generating functional with respect to the sources and then set the sources to our chosen values.
Spurionic invariances are transformations under which the sources might change, but the value
of the generating functional remains invariant, up to anomalies. A useful analogy comes from
the integral calculus: given an integral (generating functional) that depends on some parameters
(sources), if we change the integration variables (transform the fields), then the form of the integrand
may change, but the value of the integral will not. Global symmetries are the subgroup of the
spurionic invariances that leave the sources unchanged, i.e. they map the theory to itself. In the
calculus analogy, a global symmetry would be a change of integration variables that leaves the form
of the integrand unchanged.
Consider a CFT in d-dimensional Minkowski space. Such a theory has a number of spurionic
invariances, including in particular the semi-direct product of diffeomorphisms with Weyl trans-
formations, diff o Weyl. The global symmetries of a CFT are the subgroup of diff o Weyl that
preserves the Minkowski metric, ηµν , i.e. the subgroup generated by the conformal Killing vectors
of the Minkowski metric. That subgroup is called the conformal group SO(2, d), whose generators
are those of the Poincare´ group plus dilatations and special conformal transformations.
BCFTs and DCFTs are defined by their global symmetries, as follows. A DCFT in d-dimensional
Minkowski space with a codimension-n planar defect is defined as a theory invariant under the
defect conformal group, SO(2, d − n) × SO(n), which includes: (i.) translations along the defect,
(ii.) boosts along the defect, (iii.) rotations in the Rd−n occupied by the defect, (iv.) rotations
in the Rn transverse to the defect, (v.) dilatations (acting on all of the d coordinates), and (vi.)
inversions through points in the defect [3–5]. A combination of (i.) and (vi.) then produce special
conformal transformations along the defect. A BCFT in d-dimensional Minkowski space with a
planar boundary is defined as a theory invariant under the boundary conformal group SO(2, d−1),
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which is identical to the global symmetry of a DCFT with a codimension-one defect.
Crucially, notice that to define a BCFT or DCFT we must first specify a CFT and then introduce
a boundary or defect. The reason is simple: the boundary or defect conformal symmetry includes
scale invariance and special conformal transformations, and if the bulk theory is not invariant under
these, then the theory with boundary or defect cannot be invariant under them. In short, to define
a BCFT or DCFT, a necessary, though not sufficient, ingredient is a bulk CFT.
What are the spurionic invariances of a BCFT or DCFT? Na¨ıvely we might expect that a BCFT
or DCFT cannot have the full diffoWeyl spurionic invariance of a CFT, but that is not the case.
A BCFT or DCFT has precisely the same diffoWeyl spurionic invariance as the underlying CFT.
Indeed, given a CFT, we can obtain a BCFT or DCFT simply by imposing an extra constraint:
we demand that the global symmetries are the subgroup of diff o Weyl that not only preserve
the Minkowski metric but also preserve the location of the boundary or defect [3–5]. The global
symmetry is then reduced from SO(2, d) to the boundary or defect conformal group, where the
“broken” generators of SO(2, d) change the location of the boundary or defect (for example, imagine
performing a translation in a direction normal to a defect). In other words, the broken generators
go from being global symmetries of the CFT to spurionic invariances of the BCFT or DCFT. The
full diffoWeyl group remains as a spurionic invariance, however.
We are interested in the EE between two regions of a space in CFTs, BCFTs, and DCFTs.
Generically, such an EE diverges due to correlations among short-distance, or equivalently UV,
modes near the arbitrarily sharp division Σ between the two regions of space. We must therefore
introduce a cutoff, smearing Σ over a region of extent ε much smaller than any other scale in the
system. The EE will then exhibit divergences as we remove the cutoff, ε → 0, whose precise form
depends on d and Σ. In particular, for a CFT in d spacetime dimensions, the EE for spherical Σ
of radius R takes the form [23,24]
SEE = sd−2
Rd−2
εd−2
+ . . .+

s1
R
ε + s0 +O (ε) , d odd,
s2
R2
ε2
+ sL ln
(
2R
ε
)
+ s˜0 +O
(
ε2
)
, d even,
(2.1)
where sd−2, s1, s2, sL, etc. are independent of R- and ε but depend on the details of the CFT.
As with any other UV-divergent quantity in field theory, we must be careful if we want to extract
physical information from EE. In particular, we could renormalize EE by introducing covariant
counterterms to cancel any ε → 0 divergences. The information that would remain would be
physical and “universal,” meaning independent of the details of the renormalization. In odd d the
universal information is s0, which is proportional to the partition function of the Euclidean theory
on Sd [12,13]. In d = 3, the current conjecture is that the partition function at the UV fixed point
of an RG flow is ≥ that at the IR fixed point [54]. In even d the universal information is sL, which
is propoprtional to a central charge, defined from the coefficient of the Euler density in the trace
anomaly [8, 9, 24]. In d = 2 and d = 4, that central charge is strictly non-increasing along an RG
flow from the UV to the IR [10, 11]. Notice that in even d, the constant term s˜0 in eq. (2.1) is
cutoff-dependent and hence not universal: because of the ln(2R/ε) term we can change s˜0 simply
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by rescaling ε, for example.
In a BCFT or DCFT, if we want to extract from EE some physical information that might
characterize a boundary or defect, for example by counting degrees of freedom localized near the
boundary or defect, then we must be especially careful. To see why, consider an example: a CFT
in d = 3 coupled as a defect to a CFT in d = 4, with Σ a sphere centered on the defect. Indeed,
let us consider the case where the two CFTs are arbitrarily weakly coupled to one another, so that
to good approximation the EE is simply the linear combination of the d = 3 and d = 4 EEs in
eq. (2.1),
SEE ≈ s2 R
2
ε2
+ s1
R
ε
+ sL ln
(
2R
ε
)
+ s˜0 + s0 +O (ε) . (2.2)
For a CFT in d = 3, s0 is physical, but because of the ln(2R/ε) term in eq. (2.2) we can change
s˜0 +s0 simply by rescaling ε, so in this DCFT s0 is not physical. On the other hand, sL is physical,
but “knows” nothing about the defect. Indeed, in our example sL will be the same as in the CFT
in d = 4, because the coupling to the defect is arbitrarily weak. How can we extract physical
information about a boundary or defect from EE?
Luckily, an answer has already been proposed for BCFTs and DCFTs in d = 2 [17–20], where
the boundary or defect is point-like. First, compute the EE for the BCFT or DCFT, with M an
interval of length 2R either containing the boundary or centered on the defect. In a DCFT in d = 2
the result, S
(DCFT)
EE , takes the form
S
(DCFT)
EE = sL ln
(
2R
ε
)
+ s˜
(DCFT)
0 +O
(
ε2
)
, (2.3)
while in a BCFT the result, S
(BCFT)
EE , has the same form, but with sL → 12sL and s˜
(DCFT)
0 → s˜(BCFT)0 .
Second, compute the EE withM an interval of length 2R infinitely far from the boundary or defect,
or equivalently compute the EE of an interval in the underlying CFT. In either case the result,
S
(CFT)
EE , will be simply that of the CFT without boundary or defect,
S
(CFT)
EE = sL ln
(
2R
ε
)
+ s˜
(CFT)
0 +O
(
ε2
)
, (2.4)
where sL is identical to that in eq. (2.3) but s˜
(CFT)
0 is not necessarily identical to s˜
(DCFT)
0 or s˜
(BCFT)
0 .
Finally, take the difference (S
(DCFT)
EE −S(CFT)EE ) or (S(BCFT)EE − 12S
(CFT)
EE ) and send ε→ 0. The result
is (s˜
(DCFT)
0 − s˜(CFT)0 ) or (s˜(BCFT)0 − 12 s˜
(CFT)
0 ), which is physical, and indeed is proportional to the
impurity or boundary entropy [17–20]. In short, we can extract physical information about the
boundary or defect by computing the change in EE due to the boundary or defect. Crucially, in
this procedure we must use the same cutoff ε in both the BCFT or DCFT and in the underlying
CFT, otherwise the non-universal terms will not cancel in the difference of EEs.
Such a procedure is straightforward to generalize to d > 2 and spherical Σ.2 For a DCFT in d
spacetime dimensions with a planar defect of any codimension, compute the EE for a spherical Σ
2We thank A. Karch for useful discussions on this topic.
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of radius R centered on the defect, using cutoff ε, S
(DCFT)
EE , and then compute the EE for spherical
Σ of radius R in the underlying CFT, S
(CFT)
EE , using the same cutoff. We can then define a defect
entropy Sdefect as
Sdefect ≡ S(DCFT)EE − S(CFT)EE . (2.5)
For a BCFT in d spacetime dimensions with planar boundary, compute the EE with Σ a hemisphere
centered on the boundary, using cutoff ε, S
(BCFT)
EE . We can then define a boundary entropy S∂ as
S∂ ≡ S(BCFT)EE −
1
2
S
(CFT)
EE . (2.6)
The defect or boundary entropies so defined will contain physical information either in constants
such as (s˜
(DCFT)
0 −s˜(CFT)0 ) or (s˜(BCFT)0 −s˜(CFT)0 ), or in the coefficient (s˜(DCFT)L −s˜(CFT)L ) or (s˜(BCFT)L −
s˜
(CFT)
L ) of a ln (2R/ε) factor. Whether that physical information is strictly non-increasing along an
RG flow from a UV fixed point to an IR fixed point, similar to the boundary or impurity entropy
in d = 2 [17,21], is an important question that we will leave for future research.
For simplicity, in what follows we will focus exclusively on S
(DCFT)
EE and S
(BCFT)
EE , rather than
Sdefect and S∂ , although we must keep in mind that, strictly speaking, only the latter contain
well-defined physical information.
2.1 The Field Theory Story
We will now prove that for a BCFT or DCFT with Σ a (hemi-)sphere centered on the boundary
or defect, the reduced density matrix ρ is identical to the thermal density matrix of the BCFT or
DCFT on a hyperbolic space. We will closely follow CHM’s proof for CFTs [9]. Indeed, CHM’s
proof relies crucially on the diffoWeyl spurionic invariance of a CFT, and since BCFTs and DCFTs
possess the same spurionic invariance, we can simply repeat CHM’s arguments, keeping track of
what happens to the boundary or defect along the way.
We consider BCFTs and DCFTs in d-dimensional Minkowski space, with metric
ηµν dX
µdXν = −dt2 + dr2 + r2gSd−2 , (2.7)
where X0 = t is the time coordinate, r2 = (X1)2 + (X2)2 + . . . + (Xd−1)2 is the spatial radial
coordinate, and gSd−2 is the metric of a unit-radius (d − 2)-sphere, Sd−2. We will consider only a
planar boundary at Xd−1 = 0 or planar defect of codimension n extended along X0, X1, . . . , Xd−n−1
and sitting at the origin of the transverse directions, Xd−n = Xd−n+1 = . . . = Xd−1 = 0. For now
we will consider a boundary or defect with at least one spatial direction: for a BCFT we take d > 2
and for a DCFT we take n < d− 1. In BCFTs with d = 2 or DCFTs with n = d− 1, the boundary
or defect is point-like, and so breaks translational symmetry in all spatial directions. These are
special cases that we will defer to the end of this subsection. We place the origin r = 0 within the
boundary or defect, so in a BCFT the space includes only half of the Sd−2.
In a DCFT we choose M to be a solid ball, or in a BCFT a solid half-ball, of radius R centered
on the boundary or defect at time t = 0, so that Σ is the surface r = R at time t = 0. Tracing over
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the degrees of freedom outside ofM, we obtain the reduced density matrix ρ, with associated SEE
and Sq given by eqs. (1.1) and (1.2).
The causal diamond ofM is the set of points with {r+t ≤ R}∩{r−t ≤ R}. Following CHM, we
will map the causal diamond ofM to a Rindler wedge [9]. Explicitly, we perform a diffeomorphism
Xµ → xµ(X), where
xµ(X) =
Xµ − (X ·X)Cµ
1− 2X · C + (X ·X)(C · C) + 2R
2Cµ, Cµ∂µ ≡ 1
2R
∂1, (2.8)
where X1 is a direction along the boundary or defect, such that the metric becomes
ηµν dX
µdXν = Ω(x)2 ηµν dx
µdxν , Ω = (1 + 2x · C + (x · x)(C · C))−1 , (2.9)
followed by a Weyl transformation to remove the Ω(x)2 factor from the metric. In other words, we
perform a translation along the boundary or defect, to place the origin at the edge of the sphere Σ,
then an inversion through the origin, then another translation along the boundary or defect, and
finally a Weyl transformation. These transformations together form an element of diffoWeyl that
is a global symmetry of the BCFT or DCFT.
Under the diffeomorphism in eq. (2.8), in a DCFT M’s causal diamond maps to the Rindler
wedge R given by x± ≡ x1 ± x0 ≥ 0. In particular the boundary of M’s causal diamond maps
to the horizon of R, x± = 0, Σ maps to the plane x+ = x− = 0, and the defect maps to the
submanifold xd−n = .. = xd−1 = 0, and so wraps a Rinder wedge. In a BCFT,M’s causal diamond
maps to a Rindler wedge which ends on the boundary xd−1 = 0, which is itself a Rindler wedge.
The vacuum state in M’s causal diamond maps to the vacuum state in R, and so the reduced
density matrix ρ is equal to the density matrix of the theory in R. We can describe R via a family
of uniformly accelerating observers by defining new coordinates z and τ through x± ≡ ze±τ/R, so
that the metric becomes
dx+dx− +
d−1∑
i=2
dxidxi = − z
2
R2
dτ2 + dz2 +
d−1∑
i=2
dxidxi . (2.10)
For field theories without defects or boundaries, Unruh taught us [55] that these accelerated ob-
servers experience the Rindler vacuum as a thermal state with temperature T0 = 1/(2piR). That
is, ρ is a thermal density matrix on R where time evolution is generated by ∂τ . To show that this
remains true for theories with defects or boundaries, let us present a modern version of Unruh’s
argument (see ref. [56] for similar arguments). To begin, we regard the density matrix ρ on R
as a reduced density matrix obtained by tracing out degrees of freedom in x1 < 0. We can then
give ρ a functional integral representation, as follows. First we Wick-rotate time, x0 → −ixd so
that the space becomes a Euclidean Rd. We then impose the boundary conditions that the state
approaches some prescribed values χ± as xd → 0± in the x1 > 0 region. The corresponding matrix
element of ρ, which we denote ρ(χ+, χ−), is then proportional to a functional integral, with the
given boundary conditions, of the weight factor exp(−SE), with SE the Euclidean action. (We fix
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the overall constant by demanding tr ρ = 1.) Crucially, our defects and boundaries are rotationally
invariant in the x1-xd plane. The entire system is thus rotationally invariant in this plane, and so
we can interpret ρ(χ+, χ−) as an element of a thermal density matrix, treating the angle in the
x1-xd plane as Euclidean time. Finally, we observe that this is the same thermal density matrix we
obtain if we Wick-rotate and compactify the Rindler time τ in eq. (2.10) with coordinate periodicity
2piR. This demonstrates that ρ is a thermal density matrix with time evolution generated by ∂τ .
Note that if the defects or boundaries were not invariant under τ -translations, then we would have
no such thermal field theory interpretation.
The metric in eq. (2.10) is conformal to R×Hd−1,
− z
2
R2
dτ2 + dz2 +
d−1∑
i=2
dxidxi =
z2
R2
[
−dτ2 + R
2
z2
(
dz2 +
d−1∑
i=2
dxidxi
)]
=
z2
R2
(−dτ2 +R2gHd−1) ,
(2.11)
where gHd−1 is the metric of a unit-radius Hd−1. In a DCFT, the defect is extended along an
equatorial hyperboloid inside of Hd−1. In a BCFT, the Hd−1 ends on the equatorial hyperboloid
xd−1 = 0. Our final step is to perform a Weyl transformation to eliminate the overall factor z2/R2
in the final equality in eq. (2.11). The value of the BCFT or DCFT’s generating functional is
invariant under such a Weyl transformation, i.e. Weyl transformations are spurionic invariances of
BCFTs and DCFTS, as we discussed above. Moreover, after the Weyl transformation ∂τ remains
the generator of time evolution. We thus conclude that the thermal partition function of the theory
on R at temperature T0 = 1/(2piR) is identical to the thermal partition function of the theory on
R×Hd−1 at the same temperature. As a result, the reduced density matrix for spherical Σ of radius
R of the theory in Minkowski space is equivalent to the thermal density matrix of the theory on
R×Hd−1, with temperature T0 = 1/(2piR) and Hd−1 radius R. This completes our proof.
As discussed in ref. [9], we can also go directly from M’s causal diamond to R×Hd−1, without
detouring through the Rindler wedge R, via the change of coordinates
r =
R sinhu
coshu+ cosh (τ/R)
, t =
R sinh (τ/R)
coshu+ cosh (τ/R)
, (2.12)
where u ∈ (0,∞) and τ ∈ (−∞,∞). In particular,
τ → ±∞ : (t, r)→ (±R, 0) , and u→∞ : (t, r)→ (0, R) , (2.13)
that is, the extreme limits of τ and u are the corners ofM’s causal diamond. In the new coordinates,
the Minkowski metric takes the form
ηµν dX
µdXν = Ω2
(−dτ2 +R2gHd−1) , Ω = (coshu+ cosh (τ/R))−1 , (2.14)
where here we write the metric of a unit-radius Hd−1 as
gHd−1 = du
2 + sinh2 u gSd−2 . (2.15)
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We can then again simply perform a Weyl transformation and invoke the spurionic invariance of
the BCFT or DCFT to reach the same conclusion as above. The change of coordinates in eq. (2.12)
will be especially useful to us in section 3.
A number of consequences immediately follow from the equivalence of the reduced density matrix
ρ of the theory in Minkowski space with the thermal density matrix of the theory in R × Hd−1.
Clearly the EE with spherical Σ will be equivalent to the thermal entropy of the theory in R×Hd−1.
Moreover, as discussed in ref. [28], the Re´nyi entropies Sq are related to the free energy F (T ) of
the theory on R×Hd−1 at temperature T as
Sq =
q
1− q
1
T0
(
F (T0)− F
(
T0
q
))
. (2.16)
This form of Sq will be especially useful to us in subsection 3.1.4.
Let us now return to the special cases of point-like defects and boundaries. In a DCFT with
n = d − 1, the defect is a point-like impurity, which we take to sit at the origin of the spatial
coordinates, X1 = X2 = . . . = Xd−1 = 0. The impurity worldline is thus a straight line in the t
direction. After the diffeomorphism in eq. (2.8), the impurity is extended in the new time coordinate
x0 and sits at the origin of all spatial coordinates except x1, where it sits at x1 =
√
R2 + (x0)2.
In terms of the coordinates z and τ the impurity sits at z = R and evolves in τ , that is, the
impurity uniformly accelerates in the Rindler wedge. Switching to time coordinate τ , we find a
time-independent equilibrium state: the impurity sits still at z = R. We can thus define a thermal
partition function on R. The remaining arguments are unchanged: we identify the reduced density
matrix ρ with the thermal density matrix on R at temperature T0, Weyl-transform to R × Hd−1,
where the impurity sits at z = R inside Hd−1, and then invoke the spurionic invariance of the
DCFT to conclude that ρ is equivalent to the thermal density matrix on R × Hd−1. Notice that
Hd−1 is maximally symmetric, so nothing is special about z = R, i.e. we can move the impurity to
any other point with no change to our conclusion. Indeed, already in the Rindler wedge nothing
was special about z = R. The crucial property was the impurity’s uniform acceleration. For a
BCFT in d = 2, where the boundary is a single point, all of the arguments above apply, with trivial
modifications, except the boundary is obviously a special point that cannot be moved.
2.2 The Gravity Story
2.2.1 Review: CHM’s Proof in AdS
We will use various “slicings” of AdSd+1, meaning various foliations of AdSd+1 that make manifest
different subgroups of its SO(2, d) isometry. For example, the metric of unit-radius AdSd+1 in
Poincare´ slicing is
gAdSd+1 =
1
z2
(
dz2 − dt2 + dr2 + r2gSd−2
)
, (2.17)
where z is the AdSd+1 radial coordinate, with the AdSd+1 boundary at z → 0 and the Poincare´
horizon at z → ∞. A Poincare´ slice is a surface of fixed z. An AdSd+1 spacetime of radius L has
metric L2gAdSd+1 .
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Recall that to define a finite metric on the AdSd+1 boundary, and hence for the dual CFT, we
must specify a “defining function” [57], as follows. Any asymptotically AdSd+1 metric will have a
second-order pole at the AdSd+1 boundary. To extract a finite metric at the boundary we must
multiply the AdSd+1 metric by a defining function, a function that has a second-order zero at the
AdSd+1 boundary but is otherwise arbitrary, and then restrict to the boundary. A particular slicing
of AdSd+1 may naturally suggest a particular defining function. For example, in Poincare´ slicing
with radius L the natural defining function is z2/L2. With that choice of defining function, the
dual CFT is defined on Minkowski spacetime.
In what follows we will need to perform diff o Weyl transformations in the CFT, BCFT, or
DCFT. In holography, diffoWeyl transformations are realized in the bulk gravity theory by large
diffeomorphisms, i.e. diffeomorphisms with support at theAdSd+1 boundary. For example, consider
Poincare´-sliced AdSd+1, with X
µ denoting all coordinates except z, so µ = 0, 1, . . . , d. To implement
a diffeomorphism in the dual CFT we must perform a large diffeomorphism: Xµ → X ′µ(X) with
z unchanged, at least near z = 0. To implement a Weyl transformation, we must perform a
large diffeomorphism whose non-trivial effect near z = 0 is to map z → z′ = Ω(X)−1 z with Xµ
unchanged. If we leave the defining function z2/L2 unchanged, then the metric at the boundary
acquires an overall factor of Ω(X)2, as expected. Alternatively, we can perform no diffeomorphisms
at all, but change the defining function, z2/L2 → Ω(X)2z2/L2, which clearly has the same effect.
The SO(2, d) conformal group, which is a subgroup of diffoWeyl, is dual to the SO(2, d) isometry
of the AdSd+1 metric, which is a subgroup of the large diffeomorphisms.
For a static spacetime such as AdSd+1, RT’s prescription to compute SEE is to choose a fixed
value of time t, which we choose without loss of generality to be t = 0, and then to determine the
surface of minimal area Amin that approaches Σ as z → 0.3 In our case, Σ is a sphere Sd−2 of
radius R. The minimal area surface will wrap the entire Sd−2 and trace a curve in the quadrant
spanned by z and r (recall z ∈ (0,∞) and r ∈ [0,∞)). Upon parameterizing that curve as z(r), we
can write the area functional A as
A = Ld−1vol(Sd−2)
∫
dr
rd−2
zd−1
√
1 + (∂rz(r))
2, (2.18)
where we performed the integration over the Sd−2 to obtain the volume factor vol(Sd−2). When
d = 2, r is not a radial coordinate: r ∈ (−∞,∞). To include this case in eq. (2.18), we define
vol(S0) = 2 and restrict to r ∈ [0,∞). Upon variation of A, we obtain an Euler-Lagrange equation
for z(r), whose solution obeys [23,24]
z(r)2 + r2 = R2. (2.19)
In other words, the z(r) that extremizes A looks like a hemisphere of radius R in AdSd+1, centered
on the boundary. Indeed, as z → 0, the solution for z(r) clearly approaches the surface r = R,
which is precisely Σ = Sd−2, as required. To obtain the value of Amin, we insert the solution for
3In string theory, we must use the Einstein-frame metric to compute Amin in RT’s prescription.
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z(r) into eq. (2.18) and integrate in r. That integral diverges due to the infinite volume of AdSd+1,
so we introduce a cutoff at z = ε, which via eq. (2.19) becomes a cutoff rε on the r integration,
rε ≡
√
R2 − ε2 = R− ε
2
2R
+O (ε4/R3) . (2.20)
Indeed, in principle we should have implemented the cutoff before varying A, since minimizing a
divergent quantity is nonsensical. With the cutoff in place we find
Amin = Ld−1vol(Sd−2)
∫ rε
0
dr
Rrd−2
(R2 − r2)d/2
. (2.21)
To obtain SEE via eq. (1.3), we multiply by 1/(4G),
SEE = L
d−1 vol(Sd−2)
4G
∫ rε
0
dr
Rrd−2
(R2 − r2)d/2
, (2.22)
and must then perform the r integration. The result takes the form expected for an EE in a
d-dimensional CFT [23,24], eq. (2.1).
If we plug the solution for z(r) in eq. (2.19) into A, then by definition we obtain a local extremum,
but is it the global minimum Amin? Could some other solution produce a smaller value of A? We
will encounter similar questions in subsection 2.2.2, when we compute SEE in BCFTs and DCFTs
using holography, so we would like a proof for the global minimization of A that we can easily
adapt to the BCFT and DCFT cases. We have actually found several such proofs, all of which
are easy to adapt to the cases in subsection 2.2.2, for example we can use a special conformal
transformation [23,24]. In appendix A we present the quickest proof we have found.
Let us now review CHM’s proof of RT’s proposal. We consider an AdSd+1 spacetime of radius
L. To go from the AdSd+1 metric in Poincare´ slicing to the AdSd+1 metric in hyperbolic slicing,
we change coordinates [9]:
z =
RL
v coshu+ cosh (τ/R)
√
v2 − L2 , (2.23a)
r =
Rv sinhu
v coshu+ cosh (τ/R)
√
v2 − L2 , (2.23b)
t =
R sinh (τ/R)
√
v2 − L2
v coshu+ cosh (τ/R)
√
v2 − L2 , (2.23c)
where v ∈ [L,∞), u ∈ [0,∞), and τ ∈ (−∞,∞), and all Sd−2 coordinates remain unchanged. The
AdSd+1 metric then takes the form
L2 gAdSd+1 =
dv2
f(v)
− f(v) L
2
R2
dτ2 + v2 gHd−1 , f(v) =
v2
L2
− 1, (2.24)
where gHd−1 is of the form in eq. (2.15).
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In hyperbolic slicing, we can approach the AdSd+1 boundary, z → 0, in three different ways.
First, we can fix τ and u and take v →∞, in which case the r and t in eq. (2.23) approach those of
eq. (2.12). At the boundary of AdSd+1, the hyperbolic slicing thus only covers the causal diamond
of M. In other words, eq. (2.23) is not only a coordinate change but also a coordinate restriction,
i.e. the metric in eq. (2.24) covers only a patch of AdSd+1 . Second, we can fix v and u and take
τ → ±∞. Third, we can fix v and τ and take u → ∞. Each of these last two limits sends z → 0
and sends r and t to a corner of the causal diamond of M, as specified in eq. (2.13).
Eq. (2.23) is a large diffeomorphism, and thus changes the coordinates in the dual CFT. If we
continue to use the natural defining function for Poincare´ slicing, z2/L2, which from eq. (2.23a)
behaves near the AdSd+1 boundary as z
2/L2 ≈ (RΩ)2/v2 with Ω = (coshu+ cosh (τ/R))−1, then
the metric at the AdSd+1 boundary remains the Minkowski metric, as written in eq. (2.14). We
implement a Weyl transformation in the CFT by changing to the natural defining function in
hyperbolic slicing, R2/v2, in which case the metric at the AdSd+1 boundary becomes −dτ2 +
R2gHd−1 , that is, the boundary becomes R×Hd−1.
The AdSd+1 metric in eq. (2.24) has a horizon at vH ≡ L, the outermost value of v where
f(v) = 0. The spacetime is merely a patch of AdSd+1, which is non-singular and has no horizon, so
the horizon is an artifact of the hyperbolic slicing. In that sense the horizon at vH is analogous to a
Rindler horizon [29]. The Hawking temperature associated with the horizon at vH is T0 = 1/(2piR).
The AdS/CFT dictionary then implies that the dual CFT is in a thermal equilibrium state at the
temperature T0. The area of the horizon, AH , is simply the volume of Hd−1 of radius L: denoting
the volume of Hd−1 of unit radius as vol(Hd−1), we have
AH = Ld−1vol(Hd−1) = Ld−1 vol(Sd−2)
∫ uε
0
du sinhd−2 u, (2.25)
where uε is a cutoff at some large but finite value of u. The thermal entropy of the hyperbolic black
brane, and of the CFT, is then the Bekenstein-Hawking entropy AH/(4G).
Now we come to the crux of CHM’s proof: the horizon vH coincides precisely with the minimal
area surface. Indeed, using eqs. (2.23a) and (2.23b), we find that at the horizon vH ,[
z2 + r2
]∣∣
vH
= R2 , (2.26)
which is precisely eq. (2.19). Inserting vH = L into eq. (2.23b) we find r = R tanhu, so that
u = arctanh(r/R) and hence
vol(Hd−1) = vol(Sd−2)
∫ uε
0
du sinhd−2 u = vol(Sd−2)
∫ rε
0
dr
Rrd−2
(R2 − r2)d/2
. (2.27)
The integral for AH in eq. (2.25) will be identical to the integral for Amin in eq. (2.21) if we choose
the cutoff rε in eq. (2.27) to be the same as in eq. (2.21), which requires uε = arctanh
(√
1− R2
ε2
)
.
We then have AH = Amin, which proves RT’s conjecture: for the CFT in Minkowski space, when
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Σ is a sphere of radius R, SEE is identical to the thermal entropy of the same CFT on R×Hd−1 at
temperature T0 = 1/(2piR), which via holography is AH/(4G) = Amin/(4G).
CHM’s mapping of EE for spherical Σ to thermal entropy on R × Hd−1 also provides access to
the Re´nyi entropies Sq, via eq. (2.16). We can calculate the free energies F (T0) and F (T0/q) via
holography as follows. First, while the spacetime eq. (2.24) describes the CFT on R × Hd−1 at
temperature T0, we need solutions that describe the CFT on R×Hd−1 at the temperatures T0/q.
Fortunately, the AdSd+1 metric in eq. (2.24) is just one of a family of black brane metrics, identical
in form to that of eq. (2.24) but with
f(v) =
v2
L2
− 1− m
vd−2
. (2.28)
Such metrics are solutions of Einstein’s equation with negative cosmological constant for any m.
Only the solution with m = 0 is non-singular, being simply a patch of AdSd+1. When m is non-zero,
a singularity appears at v = 0, shielded by an event horizon where f(vH) = 0, and the spacetime is
not equivalent to AdSd+1. The metric remains asymptotically AdSd+1, however, and with defining
function R2/v2 describes the dual CFT on R×Hd−1 at temperature
T =
2vdH + (d− 2)mL2
4piLRvd−1H
. (2.29)
Solutions with m < 0 describe black holes with T < T0, including an extremal black hole, with
T = 0, when m = − 2d−2
(
d−2
d
)d/2
Ld−2. The AdS/CFT dictionary equates F (T )/T with the on-
shell Euclidean action of the gravity theory [58]. Using the black hole solutions with nonzero m,
we can calculate F (T0) and F (T0/q), and hence Sq, holographically [28].
2.2.2 Proof for the Duals of BCFTs and DCFTs
We now turn to our main goal in this section: extending CHM’s proof to BCFTs and DCFTs. We
will first present the metrics that appear in the holographic duals of BCFTs and DCFTs, and then
we will present our extension of CHM’s proof to those spacetimes.
In the holographic dual of a BCFT or DCFT, the metric must have SO(2, d−n)×SO(n) isometry,
meaning the spacetime must include AdSd+1−n and Sn factors. As a gentle introduction to such
spacetimes, let us first present the AdSd+1 metric in AdSd+1−n slicing, which makes manifest the
SO(2, d−n)×SO(n) subgroup of the full SO(2, d) isometry. We begin with the unit-radius AdSd+1
metric in Poincare´ slicing, eq. (2.17), which we re-write as follows:
gAdSd+1 =
1
z2
(
dz2 − dt2 + dr2 + r2 gSd−2
)
=
1
z2
(
dz2 − dt2 + dr2‖ + r2‖ gSd−n−2 + dr2⊥ + r2⊥gSn−1
)
,
(2.30)
where on each Poincare´ slice we have split the coordinates into two subsets, the d− n coordinates
along a fictitious “defect” and the n coordinates transverse to the defect. For each subset, we have
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introduced spherical coordinates, with radial coordinates r‖ and r⊥ in the directions parallel and
perpendicular to the defect, respectively. When n = 1, r⊥ is simply the coordinate of the single
perpendicular direction, in which case r⊥ ∈ (−∞,∞). Clearly in all cases r2‖+ r2⊥ = r2. To go from
Poincare´ slicing to AdSd+1−n slicing, we change coordinates:
z = Z sechx, r⊥ = Z tanhx , (2.31)
where Z ∈ (0,∞) and x ∈ [0,∞) when n > 1, while x ∈ (−∞,∞) when n = 1. In the new
coordinates, the unit-radius AdSd+1 metric takes the form
gAdSd+1 = dx
2 + cosh2(x) gAdSd+1−n + sinh
2(x) gSn−1 , (2.32)
where the AdSd+1−n and Sn−1 subspaces are explicit, with
gAdSd+1−n =
1
Z2
(
dZ2 − dt2 + dr2‖ + r2‖ gSd−n−2
)
. (2.33)
In AdSd+1−n slicing, when n > 1 we can approach the AdSd+1 boundary z → 0 in two ways.
First, we can fix x and send Z → 0, meaning we stay within a single AdSd+1−n slice and approach
the AdSd+1−n boundary. In the original coordinates, this sends z → 0 and r⊥ → 0, so we arrive at
the boundary at a point on the defect. Second, we can fix Z and send x → ∞, meaning we move
through different AdSd+1−n slices, always at fixed Z. This sends z → 0 and r⊥ → Z, so we arrive
at the boundary at a point a distance Z away from the defect. When n = 1, we can approach the
AdSd+1 boundary in three ways, as shown in fig. 1. As in the n > 1 cases, we can fix x and send
Z → 0, which takes us to the boundary at a point on the defect. Alternatively, we can fix Z and
send x → ±∞, which sends z → 0 and r⊥ → ±Z, so we arrive at the boundary some distance Z
away from the defect, on one side (r⊥ → −Z) or the other (r⊥ → +Z). Bear in mind that in all
cases the spacetime is just AdSd+1, and the “defect” is purely fictitious.
For a unit-radius AdSd+1 in AdSd+1−n slicing with n > 1, both cosh2 x and sinh2 x diverge as
e2x/4 near the boundary x → ∞, so the natural defining function is 4e−2x. When n = 1, the
natural defining functions are 4e∓2x in the x → ±∞ regions, respectively. With these defining
functions, when n > 1 the dual CFT is defined on a spacetime with metric gAdSd+1−n + gSn−1 with
the defect at the boundary Z → 0 of the AdSd+1−n, whereas when n = 1 the dual CFT is defined on
a spacetime consisting of two copies of AdSd+1−n (the two copies we approach as x→ ±∞ with Z
fixed) glued together at their boundaries, where the defect is located. The metric gAdSd+1−n +gSn−1
is conformal to the Minkowski metric:
gAdSd+1−n + gSn−1 =
1
Z2
(
dZ2 − dt2 + dr2‖ + r2‖gSd−n−2
)
+ gSn−1
=
1
Z2
(
−dt2 + dr2‖ + r2‖gSd−n−2 + dZ2 + Z2gSn−1
)
=
1
r2⊥
(−dt2 + dr2 + r2gSd−2) ,
(2.34)
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Figure 1: The two slicings of AdS5. The horizontal axis is the direction x transverse to the
brane and the vertical axis is the radial direction of AdS interpolating from the boundary
(solid line) to the horizon (dashed line). The figure on the left shows lines of constant ρ
while the figure on the right shows lines of constant r.
Every AdSd+1 bulk field φd+1(#y, w, r) of mass M , transforming in some representation
of SO(d, 2), decomposes into a tower of AdSd modes φd,n(#y, w) inhabiting representations
of the preserved isometry group SO(d − 1, 2). Each mode is multiplied by an appropriate
wavefunction of the r-direction:
φd+1(#y, w, r) =
∑
n
ψn(r)φd,n(#y, w) . (15)
Among the data of the SO(d− 1, 2) representation is an AdSd-mass mn for each φd,n,
∂2dφd,n = m
2
nφd,n , (16)
where ∂2d is the AdSd-Laplacian. The mass mn and the wavefunction ψn(r) may be deter-
mined by solving the wave equation for φd+1(#y, x, r). In general the backreaction of the
brane may produce a more general warp factor A(r), ds2 = dr2+ e2A(r)ds2AdSd, although (13)
will continue to hold at large |r|; this more general metric still preserves AdSd isometries
associated with dual dCFT. To linear order the wave equation then reduces to an ordinary
differential equation for the wavefunction ψn(r),
∂2rψn(r) + dA
′(r)∂rψn(r) + e−2A(r)m2nψn(r)−M2ψn(r) = 0 . (17)
This will receive corrections from various interactions in the brane worldvolume theory,7 all
of which affect the calculation of the masses mn.
The field φd+1 of mass M is dual to an ambient operator Od(#y, x) of dimension ∆d (with
∆d(∆d − d) = M2) in the dCFT. Analogously, since the φd,n inhabit an effective AdSd the-
ory (they are representations of SO(d − 1, 2)), they are related to dual “defect operators”
7The brane interactions will generally cause a mixing between the modes corresponding to different bulk
fields φd+1, though we neglect this here. However, precisely the same phenomenon occurs also in the BOPE,
and it is easy to generalize our discussion to incorporate it.
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(a.) (b.)
Figure 1: Cartoons depicting two ifferent “slicings” f AdSd+1, the Poinc re´ and the AdSd slicings,
which make manifest different subgroups of the SO(2, d) isometry. (Figure adapted from ref. [59].)
(a.) Poincare´ slicing, with the metric in eq. (2.17). We suppress all directions except for two:
the horizontal axis, r⊥, and the vertical axis, z. The solid horizontal line is the AdSd+1 boundary
z → 0, the heavy dashed horizontal line is the Poincare´ horizon z → ∞, and the thin dashed
lines are surfaces of fixed z, the Poincare´ slices, which make manife t the SO(1, d− 1) ∈ SO(2, d).
(b.) AdSd slicing, where the metric is written as in eq. (2.32) with n = 1. The Z and x directions
are depicted with arrows. The thin dashe lines are surfaces of constant x, the AdSd slices, which
make manifest the SO(2, d− 1) ∈ SO(2, d), as approproate for a fictitious n = 1 defect at r⊥ = 0.
where in the final equality we used the fact that r2⊥ → Z2 near the boundary. We can implement
the Weyl transformation to the Minkowski metric by switchi g to the natural defining function in
Poincare´ slicing, z2, which from eq. (2.31) for n > 1 approaches z2 ≈ Z2(4e−2x) = r2⊥(4e−2x) as
x → ∞ and for n = 1 approaches z2 ≈ Z2(4e∓2x) = r2⊥(4e∓2x) as x → ±∞. With these defining
functions, the boundary is equipped with the flat Minkowski metric.
Now that we understand the AdSd+1−n slicing of AdSd+1, let us turn to the gravity dual of a
BCFT or DCFT, which will be defined on a spacetime that has only SO(2, d−n)×SO(n) isometry.
In the gravity theory, if the only term on the right-hand-side of Einstein’s equation comes from a
negative cosmological constant, then the only horizonless spacetime with no conical singularities
(from orbifolds, for example) is AdSd+1. To obtain the dual to a BCFT or DCFT we must introduce
non-trivial matter fields to def rm AdSd+1 into a spacetime with SO(2, d − n) × SO(n) isometry.
The d al field theory statem nt, mentioned above, is th t in order to define a BCFT or DCFT,
a necessary, though not sufficient, ingredient is a CFT. The dual of a BCFT or DCFT will thus
have only SO(2, d − n) × SO(n) isometry, but will nevertheless asymptotically approach AdSd+1,
at least away from the boundary or defect.
Many examples of such spacetimes exist in the literature, with various d and n, obtained as
solutions of both “top-down” systems, meaning genuine supergravity theories in various dimensions
(see for example refs. [60–67]), and “bottom-up” systems, meaning gravity theories tailored to
20
produce such solutions, but which may nor may not descend from some well-defined string or
supergravity theory (see for example refs. [36–38]). In section 3 we will also present some explicit
examples of such spacetimes. In all known examples, the metric can be written in a form similar
to the AdSd+1−n slicing of AdSd+1:
g = L2(dx2 +A(x)2 gAdSd+1−n +B(x)
2 gSn−1), (2.35)
that is, AdSd+1−n and Sn−1 are fibered over an interval parameterized by x, as required by the
SO(2, d− n)× SO(n) isometry.
In this subsection we will not need explicit expressions for the warp factors A(x) and B(x) in
eq. (2.35), but we will need their asymptotics. For the dual of a DCFT, when n > 1 each of the
warp factors A(x) and B(x) diverges as exp(x − cn)/2 as x → ∞, where cn is a constant, and
when n = 1 the warp factor B(x) is absent while A(x) diverges as exp(±(x− c±1 ))/2 as x→ ±∞,
where c±1 are two constants that need not be identical. The dual of a BCFT will have only a single
asymptotically AdSd+1 region, say at x → ∞ where A(x) diverges exp(x − cB)/2, where cB is a
constant, and typically the spacetime will either have a boundary at some finite x [36–38] or will
cap off smoothly at some finite x, as occurs in the dual of the low-energy theory on D3-branes
ending on D5- or NS5-branes [62,63].
With these asymptotics for A(x) and B(x), the metric in eq. (2.35) asymptotically approaches
AdSd+1, written in AdSd+1−n slicing, eq. (2.32), at least away from the boundary or defect, as
advertised. All of our statements above about defining functions for AdSd+1 in AdSd+1−n slicing
thus apply to the metric in eq. (2.35). Moreover, the form of the metric in eq. (2.35) makes clear
that the dual BCFTs and DCFTs are trivially diffoWeyl invariant, up to anomalies: in the bulk,
large diffeomorphisms act on the BCFT or DCFT as diff oWeyl transformations, and changes in
the defining functions implement Weyl transformations, just as in a CFT with an AdSd+1 dual. For
example, with the natural defining functions the dual BCFT or DCFT lives on AdSd+1−n × Sn−1,
and a change of defining function implements a Weyl transformation to the Minkowski metric.
In the interest of full disclosure, we must mention that in many ten- and eleven-dimensional
supergravity duals to BCFTs and DCFTs, the bulk metric is in fact more complicated than that
in eq. (2.35) [62–67]. Often the bulk spacetime is not simply a direct product of an asymptotically-
AdSd+1 factor with a compact manifold. Typically the compact manifold is non-trivially fibered
over the non-compact part of the spacetime. In such cases the metric only approaches that in
eq. (2.35) asymptotically. Our analysis will not be immediately applicable to such solutions, however
the generalization of our analysis to such solutions is straightforward.
As mentioned above, BCFTs with d = 2 and DCFTs with n = d− 1 are special cases because in
the field theory the boundary or defect is point-like. The holographic duals are also special cases,
for example when n = d − 1, in the metric of eq. (2.35) AdSd+1−n = AdS2 and r‖ does not exist.
We will defer our discussion of BCFTs with d = 2 and DCFTs with n = d − 1 to the end of this
subsection. For now, we will consider only BCFTs with d > 2 and DCFTs with n < d− 1.
To extend CHM’s proof of RT’s conjecture to metrics of the form in eq. (2.35), we must perform
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three steps. First, we must find the minimal area surface that, near the boundary of the bulk
spacetime, approaches a (hemi-)sphere of radius R centered on the boundary or defect. Second
we must find a hyperbolic slicing of the bulk spacetime exhibiting a horizon, dual to the BCFT
or DCFT on R × Hd−1 at temperature T0 = 1/(2piR). Third, we must show that the hyperbolic
horizon coincides with the minimal area surface.
For the first step, finding the minimal-area surface, when the space is AdSd+1 we already know
the answer, namely the solution z(r) in eq. (2.19). What does the z(r) in eq. (2.19) look like in the
AdSd+1−n slicing of AdSd+1? Using eq. (2.31), we find
z2 + r2 = z2 + r2⊥ + r
2
‖ = Z
2sech 2(x) + Z2tanh 2(x) + r2‖ = Z
2 + r2‖ = R
2, (2.36)
that is, all dependence on x disappears, and the form of the solution remains the same, but with
z → Z and r → r‖. The minimal-area surface thus looks like a hemisphere centered at the boundary,
but contained entirely within the AdSd+1−n slice. Of course, the solution describes exactly the same
surface. In particular, if we approach the AdSd+1 boundary by fixing x and taking Z → 0, so that
we arrive at the boundary at a point on the defect, then the solution becomes r2‖ = R
2, which
describes the part of the sphere that intersects the defect. If we approach the AdSd+1 boundary
by fixing Z and taking x→∞ for n > 1 or x→ ±∞ for n = 1, so that we arrive at the boundary
a distance |r⊥| = |Z| away from the defect, then the solution becomes r2⊥ + r2‖ = r2 = R2, which
describes the part of the sphere away from the defect.
In fact, we can easily show that Z2 + r2‖ = R
2 remains a solution with any warp factors A(x)
and B(x). With the metric in eq. (2.35), the minimal area surface that we want will wrap all of
the Sn−1 and Sd−n−2 directions and will describe a codimension-one surface in the space of Z, r‖,
and x. Upon parameterizing that surface as Z(r‖, x), the area functional A takes the form
A = vol (Sn−1) vol(Sd−n−2)Ld−1 ∫ dxdr‖A(x)d−n−1B(x)n−1 rd−n−2‖Zd−n−1
√
1 + (∂r‖Z)
2 +
A(x)2
Z2
(∂xZ)
2.
(2.37)
Clearly the Euler-Lagrange equation for Z(r‖, x) will be a complicated non-linear partial differential
equation, but if we assume that ∂xZ(r‖, x) = 0, then A becomes
A = vol (Sn−1) vol(Sd−n−2)Ld−1 [∫ dxA(x)d−n−1B(x)n−1][∫ dr‖ rd−n−2‖Zd−n−1√1 + (∂r‖Z)2
]
.
(2.38)
Crucially, in eq. (2.38) the x and r‖ dependence factorizes completely. All x-dependent factors thus
become an overall “constant” that drops out of the Euler-Lagrange equation for Z(r‖), which is
then just the equation for Z(r‖) in AdSd+1−n, of the form in eq. (2.18) but with z → Z, r → r‖, and
d→ d−n. We therefore conclude that, within the class of x-independent solutions, Z(r‖)2+r2‖ = R2
is the unique solution producing the minimal value of the A in eq. (2.38), which is
Amin = vol
(
Sn−1
)
vol(Sd−n−2)Ld−1
[∫
dr‖
Rrd−n−2‖
(R2 − r2‖)(d−n)/2
] [∫
dxA(x)d−n−1B(x)n−1
]
. (2.39)
22
As in AdSd+1, the A in eq. (2.37) diverges because the bulk spacetime has infinite volume, so
we need cutoffs for x and r‖. As discussed at the beginning of this section, in a BCFT or DCFT
we should use the same regularization as in the underlying CFT. In the gravity duals of BCFT or
DCFTs, in the space spanned by x and r‖ we will thus introduce a cutoff surface that corresponds
to z = ε in any asymptotically locally AdSd+1 region. We discuss these cutoff surfaces in detail in
appendix B. For now we will just assume such a cutoff surface is in place.
So far we have only shown that Z(r‖)2 + r2‖ = R
2 is a solution for any warp factors A(x) and
B(x), and so produces a local extremum of A. Does it produce the global minimum Amin, however?
Could some solution with non-trivial x dependence have smaller area? We can prove rigorously that
Z(r‖)2+r2‖ = R
2 indeed produces Amin with any A(x) and B(x) in several ways, for example using a
special conformal transformation. In appendix A we present a quick proof that is a straightforward
modification of our proof for the global minimization of A in AdSd+1.
In our extension of CHM’s proof to BCFTs and DCFTs, the second step is to find a slicing of the
metric in eq. (2.35) that describes the dual BCFT or DCFT on R×Hd−1 in thermal equilibrium at
temperature T0 = 1/(2piR). An obvious guess is to perform a hyperbolic slicing of the AdSd+1−n
slice itself. Luckily, that guess is correct. With the metric in eq. (2.35), let us perform a change of
coordinates and coordinate restriction on the AdSd+1−n slice, identical in form to eq. (2.23):
Z =
RL
V coshU + cosh (τ/R)
√
V 2 − L2 , (2.40a)
r‖ =
RV sinhU
V coshU + cosh (τ/R)
√
V 2 − L2 , (2.40b)
t =
R sinh (τ/R)
√
V 2 − L2
V coshU + cosh (τ/R)
√
V 2 − L2 , (2.40c)
where V ∈ [L,∞), U ∈ [0,∞), and τ ∈ (−∞,∞), and where we leave unchanged all other
coordinates, including x, the Sn−1 coordinates, and all coordinates of the Sd−n−2 inside AdSd+1−n.
The metric on the AdSd+1−n slice then takes the form
L2gAdSd+1−n =
dV 2
f(V )
− f(V ) L
2
R2
dτ2 + V 2 gHd−n−1 , f(V ) =
V 2
L2
− 1 , (2.41)
where gHd−n−1 is the metric of a (d− n− 1)-dimensional unit-radius hyperbolic space,
gHd−n−1 = dU
2 + sinh2 U gSd−n−2 . (2.42)
All of our statements above about the hyperbolic slicing of AdSd+1 apply again here, with the
replacement d + 1 → d + 1 − n. For example, with fixed x we can approach the boundary of
AdSd+1−n in three ways: by fixing τ and U and sending V → ∞, by fixing τ and V and sending
U →∞, or by fixing U and V and sending τ → ±∞, all of which send Z → 0. These limits reveal
that at the AdSd+1−n boundary the hyperbolic slicing covers only intersection of the (hemi-)sphere’s
causal diamond with the defect or boundary.
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With the AdSd+1−n slices in hyperbolic slicing, the metric in eq. (2.35) becomes
g = A(x)2
[
dV 2
f(V )
− f(V )L
2
R2
dτ2 + V 2gHd−n−1
]
+ L2
(
dx2 +B(x)2gSn−1
)
, (2.43)
which has a horizon at VH ≡ L, the outermost value of V where f(V ) = 0. The Hawking temper-
ature of the horizon at VH is T0 = 1/(2piR). The AdS/CFT dictionary then implies that the dual
BCFT or DCFT is in thermal equilibrium at temperature T0. Plugging VH = L into eq. (2.40b)
we find r‖ = R tanhU , so using eq. (2.27) we can write the area of the horizon as
AH = vol
(
Sn−1
)
Ld−1vol(Sd−2)
[∫
dr‖
Rrd−2‖
(R2 − r2‖)d/2
] [∫
dxA(x)d−n−1B(x)n−1
]
. (2.44)
In eq. (2.44) we must also introduce the cutoffs on x and r‖ discussed in appendix B.
With the AdSd+1−n slice itself in hyperbolic slicing, in what spacetime does the dual BCFT or
DCFT live? If we use the natural defining functions for AdSd+1−n slicing, then the metric at the
boundary is that of AdSd+1−n × Sn−1, as discussed below eq. (2.35), but now the AdSd+1−n is in
hyperbolic slicing:
gAdSd+1−n + gSn−1 =
1
L2
[
dV 2
f(V )
− f(V )L
2
R2
dτ2 + V 2gHd−n−1
]
+ gSn−1 . (2.45)
For our proof, we want instead R×Hd−1, where R is the time τ and the Hd−1 has radius R. After
a change of coordinates the metric in eq. (2.45) is in fact conformal to the metric of R×Hd−1, as
we will now show. In eq. (2.45), if we extract a factor of f(V )L
2
R2
from the terms in the square
brackets and a factor of f(V )/R2 from the gSn−1 term, and we use eq. (2.42), then we find
gAdSd+1−n+gSn−1 =
f(V )
R2
[
−dτ2 +R2
(
dV 2
L2f(V )2
+
V 2
L2f(V )
dU2 +
V 2 sinh2 U
L2f(V )
gSd−n−2 +
1
f(V )
gSn−1
)]
.
(2.46)
If we now change coordinates,
sinhu sinα =
1√
f(V )
, sinhu cosα =
V sinhU
L
√
f(V )
, (2.47)
with u ∈ (∞,∞) and α ∈ [0, pi/2], then the metric in eq. (2.46) becomes
gAdSd+1−n + gSn−1 =
f(V )
R2
[−dτ2 +R2 (du2 + sinh2 u [dα2 + cos2 α gSd−n−2 + sin2 α gSn−1])]
=
f(V )
R2
[−dτ2 +R2gHd−1] . (2.48)
We have thus shown that the metric of AdSd+1−n × Sn−1, with AdSd+1−n in hyperbolic slicing, is
conformal to the metric of R×Hd−1, where R is the time τ and Hd−1 has radius R, as advertised.
To implement the Weyl transformation from AdSd+1−n×Sn−1 to R×Hd−1, we simply switch from
the natural defining function of AdSd+1 in AdSd+1−n slicing to that of hyperbolic slicing.
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We have now performed the first two steps of our proof. The third and final step is to show that
the minimal area surface Z2 + r2‖ = R
2 coincides with the horizon in the hyperbolic slicing, VH .
From eq. (2.40) we find that at the horizon VH = L,[
Z2 + r2||
]∣∣∣
VH
= R2, (2.49)
which is precisely the minimal area surface. Using eq. (2.40) we can straightforwardly match the
cutoffs on the x and r‖ integrations. We thus have AH = Amin, which completes our proof of RT’s
conjecture: for the BCFT or DCFT in Minkowski space, when Σ is a (hemi-)sphere centered on
the boundary or defect, SEE is identical to the thermal entropy of the same BCFT or DCFT on
R×Hd−1 at temperature T0 = 1/(2piR), which via holography is AH/(4G) = Amin/(4G).
As discussed in subsection 2.1, in the BCFT or DCFT we can write the Re´nyi entropies Sq as
differences of the free energy of the theory on R × Hd−1 at temperatures T0 and T0/q, eq. (2.16).
Can we compute those free energies, and hence Sq, holographically? To do so, we need black hole
solutions that describe the BCFT or DCFT on R × Hd−1 at the temperatures T0 and T0/q. For
the metric in eq. (2.35), we have shown that a hyperbolic slicing of the AdSd+1−n slice, eq. (2.43),
describes the dual BCFT or DCFT on R × Hd−1 at temperature T0, but how do we describe
other temperatures? One na¨ıve guess is to introduce a non-zero black brane mass m into the
blackening factor f(V ) of eq. (2.43), in analogy with the AdSd+1 case, eq. (2.28). That is clearly
wrong, however: a straightforward exercise shows that the metric at the boundary is conformal to
R×Hd−1 only when m = 0. Finding a hyperbolic black brane describing the dual BCFT or DCFT
on R×Hd−1 at temperature T0/q will require more work, which we will leave for the future.
Let us now return to the special cases of BCFTs in d = 2 and DCFTs with n = d− 1, where in
the field theory the boundary or impurity is point-like. Extending our proof to these special cases
requires only minor modifications, so we will be brief. For the dual of a DCFT with n = d− 1, the
metric in eq. (2.35) is
g = L2(dx2 +A(x)2gAdS2 +B(x)
2gSd−2), gAdS2 =
1
Z2
(
dZ2 − dt2) . (2.50)
The warp factors A(x) and B(x) have the same asymptotics as in all other cases with a defect of
codimension greater than one, as described below eq. (2.35). For the dual of a BCFT with d = 2,
simply set d = 2 in eq. (2.50), and in the following.
The first step in our proof is to find the minimal area surface at t = 0 that asymptotically
approaches a (hemi-)sphere of radius R centered on the boundary or impurity. That minimal
area surface will wrap the Sd−2 and will trace a curve in the plane spanned by Z and x. Upon
parameterizing that curve as Z(x), we can write the area functional as
A = vol(Sd−2)Ld−1
∫
dxB(x)d−2
√
1 +
A(x)2Z ′(x)2
Z(x)2
. (2.51)
In eq. (2.51), the factor under the square root factor is a sum of squares, and hence attains a global
minimum when Z ′(x)/Z(x) = 0, that is, when Z(x) is a constant. The minimal area surface we
want is thus Z(x) = R.
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The second step in our proof is to find a slicing of the metric in eq. (2.50) that describes the dual
BCFT or DCFT on R×Hd−1 at temperature T0 = 1/(2piR). A change of coordinates
Z =
RL
V + cosh(τ/R)
√
V 2 − L2 , (2.52a)
t =
R sinh(τ/R)
√
V 2 − L2
V + cosh(τ/R)
√
V 2 − L2 . (2.52b)
and coordinate restriction puts the AdS2 metric in “hyperbolic” slicing, where we use quotes because
V is the only spatial direction, so no hyperbolic plane is present:
L2gAdS2 =
dV 2
f(V )
− f(V )L
2
R2
dτ2 , f(V ) =
V 2
L2
− 1. (2.53)
The metric in eq. (2.53) has a horizon at VH = L, with Hawking temperature T0 = 1/(2piR).
Following the steps explained below eq. (2.46), with obvious modifications, we find that the dual
BCFT or DCFT lives on a spacetime conformal to R×Hd−1, where Hd−1 has radius R.
The third and final step in our proof is to show that the minimal area surface and the horizon are
identical. Plugging VH = L into eq. (2.52), we indeed find t = 0 and Z|VH = R, which completes
our proof for these special cases.
3 Application: Probe Branes
We will now put the results of the previous section to use: we will use our generalization of CHM
to compute EE holographically from probe branes.
To be precise, in this section we consider a bottom-up model of codimension-n branes in Einstein
gravity with negative cosmological constant. These systems are defined by the following bulk action:
Sd,n = SEH + Sbrane, (3.1a)
SEH =
1
16piG
∫
dd+1x
√
−det g
(
Rg +
d(d− 1)
L2
)
, (3.1b)
Sbrane = − µn
16piG
∫
dd−n+1ξ
√
−det P[g], (3.1c)
where g is the bulk metric, Rg is the Ricci scalar built from g, µn/(16piG) is the tension of the brane,
ξ denotes the brane’s worldvolume coordinates, and P[g] is the pullback of the bulk metric to the
brane worldvolume. To guarantee a well-posed variational principle and finite on-shell action, we
must also add boundary terms to the action in eq. (3.1), such as for example the Gibbons-Hawking
term. We will not write the boundary terms explicitly, except in subsection 3.1.3.
In the Einstein’s equation arising from eq. (3.1), the right-hand-side includes only two contribu-
tions: one from the negative cosmological constant and one from the brane’s stress-energy tensor.
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The latter is proportional to the dimensionless parameter µnL
2−n. When µnL2−n = 0, the solution
of Einstein’s equation is AdSd+1 with radius of curvature L, and the gravity theory in that back-
ground is dual to a CFT. If µnL
2−n is non-zero but small, µnL2−n  1, then we can take the probe
limit: expand all quantities in µnL
2−n, and retain terms up to linear order in µnL2−n. In that limit
the brane probes an undeformed AdSd+1 spacetime. As we increase µnL
2−n, eventually we leave
the probe limit and the brane back-reacts on the metric, which is then of the form in eq. (2.35),
i.e. the back-reaction preserves the SO(2, d− n)× SO(n) subgroup of the AdSd+1 isometry. The
bulk gravity theory in that background is dual to a DCFT.
Eq. (3.1) arises as an effective action for many top-down systems, including various brane in-
tersections in string and M-theory, usually after Kaluza-Klein (KK) reduction. Of course, string
theory includes more fields than just the metric and a brane. Indeed, all known supersymmet-
ric (SUSY) branes act as sources not only for the metric but also for other fields, such as the
dilaton and RR fields. Eq. (3.1) is a reliable effective action whenever the only contributions to
the Einstein-frame stress-energy tensor come from a negative cosmological constant and the brane
itself, as emphasized in ref. [34] and as we discuss in detail below. That may occur only in some
limit, such as the probe limit.
In many top-down systems a precise dictionary exists between the parameters in eq. (3.1), G, L,
and µn, and field theory parameters, allowing us to translate from the gravity theory to the field
theory. For example, when eq. (3.1) describes intersecting branes in string or M-theory, typically the
dual field theory is a non-Abelian gauge theory coupled to fields in the fundamental representation
of the gauge group, i.e. flavor fields [30–33]. Roughly speaking, SEH is dual to the adjoint degrees
of freedom while Sbrane is dual to the flavor degrees of freedom, which are restricted to propagate
along a defect of codimension n. If the rank of the gauge group is N and the number of flavors is
Nf , then typically 1/G counts the number of adjoint degrees of freedom, for example when d = 4
typically 1/G ∝ N2, so that µn/G ∝ NfN counts the number of flavor degrees of freedom, and
µnL
2−n ∝ Nf/N measures the ratio of flavor to adjoint degrees of freedom.
Knowing that µnL
n−2 measures the ratio of flavor to adjoint degrees of freedom, we can translate
the various limits of µnL
2−n described above from the gravity theory to the field theory. The case
µnL
2−n = 0 translates to Nf = 0: the theory is a CFT with no flavor fields. The probe limit
translates to Nf 6= 0 but Nf  N , where the field theory is a CFT “probed” by flavor fields. More
precisely, the adjoint degrees of freedom vastly outnumber the flavor degrees of freedom, so we ignore
the flavor contribution to any beta functions of single-trace couplings, such as an ’t Hooft coupling.
Increasing µnL
2−n and leaving the probe limit means increasing Nf relative to N such that we
cannot neglect the flavor contribution to the beta functions of single-trace couplings. Typically
those contributions will be positive, but in some special cases the flavor fields may preserve defect
conformal symmetry to leading order, or even to all orders, in Nf . In such cases the field theory is
a DCFT, with the flavor degrees of freedom restricted to the defect.
In the gravity theory of eq. (3.1), suppose we calculate the metric, including the brane’s back-
reaction, and then compute SEE holographically using RT’s prescription, with the minimal area
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surface in eq. (2.49). Suppose also that µnL
2−n  1 and we expand SEE in µnL2−n,
SEE = S
(0)
EE + S
(1)
EE +O(µ2nL2(2−n)) . (3.2)
Here S
(0)
EE is the µnL
2−n = 0 result and S(1)EE is the contribution linear in µnL
2−n, hence the
superscripts. Our main question in this section is: can we compute S
(1)
EE without ever computing
back-reaction? In technical terms, can we calclate S
(1)
EE from the action of the probe brane Sbrane
in the undeformed AdSd+1 background?
As shown in ref. [34], the answer is “yes.” The strategy in ref. [34] was to do the “honest”
calculation: compute the back-reaction of the brane on the metric to order µnL
2−n, from that
determine the order µnL
2−n shift in Amin, and hence obtain S(1)EE. In fact, that approach is very
general, requiring neither (defect) conformal symmetry nor a spherical Σ, but rather requiring only
that eq. (3.1) is a reliable effective action in the probe limit. Although the intermediate steps
in ref. [34] involved computing back-reaction, the final result for S
(1)
EE only involved information
from the probe limit. Specifically, S
(1)
EE can be written as a double integral over the undeformed
(µnL
2−n = 0) minimal area surface and the probe brane worldvolume, with an integrand including
three factors: the “stress-energy tensor” of the area functional, δA/δg, and the graviton propagator,
both at µnL
2−n = 0, and the stress-energy tensor of the probe brane, evaluated in the undeformed
background. In general, that double integral may be difficult to perform, in part because the
graviton propagator is known in very few backgrounds, including AdSd+1, and even then is not
simple. Nevertheless, by performing the double integral, in ref. [34] S
(1)
EE was obtained for the
theory in eq. (3.1), with any d and n = 0 or n = 1, and for two top-down systems in type IIB string
theory describing CFTs in d = 4 with n = 0 and n = 1 SUSY defect flavor fields.
In subsection 3.1 we present a method simpler than that of ref. [34], based on our results from
section 2, and hence relying crucially on defect conformal symmetry and a spherical Σ. We treat
eq. (3.1) as a self-contained bottom-up system, ignoring the question of whether it arises as an
effective action for some top-down system, and proceed through two steps.
The first step is an “honest” calculation similar to that of ref. [34]: we allow the brane to back-
react, compute SEE using RT’s prescription with the minimal-area surface in eq. (2.49), expand
the result in µnL
2−n  1, and extract S(1)EE. We present explicit calculations only for the two cases
in ref. [34], branes with n = 0, in subsection 3.1.1, and n = 1, in subsection 3.1.2.
In subsection 3.1.3 we take the second step, which exploits our results from section 2. We work in
the probe limit from the beginning, so the bulk spacetime is AdSd+1, and following CHM we switch
from Poincare´ to hyperbolic slicing, so that S
(1)
EE maps to the order µnL
2−n contribution to the
thermal entropy. Fortunately, in the probe limit the only two contributions to the thermal entropy
at order µnL
2−n are from Sbrane, evaluated on the undeformed background, and a boundary term
proportional to the order µnL
2−n correction to the metric, whose precise form we discuss below.
We can show that the latter vanishes, in which case the only contribution to the thermal entropy
at order µnL
2−n is from Sbrane. We thereby obtain S
(1)
EE for any d and n. When n = 0 or n = 1
we find perfect agreement with the results of the “honest” calculations in ref. [34], which provides
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two non-trivial checks of our method. In subsection 3.1.4, we use essentially the same technique
to compute the order µnL
2−n contributions to the Re´nyi entropies Sq, which we denote S
(1)
q . Our
results for S
(1)
EE and S
(1)
q are in eqs. (3.31) and eq. (3.33a), respectively.
The main message of this section is: given a DCFT described holographically by the action in
eq. (3.1), if Σ is a sphere centered on the defect and if µnL
2−n  1, then using our results from
section 2 we can holographically calculate S
(1)
EE and S
(1)
q entirely within the probe limit, just using
Sbrane evaluated on the undeformed (µnL
2−n = 0) background metric, without ever calculating
back-reaction or a minimal area surface. That is obviously a very useful simplification.
In subsection 3.2 we apply the results of subsection 3.1 to top-down systems, namely SUSY
brane intersections in string and M-theory. We begin by enumerating the criteria that such branes
must satisfy for eq. (3.1) to be a reliable effective action. One of these criteria is that the only
contribution to the (Einstein-frame) stress-energy tensor at order µnL
2−n comes from the brane
alone [34]. We then compute S
(1)
EE in four examples where these criteria are satisfied. These include
the two examples of ref. [34], plus two in M-theory. Our fifth and final example is an n = 0 brane in
type IIA supergravity whose back-reaction preserves AdS4. In this example we show that eq. (3.1)
is not a reliable effective action because the RR two-form sourced by the brane contributes to
the Einstein-frame stress-energy tensor at order µnL
2−n. We then show explicitly, using the fully
back-reacted solution, that S
(1)
EE receives two non-zero contributions, one from the brane action,
and one from a boundary term proportional to the order µ0L
2 correction to the RR two-form. The
lesson of this example is: if eq. (3.1) is not a reliable effective action, then we must check whether
all boundary terms involving fields sourced by the brane vanish before using our method.
3.1 Bottom-Up Systems
3.1.1 Codimension Zero
Follwing ref. [34], let us consider a codimension-zero brane, meaning a space-filling brane, for which
n = 0 in eq. (3.1). The brane’s back-reaction is trivial: the brane’s tension, µ0/(16piG), merely
shifts the cosmological constant, which in turn shifts the radius of curvature of AdSd+1. We thus
define a new AdSd+1 radius of curvature, `, in terms of µ0 and the old radius of curvature, L,
d(d− 1)
`2
≡ d(d− 1)
L2
− µ0. (3.3)
The minimal area surface that describes a sphere of radius R at the AdSd+1 boundary is eq. (2.19),
z2 + r2 = R2. The result for SEE is eq. (2.22) with the substitution L→ `,
SEE =
`d−1
4G
vol(Sd−2)
∫
dr
R rd−2
(R2 − r2)d/2 , (3.4)
where the r integration is from r = 0 up to the cutoff in eq. (2.20), rε =
√
R2 − ε2.
We now take the probe limit: assuming µ0L
2  1, we expand ` in µ0L2,
` = L
(
1− µ0L
2
d(d− 1)
)−1/2
= L+
µ0L
3
2d(d− 1) +O
(
µ20L
5
)
, (3.5)
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from which we trivially find the convenient formula
`d−1 = Ld−1
(
1 +
µ0L
2
2d
+O(µ20L4)
)
. (3.6)
Inserting eq. (3.6) into eq. (3.4), we find an expansion for SEE of the form in eq. (3.2), with
S
(0)
EE =
Ld−1
4G
vol(Sd−2)
∫
dr
R rd−2
(R2 − r2)d/2 , (3.7a)
S
(1)
EE =
µ0L
2
2d
S
(0)
EE, (3.7b)
as found in ref. [34]. In subsection 3.1.3 we will reproduce eq. (3.7b) from Sbrane directly in the
probe limit, without computing the back-reaction.
3.1.2 Codimension One
Again following ref. [34], let us now consider a codimension-one brane, n = 1. When d = 2, in
the field theory a codimension-one defect is point-like. As we saw in section 2, a point-like defect
requires special treatment. For simplicity, in this subsection we will restrict to d > 2. For the
holographic calculation of SEE when n = 1 and d = 2, see ref. [19].
After we account for the brane’s back-reaction, if we integrate Einstein’s equation then we obtain
the Israel junction conditions at the brane: the extrinsic curvature jumps discontinuously at the
brane by an amount ∝ µ1L [19, 30,34]. The metric then takes the form in eq. (2.35), with n = 1,
g = L2
(
dx2 +A(x)2gAdSd
)
, (3.8)
where the warp factor A(x) is
A(x) = cosh(|x| − x∗) , x∗ ≡ arctanh
(
µ1L
4(d− 1)
)
. (3.9)
Clearly A(x) has the asymptotics described below eq. (2.35): A(x)→ exp(±x−x∗)/2 as x→ ±∞,
and the spacetime has two asymptotically AdSd+1 regions glued together at the brane.
The minimal area surface that asymptotically approaches a sphere of radius R centered on the
defect is eq. (2.49), Z(r‖)2 + r2‖ = R
2. The value of the minimal area is then the Amin in eq. (2.39),
and hence SEE is
SEE =
Ld−1
4G
vol(Sd−3)
∫
dr‖ dxA(x)d−2
Rrd−3‖
(R2 − r2‖)(d−1)/2
, (3.10)
where the x integration is over the interval [−xε, xε], with xε the cutoff defined in eq. (B.4).
Specifically, plugging the A(x) in eq. (3.9) into eq. (B.4), we find
xε(r‖, R) = arccosh
(
1
ε
√
R2 − r2‖
)
+ arctanh
(
µ1L
4(d− 1)
)
. (3.11)
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After performing the x integral in eq. (3.10) with the r‖-dependent cutoff in eq. (3.11), we integrate
r‖ from r‖ = 0 up to r‖ =
√
R2 − ε2.
We now take the probe limit: we assume µ1L 1 and expand the SEE in eq. (3.10) in µ1L. In
eq. (3.10), µ1L appears only in the x integration, both in the integrand, via the A(x)
d−2 factor, and
in the endpoints of the x integration, ±xε. We thus focus on the integration over x in eq. (3.10),
and first expand A(x)d−2 in µ1L,∫ xε
−xε
dxA(x)d−2 =
∫ xε
−xε
dx
[
coshd−2 x− µ1L (d− 2)
4(d− 1) cosh
d−3 x sinh |x|+O(µ21L2)
]
. (3.12)
The first term on the right-hand side of eq. (3.12) has the following expansion in µ1L:∫ xε
−xε
dx coshd−2 x =
∫ x(0)
−x(0)
dx coshd−2 x+
µ1L
2(d− 1)
(R2 − r2‖)(d−2)/2
εd−2
+O(µ21L2), (3.13)
where x(0) ≡ arccosh
(
1
ε
√
R2 − r2‖
)
, the cutoff when the brane is absent. For the second term on
the right-hand side of eq. (3.12), we perform the x integration and then expand in µ1L,
− µ1L (d− 2)
4(d− 1)
∫ xε
−xε
dx coshd−3 x sinh |x| = − µ1L
2(d− 1)
[
coshd−2 x(0) − 1
]
+O(µ21L2) (3.14)
= − µ1L
2(d− 1)
(R2 − r2‖)(d−2)/2
εd−2
+
µ1L
2(d− 1) +O(µ
2
1L
2).
When we plug eqs. (3.13) and (3.14) into eq. (3.12), the two terms in eqs. (3.13) and (3.14) that
are ∝ 1/εd−2 cancel each other, so that∫ xε
−xε
dxA(x)d−2 =
∫ x(0)
−x(0)
dx coshd−2 x+
µ1L
2(d− 1) +O(µ
2
1L
2). (3.15)
The expansion in µ1L of the SEE in eq. (3.10) thus takes the form in eq. (3.2), with
S
(0)
EE =
Ld−1
4G
vol(Sd−3)
∫
dr‖
Rrd−3‖
(R2 − r2‖)(d−1)/2
∫ x(0)
−x(0)
dx coshd−2 x, (3.16a)
S
(1)
EE =
µ1L
2(d− 1)
Ld−1
4G
vol(Sd−3)
∫
dr‖
Rrd−3‖
(R2 − r2‖)(d−1)/2
, (3.16b)
as found in ref. [34]. In the next subsection we will reproduce eq. (3.16b) from Sbrane directly in
the probe limit, without computing the back-reaction.
3.1.3 CHM and Probe Branes
In this subsection we show how to obtain S
(1)
EE via a calculation entirely within the probe limit, with
no calculation of the brane’s back-reaction or of the minimal area surface, using our results from
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section 2. Our result will be valid for any d and n. When n = 0 or n = 1 we will recover eq. (3.7b)
or (3.16b), respectively, providing two non-trivial checks of our result.
In subsection 2.1, we showed that for a DCFT in Minkowski space, when Σ is a sphere of radius
R centered on the defect, SEE is equivalent to the thermal entropy of the DCFT on R × Hd−1 at
temperature T0 = 1/(2piR). To obtain S
(1)
EE, we can thus compute the order µnL
2−n contribution
to that thermal entropy.
In general, holography gives us two ways to compute a field theory thermal entropy S from a
dual black brane solution with Hawking temperature T . The first way is to compute the horizon
area and then identify the Bekenstein-Hawking entropy with S. The second way begins from the
definition of AdS/CFT: the on-shell gravity action is the field theory generating functional. To
compute field theory correlation functions, we take variational derivatives of the gravity action
with respect to boundary values of bulk fields, and then evaluate the result on a solution. In
particular, for a black brane solution, the Euclidean on-shell gravity action is equivalent to F/T ,
where F is the field theory free energy. We can thus compute the Euclidean on-shell gravity action,
extract F , and then compute S = −dF/dT .
For a DCFT on R×Hd−1 at temperature T0 dual to Einstein gravity in the spacetime of eq. (2.43),
we could in principle use either of these two ways to compute S. Indeed, we have already used the
first way in subsection 2.2.2, when we identified the Bekenstein-Hawking entropy of the hyperbolic
horizon at temperature T0 with SEE. At the moment we cannot use the second way, however: in
the second way we must compute −dF/dT and evaluate the result at T0, but to take d/dT we
need hyperbolic black brane solutions with T different from T0. As mentioned near the end of
subsection 2.2.2, currently we only know the hyperbolic black brane solution at T0, eq. (2.43).
We only want the order µnL
2−n contribution to S, however. To be precise, if µnL2−n  1, then
we can expand F and S in µnL
2−n as
F = F (0) + F (1) +O(µ2nL2(2−n)), S = S(0) + S(1) +O(µ2nL2(2−n)), (3.17)
where, as with SEE in eq. (3.2), the superscripts on F
(0), F (1), S(0), and S(1) indicate powers of
µnL
2−n. We want to compute F (1) and then S(1) = −dF (1)/dT .
Luckily for us, in the probe limit the only possible contributions to the on-shell gravity action
at order µnL
2−n are the probe brane’s action Sbrane evaluated on the solution with µnL2−n = 0,
and boundary terms. Let us briefly sketch the proof of this statement, the details of which appear
for example in ref. [68]. The action in eq. (3.1) is a functional of the metric, g:
Sd,n[g] = SEH [g] + Sbrane[g]. (3.18)
When µnL
2−n  1, we can expand g in µnL2−n as,
g = g(0) + g(1) +O(µ2nL2(2−n)), (3.19)
where g(0) is a solution to Einstein’s equation with µnL
2−n = 0, and g(1) ∝ µnL2−n is the leading
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correction to the metric due to the brane’s back-reaction. We can then expand Sd,n[g] in µnL
2−n,
Sd,n[g] = SEH [g
(0)] + g(1)
δSEH
δg
[g(0)] + Sbrane[g
(0)] +O(µ2nL2(2−n)), (3.20)
where for clarity we suppressed boundary terms. The key observation is that the bulk contribution
to δSEHδg [g
(0)] vanishes because g(0) solves Einstein’s equation with µnL
2−n = 0. As a result, the only
contributions to Sd,n[g] at order µnL
2−n are from Sbrane[g(0)], the probe brane action evaluated on
the undeformed background metric g(0), and also possibly from the boundary term in g(1) δSEHδg [g
(0)].
That boundary term is of the form g(1), evaluated at the boundary, times the expectation value
of the field theory’s stress-energy tensor, evaluated at µnL
2−n = 0. If we demand that the back-
reaction does not change the metric of the space on which the field theory lives, then g(1) ∝ g(0) at
the AdSd+1 boundary [68]. The boundary term will thus be proportional to the trace of the field
theory stress-energy tensor evaluated at µnL
2−n = 0, which vanishes (up to Weyl anomalies). The
only contribution to the on-shell action at order µnL
2−n is thus Sbrane[g(0)].
Similar arguments apply also in gravity theories with more fields than just the metric and a
brane: in general, the only contributions to the on-shell action at order µnL
2−n are from the probe
brane action evaluated on the undeformed background, and from boundary terms. The latter
generally take the form of the order µnL
2−n correction to a bulk field, evaluated at the boundary,
times the expectation value of that field’s dual operator, evaluated at µnL
2−n = 0. Such boundary
terms will vanish if we impose a Dirichlet condition on the bulk field, or if the expectation value
of the operator vanishes when µnL
2−n = 0. If the boundary terms do not vanish, then we must
compute back-reaction, to obtain the order µnL
2−n corrections to bulk fields. In other words, in
these cases we cannot compute S(1) or S
(1)
EE from the probe brane action alone. In subsection 3.2.5
we will present an example from IIA string theory where indeed a boundary term involving the RR
two-form field does not vanish.
The upshot is that for any DCFT described holographically by eq. (3.1), we can compute S(1)
entirely within the probe limit, as follows. First we must find g(0), a solution of the Einstein
equation in Euclidean signature and with µnL
2−n = 0 describing a black brane, with T a free
parameter. Next we compute the Euclidean probe brane action Seucbrane[g
(0)], which we identify with
F (1)/T . Finally we compute S(1) = −dF (1)/dT .
The result for S(1) so obtained must agree with an “honest” calculation: including the brane’s
full back-reaction, computing S in either of the two ways described above, expanding the result in
µnL
2−n  1, and extracting S(1). Indeed, the agreement of the two approaches, via Sbrane[g(0)] or
via back-reaction, has been checked in several cases where g(0) was a Poincare´-sliced AdSd+1 black
brane: see for example refs. [69, 70].
In our case g(0) is the metric in eqs. (2.24) and (2.28), Wick-rotated to Euclidean signature,
g(0) =
dv2
f(v)
+ f(v)
L2
R2
dτ2 + v2 gHd−1 , f(v) =
v2
L2
− 1− m
vd−2
, (3.21)
where we also compactify τ into a circle of length 1/T , so the dual field theory lives on S1×Hd−1.
33
The metric in eq. (3.21) has a horizon at vH with the Hawking temperature in eq. (2.29),
T =
2vdH + (d− 2)mL2
4piLRvd−1H
. (3.22)
Solving f(vH) = 0 for mL
2 in terms of vH and plugging the result into eq. (3.22), we find T in
terms of vH , or equivalently vH in terms of T ,
vH =
L
d
(
T
T0
+
√
T 2
T 20
+ d(d− 2)
)
, (3.23)
which will be useful to us later. For the Euclidean probe brane action evaluated on g(0), Seucbrane[g
(0)],
we then find
Seucbrane[g
(0)] =
µn
16piG
∫
dd+1−nξ
√
det P[g(0)], (3.24a)
=
µn
16piG
L
R
1
T
vol(Hd−n−1)
∫ Λ
vH
dv vd−n−1 (3.24b)
=
µn
16piG
L
R
1
T
vol(Hd−n−1)
1
d− n
(
Λd−n − vd−nH
)
, (3.24c)
where Λ is a cutoff at large but finite v.
Clearly Seucbrane[g
(0)] will diverge if we remove the cutoff, Λ → ∞. As discussed at the beginning
of section 2, we expect divergences in EE due to correlations among short-distance modes near Σ,
however the large-Λ divergence in eq. (3.24c) is dual to a short-distance divergence in correlators
at any point in spacetime, not just at points near Σ. Indeed, the large-Λ divergence in eq. (3.24c)
appears in any calculation of a probe brane on-shell action, and is completely independent of Σ.
To eliminate the large-Λ divergence, we must perform holographic renormalization [71–73], adding
diffeomorphism-covariant counterterms to the action of the bulk gravity theory at v = Λ to render
the bulk variational problem well-posed, eliminating large-Λ divergences in the process.
The details of holographic renormalization for probe branes appear in ref. [74], so here we will
be brief. We add to Seucbrane a counterterm action SCT consisting of terms localized at the cutoff
surface v = Λ and invariant under diffeomorphisms on that surface. For a probe brane with the
Euclidean action in eq. (3.24a), SCT takes the form [74]
SCT = − µn
16piG
∫
Λ
dd−nξ
[
L
d− n
√
γ + . . .
]
(3.25)
where γ is the determinant of the induced metric on the cutoff surface and the . . . represents terms
sub-leading in Λ. The sub-leading terms are straightforward to determine, and the first few appear
already in ref. [74]. Generically they are of the form
√
γ times curvature invariants built from the
induced metric at v = Λ. After inserting g(0) from eq. (3.21) into eq. (3.25), we find non-trivial
cancellations among the leading and sub-leading terms, with the result
SCT = − µn
16piG
L
R
1
T
vol(Hd−n−1)
1
d− n
(
Λd−n − 1
2
mL2 δn0 + . . .
)
, (3.26)
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where the Λ-independent term ∝ m appears only when n = 0, hence the Kronecker δn0, and the . . .
represents terms that vanish as Λ→∞. We obtain the holographically renormalized probe brane
action Srenbrane by summing S
euc
brane and SCT and removing the cutoff,
Srenbrane = lim
Λ→∞
(Seucbrane + SCT) = −
µn
16piG
L
R
1
T
vol(Hd−n−1)
1
d− n
(
vd−nH −
1
2
mL2 δn0
)
. (3.27)
We can now compute S
(1)
EE. Identifying F
(1) = TSrenbrane and defining
xH ≡ vH
L
=
1
d
(
T
T0
+
√
T 2
T 20
+ d(d− 2)
)
, (3.28)
we find
F (1) = − µnL
2−n
2(d− n)
Ld−1
8G
T0 vol(Hd−n−1)xd−n−2H
(
x
2(1−δn0)
H + x
2
H
)
. (3.29)
We next compute S(1) = −dF (1)/dT and expand the result in T near T0,
S(1) =
µnL
2−n
2(d− n)
Ld−1
8G
T0 vol(Hd−n−1)
[
1
T0
2(d− n)
d− 1 + δn0 +O(T/T0 − 1)
]
. (3.30)
Finally, identifying S(1) evaluated at T = T0 as S
(1)
EE, we find
S
(1)
EE =
µnL
2−n
2(d− 1 + δn0)
Ld−1
4G
vol(Hd−n−1). (3.31)
Eq. (3.31) is the main result of this section. It is valid for any bulk gravity theory described by
the action in eq. (3.1). To obtain eq. (3.31), we needed only the background metric in eq. (3.21)
and Sbrane. We did not need to calculate the brane’s back-reaction or a minimal area surface.
We can use eq. (2.27) to express the vol(Hd−1) factor in eq. (3.31) as an integral over r‖. If we
then set n = 0, we find precisely eq. (3.7b), while if we set n = 1 we find precisely eq. (3.16b).
These two cases thus provide two non-trivial checks of our method, as advertised.
3.1.4 Re´nyi Entropies and Probe Branes
Let S
(0)
q and S
(1)
q denote the µnL
2−n = 0 and the order µnL2−n contributions to the Re´nyi entropies
Sq, respectively. Expressing Sq in terms of F (T ) as in eq. (2.16) and expanding in µnL
2−n  1,
we find S
(1)
q in terms of F (1)(T ),
S(1)q =
q
1− q
1
T0
(
F (1)(T0)− F (1)
(
T0
q
))
. (3.32)
Using our result for F (1)(T ) in eq. (3.29) to compute S
(1)
q , we find
S(1)q =
µnL
2−n
2(d− n)
Ld−1
8G
vol(Hd−n−1)
q
q − 1
(
2− xd−n−2q (x2(1−δn0)q + x2q)
)
, (3.33a)
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xq ≡ xH |T=T0
q
=
1 +
√
1 + d(d− 2)q2
dq
. (3.33b)
In the rest of this subsection, we will elaborate on some of the physics contained in the Re´nyi
entropies in eq. (3.33a).
First, we consider various limits of S
(1)
q . As briefly mentioned in section 1, for a Re´nyi entropy Sq,
limq→1 Sq is the entanglement entropy, limq→0 Sq is the logarithm of the total number of non-zero
eigenvalues of ρ, and limq→∞ Sq is minus the logarithm of the largest eigenvalue of ρ. For S
(1)
q in
eq. (3.33a), limq→1 S
(1)
q is indeed the S
(1)
EE in eq. (3.31), which provides a simple consistency check
of eq. (3.33a). For the q → 0 and q →∞ limits of S(1)q , we find, respectively,
S(1)q =
µnL
2−n
2(d− n)
Ld−1
4G
vol(Hd−n−1)
2d−n−δn0
dd−n qd−n−1
[1 +O(q)] , (3.34a)
lim
q→∞S
(1)
q =
µnL
2−n
2(d− n)
Ld−1
4G
vol(Hd−n−1)
[
1− [d(d− 2)]
(d−n)/2
dd−n
(
1 +
δn0
d− 2
)]
. (3.34b)
When the defect is extended in at least one spatial direction, n < d − 1, from eq. (3.34a) we see
that the q → 0 limit of S(1)q diverges as q−d+n+1. This divergence is easy to understand. As q → 0,
the temperature T = T0/q → ∞. To leading approximation, we can then ignore the curvature of
Hd−n−1, and treat S(1)q ≈ − qT0F (1)(T0/q) as −q/T0 = −1/T times the order µnL2−n contribution to
the free energy of the DCFT in Minkowski space [39]. By dimensional analysis, that contribution
must be ∝ T d−n. The q−d+n+1 divergence of S(1)q as q → 0 is thus essentially the same as the
divergence of the DCFT’s free energy at T high compared to the Hd−n−1 curvature scale.
When n = 0, the brane’s back-reaction preserves AdSd+1, so the dual field theory is a CFT. In
that case, we can check our result for S
(1)
q against that of ref. [28]: for a CFT dual to Einstein
gravity on AdSd+1 with radius `, the result of ref. [28] for Sq is
Sq =
`d−1
8G
vol(Hd−1)
q
q − 1 (2− x
d−2
q (1 + x
2
q)). (3.35)
The effect of the codimension-zero brane is simply to shift the AdSd+1 radius of curvature as in
eq. (3.3), so plugging eq. (3.6) into eq. (3.35) we find
S(0)q =
q
q − 1
Ld−1
8G
vol(Hd−1)(2− xd−2q (1 + x2q)), (3.36a)
S(1)q =
µ0L
2
2d
S(0)q . (n = 0) (3.36b)
Eq. (3.36b) precisely matches our result for S
(1)
q with n = 0 in eq. (3.33a), computed directly from
the probe brane action.
For a CFT in Euclidean Rd, let us define CT as the overall coefficient of the stress-energy tensor’s
two-point function,
〈Tµν(x)Tαβ(0)〉 = CT Iµν,αβ(x)
x2d
, (3.37a)
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Iµν,αβ(x) ≡ 1
2
(Iµα(x)Iνβ(x) + I(x)µβI(x)να)− 1
d
δµνδαβ, Iµν(x) ≡ δµν − 2xµxν
x2
. (3.37b)
In the CFT, when Σ is a sphere, ∂Sq/∂q at q = 1 takes a universal form, meaning it is determined
completely by d and CT [28, 39,75,76]
∂Sq
∂q
∣∣∣∣
q=1
= −vol(Hd−1)pi
d
2
+1Γ
(
d
2
)
(d− 1)
(d+ 1)!
CT . (3.38)
Using our result for S
(1)
q in eq. (3.33a) with n = 0 we can thus determine the order µ0L
2 contribution
to CT , which we denote C
(1)
T . From eq. (3.33a) with n = 0 we find
∂S
(1)
q
∂q
∣∣∣∣∣
q=1
= −vol(Hd−1)µ0L
2
2d
Ld−1
8G
, (3.39)
and hence, using eq. (3.38), we identify
C
(1)
T =
(d+ 1)!
pi
d
2
+1Γ
(
d
2
)
(d− 1)
µ0L
2
2d
Ld−1
8G
. (3.40)
Whether ∂Sq/∂q at q = 1 takes a universal form similar to eq. (3.38) also in BCFTs and DCFTs
is an important question that we will leave for future research.
For a CFT in even d dual to Einstein gravity in AdSd+1 of radius `, any central charge
4 cd is
proportional to the only dimensionless parameter we can build from ` and G, namely `d−1/G. For
instance, in d = 2 and d = 4 (with c4 = a for Einstein gravity in AdS5 [71, 72]),
c2 =
3`
2G
, c4 = a =
`3
128piG
. (3.42)
For our probe branes, when d is even and n = 0, let c
(0)
d denote the central charge at µ0L
2−n = 0
and c
(1)
d denote the order µ0L
2 contribution to the central charge. Plugging `d−1’s expansion in
µ0L
2 from eq. (3.6) into `d−1/G, we find that in general c(1)d =
µoL2
2d c
(0)
d . For example,
c2 =
3`
2G
=
3L
2G
[
1 +
µ0L
2
4
+O (µ20L4)] = c(0)2 + c(1)2 +O (µ20L4) . (3.43)
From eq. (3.33a), when n = 0 and d is even we find S
(1)
q ∝ c(1)d . As a result, anything we obtain from
a linear operation on S
(1)
q will also be ∝ c(1)d . One example is limq→1 S(1)q = S(1)EE ∝ c(1)d , as we see
4Our conventions for the Weyl anomalies in d = 2 and d = 4 are given by
d = 2 : 〈T µµ 〉 = − c2
24pi
R,
d = 4 : 〈T µµ 〉 = c4WµνρσWµνρσ − aE4 ,
(3.41)
where here R is the Ricci scalar (not the radius of a spherical Σ), Wµνρσ is the Weyl tensor, and E4 = RµνρσR
µνρσ −
4RµνR
µν +R2 is the Euler density in d = 4. In writing the d = 4 Weyl anomaly, we have omitted a term ∝ ∇µ∇µR
that is allowed by Wess-Zumino consistency, but may be removed by the addition of a suitable local counterterm.
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in eq. (3.31). As a result, S
(1)
EE will include a contribution ∝ c(1)d ln (2R/ε). As we mentioned below
eq. (2.1), the EE for a spherical Σ in a CFT in even d includes a contribution sL ln (2R/ε), where sL
is universal, and is proportional to the a-type central charge. The c
(1)
d ln (2R/ε) contribution to S
(1)
EE
is precisely the order µ0L
2 contribution to that universal term. Another example is limq→1 ∂Sq/∂q ∝
c
(1)
d , which implies C
(1)
T ∝ c(1)d . Indeed, for a CFT in even d, CT ∝ cd, and specifically if d = 2
then CT = c2/(2pi
2) while if d = 4 then CT = 640c4/pi
2 [75]. Our result for C
(1)
T in eq. (3.40) gives
C
(1)
T = c
(1)
2 /(2pi
2) when d = 2 and C
(1)
T = 640c
(1)
4 /pi
2 when d = 4, as expected. In short, when
n = 0 and d is even, from eq. (3.33a) we find S
(1)
q ∝ c(1)d , which produces the expected dependence
on the a-type central charge in various quantities obtained via linear operations on S
(1)
q .
3.2 Top-Down Systems
We now want to compute S
(1)
EE in top-down systems, namely SUSY brane intersections in string
and M-theory, using our results from subsection 3.1.
To do so, we must perform two steps. The first step is to show that eq. (3.1) is a reliable
effective action for the top-down system, at least within the probe limit. Let us enumerate the
criteria for when that will be the case. First, the top-down system must admit a (consistent) KK
truncation to d + 1 dimensions. Furthermore, in string and M-theory all known SUSY branes
source not only the metric, but also other supergravity fields, such as the dilaton and RR fields,
and also support fields on their worldvolume, such as scalar fields describing motion of the brane
in transverse directions. For eq. (3.1) to be a reliable effective action in the probe limit, after
the KK reduction the supergravity theory’s Einstein-frame stress-energy tensor must include only
two contributions up to order µnL
2−n: a negative cosmological constant and the probe brane’s
stress-energy tensor. Moreover, the latter must take a specific form, namely that obtained from
variation of
∫
dξd−n+1
√−P[g] with respect to g. If that is not the case, then the order µnL2−n
backreaction may not preserve SO(2, d−n)×SO(n) isometry, so the dual field theory may not have
defect conformal symmetry, our proof that SEE maps to thermal entropy on R×Hd−1 may not be
valid, and we cannot guarantee that our method will work. In general if the brane’s worldvolume
fields are non-trivial then the brane’s stress-energy tensor will take a different form, except for
special solutions, such as certain worldvolume instantons [53,77]. When these criteria are met, the
top-down system’s equations of motion will be identical in form to those obtained from eq. (3.1),
up to order µnL
2−n, and so eq. (3.1) will be a reliable effective action.
If we can show that eq. (3.1) is a reliable effective action, then the second step is to match the
parameters of the top-down system, namely Newton’s constant, the AdSd+1 radius, and the brane’s
tension, to the parameters in eq. (3.1), G, L, and µn. Having performed these two steps, we can
simply plug the specific values of G, L, and µn of the top-down system into eq. (3.31) to obtain
S
(1)
EE. We could also obtain S
(1)
q from eq. (3.33a), but we will only discuss S
(1)
EE in the following.
An alternative to our method is the “honest” approach of ref. [34]. Indeed, in ref. [34] S
(1)
EE was
computed in two top-down systems with d = 4 and either n = 0 or n = 1, each described in the
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probe limit by eq. (3.1). As mentioned above, the approach of ref. [34] is very general, and in
particular does not require spherical Σ or defect conformal symmetry, and so does not require an
AdSd+1 background or a special form for the probe brane’s stress-energy tensor.
In what follows we perform the two steps above in four examples. For simplicity we only consider
branes with trivial worldvolume fields, and we only consider cases where a precise dictionary from
gravity to field theory exists, so we can translate our results into field theory quantities. Our first
two examples are precisely those of ref. [34], with which we find perfect agreement, followed by
two examples from M-theory. We also present a fifth example, from type IIA supergravity, which
illustrates how our method can go wrong, due to boundary terms involving fields sourced by the
brane, as we explain in detail.
3.2.1 N = 4 SYM with Codimension-Zero SUSY Flavor
In type IIB string theory, consider N D3-branes intersecting Nf D7-branes in (3 + 1) dimensions.
At low energy the D3-brane worldvolume theory is (3 + 1)-dimensional N = 4 SYM with gauge
group SU(N) and ’t Hooft coupling λ, coupled to Nf fundamental hypermultiplets in such a way as
to preserve N = 2 SUSY. N = 4 SYM is a CFT, but the flavor fields make a positive contribution
∝ λ2Nf/N to λ’s beta function, suggesting the existence of a Landau pole. In other words, the
theory has a dynamically-generated scale: the D3/D7 theory is not a CFT. At sufficiently low
energy and in the probe limit, however, the D3/D7 theory is approximately a CFT.
In the Maldacena limits, N → ∞ with λ fixed, followed by λ → ∞, N = 4 SYM is dual to
type IIB supergravity in AdS5 × S5, where the dilaton φ and hence the string coupling gs = eφ
are constant, the RR five form has Nc units of flux on the S5, and all other supergravity fields are
zero. In terms of string theory parameters, the string-frame type II gravitational constant, κ10, the
radius L of both AdS5 and the S5, and the ’t Hooft coupling are
κ210 =
1
2
(2pi)7(α′)4g2s , L
4 = 4pigsN(α
′)2, λ = 4pigsN, (3.44)
where α′ is the string length squared. In the probe limit the Nf codimension-zero hypermultiplets
are dual to Nf D7-branes extended along AdS5 × S3 [32]. The tension of a Dp-brane is
TDp = (2pi)
−p (α′)−
p+1
2 g−1s . (3.45)
The dimensionless parameter controlling the back-reaction of the D7-branes is thus
κ210Nf TD7 =
λ
8pi
Nf
N
. (3.46)
Let us now perform the two steps to justify using eq. (3.31) in this case. The D7-branes source
the metric and the axio-dilaton. When the D7-branes back-react the leading correction to each
of these fields will be of order λNf/N . The type IIB Einstein-frame stress-energy tensor is (at
least) quadratic in all fields, and the axio-dilaton is trivial in the AdS5× S5 solution, so its leading
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contribution will be of order λ2(Nf/N)
2. The contribution from the D7-branes will be of order
λNf/N . We thus find only two contributions to the Einstein-frame stress-energy tensor up to order
λNf/N , an order-one term from the RR five-form, giving rise to a negative cosmological constant
after KK reduction, and an order λNf/N term, from the D7-branes. Eq. (3.1) will therefore be a
reliable effective action in the probe limit.
Next we need to match string theory parameters to the parameters in eq. (3.1), G, L, and µ0.
The AdS5 radius L appears in eq. (3.44). Dimensionally reducing on the S5 and using eq. (3.44),
for G and µ0 we find
1
16piG
=
L5vol(S5)
2κ210
=
1
8pi2
N2
L3
, µ0 = (16piG)L
3vol(S3)NfTD7 =
λ
2pi2
Nf
N
1
L2
. (3.47)
Notice that L3/G ∝ N2 and µ0L2 ∝ Nf/N , as advertised. Plugging d = 4, n = 0, and the above
values of G, L, and µ0 into eqs. (3.7a) and (3.7b), or equivalently eq. (3.31), and performing the
integration for vol(H3), we find
S
(0)
EE = N
2
(
R2
ε2
− ln
(
2R
ε
)
− 1
2
)
+O (ε2/R2) , (3.48a)
S
(1)
EE =
λNfN
16pi2
(
R2
ε2
− ln
(
2R
ε
)
− 1
2
)
+O (ε2/R2) , (3.48b)
An “honest” calculation of S
(1)
EE for the D3/D7 theory, computing the linearized back-reaction and
using RT’s prescription, appears in ref. [34]. Our result agrees perfectly with that of ref. [34].
As mentioned below eq. (2.1), for a CFT in even d, when Σ is a sphere the coefficient sL of the
ln (2R/ε) term in the EE is universal and proportional to the a-type central charge. In particular,
if d = 4 then sL = −64pi2a [9]. From eq. (3.48a) we thus extract the central charge a of N = 4
SYM without flavor, a = N2/(64pi2), which of course agrees with eq. (3.43). Thanks to N = 1
superconformal symmetry, this result for a is independent of λ [78, 79], and indeed this result
for a agrees with the free field result (N2 − 1)/(64pi2) in the large-N limit. In contrast, in the
S
(1)
EE in eq. (3.48b) the coefficient of ln (2R/ε) explicitly depends on λ. The reason is simple: as
mentioned above, in the D3/D7 theory the flavor fields break conformal symmetry, so the coefficient
of ln (2R/ε) in eq. (3.48b) is not protected by N = 1 superconformal symmetry, and indeed is not
a central charge at all. Although our method for computing S
(1)
EE relies on conformal symmetry,
we are able to compute EE in the D3/D7 theory, which is non-conformal, by working to leading
order in the deformation away from conformality, µ0L
2 ∝ Nf/N , in a manner similar to conformal
perturbation theory.
3.2.2 N = 4 SYM with Codimension-One SUSY Flavor
In type IIB string theory, consider N D3-branes intersecting Nf D5-branes in (2 + 1) dimensions.
At low energy the D3-brane worldvolume theory is N = 4 SYM coupled to Nf (2 + 1)-dimensional
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N = 4 hypermultiplet flavor fields. As shown in refs. [31, 80], these defect flavor fields preserve
SO(2, 3) defect conformal symmetry for any N and Nf , i.e. the D3/D5 theory is a DCFT.
In the Maldacena and probe limits, the Nf codimension-one hypermultiplets are dual to Nf
probe D5-branes extended along AdS4×S2 inside AdS5×S5 [30,31]. The dimensionless parameter
controlling the back-reaction of the D5-branes is, using eqs. (3.44) and (3.45),
κ210Nf TD5 L
−2 =
√
λ
pi
2
Nf
N
. (3.49)
The supergravity solution including the full back-reaction of the D5-branes appears in refs. [62,
63]. In that solution, the Einstein-frame metric includes an AdS4 factor, consistent with the fact
that the D3/D5 theory has SO(2, 3) defect conformal symmetry for any N and Nf . The metric
in that solution also includes non-trivial dependence on the coordinates of the internal space, and
only approaches the form in eq. (2.35) asymptotically. We thus cannot use eq. (2.39) to compute
SEE. Instead we will use eq. (3.31) to obtain just S
(1)
EE.
The D5-branes source the metric, dilaton, and RR three-form. When the D5-branes back-react
the leading correction to each of these fields will be of order
√
λNf/N . The dilaton and the RR
three-form and both are trivial in the AdS5 × S5 solution, hence their leading contributions to
the Einstein-frame stress-energy tensor will be of order λ(Nf/N)
2. The contribution from the D5-
branes will be larger, of order
√
λNf/N . Eq. (3.1) with d = 4 and n = 1 will therefore be a reliable
effective action in the probe limit.
To use eq. (3.31) for S
(1)
EE we now just need to match string theory parameters to the parameters
in eq. (3.1), G, L, and µ1. For G and L the matching is identical to the previous case, eqs. (3.44)
and (3.47), respectively. Dimensionally reducing on the S5 and using eq. (3.44), for µ1 we find
µ1 = (16piG)L
2 vol(S2)NfTD5 =
4
pi
√
λ
Nf
N
1
L
. (3.50)
Plugging d = 4, n = 1, and the above values of G, L, and µ1 into eq. (3.31), and performing the
integration for vol(H2), we find
S
(1)
EE =
2
3pi
√
λNfN
(
R
ε
− 1
)
. (3.51)
An “honest” calculation of S
(1)
EE for the D3/D5 theory appears in ref. [34]. Our result agrees perfectly
with that of ref. [34]. As mentioned in ref. [34], in a (3 + 1)-dimensional theory the characteristic
leading divergence in an EE is ∝ 1/ε2, but here the codimension-one flavor fields produce a 1/ε
divergence characteristic of an EE in a (2 + 1)-dimensional theory.
3.2.3 ABJM Theory with Codimension-One SUSY Flavor
In M-theory consider N M2-branes sitting at the fixed point of an R8/Zk orbifold and intersecting
Nf M5-branes in (1 + 1) dimensions. At low energy the M2-brane worldvolume theory is the
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ABJM theory, the (2 + 1)-dimensional N = 6 SUSY Chern-Simons-matter theory with gauge
group U(N)k × U(N)−k, where the ±k subscripts denote Chern-Simons levels [81]. When k = 1, 2
the SUSY is enhanced to N = 8. The M5-branes introduce Nf (1+1)-dimensional hypermultiplets
in the fundamental representation in each gauge group. These preserve N = (3, 3) SUSY when
k > 2, which is enhanced to N = (4, 4) SUSY when k = 1, 2 [82].
Taking the ’t Hooft limit, N → ∞ with the ’t Hooft coupling λ ≡ N/k fixed, and then taking
λ 1, when N  k5 the ABJM theory is dual to eleven-dimensional supergravity in AdS4×S7/Zk,
with N units of seven-form flux on S7/Zk, and where the AdS4 has radius L and the S7/Zk has
radius 2L [81]. Writing S7 as a U(1) fibration over CP3, the Zk orbifold acts on the U(1) fiber. If k
increases such that λ 1 but N  k5, then the U(1) fiber shrinks and the approrpiate description
is type IIA supergravity in AdS4×CP3, with N units of RR six-form flux on CP3 and k units of RR
two-form flux on the CP1 ⊂ CP3. We will call the ’t Hooft limit with large ’t Hooft coupling and
N  k5 or N  k5 the M-theory or type IIA limit, respectively. We consider only the M-theory
limit until subsection 3.2.5. In terms of the Planck length lP , the gravitational constant in eleven
dimensions, κ11, and the radius L are
κ211 =
1
2
(2pi)8l9P , L
6 =
pi2
2
Nk l6P . (3.52)
In the probe limit the Nf codimension-one hypermultiplets are dual to Nf M5-branes extended
along AdS3 × S3/Zk [82]. The tension of an Mp-brane is
TMp = (2pi)
−p l−(p+1)P . (3.53)
The dimensionless parameter controlling the back-reaction of the M5-branes is thus
κ211Nf TM5 L
−3 = 4pi2
√
2λ
Nf
N
. (3.54)
The M5-branes source the metric and are a magnetic source for the three form. When the M5-
branes back-react the leading corrections to these fields will be of order Nf
√
λ/N . The stress-energy
tensor of eleven-dimensional supergravity is quadratic in all fields. The key observation is that these
M5-branes will source different components of the three-form than that of the background, so the
order Nf
√
λ/N correction to the three-form will produce an order (Nf
√
λ/N)2 term in the stress-
energy tensor. The contribution from the M5-branes will be of order Nf
√
λ/N . Eq. (3.1) with
d = 3 and n = 1 will therefore be a reliable effective action in the probe limit.
To use eq. (3.31) for S
(1)
EE we now just need to match parameters of eleven-dimensional super-
gravity to the parameters in eq. (3.1), G, L, and µ1. The AdS4 radius L appears in eq. (3.52).
Dimensionally reducing on S7/Zk and using eq. (3.52), for G and µ1 we find
1
16piG
=
(2L)7vol(S7/Zk)
2κ211
=
N2
12pi
√
2λ
1
L2
, µ1 = (16piG)NfTM5(2L)
3vol(S3/Zk) = 3
√
2λ
Nf
N
1
L
.
(3.55)
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Plugging d = 3, n = 1, and the above values of G, L, and µ1 into eq. (3.31), and performing the
integration for vol(H1), we find
S
(1)
EE =
1
2
NfN ln
(
2R
ε
)
+O (ε2/R2) . (3.56)
As mentioned below eq. (2.1), for a CFT in even d, with a spherical Σ the EE includes a ln (2R/ε)
term whose coefficient sL is universal and proportional to the a-type central charge. In particular,
if d = 2 then sL = c2/3. Eq. (3.56) takes the form in eq. (2.1) with d = 2, allowing us to identify a
“central charge” c
(1)
2 associated with the defect hypermultiplets,
c
(1)
2 =
3
2
NfN, (3.57)
which is precisely 1/4 the central charge of NfN free hypermultiplets in d = 2.
We must be careful by what we mean by a “central charge,” however. Consider a CFT on a
curved manifold in d = 2. We can define the central charge c2 from the coefficient of the Ricci
scalar in the trace anomaly, as in eq. (3.41). Now consider a CFT on a curved manifold in d = 3,
with an n = 1 defect along some spatial curve. We can define a Ricci scalar from the induced
metric on the curve. We can also define an extrinsic curvature tensor Kµν , with trace K. The
trace anomaly will receive no contribution from the CFT in d = 3 but may receive contributions
from the defect. Indeed, in general the trace anomaly will be a delta-function at the defect times
a linear combination of three things: the induced metric’s Ricci scalar, KµνK
µν , and K2. We can
thus define three central charges from the coefficients of these three terms, although Wess-Zumino
consistency conditions may fix some in terms of the others. The central charge c
(1)
2 in eq. (3.57) is
presumably a linear combination of these three central charges. Exactly which linear combination
is an important question that we will leave for future research.
3.2.4 ABJM Theory with Codimension-Two SUSY Flavor
In M-theory consider N M2-branes sitting at the fixed point of an R8/Zk orbifold and intersecting
Nf M2-branes in (0 + 1) dimensions. We will denote the latter as M2
′-branes to distinguish them
from the N M2-branes. At low energy the M2-brane worldvolume theory is the ABJM theory
coupled to Nf (0 + 1)-dimensional flavor fields preserving four real supercharges of SUSY when
k > 2, which is enhanced to eight when k = 1, 2 [82].
In the M-theory and probe limits the Nf codimension-two flavor fields are dual to Nf M2
′-branes
extended along AdS2 × S1 inside AdS4 × S7/Zk [82]. The dimensionless parameter controlling the
back-reaction of the M2′-branes is, using eqs. (3.52) and (3.53),
κ211Nf TM2 L
−6 = (2pi)4
4
k
Nf
N
. (3.58)
The M2′-branes source the metric and three-form. When the M2′-branes back-react the leading
corrections to these fields will be of order Nf/(Nk). The M2
′-branes source different components
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of the three-form than the M2-branes source, however. The order Nf/(Nk) correction to the three
form will thus produce an order N2f /(Nk)
2 term in the stress-energy tensor, while the contribution
of the M2′-branes will be of order Nf/(Nk). Eq. (3.1) with d = 2 and n = 2 will therefore be a
reliable effective action in the probe limit.
To use eq. (3.31) for S
(1)
EE we now just need to match the parameters of eleven-dimensional
supergravity to the parameters in eq. (3.1), G, L, and µ2. For G and L the matching is identical to
the previous case, eqs. (3.55) and (3.52), respectively. Dimensionally reducing on S7/Zk and using
eqs. (3.55) and (3.52), for µ2 we find
µ2 = (16piG)NfT2(2L)vol(S1) = 12pi
Nf
N
. (3.59)
Plugging d = 3, n = 2, and the above values of G, L, and µ2 into eq. (3.31), and using vol(H0) = 1,
we find
S
(1)
EE =
pi√
2λ
NfN. (3.60)
When d = 3 a codimension-two defect is an impurity. In ref. [83] a lattice of these probe
M2′-brane impurities was used to model a Kondo lattice similar to those in heavy fermion com-
pounds. Remarkably, the M2′-branes gave rise to an electrical resistivity linear in T , characteristic
of “strange metals” such as the heavy fermion compounds. We can thus interpret eq. (3.60) as an
impurity entropy analogous to that in the Kondo effect. As mentioned in section 1, when d = 2
the impurity entropy is strictly non-increasing along an RG flow. Whether the same is true in the
system here is an important question that we will leave for future research.
3.2.5 ABJM Theory with Codimension-Zero SUSY Flavor
In this final example we present a case where our method does not work. By studying why, we
learn some valuable and quite general lessons about the role of boundary terms in our method.
In M-theory consider N M2-branes sitting at the fixed point of an R8/Zk orbifold. We can
introduce KK monopoles transverse to the M2-branes in such a way as to deform the orbifold
singularity and change the M2-brane worldvolume theory. We will consider a particular orientation
of Nf KK monopoles, discussed in detail in ref. [84], that gives rise to the ABJM theory coupled
to Nf (2 + 1)-dimensional hypermultiplet flavor fields preserving N = 3 SUSY when k > 2, which
is enhanced to N = 4 SUSY when k = 1, 2. We can split the Nf flavor fields between the two
gauge groups in U(N)k × U(N)−k as Nf = N1 + N2, with N1 and N2 fields in the fundamental
representation of U(N)k and U(N)−k, respectively. As shown in refs. [84,85] and references therein,
these flavor fields preserve superconformal symmetry for any N , k, and Nf .
In the M-theory limit, N  Nf +k and N  (Nf + k)5, the ABJM theory with Nf codimension-
zero hypermultiplets is dual to eleven-dimensional supergravity on AdS4 ×M7, where M7 is a
seven-dimensional manifold whose detailed properties are discussed in refs. [84, 85]. Here we only
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need to know two properties of M7: the volume of M7 is
vol(M7) = vol(S7) Nf + 2k
2(Nf + k)2
, (3.61)
and if Nf = 0 then M7 = S7/Zk. The AdS4 radius L and (3 + 1)-dimensional Newton constant G
are then given by
L6 =
pi6
6
N
vol(M7) l
6
P ,
1
16piG
=
(2L)7vol(M7)
2κ211
=
pi
12
N3/2√
6 vol(M7)
1
L2
. (3.62)
Using eq. (3.62), we can compute SEE for any Nf , not just the probe contribution S
(1)
EE: plugging
eq. (3.62) into the result for SEE in AdS4, eq. (2.22) with d = 3, we find
SEE =
L2
4G
vol(H2) =
2pi3
3
N3/2√
6vol(M7)
(
R
ε
− 1
)
. (3.63)
Eq. (3.63) is valid not only in the M-theory limit but also in the type IIA limit, (k + Nf )
5 
N  k + Nf , and in the type IIA limit combined with the probe limit Nf  N and Nf  k. In
particular, in the type IIA and probe limits we obtain S
(1)
EE from eq. (3.63) by expanding vol(M7)
in Nf to linear order,
S
(1)
EE =
pi
2
√
2
√
λNfN
(
R
ε
− 1
)
. (3.64)
Can we obtain the S
(1)
EE in eq. (3.64) directly from the probe brane action, using eq. (3.31)? In
the type IIA and probe limits, the string parameters gs and α
′, and the AdS4 radius LIIA, are fixed
in terms of the parameters of the AdS4 × S7/Zk M-theory solution as [81]
g2s =
(2L)3
k3 l3P
, α′ = l2P , L
2
IIA =
(2L)3
4 k lP
. (3.65)
In the type IIA and probe limits, the Nf hypermultiplets are dual to Nf probe D6-branes extended
along AdS4 × RP3 inside AdS4 × CP3, where the split Nf = N1 + N2 is encoded in D6-brane
worldvolume Wilson loops valued in pi1(RP3) = Z2 [84–86]. The dimensionless parameter that
controls the back-reaction of the D6-branes is, using κ210 from eqs. (3.44), TD6 from eq. (3.45), and
eq. (3.65),
κ210Nf TD6 L
−1
IIA = 2piλ
Nf
N
. (3.66)
If we attempt the two steps to justify using eq. (3.31) in this case, then we fail in the first step:
in the type IIA and probe limits, we find that eq. (3.1) with d = 3 and n = 0 is not a reliable
effective action. The D6-branes source the metric and dilaton and are a magnetic source for the
RR two-form. When the D6-branes back-react the leading correction to each of these fields will be
of order λNf/N . The key observation is that the background already has k units of RR two-form
flux on the CP1 ⊂ CP3, and the D6-branes source components of the RR two-form parallel to those
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of the background. The Einstein-frame stress-energy tensor will thus receive two contributions at
order λNf/N : one from the D6-branes, and another from the square of the RR two-form, namely
from a cross-term involving the product of the background value and the order λNf/N correction.
Eq. (3.1) is thus not a reliable effective action in the probe limit, and as a result so our method for
computing S
(1)
EE is not guaranteed to work.
Indeed, if we na¨ıvely apply our result eq. (3.31) in this case, then we find the wrong result for
S
(1)
EE, as we will now explicitly demonstrate. If eq. (3.1) were the correct effective action for this
system in the probe limit, then we would need to match the parameters of type IIA supergravity
to those in eq. (3.1). Dimensionally reducing on CP3 and using κ210 from eq. (3.44), TD6 from
eq. (3.45), and eq. (3.65), along with vol(CP3) = pi3/3! and vol(RP3) = pi2, we find
1
16piG
=
(2LIIA)
6vol(CP3)
2κ210
=
1
12pi
√
2
N2√
λ
1
L2IIA
, (3.67a)
µ0 = (16piG)NfTD6(2LIIA)
3vol(RP3) = 3λ
Nf
N
1
L2IIA
. (3.67b)
Plugging d = 3 and n = 0 and the above values of G, LIIA, and µ0 into eq. (3.31), and performing
the integration for vol(H2), we find
S
(1)
EE =
pi
3
√
2
√
λNfN
(
R
ε
− 1
)
, (3.68)
which is clearly incorrect, being 2/3 of the correct result in eq. (3.64).
Suppose that instead of using any effective action, we attempted to compute S
(1)
EE directly in
supergravity, in either the M-theory or type IIA limit. The ABJM theory with codimension-zero
hypermultiplets is a CFT for any N , k, and Nf [84,85], and correspondingly the back-reaction of the
D6-branes or KK monopoles preserves AdS4. We can therefore use our mapping of EE to thermal
entropy in hyperbolic space: to compute S
(1)
EE we could compute the order µ0L
2 contribution to
the Bekenstein-Hawking entropy of a hyperbolic black brane, S(1), in a fully back-reacted AdS4
supergravity solution. As discussed below eq. (3.20), the only contributions to the on-shell gravity
action at order µ0L
2, and hence to S(1), come from the brane action evaluated on the undeformed
background and from boundary terms. The fact that S
(1)
EE computed directly from the brane action,
eq. (3.68), is only 2/3 of the correct result, eq. (3.64), indicates that the contributions from the
boundary terms must in fact be non-vanishing, and indeed must contribute the remaining 1/3 of
the correct result. In the type IIA limit, using arguments similar to those below eq. (3.20), we
find that the boundary term involving the metric vanishes. The only non-vanishing boundary term
therefore involves the RR two-form, which must produce the missing 1/3 of the correct result.
The RR two-form’s contribution to S
(1)
EE must be the same whether we use our mapping of EE to
a thermal entropy on hyperbolic space or we use RT’s prescription. In the latter case, however, the
RR two-form’s contribution is not a boundary term, but a bulk term: the RR two-form makes an
order µ0L
2
IIA contribution to the Einstein-frame stress-energy tensor, as mentioned above, which
46
must eventually produce an order µ0L
2
IIA correction to Amin. From the previous paragraph we can
infer that in RT’s prescription the RR two-form’s bulk contribution ultimately produces exactly
1/3 of the final result in eq. (3.64).
The general lesson of this subsection is: to guarantee that our method will work in a top-down
system, not only do we need the order µnL
2−n back-reaction of the brane to preserve SO(2, d−n)×
SO(n) isometry, but also we need all boundary terms involving order µnL
2−n corrections to bulk
fields to vanish, so that the only contribution to the on-shell bulk action at order µnL
2−n is from
Sbrane. When the bulk gravity theory is described to order µnL
2−n by eq. (3.1), that is indeed the
case, as we explained below eq. (3.20). If the bulk gravity theory is not described by eq. (3.1), then
we must show that the boundary terms involving order µnL
2−n corrections to bulk fields vanish
before applying our method.
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A Global Minimization of the Area Functional
In this appendix, we provide short proofs that each of the surfaces in eqs. (2.19) and (2.49) produces
the global minimum of the area functional A in their respective background geometries.
We begin with pure AdSd+1, with the metric in eq. (2.17). Our goal is to prove that among
surfaces that extremize the A in eq. (2.18) and that approach a sphere of radius R at the AdSd+1
boundary, the extremal surface in eq. (2.19), z2 + r2 = R2, produces the global minimum of A.
In the quadrant spanned by z and r, let us switch to polar coordinates ζ and ϕ,
z = ζ sinϕ , r = ζ cosϕ,
where ζ ∈ [0,∞) and ϕ ∈ [0, pi/2]. We will assume that the minimal area surface is simply-
connected, tracing a curve that we parameterize as ζ(ϕ). The area functional then becomes
A = Ld−1vol(Sd−2)
∫
dϕ
cotd−2 ϕ
sinϕ
√
1 +
ζ ′(ϕ)2
ζ(ϕ)2
, (A.1)
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r > 0
z > 0 ζ1(ϕ) ϕ0
ζ2(ϕ)
r = Rr = 0
z = 0
Figure 2: A schematic representation of the two classes of solutions appearing in our proof that
for surfaces in AdSd+1 approaching a sphere of radius R at the boundary, eq. (2.19) produces the
global minimum of the area functional A. The solutions are curves parameterized in terms of their
radius ζ as a function of the angular coordinate ϕ ∈ [0, pi/2] in the quadrant spanned by r and z.
The first class of solutions, of which the heavy-dashed curve ζ1(ϕ) is a representative, are valued
on the domain [0, pi/2]. In the second class, of which the dotted curve ζ2(ϕ) is a representative,
ζ(ϕ) → ∞ at some angle ϕ0 ∈ (0, pi/2), denoted by the thin-dashed line. The solution producing
the global minimum of A is in the first class, and is simply the constant function ζ(ϕ) = R.
where the range of ϕ integration depends on the endpoints of the curve ζ(ϕ). For the curve to
describe a sphere of radius R at the AdSd+1 boundary, we demand that one and only one endpoint
sits at z = 0, that is, on the r axis, at r = R. In other words we only consider curves that reach
ϕ = 0, such that as ϕ → 0 the curve is single-valued and approaches R.5 We can place the other
endpoint of the curve in only two places, as shown in fig. 2. One option is to place the other endpoint
on the z axis, at finite, non-zero z, meaning ζ(ϕ) reaches a finite, non-zero value at ϕ = pi/2. In
that case, the solution with minimal area is easy to find. In the integrand of eq. (A.1), the factor
under the square root is a sum of squares, and attains a global minimum only when ζ ′(ϕ)/ζ(ϕ) = 0
for all ϕ. The only such solution obeying limϕ→0 ζ(ϕ) = R is the constant solution ζ(ϕ) = R. The
second option is to place the other endpoint at infinity: ζ(ϕ)→∞ at some angle ϕ0 ∈ (0, pi/2]. In
that case, ζ ′(ϕ)/ζ(ϕ) must diverge at ϕ0 also: ζ(ϕ) = exp
∫
dϕ ζ ′(ϕ)/ζ(ϕ) diverges at ϕ0 if and only
if ζ ′(ϕ)/ζ(ϕ) diverges there. As a result, near the ϕ0 endpoint, the integral in eq. (A.1) approaches∫
dϕ|ζ ′(ϕ)/ζ(ϕ)| = ln ζ(ϕ), which diverges at ϕ0 by assumption. The unique solution with minimal
area is thus ζ(ϕ) = R, or equivalently z2 + r2 = R2, which completes our proof.
We now turn to the metrics of the form in eq. (2.35), which are the backgrounds for gravity
theories dual to BCFTs or DCFTs. Here we consider BCFTs and DCFTs in which the defect or
5For all such solutions A diverges due to the (cotϕ)d−2/(sinϕ) factor in eq. (A.1). As above, we regulate the
divergence by introducing a cutoff z = ε, or equivalently ϕ ≈ ε/R+O (ε2/R2).
48
boundary is extended in at least one spatial directions. The cases of point-like boundaries or defects
are discussed at the end of section 2.2.2. Our goal is to prove that among surfaces that extremize
the area functional A in eq. (2.37) and approach a (hemi-)sphere of radius R centered on the defect
or boundary, the extremal surface Z2 + r2|| = R
2, with Z and r‖ defined in eq. (2.49), produces the
global minimum of A.
In the quadrant spanned by Z and r‖, let us switch to polar coordinates ζ and ϕ,
Z = ζ sinϕ, r|| = ζ cosϕ,
where ζ ∈ [0,∞) and ϕ ∈ [0, pi/2]. We then choose to parameterize the solution as ζ(ϕ, x), which
we assume is simply-connected. The area functional is then
A = vol(Sn−1)vol(Sd−n−2)Ld−1
∫
dxdϕA(x)d−n−1B(x)n−1
cotd−n−2 ϕ
sinϕ
√
1 +
(∂ϕζ)2
ζ2
+
A(x)2
sin2 ϕ
(∂xζ)2
ζ2
,
(A.2)
where the ranges of the x and ϕ integrations depend on ζ(ϕ, x)’s boundary conditions. For the
solution to describe a sphere of radius R in the field theory, we demand that ζ(ϕ, x) is single-valued
and approaches R as either ϕ→ 0 at any finite x or as |x| → ∞ at any fixed ϕ. The surface then
has only two options. First, the surface can extend all the way to ϕ = pi/2 and the other boundary
of x. In that case, the minimal area surface is easy to find. In the integrand of eq. (A.2), the factor
under the square root is a sum of squares, and attains a global minimum if and only if (∂ϕζ)
2/ζ2 = 0
and simulateously (∂xζ)
2/ζ2 = 0. The only such solution obeying the boundary conditions is the
constant solution ζ(ϕ, x) = R. The second option is for ζ(ϕ, x) → ∞ along some curve in the
space of ϕ and x. That curve then determines the endpoints of integration in eq. (A.2). For such
solutions, (∂xζ)
2/ζ2 must diverge at any fixed ϕ on the curve, and (∂ϕζ)
2/ζ2 must diverge at any
fixed x on the curve. As a result, A will diverge at the corresponding endpoints of integration. The
unique solution with minimal area is therefore ζ(ϕ, x) = R or equivalently Z2 + r2‖ = R
2, which
completes our proof.
B Cutoffs in the Holographic Duals of BCFTs and DCFTs
In this appendix we explain how to implement the Poincare´-patch cutoff z = ε for the minimal area
integral Amin in eq. (2.39) in the holographic duals of BCFTs and DCFTs, which have metrics of
the form in eq. (2.35).
We begin by changing coordinates: in any asymptotically locally AdSd+1 region we can write
the metric in eq. (2.35) in Fefferman-Graham (FG) form,
g = L2
[
dz2
z2
+
1
z2
(
g(0)µν (x)dx
µdxν + z g(1)µν (x)dx
µdxν + . . .
)]
, (B.1)
where the dots indicate an expansion in powers of z at small z.6 The symmetries of the BCFT or
6In many cases, for example when the metric is the only non-trivial bulk field, only even powers of z appear in the
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DCFT restrict the FG expansion of the metric in eq. (2.35) to be [47,87]
g = L2
dz2
z2
+
L2
z2
[
f1
(
z
r⊥
)
(−dt2 + dr2|| + r2||gSd−n−2) + f2
(
z
r⊥
)
dr2⊥ + f3
(
z
r⊥
)
r2⊥gSn−1
]
, (B.2)
where in particular f1, f2 and f3 depend only on z/r⊥ because of dilatation invariance. Moreover,
because g is asymptotically locally AdSd+1, limz→0 f1
(
z
r⊥
)
= 1, and similarly for f2 and f3. For
the dual of a DCFT with n = 1, the explicit change of coordinates that puts the metric of eq. (2.35)
into the FG form of eq. (B.2) in any asymptotically locally AdSd+1 region is [47,87],
z = Z exp
(
∓
∫ x
±∞
dx′
√
1− 1
A(x′)2
)
, r⊥ = Z exp
(
∓
∫ x
±∞
dx′
A(x′)
1√
A(x′)2 − 1
)
, (B.3)
where x′ is a dummy variable. The ± encodes the fact that for a DCFT with n = 1, the dual
geometry has two locally asymptotically AdSd+1 regions far away from the defect. For the dual of
a BCFT or a DCFT with n > 1, which has only one asymptotically locally AdSd+1 region, simply
drop the −∞ endpoints of the x′ integrals in eq. (B.3). Determining f1, f2, and f3 from the metric
in eq. (2.35), which is a function of Z and x, requires inverting eq. (B.3) [47,87].
As mentioned below eq. (2.35), in any asymptotically locally AdSd+1 region, A(x) diverges
exponentially in x, which guarantees that the integrals in eq. (B.3) converge and thus are well-
defined at large |x|. As we move to smaller |x|, however, generically A(x)2 decreases until eventually
A(x)2 < 1 and the square roots in eq. (B.3) become imaginary. At that point the FG expansion
breaks down [47, 87]. (The only exception we know is pure AdSd+1, where A(x) = coshx ≥ 1.)
The breakdown of the FG expansion is easy to understand from eq. (2.31): as |x| decreases, r⊥
decreases, so the expansion parameter z/r⊥ grows, and we expect the expansion to break down. In
other words, the expansion breaks down if in the field theory we move too close to the boundary
or defect. We can thus picture the geometries of eq. (2.35) as FG patches in each asymptotically
locally AdSd+1 region, describing physics away from the field theory’s boundary or defect, smoothly
connected to other regions that describe physics near the boundary or defect.
For the dual of a DCFT with n = 1, whenever A(x) ≥ 1 and a FG patch exists, we can implement
the cutoff z = ε by plugging the solution Z(r‖)2 + r2‖ = R
2 into eq. (B.3),
ε =
√
R2 − r2‖ exp
(
∓
∫ x(r‖,R)
±∞
dx′
√
1− 1
A(x′)2
)
. (B.4)
For the dual of a BCFT or a DCFT with n > 1, which has only one FG patch, simply drop the −∞
endpoint of the x′ integration in eq. (B.4). Although a solution-dependent cutoff sounds suspicious,
we have introduced an x cutoff that depends on the solution, xε(r‖, R), which we adjust to maintain
the solution-independent cutoff z = ε. An explicit example of such a cutoff surface, for a particular
warp factor A(x), appears in subsection 3.1.2.
FG expansion. As we mentioned in section 2.2.2, the dual of a BCFT or DCFT typically involves non-trivial matter
fields, which can introduce odd powers of z, so we have allowed such odd powers in eq. (B.1).
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The cutoff surface xε(r‖, R) couples the x and r‖ integrations in eqs. (2.38) and (2.39): we first
integrate in x up to xε(r‖, R), and then integrate in r‖ from r‖ = 0 up to r‖ =
√
R2 − ε2. In other
words, those integrals do not actually factorize, as we claimed below eq. (2.38). In the variation of
A in eq. (2.37), any cutoff will only affect boundary terms, however, and not the Euler-Lagrange
equation, so our argument that Z(r‖)2 + r2‖ = R
2 is a solution remains unchanged.
References
[1] I. Affleck, Conformal Field Theory Approach to the Kondo Effect, Acta Phys. Polon. B26
(1995) 1869–1932, [cond-mat/9512099].
[2] V. Schomerus, Lectures on Branes in Curved Backgrounds, Class.Quant.Grav. 19 (2002)
5781–5847, [hep-th/0209241].
[3] J. Cardy, Conformal Invariance and Surface Critical Behavior, Nucl.Phys. B240 (1984)
514–532.
[4] D. McAvity and H. Osborn, Energy Momentum Tensor in Conformal Field Theories Near a
Boundary, Nucl.Phys. B406 (1993) 655–680, [hep-th/9302068].
[5] D. McAvity and H. Osborn, Conformal Field Theories Near a Boundary in General
Dimensions, Nucl.Phys. B455 (1995) 522–576, [cond-mat/9505127].
[6] A. Re´nyi, On Measures of Information and Entropy, in Proceedings of the 4th Berkeley
Symposium on Mathematics, Statistics and Probability, vol. 1, p. 547. University of
California, 1961.
[7] A. Re´nyi, On the Foundations of Information Theory, Rev. Int. Stat. Inst. 33 (1965) 1.
[8] C. Holzhey, F. Larsen, and F. Wilczek, Geometric and Renormalized Rntropy in Conformal
Field Theory, Nucl.Phys. B424 (1994) 443–467, [hep-th/9403108].
[9] H. Casini, M. Huerta, and R. Myers, Towards a Derivation of Holographic Entanglement
Entropy, JHEP 1105 (2011) 036, [arXiv:1102.0440].
[10] A. Zamolodchikov, Irreversibility of the Flux of the Renormalization Group in a 2D Field
Theory, JETP Lett. 43 (1986) 730–732.
[11] Z. Komargodski and A. Schwimmer, On Renormalization Group Flows in Four Dimensions,
JHEP 1112 (2011) 099, [arXiv:1107.3987].
[12] R. Myers and A. Sinha, Seeing a c-theorem with Holography, Phys.Rev. D82 (2010) 046006,
[arXiv:1006.1263].
51
[13] R. Myers and A. Sinha, Holographic c-theorems in Arbitrary Dimensions, JHEP 1101 (2011)
125, [arXiv:1011.5819].
[14] H. Liu and M. Mezei, A Refinement of Entanglement Entropy and the Number of Degrees of
Freedom, JHEP 1304 (2013) 162, [arXiv:1202.2070].
[15] H. Casini and M. Huerta, On the RG Running of the Entanglement Entropy of a Circle,
Phys.Rev. D85 (2012) 125016, [arXiv:1202.5650].
[16] I. Klebanov, T. Nishioka, S. Pufu, and B. Safdi, Is Renormalized Entanglement Entropy
Stationary at RG Fixed Points?, JHEP 1210 (2012) 058, [arXiv:1207.3360].
[17] I. Affleck and A. Ludwig, Universal Non-integer ’Ground State Degeneracy’ in Critical
Quantum Systems, Phys.Rev.Lett. 67 (1991) 161–164.
[18] P. Calabrese and J. Cardy, Entanglement Entropy and Quantum Field Theory, J.Stat.Mech.
0406 (2004) P06002, [hep-th/0405152].
[19] T. Azeyanagi, A. Karch, T. Takayanagi, and E. Thompson, Holographic Calculation of
Boundary Entropy, JHEP 0803 (2008) 054–054, [arXiv:0712.1850].
[20] I. Affleck, N. Laflorencie, and E. Sørensen, Entanglement Entropy in Quantum Impurity
Systems and Systems with Boundaries, Journal of Physics A Mathematical General 42 (Dec.,
2009) 4009, [arXiv:0906.1809].
[21] D. Friedan and A. Konechny, On the Boundary Entropy of One-dimensional Quantum
Systems at Low Temperature, Phys.Rev.Lett. 93 (2004) 030402, [hep-th/0312197].
[22] J. M. Maldacena, The Large N Limit of Superconformal Field Theories and Supergravity,
Adv. Theor. Math. Phys. 2 (1998) 231–252, [hep-th/9711200].
[23] S. Ryu and T. Takayanagi, Holographic Derivation of Entanglement Entropy from AdS/CFT,
Phys.Rev.Lett. 96 (2006) 181602, [hep-th/0603001].
[24] S. Ryu and T. Takayanagi, Aspects of Holographic Entanglement Entropy, JHEP 0608
(2006) 045, [hep-th/0605073].
[25] A. Lewkowycz and J. Maldacena, Generalized Gravitational Entropy, JHEP 1308 (2013) 090,
[arXiv:1304.4926].
[26] T. Hartman, Entanglement Entropy at Large Central Charge, arXiv:1303.6955.
[27] T. Faulkner, The Entanglement Renyi Entropies of Disjoint Intervals in AdS/CFT,
arXiv:1303.7221.
[28] L.-Y. Hung, R. Myers, M. Smolkin, and A. Yale, Holographic Calculations of Re´nyi Entropy,
JHEP 1112 (2011) 047, [arXiv:1110.1084].
52
[29] R. Emparan, AdS / CFT Duals of Topological Black Holes and the Entropy of Zero Energy
States, JHEP 9906 (1999) 036, [hep-th/9906040].
[30] A. Karch and L. Randall, Open and Closed String Interpretation of SUSY CFT’s on Branes
with Boundaries, JHEP 06 (2001) 063, [hep-th/0105132].
[31] O. DeWolfe, D. Freedman, and H. Ooguri, Holography and Defect Conformal Field Theories,
Phys. Rev. D66 (2002) 025009, [hep-th/0111135].
[32] A. Karch and E. Katz, Adding Flavor to AdS/CFT, JHEP 06 (2002) 043, [hep-th/0205236].
[33] N. Constable, J. Erdmenger, Z. Guralnik, and I. Kirsch, Intersecting D3-branes and
Holography, Phys. Rev. D68 (2003) 106007, [hep-th/0211222].
[34] H.-C. Chang and A. Karch, Entanglement Entropy for Probe Branes, arXiv:1307.5325.
[35] S. Yamaguchi, Holographic RG Flow on the Defect and g-theorem, JHEP 0210 (2002) 002,
[hep-th/0207171].
[36] T. Takayanagi, Holographic Dual of BCFT, Phys.Rev.Lett. 107 (2011) 101602,
[arXiv:1105.5165].
[37] M. Fujita, T. Takayanagi, and E. Tonni, Aspects of AdS/BCFT, JHEP 1111 (2011) 043,
[arXiv:1108.5152].
[38] M. Nozaki, T. Takayanagi, and T. Ugajin, Central Charges for BCFTs and Holography,
JHEP 1206 (2012) 066, [arXiv:1205.1573].
[39] D. Galante and R. Myers, Holographic Re´nyi Entropies at Finite Coupling, JHEP 1308
(2013) 063, [arXiv:1305.7191].
[40] T. Barrella, X. Dong, S. Hartnoll, and V. Martin, Holographic Entanglement Beyond
Classical Gravity, arXiv:1306.4682.
[41] T. Faulkner, A. Lewkowycz, and J. Maldacena, Quantum corrections to holographic
entanglement entropy, arXiv:1307.2892.
[42] J. Maldacena and L. Susskind, Cool Horizons for Entangled Black Holes, arXiv:1306.0533.
[43] K. Jensen and A. Karch, The Holographic Dual of an EPR Pair has a Wormhole,
arXiv:1307.1132.
[44] A. Kitaev and J. Preskill, Topological Entanglement Entropy, Phys.Rev.Lett. 96 (2006)
110404, [hep-th/0510092].
[45] M. Levin and X.-G. Wen, Detecting Topological Order in a Ground State Wave Function,
Phys.Rev.Lett. 96 (2006) 110405, [cond-mat/0510613].
53
[46] C. Hoyos-Badajoz, K. Jensen, and A. Karch, A Holographic Fractional Topological Insulator,
Phys.Rev. D82 (2010) 086001, [arXiv:1007.3253].
[47] J. Estes, A. O’Bannon, E. Tsatis, and T. Wrase, Holographic Wilson Loops, Dielectric
Interfaces, and Topological Insulators, Phys.Rev. D87 (2013) 106005, [arXiv:1210.0534].
[48] N. Ogawa, T. Takayanagi, and T. Ugajin, Holographic Fermi Surfaces and Entanglement
Entropy, JHEP 1201 (2012) 125, [arXiv:1111.1023].
[49] L. Huijse, S. Sachdev, and B. Swingle, Hidden Fermi Surfaces in Compressible States of
Gauge-gravity Duality, Phys.Rev. B85 (2012) 035121, [arXiv:1112.0573].
[50] A. Karch, D. T. Son, and A. O. Starinets, Zero Sound from Holography, arXiv:0806.3796.
[51] A. Karch, M. Kulaxizi, and A. Parnachev, Notes on Properties of Holographic Matter, JHEP
11 (2009) 017, [arXiv:0908.3493].
[52] H.-C. Chang and A. Karch, Novel Solutions of Finite-Density D3/D5 Probe Brane System
and Their Implications for Stability, JHEP 1210 (2012) 069, [arXiv:1207.7078].
[53] M. Ammon, K. Jensen, K.-Y. Kim, J. Laia, and A. O’Bannon, Moduli Spaces of Cold
Holographic Matter, JHEP 1211 (2012) 055, [arXiv:1208.3197].
[54] D. Jafferis, I. Klebanov, S. Pufu, and B. Safdi, Towards the F-Theorem: N=2 Field Theories
on the Three-Sphere, JHEP 1106 (2011) 102, [arXiv:1103.1181].
[55] W. Unruh, Notes on Black Hole Evaporation, Phys.Rev. D14 (1976) 870.
[56] A. Belin, A. Maloney, and S. Matsuura, Holographic Phases of Re´nyi Entropies,
arXiv:1306.2640.
[57] E. Witten, Anti-de Sitter Space and Holography, Adv. Theor. Math. Phys. 2 (1998) 253–291,
[hep-th/9802150].
[58] E. Witten, Anti-de Sitter Space, Thermal Phase Transition, and Confinement in Gauge
Theories, Adv. Theor. Math. Phys. 2 (1998) 505–532, [hep-th/9803131].
[59] O. Aharony, O. DeWolfe, D. Freedman, and A. Karch, Defect Conformal Field Theory and
Locally Localized Gravity, JHEP 0307 (2003) 030, [hep-th/0303249].
[60] D. Bak, M. Gutperle, and S. Hirano, A Dilatonic Deformation of AdS(5) and Its Field
Theory Dual, JHEP 0305 (2003) 072, [hep-th/0304129].
[61] A. Clark and A. Karch, Super Janus, JHEP 0510 (2005) 094, [hep-th/0506265].
[62] E. D’Hoker, J. Estes, and M. Gutperle, Exact Half-BPS Type IIB Interface Solutions. I.
Local Solution and Supersymmetric Janus, JHEP 0706 (2007) 021, [arXiv:0705.0022].
54
[63] E. D’Hoker, J. Estes, and M. Gutperle, Exact Half-BPS Type IIB Interface Solutions II: Flux
Solutions and Multi-Janus, JHEP 06 (2007) 022, [arXiv:0705.0024].
[64] E. D’Hoker, J. Estes, M. Gutperle, and D. Krym, Janus Solutions in M-theory, JHEP 0906
(2009) 018, [arXiv:0904.3313].
[65] M. Chiodaroli, M. Gutperle, and D. Krym, Half-BPS Solutions Locally Asymptotic to AdS(3)
x S**3 and Interface Conformal Field Theories, JHEP 1002 (2010) 066, [arXiv:0910.0466].
[66] M. Chiodaroli, E. D’Hoker, and M. Gutperle, Simple Holographic Duals to Boundary CFTs,
JHEP 1202 (2012) 005, [arXiv:1111.6912].
[67] L. Berdichevsky and B. Dahan, Local Gravitational Solutions Dual to M2-branes Intersecting
and/or Ending on M5-branes, arXiv:1304.4389.
[68] A. Karch, A. O’Bannon, and E. Thompson, The Stress-Energy Tensor of Flavor Fields from
AdS/CFT, JHEP 04 (2009) 021, [arXiv:0812.3629].
[69] D. Mateos, R. Myers, and R. Thomson, Holographic Viscosity of Fundamental Matter,
Phys.Rev.Lett. 98 (2007) 101601, [hep-th/0610184].
[70] F. Bigazzi, A. Cotrone, J. Mas, A. Paredes, A. Ramallo, and J. Tarrio, D3-D7 Quark-Gluon
Plasmas, JHEP 0911 (2009) 117, [arXiv:0909.2865].
[71] M. Henningson and K. Skenderis, Holography and the Weyl Anomaly, Fortsch.Phys. 48
(2000) 125–128, [hep-th/9812032].
[72] V. Balasubramanian and P. Kraus, A Stress Tensor for Anti-de Sitter Gravity, Commun.
Math. Phys. 208 (1999) 413–428, [hep-th/9902121].
[73] K. Skenderis, Lecture Notes on Holographic Renormalization, Class. Quant. Grav. 19 (2002)
5849–5876, [hep-th/0209067].
[74] A. Karch, A. O’Bannon, and K. Skenderis, Holographic Renormalization of Probe D-branes
in AdS/CFT, JHEP 04 (2006) 015, [hep-th/0512125].
[75] E. Perlmutter, A Universal Feature of CFT Re´nyi Entropy, arXiv:1308.1083.
[76] L.-Y. Hung, R. Myers, and M. Smolkin, Twist Operators in Higher Dimensions, . in
preparation.
[77] G. Gibbons and K. Hashimoto, Nonlinear Electrodynamics in Curved Backgrounds, JHEP
0009 (2000) 013, [hep-th/0007019].
[78] D. Anselmi, D. Freedman, M. T. Grisaru, and A. Johansen, Nonperturbative formulas for
central functions of supersymmetric gauge theories, Nucl.Phys. B526 (1998) 543–571,
[hep-th/9708042].
55
[79] K. A. Intriligator and B. Wecht, The Exact Superconformal R Symmetry Maximizes a,
Nucl.Phys. B667 (2003) 183–200, [hep-th/0304128].
[80] J. Erdmenger, Z. Guralnik, and I. Kirsch, Four-Dimensional Superconformal Theories with
Interacting Boundaries or Defects, Phys. Rev. D66 (2002) 025020, [hep-th/0203020].
[81] O. Aharony, O. Bergman, D. Jafferis, and J. Maldacena, N=6 Superconformal
Chern-Simons-matter Theories, M2-branes and Their Gravity Duals, JHEP 0810 (2008) 091,
[arXiv:0806.1218].
[82] M. Ammon, J. Erdmenger, R. Meyer, A. O’Bannon, and T. Wrase, Adding Flavor to
AdS(4)/CFT(3), JHEP 0911 (2009) 125, [arXiv:0909.3845].
[83] K. Jensen, S. Kachru, A. Karch, J. Polchinski, and E. Silverstein, Towards a Holographic
Marginal Fermi Liquid, Phys.Rev. D84 (2011) 126002, [arXiv:1105.1772].
[84] D. Gaiotto and D. Jafferis, Notes on Adding D6 Branes Wrapping RP 3 in AdS4 × CP3,
JHEP 1211 (2012) 015, [arXiv:0903.2175].
[85] S. Hohenegger and I. Kirsch, A Note on the Holography of Chern-Simons Matter Theories
with Flavour, JHEP 0904 (2009) 129, [arXiv:0903.1730].
[86] Y. Hikida, W. Li, and T. Takayanagi, ABJM with Flavors and FQHE, JHEP 0907 (2009)
065, [arXiv:0903.2194].
[87] I. Papadimitriou and K. Skenderis, Correlation Functions in Holographic RG Flows, JHEP
0410 (2004) 075, [hep-th/0407071].
56
