In this paper we discuss a bistatic inverse scattering problem for Maxwell's equations. We show that both the electric permittivity and magnetic permeability can be uniquely recovered from the knowledge of S(s,,Ј) for all sR and special pairs of orthonormal vectors (,Ј) provided that they are close to constants, where S(s,,Ј) is the scattering kernel associated with Maxwell's equations. In other words, in this scattering experiment, measurements are made on a set of a priori arranged pairs of incoming and reflected directions.
I. INTRODUCTION AND STATEMENT OF THE MAIN RESULT
This paper is to investigate a special type of inverse scattering problem for Maxwell's equations. Let E(x,t) and H(x,t) denote the electric and magnetic fields, respectively. The propagation of electromagnetic waves in an inhomogeneous medium is described by Maxwell's equations, i.e., both ⑀(x) and (x). A natural question arises: can one recover both parameters by knowing S(s,,Ј) for sR and a set of pairs of (,Ј) with Ј Ϫ ͑not arbitrary and Ј)? We call this the bistatic inverse scattering problem. The term ''bistatic'' is commonly used in Radar community when transmitters and receivers are separate ͑see Ref. 4͒ . On the other hand, the backscattering problem is called monostatic due to the fact that transmitters and receivers are located at the same positions. This article is devoted to solve this bistatic inverse problem for electromagnetic waves. It turns out one can show that both medium parameters ⑀(x) and (x) can be uniquely determined by S(s,,Ј) for sR and special pairs of (,Ј) with ЌЈ provided that they are a priori close to constants. Before stating our main result, we want to clearly describe the acquisition geometry, i.e., how and Ј are arranged. First of all, assume that S 2 is chosen. In the following, we will use the spherical coordinates with respect to , i.e., let and other two unit vectors be mutually orthogonal with being the z-axis. Let 0Ͻ␦Ͻ/4 be a sufficiently small constant and ⌫ ␦ ()ϭ͕(sin()cos(),sin()sin(),cos())S 2 :0рр,0 рр2, /4,3/4, and ␦ϽϽϪ␦͖, then we set ͑͒ϭ͑sin͑Ϫ/4͒cos͑͒,sin͑Ϫ/4͒sin͑͒,cos͑Ϫ/4͒͒ ͑1.4͒
and Ј͑͒ϭ͑sin͑ϩ/4͒cos͑͒,sin͑ϩ/4͒sin͑͒,cos͑ϩ/4͒͒. ͑1.5͒
The reason for taking out ϭ/4,3/4 in ⌫ ␦ () is that we want to avoid the case in which one ͑or Ј) will infinitely match the number of Ј's ͑or 's͒. It should be noted that () and Ј() depend smoothly on ⌫ ␦ () and ϩЈϭ&, ЌЈ.
Finally, we let Aϭ͕(,Ј)S 2 ϫS 2 :,Ј are defined by ͑1.4͒, ͑1.5͒ for all ⌫ ␦ (e 1 )ഫ⌫ ␦ (e 2 )͖, where e 1 ϭ(1,0,0) and e 2 ϭ(0,1,0). Now the main result of this article is stated as follows.
Main Theorem: Assume that 
and S 1 (s,,ϪЈ)ϭS 2 (s,,ϪЈ) for all sR and (,Ј)A, then we have that ⑀ 1 (x)ϭ⑀ 2 (x) and 1 (x)ϭ 2 (x).
Here it is necessary to comment on the choices of and Ј. In fact, for a given incoming direction , it suffices to measure at most two reflected directions Ј's which are perpendicular to . Therefore, intuitively, the amount of information we need to solve this bistatic problem is ''slightly'' larger than that of the monostatic ͑backscattering͒ problem. However, according to the design of acquisition geometry A, the data we collect for the bistatic problem depends on three variables, i.e., S 2 and sR. Therefore, formally, it is ''equivalent'' to the monostatic problem in the sense that both data depend on the same number of variables. Also, it should be noted that this bistatic inverse scattering problem is clearly not equivalent to the inverse scattering problem at a fixed energy because the latter requires the knowledge of all incoming and reflected directions. The main idea in solving the bistatic inverse scattering problem originates from the propagation property of electromagnetic waves in free space where the direction of propagation, E and H are mutually orthogonal. Different types of inverse problems for electromagnetic waves have been extensively studied recently. The interested reader is referred to the monograph 5 and references therein.
In Sec. II, we will review the Lax-Phillips scattering theory for the inhomogeneous Maxwell's equations ͑1.1͒ and ͑1.2͒ and derive a useful identity which plays a key role in the proof of main theorem. In Sec. III, we discuss the construction of scattering solutions for ͑1.1͒ and ͑1.2͒ ͑defined in Sec. II͒ by using techniques from the geometrical optics. Finally, the proof of main theorem is thoroughly explained in Sec. IV. Throughout this paper, C is a general constant. Its value may vary from line to line. where I is the 3ϫ3 identity matrix. Now the scattering kernel is defined by S(s,,Ј). Next we will derive a formula for S 1 ϪS 2 , where S i is the scattering kernel related to (⑀ i , i ), iϭ1,2. Let E(t,x,) and H(t,x,) be two 3ϫ3 matrix-valued distributions satisfying the following matrix equations:
II. SCATTERING THEORY AND THE MAIN IDENTITY
with the behavior at tӶ0,
͑2.2͒
where P(ٌ) is a matrix differential operator defined by 
where A t denotes the transpose of the matrix A. The integral (2.3) is interpreted in the distributional sense.
Since q ⑀ ª⑀ 1 Ϫ⑀ 2 and q ª 1 Ϫ 2 are compactly supported, if S 1 (s,,ϪЈ) ϭS 2 (s,,ϪЈ) for all sR and for any (,Ј)S 2 ϫS 2 , then we have from ͑2.3͒ that 
where (E i ,H i ) is the scattering solution of Maxwell's equations ͑1.1͒, ͑1.2͒ associated with (⑀ i , i ),iϭ1,2 ͑for iϭ2, is replaced by Ј). The identity ͑2.6͒ will be used subsequently to prove the main theorem.
To motivate our approach, we consider the formal linearization of ͑2.6͒. In other words, we take ( for all ⌫ ␦ (). Hence, it follows from ͑2.7͒ that
for all sR and ⌫ ␦ (). Applying the Fourier transform on ͑2.11͒ with respect to s, we get that
whereˆis the Fourier transform in xR 3 . Now choosing ϭe 1 and ϭe 2 in ͑2.12͒, respectively, we conclude that
Let ␦Ͼ0 is sufficiently small such that
where Mϭ͕S 2 :ang(,e i )ϭ/4 or ang(,e i )ϭ3/4,iϭ1,2͖ is a measure zero set. Here ang(u,v) denotes the angle between two unit vectors u and v. Therefore, combining ͑2.13͒ and ͑2.14͒ yields q ⑀ ͑ ͒ϭ0 a.e.
͑2.15͒
Since q ⑀ is compactly supported, ͑2.15͒ implies that q ⑀ ϭ0, i.e. ⑀ 1 ϭ⑀ 2 .
To get 1 ϭ 2 , i.e., q ϭ0, we take p() to be the unit normal vector to the plane spanned by ͑͒ and Ј(). With this choice of p, we observe that
for all ⌫ ␦ (). Following the same procedures as above, we can conclude that q ()ϭ0 a.e. and hence q ϭ0.
III. SCATTERING SOLUTIONS
In this section we would like to derive the scattering solution ͑E, H͒ of Maxwell's equations in a form of progressing waves expansion with remainders. That is, let ͑E, H͒ satisfy
then ͑E, H͒ can be expressed as
and
where h k (s)ϭs ϩ k /k! for kу0 and h Ϫ1 (s)ϭ␦(s). Notice that the divergence-free condition ͑1.2͒ is redundant for the scattering solution since this condition is satisfied at tӶ0. It is well-known that the phase function (x,) will satisfy the eikonal equation, 
with the following estimates:
and 
IV. PROOF OF MAIN THEOREM
In this section we will use the identity ͑2.6͒ to prove the main theorem. To begin with, let us choose an appropriate cut-off function. Let ()C ϱ (S
where O ␦ ()ϭ͕S 2 :ang(,)Ͻ␦ or ang(,Ϫ)Ͻ␦͖. Let supp be given and (),Ј()S 2 be defined in ͑1.4͒, ͑1.5͒, respectively. As noted before, ͑͒ and Ј() are smooth functions of supp . Actually, we need to exclude a measure zero set from supp when we consider supp . However, since we are mainly dealing with integrals in this section, we can ignore the effect of this measure zero set. Thus, for simplicity, we will state all following results without explicitly indicating ''a.e.'' Now let pS 2 be a polarization vector and denote ϫpϭ p , Јϫpϭ p Ј , ϫ(ϫp)ϭ p , and Јϫ(Јϫp)ϭ p Ј . In the following, we will take different p's and 's as we did in Sec. II.
First of all, let pϭ, then the scattering solution ͑E, H͒ constructed in Proposition 3.2 satisfies
where all estimates above are valid for supp . Note that the constant C in ͑4.1͒-͑4.4͒ may depend on ␦, but it is a fixed constant as long as ␦ is fixed. Denote (E 1 ,H 1 ) and (E 2 ,H 2 ) the scattering solutions described above associate with (⑀ 1 , 1 ) and (⑀ 2 , 2 ), respectively. Let us set (x,)ϭ 1 (x,())ϩ 2 (x,Ј()), (E 1 ,H 1 )(t,x,(),p())ϭ(E 1 ,H 1 )(t,x,), and (E 2 ,H 2 )(t,x,Ј(),p())ϭ(E 2 ,H 2 )(t,x,). Now in view of the Parseval's formula for the Radon transform R, ʈ‫ץ‬ s R f ʈ L 2 (RϫS 2 ) ϭ4ʈ f ʈ L 2 (R 3 ) , we substitute (E i ,H i ), iϭ1,2 into the identity ͑2.6͒, differentiate ͑2.6͒ in s and multiply the new identity by (). Then we get that
͑4.5͒
where
Since q ⑀ vanishes outside of B , the left-hand side of ͑4.5͒ is supported on ͉s͉Ͻ2T, where T is given in Proposition 3.2. Hence, it is also true for the right-hand side of ͑4.5͒. In view of this fact, we will squarely integrate both sides of ͑4.5͒ over the region ͓Ϫ2T,2T͔ϫS
2 . We first look at the left-hand side of ͑4.5͒. Observe that
where a(x,)ϭE 1 (Ϫ1) (x,)•E 2 (Ϫ1) (x,). Since q ⑀ (x) is real-valued, by setting ϭ,Ͼ0, S 2 , the integral in ͑4.7͒ can be rewritten as
Here (), (x,), and a(x,) have been extended to S 2 by defining ()ϭ (/͉͉), (x,)ϭ͉͉(x,/͉͉), and a(x,)ϭa(x,/͉͉) for 0. To state what estimates and a will satisfy, we adopt a notation from Ref. 9 . We say that aϭa(x,)S k m iff there exists a constant CϾ0 such that
The optimal constant in ͑4.9͒ defines a norm in S k m and aϭO() in S k m means that a satisfies ͑4.9͒ with CϭO(). Now it follows from ͑3.5͒ that ͑x,͒ϭ&x•ϩO͑͒ in S 11 1 for supp ͑ ͒, ͑4.10͒
and from the first part of ͑4.1͒ that
Now we want to estimate P a q ⑀ . We can show that Proposition 4.3: Let be sufficiently small, then there exists an -independent constant C Ͼ0 such that
Now we set
where ͑x,y, ͒ϭ 1
It should be noted that for supp (), is homogeneous of degree one in and ϭ ϩO() in S 10 1 . Thus, the equation ϭ(x,y,) can be solved for , when is sufficiently small and supp (), (x,y)B 2 . Moreover, the solution ϭ(x,y,) satisfies ϭϩO() in S 10 1 . By performing a change of coordinates →, we have that 
͑4.12͒
To continue the proof, we recall a result in Ref. 
Now let (x)C ϱ (R 3 ) be a cutoff function with ϭ1 on B and ϭ0 for xR 3 ‫گ‬B 2 , then ͑4.12͒ implies that (y)(ā (x,y,)Ϫ 1 4 2 ())(x) satisfies ͑4.13͒ with M ϭO(). Therefore, let ()ϭ (/&), then we get from Lemma 4.1 that
Now in view of the structure of , this proposition is an easy consequence of ͑4.14͒. ᮀ From Proposition 4.3, it is obvious that
͑4.15͒
We now turn our attention to the right-hand side of ͑4.5͒. Let us first take care of the term T 1 . As before, let b(x,)ϭH 1 (Ϫ1) (x,)•H 2 (Ϫ1) (x,), we can get that By mimicking the proof of Proposition 4.3, we can easily show that
Indeed, combining Lemma 4.1 and the estimate ͑4.16͒ and using the same change of coordinates ͑i.e., →), we can get that
which obviously implies ͑4.17͒. Now the estimate ͑4.17͒ leads to
͑4.18͒
To deal with the term T 2 , we use estimates ͑4.1͒ and ͑4.2͒ and the fact that q ⑀ ,q are compactly supported to derive that
where P 1 is defined in ͑4.8͒ with aϭ1. Using the same techniques as above, we can show that
Therefore, we have that
Finally, we will handle the term T 3 . To this end, we observe that T 3 can be rewritten as
where for ͉s͉Ͻ2T and xB , Thus, in view of ͑4.24͒, we obtain that
͑4.25͒
Next we want to prove the following estimate similar to ͑4.25͒,
To this end, we choose p()S
