Introduction 0.1. Posing the problem. One of the main tools in studying automorphic functions on an adele group G is the pair of mutually adjoint operators, called "Eisenstein series" and "constant term" that connect this space to similar spaces for Levi subgroups.
The goal of this paper is to make several basic observations regarding the analogs of these operators in the geometric context. Let X be an algebraic curve over an algebraically closed field k of characteristic 0, and G a reductive group. Let Bun G be the moduli stack of principal G-bundles on X. Our geometric analog of the space of automorphic functions is the DG category of (not necessarily holonomic) D-modules on Bun G , denoted by D(Bun G ). We refer the reader to Sect. 0.9 for the explanation of what exactly we understand by "DG category of D-modules". Here we just mention that the homotopy category of this DG category is the derived category of D-modules.
Let P be a parabolic in G with Levi quotient M . We have the following fundamental diagram of stacks: (here Eis stands for "Eisenstein" and CT stands for "constant term").
We will address the following questions.
Question 0.2. Can one define the functors Eis ! := p ! • q * : D(Bun M ) → D(Bun G ) and
Question 0.3. Is it true that Eis ! is left adjoint to CT * and CT ! is left adjoint to Eis * ?
The next remarks explain why these questions are nontrivial. Remark 0.5. If f is proper then f ! is always defined and equals f * . If f is smooth then f * is always defined and equals f ! up to a cohomological shift.
Remark 0.6. In diagram (0.1) the morphism p is neither smooth nor proper, and q is smooth 1 but not proper.
0.7. Statement of the results. First, we will show that the functor Eis ! := p * • q ! is welldefined. (More precisely, since q is smooth the functor q * is well-defined, and we will show that p ! is well-defined on the essential image of q * ). We will also show that Eis ! is left adjoint to CT * .
Let us now turn to CT ! . First, we show that the functor CT ! is well-defined. But the situation here is funnier than for Eis ! : the second functor q ! is always well-defined, while the first one, namely p * , is not. However, we will show that their composition is well-defined in a certain sense (see Theorem 2.4, which in Sect. 2.8 will be shown to be applicable to our situation).
The question of adjointness of CT ! and Eis * is trickier: it is not true on the nose that CT ! is the left adjoint of Eis * (in fact, we will see in Sect. 1.4 that the latter does not admit a left adjoint). However, it will be true when we restrict to one connected component of Bun M at a time, which is the first statement of Theorem 1.5. Now we are ready to state the main result of this paper, namely, Theorem 1.5:
Theorem 0.8. The functor CT ! is isomorphic to the functor CT − * , where the superscript "
− " indicates that we are considering instead of P the opposite parabolic P − .
The assertion of this theorem may be viewed as some kind of non-standard functional equation. It does not have an immediate analog in the classical theory of automorphic functions (where one has only one type of pullback operator and one type of pushward).
Theorem 0.8 has an implication as to the relation between the functors Eis ! and Eis * , which will be discussed in a future publication. Here we will only mention that this implication does have a manifestation in the classical theory of automorphic functions.
Here is a corollary of Theorem 0.8. Note that one can introduce two a priori different notions of cuspidality for objects of D(Bun G ): one is being annihilated by the CT * functors (for all parabolics), and another is being annihilated by the CT ! functors (also, for all parabolics). As a result of Theorem 0.8, we obtain that the two notions, in fact, coincide. 0.9. The category D(Y ), where Y is a stack. If S is a scheme of finite type (over k) we denote by D(S) the corresponding DG category of D-modules on it. Its homotopy category is the usual derived category of D-modules on S, but note that we impose no boundedness or coherence conditions, as according to the conventions of [GL:DG], we live in the world of co-complete DG categories.
Let Y be an Artin stack locally of finite type. We define D(Y ) to be the (projective) limit of the categories D(S) over the indexing category of schemes S mapping smoothly to Y . (This category is co-complete as the operation of taking a limit with respect to functors that commute with colimits preserved co-completeness.)
Our main example is Y = Bun H , where H is an algebraic group.
Terminological remarks:
1 In fact, for any surjection of algebraic groups H 1 → H 2 the corresponding map Bun H 1 → Bun H 2 is smooth, which can be seen through the calculation of its differential.
(1) Following the conventions of the higher category theory, we call a morphism between two objects in a DG category an isomorphism if and only if it is such in the homotopy category.
(2) All schemes will be assumed separated and of finite type over k unless specified otherwise.
1. The Statement 1.1. The functor Eis ! .
Consider the diagram (0.1). By Remark 0.6, the map q is smooth, so the functor q * left adjoint to q * is well-defined. We are going to prove: Proposition 1.2. The partially defined left adjoint p ! to p ! is defined on the essential image of the functor q * .
Corollary 1.3. The functor Eis
The proof of Proposition 1.2 given below is based on some results of [BG] . Let us recall them. First, the diagram (0.1) was extended in [BG, Sect. 1 .2] to a diagram
so that p is proper, j is an open embedding, and
Moreover, the following basic fact has been established (see [BG] , Theorem 5.1.5):
The object j ! (k Bun P ) ∈ D( Bun P ) is universally locally acyclic (ULA) with respect to the map q.
Here for a scheme or stack Y , we denote by
Let us recall the definition of the ULA property. First, recall that on D(Y ) there are two tensor products, namely
where ∆ : 
defined in [BG, Subsect. 5.1 .1] is an isomorphism.
Proof of Proposition 1.2. Since p = p • j and the functor p ! = p * is well-defined it suffices to show that j ! •q * (F) is well-defined for every F ∈ D(Bun M ). This follows from the ULA property
1.4. The functor CT ! .
Our next task is to analyze the existence of a left adjoint to the functor Eis * . In fact, this is easy: such a left adjoint does not exist. Indeed, if it did, it would be given by a formula
whenever F is holonomic. On the other hand, a left adjoint functor has to send compact objects to compact ones. However, it is easy to find an object F ∈ D(Bun G ) which is compact and holonomic, but such that q ! • p * (F) is supported on infinitely many connected components of
So we will slightly modify the problem by considering one connected component of Bun M . at a time. Recall that π 0 (Bun M ) = π 1 (M ), where π 1 of an algebraic group is by definition the quotient of the co-weight lattice by the co-root lattice.
Fix µ ∈ π 0 (Bun M ) and let Bun µ M ⊂ Bun M be the corresponding connected component. The functors 
We are now ready to formulate our main result. Let P − be a parabolic opposite to P . We will identify the Levi factors of P and P − via the embedding of M P ∩ P − into either. Let The next theorem will be proved in Sect. 2:
left adjoint to Eis µ * , exists, and is canonically isomorphic to CT µ,− * .
2 For example, we can take F to be any δ-function, i.e., the !-direct image of k under the map pt → Bun G corresponding to any k-point of Bun G . Then q ! • p * (F) will be supported on all those connected components of Bun M , such that our point of Bun G is contained in the image of the corresponding connected component of Bun P under p : Bun P → Bun G .
1.6. Cuspidality. We define the functor CT ! :
However, as we remarked above, this functor is not a left adjoint of Eis * .
Say that an object F ∈ D(Bun G ) is *-cuspidal (resp., !-cuspidal ) if CT * (F) = 0 (resp., CT ! (F) = 0) for all parabolics of G.
From Theorem 1.5 we obtain: Corollary 1.7. The notions of !-and *-cuspidality coincide.
Hence, from now on, we will rename the above property as just cuspidality. Let D(Bun G ) cusp be the full subcategory of D(Bun G ) formed by cuspidal objects. By construction, D(Bun G ) cusp is co-complete (i.e., closed under colimits).
Let D(Bun G ) Eis,! (resp., D(Bun G ) Eis, * ) denote the full subcategory of D(Bun G ) generated by the essential images of the functors Eis ! (resp., Eis * ) for all parabolics. Viewing the notion of cuspidality from the *-perspective, we have:
However, the failure of the left adjunction property mentioned above implies that the inclusion
is not necessarily an equality; at least we do not know whether it is one.
Let us note another essential property of cuspidal objects: Proposition 1.8. There exists an open substack  : U → Bun G such that (i) the intersection of U with each connected component of Bun G is quasi-compact; (ii) for any F ∈ D(Bun G ) cusp , the canonical maps
are isomorphisms.
The proof given below is parallel to the proof of a similar statement in the classical theory of automorphic forms. It is based on the following fact from reduction theory, whose proof is contained in [DrGa1] . Lemma 1.9. One can represent Bun G as a disjoint union of an open substack U satisfying condition (i) from Proposition 1.8 and locally closed substacks V α satisfying the following condition:
For each α there exists a parabolic P α and an open substack U α ⊂ Bun Mα such that
(1) the map p α : Bun Pα → Bun G defines an isomorphism W α ∼ −→V α , where W α ⊂ Bun Pα is the preimage of U α under q α : Bun Pα → Bun Mα ; (2) each fiber of the natural projection W α → U α has only one isomorphism class of geometric points.
Remark 1.10. Let us comment on (2). Let N α denote the unipotent radical of P α . For any P ∈ Bun Mα let (N α ) P denote the group scheme (N α ) P over X (here we regard M α as acting on N α via the embedding M α → P α ). Then the fiber of q α over P ∈ Bun Mα is the stack of (N α ) P -torsors on X. The condition in (2) is that if P ∈ U α then all such torsors are trivial. This implies the following: for any F ∈ D(W α ), the adjunction maps
Proof of Proposition 1.8. Let U and V α be as in Lemma 1.9. Let ı α denote the embedding V α → Bun G . It suffices to show that for any cuspidal F ∈ D(Bun G ) one has
Since the map p α is an isomorphism, the required vanishing assertion holds, as cuspidality means that CT * (F) = 0 and CT ! (F) = 0.
Proof of Theorem 1.5
The proof will, in fact, be very simple: it follows by applying a theorem of T. Braden, [Br] . 
Gm,mon , and the natural map
is an isomorphism.
Hyperbolic restrictions.
Let us recall the set-up of the general theorem of Braden. We should remark that the theorem in [Br] was stated in the context of the category of constructible sheaves, and works with no modification for holonomic D-modules. The proof works also in the category of all D-modules, but one needs to be a bit more careful with the formulation, as not all functors are a priori defined. We will provide a proper context below.
Let Y be a scheme, equipped with an action of G m . Let Y 0 ⊂ Y the fixed point locus of this action. Let ι + : Y + → Y (resp., ι − : Y − → Y ) be the closed subscheme of points attracted to (resp., repelled from) Y 0 under this action.
(2.1)
be the corresponding contraction maps.
Consider the partially defined functor
By Proposition 2.2, this functor is defined on the full subcategory D(Y ) Gm,mon , and its restriction to it is isomorphic to (π
Consider now the functor
The first part of Braden's theorem reads as follows:
! admits a left adjoint, which we symbolically
2.5. The natural transformation. The full theorem of Braden consists also of specifying a natural transformation in (2.2).
The functor (ι + ) * , left adjoint to (ι + ) * , is not a priori defined on the category D(Y ) Gm,mon . However, it is defined as a functor
where Pro(−) denotes the pro-completion of a given DG category. We can compose it with the functor
to obtain a functor
Now, Theorem 2.4 implies that the functor
It is easy to see that the resulting functor is the left adjoint of (ι + ) * • (π − ) ! , i.e., is canonically isomorphic to the functor that we denoted
Note now that base change provides a natural transformation
Gm,mon , we obtain the desired natural transformation in (2.2). We can always consider a functor
We wish to give sufficient conditions for when an analog of Braden's theorem holds. Namely, we want the functor
! , to be well-defined and isomorphic to the functor in (2.5), with the natural transformation between them given by the construction as in Sect. 2.5.
Assume that the stack Y admits a smooth and surjective map φ from a scheme Y , such that Y is equipped with a G m -action and the morphism φ is G m -equivariant, and such that the following properties hold:
If we denote by Y + , Y − and Y 0 be the corresponding attracting, repelling and fixed-point subschemes over Y , there exist open subschemes
such that the map φ can be extended to a commutative map of diagrams, 
so that the maps φ + , φ − and φ 0 are smooth, and φ 0 is surjective.
Lemma 2.7. Under the above circumstances, the functors (2.5) and (2.6) have the desired properties.
Indeed, it is easy to see that the properties in question are local for the smooth topology. denote its open substack corresponding to the condition that the two reductions of a G-bundle to P and P − are mutually transversal.
The transversality condition tautologically implies that there is a canonical isomorphism
such that the maps p µ,− and p µ identify with the maps induced by the inclusions M → P and M → P − , respectively:
We claim that the diagram (2.8) is of the type described in Sect. 2.6. Indeed, let us recall that the stack Bun P carries an action of the group Z(M ), such that:
• The maps q µ : Bun P → Bun M and p µ : Bun P → Bun G are Z(M )-equivariant with respect to the trivial action on the target.
• This action is canonically isomorphic to the trivial one, and this trivialization is compatible with the equivariant structure for the morphism p µ . (However, it is not compatible with the equivariant structure for the morphism q In order to be able to apply Lemma 2.7, we need to find a smooth map Y → Y from a G mscheme Y , that satisfies the properties of Sect. 2.6. Since we are dealing with the question of existence of a left adjoint and an isomorphism of a specified natural transformation, we can do so locally over Bun G , i.e., we can be working over an open quasi-compact substack U ⊂ Bun G .
2.9. Verifying the conditions. Fix any point x ∈ X and let Bun n·x G be the stack classifying G-bundles with a structure of level n at x. The group G(O n·x ) acts on Bun n·x G by changing the level structure. (Here O n·x denotes the structure sheaf of the n-th infinitesimal neighborhood of x, and G(O n·x ) is Weil's restriction of scalars.)
For H = P, P − or M , let Bun 
and the required assertion is again manifest.
