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Abstract
Turbulent spray combustion is characterised by a strong coupling of evaporation, mixing
and chemical reaction. This leads to a wide spectrum of combustion regimes, where
self-propagating premixed flames and diffusion-controlled non-premixed flames may
occur simultaneously within the same flame. The physical processes involved in spray
combustion and their interaction take place over a broad range of scales, which makes
their modelling in numerical simulations challenging.
This thesis presents the development of Doubly Conditional Moment Closure
(DCMC) for the modelling of turbulent spray combustion. This modelling approach
allows us to consider the effects of finite-rate chemistry and spray evaporation on
the flame. Using a parametrisation of the flame structure, based on mixture fraction
and reaction progress variable permits us to resolve premixed, non-premixed and
intermediate combustion modes.
In the first part of this thesis, the model development is presented. With its
foundation as a statistical model, DCMC does not require any strong assumption
in terms of the combustion mode or regime. The DCMC equation is derived in a
general form, which involves only a minimum number of modelling assumptions about
the physical processes involved. Closure for the DCMC equation is discussed and a
complete set of models is suggested. Since little experience exists in the modelling
of doubly-conditional terms, the closure models were generalised from conventional
Conditional Moment Closure (CMC) or adapted from other combustion models with
similar parametrisation.
In the second part, the DCMC model is validated for two test flames. The
DCMC model was first applied to the Cambridge spray jet flame using the Reynolds-
Averaged Navier-Stokes (RANS) approach. This flame is characterised by significant
pre-vaporisation and behaves as a propagating spray flame, with similarities to premixed
flames, but with small-scale inhomogeneity in the gaseous mixture and the presence
of liquid droplet interacting with the flame – a problem which requires the doubly-
conditional description of the flame structure employed in the DCMC model. The role
ix
of the spray terms on the flame structure and mixing field were assessed using RANS
and promising results were obtained.
Finally, a Large-Eddy Simulation (LES) with DCMC acting as sub-grid scale
combustion model was applied to the Rouen spray jet flame. LES-DCMC was found
to accurately predict the spray statistics, lift-off height and flame shape. Small-scale
effects of the spray on the flame could be resolved thanks to the doubly-conditional
parametrisation of the flame structure. Temporal fluctuations and spatial variations
of the flame structure were investigated. Spatial gradients of the doubly-conditional
flame structure were small and convective transport was found to play a minor role on
the flame structure compared to the effects of micro-mixing and chemical reaction in
the DCMC equation. The findings of this work suggest that, besides spray combustion,
DCMC shows great potential for the modelling of partially premixed flames and
extinction.
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Chapter 1
Introduction
1.1 Motivation
For more than 200 years fossil fuels have been the main source of primary energy.
Combustion is used to turn this primary energy into useful energy, namely heat,
mechanical and electrical energy. Combustion processes are at the centre of a vast
number of technical applications, including domestic heating, industrial furnaces, power
applications and transportation. Even though the share of fossil fuels in the global
energy mix is expected to decrease from today’s 86 % of primary energy supply [BP plc,
2017a; IEA, 2017], they will most likely be the dominant energy source in 2035. In fact,
the total amount of energy supplied from fossil fuels is likely to increase due to global
population and GDP growth. It is estimated that world-wide reserves of fossil fuel will
suffice to satisfy this demand for more than a century. As a result, combustion of fossil
fuels is expected to play an important role in global energy supplies in the decades to
come [BP plc, 2017b]. In this context Bilger [2011] pointed out the responsibility to
develop viable combustion technologies to supply clean energy, at least for a period of
transition in the global energy supply.
Liquid fuels play a dominant role in transportation [BP plc, 2017b], mainly as fuel
for internal combustion (IC) engines and aviation gas turbines. The use of liquid fuels
is advantageous in mobile applications for their high energy density and relatively safer
storage properties, and because very compact combustion devices can be built. Liquid
fuels are not likely to be replaced in the case of long-distance transport and air crafts
but substitution with bio-fuels might be possible [Agarwal, 2007; Blaschek et al., 2010].
With growing population and GDP, there is also an increasing need and demand for
transportation. For instance, global air traffic is expected to double within the next 15
years [Airbus SAS, 2017].
1
Introduction
Technical combustion processes are virtually always turbulent, since high mixing
rates in turbulent flows permit the design of high-power applications in compact
combustion devices. The combustion of liquid fuels usually involves the atomisation of
the liquid into a finely dispersed spray to allow for a fast evaporation and mixing with
the oxidiser [Jenny et al., 2012]. This underlines the need for research on liquid fuel
combustion in general, and of turbulent spray combustion in particular.
The implementation of more stringent emission regulations has driven the develop-
ment of new combustion technologies. For instance, in aviation gas turbines, modern
concepts like Lean Premixed Prevaporised (LPP) and Rich Quench Lean (RQL) are
used to reduce emissions of nitric oxides and soot [Lefebvre & Ballal, 2010]. The
implementation of new combustion technologies is often complicated by the fact that
they push combustion systems closer to their operation limits. In this case, careful
design and tight control of the combustion process is necessary to ensure safe ignition
and stable operation, while avoiding oscillations or extinction.
In most areas of engineering, numerical simulations are widely used to assist design
and product development. Confronted with the above-mentioned challenges, there
is a need for computational tools that can reliably predict the behaviour of complex
combustion systems. At present, industrial combustor development still relies heavily
on testing in experimental rigs, while numerical simulations are largely secondary. This
clearly constitutes a handicap in the development of combustor design, relative to other
parts of a thermal system where computational investigations are employed routinely
[Bilger, 2011]. With recent growth in computational power major progress has been
made in the field of computational fluid dynamics (CFD), which is developing into a
reliable tool for flow prediction. However, the case of turbulent reacting flows remains
particularly challenging, due to the interaction between turbulence, small-scale mixing
and chemical reactions. These phenomena occur at scales that cannot be resolved
numerically in most practical combustion applications, requiring the use of combustion
modelling.
Further challenges arise in the numerical modelling of liquid-fuelled combustion
systems, which include injection, atomisation, dispersion of droplets and evaporation.
These processes span a wide range of time and length scales and are inter-connected.
Consequently, there is to date no numerical tool that can describe the complete spray
combustion process [Gutheil, 2011]. Injection and atomisation on the one side, and the
turbulent combustion on the other side, are commonly viewed as two separate modelling
problems. The focus of this thesis is on the modelling of the spray combustion process.
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In spray combustion, a strong coupling exists between the evaporation and chemical
reaction: the liquid fuel needs to evaporate first to provide gaseous fuel for the chemical
reaction, which causes heat release and in turn leads to more evaporation. Both the
evaporation and the chemical reaction are influenced by the turbulence, and occur
localised on very small scales [Hayashi & Mizobuchi, 2011; Jenny et al., 2012].
In recent years, significant progress in the numerical modelling of spray combustion
has been made. Nevertheless, the modelling uncertainties are significantly larger than
in simulations of gaseous flames. Modelling of the physical effects and interaction that
are present in turbulent spray flames is the topic of this thesis.
1.2 Strategy
This thesis describes the modelling of turbulent spray combustion in the case of a
dilute spray. Limiting the scope of this work is necessary since spray combustion is,
in general, very rich in terms of the physical processes involved. The focus on fully
formed dilute spray excludes modelling of the spray formation, liquid break-up, droplet
collision and agglomeration, which is an entirely separate fields of research. The main
focus lies on combustion modelling, the modelling of chemical reaction in a turbulent
flame and the impact of turbulence and evaporation on it. This study requires the
use of further modelling tools for turbulent flows, turbulent dispersion of droplets and
evaporation – these models are used but are not developed further in the present work.
The modelling principles for turbulent dilute spray flames have been reviewed by Jenny
et al. [2012].
The Euler-Lagrangian framework is employed for the numerical modelling of the
two phase flow. It represents the natural approach for flows with a finely dispersed
liquid phase and, thus, it is common practice in spray flame modelling. This involves
the solution of the continuous gas phase in a Eulerian framework, and tracking of the
dispersed liquid phase in a Lagrangian way assuming a point-particle approach. An
overview of solver strategies for two phase flows is given by Balachandar & Eaton
[2010].
The turbulent flow field of the continuous phase is solved with the Reynolds-
Averaged Navier-Stokes (RANS) approach and the Large-Eddy Simulation (LES)
[Poinsot & Veynante, 2005]. In the RANS approach only mean flow fields are resolved
and all turbulent fluctuations are modelled. RANS is still used extensively in practical
engineering applications for its moderate needs of computational resources, but it
is limited by validity of the assumptions at the basis of the closure models used for
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turbulence and combustion. LES solves the (spatially) filtered instantaneous flow field,
resolving the large scales of turbulent motion explicitly, while the small scales are
modelled using sub-grid scale closure. Since large scales of turbulence, which depend
strongly on the specific geometry of the flow, are resolved, more general models can
be used to provide closure for the small scales, which have more universal features
than the large eddies. From the point of view of combustion modelling, LES provides
more accurate mixing fields and allows for the modelling of of transient combustion
phenomena. LES is the state-of-the-art of turbulent reacting flow modelling, but it
requires significantly larger computational resources than RANS [Pitsch, 2006; Poinsot
& Veynante, 2005]. In both RANS and LES of turbulent reacting flows, closure for
the highly non-linear chemical reaction source term is required. Even though LES
resolves the large scales of turbulence and provides improved predictions of passive
scalar mixing, LES is usually not able to resolve the chemical reaction in turbulent
flows, and a sub-grid scale combustion model for the filtered reaction rate is necessary
[Bray, 1996; Givi, 1989; Pitsch, 2006; Pope, 1991]. Providing closure for this mean (or
filtered) reaction source term is the objective of combustion modelling, which is in the
scope of this thesis.
Traditionally, combustion modelling has often made a distinction between premixed
flames where fuel and oxidiser are fully mixed before chemical reaction, and non-
premixed flames where they are injected separately. In turbulent spray combustion,
where the fuel is injected in liquid form and reaction is preceded by evaporation and
mixing, this distinction cannot generally be made. Spray flames can simultaneously
exhibit premixed and non-premixed modes of combustion [Réveillon & Vervisch, 2005].
The wide range of length and time scales involved and the strong coupling of turbulence,
evaporation and chemical reaction [Jenny et al., 2012; Sirignano, 1983], manifest in
complex spray combustion regimes [Réveillon & Vervisch, 2005] and a diverse palette
of macroscopic phenomena, including flame propagation [Bradley et al., 2014; Hayashi
et al., 1977; Myers & Lefebvre, 1986], ignition characteristics [Mastorakos, 2017] and
extinction [Yuan et al., 2018] that differ from common experience with gaseous flames.
For instance, depending on droplet diameter and spacing a spray flame may be smooth
and propagate like a gaseous premixed flame, or may be rugged and propagate via the
ignition of individual droplets [Burgoyne & Cohen, 1954; Neophytou et al., 2012]; for
ignition energy needs to be provided to evaporate the liquid fuel first [Mastorakos, 2017];
for extinction the flame-droplet interaction, evaporation and mixing play an important
role [Giusti & Mastorakos, 2017]. Therefore, in order to reproduce the behaviour of
turbulent spray flames in a numerical simulation, an advanced combustion model is
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required. The modelling approach needs to be applicable to different combustion modes
and regimes. Furthermore, it should include the effect of evaporation and micro-mixing
on the flame structure, and resolve finite rate chemical effects [Jenny et al., 2012].
In the present work, the Conditional Moment Closure (CMC) method is employed.
The CMC approach for turbulent flame modelling has been developed independently by
Bilger [1993a] and Klimenko [1990]. The model is founded on the conditional average.
The model was originally developed for non-premixed flames, where a strong correlation
of the reactive scalars with the mixture fraction is utilised. Then most fluctuations
of the temperature and other reactive scalars can be associated with fluctuations of
the mixture fraction. Using the mixture fraction as conditioning variable, fluctuations
around the conditional mean of the reactive scalars are small and simple (first-order)
closure for the highly non-linear chemical reaction source term can be provided. The
CMC approach has been demonstrated to be consistent with the frozen limit and
the fast chemistry limit [Klimenko & Bilger, 1999]. As a consequence of solving for
the temporal and spatial evolution of conditionally averaged flame structure, CMC
appears to be able to predict finite-rate chemistry effects in non-premixed combustion
[Kronenburg & Mastorakos, 2011]. The main advantages of the CMC method for
the modelling of turbulent reacting flows are (i) the sound derivation involving only
mild modelling assumptions, and (ii) the capability to handle detailed chemistry at
moderate computational cost.
The method has been reviewed by Klimenko & Bilger [1999] and more recently
by Kronenburg & Mastorakos [2011]. CMC modelling of non-premixed combustion
is well-established and has been applied to a wide range of combustion problems.
Conventional first-order CMC has been used extensively with RANS, including the
works by Roomina & Bilger [1999, 2001], Kim et al. [2005b, 2000], Fairweather &
Woolley [2004] and Kim & Mastorakos [2005]. More recently, with the establishment
of LES as the state-of-the-art of turbulent reacting flow modelling, CMC has been
adopted to the LES-framework [Kim & Pitsch, 2005; Navarro-Martinez et al., 2005],
where CMC takes the role of the sub-grid scale combustion model. LES-CMC has been
successfully applied to various combustion problems in non-premixed, including auto-
ignition [Stanković et al., 2013], forced ignition [Triantafyllidis et al., 2009; Tyliszczak &
Mastorakos, 2013; Zhang et al., 2019], the stabilisation of lifted non-premixed jet flames
[Navarro-Martinez & Kronenburg, 2011], and local extinction [Garmory & Mastorakos,
2011; Zhang et al., 2015] and blow-off [Zhang & Mastorakos, 2016]. The CMC method
has been applied to spray flames with a non-premixed character, i.e. flames whose
structures are well characterised by the mixture fraction. Applications of CMC to
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spray flames include RANS simulations of spray auto-ignition [Borghesi et al., 2011;
Kim & Huh, 2002] and LES-CMC of spray jet flames [Ukai et al., 2013, 2014, 2015],
and LES-CMC of forced ignition [Tyliszczak & Mastorakos, 2013], local extinction
[Giusti & Mastorakos, 2017] and blow-off [Giusti & Mastorakos, 2016] in liquid fuelled
bluff-body flames. CMC has also been applied to premixed flames using a reaction
progress variable as conditioning variable. Only a small number of applications to
premixed flames exist, including several RANS simulations [Amzin & Swaminathan,
2013; Amzin et al., 2012; Martin et al., 2003]. LES-CMC has been used successfully
to simulate the behaviour of premixed flames approaching blow-off [Farrace et al.,
2018, 2017]. Furthermore, the CMC model has also been applied outside of the classic
combustion context. These applications include laminar chaotic flows [Vikhansky &
Cox, 2007], chemical reaction in the liquid-phase [Mortensen, 2004], in porous media
[Klimenko & Abdel-Jawad, 2007] and in atmospheric flows [Brown & Bilger, 1998].
In the above-mentioned cases, a single conditioning variable was used to parametrise
the flame structure, either the mixture fraction or the reaction progress variable in the
rare cases where CMC was applied to a premixed flame. The statistical foundation of
CMC ensures that it is, in principle, not limited to a specific combustion mode. In
practice, CMC closure for the chemical reaction source term requires the flame to be
reasonably well parametrised by the conditioning variable so that fluctuations around
the conditional mean remain sufficiently small [Klimenko & Bilger, 1999]. For example
in a mixture fraction-based approach this assumption breaks down in the case of ignition
and extinction, or in the case of a partially premixed flame that propagates along
mixture fraction iso-contours. Consequently, conventional singly-conditioned CMC
models are limited to cases that are either premixed or predominantly non-premixed,
which is also the case of the above-mentioned spray flames that were simulated using
CMC.
In contrast, a general type of spray flame can span a broad range of combustion
modes from non-premixed to almost fully pre-vaporised and premixed, which may
also co-exist within a single flame [Domingo et al., 2005; Réveillon & Vervisch, 2005].
In particular, turbulent spray flames with increasing degrees of premixed behaviour
have recently received more attention from an experimental [Kariuki & Mastorakos,
2017; Masri & Gounder, 2010] and numerical point of view [Wacks et al., 2018; Wacks
& Chakraborty, 2016a; Wacks et al., 2016]. This reflects modern design trends, for
example, in aviation gas turbine combustors, which operate in partially premixed
conditions in order to reduce pollutant formation and improve combustion efficiency.
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This motivates the development of Doubly Conditional Moment Closure (DCMC)
where two conditioning variables provide a sufficient parameter space for the flame
structure. To date, DCMC has only been applied at the level of fundamental feasibility
studies where DCMC was tested against a Direct Numerical Simulation (DNS) while
closure for the DCMC equation was provided from DNS results. These studies focused
on predicting extinction [Cha et al., 2001; Kronenburg, 2004; Kronenburg & Papoutsakis,
2005] and the effect of temperature inhomogeneity on ignition [Behzadi et al., 2018;
Salehi et al., 2017] and have so far demonstrated a great potential of the modelling
approach for predicting complex, transient combustion phenomena. Kronenburg [2004]
showed that the use of mixture fraction and reaction progress variable could be
advantageous for the prediction of local extinction. So far, DCMC has not been used
for simulations of lab-scale flames with RANS or LES. One of the main obstacles
has been the complexity related to providing closure for DCMC. From a broader
perspective, the strategy of double-conditioning has also been recently employed in the
CMC-related modelling approach of Conditional Source-term Estimation (CSE) for
the simulation of gaseous flames using RANS [Dovizio et al., 2016; Dovizio & Devaud,
2016; Dovizio et al., 2015].
CMC modelling allows to consider the effects of droplet evaporation on the flame
structure. This includes direct effects due to the generation of fuel vapour and
evaporative cooling, and indirect effects via micro mixing on the flame structure.
Modelling of the direct effects of evaporation is challenging and has so far only been
attempted for singly-conditional CMC in a small number of publications [Borghesi
et al., 2011; Giusti et al., 2016; Giusti & Mastorakos, 2017; Tyliszczak et al., 2014;
Ukai et al., 2013, 2014, 2015].
1.3 Objectives
The present work focuses on the development of a Doubly Conditional Moment Closure
(DCMC) model for spray combustion. In detail, the objectives of this thesis are:
• Derive the DCMC equation for spray combustion. Aim for a derivation in the
most general form and relax limiting assumptions where possible to provide the
basis for future developments. Select a pair of conditioning variables that allows
to parametrise the whole range from non-premixed to fully premixed flames.
Derive the doubly-conditional terms that allows to incorporate the effects of
evaporation on the flame structure.
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• Provide closure for the DCMC equation. Chose simplifying assumption and
propose sub-models for unclosed terms, namely the doubly-conditional scalar
dissipation rates and spray terms. Additionally, provide closure for the Reynolds-
averaged/LES-filtered equations of the flow field solver.
• Implement the method in a way that is computationally efficient and allows the
performance of large scale simulations.
• Validate the method. Performing simulations of benchmark cases for turbulent
spray combustion. Demonstrate the ability of DCMC to reproduce their features
in the simulation.
• Discuss the solutions of the DCMC equation. Explore the term balance of the
DCMC equation.
1.4 Outline
The structure of the thesis is as follows. Chapter 2 contains a literature review that
introduces the basics of turbulent spray modelling, and provides a more detailed
summary of the concepts presented in this introduction, concerning turbulent spray
combustion and the Conditional Moment Closure method for turbulent combustion. It
also contains a short overview of recent work on turbulent spray combustion modelling
with different models.
Chapter 3 contains the main theoretical contribution of this thesis. It presents
the development of the DCMC model for spray combustion. The framework for the
mathematical description of two-phase flow is described, and the DCMC equation is
derived. At the end simplifying assumptions are made and closure models are discussed.
In Chapter 4 the implementation of the present modelling approach is detailed.
The governing equations for the flow field solver are presented. The equations and
closure models are first given for simulations in the RANS framework, then in the LES
framework. The modelling of the spray and the coupling with the gaseous phase is
presented. At the end of the chapter the implementation of the DCMC model and its
coupling with the flow field solver is detailed.
In Chapter 5, solutions of the DCMC equation are explores in a special case of
spatial homogeneity, denoted as “DCMC-0D”. This simple case is used for an a priori
assessment of DCMC. Furthermore, the modelling of spray terms in DCMC and effect
of evaporation on the flame structure are discussed.
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Chapter 6 shows the first application of the DCMC method to a lab-scale flame
using RANS. The chapter contains a comparisons with experimental results. The
DCMC model is used to provide closure for the mean spray terms in the transport
equations of the conditioning variables and the effect of spray evaporation is discussed.
The insight gained is used to propose simpler modelling of the spray terms, which is
used in Chapter 7.
In Chapter 7, LES-DCMC results for the Rouen spray jet flame are shown and
compared with experimental results. This study constitutes the main validation of the
DCMC approach for turbulent spray combustion.
Chapter 8 contains the summary and conclusions of this thesis. At the end,
recommendations for future work are made.
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Chapter 2
Literature review
2.1 Introduction
This chapter contains a summary of the topics relevant to the research presented in this
thesis. First, the governing equations of a turbulent reacting flow are given. Second, the
numerical modelling of turbulent reacting flows is discussed. The problem of modelling
the chemical reaction source term in a turbulent flow accurately is discussed. Thus, the
objective of turbulent combustion modelling is introduced. Third, spray combustion
is reviewed. This section describes the features of spray flames and finishes with
modelling strategies for multi-phase flow. Fourth, the CMC framework for turbulent
combustion modelling is reviewed. Finally, a brief summary of recent work concerned
with the modelling of turbulent spray combustion is given.
2.2 Turbulent reacting flows
In most practical combustion applications, the chemical reaction takes place within
a turbulent flow. Turbulence is critical in all high-power applications to achieve fast
mixing and high burning rates. Turbulent combustion is characterised by a two-way
interaction of turbulence and and chemical reaction. On the one hand, turbulence has
an effect on the flame structure, which can increase the reaction rate or in extreme
case lead to extinction. On the other hand, the heat-release and dilatation from the
flame affects the turbulent flow [Poinsot & Veynante, 2005].
11
Literature review
2.2.1 Governing equations
The governing equations of a (single-phase) turbulent reacting flow consisting of Nα
chemical species are presented in the form of transport equations, state equation and
constitutive relations. All equations presented in this sections are taken from Williams
[1985b], Poinsot & Veynante [2005] and Echekki & Mastorakos [2011], unless marked
otherwise, and more details and discussions can be found in these references. The
transport equations represent the conservation of mass, momentum and energy:
• Equation of mass conservation
∂ρ
∂t
+∇ · (ρu) = 0 (2.1)
• Equation of momentum1
∂ρu
∂t
+∇ · (ρuu) = −∇p+∇ · τ + ρ
Nα∑
α=1
Yαfα (2.2)
• Equation of mass conservation for species α
∂ρYα
∂t
+∇ · (ρuYα) = −∇ · (ρVαYα) + ρω˙α, α = 1 ... Nα (2.3)
• Equation of energy conservation, written in terms of the enthalpy2
∂ρh
∂t
+∇ · (ρuh) = −∇ · q + Q˙+ ∂p
∂t
+∇ · (pu) + τ : ∇u+ ρ
Nα∑
α=1
Yαfα ·Vα
(2.4)
In these equations, ρ is the density, u is the velocity vector, p is the hydrostatic pressure,
τ is the deviatoric stress tensor, which is related to the Cauchy stress tensor (true
stress tensor),
σ = τ − pI (2.5)
1Here uu denotes the outer product. The outer product of two vectors results in a second rank
tensor. It can also be written as abᵀ = a ⊗ b = aibj . The divergence of a second rank tensor is a
first rank tensor (vector), since ∇ · abᵀ = (∇ · a)b+ a · ∇b. In tensor notation the advective term is,
∇ · (ρuu) = ∂(ρuiuj)/∂xj , and the viscous shear term is ∇ · τ = ∂τij/∂xi.
2The double dot product is defined as A : B = AijBij =
∑
i
∑
j AijBij . In tensor notation the
term can be written as τ : ∇u = τij ∂ui/∂xj
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Yα is the mass fraction of species α, Vα is the diffusion velocity of species α, fα is the
external force per unit mass acting on species α and ω˙α is the production of species α
by chemical reaction. For the mass fractions, diffusive fluxes and reaction rates the
following conditions apply:
Nα∑
α=1
Yα = 1,
Nα∑
α=1
YαVα = 0,
Nα∑
α=1
ω˙α = 0 (2.6)
The energy equation is written in terms of the enthalpy h. In its transport equation q
is the energy flux, τ : ∇u is the viscous heating term and Q˙ is a heat source term, for
instance due to radiation or a spark.
The conservation equations of a reacting flow were given in general form. In addition
to the conservation equations plus their initial and boundary conditions, the equation
of state and constitutive relations are required to describe a turbulent reacting flow
fully.
The equation of state relates the thermodynamic state variables. In the general
form for a multicomponent mixture it is written as
p = p(ρ, T, Y1, Y2 ... YNα) (2.7)
The ideal gas law is commonly used and the equation of state becomes
p = ρRuT
Nα∑
α=1
Yα
Wα
(2.8)
where Ru ≈ 8.314 J/mol/K is the universal gas constant and Wα is the molecular mass
of species α.
Assuming an ideal gas, the (internal) energy e and the enthalpy h = e+ p/ρ are
given as functions of temperature only. For a system composed of Nα species, the
enthalpy h is
h =
Nα∑
α=1
Yαhα(T ), hα = ∆h0α=1 +
∫ T
T0
Cp,α(T ′) dT ′ (2.9)
where ∆h0α is the reference enthalpy of species α at the reference temperature T0. The
enthalpy is related to the total (or stagnation) enthalpy ht and the sensible enthalpy
hs as
ht ≡ h+ (1/2) u · u, hs ≡ h−
Nα∑
α=1
Yα∆h0α (2.10)
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Assuming linear dependence of viscous stresses on local strain rate for a Newtonian
fluid, the deviatoric stress tensor can be written as
τ = µ (∇u+ (∇u)ᵀ) +
(
κ− 23µ
)
(∇ · u) I (2.11)
where µ is the dynamic viscosity and κ is the bulk viscosity. In many applications it
can be assumed that κ = 0. Using this expression of the viscous stress tensor, the
momentum equation takes the form of the famous Navier-Stokes equation.
In the case where gravity is the only external force, the volume force term in the
equation of momentum can be written as
ρg = ρ
Nα∑
α=1
Yαfα (2.12)
where g is the gravitational acceleration.
The diffusion velocity Vα in a multicomponent mixture can be determined from
the following expression derived from the kinetic theory of gases [Williams, 1985b]:
∇Xα =
Nα∑
β=1
XαXβ
Dαβ (Vβ −Vα) + (Yα −Xα)
∇p
p
+ ρ
p
Nα∑
β=1
YαYβ(fα − fβ)
+
Nα∑
β=1
XαXβ
ρDαβ (
Dth,β
Yβ
− Dth,α
Yα
)∇T
T
, α = 1 ... Nα
(2.13)
where Xα is the mole fraction of species α, Dαβ are the binary diffusion coefficients
and Dth,α are the thermal diffusion coefficients. In general, it contains effects due to
pressure gradients, external forces and temperature gradients. The last term describes
the effect of mass diffusion due to temperature gradients, called Soret effetc. The
general expression for the thermal flux is
q = −λ∇T + ρ
Nα∑
α=1
hαYαVα +RuT
Nα∑
α=1
Nα∑
β=1
XβDth,α
WαDαβ (Vα −Vβ) (2.14)
The last term describes the effect of heat diffusion due to species gradients, termed
Dufour effect.
It is often possible to assume that Soret, Dufour and pressure gradient effects are
negligible and that the external force is the same on all species [Williams, 1985b]. Still,
detailed modelling of the diffusion velocity is complex since it requires solving of a
large linear system. In practice, simplified approaches with first-order approximations
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like Hirschfelder’s law or Fick’s law are mostly used [Poinsot & Veynante, 2005]. In
many application the following form of Fick’s law is used for its simplicity:
Vα = −Dα
Yα
∇Yα (2.15)
This form is theoretically only valid for binary mixing, or for multicomponent mixing
if all binary diffusion coefficients are equal [Williams, 1985b]. The main issue with
first-order approximations is that summing over all species mass fraction equations the
continuity equation is not recovered, and mass conservation is not guaranteed. This
problem can circumvented by introducing a correction velocity V(c) [Ern & Giovangigli,
1994]:
Vα = −Dα
Yα
∇Yα +Vc (2.16)
where Vc = ∑Nαα=1(Dα/Yα)∇Yα, which ensures the condition, ∑Nαα=1VαYα = 0. Alter-
natively, the approximation in Eqn. 2.15 can be used only solving for Nα − 1 species
equations, and determining the last species from YNα = 1−
∑Nα−1
α=1 Yα. This approxima-
tion may be acceptable in cases where one species exists in abundance, as for instance
N2 in combustion with air [Poinsot & Veynante, 2005].
The chemical reaction is represented by the source term ω˙α. Considering a reactive
system consisting of Nα species and NR elementary reactions, the elementary reactions
can be generally prescribed as [Poinsot & Veynante, 2005]
Nα∑
α=1
ν ′α,rAα 

Nα∑
α=1
ν ′′α,rAα, r = 1 ... NR (2.17)
where Aα denotes the species, and ν ′α,r and ν ′′α,r are their stoichiometric coefficients in the
elementary reaction r on the reactants and products side (e.g. 2 H+H2O
 H2+H2O).
The net reaction source term of species α is obtained by summing over all elementary
reactions:
ωα =
Wα
ρ
NR∑
r=1
{
(ν ′′α,r − ν ′α,r)
[
kf,r
Nα∏
α=1
[Xα]ν
′
α − kb,r
Nα∏
α=1
[Xα]ν
′′
α
]}
(2.18)
where [Xα] = ρYα/Wα is the molar concentration and kf,r and kb,r are the rate constants
of the forward and backward reaction respectively. The rate constant is given by the
Arrhenius law:
kf,r = ArT βr exp
(
−Ea,r
RuT
)
, kb,r =
kf,r
Kc,r
(2.19)
15
Literature review
with the pre-exponential constant Ar, the temperature exponent βr, the activation
energy Ea,r (or written with the activation temperature Ta,r = Ea,r/Ru) and the
concentration-based equilibrium constant Kc,r.
2.2.2 Numerical simulations of turbulent reacting flows
In general, it is very difficult to study combustion processes using analytical techniques.
In practice this makes numerical simulations the tool of choice. Still, numerical
simulations of turbulent reacting flows are complex and rely on the tools provided by
Computational Fluid Dynamics (CFD). For the simulation of a turbulent reacting flow
there are three levels of simulation within the continuum limit [Echekki & Mastorakos,
2011; Poinsot & Veynante, 2005; Pope, 2000; Swaminathan & Bray, 2011].
Direct Numerical Simulation
In a Direct Numerical Simulation (DNS), the local instantaneous balance equations
(Eqns 2.1, 2.2, 2.3 and 2.4) are solved directly, resolving all scales of turbulent motion
and chemical reaction. In order to resolve the smallest scales of turbulent motion,
a spatial resolution smaller than the Kolmogorov length scale ηK is required. The
Kolmogorov length scale can be estimated as a function of the turbulent Reynolds
number ReT [Tennekes & Lumley, 1972]:
ηK ∼ LTRe−3/4T (2.20)
where LT is the integral length scale, which is typically of the same order as the
characteristic length scale of the flow. Hence the total number of nodes required to
fully resolve a homogeneous turbulence field in a three-dimensional domain scales as
N3 ∼ Re9/4T . Furthermore, the time step scales as δt ∼ δx/u′ with δx = LT/N , since a
small CFL number is necessary for accurate temporal integration, and the duration of
the simulation scales as τT ∼ LT/u′ to achieve convergence of the turbulence statistics.
Then the number of time steps that need to be performed scales as Nδt ∼ τT/δt ∼ N .
Therefore, the computation cost of (non-reacting) DNS scales as N4 ∼ Re3T (or ∼ Re6λ)
[Pope, 2000, p. 346ff.].
In the case of a turbulent reacting flow, DNS also has to resolve the chemical time and
length scales. In many cases, this can be a more stringent requirement than resolving all
scales of turbulence. In combustion DNS with a one-step chemical mechanism at least
20 nodes are required to resolve the inner flame structure whose thickness is of the order
O(0.1 mm). Then the total number of nodes scales as N3 ∼ (LT/δL)3 ∼ (ReT Da)3/2,
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and the number of time steps scales as Nδt ∼ τT/τc = Da [Poinsot & Veynante, 2005,
p. 159ff.]. More complex multi-step chemical mechanisms require even finer spatial
resolution, since steeper concentration gradients need to be resolved, and smaller time
steps. The computational cost per node has been found to increases linearly with the
number of species [Lu & Law, 2009]. In combustion DNS with hydrocarbon chemistry,
the temporal resolution of the fastest reactions requires very small time steps of the
order of 10−9 s, and typical simulations requires 105 to 106 explicit time steps [Echekki
& Mastorakos, 2011].
DNS allows for the most accurate description of a turbulent reaction flow. Since
DNS resolves all scales of turbulent motion, it is often perceived as a way to conduct
“numerical experiments”. However, due to the rapid increase of computational cost with
Reynolds number, even DNS of non-reacting flows with realistic Reynolds numbers, for
example in gas turbines of the order O(106), are still infeasible [Swaminathan & Bray,
2011]; for comparison, one of the largest DNS of non-reacting flow by Ishihara et al.
[2016] reaches Reλ = 2300 (ReT ≈ 150, 000). In combustion DNS further concessions
have to be made in terms of the chemical mechanism used to describe the combustion
process. Detailed chemical schemes for hydrocarbon combustion consists of hundreds
of species far out of reach for DNS, and, consequently, reduced chemical mechanism
have to be employed. Even with reduced chemistry, state-of-the-art combustion DNS
are mostly limited to small domains with a simple geometry, which typically are at
least one order of magnitude smaller in linear scale than laboratory flames or practical
combustion devices [Echekki & Mastorakos, 2011], for instance a recent DNS of a
premixed jet flame with jet Reynolds number Re = 10, 500 (based on jet diameter,
1.5 mm, and bulk velocity, 110 m/s) by Wang et al. [2018].
Reynolds-Averaged Navier-Stokes
The Reynolds-Averaged Navier-Stokes (RANS) framework is the classical approach for
the computation of turbulent flows in practical engineering applications. The approach
has its origin in the Reynolds-decomposition of the flow variables in a mean Φ¯ and a
turbulent fluctuation Φ′, as already introduced by Reynolds [1895] (see also Tennekes
& Lumley [1972, p. 27ff]):
Φ = Φ¯ + Φ′ (2.21)
RANS is based on an ensemble average, which is equivalent to a time average in
statistically stationary flows. In the RANS approach, transport equations for mean
flow variable are solved. This means that all scales of turbulent motion are unresolved
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and need to be modelled. Namely, the transport equations of the Reynolds-averaged
mean contain the unclosed Reynolds stresses, u′u′, and turbulent scalar fluxes, u′Φ′.
Since all scales of turbulent motion are modelled, a coarse spatial resolution of the
order of 1 mm and small grids with O(105) points are usually sufficient for most flows
of engineering interest [Poinsot & Veynante, 2005, p. 134ff].
In turbulent reacting flows, density fluctuations are often important and it is
not possible to neglect terms like u¯ρ′u′ or ρ′u′Φ. Then it is convenient to introduce
density-weighted Favre-averaging [Favre, 1969]:
Φ˜ ≡ ρΦ
ρ¯
(2.22)
In this way averaged transport equations can be obtained that do not contain correla-
tions with the density fluctuations (see also discussion by Bilger [1975]).
The modelling of turbulent reacting flows requires the solution of the Reynolds-
averaged species mass balance, which includes the chemical reaction source as mean
reaction rate term ω˙α (note that the present discussion also applies to the Favre-
average ˜˙ωα). The reaction rate ω˙α is a non-linear function of species and temperature
(Eqn. 2.19), and consequently for its mean one has
ω˙α ̸= ω˙α(Y¯1, Y¯2 ... Y¯Nα , T¯ ) (2.23)
Williams [1985a, p. 106f] and Borghi [1988, p. 257] made a more general argument,
which showed that moment methods, based on a Taylor expansion of the reaction rate
term3,
ω˙α = ω˙α(Y¯1 ... Y¯Nα , T¯ ) +
1
2
∂2ω˙α
∂Yi∂Yj
∣∣∣∣
(Y¯1...Y¯Nα ,T¯ )
Y ′i Y ′j +
∂2ω˙α
∂Yi∂T
∣∣∣∣
(Y¯1...Y¯Nα ,T¯ )
Y ′i T ′
+ 12
∂2ω˙α
∂T 2
∣∣∣∣
(Y¯1...Y¯Nα ,T¯ )
T ′2 + ...
(2.24)
cannot be successful to compute the mean reaction rate, for the following reasons: (i)
moment approaches require the solution of transport equation for higher moments with
the related closure problem. However, even if perfect transport equations could be
obtained, (ii) problems arise from the sensitivity of the term exp(−Ta,r/T ), and the
expansion in Eqn. 2.24 not being valid for T ′/T¯ > 1, leading to large errors, particularly
3Here the Einstein summation convention was used for species indices i and j. First-order
terms do not appear because Y ′ = 0. Note that the Y ′i T ′-terms do not have the factor 12 because
∂2ω˙α
∂Yi∂T
= 12
∂2ω˙α
∂Yi∂T
+ 12
∂2ω˙α
∂T∂Yi
.
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for high activation temperature. Finally, the results are not only inaccurate but (iii)
produce physically impossible results that violate necessary conditions like Y˜ ≥ 0,
Y ′2 ≥ 0, −(Y ′2i Y ′2j )1/2 ≤ Y ′i Y ′j ≤ (Y ′2i Y ′2j )1/2 and ω˙ ≥ 0 for an irreversible reaction.
For these reasons the moments approach has been abandoned. It is the objective of
turbulent combustion modelling to accurately predict the mean reaction rate.
Large-Eddy Simulation
The Large-Eddy Simulation (LES) represent an intermediate concept between RANS
and DNS, where the unsteady motion of large eddies is explicitly calculated, while
the effects of small-scale turbulence are modelled. LES allows for a more accurate
description of the flow than RANS and a significantly coarser spatial resolution can
be used than in DNS. Compared to DNS the requirements for a 3D-grid in LES are
reduced by a factor Re9/4∆ where Re∆ ≡ u′sgs∆/ν is the sub-grid Reynolds number
[Pitsch, 2006]. However, instantaneous LES-filtered transport equations need to be
solved so that the computational cost is about 100 to 1000 times higher than in RANS
[Poinsot & Veynante, 2005, p. 136]
Historically, LES has its origins in meteorological applications with the early work
by Smagorinsky [1963]. The first application of LES in an engineering context, to a
turbulent channel flow, was carried out by Deardorff [1970]. Since LES only resolves
the large scales of turbulence, a sub-grid scale (SGS) turbulence model for the small
scales is required. The most popular SGS closure is the Smagorinsky model, where the
SGS Reynolds stresses are modelled based on resolved strain rate tensor [Lilly, 1967;
Smagorinsky, 1963]. Other SGS turbulence models are the dynamic model [Germano
et al., 1991] and the scale similarity model [Bardina et al., 1980]. The scale invariance
or scale similarity hypothesis implies that certain features of the flow are invariant
with length scale within the inertial range of the turbulent energy spectrum [Meneveau
& Katz, 2000].
Interest in LES of turbulent reacting flows started to come up in the 1990s. One
of the earliest applications of LES to a reacting flow was carried out by Schumann
[1989], however, not considering SGS scalar fluctuations. The main challenge with
LES for reacting flows lies in the modelling of the spatially filtered reaction rate term,
similar to the closure problem for the mean reaction rate in RANS, as first mentioned
by Givi [1989, p. 99], and further commented upon by Pope [1991, p. 595] and Bray
[1996, p. 19]: LES does not solve the closure problem for the non-linear reaction rate
term, since the interaction of chemical reaction and molecular diffusion takes place at
small sub-grid length scales. DesJardin & Frankel [1998] showed in an a priori test
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that closure of the reaction rate term without SGS model gave poor results compared
to DNS. Notably, the scale-similarity assumption used for modelling of turbulent fluxes
[Meneveau & Katz, 2000], is not applicable to combustion processes which originate
at unresolved scales [Pitsch, 2006]. Therefore, an SGS combustion model is necessary.
Early suggestions of SGS combustion modelling include the work by DesJardin &
Frankel [1998], Colucci et al. [1998], Bushe & Steiner [1999], Branley & Jones [2001],
Pitsch & Steiner [2000], Hawkes & Cant [2000], Colin et al. [2000] and others (see
review by Pitsch [2006]).
LES constitutes the state-of-the-art of turbulent combustion modelling. The
advantages of LES for turbulent combustion modelling compared to RANS are discussed
in Pitsch [2006] and Poinsot & Veynante [2005]: primarily, LES provides significantly
improved predictions of the flow field, since large scales are explicitly computed, which
allows better predictions of complex swirling and recirculating flows, common in
combustion applications. LES also provides improved accuracy of the scalar mixing
and dissipation rates, critical for combustion modelling. Moreover, the modelling
impact is considerably smaller in LES compared to RANS since only the small scales,
corresponding to a small fraction of turbulent kinetic energy and scalar variance, require
modelling. These small scales of turbulence can be expected to have more uniform
features than the large scales that depend on the exact geometry, and thus models with
general formulations might be more suitable to describe them. Finally, LES allows
to model transient combustion phenomena, including instabilities, acoustic activity,
ignition and extinction.
2.2.3 Turbulent combustion modelling
The objective of turbulent combustion modelling is to provide closure for the mean
reaction rate in numerical simulations of turbulent reacting flows. Technical combustion
processes can be subdivided in terms of the mixing, distinguishing premixed and non-
premixed combustion [Peters, 2000]. This distinction is useful from a theoretical point
of view and is utilised in a wide range of classic modelling approaches for turbulent
combustion.
Non-premixed combustion
In non-premixed combustion the fuel and the oxidiser are injected into the combustion
chamber separately. Practical examples are furnaces, diesel engines, gas turbines
20
2.2 Turbulent reacting flows
and fires. Non-premixed flames are also called diffusion flames since diffusion is the
rate-controlling process [Peters, 2000].
The flame establishes at the most favourable location between fuel and oxidiser
where the mixture exists in stoichiometric proportions. Fuel and oxidiser diffuse towards
the reaction zone and heat diffuses outwards. Unless fuel and oxidiser are pushed
against each other by the flow, the flame spreads in time until it extinguishes in the
products due to the lack of fresh reactants. Therefore two important characteristics of
non-premixed flames are the lack of a reference thickness and the absence of propagation
[Peters, 2000; Poinsot & Veynante, 2005].
A useful tool for the study of non-premixed flames is the notion of a conserved
scalar. Conserved scalars are defined as a linear combinations of Yα and other scalars
that are constructed so that the reaction source term cancels out in the transport
equation of the conserved scalar. For instance, a conserved scalar can be defined as the
elemental mass fractions of carbon, hydrogen and oxygen [Bilger, 1976; Peters, 1984]
ZC ≡
Nα∑
α=1
nC,αWC
Wα
Yα, ZH ≡
Nα∑
α=1
nH,αWH
Wα
Yα, ZO ≡
Nα∑
α=1
nO,αWO
Wα
Yα (2.25)
where nC,α, nH,α and nO,α are the number of carbon, hydrogen and oxygen atoms in
a molecule of species α respectively. The mixture fraction is a normalised conserved
scalar with ξ = 1 in the fuel stream and 0 in the oxidiser stream. Bilger [1989] used
the following definition of the mixture fraction for a hydrocarbon of the type CmHn,
ξ ≡ β − βOx
βFu − βOx (2.26)
with
β ≡ ZC
mWC
+ ZH
nWH
− ZO(m+ n/4)WO (2.27)
where βOx and βFu are the values of β for the oxidiser and fuel stream respectively.
A simpler alternative explanation of the mixture fraction can be given: in a two
stream problem, with a fuel and oxidiser stream, the mixture fraction is the local
fraction of mass originating from the fuel stream, ξ ≡ mFu/(mFu +mOx) [Peters, 2000].
The above definition was introduced to evaluate this quantity in a reacting flow.
Due to its definition, the mixture fraction is governed by a transport equation
without reaction rate
∂ρξ
∂t
+∇ · (ρ(u+Vξ)ξ) = 0 (2.28)
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For the theoretical study of laminar diffusion flames, the passive scalar approach is
an important concept, based on the mixture fraction [Bilger, 1989; Peters, 1984]. This
approach allows to separate the problem of computing a laminar diffusion flame, i.e.
finding Yα(x, t), T (x, t), into (i) a mixing problem for ξ(x, t) and (ii) a flame structure
problem, where it is assumed that Yα(ξ, t) and T (ξ, t). In the Burke-Schumann limit of
irreversible infinitely fast chemistry, reaction only takes place at the mixture fraction
corresponding to a stoichiometric mixture, ξst.
The passive scalar approach is also used as basis in several methods for the modelling
of turbulent non-premixed combustion. In presumed-PDF methods the turbulent mixing
problem is solved for the mean and variance of mixture fraction to compute the PDF.
Different methods for the solution of the flame structure problem exist, including
flamelet models and CMC discussed later.
Premixed combustion
In premixed combustion, fuel and oxidiser are mixed to the molecular level before
reacting. Practical examples are spark ignition engines, power gas turbines and
household burners [Peters, 2000].
A homogeneous mixture of fuel and oxidiser is characterised by its equivalence ratio
φ, which is related to the mixture fraction,
φ ≡ ξ1− ξ
1− ξst
ξst
(2.29)
so that φ = 1 corresponds to stoichiometric mixture. A stable flame can only form
if the equivalence ratio is within the flammable domain, which depends on the fuel,
temperature and pressure, but at ambient condition is typically 0.5 < φ < 1.5 [Peters,
2000].
The key characteristic of this type of flame is its propagation towards the unburned
mixture in the direction normal to the flame. The propagation is a result of the
asymmetric structure of a premixed flame, leading to transport of heat and species
into the un-reacted gases. The flame thickness and the propagation rate relative to the
unburned reactants in a one-dimensional geometry are well-defined. The propagation
rate is called the laminar flame speed S0L. In the unstrained, adiabatic case S0L depends
on temperature, composition of the fresh gases and pressure. In the general case, the
burning velocity also depends on strain and curvature, and the flame’s response to
them changes with the Lewis number [Cant & Mastorakos, 2008; Poinsot & Veynante,
2005].
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For premixed turbulent combustion different regime diagrams have been proposed
[Abdel-Gayed et al., 1989; Borghi, 1985; Peters, 1988; Poinsot et al., 1991]. These
regimes are distinguished in terms of the interaction of flame and turbulence, which
depends on length and time scales of the flow and the flame. The regimes include
laminar flames, different flamelet regimes, and flames with thin and broken reaction
zones. These regimes can be described by a set of non-dimensional numbers: the
turbulent Reynolds number, comparing inertial and viscous forces in the largest scales
of turbulence, the turbulent Damköhler number, comparing the turbulent integral time
scale, τT = LT/u′, with the chemical time scale, τc = δ0L/S0L, and the Karlovitz number
comparing the chemical time scale with the Kolmogorov time scale τK = u′K/ηK [Peters,
2000]:
ReT ≡ u
′LT
ν
, Da ≡ τT
τc
= S
0
LLT
u′δ0L
, Ka ≡ τc
τK
= δ
2
L
η2K
(2.30)
where δ0L is the laminar flame thickness. In the limit Da≫ 1 the chemical time scale
is short leading to a thin reaction zone, which is advected and distorted by the flow.
For Ka > 1 turbulent eddies can enter the flame and change the inner flame structure.
For the modelling of premixed combustion, a reaction progress variable can be de-
fined, which was first introduced by Bray & Moss [1977]. The concept was subsequently
further developed by Bray, Moss and Libby [Bray et al., 1985]. A reaction progress
variable is a normalised scalar that increases monotonically from zero in fresh reactants
to unity in fully-burned products. In a fully premixed flow, the progress variable can
be based on a species mass fraction or, in an adiabatic case, on the temperature [Cant,
2011; Swaminathan & Bray, 2011]:
c(x, t) ≡ Y (x, t)− Yu
Yb − Yu or c(x, t) ≡
T (x, t)− Tu
Tb − Tu (2.31)
where the subscripts u and b represent the value in unburned and burned mixture
respectively. For instance, the progress variable can be based on the mass fraction
of products or fuel or a combination of species. Using a progress variable based on
the temperature can be problematic in some cases, because the temperature may also
be affected by heat loss, differential diffusion, acoustic activity etc. [Cant, 2011]. For
non-adiabatic systems Bilger [1993b] proposed another definition based on enthalpy
(see also Klimenko & Bilger [1999, p. 683]). The introduction of a progress variable
is convenient, since it describes the complete thermochemical state of the system.
Therefore, it has a similar role to the mixture fraction in a diffusion flame.
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Partially premixed combustion
Partially premixed combustion denotes an intermediate case, where compositional
inhomogeneity in the range of flammable and non-flammable mixtures lead to the
establishment of diffusion-like reaction zones and propagating flame fronts. The
canonical case of partially premixed combustion is the triple flame [Kioni et al., 1993].
Often the term partially premixed combustion is used ambiguously. In his review
Masri [2015] defined partially premixed as a situation where fluid particles contain
compositional inhomogeneities, spanning a wider range of mixture fractions with
flammable and non-flammable mixture. Stratified flames are defined as a special case
of partially premixed combustion, where compositional inhomogeneities are within the
flammable range.
Non-premixed and premixed combustion denote two extreme cases in terms of
mixing. Practical combustion applications usually involves partial premixing [Masri,
2015; Peters, 2000]. On the one hand, perfect mixing is difficult to achieve and
some inhomogeneity usually remains, and on the other hand, non-premixed flames
contain some partial premixing, for instance at the base of lifted flames, in edge
flames, before auto-ignition and after local extinction. In particular, lifted jet flames
have been studied extensively. In that case, fuel and oxidiser are mixed unevenly
upstream of the flame stabilisation point, resulting in a partially premixed flow, where
premixed and non-premixed flames occur simultaneously, which has been shown in both
experiments [Lyons & Watson, 2000] and DNS [Domingo et al., 2002; Mizobuchi et al.,
2002]. Moreover, many modern combustion concepts specifically operate in partially
premixed combustion modes to minimise pollutant formation while ensuring stable
operation. These technologies include the rich-quench-lean (RQL) and lean-premixed
and prevaporised (LPP) concept in aeronautical gas turbines [Lefebvre & Ballal, 2010].
For theoretical studies of partially premixed combustion, the Takeno Flame Index,
F.I. ≡ ∇YF · ∇YO, has been suggested [Yamashita et al., 1996] as an identifier for the
combustion mode, where YF and YO are the mass fractions of fuel and oxidiser. In the
normalised form it can be written as [Masri, 2015]
GFO ≡ ∇YF · ∇YO∥∇YF · ∇YO∥ (2.32)
Then the extreme values +1 and −1 refer to fully premixed and non-premixed re-
spectively. In spite of critical views [Knudsen & Pitsch, 2009], Masri [2015, p. 1123]
points out that “the Flame Index remains a useful tool to elucidate the extent of
inhomogeneity in turbulent flames.”
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The parametrisation of partially premixed flames often involve the mixture fraction
and a reaction progress variable, thus, combining the concepts used for premixed and
non-premixed combustion. In a partially premixed flow, a normalised reaction progress
variable can be defined [Bray et al., 2005]:
c(x, t) ≡ Yu(ξ(x, t))− Y (x, t)
Yu(ξ(x, t))− Yb(ξ(x, t)) (2.33)
where the unburnt and burnt state, Yu(ξ) and Yb(ξ), may be given by the mixing line
and the equilibrium composition respectively.
2.3 Spray combustion
2.3.1 General concepts
The essential characteristic of spray flames is that either fuel or oxidiser is injected in
liquid form. Evaporation and diffusion have to occur prior to chemical reaction. In
order to enhance the mixing, the liquid is atomised to create a spray of small droplets.
Spray combustion involves a rich palette of physical phenomena that are strongly
inter-connected and span a wide range of length and time scales. Figure 2.1 shows a
schematic of various processes and interactions in turbulent spray combustion [Jenny
et al., 2012]: in the gas phase, the turbulence causes dispersion of the gas at the
large turbulent scales (macro-mixing) and subsequently mixing continues at the small
turbulent scales and subsequently to the molecular level (micro-mixing). The mixing of
species and heat is directly coupled to chemical reaction (combustion), which in return
impacts on micro-mixing and the turbulent flow. In addition to these interaction also
found in gaseous single-phase combustion, for a spray flame, the turbulent motion of
the gas induces irregular motion of the droplets (droplet turbulence). In return the
motion of the droplets has an effect on the turbulent motion of the gas phase, due to the
two-way momentum coupling. The irregular turbulent motion of droplets leads to their
dispersion. Turbulent motion of gas and the droplets induces a relative velocity between
gas phase and droplets, which enhances the evaporation. The evaporation is naturally
coupled to the mixing in the gas phase and is sensitive to the heat released by the
chemical reaction. Following the review by Jenny et al. [2012], a brief phenomenological
description of the physical processes involved in spray combustion is given in the
following.
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Fig. 2.1 Schematic of the phenomena and interactions involved in turbulent spray
combustion. Adapted from Jenny et al. [2012].
The atomisation process breaks-up the injected liquid into a fine spray and thus
provides the basis for the dispersion of the fuel, mixing and combustion. The combustion
itself is strongly dependent on the droplet size distribution due to the break-up process
[Lefebvre, 1989]. The liquid break-up occurs due to various physical mechanisms that
include the absolute instability of a jet, capillary pinching and interfacial stress. Lin
& Reitz [1998] provide a detailed review of the phenomena involved in atomisation.
Liquid break-up can be classified into primary and secondary atomisation. Primary
atomisation denotes the break-up of an injected liquid jet into large droplet and liquid
ligaments through the development of Kelvin-Helmholtz instabilities and leading to
Rayleigh-Taylor instabilities. Secondary atomisation denotes further disintegration
into smaller droplets due to instabilities that result from aerodynamic forces arising
from the relative inter-phase velocities. This process can be related to the Weber
number, which compares inertial forces, ρG∥Ud − u∥2, and surface tension forces, σ/dd
[Lefebvre, 1989]:
We ≡ ρG∥Ud − u∥
2dd
σ
(2.34)
where ρG is the density of the gaseous carrier phase, ∥Ud − u∥ is the relative velocity
between droplet and the carrier phase, dd is the droplet diameter and σ is the surface
tension. The larger the Weber number, the higher the external deforming pressure
forces compared to the reforming surface tension. In practice, the criterion for break-up
is represented by a critical Weber number, which limits the maximum (stable) droplet
size. The critical Weber number may depend on the liquid viscosity, introduced via
the Ohnesorg number, and the turbulence intensity, given by the Reynolds number. In
many cases Wecrit ∼ O(1) [Lefebvre, 1989].
A coarse distinction of spray regimes is made in terms of the dispersed phase volume
fraction: the dense spray regime is associated with dispersed phase volume fraction is
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Fig. 2.2 Schematic of spray atomisation. Similar to Jenny et al. [2012].
above 10−3 and is dominated by atomisation phenomena, frequent droplet collision and
coalescence. In contrast, in the dilute regime, with a dispersed phase volume fraction of
less than 10−3, droplet collisions are considered negligible. In the very dilute regime, for
a volume fraction of less than 10−6, the effect of the dispersed phase on the turbulence
in the continuous phase becomes entirely negligible [Balachandar & Eaton, 2010; Jenny
et al., 2012].
Dispersion of the droplets occurs by momentum exchange with the turbulent motion
in the continuous phase. In return, the dynamics of the dispersed phase influence
the mean flow and turbulence in the continuous phase. Two phenomena that arise
from this dynamic coupling are (i) the modulation of carrier-phase turbulence and (ii)
preferential concentration of particles [Balachandar & Eaton, 2010]. Several mechanisms
are involved in the modulate of turbulence in the continuous phase. Inertia of particles
and the dissipation due to particle drag have a damping effect in the carrier-phase
turbulence. In contrast, wake formation and vortex shedding behind particles can
generate turbulence. Since these phenomena act at difference scale, the particles can
enhance and reduce different scales of turbulent motion at the same time. Vortex
structures in the turbulent flow field lead to a preferential concentration of particles.
Particles heavier than the carrier are driven outwards from the centre of the vortex by
inertial forces and accumulate in regions between multiple vortices where the strain rate
dominates over vorticity. This phenomenon is related to the particle Stokes number,
defined as the ratio of the characteristic particle and flow time scales [Balachandar &
Eaton, 2010]:
St ≡ τp
τf
(2.35)
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The particle relaxation time scale τp, including virtual mass, is given by [Balachandar,
2003, 2009]:
τp =
(2ρp/ρ+ 1)
36
d2p
ν
1
f(Rep)
(2.36)
where ρp/ρ is the particle-fluid density ratio, the function, f(Rep) = 1 + 0.15 Re0.687p ,
is the finite Reynolds number correction for Stokes drag, and the particle Reynolds
number is defined as
Rep ≡ ∥Up − u∥dp
ν
(2.37)
The flow time scale is given by the characteristic velocity and length scale of the
flow, τf = Lf/uf . For turbulent dispersion of particles, the time scale associated
with the large eddies is τT = LT/u′, and for the Kolmogorov scale τK = η2K/ν (since
ηK = (ν3/ε)1/4 and τK = (ν/ε)1/2), and for any eddy of size ηK < l∗ < LT , the
corresponding time scale is τ∗ = ε1/3l2/3∗ (since ε = (u′∗)3/l∗) [Tennekes & Lumley,
1972]. The Stokes number describes how closely a particle follows the flow: for St≪ 1,
the particle follows the flow closely, like a tracer; for St≫ 1, the flow have little effect
the particles, which continue on their trajectories in a ballistic sense; for St ∼ 1, the
particles are driven out of the eddy’s vortex core by centrifugal forces and concentrate
in regions with low vorticity, establishing the preferential concentration of particles
[Balachandar & Eaton, 2010].
Evaporation and micro mixing directly affect the fuel distribution in the inter-
droplet region and, thus, have a large effect on combustion [Jenny et al., 2012]. The
classic theoretical problem is a spherically symmetric droplet evaporating in quiescent
medium with only radial convection away from the droplet surface due to vaporisation
(Stefan flow) [Sirignano, 1983]. Relative velocity of droplet and gas lead to increased
heat and mass transfer. Moreover, the shear forces at the droplet surface induce
internal circulation and droplet rotation [Sirignano, 1983]. In practice, the spherically
symmetric case is usually modelled adding a corrections for convection [Faeth, 1979].
A overview of state-of-the-art droplet evaporation models for CFD can be gained
from the review by Sazhin [2006], and an instructive comparison of equilibrium and
non-equilibrium models was performed by Miller et al. [1998].
For groups of droplets in a spray, different scenarios can be distinguished [Jenny
et al., 2012; Réveillon & Demoulin, 2007]. For a large distance between droplets, greater
than 10 diameters in a dilute spray, evaporation proceeds in the same way as for an
isolated droplet. If the droplets are also small and have a low Reynolds number, they
behave like in the idealised case of spherical symmetry. For smaller distance, the mixing
field around the droplets starts to interfere and evaporation-modulation occurs. This
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may happen even in an overall dilute spray, since droplets tend to assume a preferential
concentration in a turbulent flow. In these clusters the fuel vapour concentration
reaches values close to saturation, which slows down further evaporation rate. In this
case, evaporation can only occur if the fuel vapour concentration is reduced by mixing
or if droplets are carried out of the cluster region by the flow. Hence, preferential
concentration can have a strongly detrimental effect on the overall evaporation rate
[Jenny et al., 2012].
Combustion phenomena in spray combustion are detailed in the following sections.
First, the canonical case of an igniting single droplet and its combustion are presented
in Section 2.3.2. Then the propagation of a flame in a mist of droplets is reviewed in
Section 2.3.3. Finally, the spray combustion regimes are discussed in Section 2.3.4.
2.3.2 Single droplet combustion
Single droplet combustion has been studied as canonic case for spray combustion. At
the same time, single droplet combustion is also representative of practical cases where
the distance of droplets is large (see Section 2.3.4). Single droplets have been studied
extensively from a theoretical, numerical and experimental point of view. Several
reviews of single droplet evaporation [Sazhin, 2006] and combustion [Faeth, 1979; Law,
1982; Sirignano, 1983; Williams, 1973] and single droplet ignition [Aggarwal, 2014]
exist. Single droplet combustion is the canonic case characterised by the formation
of a spherical diffusion flame around the droplet. Therefore, it is the case where
spray combustion is approached using the theoretical framework from non-premixed
combustion.
The scenario of single droplet combustion can be described as follows [Law, 1982].
A cold droplet placed in a hot environment is heated by conductive heat transfer. One
part of the heat transferred to the liquid phase diffuses into the interior of the droplet;
the other part is used to vaporise the liquid. Consequently, vapour at saturation
concentration exists near the droplet surface. The vapour diffuses away from the
surface. For an initially cold droplet, the evaporation rates are slow at first, but
increase as the droplet heats up. A flame can be initiated by forced or auto-ignition.
The heat released by a flame diffuses inwards and outwards, and the droplet heats up
quickly. A spherically symmetric diffusion flame engulfing the droplet is established.
A schematic of a single droplet flame is shown in Fig. 2.3 (left). In the spherically
symmetric configuration, only Stefan flow is induced. In presence of forced or natural
convection, the flame is distorted in the direction of the flow. For strong relative
velocity, the fuel can be swept into the wake, so that the flame does not engulf the
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droplet, and even extinction can occur. At the same time, the shear stress on the
droplet surface can induce a circular motion in the liquid, which enhances evaporation
rates significantly. During an initial heat-up period the droplet size hardly changes,
and diameter might even increase due to thermal expansion if the boiling point is
high and initial evaporation rates are low. This period is normally much shorter than
the vigorous burning period. Following the ignition, the radius of the flame increases,
as a result of fuel vapour accumulation between droplet surface and flame until a
quasi-steady state is reached. Then the droplet temperature is almost constant. In the
idealised case, under the assumption of quasi-steadiness and constant properties, it can
be shown that the square of the droplet diameter decreases linearly, d2d = d2d,0−K(t−t0),
which is called the d2 law and constitutes the simplest model for droplet evaporation
[Williams, 1985b]. Due to the strong assumptions involved, the linearity only holds
approximately in realistic cases, but it provides useful insight and may be used as
the basis for crude estimates. This relation of evaporation time and diameter was
first observed experimentally by Sreznevsky [1882] and explained by Langmuir [1918].
Eventually the flame moves closer to the droplet surface until it collapses into the
droplet leading to extinction. This is a finite-rate chemistry effect that can be explained
defining a Damköhler number that compares the time scales of diffusive transport and
chemical reaction [Law, 1982].
Fig. 2.3 Schematics of a single droplet flame with the flame-sheet approximation (left)
and a one-dimensional freely propagating spray flame (right). Left image similar to
Williams [1985b]; right image similar to Silverman et al. [1993] and Neophytou &
Mastorakos [2009].
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2.3.3 Propagating spray flames
The propagation of a flame in uniformly dispersed fuel droplets, or the equivalent
case of a burner stabilised flame with incoming flow, has been studied extensively
as the canonical problem of spray flames. In this canonical case, the spray flame is
theoretically approached like a premixed flame, due to its propagating behaviour and
considering the mist of fuel droplets as an inhomogeneous mixture of liquid droplets,
vapour and oxidiser. This approach is funded on early experimental findings that the
behaviour of a flame propagating in sprays was similar to gaseous premixed flames,
when the droplet size is small [Burgoyne & Cohen, 1954].
In a theoretical analysis Silverman et al. [1993] distinguish five zones in the one-
dimensional structure of a flame propagating in a poly-disperse spray (Fig. 2.3, right).
The droplets evaporate upstream of the flame in the (i) primary evaporation zone where
heat release of the flame is not felt, and in the (ii) heating zone. The fuel evaporated in
the first two zones is consumed in the (iii) homogeneous reaction zone. Homogeneous
reaction refers to chemical reaction in the gas phase. Therefore, an effective equivalence
ratio φeff can be defined, based on the amount of fuel vapour and oxidiser at the
location of the homogeneous reaction zone, in contrast to the overall equivalence ration
φov, based the total amount of fuel in form of vapour and liquid. Even if the overall
mixture is fuel-rich (φov > 1), slow evaporation, for low fuel volatility or large droplet
diameter, can lead to effectively lean conditions for the homogeneous reaction zone
(φeff < 1). Sufficiently large droplets may survive and continue to evaporate in the
hot gases downstream of the flame. If the combustion in the homogeneous reaction
zone was fuel-lean (φeff < 1), then oxidiser is left and the remaining droplets may burn
individually or in clusters in the (iv) droplet burning zone. Droplet burning, controlled
by the evaporation rate, is a relatively slow process, compared to homogeneous reaction.
When the oxidiser is consumed and some droplets still exist, they continue to evaporate
in the (v) secondary evaporation zone, slightly cooling the mixture. If the combustion
in the homogeneous reaction zone was effectively rich (φeff > 1), the oxidiser is fully
consumed, no droplet burning can occur, and surviving droplets evaporate in the
secondary evaporation zone.
Early experimental studies characterised the effect of droplet size one spray flames.
Burgoyne & Cohen [1954] studied the flame propagation in mono-disperse tetralin
(1,2,3,4-tetrahydronaphthalin, C10H12) droplets. For droplets with a diameter below
10 µm the flame behaved qualitatively like a gaseous premixed flame, for a diameter
above 40 µm the droplets burned individually, and for intermediate diameters a
transition occurred. Similarly, Cekalin [1961] describes flame propagation via a relay
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mechanism by ignition of individual droplets. Hayashi et al. [1977] also observed
smooth flames for ethanol and kerosene droplets of size 7 µm, and thickened corrugated
flames for droplets of size 20 µm.
Numerous experimental studies have focused on the quantification of laminar
burning velocities in sprays (e.g. Polymeropoulos & Das [1975], Hayashi et al. [1977],
Ballal & Lefebvre [1981], Myers & Lefebvre [1986], Nomura et al. [2000]). In these
experiments, gas and suspended droplets have zero relative velocity, and the burning
velocity is defined relative to the fresh mixture. Key parameters of this problem specific
to spray flames are the (overall) equivalence ratio, droplet size, fuel volatility, fuel
vapour fraction (fuel vapour to total fuel). The following effects on the burning velocity
have been described. First, it has been observed that in fuel-lean and stoichiometric
cases (φov ≤ 1) the burning velocity decreases with increasing droplet size; in (overall)
fuel-rich cases (φov > 1) larger droplets may lead to higher burning velocities than
in the equivalent gaseous mixtures. This has been explained with the concept of
the effective equivalence ratio φeff : in (overall) rich mixture, incomplete evaporation
produces a gaseous mixture closer to stoichiometric conditions leading to faster burning
velocities [Hayashi et al., 1977]. Second, it has been reported that in the presence of
droplets with intermediate size (≈ 10 µm) higher burning velocities could be reached
than for smaller droplets or purely gaseous premixed flames, even for lean overall
mixtures [Hayashi et al., 1977; Nomura et al., 2000; Polymeropoulos & Das, 1975]. This
has been attributed to the development of thermo-diffusive instabilities and associated
wrinkling of the flame [Bradley et al., 2014]. Finally, it has been pointed out in a
numerical study that the burning velocity might be enhanced in (overall) fuel-rich
mixtures by the production of very reactive intermediate species due to pyrolysis and
their diffusion towards the oxidation zone [Neophytou & Mastorakos, 2009; Neophytou
et al., 2012].
2.3.4 Spray combustion regime diagrams
Several attempts have been made to categorise spray flames in a regime diagram. Chiu
and co-workers [Chiu et al., 1982; Chiu & Liu, 1977] considered the flame forming in
a spherical cloud of droplets in contact with hot oxidiser and classified four different
regimes, which are distinguished by a single parameter, the group combustion number
G. The group combustion number represents the ratio of characteristic speed of heat
transfer in the gas phase and the speed of the heat transfer between the two phases,
directly related to the characteristic evaporation speed. For most cases with high Péclet
number, G ≈ 5N2/3d /S [Candel et al., 1999], where Nd is the number of droplets and S
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is the separation parameter. S = δs/δrf is the ratio of the mean droplet spacing and
the characteristic diffusion flame radius. For G≪ 1 the inter-droplet distance is large
and flames form around individual droplets. In contrast, for G≫ 1, the droplets are
closely spaced and heat transfer inside the cloud is weak. Then the flame is established
around the entire cloud, while only the outer droplet evaporate. This regime is called
external sheath combustion. Two intermediate regimes were proposed [Chiu et al., 1982]:
for G < 1 a flame forms at the interior of the cloud, engulfing a group of droplets,
called internal group combustion, while droplets outside of this flame burn in single
droplet combustion mode; for G > 1 the flame establishes around the droplet cloud,
with the flame also affecting the droplets at the centre of the cloud, called external
group combustion. These concepts for the classification of spray flames have, however,
been difficult to extend to configurations other than the spherical cloud in hot oxidiser
[Jenny et al., 2012].
Another attempt to categorise spray flames was made by Borghi [1996a,b] who
studied laminar flame propagation in homogeneously distributed poly-disperse droplets.
The analysis was based on two non-dimensional parameters, the ratio of the evaporation
time scale τv and the flame time scale τf , and the ratio of the mean droplet distance
δs and the flame thickness of a premixed flame δf , where τf = δf/S0L. For τv/τf ≪ 1
evaporation finishes before the droplets reach the reaction zone, leading to the formation
of a premixed flame. For δs/δf < 1 and sufficient evaporation time, the droplets enter
the reaction zone and thickening of the flame is expected. Beside these extreme cases,
the penetration of the flame by some droplets leads to the formation of a secondary
reaction zone behind the primary, partially premixed flame front. For this case different
regimes are distinguished similar to Chiu’s internal and external group combustion
regimes.
Réveillon & Vervisch [2005] extended the concepts proposed by Borghi, proposing
to add the overall equivalence ratio (based on the mass of injected liquid and oxidiser)
as a third parameter of the regime diagram. In their DNS study of a droplet-laden jet,
they distinguished three regimes, illustrated in Fig. 2.4. In the external combustion
regime a single continuous flame engulfs all droplets (closed external) or two continuous
flames form on both sides of the jet (open external); these flames had a predominantly
premixed character. In the group combustion regime, independent flames formed
around separate droplet clusters; both premixed and non-premixed burning modes
were observed. In the intermediate hybrid combustion regime, premixed flames formed
around droplet clusters and a continuous diffusion flame surrounded the whole droplet
cloud.
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Fig. 2.4 Spray combustion regimes according to Réveillon & Vervisch [2005]: (A)
closed external, (B) open external, (C) group and (D) hybrid combustion. Solid lines
and dashed lines represent premixed and diffusion flames respectively. Figure from
Réveillon & Vervisch [2005].
2.3.5 Modelling of dispersed multi-phase flows
Turbulent spray flames fall into the category of multi-phase flows. Dispersed multi-phase
flows constitute a subcategory of multi-phase flows. In contrast to other multi-phase
flows, for instance free-surface flows, in dispersed multi-phase flows, the evolution of
the phase interface is considered secondary. Instead of tracking the interface, processes
like break-up and agglomeration are taken into account via the particle-size spectrum
[Balachandar & Eaton, 2010].
Different computational approaches for the modelling of turbulent dispersed multi-
phase flows exist. Their applicability in a particular case can be related to the particles
Stokes number, St ≡ τp/τf (Eqn. 2.35), comparing particle and flow time scales. The
relevant flow time scale for DNS is the Kolmogorov time scale τK and the corresponding
Stokes number is [Balachandar & Eaton, 2010]
τp
τK
= (2ρp/ρ+ 1)36
1
f(Rep)
(
dp
ηK
)2
(2.38)
and for LES the time scale of the smallest resolved eddy is τ∆ = ∆/u′sgs and the
corresponding Stokes number can be calculated as
τp
τ∆
= (2ρp/ρ+ 1)36
1
f(Rep)
(
dp
∆
)2 ( ∆
ηK
)4/3
(2.39)
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where ∆ is the LES-filter width and u′sgs is the sub-gird velocity fluctuation. The
following four categories of approaches can be distinguished [Balachandar & Eaton,
2010]:
In equilibrium Eulerian approaches it is assumed that particles are small and
perfectly follow the carrier phase, so that the droplet-laden flow can be considered as a
single fluid. Hence, this approach is only applicable for sufficiently small particles with
a small time constant. This can be expressed by the particle Stokes number St ≡ τp/τK
(or τp/τ∆ for LES), the ratio of particle and Kolmogorov time scales. The approach
was found to be reasonably accurate for St . 0.2.
Eulerian approaches use a two-fluid formulation, which considers carrier and dis-
persed phase as inter-penetrating fluids media. In contrast to the equilibrium Eulerian
approach, separate momentum and energy equations are solved for the dispersed phase;
source/sink terms account for the transfer between the two phase. Consequently, the
approach is applicable in cases with larger particles and the restriction on very low St
can be relaxed. Still, the Eulerian approach assumes a unique field of particle velocity,
temperature etc., implicitly restricting the range of possible St. This restriction can
be alleviated by using a probabilistic framework. In general, Eulerian approaches are
found to provide comparable results to Lagrangian approaches for 0.2 . St . O(1).
The Lagrangian point-particle approach uses a Lagrangian description to solve the
equations of motion, mass and energy of the individual particles. The assumption
of unique fields is not required. Therefore, the approach is well suited for tracking
large particles with St > 1 and, of course, it is also suitable for particles with St < 1.
Moreover, it can handle a poly-disperse particle cloud easily.
The fully resolved approach does not require the point-particle assumption and is
thus not restricted theoretically to particles smaller than the smallest resolved length
scale of the flow. This approach has only been used for a single or few particles but is
usually out of reach, even for most DNS applications.
In theory, the Lagrangian point-particle approach assumes that dp ≪ ηK in DNS or
dp ≪ ∆ in LES. However, since the fully resolved approach is not practicable in most
cases, even for dp & ηK , the point-particle approach may be the only option. In LES,
the point-particle approach can be pushed to consider larger particles with dp ∼ ∆
[Balachandar & Eaton, 2010].
In terms of modelling the dynamic coupling of the carrier phase and the dispersed
particles, three levels can be distinguished [Elghobashi, 1994]: in cases where both the
dispersed phase volume fraction and mass loading are small, the effect of the carrier-
phase turbulence on the particle dynamics is dominant, while the particles hardly affect
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the flow (one-way coupling between carrier and particles). When the particle volume
fraction is small, but the particle and carrier phase mass are comparable the dynamic
effects of the particles on the carrier become significant (two-way coupling). For even
larger particle volume fraction, interactions between particles, collisions, agglomeration
and break-up, become more likely and need to be considered (four-way coupling).
2.4 Conditional Moment Closure
Conditional Moment Closure (CMC) is an advanced model for turbulent combustion,
which was developed independently by Klimenko [1990] and Bilger [1993a]. The
method and early work have been reviewed in detail by Klimenko & Bilger [1999] and
more recently by Kronenburg & Mastorakos [2011]. Additionally, a very instructive
analysis of the CMC method in comparison to unsteady flamelet models has been
published by Klimenko [2001]; differences between the two models are also pointed out
by Swaminathan & Bilger [1999a].
2.4.1 Conventional CMC
CMC was originally developed as a model for non-premixed combustion, following a
mixture fraction-based approach, hence splitting the turbulent combustion problem into
(i) a mixing problem to find the mixture fraction field ξ(x, t) and (ii) a flame structure
problem concerned with finding the species mass fractions Yα and temperature T as
function of ξ.
In CMC the flame structure is formally described by the conditional means of the
reactive scalars. The conditional mean Qα is defined as the ensemble average of Yα(x, t)
under the condition that the associated value ξ(x, t) is at the value η [Bilger, 1993a]:
Qα(η;x, t) ≡ ⟨Yα(x, t)|ξ(x, t) = η⟩ ≡ ⟨Yα|η⟩ (2.40)
As a result of this averaging procedure, the instantaneous value of the reactive scalar
can be decomposed into the conditional mean and a fluctuation around the conditional
mean [Bilger, 1993a]:
Yα(x, t) = Qα(ξ(x, t);x, t) + Y ′′α (x, t) (2.41)
If most fluctuations of Yα are associated with fluctuations of ξ, the fluctuations around
the conditional mean are small compared to fluctuations around the conventional
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Mixture fraction
T [K]
Fig. 2.5 Scatter plot and conditional mean of temperature from experimental measure-
ments (symbols) [Barlow & Frank, 1998] and CMC solution (line) [Roomina & Bilger,
2001] for the Sandia D flame at x/d = 30. Adapted from Roomina & Bilger [2001] and
Barlow & Frank [1998].
mean, Y ′′α ≪ Y ′α, where Y ′α = Yα − ⟨Yα⟩. This is illustrated by Fig. 2.5, which shows
temperature measurements and their conditional mean for a non-premixed jet flame
(Sandia D flame) [Barlow & Frank, 1998].
The principle of the CMC method is to solve transport equations for the condi-
tional means of the reactive scalars in order to obtain the flame structure. An exact
transport equation for the conditional moments can be derived, and using only light
modelling (assuming (i) high Reynolds number, (ii) the validity of the primary closure
hypothesis, (iii) Fickian mass diffusion at the molecular level, (iv) unity Lewis number
and (v) small conditional fluctuations of density) the following form of the equation is
obtained [Klimenko & Bilger, 1999]:
∂Qα
∂t
+ ⟨u|η⟩ · ∇Qα = ⟨Nξ|η⟩∂
2Qα
∂η2
+ ⟨ω˙α|η⟩ − ∇ · (⟨ρ|η⟩⟨u
′′Y ′′α |η⟩p(η))
⟨ρ|η⟩p(η) (2.42)
Notably, the assumptions (iv) and (v) can be relaxed, including differential diffusion
terms [Kronenburg & Bilger, 1997] and using density-weighted conditional averaging
[Klimenko & Bilger, 1999, p. 623] respectively. The transport equation of the conditional
mean (Eqn. 2.42), also called CMC equation, is a partial differential equation in space,
time and the conditioning variable η. CMC equations need to be solved for the
conditional means of all species mass fractions Qα and temperature QT ≡ ⟨T |η⟩ or
alternatively enthalpy Qh ≡ ⟨h|η⟩. For Qh an equation similar to Eqn. 2.42 is derived
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(further assuming (vi) low Mach number) [Klimenko & Bilger, 1999]:
∂Qh
∂t
+ ⟨u|η⟩ · ∇Qh = ⟨Nξ|η⟩∂
2Qh
∂η2
+ ⟨Q˙|η⟩⟨ρ|η⟩ +
1
⟨ρ|η⟩
〈
∂p
∂t
∣∣∣∣η〉− ∇ · (⟨ρ|η⟩⟨u′′h′′|η⟩p(η))⟨ρ|η⟩p(η)
(2.43)
The conditional mean of the density ⟨ρ|η⟩ is calculated from the equation of state.
From its conditional means the unconditional mean of a variable can be calculated
as
⟨Yα(x, t)⟩ =
∫ 1
0
Qα(η;x, t) p(η;x, t) dη (2.44)
The mixture fraction PDF is usually presumed based on the mean and variance as
p(η; ⟨ξ⟩, ⟨ξ′2⟩). Therefore, the CMC model also requires the solution of transport
equations for the mean and variance of mixture fraction.
The motivation for the development of CMC was to provide closure for the non-
linear chemical reaction source term in a turbulent reacting flow. In Eqn. 2.42, the
reaction source term appears in the form of a conditional mean. If it can be assumed
that the fluctuations around the conditional means are small, a very simple first-order
closure can be used,
⟨ω˙α(Y1, Y2 ... YNα , T )|η⟩ ≈ ω˙α(Q1, Q2 ... QNα , QT ) (2.45)
Figure 2.5 illustrates that CMC with first-order reaction rate closure [Roomina &
Bilger, 2001] provides accurate results if the conditional fluctuations are small. In order
to solve the CMC equation, further sub-models are required for the conditional velocity
⟨u|η⟩, the conditional scalar dissipation rate, ⟨Nξ|η⟩ = ⟨Dξ∇ξ · ∇ξ|η⟩, the turbulent
transport term ⟨u′′Y ′′α |η⟩ and potentially for external source terms in the Qh equation;
furthermore, a model for the PDF is needed. In practice, the models for the PDF and
the conditional SDR are the most important. An overview of the closure models is
given in Klimenko & Bilger [1999] and Kronenburg & Mastorakos [2011].
Theoretically, the modelling of the PDF and conditional SDR are not independent,
since they are related through the PDF transport equation, which under the assumption
of high Reynolds number (as Eqn. 2.42) becomes [Klimenko & Bilger, 1999]
∂⟨ρ|η⟩p(η)
∂t
+∇ · (⟨ρ|η⟩⟨u|η⟩p(η)) = −∂
2⟨ρ|η⟩⟨Nξ|η⟩p(η)
∂η2
(2.46)
Hence, closure for the conditional SDR can be theoretically found from Eqn. 2.46, if
models for the PDF and ⟨u|η⟩ are provided [Kronenburg et al., 2000a]. In practice,
closure for the conditional SDR is often provided as ⟨Nξ|η⟩ = ⟨Nξ⟩ FNξ(η; ⟨ξ⟩, ⟨ξ′2⟩)
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[Klimenko & Bilger, 1999]. For instance, a typical choice of sub-models is the β-function
for the PDF and the Amplitude Mapping Closure (AMC) model [O’Brien & Jiang,
1991] for the conditional SDR, ⟨Nξ|η⟩ = N0 exp(−2[erf−1(2η − 1)]2), where N0 is the
scaling factor. The shape predicted by the AMC model is not exactly equal but very
close to the shape obtained using a β-PDF and integrating the PDF equation [Girimaji,
1992a].
CMC is a statistical model and its derivation is founded on the definition of the
conditional mean. The CMC equation can be derived using the principle assumptions
of (i) high turbulent Reynolds number and (ii) the validity of the primary closure
hypothesis [Klimenko & Bilger, 1999]. High Reynolds number allows to neglect terms
of molecular transport in physical space. Bilger [1993a] and Klimenko [1990] introduced
two different primary closure hypotheses. A comparison and discussion can be found
in Klimenko & Bilger [1999, p. 621f, 625f]. As primary closure hypothesis Klimenko
[1990] assumed a diffusion approximation for the flux of the reactive scalar in conserved
scalar space. Alternatively, ⟨Y ′′αN ′′ξ |η⟩ = 0 is a sufficient assumption, which might be
too strict, however, and it stands in contrast to experience with second-order CMC
where this term contributes strongly [Swaminathan & Bilger, 1998, 1999a].
The foundation of the CMC method as a statistical model has important impli-
cations, and gives a desirable feature to CMC. The derivation of the CMC equation
itself does not require any assumption about the flame structure and its correlation
with the conditioning variable, and is thus not a priori limited to a certain combustion
mode or regime [Kronenburg & Mastorakos, 2011]. For instance, the assumption of
a thin flame was not required. The CMC equation remains formally valid when the
mixture fraction approach fails to fully describe the combustion mode, as for example
in partially premixed combustion, or in the case of extinction and ignition. However,
in this case large conditional fluctuations are expected, and first-order closure used for
the chemical reaction source term would not yield accurate results. Hence, limitations
may still arise from the assumptions behind the sub-models used for closure in the
CMC equation, and in particular the reaction source term.
The CMC approach has been demonstrated to be consistent with the frozen limit,
Da → 0, and the fast chemistry limit, Da →∞, where the CMC solution converges
towards the mixing line and the equilibrium composition respectively [Klimenko &
Bilger, 1999, p. 630]. More recent studies seem to demonstrate the capability of CMC
(in combination with RANS) to predict finite-rate chemistry effects in a wide range of
non-premixed flames [Kronenburg & Mastorakos, 2011], including piloted jet flames
[Fairweather & Woolley, 2004; Roomina & Bilger, 1999, 2001], lifted jet flames [Devaud
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& Bray, 2003; Kim & Mastorakos, 2005] and bluff body-stabilised flames [Fairweather
& Woolley, 2007a; Kim et al., 2000]. Kronenburg et al. [2000b] used CMC for the
prediction of soot formation, following the suggestions of Kronenburg & Bilger [1997]
for the inclusion of differential diffusion effects.
2.4.2 Second-order CMC
Since the early 2000s, most effort in CMC modelling has been dedicated to combustion
problems where the local correlation between conditioning variables and the reactive
scalars is weakened [Kronenburg & Mastorakos, 2011]. The consequence are larger
fluctuations around the conditional mean, which is illustrated by Fig. 2.6 (left), showing
that YCO correlates poorly with mixture fraction in the presence of local extinction and
ignition. Other examples for weakened correlation of the reactive scalars with mixture
fraction are cases with partial premixing. The implication is that the first-order closure
of the chemical reaction term in CMC (Eqn. 2.45), based on the assumption of small
conditional fluctuations, cannot provide accurate closure any more, as discussed by
Bilger [1992]. Therefore, the strategy of a second-order closure for the chemical reaction
term can be proposed, where first and second conditional moments of the reactive
scalars are used to model the effect of the conditional fluctuations on the conditional
mean of the chemical reaction rate [Bilger, 1992, 1993b]. The transport equation for
the second conditional moments were first derived by Li & Bilger [1993] using the
decomposition method and Klimenko [1993] using the joint-PDF method.
In second-order CMC, the CMC equation (Eqn. 2.42) is solved with a second-order
closure for the chemical reaction term. The Taylor expansion of the reaction rate
(compare with Eqn. 2.24) gives
⟨ω˙α|η⟩ ≈ ω˙α(Q, QT ) + 12
∂2ω˙α
∂Yi∂Yj
∣∣∣∣
(Q,QT )
⟨Y ′′i Y ′′j |η⟩+
∂2ω˙α
∂Yi∂T
∣∣∣∣
(Q,QT )
⟨Y ′′i T ′′|η⟩
+ 12
∂2ω˙α
∂T 2
∣∣∣∣
(Q,QT )
⟨T ′′2|η⟩
(2.47)
with Q = (Q1 ... QNα). The explicit form of the coefficients for the Arrhenius law
(Eqn. 2.19) can be found in Swaminathan & Bilger [1999a]. Bilger [1992] discussed
that in contrast to conventional moment methods (see discussion following Eqn. 2.24,
following Borghi [1988]), second-order closure was acceptable in CMC where G1/2T /QT <
0.1 and G1/2OH/QOH < 0.2 for the reaction H2 +O2 → H+OH. An alternative closure
for the conditional reaction rate based on presumed PDFs was proposed for reduced
two-, three- or four-step chemical mechanisms [Swaminathan & Bilger, 1999b] In any
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case, second-order reaction rate closure requires knowledge of the conditional variances
and co-variances, ⟨Y ′′i Y ′′j |η⟩, ⟨Y ′′i T ′′|η⟩ and ⟨(T ′′)2|η⟩, which can be obtained by solving
additional transport equations for them.
Using similar modelling as for the conditional mean equation [Klimenko & Bilger,
1999, p. 665ff], the transport equation of the conditional variances and co-variances,
Gij ≡ ⟨Y ′′i Y ′′j |η⟩, can be written as [Kim, 2002; Klimenko & Bilger, 1999]
∂Gij
∂t
+ ⟨u|η⟩ · ∇Gij = ⟨Nξ|η⟩∂
2Gij
∂η2
− ∇ · (⟨ρ|η⟩⟨u
′′Y ′′i Y
′′
j |η⟩p(η))
⟨ρ|η⟩p(η)
+ ⟨ω˙′′i Y ′′j |η⟩+ ⟨ω˙′′j Y ′′i |η⟩ − ⟨u′′Y ′′i |η⟩ · ∇Qj − ⟨u′′Y ′′j |η⟩ · ∇Qi
+ ⟨Y ′′i N ′′ξ |η⟩
∂2Qj
∂η2
+ ⟨Y ′′j N ′′ξ |η⟩
∂2Qi
∂η2
− 2⟨D∇Y ′′i · ∇Y ′′j |η⟩ −
1
⟨ρ|η⟩p(η)
∂JG
∂η
(2.48)
where the turbulent flux in conserved scalar space JG was introduced with the consistent
primary closure hypothesis as discussed by Kim [2002]. An analysis of the term
balance can be found in Swaminathan & Bilger [1998, 1999b]. Similar equations for
GT i ≡ ⟨T ′′Y ′′i |η⟩ and GT = ⟨T ′′2|η⟩ can be obtained. These transport equations include
various terms, notably ⟨ω˙′′i Y ′′j |η⟩, ⟨D∇Y ′′i · ∇Y ′′j |η⟩ and ⟨Y ′′i N ′′ξ |η⟩, which are unclosed
and require modelling. A priori assessments of the sub-models against DNS data were
performed by Swaminathan & Bilger [1999b] and Sreedhara et al. [2008]. A summary
and discussion of common closure models can be found in Kronenburg & Mastorakos
[2011].
In early applications a simplified second-order closure for a global (one-step) chemical
mechanism was used [Kronenburg et al., 1998; Mastorakos & Bilger, 1998]. A generalised
approach for multi-step chemical mechanisms was presented by [Kim & Huh, 2004]
and Kim et al. [2005a]. A major challenge for the application of second-order CMC
with multi-step chemical mechanisms is the large number of additional transport
equations for the conditional correlations that needs to be solved, since the number of
additional transport equations for the conditional variances and co-variances scales as
N∗α(N∗α + 1)/2, where N∗α is the number of reacting species [Kronenburg & Mastorakos,
2011]. In order to alleviate this issue Kim & Huh [2004] proposed to apply second-order
closure to rate limiting steps only, significantly reducing the number of additional
transport equations. In contrast, De Paola et al. [2008a] used second-order CMC to
simulate an auto-igniting plume, without reduction in dimensionality of the correlation
matrix, thus solving for all conditional correlations of a multi-step mechanism.
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⟨YCO|η⟩ ⟨YCO|η = ξst, ζ⟩
η ζ
Fig. 2.6 Scatter plot and conditional mean (large symbosls) of YCO from DNS with
local extinction. Images from Kronenburg & Papoutsakis [2005].
Second-order CMC has achieved good agreement with DNS results for auto-ignition
of a non-premixed flow [Mastorakos & Bilger, 1998], and a case with significant local
extinction [Kim et al., 2002]. Furthermore, the approach has been applied with relative
success to jet diffusion flames [Kim & Huh, 2004; Kronenburg et al., 1998] and flames
with local extinction and re-ignition [Bradley et al., 2002; Fairweather & Woolley, 2007b;
Kim & Huh, 2004]. In particular, in the case of local extinction second-order closure
gave improved predictions of temperature and O2 mass fraction, but some differences
with the experiments remained. Sreedhara & Huh [2005] modelled a bluff-body flame,
where second-order closure failed to improve the result significantly compared to first-
order closure, even though conditional correlations were reasonably well predicted. The
reason for these discrepancies is not clear, but Kronenburg & Mastorakos [2011, p. 100]
conjectured that “corrections to the chemical source term may not suffice” in this
case.
2.4.3 Doubly Conditional Moment Closure
An alternative strategy to provide accurate closure for the chemical reaction rate in
cases where the correlation of the reactive scalars with the mixture fraction is weakened,
is the introduction of a second conditioning variable. If most of the fluctuations around
the (singly-) conditional mean, based on the mixture fraction, can be associated with
the second conditional variable, then the fluctuation around the doubly-conditional
mean, based on the mixture fraction and a second conditioning variable, are expected
to be small. This is illustrated in Fig. 2.6: the correlation of YCO with mixture fraction
is weak as a result of local extinction, but most of the (singly-conditional) fluctuations
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can be associated with fluctuations of sensible enthalpy. Consequently, the fluctuations
around a doubly-conditional mean, based on mixture fraction and sensible enthalpy,
would be small. Then a first-order closure for the chemical reaction rate based on the
doubly-conditional means of the reactive scalars can be expected to be accurate. While
second-order CMC attempted to model the effect of the conditional fluctuations, the
strategy of double-conditioning aims to reduce the size of the conditional fluctuations.
The strategy of double-conditioning was fist proposed by Bilger [1992], who sug-
gested conditioning on mixture fraction and a reaction progress variable such as
temperature. This principle can be generalised by writing the CMC equation with
multiple conditions. The reactive scalar Yα can be conditionally averaged on a set of
conditioning variables Yc ≡ (Y c1 , Y c2 ... Y cNc) and the conditional mean is defined as
[Bilger, 1992]
Qα(Zc;x, t) ≡ ⟨Yα(x, t)|Yc(x, t) = Zc⟩ (2.49)
where Zc ≡ (Zc1, Zc2 ... ZcNc) contains the sample space variables, parametrising the
Nc-dimensional conditional space. The transport equation of the conditional mean
with multiple conditions (using similar assumptions as for Eqn. 2.42) can be written
in a compact form with Einstein summation convention [Kronenburg & Mastorakos,
2011]:
∂Qα
∂t
+ ⟨u|Zc⟩ · ∇Qα = ⟨ω˙α|Zc⟩ − ⟨ω˙c,i|Zc⟩∂Qα
∂Zci
+ ⟨D∇Y ci · ∇Y cj |Zc⟩
∂2Qα
∂Zci ∂Z
c
j
− 1⟨ρ|Zc⟩p(Zc) ∇ · (⟨ρ|Z
c⟩p(Zc)⟨u′′Y ′′α |Zc⟩)
(2.50)
where ω˙c,i is the reaction source term of the conditioning variable Y ci .
The development of Doubly Conditional Moment Closure (DCMC) was mainly
motivated by the modelling of ignition and extinction. So far DCMC has only been ap-
plied in a priori tests where closure for conditional scalar dissipation rates was provided
from a DNS dataset. Cha et al. [2001] used mixture fraction and scalar dissipation rate
as conditioning variables. While extinction was well predicted, re-ignition occurred
too early. This can be explained by the fact that (i) scalar dissipation rate does not
correlate well with composition after extinction leading to large conditional fluctuations
and that (ii) conditioning on the instantaneous scalar dissipation rate ignored the
importance of the chemical time scales. Kronenburg [2004] used mixture fraction and
sensible enthalpy as conditioning variables, following the suggestion by Bilger [1992].
This led to small conditional fluctuations and very good predictions of the composition
and reaction rates, compared to the DNS. Hence, this study demonstrated that sensible
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enthalpy was suitable second conditioning variable. Subsequently, Kronenburg &
Papoutsakis [2005] managed to predicting accurately local extinction, the onset of
re-ignition and global extinction observed in the DNS data. More recently Salehi et al.
[2017] applied DCMC to study the effects of temperature inhomogeneities on ignition,
using mixture fraction and scalar dissipation rate as conditioning variables. Relative to
conventional CMC, DCMC gave improved results, but early ignition was also observed
in both cases. Behzadi et al. [2018] studied the auto-ignition in a stratified mixture
with DCMC, based on mixture fraction and sensible enthalpy, coupled to DNS. They
compared DCMC with second-order CMC finding better performance of DCMC in the
case of highly stratified mixture.
A comparison of the (i) second-order CMC and (ii) DCMC can be made, since
both strategies were introduced for cases where fluctuations around the conditional
mean render conventional CMC with first-order reaction rate closure inaccurate [Bilger,
1992, 1993b]. Second-order CMC refers to a correction of the conditional reaction rate
closure to increase its accuracy for non-negligible conditional fluctuations. This strategy
extends the capabilities of CMC, but the singly-conditional approach still assumes
that the problem is predominantly described by the mixture fraction [Kronenburg &
Mastorakos, 2011], and the second-order closure based on a Taylor expansion loses
accuracy for large conditional fluctuations [Swaminathan & Bilger, 1999b]. In DCMC,
a second conditioning variable is introduced, so that fluctuations around the doubly-
conditional mean remain small enough for first-order closure. A DCMC formulation
that uses sensible enthalpy as second conditioning variable, includes effects of heat
and mass transport independent of the mixture fraction, and can accurately describe a
combustion problem with arbitrary temperature fluctuations [Kronenburg, 2004]. A
main challenge with DCMC is the closure problem, namely for the doubly-conditional
scalar dissipation rates, as pointed out by Bilger [1992] and discussed by Kronenburg
[2004].
Finally, it should be pointed out that the DCMC equation, under the assumption
of spatial homogeneity, has similarities with the multi-dimensional flamelet equations
derived by Nguyen et al. [2010] and Mittal et al. [2012]. Notably, Nguyen et al. [2010]
suggested simple closure for the doubly-conditional SDRs.
2.4.4 LES-CMC
LES-CMC refers to the use of CMC within an LES-framework. In this case CMC takes
the role of a sub-grid scale combustion model. The present section refers specifically
to the adaptation of conventional CMC with first-order reaction rate closure to LES.
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Nevertheless, LES-CMC deserves to be detailed in its own separate section, for its
merit in tackle complex combustion problems, whose modelling would otherwise require
a second-order CMC or DCMC approach. This section also explores the reason behind
this success.
The use of LES as a means to obtain the flow and mixing field for CMC was already
envisaged by Klimenko & Bilger [1999]. LES-CMC is based on the definition of the
conditional filtering [Bushe & Steiner, 1999]. Navarro-Martinez et al. [2005] and Kim
& Pitsch [2005] derived the CMC equation using an LES-consistent formulation. The
resulting CMC equation is formally identical to Eqn. 2.42, but in the sense of LES Qα
is defined as the conditionally filtered variable and p(η) is the filtered density function
(FDF).
The coupling of LES and CMC, and the use of an LES-consistent framework for
CMC has several advantages. First, LES provides a more accurate prediction of the
flow and mixing field than RANS. In particular, improvements can be expected in
complicated geometries, swirling and recirculating flows [Pitsch, 2006]. Second, LES
resolves large-scale flow structures, leading to relatively small sub-grid scale variance of
mixture fraction and narrow FDFs, which can be better approximated using a presumed
PDF [Jiménez et al., 1997]. Finally, CMC is based on an LES-consistent (spatial)
filtering procedure, and the evolution of the conditional moments due to large-scale
flow structures is resolved in time. Therefore, an important aspect of LES-CMC is
the transient solution of CMC coupled to the unsteady flow and mixing field. This is
illustrated by Fig. 2.7, which shows LES-CMC results for the Sandia F flame [Garmory
& Mastorakos, 2015] with considerable local extinction. Most of the scatter observed
in the experiment is resolved by LES-CMC capturing the transient response of the
local flame structure to the flow.
LES-CMC was first applied to a simple jet flame (Sandia D) [Navarro-Martinez
et al., 2005], a bluff-body stabilised flame [Navarro-Martinez & Kronenburg, 2007] and
a jet diffusion flame stabilised on a bluff body [Kim & Pitsch, 2006]. Navarro-Martinez
& Kronenburg [2009, 2011] and Stanković et al. [2013] used LES-CMC to simulate
lifted jet flames with auto-ignition. Coriton et al. [2015] and Kronenburg & Stein
[2017] applied LES-CMC to a jet flame with partial premixing.
As detailed above, LES-CMC is well suited for simulating transient combustion
phenomena. Triantafyllidis et al. [2009] simulated the ignition of a bluff-body stabilised
flame and Tyliszczak [2015] modelled excited jet flames. More recently, Zhang et al.
[2019] have used LES-CMC to simulated the ignition of a lifted jet, focusing on the edge
flame propagation speed. The resolution of temporal fluctuations of the conditional
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moments appears to be a key factor for the success of LES-CMC. The approach has been
used successfully to predict local extinction in a piloted jet flame (Sandia F) [Garmory
& Mastorakos, 2011] and bluff-body stabilised flames [Zhang et al., 2015; Zhang &
Mastorakos, 2017]. In these cases, the simulation results showed good agreement with
experimental measurements and, in particular, fluctuations of conditional temperature
were well predicted. Zhang & Mastorakos [2016] simulated the global extinction in a
bluff-body flame and predicted the blow-off velocity curve with reasonable accuracy,
less than 25 % above the experimental values.
2.4.5 CMC for spray flames
As mixture fraction-based approach, CMC is a candidate for the modelling of spray
flames where the combustion is mainly driven by the evaporation rate and the mixing
of fuel and oxidiser. Notably, in a spray flame the mixture fraction is not a passive
scalar since it is generated by evaporation. The CMC equation for a two-phase flow
was rigorously derived (using the same assumptions as for Eqn. 2.42) by Mortensen &
Bilger [2009]:
∂Qα
∂t
+ ⟨u|η⟩ · ∇Qα = ⟨ω˙α|η⟩+ ⟨Nξ|η⟩∂
2Qα
∂η2
− ∇ · (⟨θ⟩⟨ρ|η⟩p(η)⟨u
′′Y ′′α |η⟩)
⟨θ⟩⟨ρ|η⟩p(η)
+
(
δαF −Qα − (1− η)∂Qα
∂η
) ⟨Π |η⟩
⟨θ⟩
− 1⟨θ⟩⟨ρ|η⟩p(η)
∂
∂η
((1− η)⟨ρ|η⟩p(η)⟨Π ′′Y ′′α |η⟩)
(2.51)
where ⟨θ⟩ is the gaseous volume fraction, with ⟨θ⟩ ≈ 1 in a dilute spray, ⟨Π |η⟩ is the
conditional volumetric evaporation rate per unit volume, and δαF is the Kronecker
delta, equals unity for the fuel species, α = F, and zero otherwise.
In the CMC equation for two-phase flow, various terms are unclosed. In order to
model the effect of the spray on the flame, these terms may require closure different
from the gaseous case, with particular importance for ⟨Π|η⟩, ⟨Nξ|η⟩ and the PDF
[Mortensen & Bilger, 2009]. The term ⟨Π ′′Y ′′α |η⟩ is assumed to be negligible [Borghesi
et al., 2011]. In addition, the transport equation of the mixture fraction variance ⟨ξ′2⟩
also requires closure for the terms ⟨ρξΠ⟩, ⟨ρξ2Π⟩ and ⟨Nξ⟩ [Mortensen & Bilger, 2009].
Early studies did not include spray source terms in the CMC equation and mixture
fraction variance equation [De Paola et al., 2008b; Wright et al., 2005], or used a CMC
equation with spray terms that were somewhat different [Kim & Huh, 2002; Sreedhara
& Huh, 2007] from the terms derived by Mortensen & Bilger [2009]. Still, Wright
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Fig. 2.7 Conditional temperature for the Sandia F flame at y/d = 7.5, r = 6 mm.
Scatter plot and conditional mean from experiment [Barlow & Frank, 1998] compared
to the instantaneous and time-averaged conditional mean from LES-CMC [Garmory &
Mastorakos, 2011]. Adapted from Garmory & Mastorakos [2011].
et al. [2005] managed to accurately predict spray ignition, flame propagation and the
establishment of a diffusion flame, and found good agreement of the autoignition delay
with experiments for different temperatures and turbulent intensities. Various studies
of spray combustion under IC-engine conditions using CMC have been performed by the
ETH Zürich group, for instance Bolla et al. [2014, 2013]. Schroll et al. [2010] proposed
to model ⟨Π|η⟩ as a δ-functions at η corresponding to the fuel vapour mass fraction at
the droplet surface, and included spray terms in the mixture fraction variance equation.
Borghesi et al. [2011] complemented this modelling approach, adding corrections to
⟨Nξ|η⟩ and the PDF. In the simulation of an auto-igniting droplet-laden jet significant
effects of the spray terms were found in regions with strong evaporation; effects on the
temperature, corresponding to evaporative cooling, were more significant than effects
on species mass fraction.
More recently LES-CMC has been applied to spray combustion. Bottone et al.
[2012] simulated the auto-ignition of a Diesel spray. Spray terms were not included
in the CMC equation or the mixture fraction SGS variance equation, but reasonable
agreement with experiments in terms of the lift-off height was found. Ukai et al.
[2013, 2014, 2015] performed LES-CMC of pilot-stabilised, spray jet flames (Sydney
spray flames). The conditional evaporation rate ⟨Π |η⟩ was modelled as a δ-function at
the LES-filtered mean of mixture fraction. Moreover, LES-CMC has been applied to
various transient combustion phenomena. Tyliszczak & Mastorakos [2013] simulated
the forced ignition of a liquid-fuelled bluff-body swirl burner. Giusti & Mastorakos
[2017] successfully predicted local extinction and lift-off, following preliminary studies
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by Tyliszczak et al. [2014] and Giusti et al. [2016] and Giusti & Mastorakos [2016]
predicted complete extinction in the same burner. In these studies, ⟨Π|η⟩ was modelled
as a δ-function at the droplet surface mixture fraction, and the effect of evaporation
on the SGS-variance of mixture fraction was modelled.
2.4.6 CMC for premixed flames
The application of the CMC method to premixed flames, using a reaction progress
variable as conditioning variable, seems natural and the first theoretical developments
were already made by Bilger [1993b]. However, for a long time the development of
CMC for premixed flames was held back by the issue of modelling of the conditional
SDR, where progress was only made recently [Swaminathan & Bray, 2011].
For a suitable progress variable c, for instance based on sensible enthalpy and with
Lec = 1, the transport equation of the conditional moment Qα ≡ ⟨Yα|c = ζ⟩ can be
written as follows [Bilger, 1993b; Mantel & Bilger, 1995; Swaminathan & Bilger, 2001]:
∂Qα
∂t
+ ⟨u|ζ⟩ · ∇Qα = 1Leα ⟨Nc|ζ⟩
∂2Qα
∂ζ2
+ ⟨ω˙α|ζ⟩ − ⟨ω˙c|ζ⟩∂Qα
∂ζ
+ 1⟨ρ|ζ⟩p(ζ)
( 1
Leα
− 1
)
∂⟨ρ|ζ⟩⟨Nc|η⟩p(ζ)
∂ζ
− 1⟨ρ|ζ⟩p(ζ)∇ · [⟨ρ|ζ⟩⟨u
′′Y ′′α |ζ⟩p(ζ)]
(2.52)
where non-unity Lewis number effects are retained, since they are expected to be
essential for the reaction-diffusion balance in premixed flames (otherwise using the
same assumptions as for Eqn. 2.42).
In a first a priori test of premixed CMC against DNS, Swaminathan & Bilger
[2001] showed that first-order closure for the reaction source provided good results.
Nevertheless, very few applications of CMC to premixed flames exist. This is due to
modelling issue that cannot be addressed in CMC, namely tracking the evolution of the
reaction progress variable and its PDF in space and time. Even when using a presumed
PDF approach, an accurate model for the mean SDR in turbulent premixed flame is
required. In particular, the mean SDR of progress variable cannot be modelled like for
a passive scalar, but dilatation effects were shown to be important [Swaminathan &
Bray, 2005]. A model taking the dilatation into account was first proposed by Kolla
et al. [2009].
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Martin et al. [2003] used CMC (with RANS) to simulate an idealised aero-engine
combustor. Yet, only a simple linear relaxation model was used for the mean SDR and
unity Lewis number was assumed. Amzin et al. [2012] and Amzin & Swaminathan
[2013] applied CMC to piloted, premixed jet flames, using a model for the mean SDR
that considers dilatation effects [Kolla et al., 2009].
The first application of LES-CMC to premixed combustion was performed by
Thornber et al. [2011], using a linear relaxation model for the (unconditionally) filtered
SDR. Farrace et al. [2017] simulated premixed bluff-body flames approaching extinction,
using an SDR model that considers dilatation effects [Dunstan et al., 2013]. Their
results showed the right qualitative trends but the flame length was under-predicted. In
a subsequent study, Farrace et al. [2018] included non-unity Lewis number effects in the
CMC equation, and achieved very good agreement of CMC results with experiments.
2.5 Modelling approaches for turbulent spray flames
Various combustion models, other than CMC (see Section 2.4.5), have been applied to
the modelling of turbulent spray flames. This section provides an overview of these
models and some exemplary references for applications.
Presumed-PDF models with tabulated chemistry have been used in a large number
of studies. Early applications to turbulent spray diffusion flames with flamelets and
RANS include the work by Hollmann & Gutheil [1996, 1998], who used a tabulation
based on mixture fraction and scalar dissipation rate. Various recent applications
use a tabulation with the Flamelet Generated Manifold (FGM) model, developed by
van Oijen & de Goey [2000] after original work by Bradley et al. [1988], and usually
based on a tabulation of premixed flame calculations. The method has been applied
to various spray flames, include simulations with RANS [Bekdemir et al., 2011; Ma
& Roekaerts, 2016a] and LES [Chrigui et al., 2012, 2013; El-Asrag et al., 2016; Ma
& Roekaerts, 2016a,b, 2017; Sacomano Filho et al., 2014]. The Flamelet/Progress
Variable (FPV) approach [Pierce & Moin, 2004], in its original form uses a tabulation
of diffusion flamelets. LES of spray combustion with the FPV approach include the
work by De & Kim [2013] and El-Asrag et al. [2014]. Another recent work by Hu &
Kurose [2018] used LES and a tabulation of premixed and non-premixed flamelets.
Most of these applications with the FGM and FPV models use a tabulation based on
mixture fraction and reaction progress variable, and potentially other quantities like
enthalpy or pressure depending on the application.
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The Artificially Thickened Flame (ATF) model, developed as an LES approach by
Colin et al. [2000] after original work by Butler & O’Rourke [1977], has been applied
to spray combustion. LES-applications include the work by Rittler et al. [2015] and
Sacomano Filho et al. [2017], who used a hybrid approach of the ATF model with
FGM tabulated chemistry.
Transported PDF methods have also been used for the modelling of turbulent spray
flames. The transported PDF method with a Lagrangian algorithm [Pope, 1976] has
been applied to spray combustion in combination with RANS by Ge & Gutheil [2008],
who solved for the joint-PDF of mixture fraction and enthalpy, combined with a spray
flamelet tabulation, Ma et al. [2016], who solved the PDF for mixture fraction and
progress variable in combination with FGM tabulation, and Bhattacharjee & Haworth
[2013] and Pei et al. [2013, 2015], who solved for the complete composition PDF. The
transported PDF model in combination with LES, also denoted as transported Filtered
Density Function (FDF) model or as LES/FDF, has been applied to spray flames by
Heye et al. [2013] and Irannejad et al. [2015].
The Eulerian Stochastic Field (SF) method [Valiño, 1998], augmented with a
stochastic spray implementation by Bini & Jones [2008], has been applied to various
cases of turbulent spray combustion, including the early LES applications by Jones
et al. [2011, 2012] and Prasad et al. [2013]. The Multiple Mapping Closure (MMC)
model [Klimenko & Pope, 2003], which is both CMC and PDF-consistent, has only
recently been applied to spray combustion with LES [Khan et al., 2018].
2.6 Summary
This Chapter contains a literature review of the topics most relevant to the research
presented in this thesis. First, a brief introduction of general concepts of the numerical
modelling of turbulent reacting flows was given. Second, a phenomenological overview
of spray combustion was given, to reflect the modelling challenges associated with them.
Most importantly, the complex structure of spray flames and the strong coupling of the
physical processes involved were explained. In particular, this revealed the necessity to
develop advanced combustion modelling tools in response to the multi-modal character
of spray flames. Third, a detailed review of CMC modelling for turbulent reacting flows
was provided. The CMC method has been used successfully to model a wide range
of complex combustion problems. In particular, the strategy of double-conditioning
appears very promising for the modelling of complex combustion phenomena. Finally,
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some advanced combustion models, other than CMC, currently used for the modelling
of turbulent spray flames were mentioned.
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Chapter 3
DCMC Equation for Spray
Combustion
3.1 Introduction
In the CMC framework, the composition of a turbulent reacting flow is described
using the conditional mean of the reactive scalars. For these conditional means exact
transport equations can be derived, which allow for accurate closure of the non-linear
chemical source term. This chapter presents the DCMC equation for turbulent spray
combustion – this is the transport equation of the conditional mean, based on two
conditional variables, derived for a two-phase flow.
The DCMC equation is derived for the two conditioning variables, mixture fraction
and reaction progress variable. Therefore, the DCMC equation for species mass fraction
Yα is the transport equation for the doubly-conditional mean Qα defined as [Bilger,
1992]
Qα(η, ζ;x, t) ≡ ⟨Yα(x, t)|ξ(x, t) = η, c(x, t) = ζ⟩ ≡ ⟨Yα|η, ζ⟩ (3.1)
where η and ζ are independent sample space variables of ξ and c respectively. The
doubly-conditional mean is a function of space and time, and two independent condi-
tioning variables.
The choice of conditioning variables, mixture fraction and reaction progress variable
was first suggested by Bilger [1992]. Furthermore, the choice is supported by the
wide-spread use of mixture fraction in conventional singly-conditional CMC for non-
premixed combustion [Klimenko & Bilger, 1999], and the successful employment of the
reaction progress variable in CMC for premixed flames [Amzin et al., 2012; Farrace
et al., 2018, 2017]. Thus, a mixture fraction-progress variable approach appears to be
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the most promising parametrisation for flames that involve premixed, non-premixed
and intermediate burning modes. Moreover, Kronenburg [2004] showed that DCMC
based on mixture fraction and a progress variable based on sensible enthalpy allowed
to predict local extinction.
The mixture fraction-progress variables approach is also very commonly used for
the parametrisation of tabulated chemistry, for instance in the FPV model [Pierce &
Moin, 2004], the FGM model [van Oijen & de Goey, 2004], the multi-regime flamelet
model [Knudsen & Pitsch, 2012] and the unstrained flamelet model [Ruan et al., 2014],
later called FlaRe.
The derivation of the DCMC equation for spray combustion requires an accurate
description of the local instantaneous fields in a two-phase flow. In the modelling of
dilute spray flames, the effects of droplets on the gaseous phase are often introduced as
simple source terms in the balance equations of the gaseous phase. This approach follows
the point-particle assumption without considering the existence of an interface and
introduces the effects of droplets in an average sense at the resolution of the flow field
discretisation, or modelled otherwise. This approach is insufficient for the derivation
of CMC equations. Instead a formalism for the local instantaneous description of a
multi-phase flow is employed. In this way balance equation are obtained that are valid
everywhere in an arbitrary multi-phase flow including the phase-interfaces. Transport
equations for conditionally averaged fields are obtained by applying the appropriate
averaging procedures to the local instantaneous balance equations [Mortensen & Bilger,
2009]. It should be mentioned that a rigorous framework for development of CMC for
multi-phase flow is also found in Klimenko & Abdel-Jawad [2007].
The singly-conditional CMC equation for spray combustion has been derived by
Mortensen & Bilger [2009]. The novel contribution of this chapter is the derivation
of a DCMC equations for spray combustion, and the proposition of a complete set of
closure models required for DCMC simulations with RANS and LES.
The chapter is organised as follows. First, the mathematical framework for the
description of a multi-phase flow is introduced and the local instantaneous balance
equations for a two-phase flow are given. Second, the DCMC equation for the species
mass fraction is derived, using the local instantaneous balance equations for a two-phase
flow. Third, the DCMC equation for enthalpy is presented. Fourth, comments are
made about the derivation of the DCMC equation in the LES framework. Finally,
closure for the DCMC equation is discussed and a set of closure models is suggested.
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3.2 Local instantaneous balance equations
The governing equations of a single-phase turbulent reacting flow were detailed in
Section 2.2.1. The local instantaneous balance equation for a multi-phase flow can be
derived using a two-fluid (or separated flow) model, which is based on the assumption
that the domain can be divided into two (or more) spatial domains that do not overlap,
each one containing only one phase. The phase interfaces are assumed to be infinitely
thin and without mass. Coupling of the two phases is effectuated by applying jump
conditions at the phase-interfaces. The two-fluid formulation, developed by Kataoka
[1986], is used here with the notation employed by Mortensen & Bilger [2009] for the
derivation of the (singly-conditional) CMC equation for spray flames, to allow for a
straight-forward comparison of the two equations. The formalism was also used by
Zhu et al. [2000] to derive PDF transport equations for two-phase flows.
A phase-indicator function θk is used to distinguish different phase domains, θk = 1
in the region occupied by phase k and zero otherwise. A schematic clarifying the
notation is shown in Fig. 3.1. Mathematically, the phase-indicator is defined as a
Heaviside function.1 Using this formalism, balance equations of a flow variable for a
multi-phase flow can be simply obtained by multiplying the balance equation for a
single-phase flow with θk and re-arranging; the phase-interface transfer terms occur
naturally. The local instantaneous balance equations of the phase indicator function,
density and species mass fraction are as follows [Kataoka, 1986; Mortensen & Bilger,
2009]:
∂θk
∂t
+ uk · ∇θk = Πk (3.2)
∂θkρk
∂t
+∇ · (θkρkuk) = ρkΠk (3.3)
∂θkρkYk,α
∂t
+∇ · (θkρk(uk +Vk,α)Yk,α) = θkρkω˙k,α + ρkYk,α(Vˆk,α + Πk) (3.4)
Phase interface transfer is represented by the volumetric rate of phase change per unit
volume, Πk ≡ −(uk − uI) · nkaI , and the diffusion velocity across the phase-interface,
1The phase-indicator functions are defined as follows [Kataoka, 1986; Mortensen & Bilger, 2009]: a
field variable β is introduced, and the location of the interface is defined by the level-set condition
β(x, t) = βI . The region occupied by phase 1 is defined where β(x, t) > βI and the region of phase 2
where β(x, t) < βI . Hence, the phase indicator functions are defined as θ1(x, t) ≡ H(β(x, t)− βI) and
θ2(x, t) ≡ 1−H(β(x, t)− βI). It follows that the outward pointing normal vectors at the interface are
defined as n1 ≡ −∇β/∥∇β∥ and n2 ≡ ∇β/∥∇β∥. Note that this definition (phase 1: β > βI ; phase
2: β < βI ) follows Kataoka [1986]; Mortensen & Bilger [2009] defined the two phases in the opposite
sense – the final result is unaffected.
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Fig. 3.1 Notation for the two-fluid model. The dashed line marks the orientation for
the profiles of ξ and θ1.
Vˆk,α ≡ Vk,α · ∇θk = −Vk,α · nkaI , where uI is the velocity of the interface, aI is the
interfacial area concentration per unity volume2 (area per volume), and nk is the
outward pointing normal vector of the interface, hence n1 pointing into phase 2. The
normal vector is related to the phase indicator function3, aInk = −∇θk. The terms
Vˆk,α and Πk involve the spatial gradient of θk and are represented by a δ-function at
the interface.
The interface transfer terms, Vˆk,α and Πk, are zero everywhere, except for the
phase-interfaces. Within the domain occupied by phase k excluding the interface,
θk = 1 and the usual balance equations for density and species mass fraction for a
single phase (Eqns 2.1 and 2.3) are re-covered. At the phase-interface the only non-zero
terms are Vˆk,α and Πk. Since the interface is mass-less the balance of terms for the
interface leads to the the jump conditions [Kataoka, 1986; Mortensen & Bilger, 2009],
2∑
k=1
ρkΠk = 0 (3.5)
2∑
k=1
ρkYk,α(Vˆk,α +Πk) = 0 (3.6)
where it was assumed that no surface reaction takes place.
2The interfacial concentration per unit volume is defined as aI ≡ ∥∇β∥ δ(β − βI) [Kataoka, 1986;
Mortensen & Bilger, 2009]
3The outward pointing normal vectors are defined as n1 ≡ −∇β/∥∇β∥ and n2 ≡ ∇β/∥∇β∥.
Recalling that the phase indicator functions are defined trough the Heaviside functions whose
derivative is the δ-function, ∇θ1 = δ(β − βI)∇β = −δ(β − βI)∥∇β∥n1 and ∇θ2 = −δ(β − βI)∇β =
−δ(β − βI)∥∇β∥n2, hence, ∇θk = −δ(β − βI)∥∇β∥nk = −aInk [Kataoka, 1986; Mortensen & Bilger,
2009].
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Mortensen & Bilger [2009] pointed out how the equation for interface mass transfer
in sprays, derived by Spalding [1955], is obtained from the jump conditions: the jump
condition for the liquid (fuel) species is
ρGΠG(YG,s − YL) = −(ρGYGVˆG)s (3.7)
where the subscripts represent the liquid (L) and gas (G) phase and the droplet surface
(s). From the jump condition for mass it was used that ρGΠG = −ρLΠL > 0 for an
evaporating droplet. Assuming Fickian diffusion, the following result, originally derived
by Spalding [1955] is found (here, written in radial coordinates for a spherical droplet):
m˙(YG − YL) = ρGDG∇YG · nL = ρGDG∂YG
∂r
(3.8)
where nL is the normal vector at the interface pointing into the gaseous phase and m˙
is the evaporation rate per unity area, m˙ ≡ −ρL(uI − uL) · nL > 0 for an evaporating
droplet.
In the following, a separated flow model [Kataoka, 1986] is used to derive the local
instantaneous balance equations of enthalpy, mixture fraction and reaction progress
variable for a two-phase flow. The sub-script k is omitted, since all equations are
written for the gaseous phase, θ = θG, unless specifically indicated. Furthermore, Fick’s
law is assumed.
The local instantaneous balance equation of the enthalpy is
∂θρh
∂t
+∇ · (θρhu) = ∇ · (θλ∇T ) +
Nα∑
α=1
∇ · (θρhαDα∇Yα)
+ θ∂p
∂t
+ θu · ∇p+ θτ : ∇u+ θQ˙+
Nα∑
α=1
θρ fα · (YαVα)
−∇θ · λ∇T +
Nα∑
α=1
ρhαYαVˆα + ρhΠ
(3.9)
where the spray source term (of the enthalpy equation in conservative form) is denoted
as
ρSh = −∇θ · λ∇T +
Nα∑
α=1
ρhαYαVˆα + ρhΠ (3.10)
The mixture fraction ξ is introduced as a passive scalar with respect to chemical
reaction, ξ = 0 denoting pure air and ξ = 1 pure fuel vapour. It can be defined based
on elemental mass fraction, as defined by Bilger [1976]. The local instantaneous balance
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equations for mixture fraction is
∂θρξ
∂t
+∇ · (θρuξ) = ∇ · (θρD∇ξ) + ρξ(Vˆξ + Π ) (3.11)
For the diffusivity of the mixture fraction D, usually unity Lewis number is assumed.
The second term on the r.h.s. is the source term due to evaporation.
The reaction progress variable is defined as a linear function of a reactive scalar Yψ,
where zero represents unburnt reactants Y uψ , given by the mixing line, and one fully
burnt mixture Y bψ , taken equal to the equilibrium composition, Y
Eq
ψ , as introduced by
Bray et al. [2005]:
c(x, t) ≡ cψ(ξ(x, t), Yψ(x, t)) ≡
Y uψ (ξ(x, t))− Yψ(x, t)
Y uψ (ξ(x, t))− Y bψ(ξ(x, t))
(3.12)
As a direct consequence of this definition the mass fraction Yψ is given as an exact
function of ξ and c:
Yψ(ξ, c) = (1− c)Y uψ (ξ) + cY bψ(ξ) (3.13)
Different choices for Yψ are found in various works, for instance the mass fraction of
fuel, a product species, or a combination of species. In the present work c is based on
the mass fraction of carbon dioxide, Yψ = YCO2. For illustrative purposes, the mass
fraction of CO2 at equilibrium as a function of mixture fraction, Y EqCO2(ξ), is shown in
Fig. 3.2. The unburnt reactants do not contain any CO2 and Y uCO2 = 0. The local
instantaneous balance equation of the reaction progress variable is derived following
Bray et al. [2005], also considering the phase-interface terms in the balance equations
ξst
Y
Eq
CO2
(ξ)
0 0.5 1
ξ
0
0.08
0.16
Fig. 3.2 Equilibrium mass fraction of CO2 for combustion of n-heptane and air, ap-
proximated by a weakly strained non-premixed flamelet with the chemical mechanism
by Smallbone et al. [2009].
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of ρ, ξ and Yψ:
∂θρc
∂t
+∇ · (θρuc) = ∇ · (θρD∇c)
+ θρ
∂Yψ/∂c
[
ω˙ψ +Nξ
∂2Yψ
∂ξ2
+ 2Nξc
∂2Yψ
∂ξ∂c
+Nc
∂2Yψ
∂c2
]
+ ρ
∂Yψ/∂c
[
YψVˆψ − ξVˆξ ∂Yψ
∂ξ
]
+ ρcΠ
(3.14)
where the scalar dissipation rates and cross-scalar dissipation rate are defined as
Nξ ≡ D∇ξ · ∇ξ, Nc ≡ D∇c · ∇c, Nξc ≡ D∇ξ · ∇c (3.15)
In the derivation of Eqn. 3.14, it is assumed that c and ξ have the same diffusivity
D. It is important to consider this restriction when selecting a reactive scalar Yψ
as basis for the reaction progress variable. In principle, it is possible to relax this
assumption but then additional terms appear and require modelling, which is not in
the scope of this work. Due to the dependence of c on Yψ and ξ, in addition to the
chemical reaction source term, present in perfectly premixed case, three terms appear
that involve the scalar dissipation rates and cross-scalar dissipation rate. They are
conveniently combined in the following term [Bray et al., 2005], which has been denoted
as the apparent reaction rate [Ruan et al., 2012]:
ω˙∗c ≡
1
∂Yψ/∂c
ω˙ψ︸ ︷︷ ︸
ω˙c
+ 1
∂Yψ/∂c
[
Nξ
∂2Yψ
∂ξ2
+ 2Nξc
∂2Yψ
∂ξ∂c
+Nc
∂2Yψ
∂c2
]
︸ ︷︷ ︸
ω˙p
(3.16)
where ω˙c and ω˙p are introduced to distinguish the contribution of the direct chemical
source term, ω˙c, and effects of the scalar dissipation rates, ω˙p. Note that the term
Nc ∂
2Yψ/∂c
2 is zero for the usual linear definition of c based on Yψ (Eqn. 3.12). The
term ω˙c is the reaction rate source term as it appears in fully premixed combustion;
Chen et al. [2015] interpreted the term Nξ ∂2Yψ/∂ξ2 as the contribution of the non-
premixed burning mode. Moreover, the functional dependence of c on ξ and Yψ
leads to the appearance of evaporation source terms in Eqn. 3.14 (line 3). Note that
the term ρcΠ originated from the continuity equation, when writing the c-equation
in conservative form. The presence of an evaporation source in the c-equation was
discussed by Domingo et al. [2005].
For the evaporation source terms in Eqns 3.11 and 3.14, the diffusion velocity across
the following jump conditions allow to relate the diffusion velocity across the interface
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with the volumetric evaporation rate. Assuming a pure liquid fuel the jump conditions
for mixture fraction, and for the species mass fractions, Yψ and Yα, are
ξVˆξ = (1− ξ)Π, YψVˆψ = (δψF − Yψ)Π, YαVˆα = (δαF − Yα)Π (3.17)
where the Kronecker delta was used, δαF = 1 if α is the fuel species, zero otherwise,
and similar for δψF.
We further define the following spray terms, which can be re-written using the
jump conditions:
S−ξ ≡ ξVˆξ = (1− ξ)Π (3.18)
S−c ≡
1
∂Yψ/∂c
[
YψVˆψ − ξVˆξ ∂Yψ
∂ξ
]
= 1
∂Yψ/∂c
[
(δψF − Yψ)− (1− ξ)∂Yψ
∂ξ
]
Π (3.19)
The purpose of these definitions will become apparent in the derivation of the DCMC
equation (Sec. 3.3). So far it can be said that S−ξ and S−c are the spray source terms, as
they occur in the ξ and c-equation written in non-conservative form, which is obtained
by subtracting the continuity equation times ξ or c from the respective transport
equation.
3.3 Derivation of the DCMC equation
The DCMC equation equation can be derived in two different ways, using the decom-
position method by Bilger [1993a] or the joint-PDF method by Klimenko [1990]. More
details about both methods and a comparison is given in the review by Klimenko &
Bilger [1999]. In the present work, the joint-PDF method is pursued. More specifically,
the present derivation follows the derivation by Mortensen & Bilger [2009] to facilitate
comparison.
The DCMC equation is derived for the two conditioning variables, mixture fraction
and reaction progress variable. The doubly-conditional space is defined as
D = {(η, ζ) ∈ R2 : 0 ≤ η ≤ 1, 0 ≤ ζ ≤ 1} (3.20)
The derivation of the DCMC equation according to the joint-PDF method uses the
fine-grained PDF [O’Brien, 1980; Pope, 1985], which is defined through the δ-function
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(see also Klimenko & Bilger [1999, p. 606]):
Ψ(x, t; η, ζ) ≡ δ(η − ξ(x, t)) δ(ζ − c(x, t)) (3.21)
Hence, Ψ is zero for all ξ and c, except for (ξ, c) = (η, ζ). The fine-grained PDF can
be interpreted as the PDF for a single realisation of the flow [O’Brien, 1980]. The
derivation method utilises the following two identities, relating the fine-grained PDF
and the conventional mean to the PDF and the conditional mean [Klimenko & Bilger,
1999, pp. 606,608]:
⟨Ψ⟩ = p(η, ζ), ⟨ΨF ⟩ = ⟨F |η, ζ⟩p(η, ζ) (3.22)
The fine-grained PDF is a generalised function, and the following rules for differen-
tiation apply [Klimenko & Bilger, 1999, p. 610]:
∂Ψ
∂t
= − ∂
∂η
(
Ψ
∂ξ
∂t
)
− ∂
∂ζ
(
Ψ
∂c
∂t
)
(3.23)
∇Ψ = − ∂
∂η
(Ψ∇ξ)− ∂
∂ζ
(Ψ∇c) (3.24)
Furthermore, the derivation uses the balance equations of Yα, ξ and c in the non-
conservative form, obtained by subtracting Eqn. 3.3 from Eqns 3.4, 3.11 and 3.14
respectively:
θρ
∂Yα
∂t
+ θρu · ∇Yα = ∇ · (θρDα∇Yα) + θρω˙α + ρYαVˆα (3.25)
θρ
∂ξ
∂t
+ θρu · ∇ξ = ∇ · (θρD∇ξ) + ρS−ξ (3.26)
θρ
∂c
∂t
+ θρu · ∇c = ∇ · (θρD∇c) + θρω˙∗c + ρS−c (3.27)
where Fick’s law was assumed, with ξ and c having the same diffusivity. The apparent
reaction rate, ω˙∗c , is defined in Eqn. 3.16. Using the jump conditions, the spray terms
are re-written as
S−ξ = (1− ξ)Π (3.28)
S−c =
1
∂Yψ/∂c
[
(δψF − Yψ)− (1− ξ)∂Yψ
∂ξ
]
Π (3.29)
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Hence, S−ξ and S−c are the spray source terms of the non-conservative form of the
respective balance equations.
First the PDF transport equation is derived. One can start the derivation from
[Klimenko, 1990]
∂θρΨ
∂t
= Ψ ∂θρ
∂t
+ θρ∂Ψ
∂t
(3.30)
Using the differentiation rules in Eqns 3.23 and 3.24, and inserting from Eqns 3.3,
3.26 and 3.27 leads to the transport equation of the fine-grained PDF, as derived in
Klimenko & Bilger [1999, p. 612], plus the phase-interface terms:
∂θρΨ
∂t
+∇ · (θρuΨ) =−∇ ·
(
∂
∂η
(ΨθρD∇ξ)
)
−∇ ·
(
∂
∂ζ
(ΨθρD∇c)
)
− ∂
2
∂η2
(ΨθρNξ)− ∂
2
∂ζ2
(ΨθρNc)− 2 ∂
2
∂ηζ
(ΨθρNξc)
− ∂
∂ζ
(Ψθρω˙∗c )−
∂
∂η
(ΨρS−ξ )−
∂
∂ζ
(ΨρS−c ) + ΨρΠ
(3.31)
where Nξ ≡ D∇ξ · ∇ξ, Nc ≡ D∇c · ∇c and Nξc ≡ D∇ξ · ∇c are the scalar and
cross-scalar dissipation rates, and S−ξ and S−c are the evaporation source terms of the
mixture fraction and reaction progress variable equations in non-conservative form. In
Eqn. 3.31, the flow variables θ, ρ, ξ etc. are functions of x and t, and do not dependent
of η and ζ. Consequently, they are cummutative with the derivatives ∂/∂η and ∂/∂ζ.
In order to obtain the PDF transport equation, the conventional average is applied
to Eqn. 3.31 using the relation in Eqn. 3.22. The conventional average is commutative
with differentiation. Since the homogeneous reaction associated with premixed and
non-premixed combustion only takes place in the gaseous phase, the PDF and DCMC
equations are derived for the gaseous phase only. For this purpose phase-averaging
is used, only considering observations in the gaseous phase [Mortensen & Bilger,
2009]. Furthermore, density-weighted conditional averaging is applied to relax the
assumption of small conditional fluctuations of the density [Klimenko & Bilger, 1999].
These averaging procedures are introduced as follows (compare with the definitions of
phase-averaging in RANS in Section 4.2, and of phase-weighted filtering for LES in
Section 4.3).
The conditional phase-average of an arbitrary flow variable F is defined as [Klimenko
& Abdel-Jawad, 2007; Mortensen & Bilger, 2009]
⟨F |η, ζ⟩ ≡ ⟨θF |η, ζ⟩
⟨θ|η, ζ⟩
(3.32)
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where ⟨θ|η, ζ⟩ is the conditional ensemble average of θ considering both phases. The
conditional average noted as ⟨·|η, ζ⟩ considers observations from both phases; ⟨·|η, ζ⟩ is
only representative of the phase corresponding to the phase indicator function θ – in
the present case this is the gas phase.
The PDF considering observations from all phases is marked p(η, ζ). In the present
case of a pure liquid, all observations from the liquid phase correspond to η = 1. The
PDF of the gas phase (ignoring observations from the liquid phase) is defined as
p¯(η, ζ) ≡ ⟨θ|η, ζ⟩ p(η, ζ)
θ
(3.33)
where θ is the ensemble average of θ over both phases.
The density-weighted conditional average is defined as [Klimenko & Bilger, 1999]
˜⟨F |η, ζ⟩ ≡ ⟨ρF |η, ζ⟩⟨ρ|η, ζ⟩ (3.34)
where ⟨ρ|η, ζ⟩ is the conditional ensemble averaged of the density in the gas phase.
Since the density-weighted average is applied after the phase-average, this is only the
conditional average over the gas phase. The density-weighted PDF (of the gase phase)
is defined as
p˜(η, ζ) ≡ ⟨ρ|η, ζ⟩ p¯(η, ζ)
ρ¯
(3.35)
where ρ¯ is the ensemble average of density in the gas phase, and p¯(η, ζ) denotes the
PDF of the gas-phase.
Applying the ensemble-average (over all phases), noted as ⟨·⟩ and commutative
with differentiation, to the fine-grained PDF leads to the following result. In a first
step phase averaging is applied. Then the definition of the density-weighted average is
applied to the gas phase. Finally, using the definitions of the gas-phase PDF and the
density-weighted PDF leads to
⟨ΨθρF ⟩ = ⟨θρF |η, ζ⟩ p(η, ζ) = ⟨θ|η, ζ⟩ ⟨ρ|η, ζ⟩ ˜⟨F |η, ζ⟩ p(η, ζ) =
= θρ¯⟨F˜ |η, ζ⟩ p˜(η, ζ)
(3.36)
Note that Eqn. 3.32 is the general definition of phase-averaging but, assuming a
pure fuel, all observations of the liquid phase corresponds to η = 1. If the conditional
space was define as 0 ≤ η < 1, this would exclude the liquid phase, and θ could be
omitted in the averaging: ⟨θ|η, ζ⟩η<1 = 1 and ⟨F |η, ζ⟩η<1 = ⟨θF |η, ζ⟩η<1. This was
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similarly pointed out by Klimenko & Abdel-Jawad [2007]. In this case, the gas-phase
PDF becomes p¯ = p/θ, and the final result of averaging (Eqn. 3.36) is unchanged.
In the following the explicit distinction between these conditional averaging pro-
cedures is omitted. In this derivation, the phase-averaged and density-weighted con-
ditional mean is marked as ⟨·|η, ζ⟩. The density-weighted DCMC equation for the
gas phase can be identified by the occurrence of the mean gaseous volume fraction θ,
the mean density of the gas phase ρ¯ and the density-weighted PDF of the gas phase
p˜(η, ζ). Alternatively, if density-weighted conditional averaging was not used, the
DCMC equation would contain ⟨ρ|η, ζ⟩p¯(η, ζ).
Averaging the transport equation of the fine-grained PDF (Eqn. 3.31) leads to the
PDF transport equation. The result can be compared to the transport equation of
the joint-PDF, derived by Dopazo & O’Brien [1974] and Pope [1976]. The transport
equation for the density-weighted joint-PDF of ξ and c in a two-phase flow is as follows:
∂θρ¯p˜
∂t
+∇ · (θρ¯⟨u|η, ζ⟩p˜) =
−∇ ·
(
∂
∂η
(θρ¯⟨D∇ξ|η, ζ⟩p˜)
)
−∇ ·
(
∂
∂ζ
(θρ¯⟨D∇c|η, ζ⟩p˜)
)
− ∂
2
∂η2
(θρ¯⟨Nξ|η, ζ⟩p˜)− ∂
2
∂ζ2
θρ¯⟨Nc|η, ζ⟩p˜)− 2 ∂
2
∂ηζ
(θρ¯⟨Nξc|η, ζ⟩p˜)
− ∂
∂ζ
(θρ¯⟨ω˙∗c |η, ζ⟩p˜)−
∂
∂η
(ρ¯⟨S−ξ |η, ζ⟩p˜)−
∂
∂ζ
(ρ¯⟨S−c |η, ζ⟩p˜) + ρ¯⟨Π |η, ζ⟩p˜
(3.37)
In the next step the DCMC equation is derived. Multiplying Eqn. 3.31 with Yα,
re-arranging and using Eqns 3.24 leads to
∂θρYαΨ
∂t
+∇ · (θρuYαΨ) = ∇ · (ΨθρDα∇Yα)
−∇ ·
(
∂
∂η
(ΨθρYαD∇ξ)
)
−∇ ·
(
∂
∂ζ
(ΨθρYαD∇c)
)
+ ∂
∂η
(Ψθρ(D +Dα)∇ξ · ∇Yα) + ∂
∂ζ
(Ψθρ(D +Dα)∇c · ∇Yα)
− ∂
2
∂η2
(ΨθρYαNξ)− ∂
2
∂ζ2
(ΨθρYαNc)− 2 ∂
2
∂ηζ
(ΨθρYαNξc)
+ Ψθρω˙α − ∂
∂ζ
(Ψθρω˙∗c )
+ ΨρYαΠ + ΨρYαVˆα − ∂
∂η
(ΨρS−ξ )−
∂
∂ζ
(ΨρS−c )
(3.38)
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Averaging leads to the transport equation of the doubly-conditional mean. This
equation is exact – except for the assumption of Fick’s law, which is used here to derive
the scalar dissipation rate terms, but which is not required to obtain this result.
∂θρ¯Qαp˜
∂t
+∇ · (θρ¯⟨uYα|η, ζ⟩p˜) = ∇ · (θρ¯⟨Dα∇Yα|η, ζ⟩p˜)
−∇ ·
(
∂
∂η
(θρ¯⟨YαD∇ξ|η, ζ⟩p˜)
)
−∇ ·
(
∂
∂ζ
(θρ¯⟨YαD∇c|η, ζ⟩p˜)
)
+ ∂
∂η
(θρ¯⟨(D +Dα)∇ξ · ∇Yα|η, ζ⟩p˜) + ∂
∂ζ
(θρ¯⟨(D +Dα)∇c · ∇Yα|η, ζ⟩)
− ∂
2
∂η2
(θρ¯⟨YαNξ|η, ζ⟩p˜)− ∂
2
∂ζ2
(θρ¯⟨YαNc|η, ζ⟩p˜)− 2 ∂
2
∂ηζ
(θρ¯⟨YαNξc|η, ζ⟩p˜)
+θρ¯⟨ω˙α|η, ζ⟩p˜− ∂
∂ζ
(θρ¯⟨ω˙∗c |η, ζ⟩p˜)
+ρ¯⟨YαΠ |η, ζ⟩p˜+ ρ¯⟨YαVˆα|η, ζ⟩p˜− ∂
∂η
(ρ¯⟨S−ξ |η, ζ⟩p˜)−
∂
∂ζ
(ρ¯⟨S−c |η, ζ⟩p˜)
(3.39)
In Eqn. 3.39, different terms of diffusive transport can be identified. Combining similar
terms, the DCMC equation can be written in the following compact form:
∂θρ¯Qαp˜
∂t
+∇ · (θρ¯⟨uYα|η, ζ⟩p˜) = ∇ · JD + ∂JY η
∂η
+ ∂JY ζ
∂ζ
+ θρ¯⟨ω˙α|η, ζ⟩p˜− ∂
∂ζ
(θρ¯⟨ω˙∗c |η, ζ⟩p˜)
+ ρ¯⟨YαΠ |η, ζ⟩p˜+ ρ¯⟨YαVˆα|η, ζ⟩p˜− ∂
∂η
(ρ¯⟨S−ξ |η, ζ⟩p˜)−
∂
∂ζ
(ρ¯⟨S−c |η, ζ⟩p˜)
(3.40)
where JD is the flux of molecular diffusion in physical space:
JD ≡ θρ¯⟨Dα∇Yα|η, ζ⟩p˜− ∂
∂η
(θρ¯⟨YαD∇ξ|η, ζ⟩p˜)− ∂
∂ζ
(θρ¯⟨YαD∇c|η, ζ⟩p˜) (3.41)
and JY η and JY ζ are the net diffusive fluxes of Yα in conditional space, representative of
small-scale diffusion processes. In contrast to conventional, singly-conditional CMC, in
the present DCMC equation there are two fluxes, one for each direction of conditional
space:
JY η ≡ (θρ¯⟨(D +Dα)∇ξ · ∇Yα|η, ζ⟩p˜)
− ∂
∂η
(θρ¯⟨YαNξ|η, ζ⟩p˜)− ∂
∂ζ
(θρ¯⟨YαNξc|η, ζ⟩p˜)
(3.42)
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JY ζ ≡ (θρ¯⟨(D +Dα)∇c · ∇Yα|η, ζ⟩)
− ∂
∂ζ
(θρ¯⟨YαNc|η, ζ⟩p˜)− ∂
∂η
(θρ¯⟨YαNξc|η, ζ⟩p˜)
(3.43)
These terms are unclosed.
In the molecular diffusion term ∇ · JD, the first sub-term scales as Re−1T for finite
Schmidt number Sc = µ/(ρD) [Bilger, 1993a]. The second and third sub-term scale
as Re−1/2N−1/2ξ and Re
−1/2
T N
−1/2
c respectively, and they are always smaller than the
respective scalar dissipation rate terms [Navarro-Martinez et al., 2005]. In contrast the
other terms of the DCMC equation are of the order one [Bilger, 1993a]. Consequently,
the diffusion term ∇ · JD can be neglected in high Reynolds number flows, which is
done in most CMC application. However, the small scale diffusion processes given
by the fluxes JY,η and JY ζ remain important. For this purpose the primary closure
hypothesis is invoked to provide closure for JY η and JY ζ : Klimenko [1990] assumed that
diffusion in conditional space was of Brownian nature, justifying the use of a first-order
diffusion approximation. In DCMC, the linear diffusion relation, assumed by Klimenko
[1990], becomes
JY = A1Qα + A2
∂Qα
∂η
+ A3
∂Qα
∂ζ
(3.44)
where the coefficients A1, A2 and A3 must not depend on Qα to preserve the linear
properties of turbulent scalar transport. The coefficients can be determined by consid-
ering that the diffusion relation must hold in a simple mixing case without reaction.
Then Yα = a1+ a2ξ+ a3c, with constant a1, a2, a3, is a solution of Eqn. 3.25. Inserting
Yα = a1 + a2ξ + a3c in Eqns 3.42 gives
JY η = a2(θρ¯⟨(D +Dα)∇ξ · ∇ξ|η, ζ⟩p˜) + a3(θρ¯⟨(D +Dα)∇ξ · ∇c|η, ζ⟩p˜)
− a2θρ¯⟨Nξ|η, ζ⟩p˜− (a1 + a2η + a3ζ) ∂
∂η
(θρ¯⟨YαNξ|η, ζ⟩p˜)
− a3θρ¯⟨Nξc|η, ζ⟩p˜− (a1 + a2η + a3ζ) ∂
∂ζ
(θρ¯⟨YαNξc|η, ζ⟩p˜)
(3.45)
and inserting Qα = a1 + a2η + a3ζ in Eqn. 3.44 gives
JY η = A1(a1 + a2η + a3ζ) + A2a2 + A3a3 (3.46)
Comparing the coefficients allows to determine A1, A2 and A3 for the flux JY η; and
similar for the other flux JY ζ .
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Thus a closed form of the diffusive fluxes is obtained:
JY η =
(
∂
∂η
(θρ¯⟨Nξ|η, ζ⟩p˜) + ∂
∂ζ
(θρ¯⟨Nξc|η, ζ⟩p˜)
)
Qα
+ θρ¯⟨Dα∇ξ · ∇ξ|η, ζ⟩p˜∂Qα
∂η
+ θρ¯⟨Dα∇ξ · ∇c|η, ζ⟩p˜∂Qα
∂ζ
(3.47)
JY ζ =
(
∂
∂η
(θρ¯⟨Nξc|η, ζ⟩p˜) + ∂
∂ζ
(θρ¯⟨Nc|η, ζ⟩p˜)
)
Qα
+ θρ¯⟨Dα∇ξ · ∇c|η, ζ⟩p˜∂Qα
∂η
+ θρ¯⟨Dα∇c · ∇c|η, ζ⟩p˜∂Qα
∂ζ
(3.48)
The DCMC equation (Eqn. 3.40) can be written in another, equivalent form by
subtracting the PDF transport equation (Eqn. 3.37) times Qα:
∂Qα
∂t
+ ⟨u|η, ζ⟩·∇Qα = − 1
θρ¯p˜
∇ · (θρ¯p˜⟨u′′Y ′′α |η, ζ⟩) + ⟨Dα∇ξ · ∇ξ|η, ζ⟩
∂2Qα
∂η2
+ 2⟨Dα∇ξ · ∇c|η, ζ⟩∂
2Qα
∂η∂ζ
+ ⟨Dα∇c · ∇c|η, ζ⟩∂
2Qα
∂ζ2
+ ⟨ω˙α|η, ζ⟩ − ⟨ω˙∗c |η, ζ⟩
∂Qα
∂ζ
− 1
θρ¯p˜
∂θρ¯p˜⟨Y ′′α ω˙∗′′c |η, ζ⟩
∂ζ
+ (δαF −Qα)⟨Π |η, ζ⟩
θ
− ⟨S
−
ξ |η, ζ⟩
θ
∂Qα
∂η
− ⟨S
−
c |η, ζ⟩
θ
∂Qα
∂ζ
− 1
θρ¯p˜
∂ρ¯p˜⟨Y ′′α S−′′ξ |η, ζ⟩
∂η
− 1
θρ¯p˜
∂ρ¯p˜⟨Y ′′α S−′′c |η, ζ⟩
∂ζ
+DQα +DDα
(3.49)
where DDα is a differential diffusion term, which disappears for Dα = D:
DDα ≡
1
θρ¯p˜
∂θρ¯p˜⟨(Dα −D)∇ξ · ∇ξ|η, ζ⟩
∂η
∂Qα
∂η
+ 1
θρ¯p˜
∂θρ¯p˜⟨(Dα −D)∇ξ · ∇c|η, ζ⟩
∂η
∂Qα
∂ζ
+ 1
θρ¯p˜
∂θρ¯p˜⟨(Dα −D)∇ξ · ∇c|η, ζ⟩
∂ζ
∂Qα
∂η
+ 1
θρ¯p˜
∂θρ¯p˜⟨(Dα −D)∇c · ∇c|η, ζ⟩
∂ζ
∂Qα
∂ζ
(3.50)
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and DQα represents molecular diffusion in physical space:
DQα ≡
1
θρ¯p˜
∇ · (θρ¯p˜⟨Dα∇Yα|η, ζ⟩)
− 1
θρ¯p˜
∇ ·
∂θρ¯p˜⟨YαD∇ξ|η, ζ⟩
∂η
− 1
θρ¯p˜
∇ ·
∂θρ¯p˜⟨YαD∇c|η, ζ⟩
∂ζ

+ Qα
θρ¯p˜
∇ ·
∂θρ¯p˜⟨D∇ξ|η, ζ⟩
∂η
+ Qα
θρ¯p˜
∇ ·
∂θρ¯p˜⟨D∇c|η, ζ⟩
∂ζ

(3.51)
The conditional apparent reaction rate appears in closed form because Yψ is a function
of ξ and c (Eqn. 3.13), as a direct consequence of the definition of the progress variable
(Eqn. 3.12), and, therefore, Qψ = Yψ(ξ, c) and Y ′′ψ = Yψ − Qψ = 0. The conditional
apparent reaction rate becomes
⟨ω˙∗c |η, ζ⟩ =
1
∂Qψ/∂ζ
⟨ω˙ψ|η, ζ⟩
+ 1
∂Qψ/∂ζ
[
⟨Nξ|η, ζ⟩∂
2Qψ
∂η2
+ 2⟨Nξc|η, ζ⟩∂
2Qψ
∂η∂ζ
+ ⟨Nc|η, ζ⟩∂
2Qψ
∂ζ2
] (3.52)
and similar for the conditional spray source terms:
⟨S−ξ |η, ζ⟩ = (1− η)⟨Π|η, ζ⟩ (3.53)
⟨S−c |η, ζ⟩ =
1
∂Qψ/∂ζ
[
(δψF −Qψ)− (1− η)∂Qψ
∂η
]
⟨Π|η, ζ⟩ (3.54)
In Eqn. 3.49, term 2 represents convective transport and term 3 signifies turbulent
transport in physical space. The terms 4–6 contain the SDRs and represent small-scale
diffusion process; micro mixing terms are also included in the apparent reaction rate
(term 8, detailed in Eqn. 3.52). The chemical reaction is represented by term 7 and
the first part of term 8. Terms 10–14 represent the effect of spray evaporation. Term
15, denoted DDα , groups the terms of differential diffusion, which vanish in the case of
unity Lewis number. Term 16, denoted DQα , contains the molecular diffusion terms
that are negligible at high Reynolds number.
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3.4 DCMC equation for enthalpy
A similar equation can be derived for the conditional mean of the enthalpy Qh. The
Qh-equation is derived starting from the enthalpy equation in non-conservative form:
θρ
∂h
∂t
+ θρu · ∇h = ∇ · (θλ∇T ) +
Nα∑
α=1
∇ · (θρhαDα∇Yα)
+ θ∂p
∂t
+ θu · ∇p+ θτ : ∇u+ θQ˙+
Nα∑
α=1
θρ fα · (YαVα)
−∇θ · λ∇T +
Nα∑
α=1
ρhαYαVˆα
(3.55)
Assuming a low Mach number flow allows to neglect terms two and three in the second
line [Poinsot & Veynante, 2005]. Furthermore, the effect of the body force fα on h
(term five in the second line) is neglected. The diffusion terms in Eqn. 3.55 can be
re-written, so differential diffusion appears explicitly:
∇·(θλ∇T )+
Nα∑
α=1
∇·(θρhαDα∇Yα) = ∇·(θρD∇h)+
Nα∑
α=1
∇·(θρhα(Dα−D)∇Yα) (3.56)
where it was used that ∇h = Cp∇T + hα∇Yα and that Le = λ/(ρCpD) = 1 for the
diffusivity of the mixture fraction D.
Following the same derivation steps as detailed for the Qα-equation, leads to the
transport equation for Qh:
∂Qh
∂t
+ ⟨u|η, ζ⟩·∇Qh = − 1
θρ¯p˜
∇ · (θρ¯p˜⟨u′′h′′|η, ζ⟩) + ⟨D∇ξ · ∇ξ|η, ζ⟩∂
2Qh
∂η2
+ 2⟨D∇ξ · ∇c|η, ζ⟩∂
2Qh
∂η∂ζ
+ ⟨D∇c · ∇c|η, ζ⟩∂
2Qh
∂ζ2
− ⟨ω˙∗c |η, ζ⟩
∂Qh
∂ζ
− 1
θρ¯p˜
∂θρ¯p˜⟨h′′ω˙∗′′c |η, ζ⟩
∂ζ
+ ⟨Sh|η, ζ⟩
θ
− ⟨Π |η, ζ⟩
θ
Qh −
⟨S−ξ |η, ζ⟩
θ
∂Qα
∂η
− ⟨S
−
c |η, ζ⟩
θ
∂Qα
∂ζ
− 1
θρ¯p˜
∂ρ¯p˜⟨h′′S−′′ξ |η, ζ⟩
∂η
− 1
θρ¯p˜
∂ρ¯p˜⟨h′′S−′′c |η, ζ⟩
∂ζ
+DQh +DDh +
1
ρ¯
⟨Q˙|η, ζ⟩+ 1
ρ¯
〈∂p
∂t
∣∣∣η, ζ〉
(3.57)
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where ⟨Q˙|η, ζ⟩ is a source/sink term due to a spark or radiation, for example. DDh
contains the effects of differential diffusion,
DDh =
1
θρ¯p˜
Nα∑
α=1
∂θρ¯p˜⟨hα(Dα −D)∇ξ · ∇ξ|η, ζ⟩
∂η
∂Qα
∂η
+ 1
θρ¯p˜
Nα∑
α=1
∂θρ¯p˜⟨hα(Dα −D)∇ξ · ∇c|η, ζ⟩
∂η
∂Qα
∂ζ
+ 1
θρ¯p˜
Nα∑
α=1
∂θρ¯p˜⟨hα(Dα −D)∇ξ · ∇c|η, ζ⟩
∂ζ
∂Qα
∂η
+ 1
θρ¯p˜
Nα∑
α=1
∂θρ¯p˜⟨hα(Dα −D)∇c · ∇c|η, ζ⟩
∂ζ
∂Qα
∂ζ
(3.58)
and DQh is the term of molecular diffusion in physical space
DQh =
1
θρ¯p˜
∇ · (θρ¯p˜⟨D∇h|η, ζ⟩)
− 1
θρ¯p˜
∇ ·
∂θρ¯p˜⟨hD∇ξ|η, ζ⟩
∂η
− 1
θρ¯p˜
∇ ·
∂θρ¯p˜⟨hD∇c|η, ζ⟩
∂ζ

+ Qh
θρ¯p˜
∇ ·
∂θρ¯p˜⟨D∇ξ|η, ζ⟩
∂η
+ Qh
θρ¯p˜
∇ ·
∂θρ¯p˜⟨D∇c|η, ζ⟩
∂ζ

(3.59)
3.5 Derivation of the DCMC equation for LES
The DCMC equation is derived using the conditional averaging procedure. In the
LES-context, a doubly-conditional filter can be defined as [Bushe & Steiner, 1999],
⟨F (x, t)|η, ζ⟩ =
∫
V F (x′, t) δ(η − ξ(x′, t)) δ(ζ − c(x′, t)) G(x− x′) dV ′
p(η, ζ) (3.60)
where the fine-grained PDF (Eqn. 3.21) was used, G(x− x′) is the spatial filter, and
p(η, ζ) is the PDF of scalars η and ζ at the sub-filter scale, denoted as the filtered
density function (FDF). The filtered density function, first introduced by Pope [1991,
p. 596] (see also Colucci et al. [1998]), is defined as
p(x, t; η, ζ) =
∫
V
δ(η − ξ(x′, t)) δ(ζ − c(x′, t)) G(x− x′) dV ′ (3.61)
Starting from these definitions, conditional phase-averaging and density-weighted
averaging can be defined analogue to Eqns 3.32 and 3.34.
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Navarro-Martinez et al. [2005] pointed out that the derivation according to the
decomposition method suggested by Bilger [1993a], was not consistent with the LES-
filtering procedure. Consequently, the joint-PDF method [Klimenko, 1990] is employed.
The DCMC equation is derived starting from the transport equation of the fine-grained
PDF and then applying the LES filter. The derivation can be found in Appendix A.
The resulting DCMC equation is virtually identical to Eqn. 3.49 (also for the
enthalpy with Eqn. 3.57). Instead of the conditional variances and co-variances that
appear in Eqns 3.49 and 3.57, LES-consistent DCMC equation formally contains, for
instance, (⟨uYα|η, ζ⟩ − ⟨u|η, ζ⟩Qα⟩) etc.
3.6 Boundary and initial conditions for DCMC
The DCMC equation is a partial differential equation in time, space and the two
conditioning variables, η and ζ. Boundary conditions are required in physical space,
(x, y, z), and in the doubly-conditional space, (η, ζ).
The doubly-conditional space D is delimited by four boundaries, where the following
boundary conditions are applied: Dirichlet boundary conditions are applied at η = 0
corresponding to the composition of air and at η = 1 corresponding pure fuel vapour.
Dirichlet boundary conditions are also applied at ζ = 0 corresponding to the composition
at the mixing line and at ζ = 1 corresponding the equilibrium composition, as follows
directly from the definition of the progress variable (Eqn. 3.12).
Hence, the boundary conditions of the doubly-conditional space are fixed in time
and space. In certain cases it might be appropriate to relax these conditions and, for
instance, let the boundary at ζ = 1 evolve in time. This extension may be useful in
flames with non-adiabatic effects or cases where the equilibrium composition is not
representative. For completeness, the modifications to the DCMC equation that would
occur in that case, can be found in Appendix B.
At the boundaries of the physical space the following boundary conditions are
applied: at inlets a set of conditional moments, Qα (α = 1...Nα) and Qh, is fixed.
For this purpose the flame structure of a weakly strained flame can be used, and the
procedure for obtaining the corresponding set of conditional moments, is presented in
Ch. 5. At walls and outlets zero-gradient boundary conditions are applied.
As initial condition a set of conditional moments, Qα and Qh needs to be provided
in the entire domain. The same set of conditional moments used at the inlet may be
used.
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3.7 Closure for the DCMC equation
Equation 3.49 is a very general form of the DCMC equation, obtained after making
only very minor assumptions, mainly by invoking the primary closure hypothesis. In
order to solve this equation, several simplifying assumptions are made in the following.
Then the modelling of unclosed terms is discussed.
A dilute spray is assumed, so that the volume fraction of the gas phase θ ≈ 1.
Unity Lewis number is assumed. Consequently Dα = D = a and the differential
diffusion term vanishes. The modelling of differential diffusion is not in the scope of
the present work, but can be considered in the future. The terms of molecular diffusion
are neglected except for the first term in Eqn. 3.51, which is retained. In RANS the
effect of this term is expected to be small, but in finely resolved LES the sub-grid scale
turbulent viscosity µT can be of similar size as the molecular viscosity µ¯. This term was
also retained in previous LES-CMC applications by Navarro-Martinez & Kronenburg
[2007, 2009, 2011]. The other terms of molecular transport physical space are neglected,
since they have been shown to be smaller than the SDR terms [Navarro-Martinez
et al., 2005]. The term of transport in physical space was re-arranged as advective
and dilatation term. The conditional correlations ⟨Y ′′α ω˙∗′′c |η, ζ⟩ can be re-written to
make appear the terms ⟨Y ′′α ω˙′′ψ|η, ζ⟩, ⟨Y ′′αN ′′ξ |η, ζ⟩, ⟨Y ′′αN ′′c |η, ζ⟩ and ⟨Y ′′αN ′′ξc|η, ζ⟩, and
consequently it is neglected as second-order term. In the context of first-order CMC,
terms of this type are neglected. Notably, this term does not appear if the DCMC
equation is derived following the decomposition method by Bilger [1993b]. In the same
way the conditional correlation with the evaporation rate ⟨Y ′′αΠ ′′|η⟩ does not appear
when using the decomposition method. Here ⟨Y ′′αΠ ′′|η⟩ is neglected, as in all previous
work on the modelling of spray flames with CMC. This leads to the DCMC equation
in the following form:
∂Qα
∂t
+∇·(⟨u|η, ζ⟩Qα) = Qα∇ · ⟨u|η, ζ⟩
− 1
ρ¯p˜(η, ζ)∇ · (ρ¯p˜(η, ζ)⟨u
′′Y ′′α |η, ζ⟩) +
1
ρ¯p˜(η, ζ)∇ · (ρ¯p˜(η, ζ)⟨D∇Yα|η, ζ⟩)
+ ⟨Nξ|η, ζ⟩∂
2Qα
∂η2
+ 2⟨Nξc|η, ζ⟩∂
2Qα
∂η∂ζ
+ ⟨Nc|η, ζ⟩∂
2Qα
∂ζ2
+ ⟨ω˙α|η, ζ⟩ − ⟨ω˙∗c |η, ζ⟩
∂Qα
∂ζ
+ (δαF −Qα)⟨Π |η, ζ⟩ − ⟨S−ξ |η, ζ⟩
∂Qα
∂η
− ⟨S−c |η, ζ⟩
∂Qα
∂ζ
(3.62)
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where ⟨·|η, ζ⟩ represents density-weighted conditional averaging, p˜(η, ζ) is the density-
weighted PDF and ρ¯ is the unconditionally averaged density. The definitions of ⟨ω˙∗c |η, ζ⟩,
⟨S−ξ |η, ζ⟩ and ⟨S−c |η, ζ⟩ are unchanged, as in Eqns 3.52, 3.53 and 3.54 respectively and
the Kronecker delta δαF is used as previously introduced in Eqn. 3.17.
The conditional apparent reaction rate ⟨ω˙∗c |η, ζ⟩ consists of a term due to chemical
reaction, ⟨ω˙c|η, ζ⟩, and a group of terms that contain the scalar dissipation rates,
⟨ω˙p|η, ζ⟩, as defined in Eqn. 3.16:
⟨ω˙∗c |η, ζ⟩ = ⟨ω˙c|η, ζ⟩+ ⟨ω˙p|η, ζ⟩ (3.63)
where
⟨ω˙c|η, ζ⟩ = 1
∂Qψ/∂ζ
⟨ω˙ψ|η, ζ⟩ (3.64)
⟨ω˙p|η, ζ⟩ = 1
∂Qψ/∂ζ
(
⟨Nξ|η, ζ⟩∂
2Qψ
∂η2
+ 2⟨Nξc|η, ζ⟩∂
2Qψ
∂η∂ζ
+ ⟨Nc|η, ζ⟩∂
2Qψ
∂ζ2
)
(3.65)
These terms are exact and, at this stage, do not contain any modelling. As a consequence
of the definition of the progress variable (Eqn. 3.12), the mapping between (ξ, c) and
Yψ is exact and for conditional fluctuations Y ′′ψ = Yψ −Qψ = 0 holds. Consequently,
it was not necessary to apply the primary closure hypothesis to the terms grouped in
⟨ω˙p|η, ζ⟩.
The DCMC equation (Eqn. 3.62) includes the conditional velocity ⟨u|η, ζ⟩, the
conditional turbulent flux ⟨u′′Y ′′α |η, ζ⟩, the conditional molecular flux ⟨D∇Yα|η, ζ⟩,
the conditional SDRs ⟨N |η, ζ⟩, conditional reaction rate ⟨ωα|η, ζ⟩ and the conditional
evaporation rate ⟨Π|η, ζ⟩, which require closure. The motivation for the development
of CMC models has been to provide simple closure for the non-linear chemical source
term. The models for the conditional SDR are, together with the model for the PDF,
the most important closure models for CMC.
In the next step, a set of closure models for the DCMC equation is suggested. The
closure problem has been pointed out to be a major challenge for the implementation
of DCMC [Kronenburg & Mastorakos, 2011]. While the conditional reaction rate takes
a very simple from, the models provided for the PDF and SDRs are most important in
CMC modelling. In contrast to conventional singly-conditional CMC, DCMC closure
needs to be provided for several other terms and, only very little experience with
sub-models for doubly-conditional terms exists. In the present work, closure is provided
by generalising sub-models used in conventional CMC or by adapting them from other
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combustion models that use a similar parametrisation, such as for instance mixture
fraction-progress variable flamelet models.
3.7.1 Conditional reaction rate
First-order closure constitutes the standard model for the reaction rate in conventional
CMC. In order to yield accurate results, this model requires the flame to be well
parametrised by the conditioning variable, so that conditional fluctuations, Y ′′α =
Yα −Qα, are small. First-order closure has been successfully used in most applications
with premixed and non-premixed (and spray) flames, including all recent LES-CMC
applications (e.g. Zhang & Mastorakos [2017], Giusti & Mastorakos [2017], Ukai et al.
[2013] and Farrace et al. [2017]). The assumption of small conditional fluctuations breaks
down in the case of partial premixing or extinction/ignition when singly-conditional
CMC is used.
However, introducing the progress variable as second conditioning variable in
DCMC, the conditional fluctuations due to extinction have been shown to be small, so
that first-order closure is appropriate [Kronenburg, 2004; Kronenburg & Papoutsakis,
2005]. Therefore, in the present work first-order closure for the conditional reaction
rate is used
⟨ω˙α|η, ζ⟩ = ω˙α(Q1, Q2 ... QNα , QT ) (3.66)
⟨ω˙ψ|η, ζ⟩ = ω˙ψ(Q1, Q2 ... QNα , QT ) (3.67)
3.7.2 Probability density function
As a presumed-PDF method, DCMC requires a model for the joint-PDF, p˜(η, ζ).
Together with the modelling of the conditional SDRs, the model for the presumed PDF
constitutes the most important closure in all CMC approaches.
In most passive scalar based combustion models, including singly-conditional CMC,
the mixture fraction PDF is normally presumed as a β-PDF [Poinsot & Veynante,
2005]. The advantages of the β-PDF are its flexibility, since it changes continuously
from a bi-modal PDF to a mono-modal PDF, and simplicity since it is parametrised
by its mean and variance. In particular, the presumed β-PDF has been shown to
reproduce all stages of a two-scalar mixing problem in statistically-stationary, isotropic
turbulence [Girimaji, 1991].
The density-weighted PDF p˜(η) is usually not computed according to the definition,
p˜(η) ≡ ⟨ρ|η⟩ p¯(η)/ρ¯ (Eqn. 3.35), but it is directly presumed based on the density-
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weighted moments, ξ˜ and ξ˜′′2. The β-PDF with the mean ξ˜ and variance ξ˜′′2 is defined
as [Poinsot & Veynante, 2005]
pβ(η; ξ˜, ξ˜′′2) ≡ Γ(a+ b)Γ(a)Γ(b) η
a−1 (1− η)b−1 (3.68)
where the Γ-function4 was used and
a ≡ ξ˜
[
ξ˜(1− ξ˜)
ξ˜′′2
− 1
]
, b ≡ (1− ξ˜)
[
ξ˜(1− ξ˜)
ξ˜′′2
− 1
]
(3.69)
For the variance the following theoretical limit applies:
ξ˜′′2 ≤ ξ˜ (1− ξ˜) (3.70)
where equality corresponds to the case of two δ-functions at the boundaries. Conse-
quently, a and b are non-negative parameters. In the case of a > 1 and b > 1, the
β-PDF takes the shape similar to a bell-curve, with one intermediate maximum and
approaching zero for η = 0 and 1; for a < 1 the PDF goes to infinity at η = 0 and for
b < 1 it is infinity at η = 1 (see Figs 1 and 2 in Liu et al. [2002]). A weakness of the
β-PDF is that it cannot reproduce a shape with a singularity at η = 0 or 1 and an
intermediate peak at 0 < η < 1. More general presumed PDFs, like presumed mapping
functions [Mortensen & Andersson, 2006], have been suggested but are significantly
more complicated.
For spray flames, Mortensen & Bilger [2009] conjectured that the β-PDF would
not perform well to capture the mixture fraction distribution in the laminar mixing
layer around the droplet, but that it could provide reasonable results for low values of
mixture fraction far from the droplet surface. Corrections of the β-PDF for spray flames
have been proposed: Ge & Gutheil [2008] suggested to presume the β-PDF on the the
interval η ∈ [ηmin, ηmax] in mixture fraction space instead of the interval η ∈ [0, 1],
however, in practice it is complicated to determine a value for ηmax. Another correction
was suggested by Borghesi et al. [2011], who added a δ-function at the mixture fraction
corresponding to the droplet surface to the presumed β-PDF. Nevertheless, the standard
β-PDF is used in most recent applications to spray flames, including CMC with RANS
[Bolla et al., 2014] and LES-CMC [Giusti & Mastorakos, 2017; Ukai et al., 2013].
4The Gamma function is function with the property Γ(n + 1) = n!, for n ∈ N. For complex
numbers with positive real part it is defined by the improper integral: Γ(z) =
∫∞
0 t
z−1e−tdt, for z ∈ C
with Re(z) > 0. The evaluation of the Gamma-function, usually uses the identity Γ(z + 1) = zΓ(z)
[Press et al., 1992, Vol. 1, p. 206].
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In the presumed PDF modelling of premixed flames β-PDFs are also used, besides
other examples of presumed PDF shapes [Borghi, 1988; Bray et al., 1989]. The β-
PDF is presumed based on the mean and variance of a progress variable, pβ(ζ; c˜, c˜′′2).
Alternatively, it has also been suggested to construct the PDF from the pre-computed
structure of premixed laminar flames [Salehi & Bushe, 2010] or from the Linear Eddy
Model [Tsui & Bushe, 2014]. Nevertheless, β-PDFs were used in recent work on
premixed flames, including RANS with flamelets [Kolla & Swaminathan, 2010b], RANS
with CMC [Amzin & Swaminathan, 2013; Amzin et al., 2012], LES flamelet modelling
[Langella & Swaminathan, 2016] and LES-CMC [Farrace et al., 2017].
For the modelling of the joint-PDF of mixture fraction and reaction progress variable
it is often assumed that the two scalars are statistically independent. A necessary
assumption for statistical independence is that ξ˜′′c′′ = 0, which is a necessary but
generally not a sufficient condition5. Then the joint-PDF can be constructed as the
product of the marginal PDFs, p˜(η, ζ) = p˜(η) p˜(ζ). However, simulations with the
transported PDF method have shown that generally a correlation between mixture
fraction and progress variable exists [Gutheil, 2011; Tian & Lindstedt, 2019]. The effect
of the covariance was assessed for RANS [Chen et al., 2015; Darbyshire & Swaminathan,
2012; Ruan et al., 2014] and LES [Chen et al., 2018]. These studies have shown that
considering the covariance is potentially important in a RANS simulations. Chen et al.
[2015] investigated the effect of considering the covariance on the stabilisation of a
lifted jet flame in RANS, and found two competing effects on lift-off height: (i) the
size of the reaction zone with high reaction rate was reduced increasing the lift-off and
(ii) the rich and lean branches of the flame were squeezed together reducing the lift-off,
which partly balanced each other, but still caused a noticeable net effect. In LES, the
effect of the SGS covariance on the FDF was found to gain importance for large filter
size, but the overall results for the resolved LES-filtered reaction rate were similar,
irrespectively if the covariance was considered [Chen et al., 2018]. In order to relax the
assumption of statistical independence, the joint-PDF can be constructed using the
conditional PDF, p˜(η, ζ) = p˜(η) p˜(ζ|η) [Ihme & Pitsch, 2008], or using a copula that
can take the cross-correlation ξ˜′′c′′ into account [Darbyshire & Swaminathan, 2012].
Ruan et al. [2014] and Chen et al. [2015] used the copula for modelling with unstrained
5Two events A and B are independent if the occurrence of the event B does not changes the
probability that event A occurs, i.e. P (A) = P (A|B). Hence, two events A and B are called
independent if, and if only, P (A ∩ B) = P (A) P (B) [Grimmett & Stirzaker, 2001]. Hence the
assumption of statistical independence is equivalent with p˜(η, ζ) = p˜(η) p˜(ζ), and ξ˜′′c′′ = 0 is a
consequence thereof.
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flamelets in RANS, and Ukai et al. [2015] used CMC to compute p˜(ζ|η) = δ(ζ − ⟨c|η⟩)
in LES.
Most recent RANS and LES applications assumed statistical independence, p˜(η, ζ) =
pβ(η) pβ(ζ), for instance with unstrained flamelets [Chen et al., 2017], FGM [Donini
et al., 2017; Ma & Roekaerts, 2016a] and doubly-conditional CSE [Dovizio et al., 2015];
Knudsen & Pitsch [2012] and Popp et al. [2015] used p(η, ζ) = pβ(η) δ(ζ − c˜) with
the FPV approach. The assumption on statistical independence in the sub-grid scale
of LES cannot be generally justified, but the net effect of the covariance on resolved
variables may be expected to be small when at least one marginal PDF is narrow.
Hence, the approximation of the joint-PDF with two independent marginal PDFs may
be more acceptable in LES than in RANS. Nevertheless, in most RANS simulations
the same assumption is made, due to the complexity involved in more sophisticated
PDF modelling.
In the present work, the density-weighted joint-PDF is constructed from two
independent β-PDFs, presumed from the density-weighted mean and variance:
p˜(η, ζ) = pβ(η; ξ˜, ξ˜′′2)× pβ(ζ; c˜, c˜′′2) (3.71)
3.7.3 Conditional scalar dissipation rate of mixture fraction
One of the most popular models for the singly-conditional SDR of the mixture fraction
⟨Nξ|η⟩ is the Amplitude Mapping Closure (AMC) model [O’Brien & Jiang, 1991],
implied by the mapping closure model due to Chen et al. [1989]. The functional shape
from the AMC model is identical with the counterflow conditional SDR commonly
used for diffusion flamelets [Peters, 1984]. Notably, the shape of the conditional SDR
is independent of the mixing rate. Another model is the presumed β-PDF model
by Girimaji [1992b]. In principle, the AMC model assumes the presence of unmixed
fluid in the flow, and Girimaji’s model is derived for homogeneous flow conditions. A
more general model, based on the PDF transport equation, was developed by Devaud
et al. [2004]. Alternatively, Bushe & Steiner [1999] proposed to invert the integral
N˜ξ =
∫ 1
0 ⟨Nξ|η⟩ p˜(η) dη, looking for a best fit solution for the over-determined system.
A simpler approach was used by Navarro-Martinez et al. [2005] for LES-CMC: since
FDFs are usually narrow, they suggested ⟨Nξ|η⟩ ≈ ⟨N˜ξ|η⟩, using conditional volume
averaging in the CMC cells (see later for conditional volume averaging, Eqn. 4.93).
These models for the conditional SDR cannot be expected to reproduce the steep
gradients in the laminar layer in contact with the droplet surface, but similar to the
PDF models, the SDR models might be reasonable for low η-values [Mortensen &
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Fig. 3.3 Modelling of ⟨Nξ|η, ζ⟩. AMC model and presumed shape in doubly-conditional
space (Eqn. 3.73).
Bilger, 2009]. However, the majority of CMC simulations of spray flames uses the same
SDR models as in single-phase flow. Borghesi et al. [2011] suggested a modification of
the AMC model with a δ-function corresponding to the SDR on the droplet surface.
Only few suggestions on the modelling of Nξ in doubly conditional space exist.
Nguyen et al. [2010] assumed a triple flame as the canonical case, and inferred that
Nξ was primarily imposed by the flow with little dependence on chemical reaction.
Consequently they neglected the influence of progress variable, and used the usual
counterflow, bell-curve profile.
In the present work, the same closure as suggested by Nguyen et al. [2010] is used:
⟨Nξ|η, ζ⟩ = N0Gξ(η) (3.72)
where Gξ(η) is the bell-shaped function6 given by the AMC model and N0 is the scaling
factor:
Gξ(η) = exp(−2[erf−1(2η − 1)]2), N0 = N˜ξ∫ 1
0
∫ 1
0 Gξ(η)p˜(η, ζ) dη dζ
(3.73)
The presumed shape for ⟨Nξ|η, ζ⟩ is shown in Fig. 3.3.
6The error function is defined as follows: erf(x) = (2/
√
π)
∫ x
0 e
−t2dt. The function has the following
symmetry and limiting values: erf(0) = 0, erf(+∞) = 1 and erf(−x) = −erf(x).
The inverse error function erf−1(x) is defined on −1 < x < 1; erf−1(0) = 0, erf−1(+1) = +∞ and
erf−1(−x) = −erf−1(x) [Press et al., 1992, Vol. 1, p. 213].
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3.7.4 Conditional scalar dissipation rate of progress variable
Kolla & Swaminathan [2010a] suggested the profile obtained from unstrained laminar
premixed flames as presumed shape for the singly-conditional SDR, ⟨Nc|ζ⟩. Their
analysis suggested that the shape of the conditional SDR, normalised by the peak
value, was little influenced by the strain rate. In order to obtain the correct peak value
of ⟨Nc|ζ⟩, the presumed shape needs to be re-scaled, so as to integrate with the PDF
to give N˜c. Hence, consistent modelling of the mean SDR is equally important to
model ⟨Nc|ζ⟩ correctly. A consistent model for N˜c needs to include dilatation effects,
as suggested by Kolla et al. [2009]. This model for ⟨Nc|ζ⟩ has been used in various
CMC studies of premixed flames using RANS [Amzin & Swaminathan, 2013; Amzin
et al., 2012] and in LES-CMC [Farrace et al., 2018, 2017], suggesting that it provides
an acceptable prediction of the conditional SDR in premixed flames.
The only attempt to model the doubly-conditional SDR of the reaction progress
variable was undertaken by Nguyen et al. [2010]. They used the product of a bell-curve
centred on the stoichiometric mixture fraction in η-space and a bell-curve centred on
ζ = 0.5, to approximated the SDR from a two-dimensional manifold created from
freely-propagating laminar premixed flames.
It is not clear, if the above-mentioned models for fully premixed flames can be used
in spray flames. The effect of sprays on Nc has so far not been explored in depth.
Some insight can be inferred from the DNS studies by Wacks et al. [2016] and Wacks &
Chakraborty [2016b], suggesting that ∥∇c∥ is lower in spray flames compared to fully
premixed flames. No SDR models that include spray parameters have been developed
so far. In this context, modelling of the SDR for spray combustion in the same way as
for a gaseous flames is the only practical option. The exact modelling of ⟨Nc|η, ζ⟩ is
expected to be important to predict phenomena like extinction, which is, however, not
in the scope of the present study.
In the present work, two different models are used. In Chapter 6 the simple model
suggested by Nguyen et al. [2010] is used:
⟨Nc|η, ζ⟩ = N˜c∫ 1
0
∫ 1
0 Gc(η, ζ)p˜(η, ζ) dη dζ
Gc(η, ζ) (3.74)
where Gc(η, ζ) is the presumed shape:
Gc(η, ζ) = g(η) exp(−2[erf−1(2ζ − 1)]2) (3.75)
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Fig. 3.4 Modelling of ⟨Nc|η, ζ⟩. Model by Nguyen et al. [2010] (Eqn. 3.75) and tabulation
of one-dimensional laminar premixed flames N0c for heptane. The dashed line marks
the stoichiometric mixture fraction ξst ≈ 0.0622 for heptane-air mixture.
with
g(η) =
exp(−2[erf
−1((η/ξst)− 1)]2) if η < 2ξst
0 otherwise
(3.76)
In Chapter 7, ⟨Nc|η, ζ ⟩ is modelled, using a tabulation the SDR from one-dimensional
freely propagating laminar premixed flames N0c (η, ζ) as the presumed shape. This
model is the generalisation of the modelling approach followed by Farrace et al. [2018,
2017] in singly-conditional CMC and based on the suggestion by Kolla & Swaminathan
[2010a]:
⟨Nc|η, ζ⟩ = N˜c∫ 1
0
∫ 1
0 N
0
c (η, ζ)p˜(η, ζ) dη dζ
N0c (η, ζ) (3.77)
The laminar premixed flames are computed using the commercial software Cosilab [Ro-
texo GmbH und Co. KG, 2012]. The presumed shapes for ⟨Nc|η, ζ⟩ from both models
are compared in Fig. 3.4; here, the presumed shapes shown are for heptane-air mixture.
Note that the scaling (max(N0c ) ≈ 1650 s−1) has no effect since the presumed shape is
re-scaled according to Eqn. 3.77. For consistency with the simplifying assumptions
made for the DCMC equation (Eqn. 3.62), the premixed flames were computed for
unity Lewis number. The same set of laminar flame computations was used to tabulate
S0L, δ0L and τ for the algebraic model for N˜c (Eqn. 4.22 for RANS and Eqn. 4.63 for
LES).
3.7.5 Conditional cross-scalar dissipation rate
For the doubly-conditional cross-scalar dissipation rate ⟨Nξc|η, ζ⟩, very few modelling
suggestions exist, even though Kronenburg [2004] hypothesised that the cross-scalar
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dissipation rate (CDR) played an important role to predict the level of extinction
accurately. Modelling could follow the decomposition of the CDR as Nξc = D∇ξ ·∇c =
D∥∇ξ∥ ∥∇c∥ nξ · nc where nξ = −∇ξ/∥∇ξ∥ are the normal vectors to the respective
iso-surfaces and nξ = −∇c/∥∇c∥ [Domingo et al., 2002]. Kronenburg [2004] proposed
⟨Nξc|η, ζ⟩ ≈ ±
√
⟨Nξ|η, ζ⟩
√
⟨Nc|η, ζ⟩ where the sign would be chosen from the sign of
ξ˜′′c′′. However, beside the two extreme cases for + and −, intermediate values are
also possible. In this sense, the modelling suggestion by Kronenburg [2004] could be
extended to propose the following model:
⟨Nξc|η, ζ⟩ ≈ N˜ξc√
N˜ξN˜c
√
⟨Nξ|η, ζ⟩
√
⟨Nc|η, ζ⟩ (3.78)
where the pre-factor provides the sign and the scaling. Nguyen et al. [2010] neglected
the conditional CDR.
In the present work, the doubly-conditional cross-scalar dissipation rate is modelled
as
⟨Nξc|η, ζ⟩ = 0 (3.79)
for consistency with the modelling of the joint-PDF as the product of two independent
marginal PDFs.
3.7.6 Conditional evaporation rate
The doubly-conditional volumetric evaporation rate ⟨Π|η, ζ⟩ needs modelling. Since
the other conditional spray terms are related to ⟨Π|η, ζ⟩, the model provides closure
for ⟨Sh|η, ζ⟩, ⟨S−ξ |η, ζ⟩ and ⟨S−c |η, ζ⟩ as well.
In many CMC application to spray flames, the conditional evaporation source term
is not considered. Different models for ⟨Π|η⟩ have been proposed [Kim & Huh, 2002;
Schroll et al., 2010; Ukai et al., 2013]. Most recently, ⟨Π|η⟩ was usually modelled as a
δ-function in mixture fractions space. Schroll et al. [2010], Borghesi et al. [2011] and
Tyliszczak et al. [2014] used ⟨Π|η⟩ = Π0δ(η − ξs), where ξs is the mixture fraction
at the droplet surface taken equal to the fuel mass fraction at saturation conditions
YFs. The assumption that ξs = YFs is only accurate as long as the droplet evaporate
upstream of the flame. This model reflects the fact that evaporation only takes place at
the surface of the droplet where the fuel mass fraction is given by saturation conditions.
An issue with this modelling approach is that usually presumed β-PDFs fall short to
predict the probability associated with the mixture fraction at the droplet surface
accurately. Thus, Borghesi et al. [2011] proposed a correction of the PDF at η = ξs,
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Fig. 3.5 Modelling of ⟨Π|η, ζ⟩. Mixing line and equilibrium mass fraction of fuel
(left), doubly-conditional moment of fuel QF (middle) and presumed shape Gπ(η, ζ)
for YFs = 0.65 (right) in the case of heptane.
which has, however, not been in continued use. Instead Ukai et al. [2013, 2014, 2015]
circumvented this problem, modelling the term as ⟨Π|η⟩ = Π0δ(η − ξ˜). This assumes
that the micro-mixing between droplet surface and carrier gas is infinitely fast.
In the present work the doubly-conditional evaporation source term ⟨Π|η, ζ⟩ is
modelled as a ridge in (η, ζ)-space along the iso-contour given by QF(η, ζ) = YFs, hence
being the equivalent of the δ-function used in conventional CMC. Figure 3.5 shows the
conditional moment of fuel mass fraction and the presumed shape for the spray source
term. This presumed shape of the conditional spray term is scaled, such that ⟨Π |η, ζ⟩
integrates with the PDF to give the filtered value Π˜ ,
⟨Π|η, ζ⟩ = Π0Gπ(η, ζ) (3.80)
where Gπ(η, ζ) is the presumed shape and Π0 is the scaling factor:
Π0 =
Π˜∫ 1
0
∫ 1
0 Gπ(η, ζ) p˜(η, ζ) dηdζ
(3.81)
As pointed out in previous work for singly-conditional CMC [Borghesi et al., 2011;
Giusti & Mastorakos, 2017], this source term needs to be limited to avoid numerical
instability in the case where the probability associated with [QF(η, ζ) = YFs] is very
low.
Having provided a model for ⟨Π |η, ζ⟩, the conditional enthalpy evaporation source
term can be closed using the same presumed shape,
⟨Sh|η, ζ⟩ = S˜h
Π˜
⟨Π|η, ζ⟩ (3.82)
and the terms ⟨S−ξ |η, ζ⟩ and ⟨S−c |η, ζ⟩ are given by Eqns 3.53 and 3.54.
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3.7.7 Transport of conditional means in physical space
The DCMC equation contains various terms that correspond to the transport of the
conditional means in physical space. Closure is required for the conditional mean
velocity ⟨u|η, ζ⟩, the conditional turbulent scalar flux ⟨u′′Y ′′α |η, ζ⟩ and the conditional
molecular flux ⟨D∇Yα|η, ζ⟩.
For the conditional mean of velocity various model have been proposed. The most
simple model assumes conditional independence of the velocity [Smith et al., 1992].
Other well-known models are the linear model [Kuznetsov & Sabel’nikov, 1990], the
model by Li & Bilger [1994], the gradient diffusion model [Pope, 1976]. Sreedhara
et al. [2008] compared the conditional independence model, the linear model and the
gradient diffusion model for a simple jet flame, finding only small differences. More
recently, Mortensen & de Bruyn Kops [2008] proposed a mapping closure model for the
conditional mean velocity, which has not been validated against experiments so far.
In singly-conditional CMC applications to non-premixed flames using RANS, the
linear model is commonly used. For spray flames Mortensen & Bilger [2009] and
conjectured that the gradient diffusion model would be most suitable. Nevertheless,
the linear model is commonly used in CMC simulations of spray flames using RANS
[Borghesi et al., 2011; Kim & Huh, 2002; Wright et al., 2005].
For premixed flames, Mantel & Bilger [1995] showed that the conditional velocity
⟨u|c = ζ⟩ had a linear dependence. Swaminathan & Bilger [2001] performed a priori
testing of different models, including the linear model and the gradient model, and
found comparable performance. The linear model was subsequently used for singly-
conditional CMC of premixed flames by Amzin et al. [2012] and Amzin & Swaminathan
[2013].
Since DCMC applications have so far been limited to a priori tests where the
modelling of the conditional mean velocity was not required. Thus, no models have
been tested yet. However, most models previously used in singly-conditional CMC
could be extended for DCMC.
In LES-CMC, Navarro-Martinez et al. [2005] neglected the sub-grid scale correlation
of velocity and mixture fraction, hence assuming conditional independence of the mean
velocity. This modelling approach was also followed by [Triantafyllidis et al., 2009] and
most recent LES-CMC applications for non-premixed [Navarro-Martinez & Kronenburg,
2011], spray [Giusti & Mastorakos, 2017] and premixed flames [Farrace et al., 2017].
In the present work, conditional independence is assumed:
⟨u|η, ζ⟩ = u˜ (3.83)
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For LES applications this follows common modelling trends as detailed above and
for RANS application this modelling choice can be justified based on the findings of
Sreedhara et al. [2008], showing little difference in the performance of the models in a
simple jet flame.
In conventional CMC, the conditional turbulent scalar flux is usually modelled
based on the gradient diffusion assumption with conditionally independent turbulent
diffusivity ⟨u′′Y ′′α |η⟩ = DT∇Qα [Klimenko & Bilger, 1999]. In most CMC applications
to non-premxied flames this model is used and Richardson et al. [2007] demonstrated its
validity for high Reynolds number flow. Yet, shortcomings are known and Klimenko &
Bilger [1999] advise caution using the model. In particular, counter-gradient transport
was observed by Richardson et al. [2007] in expanding flames with propagating fronts
at low turbulence levels. However, this study focused on the turbulent flux conditional
on the mixture fraction – it does not necessarily imply the same for premixed CMC
where the turbulent flux is conditioned on a progress variable ⟨u′′Y ′′α |c = ζ⟩, which has
not been assessed so far. Amzin et al. [2012] and Amzin & Swaminathan [2013] used
the gradient diffusion model for CMC applications to premixed flames.
The gradient diffusion model is expected to perform reasonably well in spray flames
dominated by non-premixed burning modes, except for high mixture fraction values in
the near field of the droplet surface [Mortensen & Bilger, 2009], but this has not been
demonstrated explicitly. The gradient diffusion model is used in most CMC simulations
of spray flames, due to lack of alternatives.
In the present work, the gradient diffusion model is used:
⟨u′′Y ′′α |η, ζ⟩ = −DT∇Qα (3.84)
The conditional molecular diffusion flux is rarely modelled in CMC, since it is
commonly neglected for the high Reynolds number assumption. However, in LES-CMC
this term can be of comparable size to the conditional turbulent flux. Navarro-Martinez
& Kronenburg [2007, 2009, 2011] and Kim & Pitsch [2005, 2006] modelled it as
⟨D∇Yα|η⟩ = D¯∇Qα, where D¯ is the diffusivity of the mixture fraction. In recent
LES-CMC simulations of premixed flames, the term was not retained [Farrace et al.,
2018, 2017].
In the present work, the term is modelled in the following way:
⟨D∇Yα|η, ζ⟩ = D¯∇Qα (3.85)
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3.8 Summary and discussion
The DCMC equation for spray combustion was derived and closed. The DCMC
equation is based on two conditioning variables, mixture fraction and reaction progress
variable – this choice is motivated by the successful use of this parametrisation in CMC
and other turbulent combustion models.
A normalised reaction progress variable was used. While this definition leads to
a more complicated transport equation for c with additional terms that involve the
scalar dissipation rates, it is advantageous in the present modelling approach: using
a normalised progress variable, the doubly-conditional space takes a regular shape
[0, 1]× [0, 1]. This is advantageous for the discretisation and solution of the DCMC
equation, and convenient when presuming the joint-PDF based on means and variances.
The added complexity in the c equation is not a major drawback. In any case, the
SDRs need to be modelled for DCMC and, thus, are readily available to close the
apparent reaction rate.
In the derivation of the transport equation for the normalised progress variable
it was assumed that the diffusivity for ξ and c were equal. While this assumption is
certainly limiting, the progress variable can be chosen accordingly. For instance, using
a progress variable based in the mass fraction of CO2, as chosen in the present work,
approximately fulfils this requirement, assuming unity Lewis number for the mixture
fraction.
Local instantaneous balance equations for a two-phase flow were rigorously derived
using a separate flow model. DCMC equations are obtained by applying the conditional
average; phase-averaging and density-weighted averaging were used. The latter relaxes
the assumption of small conditional fluctuations of density. The DCMC equation was
derived in a general way, relaxing the assumption of high Reynolds number and unity
Lewis number. Yet, it must be noted that the high Reynolds number assumption is, to
some extent, implicit in the primary closure hypothesis proposed by Klimenko [1990].
On the other hand, the primary closure hypothesis proposed by Bilger [1993a] does
not require this assumption.
Equation 3.49 presents the DCMC equation in its most general form, and Eqn. 3.57
is the corresponding enthalpy equation. As such, this equation provides the basis for
future developments, and can help to direct future modelling efforts.
It was shown that the derivation of the DCMC equation in the LES-framework was
virtually identical to the equation obtained with the joint-PDF method. The boundary
conditions for the DCMC equation in conditional space were discussed. It was pointed
out that the assumption of fixed boundary conditions in progress variable space, mixing
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line and the equilibrium composition, could be relaxed introducing an alternatively
definition of the progress variable.
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Chapter 4
Implementation of DCMC for
Spray Combustion in RANS and
LES
4.1 Introduction
In this chapter the implementation of the DCMC model is detailed. The numerical
simulation follows an Euler-Lagrangian approach, which constitutes an efficient way
to model a two-phase flow with a dispersed liquid phase, modelled according to a
point-particle approximation [Balachandar & Eaton, 2010]. The turbulent flow field of
the continuous gas phase is modelled in the RANS or LES framework. The dispersed
liquid phase is modelled as Lagrangian particles that represent parcels of liquid droplets.
The Lagrangian approach can handle poly-disperse droplet clouds and allows for a
natural treatment of phenomena like dispersion and particle-wall interactions. The
DCMC model presented in Chapter 3 is used to solve the spatial and temporal evolution
of the local flame structure. In its role as turbulent combustion model, DCMC provides
closure for the mean (or LES-filtered) composition and reaction rate.
The local instantaneous description of a multi-phase flow presented in Section 3.2
is used to derive the Reynolds-averaged and LES-filtered transport equations of the
conditioning variables. This approach allows a rigorous derivation of the phase interface
terms and ensures consistency with the DCMC equation. The transport equations for
the mean and variance of the conditioning variables are first derived and presented in
an unclosed form. Closure is provided in a separate step to make evident the modelling
assumptions involved. Notably, a dilute spray is assumed, so that the effect of liquid
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volume fraction on the conservation equations of the averaged flow variable can be
neglected.
The chapter is organised as follows. First, the governing equation for the RANS
and the LES framework and closure models are presented. Second, the modelling of
the dispersed phase and the interfacing with the gas phase is detailed. Finally, the
model implementation is explained. Here, the numerical implementation of the DCMC
equation and its interfacing with the flow field solver are presented.
4.2 Reynolds-averaged transport equation
In the RANS framework the turbulent flow is described by mean fields (and higher-order
moments). Transport equations for the mean flow fields are obtained by Reynolds-
averaging the local instantaneous balance equations. The Reynolds-average (¯·) is
defined as an ensemble-average. Mean fields may depend on space and time.
Applying the Reynolds-average to a two-phase flow, the ensemble average considers
observations from both phases. Conversely it is convenient to derive averaged equations
for a single phase only. For this purpose phase-averaging is introduced:
Y¯ ≡ θY
θ
(4.1)
Here, (·) denotes the ensemble average over the two-phase flow. Since the phase-
indicator θ = θG is unity inside the gas phase and zero otherwise (see Section 3.2), θ is
the mean volume fraction of the gas phase. Then Y¯ is the ensemble average considering
only the observations of Y in the gas phase. Hence, the transport equation of Y¯ only
solves for the average of Y in the gas phase. The dispersed liquid phase is solved
separately in a Lagrangian framework and coupling is achieved via source terms in the
averaged transport equations. Note that θ ≈ 1 in a dilute spray.
In a reacting flow, density fluctuations are considerable. Density-weighted Favre-
averaging is practical, since it allows to derive averaged transport equations without
the cross-correlation of the variable with density. The Favre-average is defined as
Y˜ ≡ ρY
ρ¯
(4.2)
where ρ¯ is the mean density. Here the Favre-average is applied to the gas-phase
only. An instantaneous value Y can be decomposed in a density-weighted mean and a
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fluctuation:
Y = Y˜ + Y ′′, Y˜ ′′ = 0 (4.3)
4.2.1 Reynolds-averaged Navier-Stokes equation
The Reynolds-averaged Navier Stokes (RANS) equation for a single-phase flow can
be found in Poinsot & Veynante [2005]. For a two-phase flow, the local instantaneous
balance equations for mass, momentum and energy can be found in Kataoka [1986].
Averaging of the continuity equation and the Navier-Stokes equation in a two-phase
flow leads to
∂ρ¯
∂t
+∇ · (ρ¯u˜) = ρ¯Π˜ (4.4)
∂ρ¯u˜
∂t
+∇ · (ρ¯u˜u˜) = −∇p¯+∇ · τ¯ −∇ · (ρ¯u˜′′u′′) + S¯u (4.5)
where it was assumed that the spray is dilute and θ = θG ≈ 1. In the RANS equation,
τ¯ is the mean viscous stress tensor and τ¯T ≡ −ρ¯u˜′′u′′ is the Reynolds stress tensor.
The mean evaporation mass source term is given in terms of the volumetric evaporation
rate Π˜ (see Section 3.2), and S¯u is the mean momentum transfer term coupling the
gas phase with the dispersed phase.
The mean viscous stress tensor is computed as [Poinsot & Veynante, 2005]
τ¯ = µ¯
(
∇u˜+ (∇u˜)ᵀ − 23(∇ · u˜)I
)
(4.6)
where µ¯ is the mean viscosity. Following Boussinesq’s turbulence viscosity assumption
[Boussinesq, 1877], the Reynolds stress tensor is closed using the viscous stress tensor
for Newtonian fluids [Poinsot & Veynante, 2005]:
ρ¯u˜′′u′′ = −µT
(
∇u˜+ (∇u˜)ᵀ − 23(∇ · u˜)I
)
+ 23 ρ¯k˜I (4.7)
where µT is the turbulent viscosity and k˜ is the turbulent kinetic energy. Note that
the last term is added to ensure that k˜ = (1/2)∑3k=1 u˜′′ku′′k. Closure for µT is provided
by the k-ε model.
4.2.2 k-ε model
In the k-ε model, developed by Jones & Launder [1972], closed transport equations for
the transport of turbulent kinetic energy k˜ and its dissipation rate ε˜ are solved, and
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the turbulent viscosity is computed as
µT = ρ¯Cµ
k˜2
ε˜
(4.8)
In the present work, the k-ε model is used in the form given by Launder & Spalding
[1974] with correction for compressibility suggested by El Tahry [1983] – this is the
standard implementation in the CFD toolbox OpenFOAM [2014]. The transport
equations for k˜ and ε˜ in closed form are as follows [OpenFOAM, 2014]:
∂ρ¯k˜
∂t
+∇ · (ρ¯u˜k˜) = ∇ ·
[(
µ¯+ µT
σk
)
∇k˜
]
+ Pk − 23 ρ¯(∇ · u˜)k˜︸ ︷︷ ︸
Tk,5
−ρ¯ε˜ (4.9)
∂ρ¯ε˜
∂t
+∇ · (ρ¯u˜ε˜) = ∇ ·
[(
µ¯+ µT
σε
)
∇ε˜
]
+ Cε1
ε˜
k˜
Pk − Cε2ρ¯ ε˜
2
k˜
−
(2
3Cε1 + Cε3,RDT
)
ρ¯(∇ · u˜)ε˜︸ ︷︷ ︸
Tε,6
(4.10)
where Pk represents the production of turbulent kinetic energy. The compressibility
correction by El Tahry [1983] is introduced though the fifth term of the k˜-equation
(Tk,5) and the last term of the ε˜-equation (Tε,6); without these terms the standard
model for high-Reynolds number flow [Jones & Launder, 1972; Launder & Spalding,
1974] is recovered. The production term is defined as1
Pk ≡ −ρ¯ u˜′′u′′ : ∇u˜ (4.11)
It is closed using the Boussinesq expression for the Reynolds stress tensor (Eqn. 4.7).
In the present formulation, the production does not contain pressure terms, which may,
however, be significant in closed combustion chambers [Swaminathan & Bray, 2011].
The standard model parameters are [Jones & Launder, 1972; Launder & Spalding,
1974]
Cµ = 0.09, σk = 1.0, σε = 1.3, Cε1 = 1.44, Cε1 = 1.92, (4.12)
1In tensor notation −ρ¯ u˜′′u′′ : ∇u˜ = −ρ¯ u˜′′i u′′j ∂u˜i/∂xj
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and the additional parameter for compressibility correction is [El Tahry, 1983]
Cε3,RDT = −0.33 (4.13)
Finally, it should be pointed out that the standard k-ε model used in the present
work does not contain any coupling with the dispersed phase. Hence, the only the
effect of the dispersed phase on the mean flow (S¯u in Eqn. 4.5) is considered, but the
effects of turbulence modulation by the dispersed phase, damping or enhancement of
k˜, cannot be taken into account with the present modelling framework.
4.2.3 Reynolds-averaged equations of ξ and c
Reynolds-averaging of the local instantaneous balance equations leads to the transport
equations of the mean and variance of mixture fraction and reaction progress variable.
Using the definitions of phase-averaging and density-weighted averaging, the following
unclosed transport equation for ξ˜, c˜, ξ˜′′ and c˜′′ are obtained:
∂θρ¯ξ˜
∂t
+∇ ·
(
θρ¯u˜ξ˜
)
= −∇ · (θρ¯u˜′′ξ′′) +∇ ·
(
θ ρD∇ξ
)
+ ρ¯Π˜ (4.14)
∂θρ¯ξ˜′′2
∂t
+∇·
(
θρ¯u˜ξ˜′′2
)
= −∇ · (θρ¯u˜′′ξ′′2) +∇ ·
(
θ ρD∇ξ′′2
)
+ 2 θ ξ′′∇ · (ρD∇ξ˜)− 2 θ ρD∇ξ′′ · ∇ξ′′ − 2θρ¯u˜′′ξ′′ · ∇ξ˜
+ 2ρ¯(ξ˜Π − ξ˜Π˜ )− ρ¯(ξ˜2Π − ξ˜2Π˜ )
(4.15)
∂θρ¯c˜
∂t
+∇ ·
(
θρ¯u˜c˜
)
= −∇ ·
(
θρ¯u˜′′c′′
)
+∇ ·
(
θ ρD∇c
)
+ θρ¯˜˙ω∗c + ρ¯S˜−c + ρ¯c˜Π (4.16)
∂θρ¯c˜′′2
∂t
+∇·
(
θρ¯u˜c˜′′2
)
= −∇ · (θρ¯u˜′′c′′2) +∇ ·
(
θ ρD∇c′′2
)
+ 2 θ c′′∇ · (ρD∇c˜)− 2 θ ρD∇c′′ · ∇c′′ − 2θρ¯u˜′′c′′ · ∇c˜+ 2θρ¯c˜′′ω˙∗′′c
+ 2ρ¯(c˜S−c − c˜S˜−c ) + ρ¯(c˜2Π − 2c˜c˜Π + c˜2Π˜)
(4.17)
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where ˜˙ω∗c , S˜−c are the averaged form of the terms defined by Eqns 3.16 and 3.19. The
physical meaning of the terms can be explained for the progress variable variance
equation. On the right-hand side, the first term represents the turbulent transport, the
second and third term represent molecular diffusion, the fourth term is the dissipation
and the fifth term is the production by mean gradients [Poinsot & Veynante, 2005].
The sixth term is a production term due to chemical reaction and mixing, and the
remaining terms are due to spray evaporation. In these equations various terms are
unclosed and require modelling. This is discussed in the next section.
4.2.4 Reynolds-averaged equations of ξ and c in closed form
A dilute spray is assumed and, consequently ¯¯θ = ¯¯θG ≈ 1. Standard closure models are
detailed in Poinsot & Veynante [2005]. For a scalar Φ closure is provided as follows.
(ρD∇Φ) = µ¯Sc∇Φ˜ (4.18)
−ρ¯u˜′′Φ′′ = µTScT∇Φ˜ (4.19)
−ρ¯u˜′′Φ′′ · ∇Φ˜ = µTScT∇Φ˜ · ∇Φ˜ (4.20)
where Sc is the Schmidt number for molecular transport and ScT is the turbulent
Schmidt number.
The scalar dissipation rate of mixture fraction is modelled as for a passive scalar,
ρD∇ξ′′ · ∇ξ′′ = ρ¯Cξ ε˜
k˜
ξ˜′′2 (4.21)
where the model constants Cξ = 1 is used. In the present case of a two-phase flow, the
mixture fraction is not a passive scalar in the strict sense, since its balance equation
contains a source term due to evaporation. The applicability of this model is discussed
in Chapter 6.
The scalar dissipation rate of the reaction progress variable is closed with an
algebraic model that takes dilatation effects into account [Kolla et al., 2009] and was
subsequently modified for stratified flames [Darbyshire et al., 2010],
ρ¯ε˜c = ρD∇c′′ · ∇c′′ =
[(
2Kc − τ(ξ˜)C4
) S0L(ξ˜)
δ0L(ξ˜)
+ C3
ε˜
k˜
]
ρ¯c˜′′2
βc
(4.22)
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with
Kc = 0.85τ(ξ˜), C3 =
1.5
√
Ka
1 +
√
Ka
, C4 =
1.1
(1 + Ka)0.4 , Ka =
δZ(ξ˜)
S0L(ξ˜)
√
ρ¯ε˜
µ¯
(4.23)
where S0L is the laminar flame speed, δ0L is the thermal flame thickness, δZ is the
Zel’dovich flame thickness calculated as δ0L/δZ = 2(1 + τ)0.7, τ = (Tb − Tu)/Tu is the
normalised temperature increase, Ka is the Karlovitz number, and βc = 6.7 is a model
parameter. S0L, δ0L and τ depend on mixture fraction, and are pre-computed for freely
propagating laminar premixed flames using the commercial software Cosilab [Rotexo
GmbH und Co. KG, 2012]. In the model they are evaluated at the local mean mixture
fraction ξ˜ [Darbyshire et al., 2010].
This leads to the mean and variance equations of the mixture fraction and reaction
progress variable in closed form.
∂ρ¯ξ˜
∂t
+∇ · (ρ¯u˜ξ˜) = ∇ ·
[
(DT + D¯)∇ξ˜
]
+ ρ¯Π˜ (4.24)
∂ρ¯ξ˜′′2
∂t
+∇ · (ρ¯u˜ξ˜′′2) = ∇ ·
[
(DT + D¯)∇ξ˜′′2
]
− 2ρ¯ ε˜
k˜
ξ˜′′2 + 2DT∇ξ˜ · ∇ξ˜
+ 2ρ¯(ξ˜Π − ξ˜Π˜)− ρ¯(ξ˜2Π − ξ˜2Π˜ )
(4.25)
∂ρ¯c˜
∂t
+∇ · (ρ¯u˜c˜) = ∇ ·
[
(DT + D¯)∇ξ˜′′2
]
+ ρ¯˜˙ω∗c + ρ¯S˜−c + ρ¯c˜Π (4.26)
∂ρ¯c˜′′2
∂t
+∇ · (ρ¯u˜c˜′′2) = ∇ ·
[
(DT + D¯)∇c˜′′2
]
− 2ρ¯ε˜c + 2DT∇c˜ · ∇c˜+ 2ρ¯c˜′′ω˙∗′′c
+ 2ρ¯(c˜S−c − c˜S˜−c ) + ρ¯(c˜2Π − 2c˜c˜Π + c˜2Π˜)
(4.27)
where the turbulent and molecular diffusivities are DT = µT/ScT and D¯ = µ¯/Sc
with ScT = 0.7 and Sc = 0.7. Closure for the apparent reaction rate ˜˙ω∗c and the
variance source term c˜′′ω˙′′∗c is provided by the DCMC model, computing the variable
in doubly-conditional space (Eqn. 3.63) and integrating with the presumed PDF as
˜˙ω∗c = ∫ 10
∫ 1
0
⟨ω˙∗c |η, ζ⟩ p˜(η, ζ) dη dζ (4.28)
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c˜′′ω˙′′∗c = c˜ω˙∗c − c˜˜˙ω∗c = (∫ 10
∫ 1
0
ζ ⟨ω˙∗c |η, ζ⟩ p˜(η, ζ) dη dζ
)
− c˜˜˙ω∗c (4.29)
The spray term in the ξ˜-equation is exact and directly provided by the evaporation
model (Eqn. 4.87). Closure of the other spray terms requires modelling. The ξ˜′′2-
equation contains two spray source terms. While some studies neglected the second
term, Giusti & Mastorakos [2017] pointed out that both terms can be of similar size
and have a significant impact on the inner flame region. In previous work, ξ˜Π and
ξ˜2Π where computed either by summing ξks,im˙d,i (k = 1 or 2) for all droplets in a
cell [Demoulin & Borghi, 2000] or by assuming that ⟨Π|η⟩ was a δ-function of the
average surface mixture fraction ⟨ξs⟩ [Tyliszczak et al., 2014]. In both cases it was
assumed that ξs ≈ YFs, where YFs was the fuel mass fraction at saturation conditions
calculated at the droplet temperature. However, this assumption is only correct if the
droplets evaporate upstream of the flame. A schematic of the general case is shown in
Fig. 4.1. The mixture fraction at the droplet surface satisfies YFs ≤ ξs ≤ (Y EqF )−1(YFs),
where (Y EqF )−1 is the inverse function of the equilibrium fuel mass fraction Y
Eq
F (ξ),
and the relation YFs = ξ signifies the mixing line. This reflects the case of a droplet
evaporating in burnt gases where some reaction products are present besides the
fuel vapour at the droplet surface. In principle, this effect can be accounted for by
presuming the the evaporation source term in doubly-conditional space and integrating
with the PDF (Eqn. 4.91). This approach requires a model for the doubly-conditional
evaporation rate, which was presented in Section 3.7. As a result, closure for the spray
terms can be provided by the DCMC model, given the mean evaporation rate and
⟨YFs⟩ from the evaporation model, for instance
ξ˜Π =
∫ 1
0
∫ 1
0
η ⟨Π|η, ζ⟩ p˜(η, ζ) dη dζ (4.30)
and similar for ξ˜2Π, c˜S−c , S˜−c , c˜2Π and c˜Π.
4.3 LES-filtered transport equations
In LES the instantaneous flow field is solved for filtered variables. The filter can be
defined in the spectral domain or in physical space [Poinsot & Veynante, 2005; Pope,
2000]. Flow structures larger than the filter size are resolved by the filtered fields while
fluctuations of smaller scales are averaged out and require modelling. A spatial filtering
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Fig. 4.1 Mixture fraction at the droplet surface. The solid red line indicates the range
of possible values for ξs.
procedure can be defined as [Pope, 2000]
Y¯ (x, t) ≡
∫
V
Y (x′, t) G(x− x′) dV ′ (4.31)
where G is the LES-filter, which satisfies the normalisation condition:∫
V
G(x− x′) dV ′ = 1 (4.32)
The LES-filter G can be defined in different ways, for instance as a Gaussian filter in
physical space:
G(x) =
( 6
π∆2
)3/2
exp
(
− 6∆2∥x∥
2
)
(4.33)
where ∆ denotes the filter width. It is notable that generally a filtered variable and
a double-filtered quantity (here, denoted as Y¯ , not to be confused with the notation
used in phase-averaging) are not equal:
Y¯ ̸= Y¯ , Y ′ ̸= 0 (4.34)
The derivation of the transport equations requires the filter to be commutative with
differential operator. In principle this is not possible if the filter size, taken equal to the
mesh size, varies in space, but the effects are usually neglected [Poinsot & Veynante,
2005].
For a reacting flow with important density fluctuations, density-weighted filtering
can be defined:
Y˜ (x, t) ≡
∫
V ρ(x′, t) Y (x′, t) G(x− x′) dV ′∫
V ρ(x′, t) G(x− x′) dV ′
= ρY
ρ¯
(4.35)
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For a multi-phase phase, phase-weighted filtering is introduced. Then it is convenient
to introduce phase-filtering and density-weighted filtering as
Y˜ (x, t) ≡
∫
V θ(x′, t) ρ(x′, t) Y (x′, t) G(x− x′) dV ′∫
V θ(x′, t) ρ(x′, t) G(x− x′) dV ′
= θρY
θρ
(4.36)
We further define the phase-filtered density.
ρ¯ ≡
∫
V θ(x′, t) ρ(x′, t) G(x− x′) dV ′∫
V θ(x′, t) G(x− x′) dV ′
= θρ
θ
(4.37)
This is the filtered density only considering the infinitessimal volume elements dV ′ in
the gas phase. Hence,
θρ¯Y˜ = θρY (4.38)
where θ is the filtered volume fraction of the gas phase, ρ¯ is the phase-filtered density
and Y˜ is the density-weighted filtered variable in the gas phase.
4.3.1 LES-filtered Navier-Stokes equation
The LES-filtered Navier-Stokes equation for a single-phase flow can be found in Poinsot
& Veynante [2005]. LES-filtering of the continuity and the momentum equation for a
two-phase flow leads to
∂ρ¯
∂t
+∇ · (ρ¯u˜) = ρ¯Π˜ (4.39)
∂ρ¯u˜
∂t
+∇ · (ρ¯u˜u˜) = −∇p¯+∇ · τ¯ −∇ · [ρ¯(u˜u− u˜u˜)] + S¯u (4.40)
where it was assumed that the volume fraction occupied by the liquid droplets in each
LES-cell is small and that θ = θG ≈ 1. In the LES-filtered Navier-Stokes equation, the
filtered viscous stress tensor is
τ¯ = µ¯
(
∇u˜+ (u˜)ᵀ − 23(∇ · u˜)I
)
(4.41)
and the sub-grid scale Reynolds stress tensor is defined as
τ¯sgs ≡ −ρ¯(u˜u− u˜u˜) (4.42)
Closure for τ¯sgs is provided with a constant Smagorinsky model.
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4.3.2 Smagorinsky model
The Smagorinsky model, originally proposed by Smagorinsky [1963], is used to provide
closure for the unresolved Reynolds stress tensors. The model can be derived in various
ways, including dimensional arguments or based on the equilibrium assumption that
the small scales dissipate entirely the energy received from the large scales. The model
is widely used for its simple form; in constant density flow νsgs = (Cs∆)2∥S∥, where
∥S¯∥ ≡ (2S¯ : S¯)1/2 is the Frobenius norm of the resolved strain-rate tensor2 and Cs
is called the Smagorinsky constant, typically Cs ≈ 0.2 for homogeneous turbulence,
but generally dependent on the flow configuration [Ferziger & Perić, 2002; Poinsot &
Veynante, 2005].
In the present work, the Smagorinsky model is used with constant parameters, in
the form given by Fureby [1996]. The SGS Reynolds stress tensor is closed following
the Boussinesq’s turbulent viscosity assumption [Boussinesq, 1877] (see also Poinsot &
Veynante [2005]):
τ¯sgs = 2µsgsS˜dev − 23 ρ¯ksgsI (4.43)
where µsgs is the sub-grid scale turbulent viscosity, k˜sgs is the sub-grid scale kinetic
energy and S˜dev is the deviatoric stain rate tensor. The resolved strain rate tensor is3
S˜ ≡ 12(∇u˜+ (∇u˜)
ᵀ) (4.44)
and the deviatoric strain rate tensor is S˜ minus its trace4
S˜dev ≡ S˜− 13tr
(
S˜
)
I = 12(∇u˜+ (∇u˜)
ᵀ)− 13(∇ · u˜)I (4.45)
The sub-grid scale turbulent viscosity µsgs is computed as
µsgs = Ck∆ρ¯k1/2sgs (4.46)
The sub-grid scale turbulent kinetic energy ksgs is calculated based on the assumption
of local equilibrium, where production equals dissipation. In this way, an algebraic
2In tensor notation S¯ : S¯ = S¯ijS¯ij using Einstein summation convention.
3In tensor notation S˜ij = 12
(
∂u˜i
∂xj
+ ∂u˜j∂xi
)
using Einstein summation convention.
4tr(S) =
∑
i Sii
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expression for ksgs is derived (see dissertation by Zhang [2015, p. 36]):
k1/2sgs =
2
3tr
(
S˜
)
+
([
2
3tr
(
S˜
)]2
+ 8CkCεS˜dev : S˜
)1/2
2Cε/∆
(4.47)
The following model parameters were used [Fureby, 1996]:
Ck = 0.02, Cε = 1.048 (4.48)
This model does not contain any SGS effects of the droplets on the turbulence.
However, the spray can modulate the resolved spectrum of turbulence, if the LES
resolution is fine enough and the droplet Reynolds number is sufficiently high.
4.3.3 LES-filtered equations for ξ and c
LES-filtering of the mixture fraction equation and reaction progress variable leads
to Eqns 4.49 and 4.51. In order to derive equations for the sub-grid scale variance,
LES-filtered equations for ξ˜2 and c˜2 are derived and transport equations for ξ˜2 and c˜2
are subtracted respectively (Eqns 4.50 and 4.52):
∂θρ¯ξ˜
∂t
+∇ ·
(
θρ¯u˜ξ˜
)
= −∇
(
θρ¯(u˜ξ − u˜ξ˜)
)
+∇ ·
(
θ ρD∇ξ
)
+ ρ¯Π˜ (4.49)
∂θρ¯[ξ˜2 − ξ˜ξ˜]
∂t
+∇ ·
(
θρ¯u˜[ξ˜2 − ξ˜2]
)
= −∇ ·
(
θρ¯[u˜ξ2 − u˜ξ˜2]
)
+∇ ·
(
θ ρD∇[ξ2]
)
+ 2∇ ·
(
θρ¯ξ˜[u˜ξ − u˜ξ˜]
)
− 2
(
θρ¯[u˜ξ − u˜ξ˜]
)
· ∇ξ˜
− 2∇ ·
(
θξ˜ ρD∇ξ
)
+ 2
(
θ ρD∇ξ
)
· ∇ξ˜ − 2θ ρD∇ξ · ∇ξ
+ 2ρ¯
(
ξ˜Π − ξ˜Π˜
)
− ρ¯
(
ξ˜2Π − ξ˜2Π˜
)
(4.50)
∂θρ¯c˜
∂t
+∇ · (θρ¯u˜c˜) = ∇ ·
(
θ ρD∇c
)
+ θρ¯˜˙ω∗c + ρ¯S˜−c + ρ¯c˜Π (4.51)
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∂θρ¯[c˜2 − c˜c˜]
∂t
+∇ ·
(
θρ¯u˜[c˜2 − c˜2]
)
= −∇ ·
(
θρ¯[u˜c2 − u˜c˜2]
)
+∇ ·
(
θ ρD∇[c2]
)
+ 2∇ ·
(
θρ¯c˜[u˜c− u˜c˜]
)
− 2
(
θρ¯[u˜c− u˜c˜]
)
· ∇c˜
− 2∇ ·
(
θc˜ ρD∇c
)
+ 2
(
θ ρD∇c
)
· ∇c˜− 2θ ρD∇c · ∇c
+ 2θρ¯[c˜ω˙∗c − c˜˜˙ω∗c ] + 2ρ¯ (c˜S−c − c˜S˜−c )+ ρ¯ (c˜2Π − 2c˜c˜Π + c˜2Π˜)
(4.52)
Closure for these LES-filtered equations is discussed in the next section.
4.3.4 LES-filtered equations for ξ and c in closed form
The unique definition of the sub-gird variance of a scalar Φ is based in the filtered PDF
[Jiménez et al., 2001]:
Φ˜′′2 ≡ Φ˜2 − Φ˜Φ˜ (4.53)
It is assumed that the filtered volume fraction of the liquid is small and consequently
θ ≈ 1. The closure models used for the LES-filtered transport equations of the
conditioning variables are as follows. The unresolved scalar flux is closed as
−ρ¯(u˜Φ− u˜Φ˜) = µsgsScT∇Φ˜ (4.54)
and the diffusion flux is modelled as
ρD∇Φ = ρ¯ µ¯Sc∇Φ˜ (4.55)
These closure models lead to the following transport equations for the LES-filtered
value and the SGS variance of the mixture fraction and reaction progress variable:
∂ρ¯ξ˜
∂t
+∇ · (ρ¯u˜ξ˜) = ∇ ·
(
ρ¯(DT + D¯)∇ξ˜
)
+ ρ¯Π˜ (4.56)
∂ρ¯ξ˜′′2
∂t
+∇ · (ρ¯u˜ξ˜′′2) = ∇ ·
(
ρ¯(DT + D¯)∇ξ˜′′2
)
− 2ρ¯N˜ξ
+ 2ρ¯(DT + D¯)∇ξ˜ · ∇ξ˜
+ 2ρ¯
(
ξ˜Π − ξ˜Π˜
)
− ρ¯
(
ξ˜2Π − ξ˜2Π˜
) (4.57)
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∂ρ¯c˜
∂t
+∇ · (ρ¯u˜c˜) = ∇ ·
(
ρ¯(DT + D¯)∇c˜
)
+ ρ¯˜˙ω∗c + ρ¯S˜−c + ρ¯c˜Π (4.58)
∂ρ¯c˜′′2
∂t
+∇ · (ρ¯u˜c˜′′2) =∇ ·
(
ρ¯(DT + D¯)∇c˜′′2
)
− 2ρ¯N˜c
+ 2ρ¯(DT + D¯)∇c˜ · ∇c˜+ 2ρ¯(c˜ω˙∗c − c˜˜˙ω∗c )
+ 2ρ¯
(
c˜S−c − c˜S˜−c
)
+ ρ¯
(
c˜2Π − 2c˜c˜Π + c˜2Π˜
) (4.59)
where the molecular and turbulent diffusivities are computed as D¯ = µ¯/(ρ¯Sc) and
DT = µsgs/(ρ¯ScT ) with Sc = 0.7 and ScT = 0.4 respectively.
The filtered scalar dissipation rates (SDRs), N˜ξ and N˜c, are defined as
N˜ξ ≡ ρD∇ξ · ∇ξ
ρ¯
, N˜c ≡ ρD∇c · ∇c
ρ¯
(4.60)
In order to provide closure, the SDRs can be considered as composed of a resolved part
and a sub-grid scale contribution, neglecting inter-scale cross-terms [Navarro-Martinez
et al., 2005]. Hence, the SDR of the mixture fraction is computed as follows:
N˜ξ = D¯∇ξ˜ · ∇ξ˜︸ ︷︷ ︸
N˜ξ,res
+ 12CN
µsgs
ρ¯∆2 ξ˜
′′2︸ ︷︷ ︸
N˜ξ,sgs
(4.61)
The model for N˜ξ,sgs has been suggested by Branley & Jones [2001], based on dimensional
arguments, and similarly by Jiménez et al. [2001], based on the modelling of sub-grid
kinetic energy by Yoshizawa & Horiuti [1985]. The model constant CN can be computed
using dynamic procedures [Navarro-Martinez et al., 2005; Pitsch, 2006]. Nevertheless,
in many studies various constant values are also used: for instance, Navarro-Martinez
& Kronenburg [2009, 2011] used CN = 5, Ihme & See [2010] and Chen et al. [2017]
used CN = 4; Garmory & Mastorakos [2011] found CN = 42 after calibration for the
Sandia D flame. The value 42 is also used in the present work.
The SDR of the reaction progress variable is
N˜c = D¯∇c˜ · ∇c˜︸ ︷︷ ︸
N˜c,res
+N˜c,sgs (4.62)
100
4.3 LES-filtered transport equations
The sub-grid scale contribution needs to be closed with a model that can counter-
balance the SGS variance source due to chemical reaction (c˜ω˙∗c − c˜˜˙ω∗c ). For this reason,
the algebraic model by Dunstan et al. [2013] that includes flame dilatation effects is
used. This model for the SGS contribution of the SDR is based in the the model for
the Reynolds-averaged SDR by Kolla et al. [2009] (Eqn. 4.22). Here the model is used
in the version adapted for stratified mixture [Chen et al., 2017]:
N˜c,sgs =
(
1− e−0.75 ∆/δ0L(ξ˜)
) [
2Kc
S0L(ξ˜)
δ0L(ξ˜)
+ (C3 − τ(ξ˜)C4Dasgs)
2u′sgs
3∆
]
c˜′′2
βc
(4.63)
with
Kc = 0.79τ(ξ˜), C3 =
1.5
√
Kasgs
1 +
√
Kasgs
, C4 =
1.1
(1 + Kasgs)0.4
, (4.64)
and
Dasgs =
∆
δ0L(ξ˜)
S0L(ξ˜)
u′sgs
, Kasgs =
(
u′sgs
S0L(ξ˜)
)3/2 (
δ0L(ξ˜)
∆
)1/2
(4.65)
where S0L is the laminar flame speed, δ0L is the thermal flame thickness, τ ≡ (Tb−Tu)/Tu
is the normalised temperature increase, Dasgs is the SGS Darmköhler number and Kasgs
is the SGS Karlovitz number. The factor (1− e−0.75∆/δ0L) ensures that in the limit of a
fully resolved flame the SGS scalar dissipation rate vanishes. S0L, δ0L and τ depend on
mixture fraction, and are pre-computed for freely propagating laminar premixed flames
using the commercial software Cosilab [Rotexo GmbH und Co. KG, 2012]; they are
evaluated at the local mean mixture fraction ξ˜ [Chen et al., 2017]. The contribution of
the SGS velocity fluctuations in this SDR model and its evaluation was investigated
by Langella et al. [2017], who found the best agreement with experimental data when
u′sgs was computed based on the scaled-similarity hypothesis [Pope, 2000] using a test
filter of size 2∆. This procedure was also tested for stratified flames by Chen et al.
[2017]. In the present work constant value βc = 7.5 was used as in Chen et al. [2017].
The LES-filtered reaction rate terms ˜˙ω∗c and c˜ω˙∗c are closed using DCMC by in-
tegrating the conditional moments with the FDF, similar to RANS (Eqns 4.28 and
4.29). The LES-filtered transport equations contain various spray source terms. The
spray term in the ξ˜ equation is exact, the other require modelling. Considerations for
modelling in LES are similar to RANS (see discussion in Section 4.2.4) and, in principle,
the LES-filtered terms can also be evaluated using the DCMC model (Eqn. 4.30). The
effect of evaporation on the SGS variance of mixture fraction was only considered in a
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few studies [De & Kim, 2013; Giusti et al., 2016; Giusti & Mastorakos, 2017; Tyliszczak
et al., 2014]. The corresponding terms were not included in Chapter 7 but their effect
was investigated in Appendix D. Modelling of the spray terms in the progress variable
equations in Chapter 7 follows the findings in Chapter 6, where simplified models are
proposed.
4.3.5 LES-filtered equation for h in closed form
Evaporative cooling very directly affects the temperature in the vicinity of droplets,
and even small temperature differences can have a strong effect on the evaporation
rate. Therefore, the effect needs to be considered locally at small scale, which makes
it difficult to consider even with a DCMC approach, since solving the Qh equation
intrinsically involves an averaging procedure. For this reason a transport equation for
the LES-filtered enthalpy is solved,
∂ρ¯h˜
∂t
+∇ · (ρ¯h˜u˜) = ∇ ·
(
ρ¯(aT + a¯)∇h˜
)
+ ρ¯S˜h (4.66)
and h˜ is used to correct the temperature and density locally, as detailed in the
following. The filtered values ρ¯cmc, T˜cmc, C¯p,cmc and h˜cmc are computed by integrating
the corresponding conditional variables with the filtered probability density function
(FDF). The filtered values, ρ¯ and T˜ , are obtained by performing a linear correction:
T˜ = T˜cmc +
h˜− h˜cmc
C¯p,cmc
, ρ¯ = ρ¯cmc
T˜cmc
T˜
(4.67)
This approach is relatively common to correct to temperature in the case of non-
adiabatic conditions or evaporation, for instance in the work by Hu & Kurose [2018].
The accuracy of the corrections is acceptable because the temperature difference is
small. The enthalpy equation contains a spray source term ρ¯S˜h, which is computed
for each Lagrangian parcel by the evaporation model discussed later. Following a
unity Lewis number assumption, in the present work, molecular and turbulent thermal
diffusivities, a¯ and aT , are identical with the respective mass diffusivities for mixture
fraction and progress variable.
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4.4 Spray modelling
For the dispersed phase equations for position, momentum, mass and temperature are
solved considering two-way coupling with the continuous phase: the effect of the gas
phase on the droplets is considered via the drag and evaporation model; the effect of
the droplets on the gas phase is introduced through source terms to the gas phase
equations. No model for secondary break-up was used.
4.4.1 Equations of motion
The equations of motion for the position and velocity of a droplet are
dXd
dt = Ud (4.68)
dUd
dt =
1
md
Fd (4.69)
where md = ρL(π/6)d3d is the mass of the droplet and Fd is the sum of forces on
the droplet. Since ρL/ρ¯ ≫ 1, virtual mass, Bassett history forces, Magnus forces,
etc. can be neglected. The gravitational force is neglected for high Froude number.
Consequently, the particle force only consists of the drag force Fd = FD.
The drag force is modelled as sphere drag using the correlation for the drag coefficient
by Schiller & Naumann [1933]:
CD =

24
Re (1 + 0.15 Re
0.687) if Re ≤ 1000
0.44 otherwise
(4.70)
where Re is the droplet Reynolds number given by
Re = ∥u˜−Ud∥ dd
νG
(4.71)
The drag force is computed as
FD =
1
2AdρGCD∥u˜−Ud∥(u˜−Ud) (4.72)
where Ad = πd2d/4 is the cross-section of the sphere, and ρG and νG are the density
and kinematic viscosity of the gas phase in the film. The relevant properties of the gas
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phase, ρG and νG, are evaluated according to the 1/3-rule:
TG = Ts +
1
3(T˜ − Ts), YG = Ys +
1
3(Y˜ − Ys) (4.73)
where subscript s signifies the droplet surface (in gas phase), and T˜ and Y˜ are the local
mean (or LES-filtered) temperature and species mass fraction, taken as representative
of the mixture far from the droplet surface.
In LES, sub-grid scale dispersion was neglected due to the low level of SGS-kinetic
energy. In RANS, a stochastic dispersion model is applied.
4.4.2 Stochastic dispersion in RANS
In RANS, turbulent dispersion is modelled with the Discrete Random Walk (DRW)
model or Eddy Interaction model (EIM) by Gosman & Ioannides [1983], implemented in
OpenFOAM [2014]. The DWR models turbulent dispersion as the successive interaction
of the particles (in the present case, droplets) with discrete turbulent eddies. The
particles are made to interact with the instantaneous velocity field (u˜+ uT ), where uT
is the random velocity component, instead of the mean velocity field u˜.
For the turbulent eddies it is assumed that the velocity fluctuations is isotropic and
follows a Gaussian probability distribution with standard distribution (2k˜/3)1/2. The
turbulent eddies have a characteristic length Le and a lifetime τe, estimated as
Le = C3/4µ
k˜3/2
ε˜
, τe =
k˜
ε˜
(4.74)
with Cµ = 0.09. Moreover, the transit time τT , a particle takes to cross the eddy, can
be calculated:
τt =
Le
∥Ud − (u˜+ uT )∥ (4.75)
A particle interacts with a turbulent eddy over the minimum of eddy lifetime and
transit time min(τe, τt). Then a new uT is computed as
uT = n
√
2k˜
3 (4.76)
where n is a vector of random direction and its length follows a Gaussian distribution
N (0, 1).
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4.4.3 Evaporation model
The evaporation model by Abramzon & Sirignano [1989] with Stefan flow correction,
non-unity Lewis number in the film and infinite conductivity for the liquid is used.
The model is detailed in the following.
The equations for droplet mass md and the droplet temperature Td are as follows:
dmd
dt = −m˙d = −πddρGDGSh
∗ ln(1 +BM) (4.77)
dTd
dt = −
1
mdCL
m˙dCpF
BT
(T˜ − Td) + 1
mdCL
m˙dLV (4.78)
where ρG and DG are the average density and diffusivity of the gas phase in the film, CpF
is the heat capacity of the fuel vapour, CL is the heat capacity of the liquid, LV is the
latent heat of vaporisation, and dd is the droplet diameter. T˜ is the mean temperature
of the gas phase at the location of the droplet, Sh∗ is a parameter termed “modified
Sherwood number”, and BM and BT are the Spalding mass and heat transfer numbers.
The mass transfer number is calculated as
BM =
YFs − Y˜F
1− Y˜F
(4.79)
where a pure liquid fuel was assumed, Y˜F is the mean mass fraction of fuel in the gas
phase at the location of the droplet and YFs is the fuel mass fraction at the droplet
surface.
The thickening of the thermal and diffusion layer due to surface blowing (Stefan
flow) is taken into account via correction factors. Hence, the “modified Sherwood
number” and the “modified Nusselt number” are computed as
Sh∗ = 2 + (Sh0 − 2)/FM , Nu∗ = 2 + (Nu0 − 2)/FM (4.80)
where Sh0 and Nu0 are the Nusselt and Sherwood number respectively, which are
calculated according to the well-known correlation by Frössling [1938]:
Sh0 = 2 + 0.552 Re1/2Pr1/2, Nu0 = 2 + 0.552 Re1/2Sc1/2 (4.81)
and FM and FT are the correction factors for the thermal and diffusion film. The
correction factors are approximately given as function of the respective mass and heat
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transfer number FM = FM(BM) and FT = FT (BT ), with the universal function
F = (1 +B)0.7ln(1 +B)/B (4.82)
The heat transfer number BT depends on the evaporation rate and heat flux itself and,
thus, needs to be computed by iterating
BT = (1 +BM)ϕ − 1 (4.83)
where ϕ is a parameter calculated as
ϕ = CpF
CpG
Sh∗
Nu∗
1
Le (4.84)
and then using the newly obtained BT to compute new values for Nu∗ and Sh∗
The fuel vapour mass fraction at the surface YFs is computed from the vapour
saturation pressure, given by the Clausius-Clapeyron relation, evaluated at the droplet
temperature, assuming an isothermal droplet with infinite liquid conductivity:
YFs = XFs
WF∑
αXαWα
, XFs =
psat(Td)
p¯
(4.85)
The quantities ρL, CL, psat and LV are evaluated at the droplet temperature Td.
The gaseous properties ρG, νG, λG, DG, CpG and CpF are evaluated at average reference
conditions, computed according to the 1/3-rule (Eqn. 4.73). The non-dimensional
numbers are computed at these reference conditions:
Re = ∥u˜−Ud∥ dd
νG
, Sc = νG
DG
, Pr = νGCpG
λG
, Le = ScPr (4.86)
The diameter is computed as dd = ((md/ρL)(6/π))1/3.
4.4.4 Source terms
The gas phase is coupled to the dispersed phase via source terms in the (Reynolds-
averaged or LES-filtered) transport equations of the continuous phase. Hence two-way
coupling of the continuous phase and the dispersed phase is used.
The spray source terms are computed by summing over all droplets in a cell of the
discretised flow field (LES or RANS). The source terms to the continuity, momentum
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and enthalpy equations are as follows:
ρ¯Π˜ = − 1
Vcell
Nd∑
i
dmd,i
dt (4.87)
S¯u = − 1
Vcell
Nd∑
i
dmd,iUd,i
dt (4.88)
ρ¯S˜h = − 1
Vcell
Nd∑
i
dmd,ihL(Td,i)
dt (4.89)
where Vcell is the cell volume size of the flow field discretisation. The evaporation mass
source term is related to the volumetric evaporation rate per unit volume Π˜, used in
the transport equations of conditioning variables above. The momentum transfer can
be written as the change of momentum of the droplet, only because gravitational force
was neglected and the drag is the only force acting on the droplet.
Beside the droplet source terms, the flow field solver and the DCMC model require
average droplet properties. The average fuel mass fraction at the droplet surface is
computed by averaging over all droplets in a cell, using a weighting based on the
evaporation rate of the droplet:
⟨YFs⟩ =
∑Nd
i m˙d,i YFs,i(Td,i)∑Nd
i m˙d,i
(4.90)
4.5 Model implementation
This work used the CFD toolbox OpenFOAM-2.3.1 [OpenFOAM, 2014] for the solution
of the flow field. The flow field solver was based on the PIMPLE algorithm. PIMPLE
stands for a contraction of PISO-SIMPLE, which is a combination of the PISO
(Pressure Implicit with Splitting of Operator) [Issa, 1986] and the SIMPLE (Semi-
Implicit Method for Pressure-Linked Equations) [Patankar, 1980] algorithms. More
information about these solver strategies are given in Ferziger & Perić [2002] and the
implementation in OpenFOAM is described by Holzmann [2018]. The modelling of
the dispersed phase used the Lagrangian libraries of OpenFOAM that were adopted
for the present work. Notably, the evaporation model by Abramzon & Sirignano
[1989] was implemented in OpenFOAM. The flow fields solver is interfaced with the
DCMC code that was developed in the present work. The DCMC code is based on an
unstructured implementation where the DCMC equation is discretised using a finite
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volume formulation. The structure and implementation of the DCMC code are based
on and similar to the CMC code presented by Garmory & Mastorakos [2015] and
Zhang et al. [2015] with more details given in the dissertation by Zhang [2015].
In the unstructured finite-volume implementation of DCMC, the DCMC equation
is discretised on a grid that is significantly coarser than the flow field (RANS or
LES) resolution, following common practice in CMC modelling. The DCMC cells are
polyhedrons that consist of a number of cells of the flow field discretisation; each cell
of the flow field discretisation is associated with a single DCMC cell. The faces of
the DCMC cells are constructed of the faces from the flow field mesh. A schematic is
shown in Fig. 4.2.
The requirements for the discretisation of the physical space in CMC depend on
each individual case and are difficult to determine a priori. An exemplary overview
for singly-conditional CMC is given below. For RANS of simple non-premixed shear
flows a one-dimensional CMC grid in stream-wise direction can be used [Klimenko
& Bilger, 1999], and 10 to 20 CMC cells may suffice for attached flames but a finer
resolution may be required for lifted flames [Kronenburg & Mastorakos, 2011]. In LES,
Navarro-Martinez et al. [2005] used 3M LES cells in combination with 1000 CMC cells
for an attached jet flame and 50k CMC cells for a lifted jet flame [Navarro-Martinez &
Kronenburg, 2009]. Giusti & Mastorakos [2017] used 5M LES cells and 45k CMC cells
to simulate local extinction in a bluff-body spray flame. In premixed CMC, Farrace
et al. [2017] used 3.6M LES cells and 470 CMC cells. In DCMC coarser grid may be
used, compared to conventional CMC, since gradients of the conditional moments are
expected to be smaller [Bushe, 2018].
Figure 4.3 shows a diagram of the solver, detailing the coupling between the flow
field solver and the DCMC solver. Unconditional mean (or LES filtered) quantities are
obtained by integrating the conditional variable with the PDF (or FDF in LES):
F˜ (x, t) =
∫ 1
0
∫ 1
0
⟨F (x, t)|η, ζ⟩cmc p˜(η, ζ;x, t) dη dζ (4.91)
where the subscript cmc designates the resolution of the DCMC grid. The PDF is
presumed as given by Eqn. 3.71. Note that the mean (or filtered) density is computed
as
ρ¯cmc(x, t) =
(∫ 1
0
∫ 1
0
1
⟨ρ(x, t)|η, ζ⟩cmc p˜(η, ζ;x, t) dη dζ
)−1
(4.92)
which follows from the definition of the density-weighted PDF (Eqn. 3.35). In order to
take non-adiabatic effects and evaporative cooling into account, the temperature and
density are corrected using the transported enthalpy (Eqn. 4.67).
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Fig. 4.2 Schematic of the flow field mesh (RANS or LES) and the DCMC mesh.
Adapted from Zhang [2015, p. 58].
Fig. 4.3 Coupling of the flow field solver and DCMC. Similar to Zhang [2015, p. 58].
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In order to map unconditionally averaged quantities from the flow field (RANS or
LES) to DCMC a model for the shape of the conditional variable is required. Namely,
this is the case for the conditional SDRs and the conditional evaporation rate, and the
respective models are detailed in Section 3.7. These models are used to presume the
shape of the conditional variables at the flow field (RANS or LES) resolution. The
conditional variables at the DCMC resolution are obtained by applying conditional
volume averaging:
⟨F (x, t)|η, ζ⟩cmc =
∫
Vcmc ρ¯(x′, t) p˜(η, ζ;x′, t) ⟨F (x′, t)|η, ζ⟩ dV ′∫
Vcmc ρ¯(x′, t) p˜(η, ζ;x′, t) dV ′
(4.93)
where Vcmc is the volume of the DCMC cell.
The finite-volume implementation of the DCMC equation is explained next. The
DCMC equation (Eqn. 3.62) in integral form is
∫
Vcmc
∂Qα
∂t
dV ′ +
∫
Vcmc
∇ · (⟨u|η, ζ⟩Qα) dV ′ =
∫
Vcmc
Qα∇ · ⟨u|η, ζ⟩dV ′
−
∫
Vcmc
1
ρ¯p˜
∇ · (ρ¯p˜⟨u′′Y ′′α |η, ζ⟩)dV ′ +
∫
Vcmc
1
ρ¯p˜
∇ · (ρ¯p˜⟨D∇Yα|η, ζ⟩)dV ′
+
∫
Vcmc
⟨Nξ|η, ζ⟩∂
2Qα
∂η2
dV ′ + 2
∫
Vcmc
⟨Nξc|η, ζ⟩∂
2Qα
∂η∂ζ
dV ′ +
∫
Vcmc
⟨Nc|η, ζ⟩∂
2Qα
∂ζ2
dV ′
+
∫
Vcmc
⟨ω˙α|η, ζ⟩dV ′ −
∫
Vcmc
⟨ω˙∗c |η, ζ⟩
∂Qα
∂ζ
dV ′
+
∫
Vcmc
(δαF −Qα)⟨Π |η, ζ⟩dV ′ −
∫
Vcmc
⟨S−ξ |η, ζ⟩
∂Qα
∂η
dV ′ −
∫
Vcmc
⟨S−c |η, ζ⟩
∂Qα
∂ζ
dV ′
(4.94)
Following Zhang [2015, Section 3.3.2], the individual terms are discretised as follows:
• Term T0 (transient term):
∫
Vcmc
∂Qα
∂t
dV ′ ≈ Vcmc∂Qα
∂t
(4.95)
Term T1 (advective term) is rearranged using Gauss’s theorem. In discretised
form the term is computed by summing over all faces of the (polyhedral) DCMC
cells, using the model for the conditional velocity in Eqn. 3.83:∫
Vcmc
∇·(⟨u|η, ζ⟩Qα) dV ′ =
∫
∂Vcmc
(⟨u|η, ζ⟩Qα)·n dS ′ ≈
∑
i
(Qαu˜·n)i ∆Si (4.96)
The term is implemented with a first-order upwind scheme.
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• Term T2 (dilatation term):∫
Vcmc
Qα∇ · ⟨u|η, ζ⟩ dV ′ ≈ Qα
∮
∂Vcmc
⟨u|η, ζ⟩ · n dS ′ ≈ Qα
∑
i
(u˜ · n)i ∆Si (4.97)
• Terms T3 (turbulent transport) and T4 (molecular transport):
−
∫
Vcmc
1
ρ¯p˜
∇ · (ρ¯p˜⟨u′′Y ′′α |η, ζ⟩) dV ′ ≈
∮
∂Vcmc
(DT∇Qα) · n dS ′
≈∑
i
(DT∇Qα∇n)i ∆Si
(4.98)
and ∫
Vcmc
1
ρ¯p˜
∇ · (ρ¯p˜⟨D∇Yα|η, ζ⟩) dV ′ ≈
∮
∂Vcmc
(
D¯∇Qα
)
· n dS ′
≈∑
i
(D¯∇Qα · n)i ∆Si
(4.99)
whose implementation is second-order accurate.
• The other terms do not contain any derivatives in space or time. The following
discretisation is used for the terms 5 to 12, which is representative of the source
and transport terms in conditional space, including the chemical reaction, SDRs
and evaporation: ∫
Vcmc
T (η, ζ) dV ′ ≈ VcmcT (η, ζ) (4.100)
These terms contain first and second derivatives in (η, ζ)-space, which are discre-
tised using finite differences. First derivatives, ∂/∂η and ∂/∂ζ, were implemented
with an upwind scheme. Second derivatives, ∂2/∂η2, ∂2/(∂η∂ζ) and ∂2/∂ζ2, used
a second-order central differencing scheme.
In the DCMC solver an operator splitting (OS) strategy is pursued. In general
operator splitting (OS) strategies for reacting flows have been described by Schwer et al.
[2003] and their application in CMC was detailed by Kronenburg & Mastorakos [2011].
The principle is to solve the DCMC equation in several fractional steps, for the non-stiff
transport terms and the stiff reaction source term. OS errors in CMC were assessed by
Wright et al. [2005] and De Paola et al. [2008b] in the case of auto-ignition. They found
that the error was non-negligible but could be controlled if the time step was sufficiently
small. In DCMC, operator splitting of the transport in conditional space and the
reaction source term is indispensable. While conventional CMC typically requires 50
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to 100 nodes to discretise the conditional space, in DCMC the discretisation of the
two-dimensional conditional space requires about 50× 50 = 2500 nodes, more than one
order of magnitude higher than in conventional CMC. Moreover, complex mechanisms
used in state-of-the-art simulations have typically more than 50 or even 100 species
for heavy hydrocarbons. Then the fully coupled ODE system for a single DCMC cell
contains O(100, 000) ODEs. Certain chemical processes described by this ODE system
have very short time scales, so that the ODE system is mathematically very stiff and
costly to solve numerically. In OS strategies, only the non-stiff diffusion processes are
solved for the fully coupled system; the stiff chemical processes are solved separately
for every node of the conditional space. This strategy reduces the computational effort
for the solution of the DCMC equation significantly.
In the present work, the following OS strategy, similar to Wright et al. [2005], is
employed:
• First, the terms of transport in physical space, advection T1, dilatation T2,
turbulent transport T3, and molecular transport T4 are solved:
T0 = −T1 + T2 + T3 + T4 (4.101)
This step is integrated in time with a first-order explicit Euler scheme.
• Second, the transport in conditional space and the conditional evaporation source
terms are solved together. Transport in conditional space includes the terms T5,
T6, T7 and T p9 , representing the contribution of ⟨ω˙p|η, ζ⟩ to the apparent reaction
rate. The spray source terms are T10, T11 and T12.
T0 = T5 + T6 + T7 + T p9 + T10 + T11 + T12 (4.102)
This step is integrated using the ODE solver VODPK [Brown & Hindmarsh,
1989].
• Third, the chemical reaction source term is solved. The term T p9 , represents the
contribution of ⟨ω˙c|η, ζ⟩ to the apparent reaction rate.
T0 = T8 + T c9 (4.103)
The chemical reactions are solved using the SpeedCHEM library [Perini, 2013].
The OS errors caused by this strategy are assessed in Appendix C. For the time
steps used in the present work (Chapters 5, 6 and 7), the OS error on the conditional
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temperature and conditional reaction rate is found to be less than 2 % of the conditional
variable.
4.6 Summary and discussion
This chapter presented the implementation of the DCMC model for RANS and LES.
Local instantaneous balance equations for the two-phase flow were used to rigorously
derive the Reynolds-averaged and LES-filtered transport equations of the conditioning
variables, mixture fraction and reaction progress variable. It was assumed that the
mean liquid volume fraction and LES-filtered liquid volume fraction were small, and
could be neglected in the averaged transport equations. In RANS the assumption can
be expected to hold in a dilute spray where the mean liquid volume fraction is very
small. The LES-filtered liquid volume fraction is a instantaneous value and depends on
the droplet size and filter width. In the case of finely resolved LES and large droplets
this assumptions might reach its limit. Notably, this issue is not considered in most
recent spray combustion LES. In a mean sense, considering time-averaged fields, the
error is expected to be small.
In LES, the transport equation for the filtered enthalpy is solved, to consider the
effect of evaporative cooling and the feedback on the evaporation rate itself. Since
DCMC involves an averaging procedure, this correction is necessary to correct the
temperature locally.
The modelling of the spray within a Lagrangian framework was presented. The spray
is two-way coupled with the gaseous phase. Secondary break-up was not considered.
The implementation of the DCMCmodel and the interfacing with the flow field solver
was presented. The unstructured finite-volume implementation of the DCMC equation
is flexible and well-suited for complex domains. This unstructured implementation is
computationally efficient, since it allows using a much coarser spatial discretisation for
DCMC than for the flow field solver. In DCMC the number of nodes used to discretise
the doubly-conditional space increases considerably compared to singly-conditional
space, typically by one to two orders of magnitude. Consequently, it is imperative to
use a operator splitting technique. An assessment of the operator splitting errors is
given in Appendix C. For the conditional temperature and reaction rate the error was
found to be below 2 % of the conditional variable.
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Chapter 5
DCMC-0D
5.1 Introduction
In this chapter the solutions of the DCMC equation are explored in the special case of
spatial homogeneity with prescribed scalar dissipation rates, denoted as “DCMC-0D”.
The model equation for DCMC-0D is formally similar to the multi-dimensional flamelet
equation derived by Nguyen et al. [2010] and Mittal et al. [2012].
It is instructive to conduct this a priori study before simulating a flame with DCMC
coupled to RANS or LES. Furthermore, a steady-state solution of the DCMC-0D is
used as initial condition and inlet boundary condition for the DCMC solver and, thus,
is a prerequisite for applications of DCMC with RANS or LES.
5.2 Numerical set-up
The combustion of n-heptane and air is considered. For the mixture fraction, zero
and one represent air and pure fuel vapour respectively. The air temperature was
298 K and the fuel vapour temperature was 371.58 K corresponding to the boiling
point of heptane [Green & Perry, 2008] – theoretically, ξ = 1 can only be reached
in the case of a boiling liquid. The reaction progress variable is based on CO2. The
chemical mechanism by Smallbone et al. [2009] with 67 species and 315 elementary
reactions is used. For heptane-air mixture the lean and rich flammability limits are
ξlean ≈ 0.0339 and ξrich ≈ 0.1996 [Coward & Jones, 1952]; the stoichiometric mixture
fraction is ξst ≈ 0.0622. The solver settings correspond to the ones used in Chapter 7:
the doubly-conditional space, D = {(η, ζ) ∈ R2 : 0 ≤ η ≤ 1, 0 ≤ ζ ≤ 1}, was discretised
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with 71× 41 nodes. The time step was ∆t = 10−6 s. Numerical schemes for DCMC
were as detailed in Section 4.5. Operators splitting was used.
5.3 DCMC-0D without spray terms
First, consider the DCMC equation in the simplified case of DCMC-0D and in absence
of spray terms. Then Eqn. 3.62 becomes
∂Qα
∂t
= ⟨Nξ|η, ζ⟩∂
2Qα
∂η2
+ 2⟨Nξc|η, ζ⟩∂
2Qα
∂η∂ζ
+ ⟨Nc|η, ζ⟩∂
2Qα
∂ζ2
+ ⟨ω˙α|η, ζ⟩ − ⟨ω˙∗c |η, ζ⟩
∂Qα
∂ζ
(5.1)
and the Qh-equation (Eqn. 3.57) becomes
∂Qh
∂t
= ⟨Nξ|η, ζ⟩∂
2Qh
∂η2
+ 2⟨Nξc|η, ζ⟩∂
2Qh
∂η∂ζ
+ ⟨Nc|η, ζ⟩∂
2Qh
∂ζ2
− ⟨ω˙∗c |η, ζ⟩
∂Qh
∂ζ
(5.2)
These equations are formally similar to the multi-dimensional flamelet equation solved
by Nguyen et al. [2010]. Using the definition of ⟨ω˙∗c |η, ζ⟩ (Eqn. 3.63) to expand this
term, Eqn. 5.1 becomes
∂Qα
∂t
= ⟨Nξ|η, ζ⟩∂
2Qα
∂η2
+ 2⟨Nξc|η, ζ⟩∂
2Qα
∂η∂ζ
+ ⟨Nc|η, ζ⟩∂
2Qα
∂ζ2
+ ⟨ω˙α|η, ζ⟩
− 1
∂Qψ/∂ζ
(
⟨Nξ|η, ζ⟩∂
2Qψ
∂η2
+ 2⟨Nξc|η, ζ⟩∂
2Qψ
∂η∂ζ
+ ⟨Nc|η, ζ⟩∂
2Qψ
∂ζ2
)
∂Qα
∂ζ
− 1
∂Qψ/∂ζ
⟨ω˙ψ|η, ζ⟩∂Qα
∂ζ
(5.3)
and similar for the Qh-equation. In the present case the progress variable source term
takes a more complicated form than in the work by Nguyen et al. [2010], only because
a normalised progress variable is used.
It can be seen from Eqn. 5.3 that all terms on the right-hand side cancel each other,
if α = ψ and, therefore, ∂Qψ/∂t = 0. This means that QCO2 = ⟨YCO2|η, ζ⟩ is fixed
in time in the present case. Thus, QCO2 automatically satisfies Eqn. 3.12, relating ξ
and c with YCO2, independently of time and space. This is also true when the DCMC
equation is solved in space since ∇Qψ = 0. Alternative formulations of the DCMC
equation with a different definition of progress variable, which is not normalised with
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Fig. 5.1 Doubly-conditional moments of CO2 mass fraction, shown as surface plot in
(η, ζ)-space (left) and as line plots in η-space for constant ζ = 0, 0.2, 0.4, 0.6, 0.8, 1
(middle), and enthalpy Qh, shown as line plot in η-space (right). The dashed vertical
line marks the stoichiometric mixture fraction ξst ≈ 0.0622.
the equilibrium composition but varies in space an time, are possible and details can
be found in Appendix B. Since the present chemical mechanism does not include NOx
chemistry and differential diffusion is not considered, all terms on the right-hand side
of Eqn. 5.3 also cancel each other for α = N2. Therefore, QN2 is fixed in time and
space, conserving its linear shape in mixture fraction space. The conditional moment of
enthalpy Qh evolves linearly in η-space and, in the present adiabatic case, is invariant
with ζ. Then all terms on the right-hand side of the Qh-equation are zero and Qh is
fixed in time and space, and only depends on the boundary conditions in conditional
space for η = 0 and 1. Figure 5.1 shows QCO2, given by the definition of the progress
variable (Eqn. 3.12), and Qh; for better understanding, QCO2 is shown as a surface plot
in (η, ζ)-space, which is the representation used hereafter in the present work, and as
line plots in η-space.
In this a priori assessment, the solution from Eqn. 5.3 is compared to a two-
dimensional manifold in (ξ, c)-space created from a set of one-dimensional freely
propagating laminar premixed flames in the range of flammable mixture fractions. These
laminar premixed flames were calculated using the commercial software Cosilab [Rotexo
GmbH und Co. KG, 2012]. For better comparison with the DCMC model, unity Lewis
number was also imposed in the calculation of the laminar premixed flames. Extension
of the DCMC model to include differential diffusion effects is not in the scope of the
present study, but the suggestions by Kronenburg & Bilger [1997] or Farrace et al.
[2018] can be incorporated in future work.
For the conditional SDR ⟨Nc|η, ζ⟩ two different models are tested. The first model
is the unscaled profile of the SDR from the one-dimensional freely propagating laminar
premixed flames N0c (η, ζ):
⟨Nc|η, ζ⟩ = N0c (η, ζ) (5.4)
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The second model is the algebraic approximation suggested by Nguyen et al. [2010]:
⟨Nc|η, ζ⟩ = Nc,max ×Gc(η, ζ) (5.5)
where the function Gc is given in Eqn. 3.75. In the present case the scaling factor is
set to Nc,max = 1650 s−1, equal to the maximum obtained for the laminar premixed
flames. The conditional SDR given by both models is shown in Fig. 5.2. For ⟨Nξ|η, ζ⟩
the AMC models’s [O’Brien & Jiang, 1991] bell curve was used:
⟨Nξ|η, ζ⟩ = Nξ,max ×Gξ(η) (5.6)
where the scaling factor Nξ,max = 2 s−1 was used – this is very small compared to the
value leading to extinction in a non-premixed transient flamelet, ≈ 335 s−1.
Figure 5.3 shows a comparison of the DCMC-0D results with the two models for
the conditional SDR of progress variable, and the 2D manifold constructed from freely
propagating premixed laminar flames. Note that the choice of the SDR model has
no effect on QCO2. Both SDR models give similar results and the species, reaction
rate and temperature are in reasonable agreement with the premixed flames. Some
differences between DCMC-0D and the laminar flames exist for rich mixture, which
can be attributed to the low but finite level of Nξ in DCMC-0D. The good agreement
between DCMC-0D and premixed flames suggests that the modelling of ⟨Nc|η, ζ⟩ is
suitable. This is in line with the observation made by Farrace et al. [2018, 2017]
in singly-conditional premixed CMC, where the premixed flame structure was well
reproduced by CMC when the correct shape for conditional SDR was used.
Comparing the DCMC-0D simulations with the two SDR models for the progress
variable shows that for the algebraic model, the contour of ⟨ω˙c|η, ζ⟩ is narrower in
η-space. This is due to the fact that Gc(η, ζ) has a much broader shape in η-space
than N0c (η, ζ) and overestimates Nc for lean and rich mixtures as evidenced by Fig. 5.2.
Nevertheless, the overall prediction of ⟨ω˙c|η, ζ⟩, in terms of shape in doubly-conditional
space and the peak value, is similar in both cases. This suggests that the conditional
reaction rate can be predicted with reasonable accuracy, using an algebraic model
for the shape of Nc in conditional space, if the peak value, Nc,max, at stoichiometric
conditions is set correctly, i.e. if the presumed bell shape Gc(η, ζ) is scaled correctly.
Necessarily, correct scaling of the presumed shape implies accurate modelling of N˜c.
Since the reaction rate directly affects the progress variable field of the flame, simple
modelling of ⟨Nc|η, ζ⟩ may be sufficient to predict the flame shape and temperature.
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Fig. 5.2 Conditional SDR from freely propagating premixed laminar flames N0c (η, ζ)
and the approximation with an algebraic model Gc(η, ζ).
DCMC-0D
⟨Nc|η, ζ⟩ = N0c
⟨Nξ|η, ζ⟩ = 2×Gξ
DCMC-0D
⟨Nc|η, ζ⟩ = 1650×Gc
⟨Nξ|η, ζ⟩ = 2×Gξ
Laminar Flames
Fig. 5.3 Comparison of steady-state solutions from DCMC-0D with two different models
for ⟨Nc|η, ζ⟩ (left and middle) and a 2D-manifold from laminar premixed flames (right).
Laminar premixed flame calculations are only available for ξlean < η < ξrich. The
dashed vertical line marks the stoichiometric mixture fraction ξst ≈ 0.0622.
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Perhaps for the prediction of pollutants more accurate modelling of SDR may be
required.
Figure 5.4 shows the effect of varying the level of SDR on the DCMC-0D solution,
also comparing with Fig. 5.3 (left). These simulations used N0c (η, ζ) from premixed
laminar flames. Increasing ⟨Nc|η, ζ⟩, relative to unstrained laminar premixed flames,
lowered the peak value of ⟨ω˙c|η, ζ⟩; slightly increasing ⟨Nξ|η, ζ⟩, from a negligible value,
led to a higher peak value of ⟨ω˙c|η, ζ⟩. Varying the level of the SDRs also affected the
profiles of ⟨ω˙c|η, ζ⟩ in conditional space, for instance widening the peak in η-space if
Nξ increases. These findings are in line with the discussion by Nguyen et al. [2010].
5.4 DCMC-0D with spray terms
Second, consider the effect of the doubly-conditional spray source terms. The governing
equation for the DCMC-0D problem then becomes
∂Qα
∂t
= [r.h.s. of Eqn. 5.1]
+ (δαF −Qα) ⟨Π |η, ζ⟩ − ⟨S−ξ |η, ζ⟩
∂Qα
∂η
− ⟨S−c |η, ζ⟩
∂Qα
∂ζ
(5.7)
and the Qh-equation becomes
∂Qh
∂t
= [r.h.s. of Eqn. 5.2]
+ ⟨Sh|η, ζ⟩ − ⟨Π|η, ζ⟩Qh − ⟨S−ξ |η, ζ⟩
∂Qh
∂η
− ⟨S−c |η, ζ⟩
∂Qh
∂ζ
(5.8)
Figure 5.5 shows a conditional evaporation term ⟨Π|η, ζ⟩ for a droplet with a surface
vapour mass fraction YFs = 0.65, which is presumed as a ridge in (η, ζ)-space along an
iso-line of the conditional fuel mass fraction QF. In this example we further assume
that ⟨Sh|η, ζ⟩ = ⟨Π |η, ζ⟩ × [−2.2 · 106 J/kg] – this is a typical ratio S˜h/Π˜ found in the
simulations presented in Chapter 7.
It is notable that the net effect of the spray terms on Qα is small if YFs > ξrich,
where Qα drops linearly towards its value at the boundary η = 1. In the particular
cases of QN2 and QCO2, which are unambiguously described by η and ζ, the three
spray terms cancel each other completely, so that their shapes are never affected by
evaporation. This is the same as in singly-conditional CMC.
In contrast, there is a significant net effect on Qh – this is the effect of evaporative
cooling. Figure 5.5 shows the conditional moment of fuel mass fraction QF, used
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⟨Nξ|η, ζ⟩ = 2×Gξ
⟨Nc|η, ζ⟩ = (1/2)×N0c
⟨Nξ|η, ζ⟩ = 2×Gξ
⟨Nc|η, ζ⟩ = 2×N0c
⟨Nξ|η, ζ⟩ = 20×Gξ
⟨Nc|η, ζ⟩ = N0c
Fig. 5.4 Comparison of steady-state solutions from DCMC-0D with different levels
of Nξ and Nc. The dashed vertical line marks the stoichiometric mixture fraction
ξst ≈ 0.0622.
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Fig. 5.5 Steady-state solution from DCMC-0D with spray terms for Qh. First row:
fuel mass fraction QF, conditional spray term ⟨Π|η, ζ⟩ and conditional enthalpy Qh
relative to the case without spray terms denoted as Q0h; second and third row: terms
of the Qh-equation. The dashed vertical line marks ξst ≈ 0.0622.
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to presume the shape of ⟨Π|η, ζ⟩, and the net effect of the evaporation term on
Qh, shown relative to its initial un-deformed shape Q0h(η, ζ). The first spray term
(⟨Sh|η, ζ⟩ −Qh⟨Π|η, ζ⟩) is partly compensated by the second one, −⟨S−ξ |η, ζ⟩ ∂Qh/∂η.
The third term, −⟨S−c |η, ζ⟩ ∂Qh/∂ζ, representing the effect of evaporation on c is
negligible by comparison. The net spray term is eventually counter-balanced by the
SDR of the mixture fraction, which dissipates the evaporation source term in η-space
and leads to the distortion of Qh. In the limit of steady state, Qh decreases linearly
in the interval η ∈ [0, YFs]. This suggests that the effect of evaporative cooling on the
reaction zone, in terms of ∆h and ∆T , is progressively smaller for hotter droplets when
YFs > ξrich. Vice versa, cold droplets at first contact with the flame can be expected to
have the largest effect on the flame.
5.5 Conclusions
In this chapter solutions of the DCMC equation in the case of spatial homogeneity
were explored. Analysis of terms in the DCMC equation showed that the conditional
moments of CO2, N2 and h are fixed in time and space because terms of the correspond-
ing DCMC equations are zero or cancel each other. For QCO2 this is a consequence of
the progress variable definition, which is automatically fulfilled; for QN2 and Qh this is
only true due to the absence of NOx chemistry and due to the present adiabatic case,
respectively, and in absence of differential diffusion.
In an a priori assessment the DCMC model, given the right conditional SDRs,
successfully reproduced the conditional reaction rate and temperature from freely
propagating laminar premixed flames. This confirms the validity of the DCMC model
in this limit case of small Nξ and supports the choice of sub-models used for the
doubly-conditional SDR of reaction progress variable.
A simple algebraic model for ⟨Nc|η, ζ⟩ was tested and found to provide reasonable
results in terms of the conditional temperature and reaction rate, similar to the
ones obtained using N0c (η, ζ) from laminar premixed flames, if scaled correctly. In a
parameter study the effect of varying the SDRs was investigated. Increasing ⟨Nc|η, ζ⟩,
relative to unstrained premixed flames, led to lower conditional reaction rates, and
slightly increasing ⟨Nξ|η, ζ⟩ led to a higher peak value of the conditional reaction rates.
The effect of spray terms on the Qh-equation was demonstrated. At steady state, a
balance to leading order is reached between the conditional enthalpy spray term, the
mixture fraction spray term and the mixture fraction SDR term.
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Chapter 6
Simulation of a Piloted Spray
Flame
6.1 Introduction
This chapter presents an application of the DCMC approach with RANS. The model is
applied to a piloted ethanol spray flame recently studied experimentally in Cambridge
[Kariuki & Mastorakos, 2017]. This experimental work studied the combustion of
a mixture of air and uniformly dispersed droplets in a turbulent flow. The flame is
stabilised on a burner but has the same characteristics as a flame propagating in a
droplet-air mixture. Due to substantial pre-vaporisation and premixing the flame
behaves similarly to premixed flames.
Spray flames of this type have so far been out of reach for CMC modelling.
Mortensen & Bilger [2009] derived the CMC equation for spray combustion based on the
mixture fraction concepts. Consequently, conventional CMC has been limited to spray
flames whose behaviour was dominated by non-premixed combustion modes. More
recently, CMC has been developed for premixed flames [Amzin et al., 2012]. However,
in spite of their premixed flame-like behaviour these spray flames are still characterised
by strong small-scale mixture inhomogeneities and steep mixture fraction gradients
near the droplet surface. Recent DNS work has shown significant differences in the
flame of propagating spray flames and fully premixed flames [Wacks & Chakraborty,
2016b; Wacks et al., 2016]. This shows the necessity for a Doubly Conditional Moment
Closure model to reproduce the behaviour of a flame propagating in an inhomogeneous
mixture. Therefore, the flame studied experimentally by Kariuki & Mastorakos [2017]
constitutes a suitable candidate to test the present DCMC model.
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The objective of the chapter is to present the first application of the DCMC model
in a RANS framework. The chapter is organised as follows. First, the experimental
test case and the numerical set-up of the simulations are described. Second, the results
from two preliminary cold flow simulations are shown, which were used to estimate
the level of pre-vaporisation in the burner. Third, velocity and droplet distributions
from the simulation are compared to experimental measurements. Fourth, the doubly-
conditional moments in different locations of the flames are compared. Fifth, the flame
shape from the simulations is compared to OH-PLIF measurments in the experiment.
Finally, the term balance in the mean and variance equations of the conditioning
variables are discussed.
6.2 Experimental set-up
The test flames simulated in the present chapter were studied experimentally by Kariuki
& Mastorakos [2017]. Figure 6.1 shows a schematic of the burner and Fig 6.2 shows a
photo of the nozzle and pilot, and photos of the flames at the three conditions studied.
Air is supplied through four holes at the the bottom of the burner. A perforated
plate (4 mm holes) and a pack of bearing balls ensures a flat flow profile upstream of
the atomiser. The ethanol spray is injected into the main flow of air approximately
380 mm upstream of the nozzle to allow for dispersion and partial pre-vaporisation.
The spray injector is an air-assist external mix atomiser (Delavan AL-06), operating
with a secondary air supply to break up the liquid fuel. The droplets are injected in a
solid cone with a cone angle of 18◦.
The main air flow rate was 220 L/min and the secondary air flow rate supplied to
the atomiser was 15 L/min. The experiments considered three flames with different fuel
flow rates, 24.4 mL/min, 28.4 mL/min and 23.4 mL/min, corresponding to the overall
equivalence ratios (based on liquid fuel mass and total air mass flow rate) φov = 0.62,
0.72 and 0.82. Cold flow measurements used the fuel flow rate of the richest flame.
The final section of the nozzle has a diameter 41 mm; in the experimental work the
diameter was measured at the exit plane including a narrow chamfer (see detail in
Fig. 6.1) and a nominal nozzle diameter of 42 mm was reported. The flame is stabilised
at the exit plane of the nozzle on an annular pilot of diameter ≈ 51 mm and width
≈ 6 mm. The pilot is an open premixed methane-air flame with an approximately
stoichiometric fuel-air ratio; the air flow rate was 30 L/min and the methane flow rate
was 3.5 L/min. The flames have the character of a pilot-stabilised turbulent premixed
jet flames with a bulk velocity Ub ≈ 3.04 m/s, based on the diameter 41 mm. The
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Fig. 6.1 Schematic of the burner and detail view of the pilot.
z/
d
N
x/dN
Fig. 6.2 Photo of the burner (left) and the flames (right). Flames with overall equivalence
ratio φov = 0.62, 0.72 and 0.82 from left to right. At the base of the flames the annular
pilot is visible. Photos of the flames from Kariuki & Mastorakos [2017], reused under
Creative Commons Attribution License (CC BY).
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coordinates of measurement locations, (axial distance from the exit plane of the nozzle
z and radial distance r or cross-stream coordinate x, with r = 0 corresponding to
x = 0, see Fig. 6.2), are normalised with the nominal nozzle diameter dN = 42 mm, for
direct comparison with the experiments [Kariuki & Mastorakos, 2017].
The experimental database contains Phase Doppler Anemomentry (PDA) and Laser
Doppler Anemometry (LDA) measurements of the droplet diameter and velocity (in
directions x and z, as defined in Fig.6.2), simultaneous measurements of OH Planar
Laser Induced Fluorescence (OH-PLIF) and Mie scattering, OH∗ chemiluminescence
imaging and CH2O-PLIF.
In the present work, two reacting cases with overall equivalence ratios φov = 0.62
and 0.82, correspond to ξ ≈ 0.065 and 0.084 respectively (for ethanol-air mixture
the stoichiometric mixture fraction is ξst ≈ 0.1005 and the flammability limits are
ξlean ≈ 0.05 and ξrich ≈ 0.2 [Coward & Jones, 1952]), and the non-reacting case were
considered.
6.3 Simulation set-up
6.3.1 Model equations
In the present chapter the DCMC equation was solved without the conditional spray
terms:
∂Qα
∂t
+∇ · (Qα⟨u|η, ζ⟩) = Qα ∇ · ⟨u|η, ζ⟩+DT∇Qα
+ ⟨Nξ|η, ζ⟩∂
2Qα
∂η2
+ ⟨Nc|η, ζ⟩∂
2Qα
∂ζ2
+ ⟨Nξc|η, ζ⟩∂
2Qα
∂η∂ζ
+ ⟨ω˙α|η, ζ⟩
− ∂Qα
∂ζ
1
∂Qψ/∂ζ
(
⟨Nξ|η, ζ⟩∂
2Qψ
∂η2
+ ⟨Nc|η, ζ⟩∂
2Qψ
∂ζ2
+ ⟨Nξc|η, ζ⟩∂
2Qψ
∂η∂ζ
)
− ∂Qα
∂ζ
1
∂Qψ/∂ζ
⟨ω˙ψ|η, ζ⟩
(6.1)
where the third and fourth line contain the terms of the conditional apparent reaction
rate ⟨ω˙∗c |η, ζ⟩ (Eqn. 3.52). Details can be found in Section 3.7. For ⟨Nc|η, ζ⟩ the model
based on two bell curves with the presumed shape Gc(η, ζ) (Eqn. 3.75) suggested by
Nguyen et al. [2010] was used. This model constitutes an approximation of a more
complicated modelling approach where the doubly-conditional SDR is constructed
from premixed laminar flames. Still, with an analytic expression for the presumed
shape, the model can be conveniently used. This choice was made for simplicity in this
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Fig. 6.3 Laminar flame speed and laminar flame thickness; ξst ≈ 0.1005.
application of the DCMC model. The other sub-models for the DCMC equation are
as discussed in Section 3.7. The assumption of statistical independence of ξ and c is
used for simplicity. Accurate modelling of the joint-PDF would be very complicated,
considering the case of a three-stream problem, including one hot pilot stream, and
droplet evaporation, and is beyond the scope of this work. The assumption may not
be strictly valid close to the pilot, but given that the pilot stream is small compared
to the main flow, it can be a reasonable modelling choice in the main flame region
sufficiently far from the pilot. The assumption of conditional independence for the
velocity was used since mixture fraction gradients are small in the present flame.
Figure 6.3 shows the laminar flame thickness δ0L and laminar flame speed S0L used by
the model for N˜c (Eqn. 4.63). These quantities were computed for freely propagating
laminar premixed flames using the commercial software Cosilab [Rotexo GmbH und
Co. KG, 2012]. The transport equations of the mean and variance of the conditional
variables, ξ˜, c˜, ξ˜′′ and c˜′′, were solved including all spray terms (see Eqns 4.24, 4.25,
4.26, and 4.27). In this chapter these spray terms are denoted as
S
ξ˜′′2
= 2(ξ˜Π − ξ˜Π˜)− (ξ˜2Π − ξ˜2Π˜) (6.2)
Sc˜ = S˜−c + c˜Π (6.3)
S
c˜′′2
= 2(c˜S−c − c˜S˜−c ) + (c˜2Π − 2c˜c˜Π + c˜2Π˜) (6.4)
These spray terms were computed by integration in conditional space (Eqn. 4.30),
using the presumed shape of the conditional evaporation rate, Gπ(η, ζ) (Section 3.7.6).
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6.3.2 Numerical set-up
The three-dimensional computational domain stretches −1 < z/dN < 19 along the
burner axis, where z = 0 is the position of the nozzle outlet and the pilot (see definition
of the coordinate axes in Fig. 6.2). The main flow inlet is retracted by one nozzle
diameter. The diameter of the entire domain is 33dN . The domain is discretised using
an unstructured tetrahedral mesh with approximately 4.5M cells. A three-dimensional
domain was used to conform with the three-dimensional unstructured implementation
of the DCMC code. The associated loss in computational performance is marginal
since the cost of solving the flow field is negligible compared to the online solution of
the chemistry in DCMC. The numerical domain and the mesh resolution are shown in
Fig. 6.4.
The boundary conditions were set as follows. The turbulence level in the main
flow is set according to Laser Doppler Anemometry (LDA) measurements. From the
experiments velocity measurements in the axial direction, uz, and horizontal cross-
stream direction, ux, are available (see Fig. 6.2). Assuming that RMS(ux) ≈ RMS(uy),
the turbulent kinetic energy at the inlet is estimated as
k˜ ≈ [RMS(uz)]2 + 2 [RMS(ux)]2 (6.5)
which corresponds to a turbulent velocity fluctuation of u′ = (2k˜/3)1/2 ≈ 0.51 m/s
or 15 % of the bulk velocity. Furthermore, the turbulent length scale is estimated as
LT ≈ dN/3 leading to an estimation of the turbulent dissipation rate according to
ε˜ ≈ u′3/LT (6.6)
This provides an approximate value of 9.7 m2/s3.
Since the degree of pre-vaporisation of the ethanol spray was not measured in the
experiment, the mixture fraction at the inlet had to be estimated. For this purpose
separate RANS simulations of the interior of the burner, upstream of the nozzle, were
performed. The set-up of these simulations is detailed in Section 6.3.4 and the results
are shown in Section 6.4.1. According to these simulation of the upstream part of
the burner the inlet boundary condition for the mixture fraction was set to ξ˜ = 0.04
and ξ˜′′2 = 0. Even though the injected amount of liquid fuel is smaller in the leaner
case, the same boundary condition is also used for the simulation of the flame with
φov = 0.62. This will allow us to explore the sensitivity of the simulation results to the
level of pre-vaporisation and premixing in the upstream region of a spray flame. In the
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rich flame almost half the fuel is pre-vaporised compared to two thirds in the leaner
flame. For the main flow, the inlet boundary condition for the reaction progress variable
upstream of the nozzle is set to c˜ = 0 and c˜′′2 = 0. For the purpose of the present
application whose aim is to discuss the model and its application, the uncertainty
related to the inlet boundary condition is considered satisfactory.
In the framework of the present simulation the pilot requires modelling. The pilot
is an open methane-air flame, which is not retracted relative to the main flow. Hence,
dilatation in the pilot flame does not lead to a significant increase of the mean axial
velocity but to an increase in width of the hot pilot stream as it would be expected for
a usual triangular flame. Following a single mixture fraction based approach in the
present simulations, the precise composition of a methane-air pilot cannot be taken into
account. Instead the pilot is modelled as a premixed stoichiometric ethanol-air flame.
The annular pilot flame itself is not resolved but instead modelled as a uniform inlet
boundary condition with a laminar inflow of burnt gases, i.e. ξ˜ = ξst, ξ˜′′2 = 0, c˜ = 1
and c˜′′2 = 0, with a mass flow rate corresponding to the experimental configuration.
For the modelling of the spray, Lagrangian particles are injected on the surface of the
main flow inlet. Figure 6.5 shows the droplet size distributions measured at the exit of
the nozzle in the three cases considered. The cumulative number distribution, Nd(dd),
is defined as the fraction of droplets smaller than diameter dd, and then dNd/ddd
can be interpreted as the droplet size probability density function. The cumulative
volume distribution, Qd(dd), is defined as the fraction of the total liquid volume in
droplets of diameter less than dd [Lefebvre, 1989]. The number distribution can be
computed from the number increment ∆Nd,i, i.e. the number of droplets in the size
class dd,i −∆dd,i/2 ≤ dd < dd,i +∆dd,i/2. The volume distributions can be computed
from the volume increment within ∆dd,i:
∆Qd,i =
(
∆Nd,i
π
6d
3
d,i
)
(6.7)
The distributions can be represented by histograms, which are constructed by plot-
ting ∆Nd,i/∆dd,i and ∆Qd,i/∆dd,i versus dd,i. In Fig. 6.5, the number and volume
distributions are plotted as histograms, normalised by the total number of droplets
Nd,tot and total liquid volume Qd,tot. For the case of φov = 0.62 the droplet number
and volume distributions is plotted for different radial locations across the nozzle in
the range −18 ≤ x ≤ 18 mm. The distributions collapse onto each other. This shows
that the droplet size distribution is independent of the radial position. The shape of
the distributions cannot be approximated accurately with a standard Rosin-Rammler
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distribution. Consequently, a general shape is used for the volume distribution, dis-
cretising the experimentally measured size distribution on a grid and using piece-wise
linear interpolation between the grid nodes (spacing of nodes = 2 µm). For each case
an average droplet distribution is constructed from experimental data by averaging the
distribution from the measurement points with z = 6 mm. The droplets are injected
randomly at the main flow inlet surface.
In the experimental set-up the annulus that stabilises the pilot is very narrow, and
the pilot flow is broadened by the dilatation across the flame while the velocity of the
hot stream does not increase significantly. In the present work the pilot is modelled
as a uniform inlet of hot gases with the mass flow rate of the experiment. Yet, fixing
the mass flow rate according to the experiment, while using the geometric area of
the annulus as uniform inlet, the velocity of the pilot stream is greatly overestimated.
Therefore, the surface of the annulus is increased by a factor of three to match the
momentum of the pilot stream with the experiment as well. A small laminar co-flow of
0.1 m/s is set around the burner nozzle, where ξ˜ = 0 and c˜ = 1. Walls are considered
adiabatic.
A one-dimensional DCMC grid was used to discretise the physical domain with 35
DCMC cells along the burner axis for 0 < z/dN < 5; the DCMC cells were spaced at
an axial distance of 5 mm. A steady-state solution from DCMC-0D was used as initial
condition and inlet boundary condition. In the present case, a very weakly strained
solution from DCMC-0D was used, notably Nξ,max = 1 s−1 and Nc,max = 200 s−1.
Zero-gradient boundary conditions were used for the DCMC equation at the walls and
the outlet.
The doubly-conditional space, D = {(η, ζ) ∈ R2 : 0 ≤ η ≤ 1, 0 ≤ ζ ≤ 1}, was
discretised with 51 η-nodes, clustered around the stoichiometric mixture fraction
η = ξst (for the reaction of ethanol with air ξst ≈ 0.1006) and 41 ζ-nodes, which are
more closely spaced at ζ = 1. Dirichlet boundary conditions are set on all four sides
of the doubly-conditional domain, mixing line and equilibrium condition for ζ = 0
and 1 respectively, air at η = 0 and fuel vapour at the boiling point (351.4 K for
ethanol [Green & Perry, 2008]) at η = 1. The equilibrium condition was approximated
by solving singly-conditional, non-premixed CMC-0D equation, similar to the non-
premixed flamelet equation, with a very low scalar dissipation rate Nξ,max = 1 s−1,
compared to the critical scalar dissipation rate of approximately 367 s−1 leading to
extinction [Giusti et al., 2016]. The discretisation of the doubly-conditional space and
the shape of QCO2 are shown in Fig. 6.6.
132
6.3 Simulation set-up
Fig. 6.4 Numerical domain and mesh resolution used for the simulation of the flames,
shown in the xz-cut plane.
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Fig. 6.5 Normalised droplet distributions from PDA measurements at the exit of the
nozzle. For φov = 0.62 (left) the different lines indicate the x-coordinate [mm] of the
measurement location. Dashed lines mark the mean diameter d10 and the Sauter mean
diameter d32. In the three cases (from left to right) d10 ≈ 11.5, 10.8 and 21.9 µm, and
d32 ≈ 31.5, 35.1 and 42.8 µm.
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Fig. 6.6 Conditional moment QCO2 and discretisation of the doubly-conditional space.
The reaction rate ω˙c is indicated on top of the grid. For η > 0.4 the η-grid is
approximately uniform.
The flow field was solved with unsteady RANS (URANS) using the k-ε model with
standard parameters. The time step for URANS was 5 · 10−6 s. To keep operator
splitting errors small, the DCMC equation was solved in five sub-steps of 10−6 s,
employing the operator splitting strategy discussed in Section 4.5 in each sub-step.
Numerical schemes for the flow field solver were of second order in space and first order
in time. Numerical schemes for DCMC were as detailed in Section 4.5.
6.3.3 Chemistry
A detailed chemical mechanism for ethanol combustion [Marinov, 1999] with 57 species
and 383 reversible reactions is used. The mechanism performs well in predicting ignition
delays and laminar flame speeds at ambient pressure when compared to experimental
data. It has been successfully used in a CMC simulation by Giusti & Mastorakos
[2017].
6.3.4 Numerical set-up of preliminary simulation
In this section the numerical set-up of the cold flow simulations used for the estimation
of the level of pre-vaporisation is detailed. The numerical domain included the inside
of the burner upstream of the nozzle up to the atomiser. An unstructured tetrahedral
mesh with 3.5M cells was used. The relevant parts of the domain and the mesh
resolution are shown in Fig. 6.7. A coarsely meshed cylindrical domain which was
attached downstream of the nozzle is not shown here.
For the main air flow a uniform inflow velocity corresponding to the main air flow
rate was applied at the bottom surface of the domain. The secondary air supplied to
the atomiser is injected from the atomiser. In reality the air is injected through a small
orifice with very high velocities to break up the liquid. This region where the spray is
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Fig. 6.7 Numerical domain and mesh resolution for preliminary non-reacting simulations,
shown in the xz-cut plane.
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dense cannot be resolved with the present modelling framework. Instead the atomiser
air flow is modelled as a uniform velocity inlet with a diameter of 3 mm. The droplets
are injected in the centre of this jet. Since the experiment did not provide the droplet
distributions at close distance from the injector, the droplets were injected with the
distribution measured at the nozzle exit. This assumption is considered acceptable for
the purpose of the present simulation, to estimate the pre-vaporisation in the burner.
No-slip wall boundary conditions were applied at the outer walls of the burner and the
pieces of the atomisation system, and standard wall functions are used.
6.4 Results and discussion
6.4.1 Estimation of pre-vaporisation
In order to estimate the level of pre-vaporisation in the burner, separate non-reacting
simulations of the region upstream of the nozzle are performed. The results are
shown in Fig. 6.8. The mean mixture fraction at the nozzle exit shows the level of
pre-vaporisation. In the richer case with φov = 0.82, the mean mixture fraction at
the nozzle is ξ˜ ≈ 0.038, and in the lean case with φov = 0.62 it is ξ˜ ≈ 0.035. Note
that complete evaporation would give a mean mixture fraction of 0.084 and 0.065
respectively. The level of pre-vaporised fuel vapour is much closer in both cases than
the overall equivalence rations. Moreover, the mean mixture fraction hardly increases in
the last diameter upstream of the nozzle. Both observations suggest that the vapour-air
mixture approaches saturation condition. The simulations also show that the profiles of
u˜z, k˜ and ξ˜ at the exit of the nozzle are flat. This is in line with the PDA measurements
for velocity and turbulence intensity. Furthermore, it can be observed that k˜ is almost
solely generated by the atomiser. The turbulence intensity decays along the pipe but is
eventually enhance by the contraction leading to the exit of the nozzle. This explains
the mechanism behind the generation of a high turbulence level, u′/Ub ≈ 0.15, at
relatively low bulk velocity.
These simulations show that ξ˜ = 0.04 is a reasonable value for the fuel vapour
mass fraction in the gas phase. This value corresponds approximately to the pre-
vaporisation in the richer case. It lies below the lean flammability limit, so that
enhanced evaporation at contact with the hot gases is essential to maintain the flame,
but a premixed character of the flame can be expected. Using the same level of vapour
in the leaner flame overestimates the pre-vaporisation in this case. Therefore, the
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leaner case can demonstrate how a slight enhancement of pre-vaporisation affects the
flame.
6.4.2 Velocity and droplet statistics
Figure 6.9 shows the radial profiles of the mean axial velocity of the gas phase for cold
flow and the two flames considered here. The results are compared to Phase Doppler
Anemometry (PDA) measurements of the mean axial velocity of the droplets in the
range 0 ≤ r/dN ≤ 0.5, not including the pilot stream, by Kariuki & Mastorakos [2017].
In the cold case, the effect of the pilot stream is small and the flow spreads like a
turbulent jet with a radial profile similar to a Gaussian bell curve. In contrast, for
both flames studied, the axial mean velocity is almost constant for r/dN < 0.5. This
feature is well reproduced by the simulation.
Next the droplet size information from the simulations is compared to the PDA
measurements [Kariuki & Mastorakos, 2017]. Figure 6.10 compares the droplet volume
distributions, represented by a normalised histograms, i.e. (∆Qd,i/Qd,tot)/∆dd,i versus
dd,i. The spray is injected far upstream of the nozzle and experimental measurements
show that the droplet distributions are very similar at different radial positions in
the core of the main flow, even for reacting cases. Thus, droplet distributions are
only shown for different axial positions, considering the experimental data from all
measurement points with r < 0.75× (dN/2). For the simulations, the droplet volume
distributions at the inlet were set equal to the experimental ones from the axial
position z = 6 mm. In general, a reasonable agreement between the experimental
volume distributions and the simulation results is achieved. In both flames, the droplet
volume distribution flattens in the range of small droplets (dd < 30 µm) while it
increases for larger droplets (40 µm < dd < 70 µm). This can be explained by (i) a
shorter heating-up period and thus quicker evaporation of smaller droplets and (ii)
a faster decrease in diameter for smaller droplets when their temperature is nearly
constant and d2d is known to decrease approximately linearly in time [Williams, 1985b].
The phenomenon is slightly over-predicted in the simulations but can also be observed
in the PDA data, in particular, for the richer flame.
6.4.3 Analysis in doubly-conditional space
In Fig. 6.11 the conditional moments of CO2, OH, CH2O and temperature are shown for
different locations in both flames. Figure 6.12 shows the conditional scalar dissipation
rates and apparent reaction reaction rate for some of these locations. Note that QCO2 is
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u˜z [m/s] k˜ [m2/s2]
φov = 0.82 φov = 0.62
ξ˜ [−] ξ˜ [−]
Fig. 6.8 Mean velocity, turbulent kinetic energy and mean mixture fraction upstream
of the nozzle. The mean velocity and k˜ are very similar in both cases. The scale for
velocity is capped at 10 m/s and for k˜ at 1 m2/s2.
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Fig. 6.9 Radial profiles of mean axial velocity from PDA measurements, ⟨uz⟩ (symbols
◦), and from the RANS simulation, u˜z (line –), at 5 axial locations for the cold flow
and the flames.
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Fig. 6.10 Droplet volume distributions from PDA measurements (line with sym-
bols ◦) and from the RANS simulations (line –) at 5 axial locations for the cold
flow and the flames. The distributions are represented by normalised histograms,
(∆Qd,i/Qd,tot)/∆dd,i.
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fixed for all DCMC cells equal to its shape defined by Eqn. 3.12, as a direct consequence
of the definition of the progress variable based on the mass fraction of CO2. The
DCMC cell at z = 0 is located at the exit of the nozzle very close to the inlet and the
scalar dissipation rates upstream of the flame are low. Hence, the structure of a weakly
strained flame is mostly influenced by the advective term of the DCMC equation. For
η = ξst the temperature rises quickly for 0 ≤ ζ < 0.5 and then flattens out for higher ζ,
slowly approaching the temperature at equilibrium condition. In contrast, the DCMC
cell at z/dN = 1 contains the flame and thus experiences increased scalar dissipation
rates. In particular, a high N˜c diffuses reactants in conditional space. Consequently,
QT rises almost linearly from ζ = 0 to 1 at η = ξst.
The conditional moments observed at the locations z/dN = 1 and 2 are very similar
and the gradient of the doubly-conditional moments is low. This weak dependence
on physical space suggests that the entire flame is already well parametrised by the
doubly-conditional space. Furthermore, there are strong similarities between the
richer and the leaner flame. Both show the same evolution of the flame structure in
axial direction: increasing Nc and decreasing ω˙∗c . This trend was already discussed
in Chapter 5. The similarity between the flame structure in both flames suggests
that the difference in equivalence ratio is partly considered via the mixture fraction
space in the doubly-conditional parametrisation. This means that the difference in the
mean flame shape are due to the differences in the mixture fraction PDF, while the
doubly-conditional flame structure is similar in both cases, because the flow conditions,
turbulence level etc. are the same for both flames.
The conditional apparent reaction rate computed at the two locations previously
discussed are shown in Fig. 6.13. They are compared to ω˙0c (η, ζ), the reaction rate from
a 2D-manifold created for freely propagating laminar premixed flames. The laminar
flames were computed using the commercial software Cosilab [Rotexo GmbH und Co.
KG, 2012]. In the weakly strained case at z/dN = 0 the conditional reaction rate reaches
significantly higher values than for the location at z/dN = 1. This shows how the
conditional reaction rate adjusts as the scalar dissipation rates increase. The apparent
reaction rate ⟨ω˙∗c |η, ζ⟩ also takes negative values. This is due to the contribution of
the non-premixed term, which is also shown in Fig. 6.13. Figure 6.11 showed that the
doubly-conditional flame structure is very similar at different axial locations and in
the leaner flame. This can also be observed for the reaction rate which is very similar
and, thus, is not shown here.
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Case: φov = 0.82
z/dN = 0
z/dN = 1
z/dN = 2
Case: φov = 0.62
z/dN = 1
z/dN = 2
Fig. 6.11 Conditional moments of T , YOH and YCH2O in different locations for the case
with φov = 0.82 and the case with φov = 0.62. The dashed line marks the stoichiometric
mixture fraction ξst ≈ 0.1005
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Case: φov = 0.82
z/dN = 0
z/dN = 1
z/dN = 2
Case: φov = 0.62
z/dN = 1
Fig. 6.12 Conditional scalar dissipation rates and conditional reaction rate in different
locations for the case with φov = 0.82 and the case with φov = 0.62. The dashed line
marks the stoichiometric mixture fraction ξst ≈ 0.1005.
Laminar flames z/dN = 1 z/dN = 1
Fig. 6.13 Conditional reaction progress variable source term. From left to right: ω˙0c (η, ζ)
from laminar premixed flames, ⟨ω˙∗c |η, ζ⟩ and ⟨ω˙p|η, ζ⟩ at the location z/dN = 1, for the
case with φov = 0.82.
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6.4.4 Flame shape
Next the shape of the flames is assessed. Figures 6.14 and 6.15 shows ensemble
averaged OH planar laser-induced fluorescence (OH-PLIF) images and isolines of
ensemble-averaged progress variable ⟨c⟩ determined from experimental data [Kariuki &
Mastorakos, 2017], in comparison to Y˜OH and c˜ isolines from the simulations. Note that
the OH-PLIF signal intensity is not directly related to OH mass fraction [Eckbreth,
1996]. Therefore, only a qualitative comparison is possible and no scale is shown for
the mean OH PLIF intensity. Note also that in the experiment the instantaneous field
of progress variable was determined by tracking the flame front through a thresholding
procedure applied to the OH-PLIF images, which is different from the definition of the
progress variable based on CO2 mass fraction used in the simulations.
For the richer flame with an overall equivalence ratio φov = 0.82 (Fig. 6.15), the
mean flame brush is relatively broad, occupying the range 1 < z/dN < 2.5 along the
burner axis, where the mean progress variable increases from 0.1 to 0.9. The simulation
predicts a slightly longer flame but a thinner flame brush, stretching over the range
2.1 < z/dN < 2.8. Moreover, Y˜OH in the burnt gases, downstream of the flame is
lower than in the pilot stream, while this trend is not observed in the OH-PLIF signal
intensity. The simulation results also show that a significant proportion of fuel is
not burned and the presence of this fuel in the hot combustion products leads to the
production of CH2O downstream of the flame. The leaner flame (Fig. 6.14) with an
overall equivalence ratio φov = 0.62 is longer and experiments showed that the mean
flame brush is present in the range 2.5 < z/dN < 3.5 on the burner axis. This flame
length is well predicted by the simulation. Moreover, the simulation also predicts a
lower Y˜OH in the main flow compared to the pilot stream. Indeed, this behaviour is
also found in the OH-PLIF signal of the leaner flame. However, this feature is less
pronounced in this case and the simulations, unexpectedly, predict that the combustion
products of the leaner flame contain more Y˜OH than in the case of the richer flame.
Since the pre-vaporised fraction of fuel is different in both cases, this feature can be
directly related to the droplet terms in the transport equations of the conditioning
variables, which will be discussed next.
6.4.5 Term balance for conditioning variables
In the following, some information on the relative magnitude of the various terms in
the transport equations of ξ˜, ξ˜′′2, c˜, c˜′′2 and the DCMC equation is given. Figure 6.16
shows the field of the mean mixture fraction and its variance for the richer flame with
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φov = 0.62
Fig. 6.14 Simulation results for Y˜OH and c˜-isolines compared to ensemble-averaged
OH-PLIF and experimental ⟨c⟩ isolines for the flame with φov = 0.62. The isolines are
for the values 0.1, 0.5 and 0.9. Fields of Y˜CH2O, Y˜F, T˜ from the simulation are also
shown.
φov = 0.82
Fig. 6.15 Simulation results for Y˜OH and c˜ isolines compared to ensemble-averaged
OH-PLIF and experimental ⟨c⟩ isolines for the flame with φov = 0.82. The isolines are
for the values 0.1, 0.5 and 0.9. Fields of Y˜CH2O, Y˜F, T˜ from the simulation are also
shown.
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φov = 0.82. The mean mixture fraction set at the inlet, one nozzle diameter upstream
of the burner exit, is below the lean flammability limit of an ethanol air mixture
(ξlean ≈ 0.05). Upstream of the flame the mean temperature is low and the evaporation
rate Π˜ is low. Nevertheless ξ˜ increases along the burner axis, first slowly to ξ˜ ≈ 0.048
at z/dN = 1 and then faster, reaching 0.59 at z/dN = 2 in the preheat zone of the
flame. Even though the evaporation rate is highest in the range of 0.5 < c˜ < 0.9,
some droplets still exist downstream of the flame brush and Π˜ takes significant values
until z/dN = 3.5. Droplet evaporation is also the dominant source in the mixture
fraction variance equation (Eqn. 4.25) and the production due to mean mixture fraction
gradients is negligible in the flame investigated in this work. In contrast to Π˜, the
mixture fraction variance source source term is very small upstream of the c˜ = 0.1
isoline because the droplets evaporating in this region have a low Td and thus ξs is
not much larger than ξ˜. Consequently, ξ˜′′2 rises significantly in the region of the mean
flame brush. In particular, this increase of ξ˜′′2 is not directly counterbalanced by
the scalar dissipation rate term, since a model for passive scalar mixing (Eqn. 4.21),
was used due to the lack of alternatives. Even though the scalar dissipation rate is
globally of the same order of magnitude as the droplet source of ξ˜′′2, we note that ξ˜′′2
is locally over-predicted. In particular, this is the case in the core of the main flow for
2.5 < z/dN < 3.5, where the production of variance outweighs its destruction. This
high level of mixture fraction variance in the post flame region of the richer flame
explains low levels of Y˜OH in the main flow of the richer flame, compared to the pilot
stream (Fig. 6.15): for high ξ˜′′2 a broad β-PDF is presumed and the probability of
finding flammable mixture that can react to form OH is low. This connection is also
demonstrated by the unexpected fact that the simulations show higher Y˜OH for the
leaner flame. Since the mass fraction of pre-vaporised fuel is ξ˜ = 0.04 for both flames,
in the lean case two thirds of fuel mass are fully premixed. Hence, evaporation produces
lower levels of ξ˜′′2 in the lean case leading to higher Y˜OH. For the same reason ρ¯ is
over-predicted leading to an under-prediction of u˜z at downstream locations.
In addition to the mean reaction source term, the c˜-equation (Eqn. 4.26) also
contains a droplet source term, which is computed as detailed in Eqn. 6.3. As
previously discussed, this source term is zero as long as the droplets evaporate in
unburned mixture. On a global scale Sc˜ is also two orders of magnitude lower than
the apparent reaction rate ˜˙ω∗c and, thus, it only has a small effect on the shape of
the flame brush. The same applies to the total evaporation variance source term S
c˜′′2
compared to c˜′′ω˙∗′′c , so that the effect of evaporation on the c˜′′2-equation is negligible in
the present case. In contrast, the Sc˜ plays an important role in the region downstream
145
Simulation of a Piloted Spray Flame
Fig. 6.16 Fields of ξ˜ and ξ˜′′2 and source/sink terms of their transport equations for the
flame with φov = 0.82. Sξ˜′′2 is the droplet source in the ξ˜
′′2 equation and 2(ε˜/k˜)ξ˜′′2 is
the scalar dissipation rate term. Isolines of c˜ = 0.1, 0.5 and 0.9 mark the flame brush.
Fig. 6.17 Fields of c˜ and c˜′′2 and source/sink terms of their transport equations for
the flame with φov = 0.82. Sc˜ and Sc˜′′2 are the droplet sources terms of the c˜ and c˜
′′2
equations respectively. ε˜c is the scalar dissipation from the model by Kolla et al. [2009].
Isolines of c˜ = 0.1, 0.5 and 0.9 mark the flame brush.
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Fig. 6.18 Scatter plot of Sc˜ versus c˜Π˜ . The solid line represents equality. The dashed
lines are for +10 % and −10 %. Simulation data from the case with φov = 0.82.
of the flame, where it counter-balances a large fraction of the decrease in c˜, otherwise
caused by the evaporative mass source acting on the mean density. For this purpose, a
simplified model for this term can be proposed by comparing Sc˜ to c˜Π˜. Figure 6.18
shows that instead of using Eqn. 6.3, a simplified model,
Sc˜ = S˜−c + c˜Π ≈ c˜Π˜ (6.8)
can be used for this purpose.
This leaves the reaction source c˜′′ω˙∗′′c and the production due to mean progress
variable gradients as the main source terms in the c˜′′2-equation. Note that c˜′′ω˙∗′′c
locally also takes the role of an important variance sink term as the reaction reaches
completion. On the side of the sink terms Fig. 6.17 shows a comparison of the mean
scalar dissipation rate ε˜c, as computed in the present work using the model by Kolla
et al. [2009] (Eqn. 4.22), and an a postiori evaluation of the SDR model for a passive
scalar applied to the reaction progress variable. The latter takes the largest values in
the thinnest part of the reacting shear layer that forms between the main flow and
the pilot stream, but takes much smaller values than ε˜c in the region where the flame
closes. Indeed, in the present simulations it was not possible to stabilise a flame using
2(ε˜/k˜)c˜′′2 to model the scalar dissipation rate, so that the model by Kolla et al. [2009]
was employed.
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6.5 Conclusions
In a first application, DCMC was used to simulate the behaviour of a piloted ethanol
spray flame at two operating conditions. The velocity field and the droplet distributions
showed good agreement with experimental data, and the trend of flame length with
the overall equivalence ratio for the two flames was reproduced.
The doubly-conditional flame structure did not vary strongly along the burner axis.
Furthermore, similarity of the flame structure in both flames suggests weak sensitivity
to the overall equivalence ratio.
The term balance in the Reynolds-averaged mean and variance equations of the
conditioning variables was investigated. The reaction source was dominant on c˜′′2.
The term could not be balanced by a linear relaxation model for SDR and instead a
model that includes dilatation effects was used. The Reynolds-averaged spray terms in
the mean and variance equations of the conditioning variables were modelled using
the presumed shape for the conditional evaporation rate. The spray source term was
dominant in the evolution of ξ˜′′2. This is in line with the findings of previous studies.
The SDR, given by the linear relaxation model, was of the same order of magnitude
as the spray term, but did not balance the source term. This led to high levels of
variance, which could be related to mismatches between experiment and simulation.
Spray terms had only a very small effect on c˜ and c˜′′2. Nevertheless, the spray source
to c˜ is representative of the principle of conservation of mass, and simple modelling for
this term was suggested.
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Chapter 7
LES-DCMC of a Lifted Spray
Flame
7.1 Introduction
This chapter presents an application of the LES-DCMC approach to simulate a heptane
spray flame recently studied experimentally in Rouen [Shum-Kivan et al., 2017; Verdier
et al., 2018, 2017]. The flame has the characteristics of a lifted jet flame, stabilised in
the shear layer of a turbulent jet.
LES constitutes the state-of-the-art for the modelling of turbulent flows in practical
applications of engineering interest. LES-CMC, where CMC acts as the sub-grid scale
combustion model, has been very successful predicting complex combustion problems
in both non-premixed and fully premixed applications (see review in Section 2.4.4).
LES-CMC even performed well in some cases, where the overall correlation of the
reactive scalars with the mixture fraction was weakened, e.g. Garmory & Mastorakos
[2011]. However, this flame had a predominantly non-premixed character and the
fluctuations were associated with transient effects in response to temporal fluctuations
of the SDR, while the local instantaneous description of the flame remained well
correlated with the mixture fraction. In order to simulate flames where non-premixed
and premixed combustion modes co-exist, a doubly conditional approach is required.
Co-existence of multiple combustion modes is the case in turbulent spray flames, as
discussed in Section 2.3.4.
The objectives of this chapter is the validation of LES-DCMC for spray combustion.
The present test flame has previously been simulated using various modelling approaches:
LES with the Artificially Thickened Flame (ATF) model in the limit of a resolved
flame [Shum-Kivan et al., 2017], LES with the Stochastic Fields (SF) method [Noh
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et al., 2018], LES with Filtered Tabulated Chemistry [Chatelier et al., 2017] and RANS
with Flamelet Generated Manifolds (FGM) [Both, 2017]. Hence, this flame constitutes
a suitable benchmark case to validate the LES-DCMC approach.
The chapter is organised as follows. First, the numerical set-up of the simulation is
described. Second, cold flow results are compared to experimental measurements to
assess the accuracy of the LES without combustion model. Third, comparisons between
simulation results and experimental data for the test flame under investigated are shown
for validation of the present modelling approach and features of the flame are discussed.
Fourth, the DCMC modelling approach is discussed. DCMC results are compared
to results obtained using a space- and time-invariant flame structure. Moreover, the
temporal evolution of the flame structure parametrised in doubly conditional space is
analysed.
7.2 Experimental set-up
The test case studied in the present work is a lifted n-heptane spray jet flame open
to the atmosphere. The burner is described by Shum-Kivan et al. [2017] and Verdier
et al. [2018, 2017].
The burner consists of a plenum, a nozzle without swirl and a spray injector located
in the centre of the nozzle. Figure 7.1 shows a drawing of the burner and Fig. 7.2
shows photos of the burner and the flame. Air is supplied to the burner through four
inlets and two meshes installed at the bottom of the plenum ensure a uniform flow
upstream of the nozzle. The nozzle has a conical shape with an annular cross-section.
At the exit of the nozzle, the inner and outer diameter are 10 and 20 mm respectively.
The burner is operated with an air mass flow rate of 6 g/s, which gives a bulk velocity
of 21.58 m/s (at p = 1 atm and T = 298 K) and a jet Reynolds number (based on the
hydraulic diameter of the annulus) of about 13,900. The atomiser (Danfoss 1.35 kg/h,
80◦ hollow cone) is a pressurised swirl injector with an injector orifice with diameter
200 µm and 8 bar pressure, injecting the spray in a hollow-cone with a half-angle of
40◦. The fuel mass flow rate is 0.28 g/s. At a distance of 10 mm from the injector, the
spray has a Sauter mean diameter of 32 µm.
This flame is a test case of the Workshop on Turbulent Combustion of Sprays
(TCS, www.tcs-workshop.org). The experimental database contains Phase Doppler
Anemomentry (PDA) measurements of the mean and the root mean square (RMS) of the
droplet velocity and the diameter, OH Planar Laser Induced Fluorescence (OH-PLIF)
imaging [Shum-Kivan et al., 2017], measurements of the droplet temperature with
150
7.2 Experimental set-up
Fig. 7.1 Isometric view and technical drawing of the of the burner. The technical
drawing is simplified; not shown are the injector, the fuel pipe to the injector and
closed-off pipe inlets. The 3D-geometry was provided by Dr B. Renou.
Fig. 7.2 Photos of the burner and the flame. Photos provided by Dr B. Renou.
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Global Rainbow Refractometry Technique (GRT) [Verdier et al., 2017] and simultaneous
high-speed OH-PLIF and high-speed Particle Image Velocimetry (PIV) [Verdier et al.,
2018]. PDA data is available for a reacting and a non-reacting case. Assuming that
small droplets closely follow the gas flow, PDA measurements are used to provide
measurements of the gas phase velocity.
7.3 Simulation set-up
7.3.1 Model equations
The DCMC equation used in the present chapter was
∂Qα
∂t
+∇·(⟨u|η, ζ⟩Qα) = Qα∇ · ⟨u|η, ζ⟩+ 1
ρ¯p˜
∇ ·
(
ρ¯p˜(DT + D¯)∇Qα
)
+ ⟨Nξ|η, ζ⟩∂
2Qα
∂η2
+ 2⟨Nξc|η, ζ⟩∂
2Qα
∂η∂ζ
+ ⟨Nc|η, ζ⟩∂
2Qα
∂ζ2
+ ⟨ω˙α|η, ζ⟩ − ⟨ω˙∗c |η, ζ⟩
∂Qα
∂ζ
+ (δαF −Qα)⟨Π |η, ζ⟩ − ⟨S−ξ |η, ζ⟩
∂Qα
∂η
− ⟨S−c |η, ζ⟩
∂Qα
∂ζ
(7.1)
Details can be found in Section 3.7. For ⟨Nc|η, ζ⟩ the SDR from freely propagating
premixed laminar flames N0c (η, ζ) was used. Figure 7.3 shows the shape of N0c and the
laminar flame thickness δ0L and laminar flame speed S0L used in the model for the SGS
scalar dissipation rate N˜c,sgs (Eqn. 4.22). These quantities were computed for freely
propagating laminar premixed flames using the commercial software Cosilab [Rotexo
GmbH und Co. KG, 2012]. The mixture fraction is defined to be 0 for air and 1 for for
pure fuel vapour. For the combustion of heptane and air, the stoichiometric mixture
fraction is ξst ≈ 0.0622, and the lean and rich flammability limits are ξlean ≈ 0.0339 and
ξrich ≈ 0.1996 respectively [Coward & Jones, 1952]. The air temperature is 298 K and
the temperature of pure fuel vapour is set at 371.58 K, corresponding to the boiling
point of n-heptane [Green & Perry, 2008].
The LES-filtered transport equations are as shown in Section 4.3.4. Spray source
terms were not included in the ξ˜′′2-equation. In the c˜-equation the spray source term
was modelled as S˜−c + c˜Π ≈ c˜Π˜, and the spray source term to the c˜′′2-equation was
neglected, as discussed in Chapter 6.
The spray source term in the ξ˜′′2-equation was not included, since currently available
models for N˜ξ,sgs (Eqn. 4.61) seem unsuitable to balance the production of variance in
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regions with low turbulence level. The evaporation in regions with lower turbulence
intensity constitutes a main difference between the present case and the flame studied
by Giusti & Mastorakos [2017] who successfully included this source term. The effect
of this source term on the results is investigated in Appendix D.
7.3.2 Numerical set-up
The numerical domain is shown in Fig. 7.4 (left). It includes the nozzle and plenum of
the burner (see Fig. 7.1). Downstream of the nozzle, the domain was of cylindrical
shape with a diameter of 800 mm and a length of 500 mm. The plenum was included
up to the plate with holes 121 mm upstream of the nozzle exit (Mesh 2 in Fig. 7.1).
A constant air mass flow rate was set as inlet boundary condition to the plenum. A
slip wall boundary condition was applied at the sides of the cylindrical domain and a
small co-flow of 0.1 m/s was set around the outer dimensions of the burner, only for
r > 70 mm, which reflects the dimensions of the burner.
An unstructured tetrahedral LES mesh with 18M cells was used. It was refined in
the nozzle and the region of the flame to a minimum size of 0.35 mm in the nozzle and
0.4 mm around the stabilisation point of the flame. Four prism layers were applied to
the walls in the nozzle with a thickness of the first layer of 0.045 mm, which increasing
by a factor of 1.25 in each layer. The resolution of the LES mesh is shown in Fig. 7.5.
Besides the LES mesh, a coarser DCMC mesh with 644 cells, arranged in an O-grid
was used. In the region of interest the DCMC cells were spaced with an increment of
2.5 mm in axial direction; 3 layers of cells were used in radial direction, assuring that
the outer and the inner flame were resolved by different DCMC cells, and 7 cells were
used in each circumference of the O-grid. At the inlets a set of conditional moments
obtained from DCMC-0D (see Chapter 5) corresponding to a weakly strained flame,
similar to the tabulation of freely propagating premixed laminar flames, were set as
the boundary condition. The same set of conditional moments was also used as the
initial condition. Zero-gradient boundary conditions, ∇Qα = 0, were set at the outlet
and the walls.
The doubly-conditional space D = {(η, ζ) ∈ R2 : 0 ≤ η ≤ 1, 0 ≤ ζ ≤ 1} was
discretised with 71× 41 nodes. The η-nodes were clustered in the flammable mixture
fraction region and the ζ-nodes were spaced progressively more closely for ζ approaching
1. The discretisation of the doubly-conditional space and the shape of QCO2 are shown
in Fig. 7.6.
The time step was 10−6 s. Numerical schemes for LES were of second order in space
and first order in time. Numerical schemes for DCMC were as detailed in Section 4.5.
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Fig. 7.3 Laminar flame speed, laminar flame thickness and conditional SDR from freely
propagating premixed laminar flames N0c (η, ζ).
Fig. 7.4 Numerical domain (left) and detail view of the region of interest (right). The
position of the flame is indicated by the red iso-contour for c˜ = 0.1. The detail view
shows the LES mesh (left half) and outlines of DCMC cells (right half). Additionally,
droplets and contours of axial velocity and OH mass fraction are shown. The locations
A at (r, z) = (10 mm, 27.5 mm), B at (10 mm, 35 mm), C at (10 mm, 40 mm) and D
at (30 mm, 35 mm) are selected for detailed analysis.
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∆ [m]
Fig. 7.5 Resolution of the LES mesh and boundary conditions. Entire domain (top)
and detail view (bottom). ∆ is the LES filter size calculated as the cubic-root of the
cell volume.
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Operators splitting was used. The simulation ran on a Cray XC30 system using 432
2.7 GHz processors; 1 ms of physical time took about 12,000 CPU hours on wall-clock
time. Time-averages were collected over 10 ms, corresponding to three flow-through
times.
7.3.3 Spray injector modelling
The spray injector was modelled as a hollow cone injection. A general volume distribu-
tion was used to sample the size of the injected droplets in the range 1 < dd < 80 µm.
The volume distribution of the injected droplets was computed from raw PDA mea-
surements at z = 10 mm, averaging the results from various measurement locations
in the range 0 ≤ r ≤ 13 mm. Comparing the volume distributions at axial locations
z = 7, 10 and 13 mm showed little differences for z ≥ 10 mm, suggesting that the
spray distribution was fully developed at this location. Figure 7.7 shows the injected
volume distribution and the corresponding number distribution. The mean diameter
is d10 ≈ 21 µm and the Sauter mean diameter is d32 ≈ 32 µm. The droplets were
injected with a random half angle between 35◦ and 50◦ and an initial velocity in the
range 25 < Ud < 33 m/s depending on the initial diameter: Ud = 33 m/s for small
droplets (dd ≤ 10 µm) decreasing linearly with diameter to Ud = 25 m/s for large
droplets (dd > 55 µm). These choices were made so that the simulation matched the
spray measurements at the first available location.
7.3.4 Chemical mechanism
The simulation used a complex chemical mechanism for the combustion of n-heptane
and air with 67 species and 315 elementary reactions [Smallbone et al., 2009]. The
mechanism reproduces flame speed and ignition temperatures well at ambient conditions.
The mechanism does not include NOx-chemistry and N2 acts as an inert species. The
same mechanism was used in the simulation of the present test flame by Shum-Kivan
et al. [2017].
7.4 Results and discussion
7.4.1 Cold flow results
First, the non-reacting case is discussed. A cold flow solution is used to assess the
resolution of the LES mesh. Figure 7.8 shows the instantaneous field of the filtered
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Fig. 7.6 Conditional moment QCO2 and discretisation of the doubly-conditional space.
The reaction rate ω˙c is indicated on top of the grid. For η > 0.3 the η-grid is uniform.
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Fig. 7.7 Number distribution (left) and volume distribution (right) of the injected
droplets. Dashed lines indicate the mean diameter d10 ≈ 21 µm and the Sauter mean
diameter d32 ≈ 32 µm of the distribution.
axial velocity u˜z, its time average ⟨u˜z⟩ and the RMS value, computed as
RMS(u˜z) =
(〈
(u˜z − ⟨u˜z⟩)2
〉)1/2
(7.2)
and the SGS velocity fluctuation, computed as u′sgs = (2ksgs/3)1/2, where ksgs is the
kinetic energy of sub-grid scale turbulent motion, computed by the SGS turbulence
model (Eqn. 4.47).
The spatial resolution of the LES is assessed following the suggestion made by Pope
[2000]. For this purpose the residual M is calculated:
M ≡ ksgs
K + ksgs
(7.3)
where K is the kinetic energy of the resolved eddies, calculated as
K = 12
〈
(u˜− ⟨u˜⟩) · (u˜− ⟨u˜⟩)
〉
(7.4)
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u˜z ⟨u˜z⟩ RMS(u˜z) u′sgs
M ⟨M⟩ CFL
Fig. 7.8 Surface plots of cold flow fields: instantaneous filtered axial velocity u˜z, time-
averaged axial velocity ⟨u˜z⟩ and RMS(u˜z), instantaneous SGS velocity fluctuation u′sgs,
instantaneous residual M (Eqn. 7.3) and its time-average ⟨M⟩ and instantaneous CFL
number (Eqn. 7.3). Black lines indicate the axial locations of the profiles shown in
Fig. 7.9.
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The residual M measures the fraction of the total turbulent kinetic energy that is
unresolved by the LES. According to Pope [2000], an LES should resolve at least 80 %
of the turbulent kinetic energy. Figure 7.8 shows the instantaneous and time-averaged
value of M . The present simulation fulfils this criterion in the whole region of interest,
resolving at least 95 % of turbulent kinetic energy in the region of interest; only the
upstream part of the nozzle and the region of the injection could not be resolved at
this level. Anyhow, close to the injection the spray is dense and the present modelling
framework is not expected to resolve this region accurately. Furthermore, the cold flow
simulation was used to assess the wall mesh in the nozzle. The thickness of the first
prism layer in the nozzle corresponds to y+ = yuτ/ν ≈ 1.4. The laminar sub-layer
was resolved by three cells. Figure 7.8 also shows the Courant-Fiedrichs-Lewy (CFL)
number at one time instant. In OpenFOAM [2014] the CFL number for each cell is
computed as
CFL = 12
∆t ∑i(ρ¯u˜)i · ni∆Si
ρ¯Vles
(7.5)
where the mass flow is summed over all faces ∆Si of an LES cell of volume Vles. The
stability of explicit time integration schemes requires the CFL number to be below
unity. For the time step ∆t = 10−6 s, the CFL number is below 0.3 in most of the
region of interest.
For validation the LES results for the non-reacting case are compared with velocity
measurements from PDA. Figure 7.9 shows a good agreement between the predictions
of the simulation and the experimental data. This suggests that the mesh resolution,
numerical schemes and boundary conditions are suitable.
The modelling of the spray injection is validated next. Figure 7.10 compares
LES results and experimental data for droplet diameter, temperature and velocity
in the non-reacting case. Error-bars represent the RMS values around the mean for
simulation and experiment (temperature measurements for z = 10 mm and RMS
values for temperature were not available). The good agreement between LES and the
experimental data for the droplet velocity and diameter at the location z = 10 mm
suggests that the modelling of the injector was suitable.
Discrepancies exist for the droplet temperature. The experiment predicts a local
maximum of droplet temperature at the burner axis, which is not reproduced by the
simulation. Considering that the droplet diameter and velocity is well predicted and
that the present case is non-reacting, leaves the evaporation model as the driving factor
behind the temperature prediction. The Abramzon & Sirignano [1989] model is an
equilibrium evaporation model and potentially non-equilibrium effects could play a
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role. However, Noh et al. [2018] recently tested three evaporation models, including a
non-equilibrium evaporation model, but did not find this local maximum with either
one of them. A detailed study of the evaporation model is not intended in the present
work and the overall results for sprays are considered satisfactory.
7.4.2 Flow field and spray statistics in the flame
Figure 7.11 shows profiles of the mean velocity and its RMS from LES and from PDA
measurements in the flame. The dilatation due to the flame increases the width of the
jet for z ≥ 30 mm compared to the cold flow results (Fig. 7.9). The good agreement
shows that the LES also predicts the velocity field in the reacting case well.
In Fig. 7.12 droplet diameter, temperature and velocity in the flame are shown.
Large droplets behave in a ballistic sense and significant slip velocities persist beyond
z = 20 for r > 15 mm and, in particular, at the flame anchoring point. Consequently,
the flame benefits from enhanced evaporation to provide gaseous fuel (e.g. for a droplet
of diameter 30 µm with a slip velocity of 5 m/s the evaporation rate increases by almost
a factor of two). In general, LES results for velocity and diameter agree well with the
experiment, with minor differences at z = 40 mm; the overall agreement is comparable
to the results by Noh et al. [2018]. Some differences between LES and experiment
are found for the mean droplet temperature. Along the burner axis the simulation
finds nearly constant mean droplet temperature, increasing from 281 to 282 K between
z = 10 and 40 mm, in contrast to a local maximum observed in the experiments. This
was already discussed for the non-reacting case. These droplets are not in contact with
the flame and the reasoning remains the same. Moreover, the simulation predicts a
faster and eventually greater heat-up at contact with the hot gases. At z = 30 mm
the simulation finds a maximum mean temperature of 345 K compared to 320 K in
the experiment, but at z = 40 mm the difference is smaller. The reason is not clear.
Similar discrepancies with the experiment were observed in other modelling attempts
of this flame with various combustion models [Both, 2017; Chatelier et al., 2017; Noh
et al., 2018]. This suggests that the effect is not related to the combustion model. It is
notable that modelling of the SGS effect of evaporation by including the evaporation
terms in the ξ˜′′2-equations would lead to lower gas temperature around, which could
decrease the droplet temperature. In general, the agreement for the reacting case is
also considered satisfactory.
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Fig. 7.9 Profiles of the gas velocity in the non-reacting case. Mean and RMS from LES
(line) are compared to PDA measurements [Shum-Kivan et al., 2017] (symbols).
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Fig. 7.10 Profiles of mean droplet diameter, temperature and velocity in the non-
reacting case. Results from LES (blue line) are compared to PDA [Shum-Kivan et al.,
2017] and GRT [Verdier et al., 2017] measurements (symbols). Error bars represent
the RMS value from LES and experiment at a given location (no RMS was available
for GRT measurements). Black dotted lines indicate the mean gas velocity and mean
gas temperature in the respective graphs. Black dashed lines mark the initial droplet
temperature 298 K.
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Fig. 7.11 Profiles of the gas velocity in the flame from LES and experiment. Mean and
RMS from LES (line) are compared to PDA measurements [Shum-Kivan et al., 2017]
(symbols).
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Fig. 7.12 Profiles of droplet diameter, temperature and velocity in the flame. Results
from LES (blue line) are compared to PDA [Shum-Kivan et al., 2017] and GRT [Verdier
et al., 2017] measurements (symbols). Error bars represent the RMS value from LES
and experiment at a given location (no RMS was available for GRT measurements).
Black dotted lines indicate the mean gas velocity and mean gas temperature in the
respective graphs. Black dashed lines mark the initial droplet temperature 298 K.
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7.4.3 Flame shape and anchoring point
The shape of the flame is discussed next. First, LES results for OH mass fraction
are compared to OH-PLIF images. Figure 7.13 compares the instantaneous fields.
Note that the OH-PLIF signal is not directly related to the filtered OH mass fraction
[Eckbreth, 1996]. Therefore, the comparison is only qualitative. The flame consists
of a smooth quasi-laminar outer reaction zone, where OH is present in a thick layer,
and a thin inner reaction zone that is heavily wrinkled by the turbulent jet with some
parts of the flame detached from its main body. The two branches are connected at
the upstream tip of the flame, located in the dominant trajectory of the droplets, as
will be discussed later. In Fig. 7.14 time-averages and time-based RMS of OH mass
fraction and OH-PLIF signal intensity are shown. The simulation predicts a lift-off
height of approximately 26 mm, which is in good agreement with the experiment,
where values in the range from 24 to 26 mm were observed. The present results can be
compared to the lift-off height predictions of 25 mm obtained with the SF model and
the Abramzon-Sirignano model [Noh et al., 2018] and ≈ 19 mm by Shum-Kivan et al.
[2017] as presented at the TCS workshop. The flame is anchored in the shear layer of
the turbulent jet at the radial position r ≈ 17 mm. The time-based RMS values of
the OH field appear to be of the same order of magnitude as local mean values, which
suggests that the flame is thin compared to the width of flame brush. While the RMS
of OH mass fraction from LES is qualitatively similar to the RMS of OH-PLIF signal
for the inner flame brush, the simulation does not detect strong fluctuations for the
outer flame branch. This can be attributed to low mean velocities in this region where
the flame is laminar. Consequently, characteristic time scales for the outer flame are
very long, ∼ 0.1 s, as evidenced by 10 Hz OH-PLIF recordings from the experimental
database, which is challenging to explore with high-fidelity LES.
More details about the flame structure can be inferred from the instantaneous
fields of relevant quantities shown in Fig. 7.15. For better orientation relative to the
position of the flame, the images are overlaid with iso-contours of c˜. In the present
spray flame at atmospheric condition significant evaporation rates are only achieved
where droplets are submerged in hot gases. Hence, ξ˜ reaches its peak value downstream
of the flame’s tip. In this region surrounded by the flame the overall mixture is rich.
The SGS variance of the mixture fraction is small, since the effect of spray evaporation
was not included in its transport equation. Consequently, N˜ξ is dominated by its
resolved contribution. The reaction progress variable reaches its highest values in
the quasi-laminar outer flame, where its SGS variance is negligible. In contrast, the
turbulent inner flame branch sees high variance, N˜c and ˜˙ω∗c . The chemical contribution
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Fig. 7.13 Instantaneous field of Y˜OH from LES (left) compared to instantaneous OH-
PLIF intensity from the experiment (right). Note that the OH-PLIF signal is not
directly related to Y˜OH; comparisons of instantaneous fields are only qualitative.
Fig. 7.14 Time-averaged OH mass fraction ⟨YOH⟩ and corresponding RMS from LES
(left) compared to time-averaged OH-PLIF intensity and its RMS from the experiment
(right). For mean OH-PLIF and its RMS the same colour map is used.
164
7.4 Results and discussion
to the apparent reaction rate ˜˙ωc is up to an order of magnitude higher in the inner
flame branch. The contribution of passive mixing ˜˙ωp is predominantly negative. As
droplets cross the flame front an increase in reaction progress is naturally associated
with enhanced evaporation and higher Nξ, leading to even lower ˜˙ωp. Negative ˜˙ωp delays
the completion of the reaction and thickens the flame.
The region between the outer and inner flame branch is fuel-rich and the temperature
is also high. Thus, intermediate species like C2H2 are produced through pyrolysis and
the heat release rate (HRR) is negative. Significant amounts of fuel mass fraction are
only found for very rich mixture in the centre between the outer and inner flame branch
and also around the upstream tip of the flame when the evaporation rate of a droplet
is high enough to create fuel blobs that are – to a certain extent – resolved by the LES.
Furthermore, high levels of CH2O and CO are found in the rich region. Substantial
differences between the outer and inner flame are visible. In the outer branch levels of
C2H2 and OH are relatively higher, whereas the inner branch contains more CH2O. In
particular, the interaction of turbulence with the flame leads to regions of low Y˜OH in
the inner flame brush, which was also observed in the experiment using high-speed
OH-PLIF [Verdier et al., 2018].
Furthermore, the results shown in Fig. 7.15 allow to comment on modelling choices.
Only low Y˜F = Y˜C7H16 is found in the flame brush apart from the fuel pockets around
droplets with strong evaporation rates. Conversely, the presence of pure fuel is expected
near the surface of every droplet, even if this is not resolved by the LES. This is a sub-
grid scale effect that requires special treatment of the spray terms in the ξ˜′′2-equation
discussed by Giusti & Mastorakos [2017], which were not included in the present work.
Future work on the sub-grid scale modelling of spray effects will be necessary.
In order to better understand the stabilisation of the flame, we consider the time-
averaged fields shown in Fig. 7.16. The time-averaged mixture fraction ⟨ξ⟩ is very similar
to the instantaneous one, with significant variance only occurring in the turbulent
inner flame branch. In the outer flame branch the turbulent velocity fluctuation,
u′ = [(2/3) (K + ⟨ksgs⟩)]1/2, is very low, which shows that the flow is laminar in this
region. The time-averaged fields indicate the presence of the dispersed phase, hence of
liquid fuel and evaporation. Dashed black lines mark representative droplet trajectories
and the region of the highest liquid volume fraction ⟨θL⟩ shows the dominant pathway
of the droplets, crossing through the tip of the flame. Since the droplets behave in a
ballistic way, moving relative to the gas phase (Fig. 7.12), they penetrate through the
flame and the highest mean evaporation rate ⟨ρΠ ⟩ occurs in the region of hot gases
downstream of the tip of the flame. In contrast, the mean mixture fraction is very
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Fig. 7.15 Instantaneous fields for various LES-filtered quantities. White (grey in the
case of a light background) contour lines are iso-lines of c˜ = 0.1, 0.5, 0.9. The HRR is
given in MW/m3; SDRs are given in s−1, logarithmic scales are clipped at -4. Thick,
black lines mark the areas of negative HRR in the respective image. A black line
between white circles marks the orientation of the cut used in Fig. 7.17.
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low in the cold gases upstream of the flame, as indicated by iso-contours. This shows
that in the present case the flame itself “creates” the gaseous fuel required. Finally,
Fig. 7.16 also reveals that the spray is indeed very dilute in the region occupied by the
flame and that the highest average evaporation rate ⟨ρΠ ⟩ is observed near the tip of
the flame.
A detailed view of the flame’s profile at its anchoring point can be obtained
from Fig. 7.17. The profiles are drawn over the line indicated in Figs 7.15 and 7.16,
perpendicular to the mean position of the flame. Primarily, these profiles highlight
the low level of gaseous fuel available in the cold gases upstream of the flame, and the
ongoing evaporation in the post flame region. An intermediate peak of ξ˜ and fuel in
the instantaneous profiles indicates the location of a parcel of droplets that crosses
the tip of the flame, creating a pocket of rich mixture. Besides these pockets, the
time-averaged profile shows that the fuel mass fraction is low in the vicinity of the
reaction zone indicated by the peak of OH. Instead C2H2 and C2H4 are present in the
hot post-flame region where negative HRR is observed. In this region, the existence of
O2 suggests incomplete combustion.
Figure 7.18 (A) shows a cut through an instantaneous iso-surface of the stoichio-
metric mixture fraction. This reveals again large differences between the inner and
outer branch of the flame. In general, temperature and Y˜OH are lower at the inner
flame brush but higher HRR indicates chemical reaction. Furthermore, the iso-contour
is strongly wrinkled around the base of the flame due to the evaporation of droplets
penetrating the flame. Typically, these are spots of lower temperature but are also
surrounded by regions of high HRR.
It is notable that a wide range of temperatures and species mass fractions is
observed on the stoichiometric mixture fraction contour. Since ξ˜′′2 is small in the
present simulation (Fig. 7.15), these variations can be directly associated with variations
of progress variable. In a singly-conditional framework based on mixture fraction, these
variations would be fluctuations around the conditional mean. Therefore, conventional
CMC would not be able to resolve these small-scale variations to the same level as the
present DCMC approach. LES-CMC could potentially reproduce certain aspects of
these variations by the transient response of the flame structure to strong variations of
the SDR when droplets penetrate the flame. Effectively, these variations are equivalent
to the holes in the flame caused by droplets, in the simulation by Giusti & Mastorakos
[2017]. Reproducing these effects with LES-CMC requires a very fine discretisation
in physical space and a large number of CMC cells. In contrast, in the present
DCMC approach the progress variable provides an additional degree of freedom in the
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Fig. 7.16 Time-averaged fields of various LES-filtered quantities. White (grey in images
with light background) iso-lines are for ⟨c⟩ = 0.1, 0.5 and 0.9; solid black iso-lines are
for mean axial velocity ⟨uz⟩ = 0.5, 1, 2, 5, 10, 15 m/s, turbulent velocity fluctuation
u′ = 0.2, 0.5, 1, 2, and mean mixture fraction ⟨ξ⟩ = 0.001, 0.002, 0.004, in the
respective images. Dashed black lines show representative droplet trajectories. A black
line between white circles marks the orientation of the cut used in Fig. 7.17.
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Fig. 7.17 Instantaneous and time-averaged profiles of the flame through the anchoring
point, perpendicular to the ⟨c⟩ = 0.5 iso-contour.
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conditional space that allows the resolution of small-scale variations of temperature,
HRR and species, using a moderate number of DCMC cells.
In Fig. 7.18 (B) a cut through two c˜ iso-contours (c˜ = 0.1 and 0.6) shows that
very little fuel evaporates upstream of the flame. Gaseous fuel is only generated by
evaporation in response to the heat released by chemical reaction. Moreover, Fig. 7.18
highlights that most droplets penetrate through flame and continue to evaporate in
the hot gases.
7.4.4 DCMC versus constant flame structure
In this section, the effect of solving the DCMC equation to capture the evolution of
the flame structure is assessed. For this purpose, the LES-DCMC results are compared
to an LES that uses a constant flame structure, invariant in space and time. This
simulation uses the flame structure computed in the a priori assessment of DCMC-0D
(Fig. 5.3, left), instead of solving the DCMC equation. All other models and settings
of the simulation are unchanged.
Figure 7.20 compares the results of the two simulations. The position of the flame
and its shape are hardly affected. Both simulations show a lift-off hight of about 26 mm.
This suggests that the lift-off height of this particular flame may be determined by the
spray injection and evaporation rather than the combustion model. The gas velocities
and spray statistics are unchanged compared to Figs 7.11 and 7.12 (not shown). The
fields of mean temperature from both simulations are overall similar, which explains
the unchanged spray statistics and gas velocity.
The present flame is not exposed to very high levels of turbulence intensity and the
SDR is relatively low. Hence, large differences due to the local variations in strain rate
are not expected. Some differences can be observed at the turbulent inner flame branch,
where LES-DCMC predicts higher mean temperature and mean HRR. Differences are
also observed for most chemical species, in particular, for radical species. Here only OH
mass fraction is shown, since a comparison to experimental OH-PLIF measurements is
possible. LES-DCMC predicts ⟨YOH⟩ ≈ 0.001 in the inner flame brush, which is about
three times higher than the mean OH in the simulation with constant flame structure.
At the same time LES-DCMC predicts a lower level of OH in the outer flame branch.
Hence, the LES-DCMC results appear to be more similar to the integrated OH-PLIF
measurements that found comparable intensity in both flame branches (see Fig 7.14).
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Fig. 7.18 (A) Cut through the stoichiometric mixture fraction iso-surface; coloured by
LES-filtered temperature, heat release rate and mass fractions of OH and CH2O. The
contour in the cut-plane is indicated by a black iso-line. (B) Cut through the reaction
progress variable iso-surfaces c˜ = 0.1 (left) and c˜ = 0.6 (right), coloured by mixture
fraction; the colour of droplets indicates their size.
170
7.4 Results and discussion
Fig. 7.19 Qualitative snapshot of the flame. Contours of OH mass fraction (left) and
temperature (right) indicate the location of the flame. Droplets are only shown in
the cut plane, coloured by droplet temperature. Iso-surfaces of Q-criterion (second
invariant of the velocity gradient tensor) 4 · 107 s−2 indicate the turbulence field.
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DCMC Const. flame str.
Fig. 7.20 Comparison of results from LES-DCMC (left) and LES with space- and
time-invariant flame structure (right), for instantaneous Y˜OH and the time-averaged
fields ⟨YOH⟩, ⟨T ⟩ and ⟨HRR⟩. HRR is given in MW/m3. The white horizontal line
at z = 26 mm indicates the lift-off height obtained from LES-DCMC. A black line
encompasses the region with negative mean HRR in the respective plots.
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7.4.5 Analysis in doubly-conditional space
The previous analysis showed that the evolution of the doubly-conditional flame
structure, solved in space and time by the DCMC equation, had a noticeable effect
on the prediction of OH, HRR and even temperature in the flame. The spatial and
temporal evolution of the flame structure in DCMC is investigated next.
Figure 7.21 shows instantaneous doubly-conditional moments for three different
locations, at the tip, the inner and the outer branch of the flame (see Fig. 7.4). Note
that QCO2 (Fig. 7.6) is fixed in the entire domain according to the definition in Eqn. 3.12.
At the locations A and B the conditional moments of temperature, O2 and OH are
relatively similar. Using the doubly-conditional parametrisation, the conditional means
of major species seem to be less sensitive to location than they are in singly-conditional
CMC. At the same time, significant differences persist for the reaction rates, suggesting
that the balance of minor species are more sensitive to location. Larger differences are
observed when comparing the inner and outer flame branch (locations B and D).
The balance of terms in the DCMC equation is analysed here focusing on the
radical species OH. It was shown previously that solving for the evolution of the flame
structure with DCMC has an effect on the prediction of OH in the inner flame branch.
Figure 7.22 shows the instantaneous terms of the DCMC equation for OH at the
location of the anchoring point of the flame (location A). The conditional moment
QOH itself and ⟨ω˙c|η, ζ⟩ are displayed in Fig. 7.21 (location A). In contrast to singly-
conditional CMC (for instance, Fig. 11 in Zhang & Mastorakos [2017]), the present
case, the terms representative of transport in physical space, advection, dilatation and
diffusion, do not play an important role in the balance of terms. This is in line with
the reduced sensitivity of QOH to spatial location and relatively lower gradients in
physical space, as compared to singly-conditional CMC. This can partly be related to
the fact that this flame does not exhibit a very strong transient behaviour, so that
the flame structure parametrised in doubly-conditional space evolves only gradually in
space. More generally, the progress variable provides an additional degree of freedom
in conditional space that can be seen as representative for the spatial evolution across
the flame. The reduced sensitivity of certain doubly-conditional moments on location
has recently been discussed by Bushe [2018].
Amongst the terms of transport in physical space the diffusion term is more than
one order of magnitude smaller than the advective term (not shown) since more than
95 % of turbulent kinetic energy is resolved by the LES. At the same time molecular
and turbulent diffusion are of comparable size, suggesting that the term of molecular
diffusion in the DCMC equation should not be neglected.
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A B D
Fig. 7.21 Instantaneous doubly-conditional moments from the tip of the flame at
location A (left), the inner flame branch at location B (middle) and the outer flame
branch at location D (right). The dashed vertical line marks ξst.
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The most prominent terms shown in Fig. 7.22 are related to chemical reaction and
Nξ (including ω˙p). This suggests that non-premixed burning modes are important
in the region of the anchoring point of this flame. While the effect of Nc is overall
smaller, the term acts most strongly by transporting OH from intermediate to earlier
stages of the reaction zone (ζ ≈ 0.4). Thus, it establishes the reaction-diffusion balance
responsible for the flame structure in ζ-space that can be expected to have a direct
effect on the conditional reaction rate.
The source term ω˙p represents the diffusion of species Yψ = YCO2 in mixture fraction
space. Since ω˙p is a source term to the conditioning variable c, it appears as an
“advective” term in ζ-space. It is notable that ⟨ω˙p|η, ζ⟩ < 0 for stoichiometric mixture
fraction because ∂2QCO2/∂η2 = ζ(∂2Y EqCO2/∂η2) < 0 for η ≈ ξst.
The direct effect of evaporation on QOH appears to be marginal. The highest spray
source terms occur for hot droplets, but then the doubly-conditional spray source acts
in the fuel-rich region of η-space, where QOH is zero and, thus, is unaffected. However,
evaporative cooling, as indicated by (Qh−Q0h), may affect the chemical reaction balance
indirectly.
As mentioned earlier, the flame structure parametrised in doubly-conditional space
varies much less in time and physical space than usual in conventional singly-conditional
CMC. This is, in particular, true for major species and temperature. The instantaneous
reaction rate is more strongly affected by small changes of SDR and, consequently, larger
variations are observed both in terms of spatial differences and temporal fluctuations.
This is summarised in Fig. 7.23, showing the temporal evolution of the peak value of the
doubly-conditional reaction rate for different locations. First, ⟨ω˙c|η, ζ⟩ is investigated at
the locations A, B and C, which distinguish each other in terms of their axial distance
from the nozzle (Fig. 7.4). Moreover, time-averages of the conditional reaction rate
⟨⟨ω˙c|η, ζ⟩⟩ and the corresponding RMS are shown. At location D, in the outer flame
branch, fluctuations are negligible and the time-averaged conditional reaction rate at
D is identical with the instantaneous one shown in Fig. 7.21.
Since the highest SDRs occur close to the tip of the flame (Fig. 7.15), the re-
gion around location A experiences the highest strain and, thus, exhibits the lowest
conditional reaction rate. For all three locations the RMS values are about 10 %
of the conditional reaction rate’s peak value. Yet the time scales for fluctuations
differ significantly: while they are very fast at location A, the flame around point
C experiences slow transitions over several milliseconds. Secondly, the conditional
reaction rate in various locations with identical radial and axial coordinates but at
different azimuthal locations is studied; A1, A2, A3 and A4 share the same radial and
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Fig. 7.22 Instantaneous term balance for the DCMC equation of QOH for the CMC
cell at location A, (r, z) = (10 mm, 27.5 mm). Also shown is Qh − Q0h, representing
the net effect of the spray term on Qh. The dashed vertical line marks ξst.
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Fig. 7.23 Temporal evolution of ⟨ω˙c|η, ζ⟩ for locations A, B and C (top). For locations
A, B and C time averages of the conditional reaction rate ⟨⟨ω˙c|η, ζ⟩⟩ and the time-based
RMS are shown (middle). Note that the RMS is overlaid with contour lines of the
temporal mean. In comparison, the evolution for the locations A1, A2, A3 and A4
with the same radial and axial position as A, but different azimuthal locations, 0◦, 51◦,
103◦ and 154◦ respectively, are shown (bottom). The dashed vertical line marks ξst.
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axial coordinate with location A and occupy consecutive azimuthal positions. In spite
of the burner’s geometry, the test flame only exhibits rotational symmetry in the mean
sense. Consequently, the behaviour in neighbouring azimuthal locations is similar, but
differences in conditional reaction rate persist at most instances in time.
This analysis demonstrated the following points: (i) gradients of the conditional
means in physical space are greatly reduced due to the doubly-conditional parametri-
sation of the flame structure; (ii) spatial differences and temporal fluctuations of the
conditional means of minor species and reaction rates persist on top of the doubly-
conditional parametrisation, even in the relatively stable test flame studied here; and
(iii) this underlines the necessity for a sufficient resolution in terms of DCMC cells.
7.5 Conclusions
In this chapter an application of the LES-DCMC modelling approach was presented.
Doubly-conditional spray terms have been included in the DCMC equation to introduce
the effect of evaporation on the reaction zone. LES-DCMC was employed to simulate
a lifted spray jet flame using a detailed chemical mechanism for n-heptane fuel. The
study found good agreement between simulation results and experiments in terms of
instantaneous as well as time-averaged flame shape and droplet statistics. In particular,
droplet statistics and lift-off height obtained in the present work were similar to the
predictions with the SF model by Noh et al. [2018].
Analysing iso-contours of stoichiometric mixture fraction showed strong variations
of temperature, heat release rate and species in the inter-droplet region. This showed
that the doubly-conditional parametrisation of the flame allowed to resolve local
effects due to droplet evaporation. At the same time, iso-contours of progress variable
showed that the flame experienced a wide range of mixture compositions, from lean to
very rich, involved in the flame. These variations were associated with both mixture
inhomogeneity in the range from lean to very rich and small-scale variations of reaction
progress.
The DCMC approach allowed for a detailed analysis of the flame and its anchoring
point. In the DCMC equation of OH, the conditional reaction rate was found to be
primarily balanced by the terms associated with the SDR of mixture fraction. This
suggested that non-premixed burning modes are prominent at the anchoring point of
the flame.
Furthermore, it was found that advective and diffusive transport were less important
in DCMC than in the conventional singly-conditional CMC. This is attributed to the
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fact, that the additional dimension in conditional space reduces the dependency of the
flame structure on physical space and the gradients of the doubly-conditional moments
in physical space are lower. While conditional moments of temperature and major
species are similar in large parts of the domain, the conditional reaction rate has a
significant dependence on the location in the flame. Moreover, it exhibits temporal
fluctuations of about 10 % of its local mean, whose time scales depend on the location.
The benefit of solving for the flame structure with DCMC was assessed by comparing
the results from LES-DCMC with a second LES that used a space- and time-invariant
flame structure. While both simulations predicted the same lift-off height, some
differences were found for OH, HRR and temperature in the turbulent inner flame
branch.
179

Chapter 8
Conclusions and Recommendations
8.1 DCMC model development
Doubly Conditional Moment Closure (DCMC) was developed as a modelling approach
for turbulent spray combustion. This approach is founded in the well-established
Conditional Moment Closure (CMC) modelling framework for turbulent combustion.
In contrast to commonly used CMC modelling, the present DCMC formulation is
based on two conditioning variables, mixture fraction and reaction progress variable.
This formulation allows to parametrise the entire range from non-premixed to fully
premixed flames. This is, in particular, necessary in the modelling of spray combustion,
where the interplay of evaporation, mixing and reaction manifests in a diverse palette
of combustion regimes, and premixed and non-premixed burning modes may occur
simultaneously within a single flame.
In Chapter 3 the model derivation and closure were presented. The DCMC equation
was derived using a separated flow model as formalism for the description of multi-phase
flows. In this way the spray source terms were derived, which represent the effect of
evaporation on the flame structure in the DCMC equation. It was attempted to derive
the DCMC equation in a general way, and to relax commonly made assumptions where
possible. Namely the assumption of unity Lewis and the explicit assumption of high
Reynolds number were relaxed, leaving the primary closure hypothesis of CMC as the
main assumption. Therefore, the derivation provides a complete view of the physical
effects on the flame structure and their representation by terms in the DCMC equation,
including differential diffusion and low Reynolds number effects. This may provide the
basis for future modelling efforts.
A set of closure models for the DCMC equation was suggested. The models
were generalisations of commonly used sub-models for singly-conditional CMC, or
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adaptations from other mixture fraction-progress variable approaches. In particular, a
model for the doubly-conditional spray source term was suggested. The model is based
on theoretical considerations and constitutes a generalisation of the δ-function used in
previous work with singly-conditional CMC.
8.2 DCMC-0D
In Chapter 5, the solutions of the DCMC equation were explored in the special case
of spatial homogeneity, denoted as DCMC-0D. Features of the DCMC equation were
discusses. Notably the conditional moment of CO2, the species used as the progress
variable, was fixed in time and space, so that the definition of the progress variable
was automatically satisfied. Moreover, the conditional moments of N2 and enthalpy
are fixed in the case of unity Lewis number and absence of NOx chemistry, and under
adiabatic conditions and in the absence of spray terms.
In an a priori assessment, the results from DCMC-0D were compared to a two-
dimensional manifold constructed of freely-propagating laminar premixed flames. In
the case of small Nξ and using a model for ⟨Nc|η, ζ⟩ based on the tabulation of laminar
premixed flames, DCMC-0D reproduced the flame structure and reaction rate from
the laminar premixed flames reasonably well. This confirms the validity of DCMC,
the solver strategy and the modelling of ⟨Nc|η, ζ⟩ in the limit case of Nξ → 0. An
alternative algebraic model for ⟨Nc|η, ζ⟩ was tested and it was shown that it can provide
reasonable results, in terms of the conditional temperature and reaction rate, if correctly
scaled. The algebraic model does not require the pre-computation of laminar flames
and could be used as a simple alternative to more sophisticated models for predictions
of flame shape and temperature – predicting pyrolysis or pollutant formation may
require a more accurate model for the conditional SDR. The effect of the SDRs on the
reaction rate was examined. Increasing Nc relative to unstrained premixed flames led
to lower conditional reaction rate; a slight increases of Nξ led to a higher peak value of
the conditional reaction rate. These findings are in line with previous work.
The context of DCMC-0D was also used to demonstrate the modelling and effect
of the spray source terms. The effect of spray evaporation on the doubly-conditional
moments of species mass fraction is small. In particular, for CO2 and N2 the spray
terms cancel each other. In contrast, a significant effect is found on the conditional
moment of enthalpy – this is the effect of evaporative cooling. Analysing the term
balance for the Qh equation showed that at steady state, a balance to first order is
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established between the enthalpy spray term, the mixture fraction spray term and the
Nξ term.
8.3 DCMC and RANS of a piloted spray flame
In Chapter 6, DCMC was used in combination with RANS to simulate a piloted
ethanol spray flame at two operating conditions. This constituted the first application
of DCMC to a lab-scale flame. The investigated flames were of the type of propagating
spray flames with similar behaviour to premixed flames, but also with significant
small-scale mixture inhomogeneities. Therefore, this flame posed a suitable test case
for the DCMC method. The velocity field and the droplet distributions showed good
agreement with experimental data and the flame shape prediction was promising in
revealing the experimental trend, due to overall equivalence ratio.
The flame structure and its parametrisation in the doubly-conditional space were
investigated. The doubly-conditional flame structure was found to be relatively insen-
sitive to axial location in the flame. This indicates that the entire flame was nearly
sufficiently parametrised by the doubly-conditional space – a result of a simple flow
field and low turbulence levels. Moreover, strong similarities of the flame structure in
two flames with different overall equivalence ratio suggested that the parametrisation
based on mixture fraction could account for these differences in the overall mixture.
These findings show that the (ξ, c) parametrisation of a flame is very general, and
suggest that a coarse discretisation of the physical space can be sufficient for DCMC.
The term balance of the Reynolds-averaged mean and variance equations for the
conditioning variables was analysed. First, the reaction source term in the c˜′′2 equation
was found to be dominant, and could not be balanced by the SDR given by the linear
relaxation model for passive scalar mixing. This showed the need to use a model for
the SDR of progress variable that takes flame dilatation effects into account. Second,
the presumed shape of the spray source in conditional space was used to close the spray
source terms in the mean and variance equations of mixture fraction and progress
variable, and study their effect on the term balance. Apart from the mean mixture
fraction equation, these source terms have a complicated form and require modelling.
In the ξ˜′′2 equation, the evaporation was the dominant source term and the linear
relaxation model for passive scalar mixing model seemed inadequate to counter-balance
this source term. In the c˜′′2 equation, the evaporation source term was small, and due
to its limited spatial effect it can be neglected. In the c˜ equation, the effect of spray
evaporation is also small, but reflects the principle of conservation of mass for the
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species used as basis for the progress variable, and, thus, should not be neglected. A
simple model for this term was suggested to provide closure without integration of the
spray term in doubly-conditional space. Insight gained from this analysis was used in
Chapter 7.
8.4 LES-DCMC of a lifted spray jet flame
In Chapter 7, the modelling of a spray jet flame with LES-DCMC was presented. This
was the first application of LES with DCMC acting as the SGS combustion model.
The doubly-conditional spray terms have been included in the DCMC equation, thus
introducing the direct effect of evaporation on the reaction zone. The study found
very good agreement between simulation and experiments in terms of instantaneous as
well as time-averaged flame shape and droplet statistics. As a result, the present case
validates the LES-DCMC approach for turbulent spray combustion. Furthermore, since
the present flame is a test case of the Workshop on Turbulent Combustion of Sprays,
which has been simulated with various combustion models, it allows us to benchmark
LES-DCMC. In particular, the droplet statistics and lift-off height obtained in the
present work are similar to the prediction with Stochastic Fields by Noh et al. [2018].
The doubly-conditional parametrisation of the flame structure in DCMC was found
to resolve local small-scale effects of the spray on the flame. These effects manifested
as local instantaneous variations of temperature and heat release rate in regions where
droplets interact with the flame. The variations were associated with both mixture
inhomogeneity in the range from lean to very rich and small-scale variations of reaction
progress. Variations of the latter type can not easily be resolved with singly-conditional
CMC, which demonstrates the need for a doubly-conditional parametrisation of the
flame in the modelling of turbulent spray combustion.
The benefit of solving the DCMC equation online to obtain the temporal and spatial
evolution of the flame structure was assessed by comparing the results obtained from
LES-DCMC with a second LES that used a space and time-invariant flame structure.
While both simulations predicted the same lift-off height, some differences were found
for OH, heat release rate and temperature in the turbulent inner flame branch.
For LES-DCMC, the evolution of the doubly-conditional flame structure in space
and time was investigated in detail. Spatial gradients of the doubly-conditional flame
structure were generally small, and convective transport was found to play a minor role
on the flame structure compared to the effects of micro-mixing and chemical reaction
in the DCMC equation. Notably, the terms of convective transport are less important
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in DCMC than in conventional singly-conditional CMC. Still, micro-mixing affected
the reaction-diffusion balance locally, leading to significant spatial variations of the
conditional reaction rate. Temporal fluctuations of the conditional reaction rate were
approximately 10 % of their time-based mean, and their time scale increasing with
axial distance from the burner nozzle.
Finally, analysing the term balance of the DCMC equation allowed to conclude
that non-premixed burning modes were most prominent at the anchoring point of the
simulated flame. This suggests that the doubly-conditional description of the flame
could be used as the basis to create a metric that reveals the driving mechanism of
flame stabilisation.
8.5 General conclusions
In the present work, the DCMC method for spray flames has been developed and
tested. The doubly-conditional parametrisation of the flame structure was found to
resolve the effects of local instantaneous fluctuations of mixture fraction and progress
variable.
The applications of the DCMC method showed a reduced spatial dependence of
the doubly-conditional flame structure and small spatial gradients of the conditional
moments. Consequently, a very coarse DCMC mesh may still be sufficient to capture
strong transient effects. In the present applications, the DCMC method has already
demonstrated the ability to handle large chemical mechanisms efficiently, due to the
employment of an operator splitting technique. Considering the reduced requirements
in terms of spatial resolution for DCMC, the approach may have the potential for
increased computational efficiency using detailed chemistry.
While this work focused on DCMC as an approach for modelling spray combustion,
it can also be employed to tackle other problems of turbulent combustion modelling.
In principle, the method is “ideally suited for partially premixed flames” [Kronenburg
& Mastorakos, 2011, p. 103]. As such, the present work provides the tool for the
modelling of partially premixed combustion with a CMC method, which had so far
been out of reach. Moreover, the capabilities of DCMC to predict extinction and
ignition has already been demonstrated in a priori studies relative to DNS. This shows
the potential for future applications of the method. At the same time, computational
cost and accuracy gain are important factors to consider.
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8.6 Recommendations
Based on the findings presented in this thesis, the following recommendations for future
work are made.
• Further validation of the DCMC method and the closure sub-models is necessary.
Test flames with partially premixed combustion and cases with extinction and
ignition are particularly recommended.
• Validation of the doubly-conditional sub-models, notably the scalar dissipation
rates, against DNS data is recommended. The sub-models used in the present
work are mostly based on theoretical considerations, but in most cases the models
have not been evaluated against DNS data yet.
• The modelling of the covariance ξ˜′′c′′, its effects on the PDF and the modelling
of the cross-scalar dissipation rate (CDR) should be considered. In LES the
effect of SGS covariance on the local FDF might be small. However, the filtered
CDR may have a significant resolved part and the conditional CDR may play an
important role in the prediction of extinction [Kronenburg, 2004]. Modelling of
the conditional CDR could be performed as suggested in Eqn. 3.78.
• Differential diffusion should be included in the DCMC equation. In cases with
a strongly premixed behaviour, the modelling of differential diffusion would be
required to predict the conditional reaction rate accurately. In order to include
differential diffusion in DCMC, it might be possible to incorporate the suggestions
by Kronenburg & Bilger [1997] and Farrace et al. [2018].
• Further work on spray modelling should focus on the effect of evaporation on
the mixture fraction variance, the conditional spray source terms and the SDR.
The conditional spray source terms have so far only been considered in a small
number of publications. Correct modelling also entails the modelling of PDF and
conditional SDR.
• The findings of the present work suggest that a very coarse discretisation of
physical space can be sufficient for DCMC. Consequently, there is a potential to
increase the computational efficiency considerably if the DCMC grid was adapted
accordingly and coarsened in regions with small gradients. This optimisation
strategy should be considered to conduct large-scale simulations with detailed
chemistry.
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• From a theoretical point of view, the treatment of the parts of the conditional
space with zero probability should be examined, since it is not clear how to
model advective and diffusive fluxes in this case. This is already a significant
question for LES-CMC where CMC cells are small, as pointed out by Kronenburg
& Mastorakos [2011, p. 113f]: for instance, CMC cells far from the fuel injection
may have close-to-zero probability of finding fluid with finite mixture fraction.
The issue becomes even more important in DCMC: for instance, a DCMC cell
upstream of a lifted flame has zero probability of finding mixture with finite
progress variable. Hence, the PDF is zero in most of the doubly-conditional
space.
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Appendix A
Derivation of LES-DCMC
A.1 Introduction
For completeness, this Appendix contains additional comments and definitions required
for the derivation of the DCMC equation in the LES framework. The derivation of
LES-DCMC is based on the definition of the conditional filter [Bushe & Steiner, 1999].
In the present doubly-conditional case, the conditionally filtered value of an arbitrary
flow variable F is defined as
⟨F (x, t)|η, ζ⟩ =
∫
V F (x′, t) δ(η − ξ(x′, t)) δ(ζ − c(x′, t)) G(x− x′) dV ′
p(η, ζ;x, t) (A.1)
where G is the LES-filter and p(η, ζ;x, t) is the filtered density function (FDF). In the
conditional filtering procedure the fine-grained PDF occurs, which is defined as
Ψ(η, ζ;x, t) ≡ δ(η − ξ(x, t)) δ(ζ − c(x, t)) (A.2)
In the LES-framework the FDF takes the role of a spatially filtered PDF. The FDF
was first defined by Pope [1991]. In the present doubly-conditional case, the FDF is
defined as
p(η, ζ;x, t) =
∫
V
Ψ(η, ζ;x′, t) G(x− x′) dV ′ (A.3)
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A.2 Derivation
First, phase-weighted and density-weighted filtering are introduced. The conditional
filter which considers volume elements in both phases is defined as
⟨F (x, t)|η, ζ⟩ =
∫
V F (x′, t) Ψ(η, ζ;x′, t) G(x− x′) dV ′
p(η, ζ;x, t) (A.4)
where p is the corresponding FDF, which considers volume elements in both phases. It
is defined as
p(η, ζ;x, t) =
∫
V
Ψ(η, ζ;x′, t) G(x− x′) dV ′ (A.5)
The conditional filter which only considers volume elements in the gaseous phase is
defined as
⟨F (x, t)|η, ζ⟩ =
∫
V θ(x′, t) F (x′, t) Ψ(η, ζ;x′, t) G(x− x′) dV ′
⟨θ(x, t)|η, ζ⟩ p(η, ζ;x, t)
(A.6)
where ⟨θ(x, t)|η, ζ⟩ is the conditionally filtered phase-indicator function.
The density-weighted filter of the gaseous phase (only considering volume elements
in the gas phase) is defined as
˜⟨F (x, t)|η, ζ⟩ =
∫
V θ(x′, t) ρ(x′, t) F (x′, t) Ψ(η, ζ;x′, t) G(x− x′) dV ′
⟨θ(x, t)|η, ζ⟩ ⟨ρ(x, t)|η, ζ⟩ p(η, ζ;x, t)
(A.7)
The FDF of the gas phase is defined as
p¯(η, ζ;x, t) = ⟨θ(x, t)|η, ζ⟩ p(η, ζ;x, t)
θ(x, t)
(A.8)
The density-weighted FDF of the gas phase is defined as
p˜(η, ζ;x, t) = p¯(η, ζ;x, t) ⟨ρ(x, t)|η, ζ⟩
ρ¯(x, t) (A.9)
Applying the filter (over all phases) to the fine-grained PDF leads to the following
result. First the definitions of the phase-weighted and density-weighted filtering were
applied. Then the definition of the density-weighted FDF of the gas phase was used to
re-arrange the result.∫
V
θρFΨG dV ′ = ⟨θ|η, ζ⟩ ⟨ρ|η, ζ⟩ ˜⟨F |η, ζ⟩ p = θρ¯ ˜⟨F |η, ζ⟩p˜ (A.10)
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The DCMC equation is derived starting form the transport equation of the fine-
grained PDF (Eqn. 3.31) and Eqn. 3.38. The LES-filter is applied, i.e. the equations
are multiplied with G and volume-integrated. If the filter width ∆ is constant in time
and independent of space, the filter commutes with differentiation in time and space.
The filter is independent of η and ζ and thus commutes with the differentiation in
conditional space. This leads to the following equations.
∂
∫
V θρΨG dV ′
∂t
+∇ · (
∫
V
θρuΨG dV ′) =
− ∇ ·
(
∂
∂η
(
∫
V
ΨGθρD∇ξ dV ′)
)
−∇ ·
(
∂
∂ζ
(
∫
V
ΨGθρD∇c dV ′)
)
− ∂
2
∂η2
(
∫
V
ΨGθρNξ dV ′)− ∂
2
∂ζ2
(
∫
V
ΨGθρNc dV ′)
− 2 ∂
2
∂η∂ζ
(
∫
V
ΨGθρNξc dV ′)− ∂
∂ζ
(
∫
V
ΨGθρω˙∗c dV ′)
− ∂
∂η
(
∫
V
ΨGρS−ξ dV ′)−
∂
∂ζ
(
∫
V
ΨGρS−c dV ′) +
∫
V
ΨGρΠ
(A.11)
∂
∫
V θρYαΨG dV ′
∂t
+∇ · (
∫
V
θρuYαΨG dV ′) = ∇ · (
∫
V
ΨGθρDα∇Yα dV ′)
− ∇ ·
(
∂
∂η
(
∫
V
ΨGθρYαD∇ξ dV ′)
)
−∇ ·
(
∂
∂ζ
(
∫
V
ΨGθρYαD∇c dV ′)
)
+ ∂
∂η
(
∫
V
ΨGθρ(D +Dα)∇ξ · ∇Yα dV ′)
+ ∂
∂ζ
(
∫
V
ΨGθρ(D +Dα)∇c · ∇Yα dV ′)
− ∂
2
∂η2
(
∫
V
ΨGθρYαNξ dV ′)− ∂
2
∂ζ2
(
∫
V
ΨGθρYαNc dV ′)
− 2 ∂
2
∂η∂ζ
(
∫
V
ΨGθρYαNξc dV ′)
+
∫
V
ΨGθρω˙α dV ′ − ∂
∂ζ
(
∫
V
ΨGθρω˙∗c dV ′) +
∫
V
ΨGρYαΠ dV ′
+
∫
V
ΨGρYαVˆα dV ′ − ∂
∂η
(
∫
V
ΨGρS−ξ dV ′)−
∂
∂ζ
(
∫
V
ΨGρS−c dV ′)
(A.12)
Using the definitions of the conditional filter operations, and the phase-weighted
and density weighted FDF, the LES-filtered PDF transport equation and LES-filtered
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DCMC equation take the same form as Eqns 3.37 and 3.39 respectively. Further
operations carried out in Section 3.3 are identical in both cases. Thus, the derivation
of the DCMC equation in the LES-framework leads to the same result as obtained in
Section 3.3 (Eqn. 3.49) and for the Qh equation (Eqn. 3.57).
A.3 Summary
This Appendix gave details about the derivation of the DCMC equation in an LES-
framework. The conditional filtering procedures were introduced, analogue to averaging-
procedures presented in Section 3.3. It was shown that the LES-filtered DCMC equation
takes the same form as the equation derived in Section 3.3, if the LES-filter commutes
with differentiation in time and space.
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Appendix B
DCMC Equation with an
Alternative Progress Variable
B.1 Introduction
For the purpose of generality, in this Appendix we present the DCMC-0D equation
where the boundaries at ζ = 0 and 1 are not fixed to the mixing line and the equilibrium
composition respectively, but are left to evolve in time and space. This extension
may be useful in flames with non-adiabatic effects or cases where the equilibrium
composition is not representative.
B.2 Derivation
Alternatively to a general definition of reaction progress variable by Bray et al. [2005],
a progress variable can be defined relative to burned composition that is only valid
locally and at a given time instant. Note that this is not a reaction progress variable
in the common sense, since 1 does not necessarily represent fully burnt mixture. To
avoid confusion we denote it as c† defined as,
c†(x, t) = c†ψ(ξ(x, t), Yψ(x, t);x, t) =
Y 0ψ (ξ(x, t);x, t)− Yψ(x, t)
Y 0ψ (ξ(x, t);x, t)− Y 1ψ (ξ(x, t);x, t)
(B.1)
where Y 0ψ and Y 1ψ , denoting the composition for c† = 0 and 1 respectively, are allowed
to change in time and space.
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The transport equation for c†, ignoring spray terms for simplicity, is
∂θρc†
∂t
+∇ · (θρc†u) = ∇ · (θρDc∇c†)
+ θρ
∂Yψ/∂c†
[
ω˙ψ +Nξ
∂2Yψ
∂ξ2
+ 2Nξc
∂2Yψ
∂ξ∂c†
+Nc
∂2Yψ
∂c†2
]
− ρ
∂Yψ/∂c†
[
u · ∇Yψ + ∂Yψ
∂t
] (B.2)
Since c† evolves linearly between Y 0ψ = Yψ|c=0 and Y 1ψ = Yψ|c=1,
∂Yψ
∂t
= c†∂Yψ
∂t
∣∣∣∣
c†=1
+ (1− c†)∂Yψ
∂t
∣∣∣∣
c†=0
(B.3)
∇Yψ = c†∇Yψ
∣∣∣
c†=1
+ (1− c†)∇Yψ
∣∣∣
c†=0
(B.4)
The apparent reaction rate then becomes,
ω˙†c =
1
∂Yψ/∂c†
[
ω˙ψ +Nξ
∂2Yψ
∂ξ2
+ 2Nξc
∂2Yψ
∂ξ∂c†
+Nc
∂2Yψ
∂c†2
]
− ρ
∂Yψ/∂c†
[
u · ∇Yψ + ∂Yψ
∂t
] (B.5)
Re-deriving the DCMC equation for this new definition of c†, it remains unchanged,
except for ω˙∗c being replaced by ω˙†c . In order to show the changes to the DCMC
equation we consider the simple case of DCMC-0D and focus on temporal variations.
∂Qα
∂t
= ⟨Nξ|η, ζ⟩∂
2Qα
∂η2
+ 2⟨Nξc|η, ζ⟩∂
2Qα
∂η∂ζ
+ ⟨Nc|η, ζ⟩∂
2Qα
∂ζ2
− ∂Qα
∂ζ
1
∂Qψ/∂ζ
[
⟨Nξ|η, ζ⟩∂
2Qψ
∂η2
+ 2⟨Nξc|η, ζ⟩∂
2Qψ
∂η∂ζ
+ ⟨Nc|η, ζ⟩∂
2Qψ
∂ζ2
]
+ ⟨ω˙α|η, ζ⟩ − ∂Qα
∂ζ
1
∂Qψ/∂ζ
⟨ω˙ψ|η, ζ⟩
− ∂Qα
∂ζ
1
∂Qψ/∂ζ
∂Qψ
∂t
(B.6)
where
∂Qψ
∂t
= ζ ∂Qψ
∂t
∣∣∣∣
ζ=1
+ (1− c)∂Qψ
∂t
∣∣∣∣
ζ=0
(B.7)
Solving this equation the Dirichlet boundary conditions at ζ = 0 and 1 can be replaced
by the boundary conditions imposing ∂Qα/∂ζ = 0 and ∂2Qα/∂ζ2 = 0.
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B.3 Summary
The DCMC equation was re-derived using an alternative definition of the reaction
progress variable, which is not normalised by constant mixing line and equilibrium
composition, but instead allows for a time and space dependent normalisation. This
allows to relaxes the assumption of constant Dirichlet boundary conditions at ζ = 0
and 1, which could be necessary, for instance, in non-adiabatic cases.
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Appendix C
Assessment of DCMC Operator
Splitting Errors
C.1 Introduction
In this Appendix the operator splitting procedure of the DCMC solver is assessed.
The operator splitting procedure is described in Section 4.5. In the first sub-step the
transport in physical space is solved, in the second sub-step the transport in conditional
space is integrated and in the third sub-step the chemical reaction is computed.
In this Appendix only the second and third sub-steps are assessed using DCMC-0D.
In Chapter 7 it is shown that gradients of the conditional means in physical space are
small and the convective transport terms do not play an important role in the balance
of terms in the DCMC equation. Therefore, it can be expected that the first sub-step
does not contribute strongly to the total splitting errors.
C.2 Approach
In conventional CMC, the accuracy of operator splitting is often assessed using the auto-
ignition delay or the critical SDR leading extinction. Conversely, in DCMC ignition and
extinction transients are parametrised by the second conditioning variable Kronenburg
[2004], and temporal variations of the doubly-conditional moments are gradual and
much smaller than in conventional CMC. As a result, ignition/extinction events cannot
be identified as a strong transient of the doubly-conditional flame structure, and a
different strategy needs to be used.
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In order to assess the operator splitting errors, the step response of the DCMC-0D
to a change of the SDR is investigated. Operator splitting errors are decrease for
smaller time steps. The standard DCMC time step used in the present work was
∆t1 = 10−6 s. Splitting errors are assessed by comparing against computations with
the smaller time step ∆t2 = 10−7 s. The initial conditional is the steady-state solution
for DCMC-0D presented in Section 5.3 with ⟨Nξ|η, ζ⟩ = 2 × Gξ and ⟨Nc|η, ζ⟩ = N0c
(Fig 5.3, left).
The following metric is defined
∆Q = Q∆t1 −Q∆t2 (C.1)
where Q∆t1 is the conditional moment computed with ∆t1 = 10−6 s, and Q∆t2 with
∆t2 = 10−7 s. Assuming that splitting errors is much smaller in the case of ∆t2, ∆
provides an estimate of the operator splitting error.
C.3 Results
Figure C.1 (left) shows responses to several step changes of ⟨Nc|η, ζ⟩, alternating
between 1×N0c and 2×N0c ; Fig. C.1 (right) shows response to step changes of ⟨Nξ|η, ζ⟩
between 2×Gξ and 20×Gξ. These values of the SDRs correspond to the states studied
in Fig. 5.4.
The conditional reaction rate is used in this comparison because it is most sensitive
to changes of the SDR. For the smaller time step, and consequently lower splitting
errors, a slightly slightly higher conditional reaction rate is achieved. The evolution of
max(⟨ω˙c|η, ζ⟩) is very similar for both time steps; the difference is less than 2 %. It
is notable that the operator-splitting error during the transient is comparable to the
error in the steady state. This is confirmed by the time-evolution of max(∆⟨ω˙c|η, ζ⟩),
which measures the largest difference between the conditional reaction rate obtained
for both time steps. Therefore, it provides an upper limit for the error of the mean (or
filtered) values of the reaction rate and temperature. Furthermore, the evolution of
max(∆⟨ω˙c|η, ζ⟩) shows that the operator-splitting error is stable and does not increase
in time.
Figure C.2 shows the effect of the operator-splitting error in doubly-conditional
space for the reaction rate and the temperature. The local relative error, ∆QT/QT ,
is less than 2 % in the entire conditional space. Local relative errors for ⟨ω˙c|η, ζ⟩ are
larger in certain regions up to 2.5 %. The local OS error ∆⟨ω˙c|η, ζ⟩ seems to be strongly
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Fig. C.1 Effect of the time step on the step response of DCMC-0D for changes of
⟨Nc|η, ζ⟩ (left) and ⟨Nξ|η, ζ⟩ (right). The black dot marks the initial value.
Fig. C.2 Estimate of the OS error ∆ for the conditional reaction rate and temperature
for computations with ∆t = 10−6 and 10−7 s. Instantaneous values for test 1 (Fig. C.1),
t = 0.4 · 10−3 s. The surface plot for ∆ is overlaid with contour lines of the conditional
variable itself. Contour lines are spaced in steps of 1000 s−1 for ω˙c and 300 K for T .
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related to the conditional reaction rate ⟨ω˙c|η, ζ⟩ itself. The error has a positive sign
where ∂⟨⟨ω˙c|η, ζ⟩/∂ζ > 0 and is negative where ∂⟨⟨ω˙c|η, ζ⟩/∂ζ < 0. This may suggest
that the first-order scheme used for ∂Q/∂ζ contributes strongly to the OS errors.
C.4 Summary and discussion
The operator splitting error of the DCMC solver were investigated. In DCMC, operator
splitting is essential due to the large number of nodes required for the discretisation
of the doubly-conditional space. It was shown that the OS strategy employed in
this work kept the OS error bounded at approximately 2 %. The findings of this
study suggest that the advective term in progress variable space, ⟨ω˙c|η, ζ⟩ ∂Qα/∂ζ,
contributes strongly to the OS error.
The accuracy demonstrated for the OS strategy is sufficient for the stable test
flames studied in the present work. For LES-DCMC (Ch. 7) it was shown that the
temporal fluctuations were weak. For flames with strong transient behaviour, the OS
strategy should be re-evaluated. Potentially, a fractional step or different splitting
strategy are necessary.
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Appendix D
SGS Effects of Spray Evaporation
D.1 Introduction
In this Appendix, the modelling of the effect of droplet evaporation on the sub-grid
scale (SGS) variance of mixture fraction is assessed. The correct prediction of the SGS
variance of mixture fraction is essential for all presumed PDF methods. In LES of
single-phase flows the SGS variance is often modelled, assuming local equilibrium of
production and dissipation [Pierce & Moin, 1998].
In two-phase flows, the mixture fraction is also generated by evaporation. Unresolved
scalar gradients around the droplet and their interaction with the unresolved scales of
turbulence leads to an additional source of SGS variance. The SGS variance equation
of mixture fraction in a dilute two-phase flow is
∂ρ¯ξ˜′′2
∂t
+∇ · (ρ¯u˜ξ˜′′2) = ∇ ·
(
ρ¯(DT + D¯)∇ξ˜′′2
)
+ 2ρ¯(DT + D¯)∇ξ˜ · ∇ξ˜ − 2ρ¯N˜ξ
+ 2ρ¯
(
ξ˜Π − ξ˜Π˜
)
− ρ¯
(
ξ˜2Π − ξ˜2Π˜
) (D.1)
Two spray source terms appear in the third line. In most LES of two-phase flows, the
effect of these source terms is not considered, e.g. Apte et al. [2009], Chrigui et al.
[2012] and Ukai et al. [2013].
In an a priori study Pera et al. [2006] found a significant effect of the spray
evaporation on the SGS variance of mixture fraction, and developed an algebraic model,
based on the assumption of local equilibrium,
2ρ¯DT∇ξ˜ · ∇ξ˜ − 2ρ¯N˜ξ,sgs + 2ρ¯
(
ξ˜Π − ξ˜Π˜
)
= 0 (D.2)
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where the SDR was modelled as N˜ξ = D¯∇ξ · ∇ξ + N˜ξ,sgs with the SGS contribution
N˜ξ,sgs ∝ (∆2/νT )ξ˜′′2 (Eqn. 4.61), and the second spray source term was neglected. This
leads to the following algebraic model for the SGS variance
ξ˜′′2 ∝ ∆2∇ξ˜ · ∇ξ˜ + 2
(
ξ˜Π − ξ˜Π˜
) ∆2
νT
(D.3)
The spray term was modelled as (ξ˜Π − ξ˜Π˜) ∝ ξ˜′′2(Π˜/ξ˜) following the suggestion by
Hollmann & Gutheil [1996].
More recently, De & Kim [2013], Tyliszczak et al. [2014] and Giusti & Mastorakos
[2017] considered the effect of spray evaporation on the SGS variance, including the
source terms in the transport equation for the SGS variance. De & Kim [2013] observed
significantly higher SGS variance when the spray source terms were included, and a
necessity for a higher SDR model constant to balance the addition variance source.
Giusti & Mastorakos [2017] pointed out that both spray terms need to be considered
since they may be of comparable size1.
De & Kim [2013] closed the spray source terms with an exact relation, similar to the
model suggested by Demoulin & Borghi [2000]. A similar approach was also followed
by Tyliszczak et al. [2014] and Giusti & Mastorakos [2017], who modelled the spray
term as
ξ˜Π = ⟨ξs⟩Π˜, ξ˜2Π = ⟨ξs⟩2Π˜ (D.4)
where ξs is the mixture fraction at the droplet surface, which can be approximated by
the fuel mass fraction at the droplet surface.
In simulations presented in Chapter 7, the spray effect on the SGS variance was
not included. In this Appendix, the effect of the spray terms on the case considered in
Chapter 7 is considered. For this investigation, the LES is performed using a space
and time-invariant two-dimensional manifold is used as a SGS combustion model (see
Section 7.4.4). Other simulation settings are as detailed in 7.
D.2 Case 1
First, the case is investigated, where the spray source terms are included in the SGS
variance equation, while the standard linear relaxation model for Nξ,sgs (Eqn. 4.61) is
used – this corresponds to the configuration used by Giusti & Mastorakos [2017].
1A. Giusti: personal communication, 20 August 2018
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Fig D.1 (top) shows the results of the simulation. The flame structure is substantially
changed compared to the results in Chapter 7. Instantaneous and time-averaged OH
mass fraction does not exhibit two branches any more. Instead, the whole flame is
filled with varying mass fraction of OH, but the level is much lower. The agreement
with the experimental observation is significantly worsened compared to the results
obtained without the additional spray terms.
The difference between the present case and the study by Giusti & Mastorakos
[2017], who successfully included the spary source term, is the level of turbulence
in the region where evaporation takes place. In the previous studies, the level of
turbulence was high and the linear relaxation model, Nξ,sgs ∼ ξ˜′′2/τT , dissipated the
variance produced by the spray terms. In the present case, the droplet also evaporate
in quasi-laminar flow, where the linear relaxation model predicts close-to-zero SDR
and cannot counter-balance the source term.
D.3 Case 2
A second simulation with spray source terms included is performed. Instead of the
standard linear relaxation model, the following ad hoc correction is introduced,
N˜ξ = D¯∇ξ˜ · ∇ξ˜ + 12 max
(
CNT
µsgs
∆2 , CNL
µ¯
∆2
)
ξ˜′′2 (D.5)
where CNT = 42, and for the purpose of this demonstration CNL = 1.
This model reflects that in absence of turbulent mixing, small-scale scalar fluctua-
tions are still dissipated by molecular diffusion. To consider this effect a second time
scale is introduced ∝ ∆2/µ¯, beside the turbulent eddy turn-over time, ∆2/µsgs, in the
standard linear relaxation model. In the modified SDR model, the minimum of the two
time scale is chosen. This ensures that in a turbulent flow the correction for molecular
diffusion is without effect. Only when turbulent time scale is longer than the molecular
time scale this correction starts to act. A correction of this type was first used by De
& Kim [2013].
Figure D.1 shows the results, in comparison to the Case 1. The SGS variance is
higher than in the LES-DCMC simulation in Ch. 7, but lower than in the case without
modified SDR model. The LES results show the characteristic flame shape with an
outer and an inner flame branch observed in the experiment and in Ch. 7. At the same
time, the lift-off height is slightly increased compared to Ch. 7. This could be due to
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+ ξ˜′′2 spray term
standard Nξ,sgs
+ ξ˜′′2 spray term
modified Nξ,sgs
Fig. D.1 Comparison of results with the ξ˜′′2 spray source term. The white horizontal
line indicates the lift-off obtained with LES-DCMC in Ch. 7.
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the slower heating of the droplets at contact with the flame, caused by the increased
SGS variance and lower temperature in the near field of the droplets.
D.4 Summary and discussion
In this Appendix the effect of spray source terms in the transport equation of the
SGS variance of mixture fraction was investigated. In general the SGS variance of
mixture fraction impacts on the flame in two ways: (i) direct effects of the variance are
related to the PDF and impact on the resolved temperature, species and reaction rate,
and (ii) indirect effects of the variance on the SDR and from the SDR on the flame
structure. Using LES with constant flame structure, effects of the second type cannot
be investigated in this Appendix. These effect would crucial, for instance, for the
correct prediction of extinction and require the online solution of the flame structure,
but are not in the scope of the present investigation.
The present study found increased levels of SGS variance due to the inclusion of the
spray source terms. The standard linear relaxation model for Nξ,sgs was found to be
insufficient to balance the production of variance in the case of low-intensity turbulence.
An ad hoc correction was suggested. The modified SDR model considering the time
scale of molecular mixing, besides the eddy turn-over time. Using the modified SDR
model reasonable results were achieved, but the lift-off height increased slightly.
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