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TYPE II BLOW UP SOLUTIONS WITH OPTIMAL STABILITY
PROPERTIES FOR THE CRITICAL FOCUSSING NONLINEAR WAVE
EQUATION ON R3`1
STEFANO BURZIO, JOACHIM KRIEGER
Abstract. We show that the finite time type II blow up solutions for the energy
critical nonlinear wave equation
u “ ´u5
on R3`1 constructed in [26], [25] are stable along a co-dimension one Lipschitz
manifold of data perturbations in a suitable topology, provided the scaling pa-
rameter λptq “ t´1´ν is sufficiently close to the self-similar rate, i. e. ν ą 0
is sufficiently small. This result is qualitatively optimal in light of the result of
[23]. The paper builds on the analysis of [19].
1. Introduction
The critical focussing nonlinear wave equation on R3`1 given by
u “ ´u5,  “ ´B2t ` 4, (1.1)
has received a lot of attention recently as a key model for a critical nonlinear wave
equation displaying interesting type II dynamics, the latter referring to energy class
Shatah-Struwe type solutions upt, xq which have a priori bounded 9H1 norm on their
life-span I, i. e. with the property
sup
tPI
››∇t,xupt, ¨q››L2x ă 8. (1.2)
Throughout the paper, we shall be interested exclusively in the case of radial so-
lutions. In that case, a rather complete abstract classification theory for type II
dynamics in terms of the ground state
Wpxq “ 1`
1` |x|23
˘ 1
2
has been developed in [11], see the discussion in [19]. On the other hand, the first
’non-trivial’ type II dynamics, were constructed explicitely in [24], [26], [25], [5],
[7] . As far as finite time type II blow up solutions are concerned, the issue of their
stability properties has been shrouded in some mystery. The fact that there is a
continuum of blow up rates in the works [26], [25], seemed to suggest that these
solutions, and maybe also their analogues for critical Wave Maps and other models,
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such as in [27], [28], are intrinsically less stable than ’generic type II blow ups’, and
that the requirement of optimal stability of some sort may in fact single out a more
or less unique blow up dynamics for type II solutions. An example of ’optimally
stable’ type II blow up was exhibited in the context of the 4`1-dimensional critical
NLW in the work [14], see also the brief historical comments in [19]. Note that the
linearisation of (1.1) around the ground state W has a unique unstable eigenmode
φd, and in accordance with this, [14] exhibits a co-dimensional one manifold of
data perturbations of W (in the 4 ` 1-dimensional context) resulting in the stable
blow up.
In this article we show that the solutions constructed in [26], [25], corresponding
to λptq “ t´1´ν and with ν ą 0 small enough are also optimally stable in a suitable
sense. However, due to the fact that these solutions are only of finite regularity,
and in effect experience a shock along the light cone centered at the singularity, an
appreciation of our result requires carefully reviewing the nature of them.
1.1. The type II blow up solutions of [26], [25]. Solutions of (1.1) are divided
into those of type II, satisfying (1.2), as well as solutions of type I which violate this
condition. The celebrated result in [11] provides a general criterion characterising
abstract radial type II solutions in terms of the ground states ˘Wpxq. In particular,
assuming that upt, xq is a type II solution of (1.1) which is radial and develops a
singularity at time t “ T , then near T , we can write
upt, xq “
Nÿ
j“1
κ jWλ jptqpxq ` pt, xq, Wλpxq “ λ
1
2 Wpλxq, (1.3)
where pt, xq can be extended continuously as an energy class solutions past the sin-
gularity t “ T , κ j “ ˘1, limtÑT pT´tqλ jptq “ `8, and limtÑT
ˇˇ
logp λ jptq
λkptq
ˇˇ “ `8,
provided j , k.
We note here that this appears the only result for a non-integrable PDE where this
kind of a continuous in time solution resolution has been proved.
We also observe that the solutions in [26], [25], [7] appear to be the only known
finite time type II blow up solutions for (1.1), all with N “ 1, and that in fact solu-
tions of the form (1.3) with N ě 2 are not known at this time (and might not exist).
We now detail briefly these specific blow up solutions. Let ν ą 0, but otherwise
arbitrary, and denote λptq “ t´1´ν.
Theorem 1.1. ([26], [25]) There is t0 ą 0 and a radial solution uνpt, xq of the form
uνpt, xq “ Wλptqpxq ` ηpt, xq,
where the term1 ηpt, ¨q P H1` ν2´, ηtpt, ¨q P H ν2´ for any t P p0, t0s, and we have the
asymptotic vanishing relation
lim
tÑ0
ż
|x|ăt
rˇˇ∇t,xηˇˇ2 ` 16η6s dx “ 0.
1The notation H s´ means in any H s1 , s1 ă s.
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The correction term η satisfies η|t|x|ătu P C8, while it is only of regularity H1` ν2´
across the light cone. In fact, there is a splitting ηpt, xq “ ηept, xq ` pt, xq, with
(here N may be picked arbitrarily large, depending on the number of steps used to
construct ηe) ››pt, ¨q››
H1`
ν
2´ `
››tpt, ¨q››H ν2´ ă tN ,
and such that using the new variables R “ λptqr, r “ |x|, a “ rt , there is an
expansion near a “ 1 of the form
ηept, xq “ λ
1
2
pλtq2 ¨
ÿ
lě0
ÿ
0ďkďkplq
clpa, tqplog RqkR1´l, (1.4)
and such that
clpa, tq “ qplq0 pt, aq `
8ÿ
i“1
p1´ aqβpiq`1
jpiqÿ
j“0
qplqi j pt, aq
`
logp1´ aq˘ j. (1.5)
Here the coefficients qplq0 pt, aq, qplqi j pt, aq are of class C8, while the exponents βpiq
are of the form
βpiq “
ÿ
kPKi
`p2k ´ 3
2
qν´ 1
2
q˘` ÿ
kPK1i
`p2k ´ 1
2
qν´ 1
2
q˘
for suitable finite sets of positive integers Ki,K1i . In particular, βpiq ě ν´12 . The
sums in (1.4), (1.5) are absolutely convergent, and the most singular terms in (1.5)
are of the form
p1´ aq ν`12 logp1´ aq.
We observe that a similar asymptotic expansion as in (1.4), (1.5) near a “ 1 may
also be inferred for the error pt, xq, and thus the singularity of ηpt, xq is indeed
confined exactly to the forward light cone |x| “ t centered in the singularity, see
[25]. However, the methods for determining ηept, xq and pt, xq differ importantly.
The first is in fact obtained by approximating the wave equation by a finite number
of elliptic equations approximating the wave equation in a suitable sense, while the
second quantity is obtained as solution of a wave equation via a suitable parametrix
method. Both of these techniques will play an important role in this paper. We
shall see next that the limited regularity and more precisely the shock across the
light cone entails a certain rigidity for such solutions, which will be reflected in
terms of the stability properties of this kind of blow up.
1.2. The effect of symmetries on the solutions of Theorem 1.1. In the sequel,
we shall assume 0 ă ν ! 1. Restricting to the radial setting, the symmetry group
acting on solutions of (1.1) is restricted to time translations as well as scaling trans-
formations upt, xq ÝÑ λ 12 upλt, λxq, and it is then natural to subject the special so-
lutions uνpt, xq to such transformations. Let us consider the effect on the principal
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singular term, which is of the schematic form
λ
1
2 ptq
pλptq ¨ tq2 ¨R logp1`R
2q ¨ p1´aq 12` ν2 logp1´aq, a “ r
t
, R “ λptqr, λptq “ t´1´ν.
Calling this term ηppt, xq, we find by simple inspection that for T , 0
ηppt, ¨q ´ ηppt ´ T, ¨q P H1`
ν
2´
loc
and this is in effect optimal, i. e. the preceding difference is in no Hsloc for any
s ě 1 ` ν2 . This is of course simply due to the fact that time translating uν will
shift the forward light cone on which the solution experiences a shock, and so
the difference will be no smoother than uν. The same phenomenon occurs for the
difference
ηppt, xq ´ λ 12 ηppλt, λxq, λ , 1.
What we shall intend in this article is to consider smooth perturbations of the
solutions uνpt, xq, i. e. consider the evolution corresponding to the initial data on
the time slice t “ t0
uνrt0s `
`
0, 1
˘
, uνrt0s “
`
uνpt0, ¨q, Btuνpt0, ¨q
˘
,
where
`
0, 1
˘ P H 32`pR3q ˆ H 12`pR3q, in a way made more precise in the sequel,
see section 1.5. In particular, we see that the differences
uνrt0 ´ T s ´ uνrt0s, uν,λrt0s,´uνrt0s, T , 0, λ , 1,
are not of this form, since 1 ` ν2 ă 32` for ν ! 1. In Figure 1 below we have
plotted the leading behavior of the function uνpt, xq, the shock along the forward
light cone generated from the origin is evident. Moreover, in Figure 2 one can see
that the difference uνrt0 ´ T s ´ uνrt0s manifest cusp type singularities at |x| “ t0
and |x| “ t0 ´ T .
Figure 1. Graph of uνpt, xq for t ą 0 and ν “ 0.1.
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Figure 2. Graphs of initial data with ν “ 0.1, t0 “ 2, and T “ 1.
This reveals that the role of the symmetries in describing the evolutions of the
data
uνrt0s `
`
0, 1
˘
,
`
0, 1
˘ P H 32`pR3q ˆ H 12`pR3q, (1.6)
is not a priori clear, and in fact, we shall show that the blow up corresponding to
(a certain subclass of) such data perturbations takes place in the same space-time
location and with the same scaling law, which may sound paradoxical at first, but
is explained by the role of the topology of the data.
In fact, what our main result shall reveal, and what is also borne out by the re-
sult [24], while the abstract general classification theory by Duyckaerts-Kenig-
Merle takes place in the largest possible space H1 in which the problem (1.1) is
well-posed, an understanding of the precise possible dynamics (involving blow up
speeds, stability properties, etc) rely crucially on finer topological properties of the
data in spaces more restrictive than H1. It is conceivable that such considerations
have much broader applicability for certain nonlinear hyperbolic problems.
1.3. Conditional stability of type II solutions. Before stating the main theorem
of this paper about stability properties of the solutions in Theorem 1.1 with ν ! 1,
we place it briefly into a broader context. It is intuitively clear that when analysing
the stability of any of the type II solutions in (1.3) with N “ 1, say, the linearisation
of the equation (1.1) around W, and thence the operator2
L “ ´B2R ´ 5W4pRq, WpRq :“
1
p1` R23 q
1
2
, (1.7)
2It arises by passing from radial upxq “ vpRq to RvpRq, R “ |x|
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will play a pivotal role. This operator, when restricted to functions on r0,8q with
Dirichlet condition at R “ 0, has a simple negative eigenvalue ξd ă 0 (the subscript
d referring to ’discrete spectrum’), and a corresponding L2-normalized positive
ground state φd with
Lφd “ ξdφd,
see [24], [26]. This mode will cause exponential growth for the linearised flow
eit
?L, and only a co-dimension one condition will ensure that the forward flow will
remain bounded. That a corresponding center-stable manifold may be constructed
for perturbations of type II solutions for the nonlinear problem (1.1) was first shown
in the context of the special solution upt, xq “ Wpxq and perturbations in a topology
which is significantly stronger than H1 in [24], and later in vastly larger generality
(for perturbations of only regularity 9H1) in [23]. Here we let upt, xq be a general
solution of regularity 9H1, which may be obtained as limit of a sequence of smooth
solutions. We shall refer to such solutions as ’Shatah-Struwe solutions’.
Theorem 1.2. ([23]) Let
upt, xq “ Wλptqpxq ` vpt, xq (1.8)
be a type II blow up solution on I ˆ R3 for (1.1), such that
sup
tPI
››∇t,xvpt, ¨q››L2x ď δ ! 1
for some sufficiently small δ ą 0, where as usual I denotes the maximal life span
of the Shatah-Struwe solution u. Also, assume that t0 P I. Then there exists
a co-dimension one Lipschitz manifold Σ in a small neighbourhood of the data`
upt0, ¨q, utpt0, ¨q
˘ P Σ in the energy topology 9H1pR3q ˆ L2pR3q and such that ini-
tial data
`
u0, u1
˘ P Σ result in a type II solution, while initial data`
u0, u1
˘ P BδzΣ,
where Bδ Ă 9H1pR3qˆL2pR3q is a sufficiently small ball centred at
`
upt0, ¨q, utpt0, ¨q
˘
,
either lead to blow up in finite time, or solutions scattering to zero, depending on
the ’side of Σ’ these data are chosen from.
Note that by contrast to the result in [24] which precisely describes the dynamics
of the perturbed solutions but at the expense of a much more restrictive class of
perturbations, there is no description of the perturbed solutions in the preceding
theorem other than the assertion that the solutions are of type II.
The question we shall now address is whether the specific dynamics of the solutions
in Theorem 1.1 are preserved for a suitable class of perturbations, essentially as in
(1.6). Note that such perturbations only constitute a very small subset of the surface
Σ in the preceding theorem, as evidenced by the fact that if ST,λ denotes re-scaling
by λ and time-tranlsation by T , then if pT, λq , p0, 1q, any two data pairs
uνrt0s `
`
0, 1
˘
,
`ST,λuν˘rt0s ` `10, 11˘
with
`
0, 1
˘ P H 32` ˆ H 12`, `10, 11˘ P H 32` ˆ H 12` will be distinct.
We aim now to understand the evolution of a certain class of data uνrt0s `
`
0, 1
˘
,
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with t0 as in Theorem 1.1, backward in time. Precisely stating the conditions on the
perturbation
`
0, 1
˘
requires certain technical preliminaries involving the spectral
theory and representation associated to L, mostly developed in [26].
1.4. Spectral theory associated with the linearisation L. Here we quote from
[26], specifically Lemma 4. 2 as well as Proposition 4. 3 in loc. cit. Let L be given
by (1.7), restricted to L2pp0,8q, with domain
DompLq “ t f P L2pp0,8q : f , f 1 P ACpr0,Rsq@R ą 0, f p0q “ 0, f 2 P L2pp0,8qu
Then L is self-adjoint with this domain, and its spectrum consists of
specpLq “ tξdu Y r0,8q,
with ξd ă 0 the unique negative eigenvalue ofL and associated L2-normalized and
positive ground state φdpRq. There is a resonance at zero given by the function
φ0pRq “ Rp1´ R
2
3
qp1` R
2
3
q´ 32 , Lφ0 “ 0.
The latter is simply a reflection of the scaling invariance of the problem.
Importantly, the operator L induces a ’distorted Fourier transform’ F p f q “ pf ,
which allows for a nice Fourier representation in terms of generalised eigenfunc-
tions φpR, ξq. We have the following
Proposition 1.3. ([26]) For each z P C, one can define a basis of generalised
eigenfunctions
φpR, zq “ φ0pRq ` R´1
8ÿ
j“1
pR2zq jφ jpR2q (1.9)
given by an absolutely convergent sum, with φ jpuq holomorphic on the complex
numbers with Re u ą ´1{2, and satisfying boundsˇˇ
φ jpuq
ˇˇ ď C jp j´ 1q! |u|xuy´ 12 .
Denoting the Jost solutions f˘pR, ξqwhich satisfyL f˘ “ ξ f˘ as well as f˘pR, ξq „
e˘iRξ
1
2 as R Ñ `8, there is a representation
φpR, ξq “
ÿ
˘
a˘pξq f˘pR, ξq,
with a˘pξq Ñ 1 as ξ Ñ 0 as well as
ˇˇ
a˘pξq
ˇˇ
. ξ´ 12 as ξ Ñ 8. Further, there is a
function ρpξq P C8`p0,8q˘ with the asymptotic behaviour
ρpξq „
#
ξ´ 12 , 0 ă ξ ! 1,
ξ
1
2 , ξ " 1,
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as well as symbol behaviour with respect to differentiation, and such that defining
F p f qpξq :“ pf pξq :“ lim
bÑ`8
ż b
0
φpR, ξq f pRq dR, ξ ě 0,
pf pξdq “ ż 8
0
φdpRq f pRq dR,
the map f ÝÑ pf is an isometry from L2dR to L2ptξdu Y R`, ρq, and we have
f pRq “ pf pξdqφdpRq ` lim
µÑ8
ż µ
0
φpR, ξq pf pξqρpξq dξ,
the limits being in the suitable L2-sense.
We also observe the following estimate describing classical HsdR-norms in terms
of the distorted Fourier transform, and which follows by a simple interpolation
argument:
Lemma 1.4. Assume s ě 0. Then we have›› f pRq››HspR`q . ››xξy s2 pf pξq››L2dρ ` ˇˇξd ˇˇ,
When passing from the standard coordinates r “ |x|, t to the new ones R “
λptqr, τ “ ş8t λpsq ds, the time derivative will be replaced by a dilation type opera-
tor of essentially the form Bτ ` 9λλRBR, and translation to the Fourier variables will
require expressing the operator RBR in terms of the distorted Fourier transform.
Specifically, we need to understand how RBR acts on xd, xpξq for a function
rpRq “ xdφdpRq ` ż 8
0
xpξqφpR, ξqρpξq dξ.
The precise result here comes also from [26]:
Theorem 1.5. ([26] We have the identity˜ {pRBRq f pξdq{pRBRq f pξq
¸
“ p rA`Kqˆ pf pξdqpf pξq
˙
,
where the matrix operators A,K on the right are given by
rA “ ˜ 0 0
0 ´2ξBξ ´ 32 ´ ρ
1pξqξ
ρpξq
¸
, K “
ˆ Kdd Kdc
Kcd Kcc
˙
,
and the individual components of K are given by Kdd “ ´12 , Kdcpξq “ Kdpξq a
smooth function rapidly decaying toward ξ “ `8,
Kdc f “ ´
ż 8
0
Kdpξq f pξqρpξq dξ,
and finally, Kcc is a Calderon-Zygmund type operator given by a kernel
K0pξ, ηq “ ρpηq
ξ ´ ηFpξ, ηq,
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where the function Fp¨, ¨q is of regularity at least C2 on p0,8qˆp0,8q, and satisfies
the bounds
ˇˇ
Fpξ, ηqˇˇ . #ξ ` η, ξ ` η ď 1,pξ ` ηq´1p1` ˇˇξ 12 ´ η 12 ˇˇq´N , ξ ` η ě 1
ˇˇBξFpξ, ηqˇˇ` ˇˇBηFpξ, ηqˇˇ .
#
1, ξ ` η ď 1,
pξ ` ηq´ 32 p1` ˇˇξ 12 ´ η 12 ˇˇq´N , ξ ` η ě 1
ÿ
j`k“2
ˇˇB jξBkηFpξ, ηqˇˇ` ˇˇBηFpξ, ηqˇˇ .
#
pξ ` ηq´ 12 , ξ ` η ď 1,
pξ ` ηq´2p1` ˇˇξ 12 ´ η 12 ˇˇq´N , ξ ` η ě 1
Here N can be chosen arbitrarily (with the implicit constant depending on N).
1.5. Description of the data perturbation in terms of the distorted Fourier
transform. In the sequel, we shall mainly describe functions f pRq in terms of
their distorted Fourier transform pf pξq, pf pξdq. In particular, we shall describe the
precise class of data perturbations p0, 1q via properties of their distorted Fourier
transforms: for a pair of functions
`
x0pξq, x1pξq
˘
, which will represent the contin-
uous spectral part3 of R0, and in a more roundabout way the continuous spectral
part of R1pRq, we introduce the following norm:››px0, x1q››rS :“ ››x0››rS 1 ` ››x1››rS 2
:“ ››xξy 12`2δ0 mintτ0,0ξ 12 , 1u´1ξ 12´δ0 x0››L2dξ ` ››xξy 12`2δ0ξ´δ0 x1››L2dξ .
(1.10)
Here 1 " δ0 ą 0 is a small constant held fixed throughout, and the constant τ0,0 is
defined via
τ0,0 :“
ż 8
t0
s´1´ν ds.
This norm is in fact exactly the same as the one used in [19]. We easily observe
that ››xξy1`δ0 x0››L2dξ ` ››xξy 12`δ0 x1››L2dξ .τ0,0 ››px0, x1q››rS ,
as well as ››ξ´δ0 x0››L2dξp0ăξă1q .τ0,0 ››px0, x1q››rS ,
3Recall that R “ λptqr, where for now λptq “ t´1´ν.
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and so we find, setting4 pPcr0qpRq “ ş80 φpR, ξqx0pξqρpξq dξ, we have››χRďCτ0,0pPcr0qpRq››
H
3
2`2δ0
dR
.
››χRďCτ0,0 ż 1
0
φpR, ξqx0pξqρpξq dξ
››
H
3
2`2δ0
dR
` ››χRďCτ0,0 ż 8
1
φpR, ξqx0pξqρpξq dξ
››
H
3
2`2δ0
dR
. pCτ0,0q 12
››xξy 34 x0pξqρpξq››L1dξpξă1q ` ››xξy 34`δ0 x0pξq››L2dρpξą1q.
We have used here that φpR, ξq us uniformly bounded, which follows from the
preceding proposition. Then we have››xξy 34 x0pξqρpξq››L1dξpξă1q . ››ξ´δ0 x0pξq››L2dξpξă1q,››xξy 34`δ0 x0pξq››L2dρpξą1q . ››xξy1`δ0 x0››L2dξpξą1q,
where we have used the asymptotics for ρ from the preceding proposition, and so
we in fact have ››χRďCτ0,0pPcr0qpRq››
H
3
2`2δ0
dR
.τ0,0
››x0››rS 1 . (1.11)
Thus the ’physical data’ corresponding to the distorted Fourier variable in rS 1 is
actually of regularity H
3
2`
loc . To reconstruct the full perturbation 0, we also need to
prescribe the discrete spectral part x0,d, and then set
0prq “ R´1r0pRq “ R´1rx0,dφdpRq ` ż 8
0
x0pξqφpR, ξqρpξq dξs, (1.12)
where R “ λpt0qr and λptq “ t´1´ν.
The relation of the second Fourier variable x1pξq and 1 is a bit more compli-
cated, see [19], due to the fact that here all of x0, x0,d, x1, x1,d are involved. This is
due to the fact that the description of the perturbed solution upt, xq shall actually
be in terms of the new variables5 R “ λptqr, τ “ ş8t λpsq ds, which mix time and
space. Specifically, consider a function
rpτ,Rq “ xdpτqφdpRq ` ż 8
0
xpτ, ξqφpR, ξqρpξq dξ, r “ R.
Then we obtain the relation
´Rt
λ
“ `Bτ ` 9λ
λ
pRBR ´ 1q
˘r, 9λ “ λτ.
4The notation Pc means projection onto continuous spectral part, i. e. projecting away the discrete
spectral part which is the multiple of φd.
5Actually, we shall be more specific later, and in fact introduce slightly perturbed λγ1 ,γ2 , τγ1 ,γ2 to
get the right description.
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Introducing the notation x :“
ˆ
xd
x
˙
and passing to the Fourier variables by using
Theorem 1.5, we find
´
ˆ F `Rλ t˘xφd, Rλ ty
˙
“ Dτxpτ, ¨q ` βνpτqK xpτ, ¨q, βνpτq “
9λ
λ
pτq,
where we have introduced the important dilation type operator
Dτ :“ Bτ `
9λ
λ
A, A “
˜
0 0
0 ´2ξBξ ´ 52 ´ ρ
1pξqξ
ρpξq
¸
More explicitly, we have
´F `R
λ
t
˘ˇˇ
t“t0 “ x1 ` βνpτ0,0qKccx0 ` βνpτ0,0qKcd x0d (1.13)
´xφd, R
λ
ty
ˇˇ
t“t0 “ x1d ` βνpτ0,0qKdd x0d ` βνpτ0,0qKdcx0 (1.14)
where we have set x1 “
`Bτ ´ 9λλp2ξBξ ` 52 ` ρ1pξqξρpξq q˘xpτ, ξqˇˇτ“τ0,0 , as well as x1d “
Bτxdpτq
ˇˇ
τ“τ0,0 , and as before we use
τ0,0 “
ż 8
t0
s´1´ν ds,
which thus corresponds to the new time variable with respect to the scaling law
λptq “ t´1´ν evaluated at initial time t “ t0.
For future reference, we note that we shall sometimes use the notation Dτ “
Bτ´ 9λλp2ξBξ ` 52 ` ρ
1pξqξ
ρpξq q when this operator acts on scalar functions xpτ, ξq, while
it acts on vector valued functions x via the above formula.
Finally, the relations (1.12) in conjunction with (1.13), (1.14) give the translation
from the data quadruple px0, x1q P rS , px0d, x1dq P R2 to a data pair p, tq|t“t0 “p0, 1q. An argument analogous to the one used to establish (1.11) implies then
that 1 P H
1
2`2δ0
loc .
2. The main theorem and outline of the proof
2.1. The main theorem. We shall now consider what happens to the evolution of
the perturbed data uνrt0s, with uν as in Theorem 1.1. In light of Theorem 1.2, we
only expect such perturbations to yield a type II dynamics (backwards in time, i.
e. for t ă t0), provided we impose a suitable co-dimension one condition on the
perturbation imposed. That this is indeed all that is required follows from
Theorem 2.1. Assume 0 ă ν ! 1, and assume t0 “ t0pνq ą 0 is sufficiently small,
so that the solutions uνpt, xq in Theorem 1.1 exist on p0, t0sˆR3. Let δ1 “ δ1pνq ą 0
be small enough, and let Bδ1 Ă rS ˆ R be the δ1-vicinity of `p0, 0q, 0˘ P rS ˆ R,
where rS is the Banach space defined as the completion of C80 p0,8q ˆ C80 p0,8q
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with respect to the norm (1.10).
Then there is a Lipschitz function γ1 : Bδ1 Ñ R, such that for any triple
`px0, x1q, x0d˘ P
Bδ1 , the quadruple `px0, x1q, px0d, x1dq˘, x1d “ γ1px0, x1, x0dq
determines a data perturbation pair p0, 1q P H
3
2`2δ0
rad,locpR3q ˆ H
1
2`2δ0
rad,locpR3q via
(1.12), (1.13), (1.14), and such that the perturbed initial data
uνrt0s ` p0, 1q (2.1)
lead to a solution rupt, xq on p0, t0s ˆ R3 admitting the description
rupt, xq “ Wrλptqpxq ` pt, xq, `pt, ¨q, tpt, ¨q˘ P H1` ν2´loc ˆ H ν2´loc
where the parameter rλptq equals λptq asymptotically
lim
tÑ0
rλptq
λptq “ 1, λptq “ t
´1´ν.
In particular, the blow up phenomenon described in Theorem 1.1 is stable under a
suitable co-dimension one class of data perturbations.
Remark 2.1. We could have replaced rλ by λ in the preceding theorem and included
the arising modification in the error term pt, xq. The formulation of the theorem
emphasises part of the proof strategy, which shall indeed consist in a (very slight)
modification of the scaling law λptq “ t´1´ν to force two important vanishing con-
ditions. It is this part which is indeed analogous to the usual ’modulation method’.
2.2. Outline of the proof. The proof will consist of two stages, the first replacing
the blow up solution uνpt, xq by a two parameter family upγ1,γ2qapprox of approximate
blow up solutions, where the parameters γ1, γ2 will depend on the perturbation
p0, 1q and thus on the original data set px0, x1, x0dq, and the second stage will
involve completing the approximate solution upγ1,γ2qapprox to an exact one of the form
upγ1,γ2qapprox ` pt, xq,
whose data at time t “ t0 will coincide with uνrt0s`p0, 1q at time t “ t0, provided
we restrict the data to a suitable dilate of the light cone r ď Ct0. In fact, we do
not care about what happens outside of the light cone, as our solutions will remain
regular there for simple a priori non-concentration of energy reasons, exactly as in
[26].
Explaining the reason for introducing upγ1,γ2qapprox necessitates outlining the strategy for
controlling the error term pt, xq, which will be done via Fourier methods, exactly
as was done in [19].
The method of [19]. Assume we intend to construct a solution of the form
upt, xq “ uνpt, xq ` pt, xq, with uν as in Theorem 1.1. Recall that uν consists
of a bulk part Wλptqpxq with λptq “ t´1´ν and an error part. Passing to the new
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variables R “ λptqr, τ “ ş8t λpsq ds, one derives the following equation for the
variable rpτ,Rq :“ Rpt, rq, see also [26], [25]:
pBτ ` 9λλ´1RBRq2rε´ βνpτqpBτ ` 9λλ´1RBRqrε`Lrε
“ λ´2pτqRNpεq ` Bτp 9λλ´1qrε; βνpτq “ 9λpτqλ´1pτq, (2.2)
where the operator L is given by
L “ ´B2R ´ 5W4pRq
and we have
RNpεq “ 5pu4ν ´ u40qrε` RNpuν,rεq, u0 “ Wλptqpxq “ λ 12 ptq`
1` pλptq|x|q23
˘ 1
2
,
RNpuν,rεq “ Rpuν ` rεRq5 ´ Ru5ν ´ 5u4νrε
To solve this equation inside the forward light cone centered at the origin, one
translates it to the Fourier side, i. e. one writes
rεpτ,Rq “ xdpτqφdpRq ` ż 8
0
xpτ, ξqφpR, ξqρpξq dξ, (2.3)
see Prop. 1.3. Taking advantage of Theorem 1.5, and using simple algebraic ma-
nipulations, see (2.3) in [19], one derives the following equation system in terms
of the Fourier coefficients
xpτ, ξq “
ˆ
xdpτq
xpτ, ξq
˙
:`D2τ ` βνpτqDτ ` ξ˘xpτ, ξq “ Rpτ, xq ` f pτ, ξq, (2.4)
where we have
Rpτ, xqpξq “
´
´4βνpτqKDτx´β2νpτqpK2`rA,Ks`K`β1νβ´2ν Kqx
¯
pξq (2.5)
with βνpτq “ 9λpτqλpτq , and we set f “
ˆ
fd
f
˙
where
f pτ, ξq “ F `λ´2pτq“5pu4ν ´ u40qrε` RNpuν,rεq‰˘`ξ˘
fdpτq “ xλ´2pτq
“
5pu4ν ´ u40qrε` RNpuν,rεq‰, φdpRqy. (2.6)
Also Dτ denotes the key operator
Dτ “ Bτ ` βνpτqA, A “
ˆ
0 0
0 Ac
˙
and we have
Ac “ ´2ξBξ ´
´5
2
` ρ
1pξqξ
ρpξq
¯
,
while K is as in Theorem 1.5.
As initial data for the problem (2.4), we shall of course use
xpτ0q “
ˆ
x0d
x0pξq
˙
, Dτxpτ0q “
ˆ
x1d
x1pξq
˙
(2.7)
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where the components x0,1pξq, x0d shall be freely described (within the constraints
of Theorem 2.1), while the last component x1d shall be determined via a suitable
Lipschitz function in terms of the first three components. This is again due to
the exponential growth of the component xdpτq due to the unstable mode. The
method of solution of (2.4) uses an iterative scheme, beginning with the zeroth
iterate solving`D2τ ` βνpτqDτ ` ξ˘xpτ, ξq “ 0, xpτ0q “ ˆ x0dx0pξq
˙
, Dτxpτ0q “
ˆ
x1d
x1pξq
˙
.
(2.8)
This can be solved explicitly as in Lemma 2.1 in [19], which we quote here:
Lemma 2.2. The equation (2.8) is solved for the continuous spectral part xpτ, ξq
via the following parametrix:
xpτ, ξq “ λ
5
2 pτq
λ
5
2 pτ0q
ρ
1
2 p λ2pτq
λ2pτ0qξq
ρ
1
2 pξq
cos
”
λpτqξ 12
ż τ
τ0
λ´1puq du
ı
x0
` λ2pτq
λ2pτ0qξ
˘
` λ
3
2 pτq
λ
3
2 pτ0q
ρ
1
2 p λ2pτq
λ2pτ0qξq
ρ
1
2 pξq
sin
”
λpτqξ 12 şττ0 λ´1puq duı
ξ
1
2
x1
` λ2pτq
λ2pτ0qξ
˘ (2.9)
Moreover, writing x0 “
ˆ
x0d
x0pξq
˙
, x1 “
ˆ
x1d
x1pξq
˙
and picking τ0 " 1 suffi-
ciently large, there is cd “ 1`Opτ´10 q as well as γd “ ´|ξd|
1
2 `Opτ´10 q such that
if we impose the co-dimension one condition
x1d “ γd x0d, (2.10)
then the discrete spectral part of xpτ, ξq admits for any κ ą 0 the representation
xdpτq “
`
1` Oκpτ´1eκpτ´τ0qq
˘
e´|ξd|
1
2 pτ´τ0qcd x0d
One also has for i ě 1
p´Bτqixdpτq “
`
1` Oκpτ´1eκpτ´τ0qq
˘|ξd| i2 e´|ξd| 12 pτ´τ0qcd x0d
This co-dimension one condition will have to be slightly modified in nonlinear
ways for the higher iterates, but to leading order remains the same throughout and
is responsible for the co-dimension one condition of Theorem 2.1.
There are, however, two additional vanishing conditions in the work [19], im-
posed on the continuous spectral parts x0,1pξq, and which arise due to the need to
bound the nonlinear terms in Npuν,rεq in (5.7). These conditions arise when bound-
ing rεpτ,RqR upon expressing rεpτ,Rq as in (2.3) and inserting the parametrix (2.9) for
the continuous spectral parts. This is the content of Prop. 3.1 in [19]:
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Proposition 2.3. Assume the data px0, x1q P xξy´1´δ0ξ0`δ0 L2dξˆxξy´
1
2´δ0ξ0`δ0 L2dξ.
Furthermore, assume that we have the vanishing relationsż 8
0
ρ
1
2 pξqx0pξq
ξ
1
4
cosrντ0ξ 12 s dξ “ 0,
ż 8
0
ρ
1
2 pξqx1pξq
ξ
3
4
sinrντ0ξ 12 s dξ “ 0. (2.11)
at time τ “ τ0. Assume that xpτ, ξq is given by (2.9). Then the function6 Pcrpτ,Rq
represented by the Fourier coefficients xpτ, ξq via
Pcrpτ,Rq “ ż 8
0
φpR, ξqxpτ, ξqρpξq dξ
satisfies
Pcrpτ,Rq “ r1pτ,Rq ` r2pτ,Rq,
where we have››r1pτ,Rq
R
››
L8dR
.
››pxξy 12`2δ0ξ 12´δ0 x0, xξy 12`2δ0ξ´δ0 x1q››L2dξ››r2pτ,Rq››L8dR . τ››pxξy 12`2δ0ξ 12´δ0 x0, xξy 12`2δ0ξ´δ0 x1q››L2dξ
Here δ0 ą 0 is the small constant used to define rS in (1.10).
We note here that the growth of r2pτ,Rq is precisely due to the growth of the
’resonant part’ of rε, i. e. a multiple of the resonance φ0pRq, see the discussion
preceding Prop. 1.3. We also observe that the expressions cosrντ0ξ 12 s, sinrντ0ξ 12 s
can alternatively be written as
cosrλpτ0qξ 12
ż 8
τ0
λ´1psq dss, sinrλpτ0qξ 12
ż 8
τ0
λ´1psq dss,
upon noting that in terms of the variable τ P rτ0,8q, we have (abuse of notation)
λpτq “ cpνqτ´1´ν´1 . As the parametrix in (2.9) is valid for arbitrary λ, we see that
the generalisation of the vanishing conditions (2.11) to more general λptq „ t´1´ν
as t Ñ8 becomes (again upon passing to the new time variable τ “ ş8t λpsq ds)ż 8
0
ρ
1
2 pξqx0pξq
ξ
1
4
cosrλpτ0qξ 12
ż 8
τ0
λ´1psq dss dξ “ 0,
ż 8
0
ρ
1
2 pξqx1pξq
ξ
3
4
sinrλpτ0qξ 12
ż 8
τ0
λ´1psq dss dξ “ 0.
(2.12)
The key for proving Theorem 2.1 shall be to get rid of these two conditions on
the continuous spectral part of the data, and thence reduce things to the unique
condition involving the discrete spectral part.
To achieve this, we shall pass from the splitting upt, xq “ uνpt, xq ` pt, xq to a
slightly modified one
upt, xq “ upγ1,γ2qapproxpt, xq ` pt, xq, (2.13)
6Here Pc denotes the projection onto the continuous spectral part
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where
upγ1,γ2qapproxpt, xq “ Wλγ1 ,γ2 ptqpxq ` ηpt, xq
will be an approximate solution built analogously to uνpt, xq (as in Theorem 1.1),
but where the bulk part Wλγ1 ,γ2 ptqpxq is now scaled according to
λγ1,γ2ptq :“
´
1` γ1 ¨ t
k0ν
xtk0νy ` γ2 log t ¨
tk0ν
xtk0νy
¯
t´1´ν, k0 “ rNν´1s, (2.14)
for some N " 1, and this is clearly asymptotically equal to λptq: limtÑ0 λγ1 ,γ2 ptqλptq “
1. As we shall want to match the data (2.1) at time t “ t0, at least in the forward
light cone, we impose for some C ą 1 the condition
χrďCt0uνrt0s ` p0, 1q “ χrďCt0upγ1,γ2qapproxrt0s ` p0, 1q (2.15)
on the data p0, 1q “ rt0s of the ’new perturbation’  at t “ t0.
We note that the proper re-scaled variables to describe  are now given by
τγ1,γ2 :“
ż 8
t
λγ1,γ2psq ds, Rγ1,γ2 “ λγ1,γ2ptqr, (2.16)
In analogy to (1.12), (1.13), (1.14), we can then determine pxpγ1,γ2q0 , xpγ1,γ2q1 q as well
as pxpγ1,γ2q0d , xpγ1,γ2q1d q, such that
0prpRγ1,γ2qq “ R´1γ1,γ2rxpγ1,γ2q0d φdpRγ1,γ2q `
ż 8
0
xpγ1,γ2q0 pξqφpRγ1,γ2 , ξqρpξq dξs
(2.17)
´F `Rγ1,γ2
λγ1,γ2
1
˘ˇˇ
t“t0 “ x
pγ1,γ2q
1 ` βpγ1,γ2qν pτγ1,γ2q
ˇˇ
t“t0Kccx
pγ1,γ2q
0
` βpγ1,γ2qν pτγ1,γ2q
ˇˇ
t“t0Kcd x0d
(2.18)
´xφd, Rγ1,γ2
λγ1,γ2
1y
ˇˇ
t“t0 “ x
pγ1,γ2q
1d ` βpγ1,γ2qν pτγ1,γ2q
ˇˇ
t“t0Kdd x
pγ1,γ2q
0d
` βpγ1,γ2qν pτγ1,γ2q
ˇˇ
t“t0Kdcx
pγ1,γ2q
0 ,
(2.19)
and we use the notation βpγ1,γ2qν “
9λγ1 ,γ2
λγ1 ,γ2
, where the 9λγ1,γ2 indicates differentiation
with respect to the new time variable τγ1,γ2 .
At this stage, we can succinctly formulate the key technical steps required to
complete the proof of Theorem 2.1.
‚ Show that given x0, x1, x0d as in the statement of Theorem 2.1, there are
unique choices of γ1, γ2, x1d such that the Fourier variables
xpγ1,γ2q0 , x
pγ1,γ2q
1 , x
pγ1,γ2q
0d , x
pγ1,γ2q
1d
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satisfy the vanishing relationsż 8
0
ρ
1
2 pξqxpγ1,γ2q0 pξq
ξ
1
4
cosrλpγ1,γ2qpτ0qξ
1
2
ż 8
τ0
λ´1pγ1,γ2qpsq dss dξ “ 0,ż 8
0
ρ
1
2 pξqxpγ1,γ2q1 pξq
ξ
3
4
sinrλpγ1,γ2qpτ0qξ
1
2
ż 8
τ0
λ´1pγ1,γ2qpsq dss dξ “ 0.
(2.20)
as well as condition (2.10).
‚ Using the splitting
upt, xq “ upγ1,γ2qapproxpt, xq ` pt, xq,
pass to the Fourier representation
Rγ1,γ2 “ xpγ1,γ2qd φdpRγ1,γ2q `
ż 8
0
xpγ1,γ2qpτγ1,γ2 , ξqφpRγ1,γ2 , ξqρpξq dξ,
and use the analog of (2.4) to construct a solution
xpγ1,γ2qpτ, ξq “
˜
xpγ1,γ2qd pτq
xpγ1,γ2qpτ, ξq
¸
’closely matching’ the initial conditions xpγ1,γ2q0,1 , x
pγ1,γ2q
0,1d . In fact, the method
from [19] furnishes such a solution with data
xpγ1,γ2qpτγ1,γ2 , ξq
ˇˇ
t“t0 “
˜
xpγ1,γ2q0d ` 4xpγ1,γ2q0d
xpγ1,γ2q0 pξq ` 4xpγ1,γ2q0 pξq
¸
Dτxpγ1,γ2qpτγ1,γ2 , ξq
ˇˇ
t“t0 “
˜
xpγ1,γ2q1d ` 4xpγ1,γ2q1d
xpγ1,γ2q1 pξq ` 4xpγ1,γ2q1 pξq
¸
‚ Translating things back to the original perturbation in terms of the old
Fourier variables x0pξq, x1pξq, x0d, x1d, show that we have found an initial
data pair corresponding to Fourier variables
x0pξq ` 4x0pξq, x1pξq ` 4x1pξq, x0d ` 4x0d, x1d ` 4x1d,
where the corrections 4x0pξq etc are small and depend in Lipschitz con-
tinuous fashion on the original data x0 etc, with small Lipschitz constant.
3. Construction of a two parameter family of approximate blow up solutions
Here we construct the approximate blow up solutions upγ1,γ2qapprox which replace the
previous uνpt, xq, see the decomposition (2.13). The idea behind the construction
is to closely mimic the steps in section 2 of [25], which in turn follows closely the
steps in section 2 of [26]. in particular, to describe the successive corrections in the
construction, we shall rely on the same algebras of functions as in [25].
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In the sequel, we shall work mostly with respect to the scaling parameter λγ1,γ2ptq
given by (2.14). To simplify the notation, we shall henceforth set
λptq :“ λγ1,γ2ptq, R :“ λγ1,γ2ptqr, R0,0 :“ λ0,0ptqr (3.1)
Theorem 3.1. Let ν ą 0, t0 “ t0pνq ą 0 sufficiently small, and γ1,2 ! 1. Also, let
N " 1, k0 “ rNν´1s, k˚ “ r12 Nν´1s. Then there exists an approximate solution
uapprox “ upγ1,2qapprox for u “ ´u5 of the form (putting λptq :“ λγ1,2ptq for simplicity)
upγ1,2qapprox “ λ 12 ptq
“
WpRq ` cpλtq2 R
2p1` R2q´ 12 ` Oppλtq´2 log RR2p1` R2q´ 32 q‰,
such that the corresponding error
eapprox “ uapprox ` u5approx
is of the form
t2eapprox
“ rˇˇγ1 ˇˇ` ˇˇγ2 ˇˇs“O` log t λ 12 Rpλtqk0`4 p1` p1´ aq 12` ν2 q˘
` O` log t λ 12pλtqk0`2 R´1p1` p1´ aq 12` ν2 q˘‰
and such that the above expansions may be formally differentiated, where we use
the notation a “ rt . Furthermore, writing upγ1,2qapprox “ upγ1,2qapproxpt, r, γ1,2, νq we have the
γ-dependence
Bγ1upγ1,2qapprox “ Optk0νλ
1
2
R
pλtq2 q,
with symbol type behaviour with respect to the Bt,r derivatives up to order two, and
similarly for
Bγ2upγ1,2qapprox “ Optk0ν log tλ
1
2
R
pλtq2 q,
Remark 3.1. The key point here is the last part, which ensures that the γ dependent
part of the solutions upγ1,2qapprox is smoother than the solutions themselves (they are only
of class H1` ν2´ regularity).
Remark 3.2. Observe from the preceding construction that eapprox “ 0 provided
γ1 “ γ2 “ 0. Thus in that case the function up0,0qapproxpt, xq “ uνpt, xq reproduces an
exact solution as in Theorem 1.1.
Proof. We shall obtain the functions upγ1,2qapprox by adding corrections v j to the bulk
part u0 :“ Wλptqprq, the latter as in the paragraph following (2.2). The precise
description of these corrections is a bit cumbersome, but in principle elementary,
as they arise by solving certain explicit ordinary differential equations.
The following definitions come directly from [25]:
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Definition 3.1. We define Q to be the algebra of continuous functions q : r0, 1s Ñ
R with the following properties:
(i) q is analytic in r0, 1q with an even expansion at 0 and with qp0q “ 0.
(ii) Near a “ 1 we have an expansion of the form
qpaq “ q0paq `
8ÿ
i“1
p1´ aqβpiq`1
8ÿ
j“0
qi jpaqplogp1´ aqq j
with analytic coefficients q0, qi j; if ν is irrational, then qi j “ 0 if j ą 0. The βpiq
are of the formÿ
kPK
`p2k ´ 3{2qν´ 1{2˘` ÿ
kPK1
`p2k ´ 1{2qν´ 1{2˘ (3.2)
where K,K1 are finite sets of positive integers. Moreover, only finitely many of the
qi j are nonzero.
We remark that the exponents of 1´ a in the above series all exceed 12 because
of ν ą 0. For the errors ek we introduce
Definition 3.2. Q1 is the space of continuous functions q : r0, 1q Ñ R with the
following properties:
(i) q is analytic in r0, 1q with an even expansion at 0.
(ii) Near a “ 1 we have an expansion of the form
qpaq “ q0paq `
8ÿ
i“1
p1´ aqβpiq
8ÿ
j“0
qi jpaqplogp1´ aqq j
with analytic coefficients q0, qi j, of which only finitely many are nonzero. The βpiq
are as above.
By construction, Q Ă Q1. The family Q1 is obtained by applying a´1Ba to the
algebra Q. The exact number of logp1 ´ aq factors can of course be determined,
but is irrelevant for our purposes.
The next definition is also taken from [25], except that we formulate it in terms
of the variable R0,0, which is independent of γ1, γ2. This shall be important in
clarifying which of the corrections terms are independent of γ1,2, and which indeed
depend on these variables.
Introduce the variables bptq “ µ0,0ptq´1, µ0,0ptq “ λ0,0ptq¨t, as well as b1ptq, which
will represent log t
µ0,0ptq “
log t
tλ0,0ptq . Then
Definition 3.3. (a) S mpRk0,0plog R0,0ql,Qq is the class of analytic functions
v : r0,8q ˆ r0, 1s ˆ r0, b0s ˆ r0, b0s ÝÑ R
such that
‚ v is analytic as a function of R0,0, b, b1 and v : r0,8qˆr0, b0sˆr0, b0s ÝÑ
Q.
‚ v vanishes of order m relative to R, and R´mv has an even Taylor expansion
at R0,0 “ 0.
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‚ v has a convergent expansion at R0,0 “ `8.
vpR0,0, a, b, b1q “
8ÿ
i“0
l`iÿ
j“0
ci jpa, b, b1qRk´i0,0 plog R0,0q j
where the coefficients ci jp¨, bq P Q and ci jpa, b, b1q are analytic in b, b1 P
r0, b0s for all 0 ď a ď 1.
(b) IS mpRk0,0plog R0,0ql,Qq is the class of analytic functions w on the cone C0 which
can be represented as
wpr, tq “ vpR0,0, a, b, b1q, v P S mpRk0,0plog R0,0ql,Qq, b “
1
µ0,0ptq , b1 “
log t
µ0,0ptq ,
µ0,0ptq “ t ¨ λ0,0ptq.
(c) Denote by Qsmooth the algebra of continuous functions q : r0, 1s ÝÑ R with the
following properties:
‚ q is analytic in r0, 1q with an even expansion at 0 and with qp0q “ 0.
‚ Near a “ 1 we have an expansion of the form
qpaq “ q0paq `
8ÿ
i“1
p1´ aqβpiq`1
8ÿ
j“0
qi jpaq
`
logp1´ aq˘ j
with analytic coefficients q0, qi j. The βpiq are of the formÿ
kPK, kěrNν´1s
ak
`pk ´ 1
2
qν´ 1
2
˘
where K consist of finite sets of natural numbers and ak P N. Only finitely
many of the qi jpaq are non-zero.
Then define S mpRk0,0plog R0,0ql,Qsmoothq, IS mpRk0,0plog R0,0ql,Qsmoothq as in (a), (b)
above. We shall also use the notation IS mpRk0,0plog R0,0qlq to denote functions ana-
lytic in b, b1,R0,0 with the indicated vanishing and decay properties.
Observe that functions in Qsmooth are at least of regularity CN` 12´ ν2´ at a “ 1,
and we can extend them past the light cone a “ 1 by replacing p1 ´ aq by |1 ´ a|
in the logarithmic terms.
The proof now proceeds by first building a solution uprelim by solving suitable
elliptic problems approximating the wave equation (1.1), and finally adding a fur-
ther correction to produce the uapprox, by solving a suitable wave equation via the
parametrix method of [26], [25]. The method here in particular makes it clear that
when γ1 “ γ2 “ 0 we simply reproduce the solutions if [26], [25]. To construct
the preliminary approximate solution, we use
Lemma 3.2. For any k˚ :“ r12 Nν´1s ě k ě 1 there exist corrections v2k, v2k´1
such that the approximations u2k´1 “ u0`ř2k´1j“1 v j, u2k “ u0`ř2kj“1 v j generate
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errors e2k´1, e2k as below:
v2k´1 P
λ
1
2
0,0
µ0,0ptq2k IS
2pR0,0 plog R0,0qmk ,Qq (3.3)
t2e2k´1 P
λ
1
2
0,0
µ0,0ptq2k IS
0pR0,0 plog R0,0qpk ,Q1q (3.4)
v2k P
λ
1
2
0,0
µ0,0ptq2k`2 IS
2pR30,0 plog R0,0qpk ,Qq (3.5)
t2e2k P
λ
1
2
0,0
µ0,0ptq2k
“
IS 0pR´10,0 plog R0,0qqk ,Qq ` b2IS 0pR0,0 plog R0,0qqk ,Q1q
‰
(3.6)
Here the functions v2k´1, v2k are independent of γ1,2, but not the errors e2k´1, e2k.
Furthermore, we may pick two more corrections vsmooth,1, vsmooth,2, such that
Bγ1vsmooth,1 P
λ
1
2
0,0
µ0,0ptqk0`2 IS
2pR0,0,Qsmoothq, (3.7)
Bγ2vsmooth,1 P log t
λ
1
2
0,0
µ0,0ptqk0`2 IS
2pR0,0,Qsmoothq, (3.8)
Bγ1vsmooth,2 P
λ
1
2
0,0
µ0,0ptqk0`4 IS
2pR30,0,Qsmoothq, (3.9)
Bγ2vsmooth,2 P log t
λ
1
2
0,0
µ0,0ptqk0`4 IS
2pR30,0,Qsmoothq, (3.10)
(3.11)
such that the final error generated by uprelim :“ u0 `ř2k˚´1j“1 v j `řa“1,2 vsmooth,a
satisfies
t2eprelim :“ t2puprelim ` u5prelimq
P γ1
λ
1
2
0,0
µ0,0ptqk0`2
“
IS 0pR´10,0 ,Qq ` b2IS 0pR0,0,Qq
‰
` γ2 log t
λ
1
2
0,0
µ0,0ptqk0`2
“
IS 0pR´10,0 ,Qq ` b2IS 0pR0,0,Qq
‰` t2reprelim,
where the remaining error t2reprelim does not depend on γ1,2 and resides in
t2reprelim P λ
1
2
0,0
µ0,0ptq2k˚ IS
0pR0,0 plog R0,0qpk˚ ,Q1q
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Proof. We follow closely the procedure in [25], section 2. The only novelty is that
we perturb around u0 “ λ 12 ptqWpλptqrq as opposed to λ
1
2
0,0ptqWpλ0,0ptqrq, which
will generate additional error terms during the construction of the v j, 1 ď j ď
2k˚ ´ 1. We relegate these to the end of the procedure, and use the final two cor-
rections vsmooth,a to decimate this remaining error, leaving only eprelim.
Step 0: We put u0pt, rq “ λ 12 ptqWpRq, R “ λptqr, λptq “ λγ1,γ2ptq. Then (with
D “ 12 ` RBR)
e0 :“ B2t u0 “ λ
1
2 ptq
”´λ1
λ
¯2ptqpD2WqpRq ` ´λ1
λ
¯1ptqpDWqpRqı
t2e0 “: λ
1
2
0,0ptq
”
ω1
1´ R20,0{3
p1` R20,0{3q
3
2
` ω2
9´ 30R20,0 ` R40,0
p1` R20,0{3q
5
2
ı
` 0 “: t2e00 ` 0
(3.12)
where we have
0 P γ1
λ
1
2
0,0
µ0,0ptqk0 IS
0pR´10,0q ` γ2
λ
1
2
0,0
µ0,0ptqk0 log tIS
0pR´10,0q
Further, importantly the constants ω1,2 do not depend on γ1,2. We shall then treat
0 as a lower order error which can be neglected in the first k0 stages of the iteration
process.
Step 1: Introduce the operator
L0 :“ B2R0,0 `
2
R0,0
BR0,0 ` 5W4pR0,0q (3.13)
Then we solve
µ20,0ptqL0v1 “ t2e00, v1p0q “ v11p0q “ 0 (3.14)
Introducing the conjugated operator rL0 :“ R0,0L0R´10,0 , which has fundamental sys-
tem
rϕ1pR0,0q :“ R0,0p1´ R20,0{3qp1` R20,0{3q 32
rϕ2pR0,0q :“ 1´ 2R20,0 ` R40,0{9p1` R20,0{3q 32 ,
(3.15)
we find the following expression for v1:
µ20,0ptqv1pt,R0,0q “ R´10,0
´rϕ1pR0,0q ż R0,0
0
rϕ2pR10,0qR10,0t2e00pR10,0q dR10,0
´ rϕ2pR0,0q ż R0,0
0
rϕ1pR10,0qR1t2e00pR10,0q dR10,0¯
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Then using (3.12), we infer
v1pt, rq “ λ
1
2
0,0ptqµ´20,0ptqpω1 f1pR0,0q ` ω2 f2pR0,0qq “: λ
1
2
0,0ptqµ´20,0ptq f pR0,0q
(3.16)
where further
f jpR0,0q “ R0,0pb1 j ` b2 jR´10,0 ` R´20,0 log R0,0 ϕ1 jpR´20,0q ` R´20,0ϕ2 jpR´10,0qq
“: R0,0pF jpρq ` ρ2G jpρ2q log ρq
(3.17)
where ϕ1 j, ϕ2 j and F j,G j are analytic around zero, with ρ :“ R´10,0 . Moreover, the
coefficients of these analytic functions do not depend on γ1,2.
Step 2: Here we analyse the error e1 generated by the approximate solution
u1 “ u0 ` v1, which equals
e1 “B2t v1 ´ 10u30v21 ´ 10u20v31 ´ 5u0v41 ´ v51
` 5λ20,0ptqr
λ2ptq
λ20,0ptq
W4pRq ´W4pR0,0qsv1 ` 0. (3.18)
Using the (3.16), we can write t2e1 as a sum as follows
t2e1 “
3ÿ
j“1
A j ` 0,
where up to sign, the terms are given by
A1 “ λ
1
2
0,0ptqµ´20,0ptq
5ÿ
k“2
ˆ
5
k
˙
µ4´2k0,0 ptqW5´kpR0,0q f kppR0,0q,
A2 “ λ
1
2
0,0ptq
ˆ´
tBt ` tλ10,0ptqλ´10,0ptqD
¯2 ´ ´tBt ` tλ10,0ptqλ´10,0ptqD¯˙`µ´20,0ptq f pR0,0q˘,
A3 “ λ
1
2
0,0ptq
4ÿ
k“1
ˆ
5
k
˙
µ2´2k0,0 ptq f kpR0,0qrW5´kpRq
λ
5´k
2 ptq
λ
5´k
2
0,0 ptq
´W5´kpR0,0qs,
with D “ 12 ` R0,0BR0,0 . Also, 0 is as in Step 0. Then we can write
A2 “ λ
1
2
0,0ptqµ´20,0ptq
“p2ν´ p1` νqDq2 ´ p2ν´ p1` νqDq‰ f pR0,0q
“: λ 120,0ptqµ´20,0ptqgpR0,0q,
where the last term on the right admits an expansion like for v1 in (3.16), with
coefficients that are independent of γ1,2.
On the other hand, the term A3 is dependent on γ1,2, and can in fact be placed in
the space
γ1
λ
1
2
0,0
µ0,0ptqk0 IS
0pR´10,0q ` γ2
λ
1
2
0,0
µ0,0ptqk0 log tIS
0pR´10,0q
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We shall deal with it when we define vsmooth,a. At any rate, the error e1 satisfies
(3.4) for k “ 1.
Step 3: Choice of second correction v2. It is in this step where the shock along
the light cone, as evidenced by the expansion (1.5), as well as the definition of
Q, is introduced into upγ1,2qapprox (whence also into up0,0qapprox “ uν, the solutions being
described in Theorem 1.1). The key in this step shall be to ensure that the singular
part of v2 will be independent of γ1,2. This we can achieve since by our preceding
construction the principal part of the error e1 is independent of γ1,2. Write
e1 “ e01 ` t´21, 1 :“ A3 ` 0.
Then as in [25], equation (2.32), we infer the leading behaviour of the term e01
(where we change the notation with respect to [25]), as follows:
t2e001 pt, rq :“ λ
1
2
0,0ptqµ´10,0ptqpc1a` c2bq (3.19)
where we have a “ rt , b “ bptq “ 1µ0,0ptq , and as remarked before the coefficients
c j do not depend on γ1,2. Also, recall
µ0,0ptq “ pλ0,0ptq ¨ tq.
The second correction will then be obtained by neglecting the effect of the potential
term 5W4pRq, and setting
t2
`
v2,tt ´ v2,rr ´ 2r v2,r
˘ “ ´t2e001 (3.20)
To solve this we make the ansatz
v2pt, rq “ λ0,0ptq 12
`
µ´10,0ptqq1paq ` µ´20,0ptqq2paq
˘
(3.21)
In fact, proceeding exactly as in [25], section 2.5, we then infer the equations
L ν´1
2
q1 “ c1a, L 3ν´1
2
q2 “ c2, (3.22)
where we set
Lβ :“ p1´ a2qB2a ` p2pβ´ 1qa` 2a´1qBa ´ β2 ` β. (3.23)
In fact, our λ0,0, µ0,0 are exactly the λ, µ in [25]. To uniquely determine q1,2, we
impose the vanishing conditions
q jp0q “ q1jp0q “ 0, j “ 1, 2.
As in [25], equation (2.44) one can then write (using a “ R0,0
µ0,0ptq where R0,0 :“
rλ0,0ptq)
v2 “ λ0,0ptq
1
2
µ20,0ptq
pR0,0rq1paq ` q2paqq,
where now rq1, q2 both have even power expansions around a “ 0. In order to
ensure the necessary parity of exponents in the power series expansions around
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R0,0 “ 0 imposed by the definition of Q, we sacrifice some accuracy in the approx-
imation, relabel the preceding expression v02pt, rq (as in [25]), and then use for the
true correction v2 the formula
v2 “ λ0,0ptq
1
2
µ20,0ptq
pR20,0xR0,0y´1rq1paq ` q2paqq, xR0,0y “ bR20,0 ` 1.
Again by construction rq1, q2 and thence v2 do not depend on γ1,2.
Step 4: Here we analyse the error generated by the approximate solution u2 “
u0 ` v1 ` v2, which is given by the expression
e2 “ e1 ´ e001 ´ 5u41v2 ´ 10u31v22 ´ 10u21v32 ´ 5u1v42 ´ v52
` pBtt ´ Brr ´ 2r Brqpv2 ´ v
0
2q
Then according to the preceding we have
t2pe1 ´ e001 q ´ 0
P OpR´10,0λ0,0ptq
1
2µ´20,0ptqq ` γ1
λ
1
2 ptq
µk0`2ptq IS
0pR0,0q ` γ2 λ
1
2
µptqk0`2 log tIS
0pR0,0q,
where the first term OpR´10,0λ0,0ptq
1
2µ´20,0ptqq is independent of γ1,2. The sum of the
last two terms on the right will then be deferred until the last stage, when we define
vsmooth,a. Next, consider
t2
“´ 5u41v2 ´ 10u31v22 ´ 10u21v32 ´ 5u1v42 ´ v52 ` pBtt ´ Brr ´ 2r Brqpv2 ´ v02q‰
Here the interaction terms u5´ j1 v
j
2, j ď 4, are only of the smoothness implied byQ, but do depend on γ1,2 on account of u1 “ u0 ` v1 and the γ-dependence of u0.
However, writing
u1 “ ru0 ´ λ
1
2
0,0Wpλ0,0rqs ` rv1 ` λ
1
2
0,0Wpλ0,0rqs,
and expanding out u5´ j1 , we can place any term of the form
t2ru0 ´ λ
1
2
0,0Wpλ0,0rqsl1rv1 ` λ
1
2
0,0Wpλ0,0rqsl2vl32 ,
ÿ
l j “ 5,
and with l1 ě 1, l3 ě 1 into
γ1
λ
1
2
0,0
µ0,0ptqk0`2
“
IS 0pR´10,0 ,Qq ` b2IS 0pR0,0,Qq
‰
` γ2 log t
λ
1
2
0,0
µ0,0ptqk0`2
“
IS 0pR´10,0 ,Qq ` b2IS 0pR0,0,Qq
‰
,
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and so this can be placed into t2eprelim. Finally, the preceding also implies (3.6) for
k “ 1.
Step 5: The inductive step. Here we again follow [25], section 2.7, closely, but
need to carefully keep track of various parts of ek First consider the case of even
indices, i. e. assume e2k´2, 2 ď k ď k˚, satisfies (3.6) with k replaced by k ´ 1,
and more precisely, that we can decompose
e2k´2 “ e12k´2 ` e22k´2 ` e32k´2, (3.24)
where we have
t2e12k´2 P
λ
1
2
0,0
µ0,0ptq2k´2
“
IS 0pR´10,0 plog R0,0qqk´1 ,Qq ` b2IS 0pR0,0 plog R0,0qqk´1 ,Q1q
‰
,
t2e22k´2 P γ1
λ
1
2
0,0
µ0,0ptqk0 IS
0pR´10,0q ` γ2
λ
1
2
0,0
µ0,0ptqk0 log tIS
0pR´10,0q,
the term e12k´2 being independent of γ1,2, while for the third term we have
t2e32k´2 P γ1
λ
1
2
0,0
µ0,0ptqk0`2
“
IS 0pR´10,0 ,Qq ` b2IS 0pR0,0,Qq
‰
` γ2 log t
λ
1
2
0,0
µ0,0ptqk0`2
“
IS 0pR´10,0 ,Qq ` b2IS 0pR0,0,Qq
‰
.
We have verified such a structure for the case k “ 2 in the preceding step. Then we
introduce the correction v2k´1 in order to improve the error e12k´1, exactly mirroring
Step 1 in section 2.7 of [25]. We completely forget about e32k´2 as it can be moved
into the final error eprelim, while we shall deal with the intermediate term e22k´2
when introducing vsmooth,a. Returning to v2k´1, and proceeding just as in Step 1,
we see that v2k´1 will satisfy (3.3), and moreover be independent of γ1,2. The error
e2k´1 generated by the approximation u0`ř2k´1j“1 v j will be mostly independent of
γ1,2, and satisfy (3.4), except for the cross interaction terms of v2k´1 and u0, of the
form u5´ j0 v
j
2k´1, 1 ď j ď 4. However, splitting
u0 “ ru0 ´ λ
1
2
0,0Wpλ0,0ptqrqs ` rλ
1
2
0,0Wpλ0,0ptqrqs,
we may replace u0 by u0 ´ λ
1
2
0,0Wpλ0,0ptqrq, and then the corresponding cross in-
teractions, multiplied by t2, can again be seen to be in
γ1
λ
1
2
0,0
µ0,0ptqk0`2
“
IS 0pR´10,0 ,Qq ` b2IS 0pR0,0,Qq
‰
` γ2 log t
λ
1
2
0,0
µ0,0ptqk0`2
“
IS 0pR´10,0 ,Qq ` b2IS 0pR0,0,Qq
‰
,
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whence these error terms may be placed into eprelim and discarded.
The case of odd indices, i. e. departing from e2k´1, k ď k˚, is handled just the
same.
Repeating this procedure leads to the v j, 1 ď j ď 2k˚ ´ 1. Moreover, each of the
errors generated satisfies a decomposition analogous to (3.24), replacing (3.6) by
(3.4) for odd indices.
Step 6: Choice of vsmooth,a, a “ 1, 2. Here we depart from the approximation
u2k˚´1 “ u0 `
ř2k˚´1
j“1 v j, which generates an error e2k˚´1 satisfying (3.4) for
k “ k˚, as well as a decomposition
e2k˚´1 “
3ÿ
j“1
e j2k˚´1 (3.25)
analogous to (3.24). Importantly, the first error
t2e12k˚´1 P
λ
1
2
0,0
µ0,0ptq2k˚ IS
0pR0,0 plog R0,0qpk˚ ,Q1q
is independent of γ1,2, and the last error e32k˚´1 may be placed into eprelim, and so it
remains to deal with the middle error which for technical reasons is still too large.
Recall that the middle error satisfies
t2e22k˚´1 P γ1
λ
1
2
0,0
µ0,0ptqk0 IS
0pR´10,0q ` γ2
λ
1
2
0,0
µ0,0ptqk0 log tIS
0pR´10,0q,
and in particular is C8-smooth. Then set
µ20,0ptqL0vsmooth,1 “ t2e22k˚´1,
leading to
vsmooth,1 P γ1
λ
1
2
0,0
µ0,0ptqk0`2 IS
2pR0,0q ` γ2
λ
1
2
0,0
µ0,0ptqk0`2 log tIS
2pR0,0q
Then all errors generated by vsmooth,1 by interaction with the bulk part u2k˚´1 can
be placed into eprelim. On the other hand, the error t2B2t vsmooth,1 is of the same
form as vsmooth,1. We next construct vsmooth,2, proceeding in analogy to Step 3, to
improve the error generated by B2t vsmooth,1. The key here is that on the account of
the rapid temporal decay of this term, the method of [25] applied to it results in a
term of sufficient smoothness, to be acceptable for a correction depending on γ1,2.
Specifically, we write the leading order term of t2B2t vsmooth,1 in the form
pc1 ` c3 log tq
λ
1
2
0,0
µ0,0ptqk0`2 R0,0 ` pc2 ` c4 log tq
λ
1
2
0,0
µ0,0ptqk0`2 ,
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and then set (where the coefficients c1,2 depend on γ1,2)
t2
`B2t vsmooth,2 ´ B2r vsmooth,2 ´ 2r Brvsmooth,2˘
“ pc1 ` c3 log tq
λ
1
2
0,0
µ0,0ptqk0`2 R0,0 ` pc2 ` c4 log tq
λ
1
2
0,0
µ0,0ptqk0`2 .
Making the correct ansatz as in [25] this is solved by
vsmooth,2 P
λ
1
2
0,0
µ0,0ptqk0`4 IS
2pR30,0,Qsmoothq ` log t
λ
1
2
0,0
µ0,0ptqk0`4 IS
2pR30,0,Qsmoothq.
The effect of this correction is that we replace the middle term in (3.25) by one in
eprelim, i. e. our final approximate solution
uprelim :“ u0 `
2k˚´1ÿ
j“1
v j `
ÿ
a“1,2
vsmooth,a
generates an error eprelim as claimed in the lemma.

In order to complete the proof of the Theorem 3.1, we need to improve the
approximate solution obtained in the preceding lemma a bit in order to replace the
generated error eprelim by one which is smoother. More precisely, we need to get
rid of the rough part of the error reprelim. For this, we replace uprelim by
uapprox :“ uprelim ` v,
where v solves the equation
v` 5ru4prelimv` ÿ
2ď jď5
ˆ
5
j
˙
v jru5´ jprelim “ ´reprelim,
where
ruprelim “ uprelim ´ vsmooth ` λ 120,0Wpλ0,0ptqrq ´ λ 12 Wpλptqrq, vsmooth “ 2ÿ
a“1
vsmooth,a
is the γ-independent part of uprelim. Also, we shall impose vanishing of v at t “ 0.
Then it is clear that v will not depend on γ1,2. The fact that such a v can be computed
with the required smoothness and bounds, provided N is chosen large enough,
follows exactly as in [26], see the discussion there after equation (3.1). Also, we
have for any t P p0, t0s ››∇t,xvptq››H ν2´ . tN´3
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Then we arrive at the error
uapprox ` u5approx
“ uprelim ` u5prelim `
ÿ
2ď jď5
ˆ
5
j
˙
v ju5´ jprelim
` v` 5ru4prelimv
` 5p´ru4prelim ` u4prelimqv
It follows that
eapprox “ eprelim ´ reprelim ` ÿ
2ď jď5
ˆ
5
j
˙
v jru5´ jprelim ´ ru5´ jprelims
` 5p´ru4prelim ` u4prelimqv (3.26)
This remaining error is easily seen to satisfy the claimed properties of the theorem.

4. Modulation theory; determination of the parameters γ1,2.
4.1. Re-scalings and the distorted Fourier transform. The discussion follow-
ing (2.16) shows that we intend to pass to a slightly altered coordinate system,
depending on the parameters γ1,2, and given by
τγ1,γ2 ,Rγ1,γ2
differing from the old one which corresponded to τ0,0,R0,0 (and which served as
the basis for the discussion following (2.2)). We then have to reinterpret functions
given in terms of R0,0 as functions in terms of Rγ1,γ2 , and understand the effect of
such a change of scale on the distorted Fourier transform. Infinitesimally, this is
explained in terms of Theorem 1.5, and we state here a simple variation on this
theme:
Lemma 4.1. Assume r has the Fourier representation given by
rpRq “ ż 8
0
xpξqφpR, ξqρpξq dξ ` xdφdpRq.
Then we have the formula
F `rpe´κRq˘pξq “ xpe2κξq ` κ ¨ rKκx` O}¨}rS 1 pκˇˇxd ˇˇq
where rKκ can be written as` rKκx˘pξq “ hκpξqxpe2κξq ` ż 8
0
Fκpξ, ηqρpηq
ξ ´ η xpηq dη
where Fκ satisfies the same bounds as the function Fp¨, ¨q in Theorem 1.5, and the
function hκ is of class C8p0,8q and uniformly bounded (both in ξ as well as κ),
and satisfies symbol type bounds with respect to ξ.
In particular, we have››F `rpeκRq˘››rS 1 .τ0,κ p››x››rS 1 ` ˇˇxd ˇˇq.
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and more precisely, we have››F `rpeκRq˘´ `F prq˘pe2κξq››rS 1 .τ0 κp››x››rS 1 ` ˇˇxd ˇˇq.
as well as ››F `rpeκRq˘››rS 1 . p1` τ0κq››F `rpRq˘››rS 1 ` κˇˇxd ˇˇ.
Proof. This is entirely analogous to the proof of Theorem 5.1 in [26]; in effect the
latter deals with the ’infinitesimal version’ of the current situation. Consider the
expression
pΞκxqpηq :“ x
ż 8
0
xpξqφpe´κR, e2κξqρpξq dξ, φpR, ηqy,
where x P C80 p0,8q. Under the latter restriction the integral converges absolutely.
Then proceeding as in [26], see in particular Lemma 4.6 and the proof of Theorem
5.1, we get
pΞκxqpξq “ Re
“a`pe2κξq
a`pξq
‰
xpξq `
ż 8
0
fκpξ, ηqxpηq dη,
where a` is the function occurring in Prop. 1.3. Here in order to determine the
kernel fκ of the ’off-diagonal’ operator at the end, we use
pη´ ξq fκpξ, ηq
“ x
ż 8
0
xpξq5re´2κW4pe´κRq ´W4pRqsφpe´κR, e2κξqρpξq dξ, φpR, ηqy
Then by following the argument of [26], proof of Theorem 5.1, one infers that
fκpξ, ηq “ κ ¨ ρpηqFκpξ, ηq
ξ ´ η ,
with Fκ having the same asymptotic and vanishing properties as the kernel Fpξ, ηq
in Theorem 1.5, uniformly in κ P r0, 1s, say. It remains to translate the properties
of Ξκ to those of the re-scaling operator. Let Ψ be the operator which satisfies
F `Ψprq˘pξq “ e´2κ ρp ξe2κ q
ρpξq xp
ξ
e2κ
q
and leaves the discrete spectral part invariant, while S e´κprqpRq “ rp Reκ q is the
scaling operator. Then we have
pΞκxqpξq “ F
`
S e´κΨprq˘pξq.` O}¨}rS 1 pκˇˇxd ˇˇq.
We conclude that
F `S e´κr˘pξq “ Ξκ`F `Ψ´1prq˘˘` O}¨}rS 1 pκˇˇxd ˇˇq.
It follows that we can write
F `S e´κr˘pξq “xpe2κξq ` “e2κ Re “a`pe2κξqa`pξq ‰ ¨ ρpe
2κξq
ρpξq ´ 1
‰
xpe2κξq
`
ż 8
0
rfκpξ, ηqxpηq dη` O}¨}rS 1 pκˇˇxd ˇˇq,
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where we put rfκpξ, ηq :“ fκpξ, ηe2κ q ¨ ρpηqρp ηe2κ q .
This implies the claims of the lemma.

4.2. The effect of scaling the bulk part. Here we investigate how changing the
bulk part from λ
1
2
0,0Wpλ0,0rq to λ
1
2 Wpλrq affects the distorted Fourier transform of
the new perturbation term. Specifically, recall (2.15), which defines a new data
pair p0, 1q, which in turn uniquely define a new quadruple of Fourier components
pxpγ1,γ2q0 , xpγ1,γ2q0d , xpγ1,γ2q1 , xpγ1,γ2q1d q, via (2.17), (2.18), (2.19). We can then derive the
analogue of (2.4), and try to repeat the iterative process in [19], but for this we shall
have to ensure the two key vanishing conditions (2.20), as well as the condition
(2.10). That this is indeed possible is the content of the following
Proposition 4.2. Given a fixed ν P p0, ν0s, t0 P p0, 1s, there is a δ1 “ δ1pν, t0q ą 0
small enough such that the following holds. Given a triple of data
px0pξq, x1pξq, x0dq P rS ˆ R
and with ››px0, x1q››rS ` ˇˇx0d ˇˇ ă δ1,
there is a unique pair γ1,2 with
ˇˇ
γ1
ˇˇ` ˇˇγ2 ˇˇ .ν,t0 ››px0, x1q››rS and a unique parameter
x1d satisfying
ˇˇ
x1d
ˇˇ
.ν
ˇˇ
x0d
ˇˇ
such that determining p0, 1q via (1.12), (1.13), (1.14),
and from there p0, 1q via (2.15) which in turn defines the quadruple of Fourier
data pxpγ1,γ2q0 , xpγ1,γ2q0d , xpγ1,γ2q1 , xpγ1,γ2q1d q, we have
Apγ1, γ2q :“
ż 8
0
ρ
1
2 pξqxpγ1,γ2q1 pξq
ξ
3
4
sinrλγ1,γ2pτ0qξ
1
2
ż 8
τ0
λ´1γ1,γ2psq dss dξ “ 0
Bpγ1, γ2q :“
ż 8
0
ρ
1
2 pξqxpγ1,γ2q0 pξq
ξ
1
4
cosrλγ1,γ2pτ0qξ
1
2
ż 8
τ0
λ´1γ1,γ2psq dss dξ “ 0,
and the discrete spectral part pxpγ1,γ2q0d , xpγ1,γ2q1d q satisfies the vanishing property of
Lemma 2.2, (2.10), with respect to the scaling law λ “ λγ1,γ2 . We have the precise
bound ˇˇ
γ1λ
1
2
0,0t
k0ν
0
ˇˇ` ˇˇγ2λ 120,0 log t0tk0ν0 ˇˇ . τ0 log τ0p››px0, x1q››rS ` ˇˇx0d ˇˇq. (4.1)
Finally, we have the bound››xpγ1,γ2q0 ´ λ0,0λ S λ20,0
λ2
x0
››rS 1 ` ››xpγ1,γ2q1 ´ λ0,0λ S λ20,0
λ2
x1
››rS 2
. log τ0 ¨ τ0`0 ¨ p
››px0, x1q››rS ` ˇˇx0d ˇˇq.
where S λ20,0
λ2
xipξq “ xipλ
2
0,0
λ2
ξq is the scaling operator.
32 STEFANO BURZIO, JOACHIM KRIEGER
Proof. The strategy shall be to first fix the discrete spectral part to px0d, x1dq while
choosing γ1,2, and at the end finalising the choice of x1d to satisfy the required
co-dimension one condition.
Observe that from our definition and the structure of upγ1,γ2qapprox, in particular Lem-
ma 3.2, and the end of the proof of Theorem 3.1, we can write
0 “ χrďCt0
“
λ
1
2
0,0Wpλ0,0rq ´ λ
1
2
γ1,γ2Wpλγ1,γ2rq ´ vsmooth
‰` 0, (4.2)
as well as
1 “ χrďCt0
“Bt“λ 120,0Wpλ0,0rq ´ λ 12γ1,γ2Wpλγ1,γ2rq‰´ Btvsmooth‰` 1, (4.3)
where we have introduced the notation vsmooth “ řa“1,2 vsmooth,a, the latter as in
the statement of Lemma 3.2. Also, it is implied that the expressions gets evaluated
at t “ t0.
We shall think of 0, 1 as functions of R “ λγ1,γ2pt0qr, and we shall keep the latter
definition of R for the rest of the paper, as this is the correct variable to use for the
sequel.
Observe that setting
rxpγ1,γ2q0 pξq “ ż 8
0
φpR, ξqR0pR0,0pRqq dR, rxpγ1,γ2q0d “ ż 8
0
φdpRqR0pR0,0pRqq dR
rxpγ1,γ2q1 pξq “ ´ λ´1γ1,γ2 ˇˇt“t0 ż 80 φpR, ξqR1pR0,0pRqq dR´ 9λγ1,γ2λγ1,γ2 ˇˇt“t0pKccrxpγ1,γ2q0 qpξq
´
9λγ1,γ2
λγ1,γ2
ˇˇ
t“t0pKcdrxpγ1,γ2q0d qpξq,
and finally(recall (2.19))
rxpγ1,γ2q1d “ ´λ´1γ1,γ2 ˇˇt“t0 ż 80 φdpRqR1pR0,0pRqq dR´ 9λγ1,γ2λγ1,γ2 ˇˇt“t0Kddrxpγ1,γ2q0d
´
9λγ1,γ2
λγ1,γ2
ˇˇ
t“t0Kdcrxpγ1,γ2q0 ,
then using Lemma 4.1, we have››rxpγ1,γ2q0 pξq ´ λλ0,0 x0p λ
2
λ20,0
ξq››rS 1 .τ0 ˇˇγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 ˇˇr››x0››rS 1 ` ˇˇx0d ˇˇs,
while we directly infer the boundˇˇrxpγ1,γ2q0d ´ x0d ˇˇ . ˇˇγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 ˇˇpτ0››x0››rS 1 ` ˇˇx0d ˇˇq.
Similarly, we obtain››rxpγ1,γ2q1 pξq ´ λλ0,0 x1p λ
2
λ20,0
ξq››rS 2
.
ˇˇ
γ1t
k0ν
0 ` γ2 log t0 ¨ tk0ν0
ˇˇr››x1››rS 2 ` ››x0››rS 1 ` ˇˇx1d ˇˇ` τ´10 ˇˇx0d ˇˇs,
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as well as ˇˇrxpγ1,γ2q1d ´ x1d ˇˇ . ˇˇγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 ˇˇpτ0››x0››rS 1 ` ˇˇx0d ˇˇq.
taking advantage of the structure of Kcc,Kcd as detailed in Theorem 1.5. Recall
the quantities in (2.11)
B :“
ż 8
0
ρ
1
2 pξqx0pξq
ξ
1
4
cosrντ0ξ 12 s dξ, A :“
ż 8
0
ρ
1
2 pξqx1pξq
ξ
3
4
sinrντ0ξ 12 s dξ,
and thus formulated in terms of the original data x0,1pξq, and independent of γ1,2.
Then denoting by rApγ1, γ2q, resp. rBpγ1, γ2q the quantity defined like Apγ1, γ2q,
Bpγ1, γ2q in the statement of the proposition, but with xpγ1,γ2qj replaced by rxpγ1,γ2qj ,
j “ 1, 0, we infer after a change of variables thatrApγ1, γ2q “ A`O`ˇˇγ1tk0ν0 `γ2 log t0¨tk0ν0 ˇˇτ0r››x1››rS 2`τ´10 ››x0››rS 1`ˇˇx1d ˇˇ`τ´10 ˇˇx0d ˇˇs˘,
(4.4)rBpγ1, γ2q “ B` O`ˇˇγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 ˇˇτ0r››x0››rS 1 ` τ´10 ˇˇx0d ˇˇs˘, (4.5)
Finally, in light of (4.2), (4.3), introduce the Fourier transforms of the ’bulk part
differences’
rrxpγ1,γ2q0 pξq “ ż 8
0
φpR, ξqRχrďCt0
“
λ
1
2
0,0Wpλ0,0rq ´ λ
1
2
γ1,γ2Wpλγ1,γ2rq ´ vsmooth
‰
dR,
rrxpγ1,γ2q1 pξq “ ´λ´1γ1,γ2 ż 8
0
φpR, ξqRχrďCt0
“Bt“λ 120,0Wpλ0,0rq
´ λ 12γ1,γ2Wpλγ1,γ2rq
‰´ Btvsmooth‰ dR,
and label their contributions to the expressions Apγ1, γ2q, Bpγ1, γ2q, by
rrApγ1, γ2q :“ ż 8
0
ρ
1
2 pξqrrxpγ1,γ2q1 pξq
ξ
3
4
sinrλγ1,γ2pτ0qξ
1
2
ż 8
τ0
λ´1γ1,γ2psq dss dξ “ 0
rrBpγ1, γ2q :“ ż 8
0
ρ
1
2 pξqrrxpγ1,γ2q0 pξq
ξ
1
4
cosrλγ1,γ2pτ0qξ
1
2
ż 8
τ0
λ´1γ1,γ2psq dss dξ “ 0.
Then the first two vanishing conditions of the proposition can be formulated as
0 “ Apγ1, γ2q “ rrApγ1, γ2q ` rApγ1, γ2q, 0 “ Bpγ1, γ2q “ rrBpγ1, γ2q ` rBpγ1, γ2q,
and so, in light of (4.4), (4.5), we findrrApγ1, γ2q “ ´A`O`ˇˇγ1tk0ν0 `γ2 log t0¨tk0ν0 ˇˇτ0r››x1››rS 2`τ´10 ››x0››rS 1`τ´10 ˇˇx0d ˇˇ`ˇˇx1d ˇˇs˘,
(4.6)rrBpγ1, γ2q “ ´B` O`ˇˇγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 ˇˇτ0r››x0››rS 1 ` τ´10 ˇˇx0d ˇˇs˘. (4.7)
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It remains to compute rrApγ1, γ2q, rrBpγ1, γ2q in terms of γ1,2, which we now do: we
can write
λ
1
2
0,0Wpλ0,0rq ´ λ
1
2
γ1,γ2Wpλγ1,γ2rq “ Op
ˇˇ
γ1t
k0ν
0 ` γ2 log t0 ¨ tk0ν0
ˇˇqλ 120,0φpR, 0q
` Opˇˇγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 ˇˇ2q, (4.8)
Further, we find after writing ξφpR, ξq “ LφpR, ξq and performing integration by
parts
ˇˇ ż 8
0
φpR, ξqχrďCt0λ
1
2
0,0φpR, 0q dR
ˇˇ
.N λ
1
2
0,0
Cτ0
xCτ0ξ 12 yN
, (4.9)
whence we infer
ˇˇ ż 8
0
φpR, ξqχrďCt0R
“
λ
1
2
0,0Wpλ0,0rq ´ λ
1
2
γ1,γ2Wpλγ1,γ2rq
‰
dR
ˇˇ
.N λ
1
2
0,0
Cτ0
xCτ0ξ 12 yN
ˇˇ
γ1t
k0ν
0 ` γ2 log t0 ¨ tk0ν0
ˇˇ` ˇˇγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 ˇˇ2. (4.10)
We also have the important non-degeneracy property
lim
RÑ0 R
´1χRďCτ0R
“
λ
1
2
0,0Wpλ0,0rq ´ λ
1
2
γ1,γ2Wpλγ1,γ2rq
‰
“ 1
2
λ
1
2
0,0rγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 s ` O
`
λ
1
2
0,0rγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 s2
˘
,
(4.11)
in the sense that the principal term on the depends linearly on γ1,2 with non-
vanishing factor.
This is to be contrasted with the vanishing property
lim
RÑ0 R
´1χRďCτ0RvsmoothpRq “ 0, (4.12)
which follows from Lemma 3.2, and finally, by another integration by parts ar-
gument similar to the one for the bulk term to get (4.10), and exploiting the fine
structure of vsmooth from Lemma 3.2, we get
ż 8
0
φpR, ξqRχRďCτ0vsmoothpRq|t“t0 dR “
ˇˇ
γ1t
k0ν
0 ` γ2 log t0tk0ν0
ˇˇ
ON
`
λ
1
2
0,0
Cτ0
xCτ0ξ 12 yN
˘
(4.13)
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Finally, using the precise asymptotic relation limξÑ0 ξ
1
2 ρpξq “ c where in fact one
has c “ 13pi , see Lemma 3.4 in [5], we infer that
rrBpγ1, γ2q “ ż 8
0
rrxpγ1,γ2q0 pξqρ 12 pξq
ξ
1
4
cosrντ0ξ 12 s dξ ` Ot0
`ˇˇ
γ1t
k0ν
0 ` γ2 log t0 ¨ tk0ν0
ˇˇ2˘
“ lim
RÑ0 cR
´1
ż 8
0
φpR, ξqrrxpγ1,γ2q0 pξqρpξq dξ
`
ż 8
0
rrxpγ1,γ2q0 pξqrρ 12 pξq
ξ
1
4
´ cρpξqs cosrντ0ξ 12 s dξ
` c
ż 8
0
rrxpγ1,γ2q0 pξqρpξqpcosrντ0ξ 12 s ´ 1q dξ
` Ot0
`ˇˇ
γ1t
k0ν
0 ` γ2 log t0 ¨ tk0ν0
ˇˇ2˘
.
(4.14)
Observe that the extra term Ot0
`ˇˇ
γ1t
k0ν
0 ` γ2 log t0 ¨ tk0ν0
ˇˇ2˘ arises from replacing
λγ1,γ2pτ0qξ
1
2
ż 8
τ0
λ´1γ1,γ2psq ds
by ντ0. The last term on the right in the above identity is essentially quadratic and
negligible in the sequel. The second and third terms are also negligible on account
of the bounds (4.10), (4.13) from before for the Fourier transform of the bulk part
as well as vsmooth: for the second term, we get (for suitable c ą 0)
ˇˇ ż 8
0
rrxpγ1,γ2q0 pξqrρ 12 pξq
ξ
1
4
´ cρpξqs cosrντ0ξ 12 s dξ
ˇˇ
. λ
1
2
0,0τ
´1
0
ˇˇ
γ1t
k0ν
0 ` γ2 log t0tk0ν0
ˇˇ
,
while the third term becomes small upon choosing C sufficiently large:ˇˇ ż 8
0
rrxpγ1,γ2q0 pξqρpξqpcosrντ0ξ 12 s ´ 1q dξˇˇ
. C´1λ
1
2
0,0
ˇˇ
γ1t
k0ν
0 ` γ2 log t0tk0ν0
ˇˇ
Finally, for the first term above, we have according to the earlier limiting relations
(4.11), (4.12) the key relation
lim
RÑ0 R
´1
ż 8
0
φpR, ξqrrxpγ1,γ2q0 pξqρpξq dξ
“ 1
2
λ
1
2
0,0rγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 s ` O
`
λ
1
2
0,0rγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 s2
˘
.
Combining the preceding bounds and identities for the various terms in the above
identity for rrBpγ1, γ2q and also recalling (4.7), we have obtained the first relation
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determining γ1,2, given by
B “´ c
2
λ
1
2
0,0rγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 s ` O
`
C´1λ
1
2
0,0
ˇˇ
γ1t
k0ν
0 ` γ2 log t0tk0ν0
ˇˇ˘
` O`ˇˇγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 ˇˇτ0r››x0››rS 1 ` τ´10 ˇˇx0d ˇˇs˘
` Ot0
`
λ
1
2
0,0rγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 s2
˘
,
(4.15)
where the first term on the right dominates all the remaining error terms, provided
the data are chosen small enough.
To derive the second equation determining γ1,2, we recall the formula (2.18) for
xpγ1,γ2q1 , which hinges on 1. Then by combining (4.3) with (4.8), we have (using
the notation Λ :“ 12 ` RBR)
R1 “ RBt
“ptk0νγ1 ` log t ¨ tk0νγ2qλ 120,0R´1φpR, 0q ´ vsmooth‰t“t0 ` R1
` O`λ 120,0tk0ν´10 log t0pÿˇˇγ j ˇˇqˇˇtk0ν0 γ1 ` log t0 ¨ tk0ν0 γ2 ˇˇ˘
“ c1t´10 ptk0ν0 γ1 ` log t0 ¨ tk0ν0 γ2qλ
1
2
0,0φpR, 0q
` c2t´10 ptk0ν0 γ1 ` log t0 ¨ tk0ν0 γ2qλ
1
2
0,0pΛ2WqpRq
` γ2tk0ν´10 λ
1
2
0,0φpR, 0q ` O
`
λ
1
2
0,0t
k0ν´1
0 log t0p
ÿˇˇ
γ j
ˇˇqˇˇtk0ν0 γ1 ` log t0 ¨ tk0ν0 γ2 ˇˇq˘
´ RBtvsmooth ` R1.
Using (2.18) which gives
xpγ1,γ2q1 pξq “ ´ λ´1γ1,γ2
ż 8
0
φpR, ξqR1pRq dR´
9λγ1,γ2
λγ1,γ2
ˇˇ
t“t0pKccx
pγ1,γ2q
0 qpξq
´
9λγ1,γ2
λγ1,γ2
ˇˇ
t“t0pKcd x
pγ1,γ2q
0d qpξq,
and also keeping in mind the corresponding relations (1.13), (1.14), we deduce in
light of Lemma 4.1 the identity
xpγ1,γ2q1 pξq “
4ÿ
j“1
A j `
3ÿ
j“1
B j `C
where the A j are the terms coming from the ’bulk term’ and are given by
A1 “ ´c1pt0λγ1,γ2q´1λ
1
2
0,0ptk0ν0 γ1 ` log t0 ¨ tk0ν0 γ2q
ż 8
0
φpR, ξqχRďCτ0λ
1
2
0,0φpR, 0q dR
A2 “ ´c2pt0λγ1,γ2q´1λ
1
2
0,0ptk0ν0 γ1 ` log t0 ¨ tk0ν0 γ2q
ż 8
0
φpR, ξqχRďCτ0λ
1
2
0,0pΛ2WqpR, 0q dR,
A3 “ ´λ
1
2
0,0γ2t
k0ν´1
0 λ
´1
γ1,γ2
ż 8
0
φpR, ξqχRďCτ0λ
1
2
0,0φpR, 0q dR
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A4 “ ´λ´1γ1,γ2
ż 8
0
φpR, ξqχRďCτ0RBtvsmooth dR,
while the terms B j arising from the perturbation are given by
B1 “ λ
λ0,0
x1p λ
2
λ20,0
ξq, B2 “ ´
9λγ1,γ2
λγ1,γ2
ˇˇ
t“t0pKccx
pγ1,γ2q
0 qpξq,
B3 “ ´
9λγ1,γ2
λγ1,γ2
ˇˇ
t“t0pKcd x
pγ1,γ2q
0d qpξq
Finally, C is the error, which is given crudely by
C “ O`λ 120,0 ˇˇγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 ˇˇτ0 ˇˇr››x1››rS 1 ` τ´10 ››x0››rS 2 ` ˇˇx1d ˇˇ` τ´10 ˇˇx0d ˇˇs˘
` Ot0
`pÿ
j
|γ j|q
ˇˇ
γ1t
k0ν
0 ` γ2 log t0 ¨ tk0ν0
ˇˇ˘
.
Inserting the preceding into the expression for Apγ1, γ2q (as in the statement of the
proposition) and proceeding as for the derivation for (4.15), as well as observing
that
τ´10
ż 8
0
ρ
1
2 pξqKccxpγ1,γ2q0 qpξq
ξ
3
4
sinrλγ1,γ2pτ0qξ
1
2
ż 8
τ0
λ´1γ1,γ2psq dss dξ
“ Dpx0, x0dq ` D1λ
1
2
0,0pγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 q ` Ot0
`ˇˇ
γ1t
k0ν
0 ` γ2 log t0 ¨ tk0ν0
ˇˇ2˘
where Dpx0, x0dq is independent of γ1,2 and is bounded by
ˇˇ
Dpx0, x0dq
ˇˇ
.
››x0››rS 1 `ˇˇ
x0d
ˇˇ
, while D1 “ D1pνq is a suitable absolute constant, we infer the following
identity: ż 8
0
ρ
1
2 pξqxpγ1,γ2q1 pξq
ξ
3
4
sinrλγ1,γ2pτ0qξ
1
2
ż 8
τ0
λ´1γ1,γ2psq dss dξ
“ A`
ÿ
j“1,2
E j ` Dpx0, x0dq ` F.
(4.16)
Here the first term on the right arises on account of (4.4), the two terms E1,2 arise
via the contribution of the bulk terms A1 ´ A4 (taking advantage of estimates like
(4.9)), and are of the form
E1 “ e1λ
1
2
0,0pγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 q, E2 “ e2λ
1
2
0,0γ2t
k0ν
0 , e2 , 0,
and finally, the error term F is of the form
F “ Ot0
`pÿ
j
|γ j|q
ˇˇ
γ1t
k0ν
0 ` γ2 log t0 ¨ tk0ν0
ˇˇ˘
` O`λ 120,0 ˇˇγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 ˇˇτ0 ˇˇr››x1››rS 1 ` τ´10 ››x0››rS 2 ` ˇˇx1d ˇˇ` τ´10 ˇˇx0d ˇˇs˘
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Equating the expression on the left of (4.16) with 0, we infer the second equation,
analogous to (4.15):
A “ ´e1λ
1
2
0,0pγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 q ´ e2λ
1
2
0,0γ2t
k0ν
0 ´ Dpx0, x0dq
` Ot0
`pÿ
j
|γ j|q
ˇˇ
γ1t
k0ν
0 ` γ2 log t0 ¨ tk0ν0
ˇˇ˘
` O`λ 120,0 ˇˇγ1tk0ν0 ` γ2 log t0 ¨ tk0ν0 ˇˇτ0 ˇˇr››x1››rS 1 ` τ´10 ››x0››rS 2 ` ˇˇx1d ˇˇ` τ´10 ˇˇx0d ˇˇs˘
(4.17)
On account of the easily verified boundsˇˇ
A
ˇˇ
. τ0
››x1››rS 2 , ˇˇBˇˇ . τ0››x0››rS 1 ,
we then inferˇˇ
γ1λ
1
2
0,0t
k0ν
0
ˇˇ` ˇˇγ2λ 120,0 log t0tk0ν0 ˇˇ . plog τ0q ¨ τ0p››px0, x1q››rS ` ˇˇx0d ˇˇq.
Recall that throughout the preceding discussion we kept the discrete spectral parts
px0d, x1dq of the initial perturbation p1, 2q fixed. If instead we allow x1d to vary,
we can think of γ1,2 as functions of x1d, and moreover one easily checks thatrxpγ1,γ2q1d “ x1d ` Opr››x0››rS 1 ` ››x1››rS 2 ` ˇˇx0d ˇˇ` ˇˇx1d ˇˇs2q.
with a corresponding Lipschitz bound. It follows that there is a unique choice of
x1d such that (for given x0, x1, x0d) the pair prxpγ1,γ2q0d , rxpγ1,γ2q1d q satisfies the linear
compatibility relation (2.10) with respect to the scaling parameter λ “ λγ1,γ2 .
The last bound of the proposition follows from the preceding formulas for xpγ1,γ2q1 ,
as well as xpγ1,γ2q0 in terms of x1, x0. Specifically, one uses the fact that for the
Fourier transform of the bulk term7 in (4.2), we have the asymptotics (4.8), (4.9)
as well as (4.13), and we get›› Cτ0
xCτ0ξ 12 yN
››rS 1 . τ´p1´δ0q0 . (4.18)

For later purposes, we also mention the following important Lipschitz continuity
properties, which follow easily from the preceding proof:
Lemma 4.3. Let prγ1,rγ2q the parameters associated with a data quadruple prx0, rx1q PrS . Then using the notation from before and puttingrλ “ λprγ1, rγ2q,
we haveˇˇpγ1 ´ rγ1qλ 120,0tk0ν0 ˇˇ` ˇˇpγ2 ´ rγ2qλ 120,0 log t0tk0ν0 ˇˇ . τ0 log τ0r››px0 ´ rx0, x1 ´ rx1q››rS
` ››px0, x1q››rS ˇˇx0d ´ rx0d ˇˇs.
7This means the sum of the first three terms on the right.
STABLE TYPE II SOLUTIONS 39››xpγ1,γ2q0 ´ rxprγ1,rγ2q0 ´ pλ0,0λ S λ20,0
λ2
x0 ´ λ0,0rλ S λ20,0rλ2 rx0q
››rS 1
` ››xpγ1,γ2q1 ´ rxprγ1,rγ2q1 ´ pλ0,0λ S λ20,0
λ2
x1 ´ λ0,0rλ S λ20,0rλ2 rx1q
››rS 2
. log τ0 ¨ τ0`0 ¨ r
››px0 ´ rx0, x1 ´ rx1q››rS ` ››px0, x1q››rS ˇˇx0d ´ rx0d ˇˇs.
Finally, we have the boundˇˇpxpγ1,γ2q1d ´ x1dq ´ prxpγ1,γ2q1d ´ rx1dqˇˇ
. r››px0 ´ rx0, x1 ´ rx1q››rS ` ˇˇx0d ´ rx0d ˇˇs ¨ r››px0, x1q››rS ` ˇˇx0d ˇˇs.
5. Iterative construction of blow up solution almost matching the perturbed
initial data
Here we carry out the actual construction of the solution, as explained in the
paragraph following (2.20). Thus departing from perturbed data
uνrt0s ` p0, 1q,
where the perturbation p0, 1q is associated with a data quadruple px0, x1q as in
(1.12), (1.13), (1.14), where x1d, as well as parameters γ1,2 have been computed
according to Proposition 4.2, in terms of the Fourier data px0pξq, x1pξq, x0dq, we
then pass to a different representation of the data which coincides with the preced-
ing data in a dilate of the light cone at time t “ t0, i. e. we have
χrďCt0u
p0,0q
approxrt0s ` p1, 2q “ χrďCt0upγ1,γ2qapproxrt0s ` p1, 2q.
Then, according to Proposition 4.2, the Fourier data associated to p1, 2q in refer-
ence to the coordinate R :“ λγ1,γ2pt0qr, satisfy the key vanishing relations
Apγ1, γ2q “ Bpγ1, γ2q “ 0,
these quantities being defined as in Proposition 4.2. We shall now strive to evolve
the data
upγ1,γ2qapproxrt0s ` p1, 2q
backwards in time from t “ t0, and thereby build another blow up solution with
bulk part upγ1,γ2qapproxpt, xq on the time slice p0, t0s ˆ R3.
5.1. Formulation of the perturbation problem on Fourier side. Re-iterating
that we shall work with the coordinates
τ :“
ż 8
t
λγ1,γ2psq ds, R “ λγ1,γ2ptqr, (5.1)
we shall write the desired solution in the form
upt, xq “ upγ1,γ2qapproxpt, xq ` pt, xq, rt0s “ p1, 2q, (5.2)
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and passing to the variable rεpτ,Rq :“ Rpτ,Rq, we derive the following equation
completely analogous to (2.2): using from now on λpτq “ λγ1,γ2pτq,
pBτ ` 9λλ´1RBRq2rε´ βpτqpBτ ` 9λλ´1RBRqrε`Lrε
“ λ´2pτqRrNapproxpεq ` eapproxs ` Bτp 9λλ´1qrε; βpτq “ 9λpτqλ´1pτq, (5.3)
where we use the notation
RNapproxpεq “ 5pu4approx ´ u40qrε` RNpuapprox,rεq,
RNpuapprox,rεq “ Rpuapprox ` rεRq5 ´ Ru5approx ´ 5u4approxrε,
and uapprox “ upγ1,2qapprox. The source term eapprox is precisely the one in Theorem 3.1.
Also, observe that we may and shall include cutoffs to the right hand source terms
of the form χRďCτ, since we are only interested in the behaviour of the solution
inside the forward light cone emanating from the origin. Ideally we will want to
match
rt0s “ p1, 2q,
but we shall have to deviate from this by a small error. In order to solve (5.3), we
pass to the distorted Fourier transform of rε, by using the representation
rεpτ,Rq “ xdpτqφdpRq ` ż 8
0
xpτ, ξqφpR, ξqρpξq dξ.
Writing
xpτ, ξq :“
ˆ
xdpτq
xpτ, ξq
˙
, ξ “
ˆ
ξd
ξ
˙
,
we infer `D2τ ` βpτqDτ ` ξ˘xpτ, ξq “ Rpτ, xq ` f pτ, ξq, f “ ˆ fdf
˙
, (5.4)
combined with the initial data (which in turn obey (2.17), (2.18), (2.19))
xpτ0, ξq “
˜
xpγ1,γ2q0d
xpγ1,γ2q0
¸
, Dτxpτ0, ξq “
˜
xpγ1,γ2q1d
xpγ1,γ2q1
¸
, τ0 “ τpt0q. (5.5)
where we have
Rpτ, xqpξq “
´
´ 4βpτqKDτx´ β2pτqpK2`rA,Ks`K ` β1β´2Kqx
¯
pξq (5.6)
with βpτq “ 9λpτq
λpτq , and
f pτ, ξq “ F `λ´2pτqχR.τ“5pu4approx ´ u40qrε` RNpuapprox,rεq ` Reapprox‰˘`ξ˘
fdpτq “ xλ´2pτqχR.τ
“
5pu4approx ´ u40qrε` RNpuapprox,rεq ` Reapprox‰, φdpRqy.
(5.7)
Also the key operator
Dτ “ Bτ ` βpτqA, A “
ˆ
0 0
0 Ac
˙
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and we have
Ac “ ´2ξBξ ´
´5
2
` ρ
1pξqξ
ρpξq
¯
.
The operator K is described in Theorem 1.5.
The main technical result of this article then furnishes a solution of (5.4), (5.5)
as follows:
Theorem 5.1. Let pxpγ1,γ2q0 , xpγ1,γ2q1 q P rS , xpγ1,γ2qld , l “ 0, 1, be as in Proposition 4.2,
and assume t0 is sufficiently small, or analogously, τ0 is sufficiently large. Then
there exist corrections
p4xpγ1,γ2q0 ,4xpγ1,γ2q1 q, p4xpγ1,γ2q0d ,4xpγ1,γ2q1d q
satisfying ››p4xpγ1,γ2q0 ,4xpγ1,γ2q1 q››rS ! ››px0, x1q››rS ` ˇˇx0d ˇˇ,ˇˇ4xpγ1,γ2q0d ˇˇ` ˇˇ4xpγ1,γ2q1d ˇˇ ! ››px0, x1q››rS ` ˇˇx0d ˇˇ,
and such that the p4xpγ1,γ2q0 ,4xpγ1,γ2q1 q, p4xpγ1,γ2q0d ,4xpγ1,γ2q1d q depend in Lipschitz
continuous fashion on px0, x1, x0dq with respect to }¨}rS` ˇˇ¨ ˇˇ with Lipschitz constant! 1, and such that the equation (5.4) with initial data`
xpτ0, ξq, pDτxqpτ0, ξq
˘ “ `xpγ1,γ2q0 ` 4xpγ1,γ2q0 , xpγ1,γ2q1 ` 4xpγ1,γ2q1 ˘`
xdpτ0q, Bτxdpτ0q
˘ “ `xpγ1,γ2q0d ` 4xpγ1,γ2q0d , xpγ1,γ2q1d ` 4xpγ1,γ2q1d ˘
admits a solution xpτ, ξq for τ ě τ0 satisfying››pxpτ, ¨q,Dτxpτ, ¨q››rS ` ˇˇxdpτqˇˇ` ˇˇBτxdpτqˇˇ .τ }px0, x1q}rS ` ˇˇx0d ˇˇ,
corresponding to rpτ,Rq P H 32`loc where
rpτ,Rq “ xdpτqφdpRq ` ż 8
0
xpτ, ξqφpR, ξqρpξq dξ.
Finally, we have energy decay within the light cone:
lim
tÑ0
ż
|x|ďt
1
2
|∇t,x|2 dx “ 0
where we recall  “ R´1r.
Remark 5.1. In fact, the Fourier coefficients p4xpγ1,γ2q0 ,4xpγ1,γ2q1 q will have a very
specific form, which makes them well-behaved with respect to re-scalings (which
hence don’t entail smoothness loss when passing to differences). This shall be
important when reverting to the original coordinates R0,0 at time t “ t0, which
were used to specify the perturbation px0, x1q to begin with.
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5.2. The proof of Theorem 5.1. It is divided into two parts: the existence part
for the solution, which follows essentially verbatim the scheme in [19], and the
more delicate verification of Lipschitz dependence of the solution on the data
px0, x1, x0dq. Here the issue is the fact that there are re-scalings involved, and the
very parametrix used to solve (5.4), as well as the source terms there, depend im-
plicitly on γ1,2, which in turn depend on px0, x1, x0dq.
5.2.1. Setup of the iteration scheme; the zeroth iterate. Proceeding in close anal-
ogy to [19], we shall obtain the final solution xpτ, ξq of (5.4) as the limit of a
sequence of iterates xp jqpτ, ξq. To begin with, we introduce the zeroth iterate in
the following proposition. The only difference compared to [19] is the presence of
the error term eapprox, whose dependence on γ1,2 needs to be taken carefully into
account.
To formulate the bounds on the successive iterates, we introduce a number of
notations. First, we recall (1.10), which is used to control data sets, and we also
introduce the slightly stronger norm››ppx0, x1q››S :“ ››x0››S 1 ` ››x1››rS 2 :“ ››xξy1`2δ0ξ´δ0 x0››L2dξ ` ››xξy 12`2δ0ξ´δ0 x1››L2dξ .
(5.8)
Denote the propagator (2.9) by S pτqpx0, x1q, and further introduce the inhomo-
geneous propagator solving the problem with source (this only involves the contin-
uous spectral part)`D2τ ` βpτqDτ ` ξ˘xpτ, ξq “ hpτ, ξq, pxpτ0, ξq “ 0, Dτxpτ0, ξq “ 0
by
xpτ, ξq “
ż τ
τ0
Upτ, σqhpσ, λ
2pτq
λ2pσqξq dσ,
Upτ, σq “ λ
3
2 pτq
λ
3
2 pσq
ρ
1
2 p λ2pτq
λ2pσqξq
ρ
1
2 pξq
sin
”
λpτqξ 12 şτσ λ´1puq duı
ξ
1
2
(5.9)
Further, denote the evolution of the spectral part with inhomogeneous data`B2τ ` βpτqBτ ` ξd˘xdpτq “ hdpτq, xdpτ0q “ 0, Bτxdpτ0q “ 0
and without exponential decay at infinity (for bounded hd for example) by
xdpτq “
ż τ
τ0
Hpτ, σqhdpσq dσ, (5.10)
where we have (see Lemma 2.2) the bound
ˇˇ
Hpτ, σqˇˇ . e´c|τ´σ| for some c ą 0.
Following [19], we also introduce the somewhat complicated square-sum norms
over dyadic time intervals and given by››ypτ, ξq››S qr :“ ` ÿ
N&τ0
N dyadic
sup
τ„N
p λpτq
λpτ0qq
4δ0
››ypτ, ¨q››2L2dξ˘ 12 , (5.11)
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and we shall also use
››ypτ, ξq››S qrpξă1q, ››ypτ, ξq››S qrpξą1q where L2dξ will be refined
to L2dξpξ ă 1q, L2dξpξ ą 1q. To define the zeroth iterate xp0q, we replace the source
functions in the right-hand side of (5.4) byˆ xλ´2χR.τReapprox, φdpRqy
F `λ´2χR.τReapprox˘
˙
and we abolish the linear term R. That is xp0q satisfies the equation`D2τ ` βpτqDτ ` ξ˘xp0qpτ, ξq “ ˆ xλ´2χR.τReapprox, φdpRqyF `λ´2χR.τReapprox˘
˙
Proposition 5.2. Assume the same setup as in Theorem 5.1. In particular, as be-
fore, everything depends on a basic data triple px0pξq, x1pξq, x0dq from which the
fourth component x1d and further the new Fourier components x
pγ1,γ2q
0 etc are de-
rived. There is a pair p4rrxp0q0 ,4rrxp0q1 q P rS , satisfying the bounds››p4rrxp0q0 ,4rrxp0q1 q››rS . τ´p2´q0 r››px0, x1q››rS ` ˇˇx0d ˇˇs,
and such that if we set for the continuous spectral part
xp0qpτ, ξq :“Ąxp0qpτ, ξq ` S pτq`xpγ1,γ2q0 ` 4rrxp0q0 , xpγ1,γ2q1 ` 4rrxp0q1 ˘,Ąxp0qpτ, ξq :“ ż τ
τ0
Upτ, σqF `λ´2χR.τReapprox˘pσ, λ2pτq
λ2pσqξq dσ
then the following conclusions hold: for high frequencies ξ ą 1, we have
sup
τěτ0
p τ
τ0
q´κ››χξą1Ąxp0qpτ, ξq››S 1 ` supτěτ0p ττ0 qκ››χξą1DτĄxp0qpτ, ξq››S 2
` ››ξ 12`δ0DτĄxp0qpτ, ξq››S qrpξą1q . τ´10 r››px0, x1q››rS ` ˇˇx0d ˇˇs.
For low frequencies ξ ă 1, there is a decompositionĄxp0qpτ, ξq ` S pτq`4rrxp0q0 ,4rrxp0q1 ˘ “ 4ąτĄxp0qpτ, ξq ` S pτq`4Ąxp0q0pξq,4Ąxp0q1pξq˘
where the data
`4Ąxp0q0pξq,4Ąxp0q1pξq˘ satisfy the vanishing conditionsż 8
0
ρ
1
2 pξq4Ąxp0q0pξq
ξ
1
4
cosrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξ “ 0, (5.12)
ż 8
0
ρ
1
2 pξq4Ąxp0q1pξq
ξ
3
4
sinrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξ “ 0, (5.13)
and such that we have the bound››`4Ąxp0q0pξq,4Ąxp0q1pξq˘››rS ` sup
τěτ0
p τ
τ0
q´κ››χξă14ąτĄxp0qpτ, ξq››S 1
` ››ξ´δ0Dτ4ąτĄxp0qpτ, ξq››S qrpξă1q . τ´10 r››px0, x1q››rS ` ˇˇx0d ˇˇs.
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Furthermore, letting 4rrxp0qj ,4rrxp0qj , j “ 1, 2, be the corrections corresponding to two
initial perturbation quadruples (where the component x1d is determined in terms
of the other three ones via Proposition 4.2)
px0, x1q, px0, x1q,
we have we have››p4rrxp0q0 ´ 4rrxp0q0 ,4rrxp0q1 ´ 4rrxp0q1 q››rS . τ´p1´q0 r››px0 ´ x0, x1 ´ x1q››rS ` ˇˇx0d ´ x0d ˇˇs.
For the discrete spectral part, setting
4xp0qd pτq :“
ż 8
τ0
Hdpτ, σqxλ´2pσqReapprox, φdpRqy dσ,
we have the bound
τ2rˇˇ4xp0qd pτqˇˇ` ˇˇBτ4xp0qd pτqˇˇs . ››px0, x1q››rS ` ˇˇx0d ˇˇ.
We also have the difference bound
τ2rˇˇ4xp0qd pτq ´ 4xp0qd pτqˇˇ` ˇˇBτ4xp0qd pτq ´ Bτ4xp0qd pτqˇˇs
.
››px0 ´ x0, x1 ´ x1q››rS ` ˇˇx0d ´ x0d ˇˇ.
We shall then set
xp0qd pτq :“ xpγ1,γ2qd pτq ` 4xp0qd pτq,
where xpγ1,γ2qd pτq is the ’free evolution’ of the discrete spectral part constructed as
in Lemma 2.2 with data pxpγ1,γ2q0d , xpγ1,γ2q1d q.
Remark 5.2. Observe that the formula for the continuous spectral part xp0qpτ, ξq
arises by adding the term S pτq`4rrxp0q0 ,4rrxp0q1 ˘ to the Duhamel type parametrix com-
ing from Lemma 2.2. The reason for such a correction term, which is already
present in [19], comes from poor low frequency bounds for the termż τ
τ0
Upτ, σqF `λ´2χR.τReapprox˘pσ, λ2pτq
λ2pσqξq dσ,
and more generally, for any such term occurring in the iterative scheme. The idea
then is to write this bad term (for small ξ) in the form
4ąτĄxp0qpτ, ξq ` S pτq`4Ąxp0q0pξq,4Ąxp0q1pξq˘,
by replacing the integral
şτ
τ0
by one over
ş8
τ . Since the components
4Ąxp0q0pξq,4Ąxp0q1pξq
don’t necessarily satisfy the vanishing conditions (5.32), (5.13), we need to add the
corrections 4rrxp0q0 ,4rrxp0q1 . Importantly, these can be chosen to be much smaller than
the initial data x0,1, x0d. This procedure is explained in greater detail in [19].
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Proof. We follow the same outline of steps as for example in the proof of Prop. 8.
1 in [19].
Step 1: Proof of the high frequency bound. Recall (3.26). Correspondingly, we
shall write F `λ´2χR.τReapprox˘ as the sum of several terms. We shall prove the
somewhat more delicate square-sum type bound, the remaining bounds being more
of the same.
The contribution of eprelim ´ reprelim. Write
Ξ1pτ, ξq :“
ż τ
τ0
Upτ, σqF `λ´2χR.τRpeprelim ´ reprelimq˘pσ, λ2pτq
λ2pσqξq dσ
We need to bound
››ξ 12`δ0DτΞ1pτ, ξq››S qrpξą1q. Observe that
Dτ
“ ż τ
τ0
Upτ, σqgpσ, λ
2pτq
λ2pσqξq dσ
‰ “ ż τ
τ0
Vpτ, σqgpσ, λ
2pτq
λ2pσqξq dσ, (5.14)
where we set
Vpτ, σq :“ λ
3
2 pτq
λ
3
2 pσq
ρ
1
2 p λ2pτq
λ2pσqξq
ρ
1
2 pξq
cos
”
λpτqξ 12
ż τ
σ
λ´1puq du
ı
.
In light of Prop. 1.3, we infer the inequality
λ
3
2 pτq
λ
3
2 pσq
ρ
1
2 p λ2pτq
λ2pσqξq
ρ
1
2 pξq
.
λ2pτq
λ2pσq , ξ ą 1,
and this implies››ξ 12`DτΞ1pτ, ξq››L2dξpξą1q
.
ż τ
τ0
λ2pτq
λ2pσq
››ξ 12`δ0F `λ´2pσqχR.τRpeprelim ´ reprelimq˘pσ, λ2pτq
λ2pσqξq
››
L2dξpξą1q dσ
Referring to the same proposition for the isometry properties of the distorted Fourier
transform, as well as Lemma 1.4, we obtain
λ2pτq
λ2pσq
››ξ 12`δ0F `λ´2pσqχR.τRpeprelim ´ reprelimq˘pσ, λ2pτq
λ2pσqξq
››
L2dξpξą1q
. p λ
2pτq
λ2pσqq
´δ0´ 14
››ξ 12`δ0F `λ´2pσqχR.τRpeprelim ´ reprelimq˘pσ, ¨q››L2dρ
. p λ
2pτq
λ2pσqq
´δ0´ 14
››λ´2pσqχR.τRpeprelim ´ reprelimq››H1`2δ0dR .
Referring to the end of Lemma 3.2, as well as the definitions preceding that lemma,
for the structure of eprelim ´ reprelim, and finally also using the key bound (4.1), we
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infer the estimate››λ´2pσqχR.τRpeprelim ´ reprelimq››H1`2δ0dR
. σ´2 ¨ σ 12 p1`ν´1q´k0´2` ¨ log τ0τk0`1´
1
2 p1`ν´1q´
0 ¨ σ
1
2 ¨ r››px0, x1q››rS ` ˇˇx0d ˇˇs.
(5.15)
Finally integrating this over σ P rτ0, τs, we get››ξ 12`δ0DτΞ1pτ, ξq››L2dξpξą1q . τ´ 32´0 ¨ p λ2pτqλ2pτ0qq´δ0´ 14 ¨ r››px0, x1q››rS ` ˇˇx0d ˇˇs.
In turn inserting this bound into the definition (5.11), we find››ξ 12`DτΞ1pτ, ξq››S qrpξą1q . τ´ 32´0 ¨ r››px0, x1q››rS ` ˇˇx0d ˇˇs,
which is indeed better than what we need.
The contribution of the expression
Gpτ,Rq :“
ÿ
2ď jď5
ˆ
5
j
˙
v jru5´ jprelim ´ ru5´ jprelims ` 5p´ru4prelim ` u4prelimqv,
where we recall v, uprelim,ruprelim, is described in the last part of the proof of Theo-
rem 3.1. In particular, we have the bound››vpτ,Rq››
H
1`2δ0
dR
. τ
1
2 p2`ν´1q´2k˚ ,
with k˚ defined as in Theorem 3.1. Then setting
Ξ2pτ, ξq :“
ż τ
τ0
Upτ, σqgpσ, λ
2pτq
λ2pσqξq dσ,
where we set
gpτ, ξq “ F `λ´2pτqχR.τRGpτ,Rq˘pξq,
we infer by a similar argument as for the preceding contribution the bound››ξ 12`δ0DτΞ2pτ, ξq››L2dξpξą1q .
ż τ
τ0
λ2pτq
λ2pσq
››ξ 12`δ0gpσ, λ2pτq
λ2pσqξq
››
L2dξpξą1q dσ
.
ż τ
τ0
p λ
2pτq
λ2pσqq
´δ0´ 14
››λ´2pσqRGpσ,Rq››
H
1`2δ0
dR pR.σq
dσ.
On the other hand, the proof of Theorem 3.1 easily implies the crude bound››λ´2pσqRGpσ,Rq››
H
1`2δ0
dR pR.σq
. σ´Nr››px0, x1q››rS ` ˇˇx0d ˇˇs, N " 1,
and so we obtain››ξ 12`δ0DτΞ2pτ, ξq››L2dξpξą1q . τ´N0 pλ2pτ0qλ2pτq q 14`δ0r››px0, x1q››rS ` ˇˇx0d ˇˇs.
This in turn furnishes the bound››ξ 12`DτΞ2pτ, ξq››S qrpξą1q . τ´N0 ¨ r››px0, x1q››rS ` ˇˇx0d ˇˇs,
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which is much better than what we need.
Step 2: Choice of the corrections p4rrxp0q0 ,4rrxp0q1 q. In analogy to [19], we shall
pick these corrections in the specific form
4rrxp0q0 pξq “ αF `χRďCτφpR, 0q˘pξq, 4rrxp0q1 pξq “ βF `χRďCτφpR, 0q˘pξq, (5.16)
and we need to determine the parameters α, β in order to force the required van-
ishing conditions (5.32), (5.13) for 4Ąxp0q0pξq,4Ąxp0q1pξq. The latter quantities are
given by
4Ąxp0q0pξq “ ż 8
τ0
Upτ0, σqF
`
λ´2χR.τReapprox
˘pσ, λ2pτ0q
λ2pσq ξq dσ` 4
rrxp0q0 pξq
4Ąxp0q1pξq “ ż 8
τ0
Vpτ0, σqF
`
λ´2χR.τReapprox
˘pσ, λ2pτ0q
λ2pσq ξq dσ` 4
rrxp0q1 pξq,
where we recall (5.14). Thus writing r4Ąxp0q jpξq :“ 4Ąxp0q jpξq ´ 4rrxp0qj pξq, j “ 0, 1,
we need the following simple
Lemma 5.3. We have the bounds
ˇˇ ż 8
0
ρ
1
2 pξqr4Ąxp0q0pξq
ξ
1
4
cosrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξˇˇ . τ´p1´q0 r››px0, x1q››rS ` |x0d|s,
ˇˇ ż 8
0
ρ
1
2 pξqr4Ąxp0q1pξq
ξ
3
4
sinrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξˇˇ . τ´p1´q0 r››px0, x1q››rS ` |x0d|s,
Proof. We again refer to (3.26) to split this into a number of bounds. We consider
here the contribution of
eprelim ´ reprelim,
the remaining terms being treated similarly. We distinguish between three fre-
quency regimes:
(i): ξ ă 1. Here we getˇˇr4Ąxp0q0pξqˇˇ
. ξ´
1
2`τ0`0
ż 8
τ0
λpτ0q
λpσq
ˇˇF `λ´2pσqχR.τRpeprelim ´ reprelimq˘pσ, λ2pτq
λ2pσqξq
ˇˇ
dσ
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Referring to Lemma 3.2, we have (using the point wise bounds on φpR, ξq in Propo-
sition 1.3)
ˇˇF `λ´2pσqχR.τRpeprelim ´ reprelimq˘pσ, λ2pτq
λ2pσqξq
ˇˇ
.
››λ´2pσqχR.τRpeprelim ´ reprelimq˘››L1dR
. σ´2 ¨ σ 12 p1`ν´1q´k0´2` ¨ log τ0τk0`1´
1
2 p1`ν´1q´
0 ¨ σ ¨ r
››px0, x1q››rS ` ˇˇx0d ˇˇs.
(5.17)
Inserting this in the preceding σ-integral for r4Ąxp0q0pξq, we find
ˇˇr4Ąxp0q0pξqˇˇ . ξ´ 12`τ´1`0 ¨ r››px0, x1q››rS ` ˇˇx0d ˇˇs.
In turn recalling the asymptotics for the spectral density ρpξq from Proposition 1.3,
we obtain
ˇˇ ż 1
0
ρ
1
2 pξqr4Ąxp0q0pξq
ξ
1
4
cosrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξˇˇ
. τ´p1´q0 r
››px0, x1q››rS ` ˇˇx0d ˇˇs ¨ ż 1
0
ξ´p1´q dξ
. τ´p1´q0 r
››px0, x1q››rS ` ˇˇx0d ˇˇs.
(ii): 1 ď ξ ă λ2pσq
λ2pτ0q . Denote the contribution to r4Ąxp0q0 under this restrictionr4Ąxp0q01. Again referring to the ρ-asymptotics from Proposition 1.3 an recalling
(5.9), we infer
ˇˇr4Ąxp0q01 ˇˇ
. ξ´1
ż 8
τ0
χ
ξă λ2pσq
λ2pτ0q
λpτ0q
λpσq
ˇˇF `λ´2pσqχR.τRpeprelim ´ reprelimq˘pσ, λ2pτq
λ2pσqξq
ˇˇ
dσ
. ξ´
3
2 τ
´p1´q
0 r
››px0, x1q››rS ` ˇˇx0d ˇˇs,
where we have used the same asymptotics for
ˇˇF ` . . . ˘ˇˇ as in (i). In turn, this
implies
ˇˇ ż 8
1
ρ
1
2 pξqr4Ąxp0q01pξq
ξ
1
4
cosrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξˇˇ . τ´p1´q0 r››px0, x1q››rS ` ˇˇx0d ˇˇs.
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(iii): ξ ą λ2pσq
λ2pτ0q . Here we use that for the corresponding contribution to r4Ąxp0q0,
which we call r4Ąxp0q02, we have››ξr4Ąxp0q02pξq››L2dξ
.
ż 8
τ0
››ξ 12 λ2pτ0q
λ2pσq F
`
λ´2pσqχR.τRpeprelim ´ reprelimq˘pσ, λ2pτq
λ2pσqξq
››
L2dξpξą λ
2pσq
λ2pτ0q
q dσ
.
ż 8
τ0
››ξ 12F `λ´2pσqχR.τRpeprelim ´ reprelimq˘pσ, ¨q››L2dρ dσ
.
ż 8
τ0
››`λ´2pσqχR.τRpeprelim ´ reprelimq˘pσ, ¨q››H1dR dσ
. τ
´ 32
0 r
››px0, x1q››rS ` ˇˇx0d ˇˇs,
where we have used (5.15). We conclude by Cauchy-Schwarz that
ˇˇ ż 8
1
ρ
1
2 pξqr4Ąxp0q02pξq
ξ
1
4
cosrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξˇˇ
.
››ξr4Ąxp0q02pξq››L2dξ . τ´ 320 r››px0, x1q››rS ` ˇˇx0d ˇˇs.
The contributions of the remaining terms forming eapprox are handled similarly, as
is the second estimate of the lemma involving r4Ąxp0q1. 
We next use the same argument as in (4.14) to infer the asymptotic relations (for
C " 1, τ0 " 1)ˇˇ ż 8
0
ρ
1
2 pξqF `χRďCτφpR, 0q˘pξq
ξ
1
4
cosrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξˇˇ „ 1,
ˇˇ ż 8
0
ρ
1
2 pξqF `χRďCτφpR, 0q˘pξq
ξ
3
4
sinrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξˇˇ „ τ0,
The preceding lemma in conjunction with these asymptotics implies that the van-
ishing relations (5.32), (5.13) will be satisfied for α, β in (5.16) satisfyingˇˇ
α
ˇˇ
. τ´p1´q0 r
››px0, x1q››rS ` ˇˇx0d ˇˇs, ˇˇβˇˇ . τ´p2´q0 r››px0, x1q››rS ` ˇˇx0d ˇˇs.
Then Step 2 is concluded by observing the bounds (4.9), (4.18), as well as the
analogous bound (recalling (5.8))›› Cτ0
xCτ0ξ 12 yN
››rS 1 . τδ00 ,
whence ››4rrxp0q0 ››ĂS 1 ` ››4rrxp0q1 ››ĂS 2 . τ´p2´q0 r››px0, x1q››rS ` ˇˇx0d ˇˇs.
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Step 3: Proof of the low frequency bounds. Here we control 4ąτĄxp0qpτ, ξq in the
low frequency regime ξ ă 1. The choice of 4Ąxp0q0,4Ąxp0q1 at the beginning of Step
2 imply that
4ąτĄxp0qpτ, ξq “ ´ ż 8
τ
Upτ, σq ¨ F `λ´2pσqχR.σRpeapproxq˘pσ, λ2pτq
λ2pσqξq dσ,
and in light of the asserted bounds of the proposition, we need to control
p τ
τ0
q´κ››χξă14ąτĄxp0qpτ, ξq››S 1 , ››ξ´δ0Dτ4ąτĄxp0qpτ, ξq››S qrpξă1q.
We show here how to bound the first quantity, the second being more of the same.
We use that ››ξ´δ0Upτ, σq››L2dξpξă1q . τδ0 ¨ λpτqλpσq ,
which then implies››ξ´δ04ąτĄxp0qpτ, ξq››L2dξpξă1q
. τδ0
ż 8
τ
λpτq
λpσq
››F `λ´2pσqχR.σRpeapproxq˘pσ, λ2pτq
λ2pσqξq
››
L8dξ
dσ
Then as usual we distinguish between the different parts of eapprox. For example,
for the contribution of the principal part eprelim´reprelim, we get by arguing as in (i)
of the proof of the preceding lemma
τ0`
ż 8
τ
λpτq
λpσq
››F `λ´2pσqχR.σRpeprelim ´ reprelimq˘pσ, λ2pτq
λ2pσqξq
››
L8dξ
dσ
. τ0` ¨ τ
k0`1
0 log τ0
λ
1
2
0,0pτ0q
¨
ż 8
τ
λpτq
λpσqσ
´k0´3λ
1
2
0,0pσq dσ ¨ r
››px0, x1q››rS ` ˇˇx0d ˇˇs
. τ´p1´q0 ¨ r
››px0, x1q››rS ` ˇˇx0d ˇˇs.
This is even better than what we need, since we have omitted the weight p ττ0 q´κ.
The remaining terms in eapprox lead to similar contributions.
Step 4: Control over the data p4Ąxp0q0pξq,4Ąxp0q1pξqq for the free part in the low
frequency regime. In light of the low frequency bound established in the preceding
step, it suffices to establish the high-frequency bound, i. e. restrict to ξ ą 1. Thus
in light of (1.10) we need to bound››ξ1`δ04Ąxp0q0pξq››L2dξpξą1q ` ››ξ 12`δ04Ąxp0q1pξq››L2dξpξą1q.
where p4Ąxp0q0pξq,4Ąxp0q1pξqq are defined as at the beginning of Step 2. We shall
establish the desired estimate for 4Ąxp0q0 and the contribution of eprelim ´ reprelim,
the remaining contributions as well as the term 4Ąxp0q1 being more of the same.
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Note that on account of the final bound of Step 2, the correction terms 4rrxp0q0 ,4rrxp0q1
satisfy the required bounds. The norm
››ξ1`4Ąxp0q0pξq››L2dξpξą1q can be bounded by››ξ1`δ0 ż 8
τ0
Upτ, σq ¨ F `λ´2pσqχR.σRpeprelim ´ reprelimq˘pσ, λ2pτ0q
λ2pσq ξq dσ
››
L2dξpξą1q
.
ż 8
τ0
λpτ0q
λpσq
››ξδ0F `λ´2pσqχR.σRpeprelim ´ reprelimq˘pσ, λ2pτ0q
λ2pσq ξq
››
L2dξp1ăξă λ
2pσq
λ2pτ0q
q dσ
`
ż 8
τ0
λ2pτ0q
λ2pσq
››ξ 12`δ0F `λ´2pσqχR.σRpeprelim ´ reprelimq˘pσ, λ2pτ0q
λ2pσq ξq
››
L2dξpξą λ
2pσq
λ2pτ0q
q dσ.
(5.18)
Then recalling parameter κ “ 2p1`ν´1qδ0 , the first term on the right (intermediate
frequencies) is bounded byż 8
τ0
λpτ0q
λpσq
››ξδ0F `λ´2pσqχR.σRpeprelim ´ reprelimq˘pσ, λ2pτ0q
λ2pσq ξq
››
L2dξp1ăξă λ
2pσq
λ2pτ0q
q dσ
.
ż 8
τ0
p σ
τ0
qκ››F `λ´2pσqχR.σRpeprelim ´ reprelimq˘pσ, λ2pτ0q
λ2pσq ξq
››
L8dξ
dσ
and further recalling (5.17), this is bounded by
. log τ0 ¨ τk0`1´0 ¨ r
››px0, x1q››rS ` ˇˇx0d ˇˇs ¨ ż 8
τ0
p σ
τ0
qκ ¨ λ
1
2
0,0pσq
λ
1
2
0,0pτ0q
¨ σ´k0´3` dσ
. τ´p1´q0 r
››px0, x1q››rS ` ˇˇx0d ˇˇs
The second term on the right of (5.18) (large frequencies) is bounded byż 8
τ0
λ2pτ0q
λ2pσq
››ξ 12`δ0F `λ´2pσqχR.σRpeprelim ´ reprelimq˘pσ, λ2pτ0q
λ2pσq ξq
››
L2dξpξą λ
2pσq
λ2pτ0q
q dσ
.
ż 8
τ0
p σ
τ0
qκ››λ´2pσqχR.σRpeprelim ´ reprelimqpσ, ¨q››H1`2δ0dR dσ
. τ
´p 32´q
0 r
››px0, x1q››rS ` ˇˇx0d ˇˇs,
where we have taken advantage of (5.15).
Step 5: Lipschitz continuity of the corrections p4rrxp0q0 pξq,4rrxp0q1 pξqq with respect
to the original perturbations px0, x1, x0dq. Here we prove the final assertion of the
proposition. We note that on account of our construction of p4rrxp0q0 pξq,4rrxp0q1 pξqq in
Step 2, their dependence on px0, x1q comes solely through the coefficients α, β. We
consider the first of these, the second being treated similarly. Then recall that we
have
α “ c1pγ1, γ2q
c2pγ1, γ2q ,
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where we have introduced the functions
c1pγ1, γ2q “ ´
ż 8
0
ρ
1
2 pξqr4Ąxp0q0pξq
ξ
1
4
cosrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξ,
c2pγ1, γ2q “
ż 8
0
ρ
1
2 pξqr4F `χRďCτφpR, 0q˘pξq
ξ
1
4
cosrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξ,
and we also recall the notation, introduced shortly before Lemma 5.3
r4Ąxp0q0pξq “ ż 8
τ0
Upτ0, σqF
`
λ´2χR.σReapprox
˘pσ, λ2pτ0q
λ2pσq ξq dσ. (5.19)
Observe that there is dependence on γ1,2 via λpτq “ λγ1,γ2pτq, τ0 “
ş8
t0
λpsq ds, as
well as
eapprox “ eapproxpτ0,0,R0,0, γ1,2q,
with R0,0 defined as in (3.1), and τ0,0 “
ş8
t s
´1´ν ds, and we interpret R0,0 as a
function of τ,R, γ1,2, and τ0,0 as a function of τ, γ1,2. Then writingreapproxpτ,R, γ1,2q :“ eapproxpτ0,0pτ, γ1,2q,R0,0pR, τ, γ1,2q, γ1,2q,
one derives after some algebraic manipulations a relation of the form
Bγ jreapprox “ A jpτ, γ1,2qRBRreapprox ` B jpτ, γ1,2qτBτreapprox ` Bγ jeapprox, (5.20)
where the coefficients are given in terms of
A jpτ, γ1,2q “ λ
λ0,0
Bγ j
`λ0,0
λ
˘´ Bγ jτ0,0pBττ0,0q´1 ¨ λλ0,0 Bτ`λ0,0λ ˘,
B jpτ, γ1,2q “ τ´1 ¨ Bγ jτ0,0pBττ0,0q´1.
(5.21)
In light of the definition (2.14) as well as (4.1), we infer the boundsˇˇ
A jpτ, γ1,2q
ˇˇ
. τ´k0 log τ` τ´k0 log τ ¨ Oτ0
`››px0, x1q››rS ` ˇˇx0d ˇˇ˘,ˇˇ
B jpτ, γ1,2q
ˇˇ
. τ´k0 log τ.
As for the integration kernel Upτ0, σq, recalling (5.9), we findˇˇBγ jUpτ0, σqˇˇ
. log τ0τ
´k0
0
λ
3
2 pτ0q
λ
3
2 pσq
ρ
1
2 pλ2pτ0q
λ2pσq ξq
ρ
1
2 pξq
`
τ0 `
ˇˇsinrλpτ0qξ 12 şστ0 λ´1puq dus
ξ
1
2
ˇˇ˘
Finally, we can bound Bγ jc1pγ1, γ2q. Observe the crude boundsˇˇr4Ąxp0q0pξqˇˇ . ξ´p 12´qτ0`0 ¨ τ´20 `››px0, x1q››rS ` ˇˇx0d ˇˇ˘, ξ ă 1,ˇˇr4Ąxp0q0pξqˇˇ . ξ´p 32`q ¨ τ´20 `››px0, x1q››rS ` ˇˇx0d ˇˇ˘, ξ ě 1,
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which follow from (5.19), (5.9), as well as Theorem 3.1 and the bound (4.1). Again
taking advantage of the ρ-asymptotics from Proposition 1.3, we infer
ˇˇ ż 8
0
ρ
1
2 pξqr4Ąxp0q0pξq
ξ
1
4
Bγ j
`
cosrλpτ0qξ 12
ż 8
τ0
λ´1puq dus˘ dξˇˇ
. τ´p1´q0
`››px0, x1q››rS ` ˇˇx0d ˇˇ˘.
(5.22)
The preceding point wise bound for Bγ jUpτ0, σq easily reveals that a similar bound
is obtained when r4Ąxp0q0pξq in the preceding is replaced byż 8
τ0
Bγ jUpτ0, σqF
`
λ´2χR.σReapprox
˘pσ, λ2pτ0q
λ2pσq ξq dσ.
It then remains to consider the case when the operator Bγ j falls on the Fourier
transform
F `λ´2χR.σReapprox˘pσ, λ2pτ0q
λ2pσq ξq
in (5.19), which we handle schematically as follows. Note that when Bγ j falls on
λpτq, we obtain a function bounded by a . τ´k0 log τ ¨ λpτq, in light of (2.14).
Further, recall (5.20) as well as (5.21) and the bounds following it, as well as
Theorem 1.5 which gives a translation of RBR to the Fourier side. In all, we infer a
schematic relation of the form
Bγ1
“F `λ´2pσqχR.σReapprox˘pσ, λ2pτ0q
λ2pσq ξq
‰ “ 5ÿ
j“1
A j,
with the following terms on the right: writing Gpσ,Rq “ λ´2pσqχR.σReapprox,
A1 “ σ´k0λpσqF pGqpσ, λ
2pτ0q
λ2pσq ξq, A2 “ σ
´k0λpσqpξBξqrF pGqpσ, λ
2pτ0q
λ2pσq ξqs
A3 “ σ´k0λpσqrKF pGqspσ, λ
2pτ0q
λ2pσq ξq, A4 “ σ
´k0λpσqrpσBσqF pGqspσ, λ
2pτ0q
λ2pσq ξq
A5 “ F
`
λ´2pσqχR.σRBγ1eapprox
˘
,
with a similar relation for Bγ2 but with σ´k0 replaced by σ´k0 logσ.
But then performing integration by parts with respect to ξ or σ as needed, and
recalling the point wise bounds on r4Ąxp0q0pξq, we inferˇˇ ż 8
τ0
Upτ0, σq
` 4ÿ
j“1
A j
˘
dσ
ˇˇ
.τ0
››px0, x1q››rS ` ˇˇx0d ˇˇ (5.23)
Finally also recalling the structure of eapprox from Theorem 3.1, we get the boundˇˇ ż 8
τ0
Upτ0, σqA5
ˇˇ
. τ´pk0`2´q0 λ
1
2
0,0pτ0q (5.24)
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It is this last term which is dominant, of course. Combining (5.22) and the remark
following it with (5.23), (5.24), we finally obtain the bound (for j “ 1, 2)ˇˇBγ jc1 ˇˇ . τ´pk0`2´q0 λ 120,0pτ0q ` Ot0`››px0, x1q››rS ` ˇˇx0d ˇˇ˘ (5.25)
A simple variation of the preceding arguments also implies the much easier boundˇˇBγ jc2 ˇˇ . τ´pk0´1q0 log τ0 ¨ λ0,0pτ0q. (5.26)
Combining (5.25), (5.26), and also recalling c2 „ 1 from the end of Step 2, we
finally obtain the desired estimateˇˇBγ jαˇˇ . τ´pk0`2´q0 λ 120,0pτ0q ` Ot0`››px0, x1q››rS ` ˇˇx0d ˇˇ˘. (5.27)
Finally, comparing the corrections
4rrxp0q0 pξq “ αF `χRďCτφpR, 0q˘pξq, 4rrxp0q0 pξq “ αF `χRďCτφpR, 0q˘pξq,
corresponding to different data quadruples x j, x j, we find››4rrxp0q0 ´ 4rrxp0q0 ››rS 1 .ˇˇα´ αˇˇ ¨ τδ00
.
`ÿ
j
ˇˇBγ jαˇˇ ¨ ˇˇγ j ´ γ j ˇˇ˘ ¨ τδ00 ,
where we have used a bound at the end of Step 2 for the first inequality, and the
preceding can be bounded by
.
“
τ
´p1´q
0 ` Ot0
`››px0, x1q››rS ` ˇˇx0d ˇˇ˘‰ ¨ `››px0 ´ x0, x1 ´ x1q››rS ` ˇˇx0d ´ x0d ˇˇ˘,
in light of (5.27) as well as Lemma 4.3. This is the desired Lipschitz dependence
of 4rrxp0q0 pξq on the data, provided the latter are chosen small enough (depending on
τ0), and that of 4rrxp0q1 pξq is similar.
This concluded the proof of the proposition for the continuous spectral part, and
we omit the much simpler routine estimates for the discrete spectral part. 
5.2.2. Setup of the iteration scheme; the higher iterates. We next add a sequence
of corrections 4xp jqpτ, ξq to the zeroth iterate in order to arrive at a solution of (5.4),
but with data differing slightly from (5.5). Specifically, we set for the first iterate
xp1q “ xp0q ` 4xp1q
where `D2τ ` βpτqDτ ` ξ˘4xp1qpτ, ξq “ Rpτ, xp0qq ` 4 f p0qpτ, ξq, (5.28)
and we recall (5.6) and further use the notation
4 f p0qpτ, ξq “ F `λ´2pτq“5pu4approx ´ u40qrεp0q ` RNpuapprox,rεp0qq‰˘`ξ˘,
4 f p0qd pτq “ xλ´2pτq
“
5pu4approx ´ u40qrεp0q ` RNpuapprox,rεp0qq, φdpRqy.
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and further, we naturally set
rεp0qpτ,Rq “ xp0qd pτqφdpRq ` ż 8
0
φpR, ξqxp0qpτ, ξqρpξq dξ.
For the higher corrections 4xp jq, j ě 2, defining the higher iterates, we set corre-
spondingly`D2τ ` βpτqDτ ` ξ˘4xp jqpτ, ξq “ Rpτ,4xp j´1qq ` 4 f p j´1qpτ, ξq, (5.29)
and we use the definitions
4 f p j´1qpτ, ξq “ F `λ´2pτqχR.τ“5pu4approx ´ u40q4rεp j´1q ` RNpuapprox,4rεp j´1qq‰˘`ξ˘,
4 f p j´1qd pτq
“
ż 8
0
λ´2pτqχR.τ
“
5pu4approx ´ u40q4rεp j´1q ` RNpuapprox,4rεp j´1qq‰φdpRq dR
where we set
4rεp j´1qpτ,Rq “ ż 8
0
φpR, ξq4xp j´1qpτ, ξqρpξq dξ ` 4xp j´1qd pτqφdpRq, j ě 2.
The fact that upon using suitable initial conditions these equations yield in fact
iterates which rapidly converge to zero in a suitable sense follows exactly as in [19],
and so we formulate the corresponding result, which is a summary of Propositions
9. 1 - 9. 6 and most importantly Corollary 12.2, Corollary 12.3 in [19]:
Proposition 5.4. For each j ě 1, there exists a pair p4rrxp jq0 ,4rrxp jq1 q P rS , and such
that if we set up the inductive scheme (recall (5.9))
4xp jqpτ, ξq “ż τ
τ0
Upτ, σqrRpτ,4xp j´1qq ` 4 f p j´1qpτ, ξqspσ, λ
2pτq
λ2pσqξq dσ
` S pτq`4rrxp jq0 ,4rrxp jq1 ˘
(5.30)
for the continuous spectral part, while we set (recall (5.10))
4d xp jqpτq “
ż 8
τ0
Hdpτ, σq ¨ rRdpτ,4xp j´1qq ` 4d f p j´1qpτ, ξqspσq dσ, (5.31)
then we obtain control over the iterates in the following precise sense: there is a
splitting
4xp jqpτ, ξq “ 4ąτxp jqpτ, ξq ` S pτq
`4rxp jq0 ,4rxp jq1 q
in which 4rxp jq0 ,4rxp jq1 satisfy the vanishing conditionsż 8
0
ρ
1
2 pξq4rxp jq0 pξq
ξ
1
4
cosrλpτ0q
ż 8
τ0
λ´1puq dus dξ “ 0 (5.32)
ż 8
0
ρ
1
2 pξq4rxp jq1 pξq
ξ
3
4
sinrλpτ0q
ż 8
τ0
λ´1puq dus dξ “ 0, (5.33)
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and such that if we set
Ć4xp jqpτ, ξq “ ż τ
τ0
Upτ, σq ¨ rRpτ,4xp j´1qq ` 4 f p j´1qpτ, ξqspσ, λ
2pτq
λ2pσqξq dσ
and introduce the quantities (with κ “ 2p1` ν´1qδ0)
4A j : “ sup
τěτ0
pτ0
τ
qκ››χξą14xp jqpτ, ξq››S 1 ` ››ξ 12`δ0DτĆ4xp jqpτ, ξq››S qrpξą1q
` sup
τěτ0
pτ0
τ
qκ››χξă14ąτ4xp jqpτ, ξq››S 1 ` ››ξ´δ0Dτ4ąτ4xp jqpτ, ξq››S qrpξă1q
` ››p4rxp jq0 ,4rxp jq1 q››rS ` ››p4rrxp jq0 ,4rrxp jq1 q››rS ` sup
τěτ0
τp1´qp|4xp jqd pτq| ` |Bτ4xp jqd pτq|q,
(5.34)
where we recall (5.11) for the definition of
›› ¨ ››S qr, then we have exponential decay
4A j .δ δ jr
››px0, x1q››rS ` ˇˇx0d ˇˇs
for any given δ ą 0, provided τ0 is sufficiently large (or equivalently, t0 is suffi-
ciently small). In particular, the series
xpτ, ξq “ xp0qpτ, ξq `
ÿ
jě1
4xp jqpτ, ξq,
converges with
sup
τěτ0
pτ0
τ
qκ››ξ1`δ0 xpτ, ξq››L2dξpξą1q ` supτěτ0pτ0τ q´κ››ξ 12`δ0Dτxpτ, ξq››L2dξpξą1q
.
››px0, x1q››rS ` ˇˇx0d ˇˇ.
Also, for low frequencies, i. e. ξ ă 1, there is a decomposition
xpτ, ξq “ xąτpτ, ξq ` S pτq
`rx0, rx1˘
such that rx0, rx1 satisfy the natural analogues of (5.32), (5.33), and we have the
bounds
sup
τěτ0
pτ0
τ
qκ››ξ´δ0 xpτ, ξq››L2dξpξă1q ` supτěτ0pτ0τ q´κ››ξ´δ0Dτxpτ, ξq››L2dξpξă1q
` ››prx0, rx1q››rS . ››px0, x1q››rS ` ˇˇx0d ˇˇ.
Finally, we also have
sup
τěτ0
τ1´
ˇˇ
xdpτq ´ xp0qd pτq
ˇˇ
.
››px0, x1q››rS ` ˇˇx0d ˇˇ.
The function
upτ,Rq “ uapproxpτ,Rq ` rpτ,Rq
with rpτ,Rq :“ xdpτqφdpRq ` ż 8
0
φpR, ξqxpτ, ξqρpξq dξ
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is then the desired solution of (5.3), satisfying the properties in terms of its Fourier
transform specified in Theorem 5.1. In fact, we set
4xpγ1,γ2qκ “
ÿ
jě1
4rrxp jqκ , 4xpγ1,γ2qκd “ ÿ
jě1
Bκτ4xp jqd |τ“τ0 , κ “ 0, 1.
In fact, all of the assertions in the preceding long proposition follow exactly
from the arguments in [19] (the only difference being the slightly different scal-
ing law λpτq), and this will easily establish almost all of Theorem 5.1, except its
last statement concerning the Lipschitz continuous dependence of the initial data
perturbation with respect to the initial perturbation px0, x1q. This is a somewhat
delicate point which requires a special argument, analogous to the one given for
the corresponding assertion in Proposition 5.2. We formulate this as a separate
proposition at the level of the iterative corrections:
Proposition 5.5. If p4rrxp jq0 ,4rrxp jq1 q, p4rrxp jq0 ,4rrxp jq1 q, j ě 1, are as in the preceding
proposition and with respect to perturbations specified in terms of data quadruples
px0, x1q respectively px0, x1q P rS , then for any given δ ą 0 we have the Lipschitz
bound ››p4rrxp jq0 ´ 4rrxp jq0 ,4rrxp jq1 ´ 4rrxp jq1 q››rS
.δ τ
´p1´q
0 δ
jr››px0 ´ x0, x1 ´ x1q››rS ` ˇˇx0d ´ x0d ˇˇs,
provided τ0 is sufficiently large compared to δ, and››px0, x1q››rS ` ››px0, x1q››rS ` ˇˇx0d ˇˇ` ˇˇx0d ˇˇ
is sufficiently small depending on τ0.
To begin the sketch of the proof, we observe from the proofs of Proposition 7.1,
8.1, 9.1 in [19] that the profiles of the corrections 4rrxp jqκ , κ “ 0, 1, are fixed up to a
multiplication parameter, and more precisely we set
4rrxp jq0 “ αp jqF `χRďCτ0φpR, 0q˘, 4rrxp jq1 “ βp jqF `χRďCτ0φpR, 0q˘,
whence the only dependence of the corrections 4rrxp jqκ on the data x0,1 reside in
the coefficients αp jq, βp jq. The latter, however, depend in a complex manner on
the iterative functions 4xp jq,4d xp jq, and so we cannot get around analysing the
(Lipschitz)-dependence of the latter on x0,1. This latter task is rendered somewhat
cumbersome by the fact that in each iterative step we use a parametrix which re-
scales the ingredients (via the factors λ
2pτq
λ2pσq ), which depend on γ1,2 whence on x0,1,
and so differentiating with respect to γ j will result in a loss of smoothness. What
saves things here is the fact that the coefficients αp jq, βp jq are given by certain in-
tegrals, which are well-behaved with respect to inputs with lesser regularity, as
already seen in Step 5 of the proof of Proposition 5.2: there differentiating the term
F `λ´2pσqReapprox˘pσ, λ2pτ0qλ2pσq ξq with respect to γ1 results in a term (see the term
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A2 in the list of terms preceding (5.23))
τ´k00 pξBξq
“F `λ´2pσqReapprox˘pσ, λ2pτ0q
λ2pσq ξq
‰
which is of lesser regularity with respect to ξ, but the corresponding contribution
to Bγ jr4Ąxp0q0pξq and thence to the integral
ż 8
0
ρ
1
2 pξqBγ jr4Ąxp0q0pξq
ξ
1
4
cosrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξ
is then handled by integration by parts with respect to ξ.
The exact same type of observation applies to the higher order corrections4xp jqpτ, ξq
as well.
To render this intuition precise, we first need to exhibit a functional framework
which will be preserved by the iterative steps and which adequately describes the γ j
differentiated corrections 4xp jq. To begin with, we introduce two types of norms:
Definition 5.1. Call a pair of functions p4ypτ, ξq,4ydpτqq strongly bounded, pro-
vided there exist p4rry0pξq,4rry1pξqq P rS , as well as p4ry0pξq,4ry1pξqq P rS , the latter
satisfying the vanishing conditions (5.32), (5.33), such that if we set
4ypτ, ξq “ 4ąτypτ, ξq ` S pτq
`4ry0pξq,4ry1pξq˘,
4ypτ, ξq “ Ă4ypτ, ξq ` S pτq`4rry0pξq,4rry1pξq˘
then we have (recall (5.11))
`8 ą ››p4ypτ, ξq,4ydpτqq››S strong
:“ sup
τěτ0
pτ0
τ
qκ››χξą14ypτ, ξq››S 1 ` ››ξ 12`δ0DτĂ4ypτ, ξq››S qrpξą1q
` sup
τěτ0
pτ0
τ
qκ››χξă14ąτ4ypτ, ξq››S 1 ` ››ξ´δ0Dτ4ąτ4ypτ, ξq››S qrpξă1q
` ››p4ry0,4ry1q››rS ` ››p4rry0,4rry1q››rS ` sup
τěτ0
τp1´qp|4ydpτq| ` |Bτ4ydpτq|q.
We call a pair of functions p4zpτ, ξq,4zdpτqq weakly bounded, provided there exist
p4rrz0pξq,4rrz1pξqq P rS as well as p4rz0pξq,4rz1pξqq P rS not necessarily satisfying any
vanishing conditions, such that if we set
4zpτ, ξq “ 4ąτzpτ, ξq ` S pτq
`4rz0pξq,4rz1pξq˘,
4zpτ, ξq “Ă4zpτ, ξq ` S pτq`4rrz0pξq,4rrz1pξq˘
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then we have
`8 ą ››p4zpτ, ξq,4zdpτqq››S weak :“
τ´10
“
sup
τěτ0
pλpτ0q
λpτq q
2δ0`1››χξą14zpτ, ξq››xξy´ 12´L2dξ ` ››ξδ0DτĂ4zpτ, ξq››ĄS qrpξą1qs
` τ´10
“
sup
τěτ0
ppλpτ0q
λpτq q
2δ0`1››χξă14ąτ4zpτ, ξq››S 1 ` ››ξ´δ0Dτ4ąτ4zpτ, ξq››ĄS qrpξă1qs
` ››pxξy´ 124rz0, xξy´ 124rz1q››rS ` ››p4rrz0,4rrz1q››rS ` sup
τěτ0
τλpτ0q
τ0λpτq |xBτy4zdpτq|.
Here the norm
›› ¨ ››ĄS qr is defined just like in (5.11), except that the power 4δ0 is
replaced by ´2` 4δ0.
Observe that by comparison to
›› ¨ ››S strong , the norm ›› ¨ ››S weak loses ξ´ 12 in terms
of decay for large ξ, and we lose a factor τ0
λpτq
λpτ0q in terms of temporal decay.
Using the preceding terminology, we can now introduce the proper norm to mea-
sure the expressions arising upon applying Bγ j to the corrections 4xp jqpτ, ξq. Note
that the dependence on the γ j results on the one hand from the parametrices
Upτ, σq, S pτq,
as well as from the expressions eapprox, uapprox, u0 and λpτq in (5.7). To emphasise
that we want to measure the differences of functions, we introduce the symbol 4rS
for the relevant space:
Definition 5.2. We define 4rS as the space of pairs of functions p4xpτ, ξq,4xdpτqq
which admit a decomposition
4xpτ, ξq “ pξBξq4ypτ, ξq ` 4zpτ, ξq, 4xdpτq “ 4ydpτq ` 4zdpτq
such that 4y is strongly bounded and 4z is weakly bounded, and we then set››p4xpτ, ξq,4xdpτqq››4rS :“ inf `››p4ypτ, ξq,4ydpτqq››S strong`››p4zpτ, ξq,4zdpτqq››S weak˘
where the infimum is over all decompositions into differentiated strongly bounded
and weakly bounded functions.
We use the norm
››¨››4rS to measure the pair quantities `Bγκ4xp jqpτ, ξq, Bγκ4xp jqd pτq˘,
where κ “ 1, 2. To achieve this for all the corrections, we need an inductive step
which infers the required bound for the next iterate, as well as rapid decay of these
quantities. Correspondingly we have the following two lemmas:
Lemma 5.6. Provided the p4xp jq,4xp jqd q are constructed as in Proposition 5.4, and
assuming the bounds there, we have››`Bγκ4xp jqpτ, ξq, Bγκ4xp jqd pτq˘››4rS
. τ´k0`0
››p4xp j´1q,4xp j´1qd q››S strong ` τ0`0 ››`Bγκ4xp j´1qpτ, ξq, Bγκ4xp j´1qd pτq˘››4rS ,
κ “ 1, 2.
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Lemma 5.7. For any δ ą 0, there is τ˚ “ τ˚pδq large enough such that if τ0 ě τ˚,
then we have››`Bγκ4xp jqpτ, ξq, Bγκ4xp jqd pτq˘››4rS .δ τ´pk0`2´q0 λ 12 pτ0qδ jr1` Oτ0`››px0, x1q››rS ` ˇˇx0d ˇˇ˘s.
Observe that the principal contribution here arises when the operator Bγκ gets
passed from one correction to the earlier one, until it arrives on the source term
eapprox. All other terms arising can be bounded by
Oτ0
`››px0, x1q››rS ` ˇˇx0d ˇˇ˘
The proofs of these lemmas follow very closely the arguments in [19], and we
shall only indicate the outlines:
Outline of proof of Lemma 5.6: One may assume a decomposition`Bγκ4xp j´1qpτ, ξq, Bγκ4xp j´1qd pτq˘
“ `pξBξq4κyp j´1qpτ, ξq ` 4κzp j´1qpτ, ξq,4κyp j´1qd pτq ` 4κzp j´1qd pτq˘
with, say, ››p4κyp j´1q,4κyp j´1qd q››S strong ` ››p4κzp j´1q,4κzp j´1qd q››S weak
.
››`Bγκ4xp j´1qpτ, ξq, Bγκ4xp j´1qd pτq˘››4rS
Now let the operator Bγκ fall on the expression for 4xp jqpτ, ξq in Proposition 5.4,
given by the parametrix (5.30). Then if Bγκ acts on the scaling factor in
rRpτ,4xp j´1qq ` 4 f p j´1qpτ, ξqspσ, λ
2pτq
λ2pσqξq,
as well as in
S pτq`4rrxp jq0 ,4rrxp jq1 ˘,
defined as in (2.2), then one can incorporate the corresponding term into pξBξq4κyp jqpτ, ξq.
On the other hand, if Bγκ falls on the parametrix factors
Upτ, σq, Vpτ, τ0q, Upτ, τ0q,
where we recall (5.14), or on one of the γκ-dependent factors uapprox ´ u0, ulapprox
in Napproxpp j´1qq´Napproxpp j´2qq (recalling (5.29)), we place the corresponding
contribution into 4zp jq. The required bounds follow essentially directly from the
proofs of Proposition 7.1, 8.1, 9.1, 9.6 in [19].
On the other hand, if Bγκ falls on 4xp j´1q in Rpτ,4xp j´1qq, and we assume that
Bγκ4xp j´1q “ pξBξq4yp j´1q, 4yp j´1q P S strong,
one notices that one can ’essentially’ move the operator pξBξq past the non-local
operator R modulo better errors which can be placed into 4zp jq, and further to the
outside of the parametrix. The situation is slightly more delicate provided Bγκ falls
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on a factor 4rεplq in 4 f p j´1q, again recalling (5.29) and the definition of 4 f p j´1q.
Then writing
4rεplqpτ,Rq “ 4xplqd pτqφdpRq ` ż 8
0
φpR, ξq4xplqpτ, ξqρpξq dξ,
we exploit the spatial localisation forced by the cutoff χR.τ in order to perform an
integration by parts, provided
Bγκ4xplq “ pξBξq4yplq.
Thus write
χRďCτ
ż 8
0
φpR, ξqpξBξq4yplqpτ, ξqρpξq dξ
“ ´χRďCτ
ż 8
0
pBξξqrφpR, ξqρpξqs4yplqpτ, ξq dξ,
and then use the bound
sup
τěτ0
τ´1
››R´1χRďCτ ż 8
0
pBξξqrφpR, ξqρpξqs4yplqpτ, ξq dξ
››
L8dR
.
››4yplq››S strong .
Indeed, such a bound follows easily from the asymptotic expansions for φpR, ξq
given by Prop. 1.3. If we assume
Bγκ4xplq “ 4zplq P S weak,
we have the weaker estimate
sup
τěτ0
λpτ0q
λpτq
››R´1χRďCτ ż 8
0
φpR, ξqρpξq4zplqpτ, ξq dξ››L8dR . ››4zplq››S weak .
Using these and arguing just as in the proof of Proposition 9.6 in [19] yields the de-
sired bound for the corresponding contribution of Bγκ4 f p j´1q to 4xp jqpτ, ξq, which
is placed in S weak.
Next, consider the effect of Bγκ on the free term, when it falls on the source term
p4rrxp jq0 ,4rrxp jq0 q. In light of the choice of these terms, see the paragraph after the
statement of Proposition 5.5, we have
Bγκ4rrxp jq0 “ pBγκαp jqqF pχRďCτ0φpR, 0qq, Bγκ4rrxp jq1 “ pBγκβp jqqF pχRďCτ0φpR, 0qq,
and we have
Bγκαp jq „ Bγκ
ż 8
0
ρ
1
2 pξqr4rxp jq0 pξq
ξ
1
4
cosrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξ,
where
r4rxp jq0 pξq “ ż 8
τ0
Upτ0, σqHpσ, λ
2pτ0q
λ2pσq ξq dσ,
and
Hpσ, ξq :“ rRpτ,4xp j´1qq ` 4 f p j´1qpτ, ξqspσ, ξq.
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The performing integration by parts with respect to ξ if necessary, one checks that
ˇˇ ż 8
0
ρ
1
2 pξqBγκr4rxp jq0 pξq
ξ
1
4
cosrλpτ0qξ 12
ż 8
τ0
λ´1puq dus dξˇˇ
. τ0`0 rτ´k0
››p4xp j´1q,4xp j´1qd q››S strong ` ››pBγκ4xp j´1q, Bγκ4xp j´1qd q››4rS s.
This implies the required bound for Bγκ4rrxp jq0 , and the bound for Bγκ4rrxp jq1 is similar.
One then places
S pτq`Bγκ4rrxp jq0 , Bγκ4rrxp jq1 ˘
into S weak.
Outline of proof of Lemma 5.7. This follows in analogy to the arguments in sections
11 and 12 in [19], a key being re-iterating the iterative step leading from Bγκ4xp j´1ql
to Bγκ4xp j´1ql by differentiating (5.30).
Completion of proof of Proposition 5.5. Recalling Lemma 4.3 and also invoking
Lemma 5.7, we find››p4rrxp jq0 ´ 4rrxp jq0 ,4rrxp jq1 ´ 4rrxp jq1 q››rS
.δ r
››px0 ´ x0, x1 ´ x1q››rS ` ˇˇx0d ´ x0d ˇˇs ¨ δ j“τk0`10 log τ0
λ
1
2
0,0pτ0q
¨ τ´pk0`2´q0 λ
1
2 pτ0q
` τ´p2´q0
‰
Observe that the final τ´p2´q0 arises when keeping λ fixed and varying the initial
data satisfying the vanishing conditions, just as in [19], while the more complicated
expression preceding τ´p2´q0 reflects the effect of changing γ1,2. and so we finally
get››p4rrxp jq0 ´ 4rrxp jq0 ,4rrxp jq1 ´ 4rrxp jq1 q››rS .δ δ jτ´p1´q0 r››px0 ´ x0, x1 ´ x1q››rS ` ˇˇx0d ´ x0d ˇˇs
This implies Proposition 5.5.
5.2.3. Proof of Theorem 5.1. This is a consequence of Proposition 5.5. Recalling
Proposition 5.2, Proposition 5.4, it suffices to set
p4xpγ1,γ2q0 ,4xpγ1,γ2q1 q “
8ÿ
j“0
p4rrxp jq0 ,4rrxp jq1 q
p4xpγ1,γ2q0d ,4xpγ1,γ2q1d q “
8ÿ
j“0
p4xp jqd pτ0q, Bτ4xp jqd pτ0qq
Then the correction rpτ,Rq is given by its Fourier coefficients
xpτ, ξq “ xp0qpτ, ξq `
8ÿ
j“1
4xp jqpτ, ξq
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The decaying bounds over
››p4xp jq,4xp jqd q››S strong “ 4A j imply that (recalling (1.11))
rpτ,Rq “ xdpτqφdpRq ` ż 8
0
φpR, ξqxpτ, ξqρpξq dξ P H 32`dR,loc
for any τ ě τ0, as desired. The fact that the local energy (restricted to |x| ď |t|)
vanishes asymptotically follows from››rr››L2drprďtq ď λ´ 32 ››rR››L2dRpR.τq ` λ´ 32 ›› rR››L2dRpR.τq,
and invoking the Fourier representation to bound the L2-norms on the right, result-
ing in ››rr››L2drprďtq . τ 53´ 32 p1`ν´1q,
and similarly for rt.
5.3. Translation to original coordinate system. In the preceding sections, we
have obtained a singular solution of the form (the sum of the first four terms on the
right representing upγ1,γ2qapprox given by Theorem 3.1)
upτ,Rq “ λ 12 pτqWpRq`
2k˚´1ÿ
j“1
v jpτ,Rq`
ÿ
a“1,2
vsmooth,apτ,Rq` vpτ,Rq`R´1rpτ,Rq,
with the error term rpτ,Rq given by the Fourier expansion
rpτ,Rq “ ż 8
0
φpR, ξqrxp0qpτ, ξq `
8ÿ
j“1
4xp jqpτ, ξqsρpξq dξ.
At initial time τ “ τ0, setting xpτ, ξq :“ xp0qpτ, ξq ` ř8j“1 4xp jqpτ, ξq, we have
from our construction`
xpτ0, ξq,Dτxpτ0, ξq
˘ “ pxpγ1,γ2q0 ` 4xpγ1,γ2q0 , xpγ1,γ2q1 ` 4xpγ1,γ2q1 q,
xdpτ0q “ xpγ1,γ2qd ` 4xpγ1,γ2qd
where we recall
4xpγ1,γ2ql pξq “
8ÿ
j“1
4rrxp jql pξq, l “ 1, 2,4xpγ1,γ2q0d “ 8ÿ
j“0
4xp jq0d pτ0q
The fact that we have added on the correction terms 4xpγ1,γ2ql pξq means that the
data `
R´1rpτ0,Rq, BtR´1rpτ0,Rq˘
will no longer match the original data p1, 2q, and we need to precisely quantify
this correction at the level of the Fourier variables associated with the old radial
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variable R0,0. Doing so requires recalling (2.17) - (2.19) as well as Lemma 4.1. As-
sume that our construction has replaced the data p1, 2q in (5.2) by p1`41, 2`
42q, we have the relations
R41pRq “
ż 8
0
φpR, ξq4xpγ1,γ2q0 pξqρpξq dξ ` 4xpγ1,γ2qd φdpRq,
4xpγ1,γ2q1 pξq “ ´λ´1pτ0q
ż 8
0
φpR, ξqR42 dR´
9λ
λ
Kcc4xpγ1,γ2q0 ´
9λ
λ
Kcd4xpγ1,γ2qd ,
where we recall that λ “ λγ1,γ2 . Recalling the relation
χrďCt0u
p0,0q
approxrt0s ` p1, 2q “ χrďCt0upγ1,γ2qapproxrt0s ` p1, 2q
for the initial data, we see that the initial data perturbation p1, 2q in (2.1) has been
replaced by
p1 ` 41, 2 ` 42q ` p1´ χrďCt0q ¨ pup0,0qapproxrt0s ´ upγ1,γ2qapproxrt0sq, (5.35)
Here we may suppress the term
p1´ χrďCt0q ¨ pup0,0qapproxrt0s ´ upγ1,γ2qapproxrt0sq
since this will not affect the evolution in the backward light cone. In light of the fact
that the corresponding Fourier variables px0, x1q were computed from p1, 2q via
(2.17) - (2.19) with γ1,2 “ 0, we infer that the perturbed data (5.35) with the second
part suppressed correspond to Fourier variables (with respect to the physical radial
variable R0,0) given by px0 ` 4x0, x1 ` 4x1q for the continuous part and xd ` 4xd
for the discrete part, where we have
4x0pξq “
ż 8
0
φpR0,0, ξqR0,041pRpR0,0qq dR0,0,
4xd “
ż 8
0
φdpR0,0qR0,041pRpR0,0qq dR0,0
4x1pξq “ ´λ´10,0pτ0q
ż 8
0
φpR0,0, ξqR0,042 dR0,0 ´
9λ0,0
λ0,0
Kcc4x0 ´
9λ0,0
λ0,0
Kcd4xd
4x1d “ ´λ´10,0pτ0q
ż 8
0
φdpR0,0qR0,042 dR0,0 ´
9λ0,0
λ0,0
Kcc4xd ´
9λ0,0
λ0,0
Kdc4x0
Then using Lemma 4.1 we easily infer››4x0pξq››rS 1 . ››4xpγ1,γ2q0 ››rS 1 ` ˇˇ4xpγ1,γ2q0d ˇˇ . τ´p1´q0 r››px0, x1q››rS ` ˇˇx0d ˇˇs,
and similarly ››4x1pξq››rS 2 . τ´p1´q0 r››px0, x1q››rS ` ˇˇx0d ˇˇs
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For the discrete part of the correction, we getˇˇ4x0d ˇˇ “ ˇˇ ż 8
0
φdpR0,0qR0,041pRpR0,0qq dR0,0
ˇˇ
. τ´p1´q0
ˇˇ
x0d
ˇˇ` r››px0, x1q››rS ` ˇˇx0d ˇˇs2.
Finally, we observe that the discrete spectral part of 2 ` 42 with respect to the
radial variable R0,0 is completely determined in terms of px0, x1q, x0d and in fact a
Lipschitz function of these. To conclude this discussion, we note that our precise
choice of 4l, l “ 1, 2, as well as Theorem 5.1 imply that the mapping`
x0, x1, x0d
˘ ÝÑ `4x0,4x1,4x0d˘
is Lipschitz with respect to the norm
››p¨, ¨q››rS ` ˇˇ ¨ ˇˇ, with Lipschitz constant ! 1.
6. Proof of Theorem 2.1
This is immediate from the preceding discussion: the implicit function theorem
guarantees that the mapping`
x0, x1, x0d
˘ ÝÑ `x0 ` 4x0, x1 ` 4x1, x0d ` 4x0d˘
is invertible on a sufficiently small open neighbourhood of the origin in rS ˆ R.
Moreover, the second discrete spectral component x1d ` 4x1d is then uniquely
determined as a Lipschitz function of`
x0 ` 4x0, x1 ` 4x1, x0d ` 4x0d
˘
.
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