We develop continuous-time models for the analysis of environmental or ecological monitoring data such that subjects are observed at multiple monitoring time points across space. Of particular interest are additive hazards regression models where the baseline hazard function can take on flexible forms. We consider time-varying covariates and take into account spatial dependence via autoregression in space and time. We develop statistical inference for the regression coefficients via partial likelihood. Asymptotic properties, including consistency and asymptotic normality, are established for parameter estimates under suitable regularity conditions. Feasible algorithms utilizing existing statistical software packages are developed for computation. We also consider a simpler additive hazards model with homogeneous baseline hazard and develop hypothesis testing for homogeneity. A simulation study demonstrates that the statistical inference using partial likelihood has sound finite-sample properties and offers a viable alternative to maximum likelihood estimation. For illustration, we analyze data from an ecological study that monitors bark beetle colonization of red pines in a plantation of Wisconsin.
INTRODUCTION
In many environmental and ecological monitoring programs, subjects are observed across space and repeatedly over time. The motivating example here is a study of insect-tree interactions in a red pine plantation of Wisconsin [18, 23] . The trees were planted on a regular grid of sites. Each site where a tree was present was visited by researchers on an annual basis from 1986 to 1992. Two types of bark beetles were of interest, namely, Ips species (predominantly Ips pini (Say) and to a lesser extent Ips grandicollis (Eichhoff)), a bark beetle that colonizes the main stem of a tree, * Corresponding author.
and Dendroctonus valens (LeConte), a bark beetle known as turpentine beetle that colonizes the lower stem of a tree. [23] analyzed the data for the purpose of evaluating the relation between the two types of bark beetles and the survival of trees. [18] focused on a subset of the data and analyzed Ips species in relation to turpentine beetle.
While [23] proposed autologistic-type models, which assume that time is discrete and coincides with the monitoring times, [18] proposed an alternative, continuous-time model with additive hazards regression that accounts for multiple monitoring times. The continuous-time model was shown to have several advantages over the discrete-time model. Parameters of different continuous-time models, particularly regression coefficients, are comparable even with different sampling frequencies, but those of different discrete-time models are not always comparable. In addition, even though observations are made at discrete points in time, most environmental or ecological processes of interest are over continuous time. An underlying continuous-time process is not guaranteed to exist in the specification of a discretetime model, while a continuous-time model does not have this issue. However, the modeling approach in [18] is fully parametric and requires that the baseline hazard be estimated using external data. Here we consider this continuoustime modeling framework, but develop an alternative, semiparametric model, such that the baseline hazard has a flexible form and thus does not require estimation using external data as in [18] .
While nonparametric maximum likelihood estimation of a distribution function can be used to analyze such monitoring data [22, 8] , semiparametric regression models offer a viable alternative [7, 5, 21, 12, 13] . Among the existing models and estimation methods, an additive hazards regression developed by [12] and [13] is particularly appealing, as time-varying covariates can be readily included in the model, which broadens its applicability in a wide variety of disciplines. In addition, the model can be transformed to a proportional hazards model and hence statistical inference can be carried out by most standard statistical software packages. However, the methods by [12] and [13] are limited to current status data, in that a subject is monitored only once at a random point in time.
Here we aim to extend the additive hazards regression for current status data to multiple monitoring times, in that a subject is followed more than once at pre-determined points in time. This type of data occur often in ecological monitoring programs, but it is not obvious how the methodology developed in [12] or [13] can be generalized to analyze such data. Thus we take a different approach. In particular, since each subject is monitored regularly and no lost-tofollow-up occurs during the study, the data can be viewed as a type of grouped failure time [15] . However, regression models for grouped failure time are mostly confined to multiplicative forms, while additive forms are largely unexplored. An exception is recent work by [19] who considered maximum likelihood estimation for additive hazards regression in an ecological monitoring study, although their data were not spatially referenced and thus there was no need to account for spatial dependence.
Our main contribution is to develop valid and feasible statistical inference for grouped failure time that has additive forms. More specifically, we propose to transform the additive hazard to proportional hazard at discrete monitoring times and apply partial likelihood estimation. We also compare partial likelihood with maximum likelihood estimation. Furthermore, since our method may be implemented in a standard statistical software package, it has computational advantage over, for example, [18] where statistical inference is via Bayesian hierarchical modeling and can be computationally intensive.
The remainder of the paper is organized as follows. In Section 2, we describe an additive hazards model of interest, along with notation to be used throughout the paper. For statistical inference, we propose partial likelihood estimation in Section 3 and consider maximum likelihood estimation in Section 4. Computational issues are addressed in Section 5. In Section 6, a related, more parsimonious additive hazards model is proposed. Simulation experiments and a red pine data example are reported in Section 7 to demonstrate the applicability of the partial likelihood and compare with maximum likelihood estimation. Conclusions and discussion are given in Section 8. Technical details including proofs of theorems are provided in the Appendix A-C.
ADDITIVE HAZARDS REGRESSION MODEL
For subject i (i = 1, . . . , n) at time t > 0 in the kth follow-up period (k = 1, 2, . . . , K), consider a continuoustime additive hazards model,
where ψ is a q-dimensional vector of unknown regression coefficients and Z k,i (·) is a q-dimensional vector of covariates which are possibly time-varying and assumed to be known up to time t. The non-negative baseline hazard function λ 0 (t) is left unspecified to provide more flexibility than a fully parametric approach. Further, Y k,i = 1 if subject i is event free at the (k − 1)th monitoring time and thus is at risk during the follow-up period k, and Y k,i = 0 otherwise. Without loss of generality, we assume all subjects are event free at the start of the study and thus at risk in the first follow-up period (k = 1).
Moreover, we let c 0 = 0 < c 1 < c 2 < · · · < c K < ∞ denote the monitoring times. We let T i denote the exact time of event occurrence, which can be observed to either surpass the last monitoring time c K or to lie in [c k−1 , c k ) for some k ∈ {1, . . . , K}. Hence, the observations comprise of
is the total number of subjects at risk during the kth follow-up period, and k = 1, . . . , K.
PARTIAL LIKELIHOOD ESTIMATION

K = 1: Current status data
We begin by considering current status data (K = 1) with one monitoring time. As is common in environmental and ecological studies, the monitoring time is assumed to be predetermined (i.e. fixed) here. This is in contrast to the setup in [12] where the one monitoring time is assumed to be a random point in time.
The probability of no event between c 0 and c 1 is
where
with θ = [α 1 , ψ ] . The probability p 1,i (θ) has a multiplicative form with exp(−α 1 ) serving as the baseline hazard [12] . For the unspecified λ 0 (·), we apply a partial likelihood,
, to obtain an estimate of ψ under the assumption that the outcomes are independent conditional on the history of all the covariates in the follow-up period [c 0 , c 1 ) [3, 4] .
In particular, consider the log-partial likelihood function,
and obtain a maximum partial likelihood estimateψ pl = argmax ψ 1 (ψ). With
, and for a vector a, a ⊗0 = 1, a ⊗1 = a, and a ⊗2 = aa , we formally establish the large-sample properties ofψ pl as follows. 
Note that, for variance estimation, one may consider the inverse of the observed information matrixÎ 1 (ψ pl ) −1 . However, this is only appropriate when the monitoring time is randomly assigned as in [12] , independent of the time of event T i , since the variance of the score function var{∂ 1 (ψ)/ ∂ψ} is the same as the information matrix E{−∂ 2 1 (ψ)/ ∂ψ∂ψ }. When the monitoring times are predetermined as is common in environmental and ecological monitoring programs, this argument may not hold since the second term of
is generally not negligible. Thus we need to develop an alternative, more precise variance estimation for n 1/2 (ψ pl − ψ). One possibility is
is a corrected variance estimation of the score function [16] . Computation ofĈ 1 (·) can be challenging, as estimation of η 1 may not be straightforward. Remarkably, when subjects are monitored only once at a fixed monitoring time, one can treat p 1,i (θ) as the intensity of a discrete-time counting process τ i (c k ) indexed by c k ∈ {c 0 , c 1 } with τ i (c 0 ) = 0 and τ i (c 1 ) = δ 1,i . The partial likelihood (3) is thus equivalent to the approximate partial likelihood by [2] for handling tied survival time at c 1 under a proportional hazards model [9, 16] . Hence the score function,
is an unbiased estimating function for ψ since E{δ 1,i − p 1,i (θ)} = 0. Therefore, instead of (4), an empirical estimatê
The robust estimateΣ 1 (D) is more practical, since it can be attained from most statistical software packages that have the capability to implement Breslow's approximate partial likelihood with robust variance estimation. For this reason, we will focus onΣ 1 (D) here. 
K > 1: Multiple monitoring times
for k = 1, . . . , K and thus acts as a counting process with recurrent events.
Suppose that subject i is at risk in the kth follow-up period, the probability of no event between c k−1 and c k under model (1) is exp(−α k − ψ Z k,i ), where
Equation (6) leads to a proportional hazards model,
we propose a stratified analysis on the discrete-time counting process τ i [17] . That is, conditional on H c k , we assume independent increment as (5) and that the event status δ k,i are independent for i = 1, . . . , n k . A stratified partial likelihood can be written as a product of partial likelihood within a stratum,
, where the follow-up periods are considered as the strata.
It follows that the log-partial likelihood function is
and can be maximized to obtain a maximum partial likelihood estimateψ pl for ψ. In particular, when K is fixed, one can show thatψ pl is a consistent estimate of ψ and asymptotically normal. Variance estimation has a sandwich form, as it needs to be corrected due to the discreteness of
We formally establish the large-sample properties ofψ pl as follows.
Theorem 3.2. Under conditions (a)-(e) in Appendix
, is consistent, and n 1/2 (ψ pl −ψ) converges in distribution to a normal variable with mean zero and a covariance matrix that can be consistently estimated byΣ
2 is an extension of Theorem 3.1 for K = 1 to the case K > 1. We will show, in the following section, that η k (k = 1, . . . , K) is a profile estimator for exp(−α k ) under a profile likelihood. Consistency and asymptotic normality ofη k will be established in Section 6.
MAXIMUM LIKELIHOOD ESTIMATION
A maximum likelihood approach is also possible here, as the data are grouped survival with T i either greater than c K or between c k−1 and c k ,
denote the probability of no event up to the monitoring time c x for subject i if x ∈ {1, . . . , K} andF i (c x ) = 0 if c x > c K , under the independent increment assumption in (5) . A full likelihood function, therefore, is given by
The score functions are
for k = 1, . . . , K, and
We denote the maximum likelihood estimate (MLE) aŝ
. By conventional maximum likelihood arguments,θ m is consistent, asymptotically normal, and efficient.
] and 1 k is a K-dimensional vector with 1 in the kth element and 0 otherwise.
Maximizing L(θ), or equivalently, solving the estimating equations (9) and (10) simultaneously, is in principle feasible. However, in practice, it is feasible only when the number of monitoring times K is relatively small. When K is large, a profile estimate of ψ that treats [α 1 , . . . , α K ] as nuisance would be more manageable computationally. Dropping the term {1−p k,i (θ)} −1 in (9) leads to an estimator for exp(−α k ) as (12) when fixing ψ [12] . Replacing exp(−α k ) in (10) with exp(−α k ) and again dropping the term {1 − p k,i (θ)} −1 , the score function becomes
which is exactly the same as the stratified partial likelihood score function of (8).
The argument above brings out an interesting link between the partial likelihood and the maximum likelihood estimation. Intuitively, since the monitoring times here are fixed and the same for each subject, the partial likelihood estimateψ pl is expected to be close to the maximum likelihood estimate and thus should have relatively high efficiency. However, we also observe that the partial likelihood estimation is equivalent to the one when dropping the term {1 − p k,i (θ)} −1 in both (9) and (10) . Hence, it does not achieve the semiparametric information bound [13] .
COMPUTATIONAL ASPECT
Maximum likelihood estimation can be computed by a Newton-Raphson algorithm. Starting from an initial valuê
where U m is the score function defined in (9) and (10), and I m is the observed information matrix defined in (11) . We iterate until convergence. However, the observed information matrixÎ m may be difficult to invert when the number of follow-up periods K is large. One way to deal with this is to use a symmetric 2 × 2 partition matrix
is a p × K matrix with I 12 = I 21 and
k,i is a p × p positive definite matrix. Thus, it suffices to invert the smaller matrix B.
As mentioned before, an advantage of partial likelihood estimation is that an estimate from (8) can be attained by standard statistical software packages. The following preprocessing is needed, however.
• Step 1:
• Step 2: Assign (c k −c k−1 ) as the "survival" time for those subjects who are at risk in the kth follow-up period (i.e. Y k,i = 1).
• Step 3: Assign those subjects who are event free at the kth monitoring time to the "failure" category (i.e. survival time observed) and those subjects who have had an event at the kth monitoring time to the "censored" category (i.e. survival time censored). • Step 4: Select the option for stratified analysis and include a variable for strata in the data set.
• Step 5: Select the option for Breslow's estimation for tied survival time with robust variance estimation.
Step 1 can be easily implemented when
Step 3 needs to be implemented with care. Keep in mind that for those subjects who are at risk in the kth follow-up period and event free at the end, the event indicator δ k,i is 1 so their "survival time" (c k − c k−1 ) is exactly observed. Therefore, we need to assign an event indicator to those who actually have no event occurrence. As for Step 5, since our partial likelihood is equivalent to the Breslow's approximate partial likelihood when dealing with tied survival time, selecting the option of Breslow's method is needed, as well as a robust variance estimation. However, some packages, such as coxph() in R, set Efron's estimating equation [6] for tied survival time as the default, which needs to be changed as Efron's estimation does not give the same score function as (13) . Finally, the total number of observations in the data set summed over each stratum is
, which could be smaller than Kn.
Taking R for example, let zz be assigned to a one-dimensional covariateZ k,i in the data set, d_k to (c k −c k−1 ), delta to δ k,i , and monitoring to indicators for strata, the following code suffices to provide the desired results.
coxph(Surv(d_k,delta)~zz+strata(monitoring), method="breslow",robust=T)
Note that, the coefficient estimates from the statistical packages is negative of our proposed partial likelihood estimatesψ pl , as −ψ in (8) is the reparameterized coefficient for the time-independent covariateZ k,i . However, the variance (or standard deviation) estimates from packages can be directly applied since the negative sign does not affect the variance estimation.
INFERENCE FOR BASELINE HOMOGENEITY
Periodic model
Thus far we have assumed that the baseline hazard λ 0 (·) varies by time t, which is defined as the time elapsed from the start c 0 . A common scenario is that the baseline hazard is either constant over time or is periodically renewed at certain points of time [18] . This gives rise to a different model specification, which nonetheless is a special case of our previous model. Suppose the duration of each follow-up period is the same and the baseline hazard function is periodic and renewed at the time of monitoring, an additive hazards model, similar to (1), is of interest,
When the duration of each period is equal with c k − c k−1 ≡ c (k = 1, . . . , K) , integration of the baseline hazard in each stratum, α 1 , . . . , α K , is the same across strata, as
which is free of k. We call the resulting model a homogeneous model, as versus a heterogeneous model where at least one of the α k 's is different.
Let α k = α, for k = 1, . . . , K. The model parameter θ only consists of α and ψ. The score functions hence become
and
Dropping the term {1 − p k,i (θ)} −1 in both (15) and (16), a profile estimate of exp(−α) can be attained as
The estimating function for ψ is
periodic, the model is more parsimonious, and either the partial likelihood or the full likelihood can be simplified. The results above are applicable to the model with constant baseline hazard as it is a special case of (14).
Test for homogeneity
When a homogeneous model is true, a heterogeneous model obviously over-stratifies and hence is less efficient. We derive a formal test in order to select between these two competing models with the null hypothesis H 0 : α 1 = · · · = α K . Two quadratic tests are possible, namely likelihood ratio test when a maximum likelihood approach is performed, and a direct comparison among exp(−α k ) for k = 1, . . . , K under a partial likelihood approach.
In the maximum likelihood approach, the homogeneous model is nested within the heterogeneous one. Thus it is natural to use a likelihood ratio test with predetermined size, where the likelihood ratio is
where [α 1 , . . . ,α K ,ψ m K ] are the solutions to (9) and (10), while [α,ψ m1 ] are the solutions to (15) and (16) . Under H 0 , it is well known that −2 log Q 
* =η(ψ pl ). We establish the largesample properties ofη * in the following theorem. Thus, under H 0 , the test statistic
e η * is a χ 2 -variate with K − 1 degrees of freedom as n → ∞, where e is a (K − 1) × K matrix satisfying η = e η, and V = e Ω e. Similarly, we reject H 0 at the level of a when Q (2) n > χ 2 K−1,a .
NUMERICAL EXAMPLES
Simulation study
We conduct simulation to assess the performance of partial likelihood estimation and compare with maximum likelihood estimation. Data sets are generated according to the setup of the red pine data example described in Section 1. Suppose an m × m spatial lattice. To mimic the situation that some trees had already been colonized in the beginning of the study, we randomly generate a 0-1 indicator with probability 0.1 of Ips colonization by year k = 0. Therefore, the sample size n varies in each simulation but on average is 0.9m
2 . In year k = 1, . . . , K, the number of turpentine beetle colonization is independently generated by a Poisson distribution at a rate of 0.8. The outcome of no event in year k (δ k,i = 1) is generated according to model (1) with probability p k,i (θ) in (7) when the tree at site i (i = 1, . . . , n k ) is at risk.
To account for spatial dependence, we define the kthorder neighbor of a given site as those sites that are the kth nearest neighbors. For example, the first-order neighborhood on a square lattice has the four nearest neighbors in the north, south, west, and east, and the second-order neighborhood has the four second-nearest neighbors in the northwest, southwest, northeast, and southeast, etc. We let the number of Ips colonization in the neighborhood in year (k − 1) be a covariate for year k, which is summed up to the fifth-order neighbors. That is, we model spatial dependence via autoregression in space from a previous time point.
We set the total number of strata to K = 1, 3, Table 1 compares the simulation results using partial and maximum likelihood analysis under a homogeneous model. We report the bias of estimation (Bias) defined as the average of the replicated estimates minus the true value, the empirical variance (EV) defined as the sample variance of the replicated estimates, the average of the replicated variance estimates (AVE), and empirical coverage probability (CP) at a 95% nominal level. The size of the test for homogeneity is also reported. For maximum likelihood estimation, Q (1) n is applied, while for partial likelihood estimation, Q (2) n is applied. The significance level a = 5% is assigned for both tests. Table 2 summarizes the simulation results by stratified and non-stratified partial likelihood estimation under a heterogenous model to assess the effect of model misspecification.
For partial likelihood in Table 1 , the estimation appears to be consistent and the variance estimation is close to the empirical variance when n is large, even when K = 1. However, when K = 1 and n is small, the partial likelihood estimation has a slightly lower empirical coverage probability than the nominal level. On the other hand, the maximum likelihood estimation appears to be consistent, but apparently over-estimates the variance ofψ 1 by the information matrix when either K or n is small. The variance estimation is close to the empirical variance only when K = 6 and n is large. Compared with the partial likelihood that performs well for a small n, the maximum likelihood estimation needs a relatively larger sample size to achieve less bias, which suggests that the partial likelihood is more robust for a smaller sample size. The empirical size of both tests for homogeneity is close to 5% when n becomes larger, indicating that both Q (1) n and Q (2) n are applicable. However, when n is under 100 (m = 10) and K = 6, the empirical size of Q (2) n in the partial likelihood estimation is about twice that of the true significance level. This suggests preference for Q (1) n in cases where the sample size is small and subjects are followed up at a large number of monitoring times.
Furthermore, our experience is such that maximum likelihood via a Newton-Raphson algorithm can be numerically rather unstable, due to near-singularity of the information matrixÎ m during the iterations toward convergence. Besides, the probability p k,i , as a function ofθ (s) m , should be bounded above by 1 in each iteration, but this can fail when the true p k,i is close to 1. Such failures in computing the maximum likelihood estimates occur more often when the sample size is relatively small, which explains why the empirical coverage probability is higher than the nominal level in Table 1 . In contrast, the partial likelihood estimation is more stable numerically, since the restriction on the parameter space is rather minimal. In addition, the information matrix can be inverted with more ease, as its dimension is determined by the number of covariates and, unlike maximum likelihood estimation, is not affected by the number of monitoring times K.
In Table 2 , when the true model is heterogeneous, parameter estimation is biased and has low empirical coverage probability for ψ 2 by a non-stratified analysis. However, the estimation of parameter ψ 1 that represents the effect of a covariate seems unaffected. This gives empirical evidence that the partial likelihood approach is robust against model misspecification for the baseline hazards. Finally, partial likelihood with stratification has consistent estimation of both the model parameter and the variance, which induces empirical coverage rates that are close to the nominal level. 
Red pine data example
For the red pine data analysis, we set the first year of insect survey as the initial period k = 0 when n 1 = 2, 683 trees had not been colonized by Ips. In the following 5 years, there were n 2 = 2, 599, n 3 = 2, 508, n 4 = 2, 484, and n 5 = 2, 418 trees at risk of Ips colonization. As described in the previous section, we let Table 3 presents the analysis result by both partial likelihood and maximum likelihood estimation. We report both parameter and baseline hazard estimates with their standard errors. We also report the χ 2 -test result for the null hypothesis that the model is homogeneous. The two different methods give very similar results on the parameter estimation of ψ 1 . Partial likelihood has a slightly larger standard error than maximum likelihood. Regardless of the approach, colonization of the turpentine beetle is shown to have had a significant positive effect on the risk of Ips colonization. Ips colonization in the previous year in the neighbors also played a significant role in increasing the risk of Ips colonization in the current year. Estimates of the cumulative baseline hazards, η k , are similar using both partial and maximum likelihood estimation. However, a departure from the homogeneous model is statistically significant due to small standard errors, even though the parameter estimates appear to be similar across the follow-up periods.
CONCLUSIONS AND DISCUSSION
We have considered additive hazards regression for the analysis of environmental or ecological monitoring data such that subjects are observed at multiple monitoring time points and the baseline hazard function can take on flexible forms. The covariates can be time-varying and we have used autoregression to take into account spatial dependence. We have developed partial likelihood estimation for statistical inference of the regression coefficients and the baseline hazard. Asymptotic properties, including consistency and asymptotic normality, have been established for the maximum partial likelihood estimates under suitable regularity conditions. We have proposed feasible algorithms utilizing existing statistical software packages for computation and thus our method has distinct computational advantage compared with some existing methods. We have also developed hypothesis testing for homogeneity of the baseline hazard. Using numerical examples from both simulation and an ecological monitoring study, we have demonstrated that the partial likelihood inference is feasible and has sound finitesample properties.
Our results are comparable to the findings in [18] , although [18] required that external data be available to estimate the baseline hazard function. In contrast, our approach does not require external data which may not always be available or suitable for estimating the baseline hazard in practice. Furthermore, these results are comparable to the spatial-temporal autologistic approach in [23] where spatial dependence is modeled by autoregressive terms within a given year but the computation is far more intensive due to an unknown normalizing constant in the loglikelihood function. Our approach here is also autoregression but on a previous year, which has led to much faster computation. For the red pine data example, the scientific conclusions drawn from both approaches are remarkably similar. In general, however, the results may differ; we plan to explore and compare alternative approaches to modeling spatial dependence.
We contend that partial likelihood estimation offers a viable alternative to maximum likelihood estimation for at least two reasons. One, maximum likelihood is feasible only for small number of monitoring times K. When K is large, the computing cost is substantially increased due to a large number of parameters, with one extra intercept for each additional monitoring time. One exception is when the baseline intensity is constant with only one intercept for the baseline, but this case is overly restrictive. In contrast, the number of parameters in the partial likelihood (8) is not affected by the number of monitoring times, as the baseline parameters are treated as nuisance. Two, our simulation experiments indicate that partial likelihood estimation is numerically more stable to compute in general. It also provides more robust results than maximum likelihood estimation particularly with a small number of monitoring times and/or a small number of subjects. Taken together, these results suggest that, even though maximum likelihood estimation is more efficient than the partial likelihood counterpart in theory, there are compelling reasons to consider partial likelihood estimation developed here in practice for both a small and large number of monitoring times.
Although the monitoring times are regular in our data example, they can be irregular in other studies such that the monitoring times may not be regularly-spaced or have different schemes for each subject. [14] , also applied in [19] , proposed an idea of mapping the irregular monitoring times to a regular grid, which can be applied to extend our method. Let c k0 < c k1 < · · · < c km i denote the mapped set of ordered monitoring times of the subject at the ith site with k 0 = 0 and k j ∈ {1, 2, . . . , K} for j = 1, . . . , m i . A slight modification of (7), defined by
can again be utilized to estimate ψ with the log-likelihood function
where α kj = kj k=kj−1+1 α k , andZ kj ,i , Y kj ,i , and δ kj ,i are defined in a similar manner toZ k,i , Y k,i , and δ k,i , respectively. We conjecture that partial likelihood estimation can be devised by appropriate stratification. In addition, it would be interesting to extend our method to deal with monitoring times that are randomly assigned. We leave such extensions for future research.
APPENDIX A. NOTATION AND REGULARITY CONDITIONS
and Ψ denote a compact closure surrounding the true parameter ψ 0 . Consider the following regularity conditions.
k (ψ) are bounded for l = 0, 1, 2, and s
is bounded away from 0. Define
for j ∈ {1, . . . , q}, where the subscript j denotes the jth element of the vector.
APPENDIX B. PROOF OF THEOREMS 3.1 AND 3.2
Our proof is constructed for a general K and thus covers both Theorems 3.1 and 3.2.
Proof. The log partial likelihood function in (8) can be rewritten as
where ψ ∈ Ψ. It is not hard to show that the function n −1 { K (ψ) − K (ψ 0 )} has the same probability limit as
The n −1 {Λ K (ψ) − Λ K (ψ 0 )} converges in probability to a continuous function
by conditions (a), (b), and (d), which has first-order derivative zero at ψ = ψ 0 and second-order derivative − K k=1 I k (ψ 0 ) as the negative of a positive definite matrix. The consistency ofψ pl thus is guaranteed by a classic convex theorem [1] .
The asymptotic normality of n 1/2 (ψ pl − ψ 0 ) is shown by first proving the asymptotic normality of n −1/2 U K (ψ 0 ), where
By definition,
which has a zero mean. When n → ∞, for Lindeberg condition to hold, it suffices to show that 
APPENDIX C. PROOF OF THEOREM 6.1
Proof. For the kth element inη * , it is straightforward to show thatη k (ψ pl ) is a consistent estimator of η 0 k for each k,
Convergence of the first component in probability to zero follows from a Taylor's expansion, condition (a), and the consistency ofψ pl for ψ 0 . Convergence of the second component follows from the unbiasedness ofη k (ψ 0 ) as is simply a binary random variable with conditional mean p k,i (θ). However, derivation of the limiting variance is challenging, as the dependence between outcomes at different times may be difficult to handle. To resolve this, we utilize a theory developed in [11] for a single counting process with multiple jumps which satisfies the conditional independent increment assumption (5). That is, we naively treat δ u,i and δ v,i (u = v) as independent outcomes even though marginally those two terms may be correlated when the subject is at risk during both follow-up periods. The Thus the result holds.
