Sequence mapping is the cornerstone of modern genomics. However, the process is fraught with ambiguity. Mappers report one, or at most a few, alignments per read, even when many equivalent or near-equivalent possibilities exist. This ambiguity propagates through to downstream analyses, leading to discrepancies between assemblies, disagreements between variant calls, and incorrect or missed higher level associations between genotype and phenotype. We address this problem with the notion of a context scheme-a mapping method that allows a reference base to be unambiguously recognized in a query sequence by testing for the presence of substrings from an algorithmically defined set. In contrast to existing mapping methods, context schemes are not arbitrary; they only map when there is a uniquely best mapping and define this criterion uniformly for all reference bases. Mappings under context schemes can also be made stable, in that extension of the query string (e.g. by increasing read length) will not alter the mapping of previously mapped positions. Context schemes are general in several senses. They natively support the detection of arbitrary complex, novel rearrangements relative to the reference. They can scale over orders of magnitude in query sequence length. Finally, context schemes are trivially extensible to more complex reference structures, such as graphs, that incorporate additional variation. We demonstrate empirically the existence of high performance context schemes, and present efficient context scheme mapping algorithms.
INTRODUCTION
Many tools and algorithms exist for mapping reads to a reference genome [10, 7] . These tools are based on the idea of scoring local alignments between a query string and a reference according to some set of match, mismatch, and gap scoring parameters, and then finding local alignments with maximal or near-maximal scores. Seed-and-extend approaches coupled with memory efficient substring indexes or hashing schemes have been highly successful in heuristically accelerating this search process [4, 10, 7] .
Despite these successes, the score-based approach has some shortcomings. There is often no single best place that a read maps, especially in the case of recent duplication within the reference genome. Some mappers will simply return one alignment at random [10] . Even when a set of equivalent, or near-equivalent, alignments is returned, it is the convention to (necessarily somewhat arbitrarily) denote one of these as being the "primary" alignment and the others as "secondary" [11] . Unfortunately, having any uncertainty in mapping is synonymous with having a low or zero mapping quality, and a good way for a read to get itself excluded from downstream analysis. The uncertainty at play here is not only about the gross location of the read in the reference. There is often ambiguity, no easier to resolve, about the precise base-level alignment of the read to a given location in the reference (Fig. 1) . Traditional methods of variant calling generally rely upon these base-level alignments, and will generate different output according to these arbitrary decisions. This has led to specialized methods for multiple read indel (insertion or deletion) realignment [1] and the development of heuristics like left shifting [6, 9] . However, these are partial solutions. Multiple read indel realignment makes the alignments consistent between reads in a single sample, but not between independently called samples. Left shifting, used to compare between samples, is a single-indel operation, and cannot be used to correct for equivalent alignments involving two or more adjacent indel events (Fig. 1 ).
Another troubling feature of traditional score-based-alignment mapping approaches is that they are unstable: mappings of strings can completely contradict the mappings of their substrings. An aligner might map a read to a one place in the reference, but appending a single character to the end of that read might cause it to map, with similar confidence, to a completely different place hundreds of megabases away, because that mapping now has a slightly higher score.
The difficulty of mapping a read to a reference motivates a critical consideration of its necessity. Read mapping is not always essential for variant calling: in some cases it is sufficient to confidently identify a substring within a collection of reads to ascertain the presence of a genomic variant [3] . The dbSNP database has attempted to implement this notion by attaching to each point variant in the database an upstream and downstream flanking nucleotide string that indicates the DNA context in which the variation was isolated [20] . In principle such a system of variant identification overcomes the mentioned limitations of score based alignments, and can be used to canonically detect variations. However, insufficient rigor in defining appropriate context strings, and a failure to account for other variation near the identified point mutation has limited its use in practice.
Here we formalize and extend this core idea; we propose using context strings to canonically identify the presence of each base within a reference genome. In its simplest form, each reference base is labeled by a "context string" that, when detected in a query sample, is sufficient to unambiguously identify the base's presence. To account for the randomly placed boundaries of short sequencing reads, which would often inconveniently truncate any single context string for a reference base at one end or the other, and to accommodate other nearby variation, we generalize the notion from a single context string per base to a set of such strings per base. When such a system is applied across a reference genome it defines a mapping scheme; we call this a "context-driven" mapping scheme.
We first define context-driven mapping schemes in general, then give a specific, useful scheme and develop associated algorithms for its implementation. Finally we demonstrate empirically its practicality for the mapping of assembled sequences, as well as individual reads.
METHODS
Throughout we make use of DNA strings, which are finite strings over the alphabet of DNA bases {A, C, G, T}. A DNA string x has a reverse complement x * , which is the reverse of x with each DNA base replaced with its complement; A and T are complements of each other, as are G and C.
Mapping
A reference (genome) G is a set of DNA strings and an index set of the elements of these strings, each member of which is called a position. Each position p uniquely identifies an element b(p) of a string in G.
We define the problem of mapping a query DNA string x = (xi) n i=1 to a reference G. A mapping scheme is a function that takes x and G and, for each query element i of x, either returns a position in G, declaring the query element i to be mapped to that position in G, or declares the query element to be unmapped in G. For the scheme to map a query element to a position p in G, b(p) must either be xi (in which case that query element is forward mapped), or xi * (in which case that query element is reverse mapped).
Contexts
A context is a tuple (L, B, R), where L is a DNA string called the left part, B the base, and R is a DNA string called the right part. The string LBR is the context string of the context (L, B, R). For an element i in a DNA string x a context (L, B, R) is called a natural context if B = xi, L is a (possibly empty) suffix of (xj) i−1 j=1 and R is a (possibly empty) prefix of (xj) n j=i+1 .
Context Generality
is a suffix of L2, B1 = B2, and R1 is a prefix of R2. That is, if you turned the two contexts into strings with their bases marked as special characters, the more general context would be a substring of the less general context. Note that a context is forward more general than itself. A context c1 is reverse more general than a context c2 if c1 is forward more general than the reverse complement of c2, which is c *
. We define a context c1 to be generically more general than context c2 if it is either forward more general or reverse more general than c2.
Context-Driven Mapping
It is possible to define a mapping scheme for a query string x to a reference G in terms of contexts for positions in the reference. Such a mapping scheme makes use of a context assignment.
Context Assignment
A context assignment assigns each position in a reference a nonempty context set, such that all contexts in the set have the same base as the position, and no context in one position's set is more general than any context in any other position's set. This second property of context assignments is called nonredundancy.
Matching
An element i in a query string x is said to match a context c = (L, B, R) if the query, when partitioned into the context ((xj)
), is less general than c. Note that this encompasses both forward less general (in which case element i forward matches the context) and reverse less general (in which case element i reverse matches the context). Element i is said to match on the context. When the context is in the context set of a reference position, the element matches the position.
Context-Driven Mapping Schemes
A context-driven mapping scheme is a mapping scheme which, for query x and reference G with context assignment C, maps each element i in x to the unique position in G which it matches under C, or leaves i unmapped when no such position exists. An element remains unmapped when it does not match on any context of a reference position, or when it matches on contexts of two or more positions; in the latter case we say it discordantly matches.
Under a (nonredundant) context assignment, each position p in the reference can be mapped to, because for each context (L, B, R) of p the context string LBR matches p on that context. The nonredundancy requirement ensures this matching is not discordant: no context more general than (L, B, R) can be in the context set of any other position in the reference.
Stability
An extension of a DNA string x is a DNA string that contains x as a substring. An element k in an extension x ′ of x is a partner of an element i in x if the context ((xj)
A mapping scheme is weakly stable if for each element i in each possible query string x, if i is mapped to a position p in the reference, its partners in all extensions of x will map to p or be unmapped. Weak stability is desirable because it guarantees that an element in a query cannot change its mapping to a different position under extension-the mapping scheme never has to admit that it mistook one reference position for another when presented with more information. As discussed in the introduction, scorebased mapping schemes, as used by most mapping tools, are not weakly stable. However all context-driven mapping schemes are weakly stable, because for any mapped element i, the partners of i in an extension of the query string can only either map to the same position p, or be discordantly matched and therefore unmapped. This is because these partners have all the natural contexts of i, and therefore must match on a context in the context set of p, but may additionally match on the context of a different position in the reference and therefore discordantly match.
A mapping scheme is stable if for each element i in each possible query string x, if i is mapped to a position p in the reference, its partners in all extensions of x will map to p. Stability is naturally a more desirable property than weak stability. By the previous argument some context-driven mapping schemes are only weakly stable. A stable context-driven mapping scheme is equivalent to a context-driven mapping scheme that additionally makes an element of a query string unmapped if a partner element in any extension of the query would discordantly match.
The Natural Context-Driven Mapping Scheme
In our earlier paper [17] we discussed a number of different context assignment schemes, including fixed k-mer approaches. Here we focus on a new scheme that is simple to understand and which performed the best in our preliminary empirical tests (data not shown).
The natural context assignment assigns each position in the reference the set of its natural contexts that have context strings that are unique in the reference. The uniqueness of the included contexts ensure the nonredundancy requirement. The natural (context-driven mapping) scheme, which uses the natural context assignment, has an intuitive interpretation. An element i of a query string is mapped to a position p of the reference when all natural contexts of i present in the natural context assignment are in p's context set. (If no such natural contexts of i exist, i will be left unmapped.)
Overview of Algorithms
For a reference and query, a maximum unique match (MUM) is a maximum length substring of the query present once in the reference.As there can be multiple copies of a MUM within a query we talk about MUM instances, each of which is a MUM and an interval of the query corresponding to a location of the substring. For a query x of length n there are at most n MUM instances, since two cannot start at the same place. Each MUM instance that contains a given element i in x can be described as a natural context string of i: (xj) i−1 xi(xj)i+1. Under the natural context assignment, the context of each such MUMderived context string matches exactly one reference position.
Using a suffix tree with suffix links of the strings in a reference (which can be constructed in time linear in the sum of the length of the reference strings), or a related substring index data structure, it is possible to find the set of MUM instances for a query string ordered by ascending start element in O(n) time. These data structures all provide two O(1) operations, extend and retract, which, given a search result set for some search string, can produce the result set for a search string one character longer or shorter, respectively. Employing these operations to find all MUMs in order is fairly simple. Starting with the empty string, extend the search string on its right end with successive characters from the query string until such an extension would produce a search result set with no results (or until the query string is depleted). If at that point there is one result in the result set, and at least one extension has happened since the last retraction, then a MUM has been found. Next, retract a single character from the left end of the search string, and go back to extending with the remaining unused query string characters. Repeat the whole process until the query string is depleted.
Since each successful extend operation consumes a character from the query string, no more than O(n) extend operations can ever be performed. Since each retract operation moves the left end of the search string to the right in the query, no more than O(n) retract operations can be performed. And since each unsuccessful extend operation (which would produce an empty result set) is followed by a retract operation, no more than O(n) of those can happen either. Thus the entire algorithm to find the MUMs ordered by ascending query start position is O(n).
Once the MUM instances have been found, it is necessary to identify the query elements that occur in exactly one MUM and therefore can be mapped under the natural scheme. (If an element is contained in two or more MUM instances then it must be discordantly mapped, because each such MUM instance must define a context that matches the element to a position different from the other MUM instances.) Given the MUM instances ordered by ascending query start element, it can be determined for all elements if each is in one, zero or multiple MUM instances, by a single traversal of the ordered MUM instances taking O(n) time. We can therefore determine in O(n) which elements in a query string are mapped. The combined time to map all the elements in a new query string given an existing reference substring index data structure of the type discussed is therefore O(n).
The α-β-Natural Context-Driven Mapping Scheme
Under the natural context assignment, for each (by definition minimally unique) reference context string, there must exist another reference substring that is an edit distance of one from it. Therefore, while the natural context assignment ensures each context identifies a single position in the reference, a single substitution, insertion or deletion in a query substring could result in a change in mapping. To avoid this, we now define a more robust scheme.
For a pair of overlapping substrings (xj), (x k ) of a string x, we call elements in either substring not contained within the intersection of their intervals on x separate. For two substrings within the reference, and therefore not necessarily overlapping or even in the same reference string, we can similarly talk about their number of separate elements; when two substrings do not overlap or are on separate reference strings the number of separate elements will equal the sum of the two substrings lengths. For a given reference substring, the α-separation is the minimum edit distance α between it and any other substring in the reference with a number of separate elements greater than its edit distance. Similarly, for a given natural context of a reference position, its α-separation is the α-separation of its context string.
Enforcing a minimum α-separation for contexts on a natural context scheme makes its mappings more stable in the face of edits to the query. Specifically, it ensures that the number of edits required to transform the context of one position into the context of another is at least α, for positions whose context strings have more than α separate elements. When two reference substrings with α edit distance have exactly α separate elements (it is easy to verify they can not have fewer than α) then there exists a minimum edit-distance alignment of the two substrings that only aligns together bases from each substring with the same reference positions, and the α edit distance is therefore trivially realizable as the removal of a prefix from one substring and a suffix from the other. However, it is also possible that two substrings with α edit distance and α separate elements could have other minimum edit distance alignments that would result in different mappings. Therefore, enforcing α-separation on a context assignment does not absolutely prevent mismappings produced by fewer than α editshowever such mismappings would have to be relatively localized on the reference.
Similarly, the natural context assignment is intolerant to edits between the query string and context strings of positions in the reference to which we might like query elements to map. To mitigate this issue, for a given context (L, B, R) and element i in DNA sequence x we define β-tolerance: if xi = B, β is the minimum edit distance between the context string LBR and a natural context string of i. If xi = B then β = ∞. Hence for a position in the reference p, a β-tolerant context (L, B, R) is a context such that b(p) = B and LBR is within β edits from a natural context of p. The α-β-natural context assignment assigns each position in the reference a context set containing the minimal length contexts that are at least α-separated, and at most β-tolerant from it. It can be verified that as long as α is greater than or equal to one and β is less than α/2 then the context assignment is nonredundant and therefore valid. The α-β-natural context assignment ensures all admitted contexts are both α-separated (and therefore unlikely to be matched by chance unless α misleading edits coincide), and at most β-tolerant (and therefore tolerant of up to β edits obscuring the true reference position). The natural context-driven mapping scheme is a special case of the α-β-natural (context-driven mapping) scheme when both α and β equal 0.
Overview of Heuristic Algorithms for the α-β-Natural
Context-Driven Mapping Scheme Unfortunately, algorithms built on efficient substring indexes to implement the α-β-natural scheme require tracking a number of potential matches that is exponential in both α and β parameters. Instead we pursue an algorithm that heuristically approximates this scheme.
For a reference, a minimal unique substring (MUS) is a shortest length substring that appears once in the reference. Two MUSs are disjoint if they do not overlap. We define α ′ as the maximum number of disjoint MUSs within a context string. It is easy to verify that α ′ is a lower bound on α.
A query substring x of length n contains at most n MUS instances. The set of MUS instances contained in x can be partitioned by the MUM instance they are part of because a MUS instance must be contained in exactly one MUM instance (although it may overlap several). As described earlier for MUMs, using a substring index data structure of the strings in a reference it is also possible to find the set of MUS instances in x ordered by ascending start index in O(n) time. For each MUM instance in the query, ascertaining the maximum number of disjoints MUS instances is linear in the total number of MUS instances it contains. (The problem is an example of the Activity Selection Problem which has a linear, greedy algorithm). The total cost of ascertaining α ′ for all MUM instances within x is therefore O(n).
A pair (a, b) of distinct MUM instances are syntenic if they are in the same relative order and orientation. As one MUM instance on the query can not be contained in another MUM instance, without loss of generality we can assume that the first element of a precedes the first element of b, and the last element of a proceeds the last element of b. The two MUM instances may partially overlap or be separated by some intervening sequence in the query, and similarly in the reference. Let c and c ′ be the reference and query substrings of a pair of syntenic MUM instances, such that each substring has the first MUM as a prefix, the second MUM as a suffix and possibly some substring between the two MUMs. Note, the reference substring c may be from the reverse complement of a reference string if the MUM instances are on the reverse strand in the reference. The edit distance between c and c ′ is the mismatch gap; by the definition of a MUM, it must always be one or greater. The mismatch gap can be calculated using the Wagner-Fischer algorithm, which requires time equal to the product of the lengths of c and c ′ . However, this runtime can be improved by noting that the calculated edit distance will be same after first removing the shared prefix of c and c ′ and then removing the common suffix of the residual strings, the result of which we call the interstitial substrings -thus it is easily shown the total cost is bounded by the product of the lengths of the interstitial substrings.
A β ′ -synteny block is a maximal sequence of MUM instances such that each successive pair of elements in the sequence is syntenic and the sum of mismatch gaps between successive pairs is less than or equal to β ′ . Let c and c ′ now be the reference and query substrings of a β ′ -synteny block, i.e. the minimal substrings of the reference and query whose prefix is the first MUM instance in the synteny block and whose suffix is the last MUM instance in the synteny block. Each element in a MUM instance in c ′ corresponds to an element i in the query and, via the matching, a position p in the reference. For each such (i, p) pair, c is a natural context string for p, and c ′ is a context string with β ′ mismatches from c. We call such a context string a β ′ -tolerant context. Note that β ′ is an upper bound on β described above.
The diagonal of a MUM instance is equal to the index of its first element in the query string minus the index of its first element in the reference string. Naively, the number of possible pairs of syntenic MUM instances for a query of length n might appear to be n(n−1) 2 , the number of ways to choose 2 out of n. However, as we are only interested in β ′ -synteny blocks, we do not calculate the mismatch gap between any syntenic pair if the absolute difference between the MUM instance's diagonals is greater than β ′ , as such a difference implies an edit distance of greater than β ′ . In addition, for a set of MUM instances that have the same diagonal and each form a synteny pair of the form (a, b) with some other MUM instance b, we only calculate the mismatch gap between b and the member of this set with greatest final element in the query. This is heuristic, but in all but the most extreme, contrived cases it works effectively. Finally, we omit calculating the mismatch gap for any synteny pair when either interstitial sequence length is longer than a thresholdhere 500bp-and instead set it to positive infinity. Applying these filters and heuristics reduces the total mismatch gap calculation time to O(β ′ n). The number of β ′ -synteny blocks is potentially quite large. However, it is unnecessary to enumerate them. Rather, we need simply to determine if each MUM instance is part of a β ′ -synteny block containing α ′ or more disjoint MUS instances. Given the MUS and MUM instances and the mismatch gap calculations, this step can be achieved in O(β ′2 n) time by two passes over the MUS instances. In the first, in order of ascending query start position we calculate for each MUS instance b and relevant β ′ value (≤ β ′ ) the maximum number of disjoint MUS instances in a synteny block (α ′ ) whose sum of mismatch gaps is at most β ′ and whose final element is b. Note that within a MUM, for a given β ′ value, α ′ for a MUS will be greater than or equal to α ′ for any MUS starting before it. This can be done by simple dynamic programming in O(β ′2 n) time. ( We omit details for brevity, but each MUS need only look at the latest non-overlapping MUS in each valid predecessor MUM, of which there are O(β).) In the second pass we repeat the process, but in order of descending query end position, calculating for each MUS instance b and relevant β ′ value (≤ β ′ ) the maximum number of disjoint MUS instances in a synteny block whose sum of mismatch gaps is at most β ′ and whose first element is b. We then combine the information from the two passes, determining for each MUS instance b the maximum number of disjoint MUS instances there can be in a synteny block containing b with at most β ′ mismatches, by scanning through all possible partitions of those mismatches between the left and right sides of the MUS. The maximum of this calculation over all the MUS instances in a MUM instance is then the maximum α ′ value of a synteny block containing the given MUM instance. We keep only those MUM instances in β ′ -tolerant synteny blocks with α ′ values that equal or exceed α. Using the resulting, filtered subset of MUM instances to map the query elements exactly as in the description for the implementation of the natural context scheme we derive a heuristic algorithm for the α-β-natural scheme that algorithmically enumerates α ′ -separated, β ′ -tolerant contexts of the reference. The algorithm takes O(β ′2 n) time to map a query string, given the previously described substring index structure for the reference. Note that as long as α ′ < β ′ this context scheme is also nonredundant.
The algorithm is visualized in Figure 2 .
Credit
It is common to find some elements in a query string x which are unmapped, and cannot be mapped on any extension of x, yet are intuitively recognizable as corresponding to reference positions. This often happens if bases are between two MUMs but are not part of any MUM themselves, or if they were part of a MUM between two other MUMs that cannot join a sufficiently α ′ -separated β ′ -synteny block. In these cases, to create a scheme that maps more elements of the query, we can augment our context assignments with additional contexts that allow such bases to map on credit, based on the mappings of the bases on either side. The particular credit method used here looks at the nearest mapped base on either side of a gap in mapping, and matches up elements with the correct bases with respect to their implied positions in the reference, allowing at most one mismatch. Previously unmapped elements that are matched to exactly one reference position will be mapped on credit, while elements that are matched to zero or two positions will not map.
Since only elements that did not already match, and which could not possibly match on any extension of the query, are mapped in this way, the addition of credit does not interfere with the nonredundancy of a context assignment or the stability of a context-driven mapping scheme.
RESULTS
The heuristic α-β-natural scheme described was implemented in software and compared against existing methods for mapping both error-corrected long sequences and error-prone short sequences to a reference.
Mapping MHC Alt Loci
To evaluate the performance of the new mapping algorithms proposed here a long-sequence mapping task was defined. The human genome has, on chromosome 6, a region of approximately 5 megabases known as the major histocompatibility complex (MHC), rich in antigen presentation genes vital to the function of the immune system [19] . The region is prone to complex rearrangement and exhibits an extreme regional variation in the polymorphism rate along its span that make it a challenging testbed [19] . To better represent this complexity, the Genome Reference Consortium (GRC)'s current human reference assembly (GRCh38) contains seven MHC alt loci, each of which serves as a different alternate reference for the region (as well as one short alt locus that was not used here) [2] . Each mapping scheme under test took the MHC alt loci (GI568335879, GI568335954, GI568335976, GI568335986, GI568335989, GI568335992, and GI568335994), and mapped each to the GRCh38 primary path region, which actually appears in the "chr6" FASTA record. The resulting alignments were compared against the official alignments given by the GRC between the alt loci and the primary path, with the caveat that aligned, mismatched bases in the GRC alignments were de-aligned to ensure a fair comparison. (The mapping schemes being evaluated were not permitted to align mismatching bases together; the effect of this change proved very minor, making around 0.02% difference to the results (data not shown).) The standard information retrieval metrics of precision and recall against the GRC alignments were calculated using mafComparator, and can be seen in Figure 3a [5] . Overall coverage (the fraction of bases of an alt locus aligned to the reference), and the frequency and size of rearrangement events implied by the alignments, were also calculated, and are visible in Figure 3b and Figure 5 , respectively.
Mapping schemes using various settings of α ′ and β ′ parameters were tried, with β ′ being restricted to values less than α ′ . Additionally, the natural mapping scheme (α ′ = 0, β ′ = 0) was tested, with a parameter used to vary the minimum length of admissible unique substrings (i.e. defining a series of natural context scheme, each only including unique reference substrings longer than a minimum threshold).
The strongest performing schemes, in terms of the harmonic mean of precision and recall (F-score), had a precision greater than 0.99 and a recall of around 0.98. Coverage was also remarkably close to that of the GRC reference alignments, suggesting that the conservative nature of the schemes did not result in undue underalignment (Figure 3b) .
In all cases the natural length-thresholded context schemes performed substantially more poorly than the various α ′ /β ′ combinations in terms of recall of the GRC alignments at a given level of precision (Figure 3a) , and in terms of coverage (Figure 3b ). This suggests that α ′ and β ′ as defined here are effective heuristics. Increasing α ′ for a given β ′ was found to increase precision and decrease recall, but increasing β ′ at a given α ′ could restore the lost recall (at the cost of precision). Because of the trade-offs between precision and recall, the α ′ = 3, β ′ = 2 and α ′ = 5, β ′ = 4 natural schemes were chosen for the short sequence mapping tests in 3.2. Two additional configuration options were available for the schemes under test: whether to map unmapped internal bases on credit, and whether to enforce stability over weak stability. Our tests, the results of which are visible in Figure 4a and Figure 4b , demonstrate that requiring stability had a negligible impact on recall for long sequences, while the use of credit produced a sizable gain in recall at a manageable cost in precision (note the scales of the axes in Figure 4b ). Consequently, credit was used for all analyses, and the stability requirement was used for the MHC mapping analysis.
The α ′ = 5, β ′ = 4 natural scheme, which performed relatively well, was also evaluated in terms of the number and complexity of rearrangements it invoked to relate the MHC alt loci back to the primary path. Figure 5 depicts a "spectrum" plot of rearrangement frequency versus size, where a rearrangement is defined as a connected component in a multi-breakpoint/adjacency graph representing the alignment between the primary reference sequence and an alt-loci sequence [13, 16] . Briefly, the nodes of the graph are the ends (sides) of aligned sets of two or more bases and the edges the adjacencies, possibly containing interstitial unaligned sequence, that connect these ends [13, 16] . The spectrum plot shows that the vast majority of rearrangements involve only two nodes (which is the structure of SNPs and simple indels), and of the rearrangements involving 4 nodes, slightly under half of them are recognizable as simple tandem duplications. The tandem duplications, which frequently involve just a handful of bases, are discoverable because of the non-linear nature of context-driven mapping. The remaining, more complex rearrangements have not been identified or named. Figure 6 shows UCSC Genome Browser renderings of some of the rearrangements described in the spectrum plot. 
Mapping Simulated Short Reads
Perhaps the most important current application of traditional alignment methods is mapping reads from short read sequencing. To test this scenario a second mapping task was created. Each of the MHC alt loci sequences was broken into overlapping 200bp fragments at 100bp intervals. Each of these fragments had substitution errors introduced with an independent probability of 1% per base (in the range of those observed with current sequencing technologies) [18] . We used this simulated scenario, rather than actual reads, because it allowed us to assess the reads' origins to easily determine if mappings were correct or aberrant.
Two variants of the α ′ -β ′ -natural scheme (α ′ = 3, β ′ = 2, and α ′ = 5, β ′ = 4), in both stable and weakly stable versions, along with the popular BWA aligner (using default parameters), were used to map each read to the primary path MHC from GRCh38 [8] .
Mapping accuracy was assessed in two ways. First, the number of reads that each mapper could place anywhere in the reference, and portion of bases mapped regardless of correctness, were measured. These results are visible in Figure 7a and Figure 7b , respectively. Second, the number of genes and portion of gene bases with incorrect mappings to other genes, as annotated by the UCSC Genome Browser's "Known Genes" database, were also measured, and are visible in Figure 7c and Figure 7d [14] .
BWA mapped more of the reads and covered more of the read bases than the context-driven mapping schemes, though the difference was relatively small: less than 10% in terms of mapped reads and, for the weakly stable context schemes, less than 15% in terms of coverage. These results were unsurprising, given that a context-driven mapping scheme is a function that can not multi-map any position. However, the flip side of the conservative nature of the context-driven mapping schemes is shown by the paralogous gene mapping assessment; the α ′ -β ′ -natural schemes are substantially better than BWA at avoiding mapping reads to paralogs of their original source genes. Indeed, comparing the subset of BWA mapped bases with highest observed mapping quality the α ′ = 5, β ′ = 4 natural scheme compares favorably in terms of avoiding mapping paralogs.
While the difference between stable and weakly stable mapping schemes was insignificant for long-read mapping, the coverage difference for these shorter reads was much greater. Thus stability, rather than weak stability, might seem an impractical restriction for short reads, albeit one that still admits the mapping of the majority of query sequence elements.
A final experiment characterized the minimum context lengths with which it was possible for a base to map in the GRCh38 primary path MHC; the results are shown in Figure 8 . The vast majority of bases were found to be mappable with contexts of 100bp or less, and all but about 2% of bases at α ′ = 5 were found to be mappable with contexts of 200bp or less.
DISCUSSION
The new mapping scheme proposed here, at the same time radically different yet more conservative than existing methods, has some important benefits. The first is that it is relatively simple, and, because of this, quite general: it can be used to map multi-megabase MHC sequences while accounting for complex rearrangements, but also does reasonably well with 200bp simulated reads. The second major benefit is stability: although requiring stability reduces coverage when mapping short reads, it reveals a majority subset of mapped positions that are aligned globally with high certainty. This seems like a reasonable quality assessment somewhat orthogonal and complementary to the widely used mapping quality scores [12] ; indeed a comparison between reads with high mapping quality scores and bases judged stably mapped by our schemes would be an interesting extension. The third major benefit-being able to 10 define variants in terms of canonical contexts which can diagnose their presence-is related to the second: having a stable mapping scheme enables the articulation of consistent sequences which, when observed, always indicate the presence of a particular variant. This could ultimately pave the way for a high-specificity referencefree method of canonically describing the substrings that define a given variant, even one that has never been seen before, properly extending the limited notion of the flanking strings provided in the rsID records of dbSNP [20] .
Our results show that the context-driven, stable mapping approach is more conservative than existing mappers such as BWA. If there is any possibility of later having to admit that it was wrong in mapping a base, a stable scheme will not map that base. A weakly stable scheme is only slightly more permissive, willing to map bases only if it knows they cannot possibly map elsewhere. This conservatism can pay off: we show that the α ′ -β ′ -natural schemes outperform BWA in avoiding mappings to paralogs by a large margin. This sort of specificity is particularly important when analyzing regions like the MHC, where some genes present in a query may not be present themselves in the reference to which reads are being mapped, but may nonetheless have close and misleading paralogs in the reference.
The α ′ -β ′ -natural scheme presented here is even more useful for mapping longer sequences, where the costs of stability (incurred only near the sequence ends) are lower, and the chances of finding longer and more distinctive contexts are higher. The schemes presented here largely recapitulate the GRC's official alignments.
The α ′ = 5, β ′ = 4 instantiation, for example, has approximately 99% precision and 98% recall when compared to the GRC alignments, as depicted in Figure 3a . Remember, too, that the GRC alignments are distributed in GFF3 format, which cannot represent duplications, translocations, or inversions; some of the missing precision is almost certainly due to the correct detection of events that the GRC alignments did not completely describe. Judging by our manual analysis (illustrated in Figure 6 ), such calls are generally plausible.
Finally, the simplicity of the context-based mapping scheme method makes it easy to generalize. In addition to being very general in the types of queries it can accept, from short reads to entire alt loci, it is also very general in the types of references it can map to. Although in this work it is shown mapping only to a single linear sequence, the software implementation we present is capable of mapping to a collection of linear sequences, and the method can be extended to mapping to nonlinear, graph-based reference structures. As long as each position in such a reference can be assigned a valid context set, a context-driven mapping scheme exists to map to it. Such graph structures, containing common variation in addition to the primary reference, will help to alleviate the reference allele bias inherent in current approaches to variant discovery. The mapping scheme presented here provides a concrete approach to mapping to such a structure, something we explored in our earlier paper [17] and that we are actively pursuing.
Future work to be done on this project includes the implementation and testing of a generalization of the software Reads were aligned to the GRCh38 primary path MHC region.
to graph-structured references and the scaling-up of the software presented here to full multi-gigabase genomes. The software created for this work is open source and available from https://github.com/adamnovak/sequence-graphs. 
