When a computer system schedules jobs there is typically a significant cost associated with preempting a job during execution. This cost can be from the expensive task of saving the memory's state and loading data into and out of memory. There is a need for nonpreemptive system schedulers to avoid the costs of preemption on desktops, servers and data centers. Despite this need, there is a gap between theory and practice. Indeed, few non-preemptive online schedulers are known to have strong foundational guarantees. This gap is likely due to strong lower bounds on any online algorithm for popular objectives. Indeed, typical worst case analysis approaches, and even resource augmented approaches such as speed augmentation, result in all algorithms having poor performance guarantees.
INTRODUCTION
Designing efficient system schedulers is critical for optimizing system performance. Many environments require the scheduler to be non-preemptive, ensuring each job is scheduled on a machine without interruption. The need for non-preemption arises because preemption requires saving the state of a program and writing the state to memory or disk. For large complex tasks, the overhead cost of saving state is so large that it has to be avoided entirely.
Designing theoretically efficient online non-preemptive schedulers is challenging. Strong lower bounds have been shown, even for simple instances [7, 13] . The difficulty lies in the pessimism of assuming the algorithm is online and must be robust to all problem instances combined with irrevocable nature of scheduling nonpreemptive jobs.
In order to overcome strong theoretical barriers when designing scheduling algorithms, Kalyanasundaram and Pruhs [12] and Phillips et al. [15] proposed using resource augmentation in terms of speed augmentation and the machine augmentation, respectively. The idea is to either give the algorithm faster processors or extra machines versus the adversary. These models provide a tool to establish a theoretical explanation for the good performance of algorithms in practice. Indeed, many practical heuristics have been shown to be competitive in the online preemptive model where the algorithm is given resource augmentation. Non-preemptive environments have resisted the discovery of strong theoretical schedulers. Designing meaningful algorithms for non-preemptive problems is an important direction in scheduling [3] . Specifically, it is known that a non-preemptive algorithm cannot have a small reasonable competitive ratio using only speed or machine augmentation [14] for the popular average flow time objective.
Recently, Choudhury et al. [8] extended the resource augmentation model to allow rejection (some jobs need not be completed and are rejected). By combining rejection and speed augmentation, Lucarelli et al. [14] gave competitive algorithms for non-preemptive flow-time problems. An intriguing question is the power of rejection versus resource augmentation. Is there a competitive algorithm that only uses rejection? This would establish that theoretically rejection is more powerful since there are lower bounds using resource augmentation. This paper answers this question positively.
Models, Problems and Contribution
Non-Preemptive Total Flow-time Minimization. In this problem, we are given a set of unrelated machines M and jobs arrive online. Each job j ∈ J is characterized by a release time r j and it takes a different processing time p i j if it is executed on each machine i ∈ M. The characteristics of each job become known to the algorithm only after its arrival. The jobs should be scheduled non-preemptively, that is a job is considered to be successfully executed only if it is executed on a machine i ∈ M for p i j continuous time units. Given a schedule S, the completion time of a job j ∈ J is denoted by C j . Then, its flow-time is defined as F j = C j − r j , that is the total amount of time during which j remains in the system. Our goal is to create a non-preemptive schedule that minimizes the total flow-times of all jobs, i.e., j F j .
The problem has been studied in [14] in the model of speed augmentation and rejection. Specifically, Lucarelli et al. [14] gave a O (1/(ϵ r · ϵ s ))-competitive algorithm that uses machines with speed (1 + ϵ s ) and reject at most ϵ r -fraction of jobs for arbitrarily small ϵ r , ϵ s > 0. A natural question is whether speed augmentation is necessary. Our main result answers positively this question. Theorem 1.1. For the non-preemptive total flow-time minimization problem, there exists a 2 1+ϵ ϵ 2 -competitive algorithm that removes at most 2ϵ fraction of the total number of jobs, for any ϵ > 0.
The design and analysis of the algorithm follow the duality approach. At the release time of any job j, the algorithm defines the dual variables associated to the job and assigns j to some machine based on this definition. The value of the dual variables associated to j are selected in order to satisfy two key properties: (i) express the marginal increase of the total weighted flow-time due to the arrival of the job -the property that has been observed [2] and has become more and more popular in dual-fitting for online scheduling; and (ii) capture the information for a future decision of the algorithm whether job j will be completed or rejected. Moreover, the dual variables are defined so as to stabilize the schedule and allows us to maintain a non-preemptive schedule (even with job arrivals and rejections in the future).
The decision about rejecting a job depends on the load of the recently released jobs that are waiting in the queue of each machine. The scheduler rejects a job when this load exceeds a given threshold. The rejected job is not necessarily the one that just arrived and caused the excess in the threshold. The following lemma shows that immediate rejection policies cannot improve the competitive ratio. Lemma 1.2. Any ϵ-rejection policy which has to decide the rejection or not of each job immediately upon its arrival, has a competitive ratio of Ω( √ ∆) for the non-preemptive total flow-time minimization problem even on a single machine environment, where ∆ is the ratio of the maximum over the minimum processing time in the instance and ϵ > 0.
Non-Preemptive Total Flow-time Plus Energy Minimization. We next consider non-preemptive scheduling in the speed scaling model. In this model, each machine i ∈ M has a power function of the form P (s i (t )) = s i (t ) α , where s i (t ) is the speed of the machine i at time t and α > 1 is a constant parameter (usually α ∈ (1, 3]).
Each job j ∈ J is now characterized by its weight w j , its release date r j and, for each machine i ∈ M, a machine-dependent volume of execution p i j . A non-preemptive schedule in the speed-scaling model is a schedule in which each job is processed continuously (without being interrupted) in a machine and a job has a constant speed during its execution. Note that in the model, it is allowed to process multiple jobs in parallel on the same machine. The objective is to schedule jobs non-preemptively so that minimizing the total weighted flow-time plus the energy consumed for all jobs, i.e.
Building upon the resilient ideas and techniques from flow-time minimization, we derive a competitive algorithm for the problem. Note that this algorithm does not need to process multiple jobs in parallel on the same machine, although this is permissible by the described model. competitive algorithm that rejects jobs of total weight at most an ϵ-fraction of the total weight of all jobs, for any ϵ > 0.
Non-Preemptive Energy Minimization. Subsequently, we consider the non-preemptive energy minimization scheduling problem in the speed scaling model. The setting is similar to the previous problem but a job j ∈ J now has a release date r j , a deadline d j and a processing volume p i j if it is assigned to machine i ∈ M. Every job has to be processed non-preemptively and to be completed before its deadline. The goal is to minimize the total energy consumption i t P i s i (t ) where P i is the power function of machine i. (In this case we consider the discrete time setting.)
No competitive algorithm is known in the non-preemptive multiplemachine environment. Despite of some similarities to the problem of minimizing energy plus flow-time, the main difference is that in the latter, one can make a trade-off between energy and flowtime and derive a competitive algorithm whereas for the energy minimization problem, one has to deal directly with a non-linear objective. The critical issue is that no linear program (LP) with relatively small integrality gap was known. In order to derive a competitive algorithm for this problem, we make use of the primaldual approach based on configuration LP recently developed in [17] . The approach consists of introducing exponential number of variables to the natural formulation in order to reduce the integrality gap. Then, in contrast to current rounding techniques based on configuration LPs, the approach maintains greedily a competitive solution in the sense of primal-dual (without solving exponential size LPs). Interestingly, using this approach, the power functions are not required to be convex (a crucial property for prior analyses) and the competitive ratio is characterized by a notion of smoothness defined as follows. 
In the following lemma we consider the case of typical power functions of the form P (s) = s α , and we show that the above result is asymptotically optimal as a function of α. Lemma 1.6. Any deterministic algorithm is at least (α/9) α -competitive for the non-preemptive energy minimization problem even in a single machine environment.
Related Work
For the online non-preemptive scheduling problem of minimizing total weighted flow-time, any algorithm has at least Ω(n) competitive ratio, even for single machine where n is the number of jobs (as mentioned in [7] ). In identical machine environments, Phillips et al. [15] gave a constant competitive algorithm that uses m log P machines (recall that the adversary uses m machines), where P is the ratio of the largest to the smallest processing time. Moreover, an O (log n)-machine O (1)-speed algorithm that returns the optimal schedule has been presented in [15] for the unweighted flowtime objective. Epstein and van Stee [11] proposed an ℓ-machines O (min{ ℓ √ P, ℓ √ n})-competitive algorithm for the unweighted case on a single machine. This algorithm is optimal up to a constant factor for constant ℓ. Recently, Lucarelli et al. [14] consider the problem in the model of speed augmentation and rejection. They showed that without rejection, no algorithm is competitive even on single machine with speed arbitrarily faster than that of adversary. Moreover, they gave a scalable O (1/(ϵ r ·ϵ s ))-competitive algorithm that uses machines with speed (1+ϵ s ) and reject at most ϵ r fraction of jobs for arbitrarily small ϵ r , ϵ s > 0.
For the online non-preemptive scheduling problem of minimizing total weighted flow-time plus energy, to the best of our knowledge, no competitive algorithm is known. However, the problem in the preemptive setting has been widely studied. Bansal et al. [5] gave an O (α/ log α )-competitive algorithm for weighted flow-time plus energy in a single machine where the energy function is s α . Based on linear programming and dual-fitting, Anand et al. [2] proved an O (α 2 )-competitive algorithm for unrelated machines. Subsequently, Nguyen [16] and Devanur and Huang [10] presented an O (α/ log α )-competitive algorithms for unrelated machines by dual fitting and primal dual approaches, respectively.
For the online non-preemptive scheduling problem of minimizing total energy consumption, no competitive algorithm is known. Even in the preemptive scheduling in which migration of jobs between machines are not allowed, no algorithm with provable performance is given. The difficulty, as mentioned earlier, is due to the integrality gap barrier of all currently known formulations. In single machine where the issue of non-migration does not exist, Bansal et al. [6] gave a 2 α α −1 α e α -competitive algorithm. Moreover, Bansal et al. [4] showed that no deterministic algorithm has competitive ratio less than e α −1 /α. Albers et al. [1] considered the case where jobs are allowed to be executed preemptively and migration between machines is permitted. For this problem, they proposed an algorithm based on the Average Rate algorithm [18] and they showed a competitive ratio of (1 + ϵ )(α α 2 α −1 + 1).
MINIMIZE TOTAL FLOW-TIME
Linear Programming Formulation. In order to formulate our problem as a linear program, for each job j ∈ J , machine i ∈ M and time t ≥ r j , we introduce a binary variable x i j (t ) which is equal to one if j is processed on i at time t, and zero otherwise. We use two lower bounds on the flow-time of each job j ∈ J , assuming that it is dispatched to machine i: its fractional flow-time which is defined as [2] ), and its processing time
Then, the linear programming formulation for the problem of minimizing the total flow-time follows.
Note that the objective value of the above linear program is at most twice that of the optimal non-preemptive schedule. We relax the above integer linear program by replacing the integrality constraints for each x i j (t ) with 0 ≤ x i j (t ) ≤ 1. The dual of the relaxed linear program is the following.
In the rejection model considered in this article, we assume that the algorithm is allowed to reject some jobs. This can be interpreted in the primal linear program by considering only the variables corresponding to the non-rejected jobs, that is the algorithm does not have to satisfy the first constraint for the rejected jobs.
The Algorithm and Definition of Dual Variables. We next define the scheduling, the rejection and the dispatching policies of our algorithm which is denoted by A. Let ϵ, 0 < ϵ < 1, be an arbitrarily small constant which indicates the fraction of the total number of jobs that will be rejected. Each job is immediately dispatched to a machine upon its arrival. Let U i (t ) be the set of pending jobs at time t dispatched to machine i ∈ M, that is the jobs dispatched to i that have been released but not yet completed or rejected at time t. Moreover, let q i j (t ) be the remaining processing time at time t of a job j ∈ J which has been dispatched to the machine i.
Let k be the job that is executed on machine i at time t. We always consider the jobs in U i (t ) \ {k} sorted in non-decreasing order with respect to their processing times; in case of ties, we consider the jobs in earliest release time order. We say that a job j ∈ U i (t ) \ {k} precedes (resp. succeeds) a job ℓ ∈ U i (t ) \ {k } if j appears before (resp. after) ℓ in the above order, and we write j ≺ ℓ (resp. j ≻ ℓ). We use the symbols ⪯ and ⪰ to express the fact that j may coincide with ℓ. The scheduling policy of the algorithm A is the following: whenever a machine i ∈ M becomes idle at a time t, schedule on i the job j ∈ U i (t ) that precedes any other job in U i (t ).
We use two different rules for defining our rejection policy. The first rule handles the arrival of a big group of jobs during the execution of a long job as in [14] . The second rule simulates and replaces the utility of speed-augmentation. Rejection Rule 1. At the beginning of the execution of a job j ∈ J on machine i, we introduce a counter v j which is initialized to zero. Whenever a job ℓ is dispatched to machine i during the execution of j, we increase v j by 1. Then, we interrupt and reject the job j the first time when v j ≥ 1 ϵ . Rejection Rule 2. For each machine i ∈ M, we maintain a counter c i which is initialized to zero at t = 0. Whenever a job j is dispatched to a machine i, we increase c i by 1. Then, we reject the job with the largest processing time in U i (t ) \ {k } the first time when c i = 1 + 1 ϵ , and we reset c i to zero. Let R be the set of all rejected jobs. By slightly abusing the notation, we denote the rejection time of a job j ∈ R by C j . Moreover, we define the flow-time of a rejected job j ∈ R to be the difference between its rejection time and its arrival time, and we denote it by F j .
At the arrival of a new job j ∈ J , let ∆ i j be the increase in the total flow-time if we decide to dispatch the job j to the machine i. Fix a machine i and let k be the job that is executed on i at r j . Then, assuming that j is dispatched to i (i.e., assuming that j ∈ U i (r j )), we have that
where the first term corresponds to the flow-time of the new job j, the second term corresponds to the increase of the flow-time for the jobs in U i (r j ) due to the dispatching of j to machine i, the third term corresponds to the decrease of the flow-time for the jobs in U i (r j ) ∪ {k} due to the rejection of k (according to Rule 1), and the forth term corresponds to the decrease of the flow-time of the largest job j max due to its rejection (according to Rule 2) . Based on the above, we define
Then, our dispatching policy is the following: at the arrival of a new job j at time r j , dispatch j to the machine i * = argmin i ∈M λ i j . The quantity λ i j is strongly related with the marginal increase ∆ i j . However, all negative terms that appear in ∆ i j have been eliminated in λ i j . Moreover, the positive quantity q ik (r j ) does not appear in λ i j , but we have added the term 1 ϵ p i j . The intuition for the definition of λ i j is to charge an upper bound to the marginal increase ∆ i j to the λ i ℓ quantities of some jobs dispatched to i. Specifically, the quantity ℓ ⪯j p i ℓ + ℓ ≻j p i j is charged to λ i j . If the positive quantity q ik (r j ) exists, then it is charged to the term 1 ϵ p ik of λ ik (i.e., to the job k that is executed on i at the arrival of j). The rejection Rule 1 guarantees that this term is sufficient for all jobs arrived and dispatched to i during the execution of k.
In order to deal with the ignored negative terms, we expand the notion of completion time of each job j ∈ J . Let D j be the set of jobs that are rejected due to Rule 1 after the release time of j and before its completion or rejection (including j in case it is rejected), that is the jobs that cause a decrease to the flow time of j due to Rule 1. Moreover, we denote by j k the job released at the moment we reject a job k ∈ R. Then, we say that a job j ∈ J which is dispatched to machine i is definitively finished at the timẽ
Let V i (t ) be the set of jobs that are completed or rejected at time t but not yet definitively finished. Intuitively, at the completion or rejection of job j at time C j is moved from the set of pending jobs U i (t ) to the set of not yet definitively finished jobs V i (t ), and it remains to this set until the timeC j . Let R i (t ) ⊆ V i (t ) be the set of jobs that are already rejected due to Rule 2 at time t but they are not yet definitively finished.
It remains to formally define the dual variables. At the arrival of a job j ∈ J , we set λ j = ϵ 1+ϵ min i ∈M λ i j and we never change this value again. Moreover, for each i ∈ M and t ≥ 0, we set
. Note that, given any fixed time t, β i (t ) may increase if a new job arrives at any time t ′ < t. However, β i (t ) never decreases in the case of rejection since the rejected jobs are transferred to the set V i (t ) where they remain until they are definitively finished.
Analysis. We first show the following lemma which relates all but c i jobs in U i (t ) to some jobs in R i (t ).
Lemma 2.1. Fix a machine i and a time t. Consider the jobs in R i (t ) sorted in non-decreasing order of the time they are definitively finished; let k 1 , k 2 , . . . , k r be this order, where r = |R i (t )|. There is a partition of the jobs in U i (t ) into at most r + 1 subsets,
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Proof. The proof is based on induction on time. We consider only times which correspond to discrete events that modify the sets U i (t ) and R i (t ), i.e., arrival of a new job, completion of a job, rejection of a job according to Rule 2 and definitive finish of a job in R i (t ).
At the arrival of the first job dispatched to machine i, we have that c i = 1 and the statement directly holds. Let us assume that the partition exists at an event which occurs at time t. We will show that this holds also for the next event at time t ′ ≥ t. We consider the following three cases.
• If a job j completes at time t ′ , then j is removed from U i (t ′ ) without affecting the mapping implied by the statement of the lemma. • If a job j arrives at time t ′ , then c i is increased by one. Let j ℓ , 1 ≤ ℓ ≤ r + 1, be the job with the largest processing time in
By these definitions, the first two items of the lemma are satisfied by the induction hypothesis since each set, except for U r +1 i , has the same size at times t and t ′ . For item (iii), we observe that the job that is added in each set U ℓ i , z ≤ ℓ ≤ r , has a shorter processing time than the job which is removed. Hence, the item (iii) holds by the definition of the scheduling policy. Moreover, if a job k is rejected according to Rule 2 at time t ′ , then
Therefore, the lemma holds since c i ≤ 1 + 1 ϵ and k is the job with the largest processing time (and hence the largest estimated completion time) in U r +1 i (t ).
• If the job k 1 is definitively finished at time t ′ , then assume that U 1 i (t ) is not empty. Then, by the induction hypothesis each job j ∈ U 1 i (t ) should complete before t ′ , which is a contradiction to the fact that t ′ is the next event after t.
Therefore, the lemma follows. □
The following corollary is an immediate consequence of Lemma 2.1.
The following lemma guarantees that the definition of the dual variables lead always to a feasible solution for the dual program. Proof. For a machine i and a job j, observe that for any fixed t ≥ r j , the value of β i (t ) may only increase during the execution of the algorithm. Hence, it is sufficient to prove the constraint assuming that no job arrives after r j . Assume that the job k is executed on the machine i at the arrival of the job j. We have the following cases.
Case 1:
The job k is executed at t. By the definition of λ j and λ i j , we have:
Using the definition of λ j and λ i j , we have:
Hence, in all the three cases we have:
and the lemma follows. □
Using the above results, we next prove Theorem 1.1. Proof of Theorem 1.1. An immediate consequence of the definition of the two rejection rules is that the jobs rejected by algorithm A is at most a 2ϵ-fraction of the total number of jobs in J . By Lemma 2.3, we know that the proposed definition of the dual variables leads to a feasible dual solution. For the objective value of the dual program, by the definition of λ j andC j , we have that
Then, the dual objective is at least ϵ
Let F A j be the flow time of a job j ∈ J in the schedule constructed by algorithm A; recall that, for a rejected job j ∈ R, F A j corresponds to the time between its release and its rejection. By definition, we have thatC j − r j ≥ F A j , for each j ∈ J . Therefore, taking into account that the objective value of our primal linear program is at most twice the value of an optimal non-preemptive schedule, the theorem follows. □
MINIMIZE TOTAL WEIGHTED FLOW TIME PLUS ENERGY
Linear Programming Formulation. Let δ i j = w j p i j be the density of a job j ∈ J on machine i ∈ M. Let s i j (t ) be a variable that represents the speed at which the job j ∈ J is executed on machine i ∈ M at time t. Given a constant γ that will be defined later, we consider the following convex programming formulation for the problem of minimizing the total weighted flow time plus energy.
The first and the second [2] terms of the objective correspond to the weighted fractional flow time whereas the third term corresponds to the total energy consumed. In order to linearize the convex energy term, we use the following property which holds for any convex function f (x ): f (x ) ≥ f (y) + f ′ (y)(x − y). Thus, we can relax the objective function by replacing its last term by
Note that the only variables in the above formulation are s i j (t ). The quantities u i (t ) are constants that will be defined later. In fact, u i (t )'s will be treated as dual variables and they will be defined during the primal-dual procedure. The dual of the above LP is the following:
The Algorithm and Definition of Dual Variables. In this section, we define the scheduling, the rejection and the dispatching policies of our algorithm which is denoted by A. Let 0 < ϵ < 1 be some arbitrarily small constant which corresponds to the fraction of the rejected weights. Each job is immediately dispatched to some machine i ∈ M upon its arrival. Let U i (t ) be the set of pending jobs at time t dispatched to machine i ∈ M, that is the jobs dispatched to i that have been released but not yet completed or rejected at time t. Moreover, let q i j (t ) be the remaining volume at time t of job j which is dispatched to machine i.
Let k be the job that is being executed on machine i at time t. We consider the jobs in U i (t ) \ {k} sorted in non-increasing order with respect to their densities; in case of ties, we consider the jobs in earliest release time order. We say that a job j ∈ U i (t ) \ {k} precedes (resp. succeeds) a job ℓ ∈ U i (t ) \ {k} if j appears before (resp. after) ℓ in the above order, and we write j ≺ ℓ (resp. j ≻ ℓ). We use the symbols ⪯ and ⪰ to express the fact that j may coincide with ℓ.
The scheduling policy of the algorithm A is the following: whenever a machine i ∈ M becomes idle at a time t, schedule on i the job j ∈ U i (t ) that precedes any other job in U i (t ). The speed of the machine i at the start time j is defined as
Note that, the speed of i is defined at the beginning of the execution of j and does not change until j is completed or rejected. Assuming that no other jobs arrive in the future, we can compute the expected speed of each remaining pending job ℓ ∈ U i (t ) which is equal to
As soon as the machine i starts executing a job j, we introduce a counter v j which is initialized to zero. Each time a job ℓ is released during the execution of j and it is dispatched to machine i, we increase v j by w ℓ . Then, the rejection policy of the algorithm A is the following: interrupt the execution of j and reject it the first time when v j > w j /ϵ.
Assume that at the arrival of a new job j at time r j , the machine i is executing the job k. For each ℓ ∈ U i (t ) \ {k}, let W ℓ = ℓ ′ ∈U i (t )\{k }:ℓ ′ ⪰ℓ w ℓ ′ . We denote by ∆ i j the marginal increase in the total weighted flow time that will occur following the scheduling and rejection policies of A, if we decide to dispatch the job j to machine i. Then, ∆ i j can be bounded as follows (we ignore the increase of the speed and hence the decrease of the processing time for each job ℓ ≺ j)
where in both cases, the first positive term correspond to the weighted flow time of the job j, while the second positive term correspond to the marginal increase of the weighted flow time of other jobs, that is the completion time of the jobs with density smaller than the density of j is delayed by p i j /γW 1/α j . The negative term in the second case corresponds to the decrease in the weighted flow time of all jobs in U i (t ) if the job k is rejected. Then, we define a set of variables λ i j , for all i ∈ M, as:
The dispatching policy is the following: dispatch the job j to the machine i * such that i * = argmin i ∈M {λ i j }.
We next define the dual variables λ j as well as the quantities u i (t ). Based on the dispatching policy, we set λ j = ϵ 1+ϵ min i ∈M {λ i j }. For each job j, let D j be the set of the jobs rejected due to the rejection policy between r j and the time when j is completed or rejected. Let j k denote the job released at the time when our policy rejects the job k. Then, we say that a job j is definitively finished at the time k ∈D j q ik (r j k ) s k after its completion or rejection. For every job ℓ, define the fractional weight w ℓ (t ) of ℓ at time t as w ℓ q i ℓ (t )/p i ℓ . Let Q i (t ) be the set of jobs that are dispatched to machine i and are already completed or rejected but no yet definitively finished at time t. Let V i (t ) = ℓ ∈U i (t )∪Q i (t ) w ℓ (t ) be the total fractional weight of jobs that are not definitively finished on machine i at time t. We define u i (t ) as follows:
that when a job is rejected, it is transferred from U i (t ) to Q i (t ) where it remains until the time it is definitively finished.
Consider now two sets of jobs I 1 and I 2 assigned to machine i such that they are identical except that there is only a job j ∈ I 1 \ I 2 . Moreover, assume that no job is released after time r j in either of the instances. Then the algorithm A is said to be monotonic iff Proof. Let k be the job executing on machine i at time t. Observe that V i (t ) changes due to the arrival of a new job. Assume that a new job j arrives at t = r j . Then, it is sufficient to show that V i (t ) is non-decreasing during anytime t ′ ≥ t. Consider the jobs in U i (t ) \ {k }. Since all such jobs are scheduled in non-increasing order of their densities, the total fractional weight of jobs in U i (t ) \ {k } is monotonic with respect to the arrival of a new job (refer to Lemma 6.1 in [2] ).
In the case where k is not rejected then for t ′ < t + q ik (r j ) s j , the speed of the machine i is a constant. Hence, U i (t ′ ) is a constant. Using Lemma 6.1 in [2] , the lemma holds for this case. In the case where k is rejected then U i (t ) decreases due to the removal of k. Since all jobs in U i (t ) \ {j} remain for at least q ik (r j ) s j time in Q i (t ) after their completion or rejection from U i (t ), the total fractional weight of jobs in U i (t ) ∪ Q i (t ) is monotonic with respect to the rejection of job k. Using this property with Lemma 6.1 in [2] , the lemma holds. □ Analysis. The following lemma guarantees that the definition of the dual variables lead always to a feasible solution for the dual program.
Lemma 3.2. For every i ∈ M, j ∈ J and t ≥ r j , the dual constraint is feasible.
Proof. Fix a machine i. By Lemma 3.1, u i (t )'s do never decrease during the execution of the algorithm. Hence, it is sufficient to prove the inequality for the job j at time r j . Let k be the job executed in machine i at r j . Moreover, letC j be the completion time of the job j estimated at time r j if it is assigned to machine i. Specifically, if k is rejected thenC j = r j + ℓ ⪯j
By the definitions of λ j and λ i j , we have:
Let w n denote the weight of the latest job according to the precedence order defined above. Case 1: t ≤C j . Assume, first, that the job k is running at time t. Hence, we have that 
Assume now that a job h k is executing at time t. Therefore, the machine i has processed all the jobs which have density higher than δ ih . Moreover, the job k is either completed or rejected. Hence, we have that
The total weighted flow time plus energy is
Hence the competitive ratio is:
α −1+ln(α −1) ) and the numerator becomes 2 + 2 1+ϵ
Hence the competitive ratio is
MINIMIZE TOTAL ENERGY CONSUMPTION
Formulation. In the problem, we consider the sets of discretized speeds V and times. We can do that and loose only a factor (1 + ϵ ) for ϵ arbitrarily small. In the non-preemptive model, the execution of a job is specified by three parameters: (1) a machine in which it is executed; (2) a starting time; and (3) a speed which is constant during its execution. Note that the parameters imply the completion time of job. A valid execution of a job j must have the starting time and completion time in [r j , d j ]. We say that a strategy of a job is a specification of a valid execution of the job. Formally, a strategy s i, j,k of a job j in machine i indicates the starting time of the job and its speed during the execution. Let S j be a set of strategies of job j. As the sets of speeds and times are finite, so is the set of strategies S j for every job j. Let x i, j,k be a variable indicating whether job j is executed by strategy s i, j,k ∈ S j . We say that A is a configuration in machine i if A is a feasible schedule of a subset of jobs. Specifically, A consists of tuples (i, j, k ) meaning that job j is executed in machine i following the strategy s i, j,k . For configuration A and machine i, let z i,A be a variable such that z i,A = 1 if and only if for every triple (i, j, k ) ∈ A, x i, j,k = 1. In other words, z i,A = 1 iff the schedule in machine i is exactly A. The energy cost of a configuration A of machine i is f i (A) = t P i (A(t )) where A(t ) is the speed of the corresponding schedule at time t. We consider the following formulation and the dual of its relaxation. In the primal, the first constraint guarantees that a job j has to be processed by some valid execution (in some machine). The second constraint ensures that if job j follows strategy s i, j,k then in the solution, the schedule (configuration) on machine i must contain the execution corresponding to strategy s i, j,k . The third constraint says that in the solution, there is always a configuration (schedule) associated to machine i.
Algorithm. We first interpret intuitively the dual variables, dual constraints and derive useful observations for a competitive algorithm. Variable δ j represents the increase of energy to the arrival of job j. Variable β i, j,k stands for the marginal energy if job j follows strategy s i, j,k . By this interpretation, the first dual constraint clearly indicates the greedy behavior of an algorithm. That is, if a new job j is released, select a strategy s i, j,k ∈ S j that minimizes the marginal increase of the total energy.
Let A * i be the set of current schedule of machine i. Initially, A * i ← ∅ for every i. At the arrival of job j, select a strategy s i, j,k ∈ S j that minimizes f i (A * i ∪s i, j,k )− f i (A * i ) where (A * i ∪s i, j,k ) is the current schedule plus the execution of job j which follows strategy s i, j,k . Let s i * , j,k * be an optimal strategy. Then assign job j to machine i * and process it according to the corresponding execution of s i * , j,k * . In the algorithm, we never interrupt or modify the speed of a job.
We implement this algorithm as follows. Let u it be the speed of machine i at time t. Initially, set u it ← 0 for every machine i and time t. At the arrival of a job j, compute the minimum energy increase if j is assigned to machine i and is executed with constant speed. This corresponds to the optimization problem
Dual variables. Assume that all energy power functions f i are (λ, µ)-smooth for some fixed parameters λ > 0 and µ < 1. We
