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A CHARACTERISTIC MAP FOR THE SYMMETRIC
SPACE OF SYMPLECTIC FORMS OVER A FINITE FIELD
JIMMY HE
Abstract. The characteristic map for the symmetric group is an iso-
morphism relating the representation theory of the symmetric group to
symmetric functions. An analogous isomorphism is constructed for the
symmetric space of symplectic forms over a finite field, with the spherical
functions being sent to Macdonald polynomials with parameters (q, q2).
The multiplicative structure on the bi-invariant functions is given by
an analogue of parabolic induction. As an application, the positivity
and vanishing of certain Macdonald Littlewood-Richardson coefficients
is proven.
1. Introduction
1.1. Motivation. There is a close connection between the representation
theory of certain groups and symmetric functions, of which the most well-
known and classical is for the symmetric group. In particular, an isomor-
phism between the class functions on the symmetric groups and the ring
of symmetric functions can be constructed. Here the graded multiplication
is given by Young induction, and the irreducible characters are sent to the
Schur functions.
In Macdonald’s classic book on symmetric functions [14], two extensions of
this are given, one for GLn(Fq) (originally due to Green [8]), and one for the
Gelfand pair S2n/Bn, where Bn denotes the hyperoctahedral group (origi-
nally due to Stembridge [24], although a similar connection to the symmetric
space GL(n,R)/O(n,R) was noticed by James [13]). A characteristic map
can be constructed in both cases and they have applications to computing
character and spherical function values.
This paper develops an analogous theory for GL2n(Fq)/Sp2n(Fq) and
some applications to Macdonald polynomials are given. The symmetric space
GL2n(Fq)/Sp2n(Fq) is a natural q-analogue of the Gelfand pair S2n/Bn; the
former can be seen as the Weyl group version of the latter. Work of Bannai,
Kawanaka and Song [1] gave a formula for the spherical functions in terms
of so-called basic functions, which are the analogues of the Deligne-Lusztig
characters in this setting. Already, coefficients related to the Macdonald
polynomials with parameters (q, q2) appeared, and so it is natural to seek
an analogue of the characteristic map for GL2n(Fq)/Sp2n(Fq).
The original motivation to seek this construction was to analyze a random
walk on the symmetric space by seeking a combinatorial formula for the
1
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spherical functions. A more probabilistic proof was subsequently found and
the analysis of the Markov chain can be found in [10].
1.2. Main results. The main contribution is to construct a characteristic
map
ch :
⊕
n
C[Sp2n(Fq)\GL2n(Fq)/Sp2n(Fq)]→
⊗
Λ
and establish some basic properties (it is assumed that q is odd). In partic-
ular, the spherical functions are shown to map to Macdonald polynomials
with parameter (q, q2) and the multiplication given by a bi-invariant para-
bolic induction originally due to Grojnowski [9] is shown to be preserved by
ch.
This result should be seen as a reformulation of the work done in [1], [9]
and [11] into a framework which makes it easy to transfer results between the
representation theory of GL2n(Fq)/Sp2n(Fq) and the theory of symmetric
functions. As examples, two applications are given showing both directions
of this transfer.
The first is an application to the Littlewood-Richardson coefficients for
Macdonald polynomials. If Jλ(x; q, t) denotes the integral form of the Mac-
donald polynomials, let fλµν(q, t) be the (q, t) Littlewood-Richardson coeffi-
cients defined by
Jµ(x; q, t)Jν(x; q, t) =
∑
λ
fλµν(q, t)Jλ(x; q, t).
These coefficients are the structure constants of Λ in terms of the basis given
by the Macdonald polynomials, and for the Schur functions they have many
interesting combinatorial, representation-theoretic and geometric interpreta-
tions.
The following two theorems are proven using the characteristic map.
Theorem 1.1. Let q = pe denote an odd prime power. Then for any parti-
tions µ, ν, λ
fλµν(q, q
2) ≥ 0.
Theorem 1.2. For any q, if cλµν (the classical Littlewood-Richardson coeffi-
cients) vanishes, then fλµν(q, q
2) vanishes as well.
Theorem 1.2 answers a special case of a question raised by Macdonald on
whether cλµν = 0 implies f
λ
µν(q, t) = 0 [14, VI, §7]. A conjecture is also made
that these coefficients are ratios of polynomials in q with positive coefficients.
The second application is to combinatorial formulas for the values of spher-
ical functions on certain double cosets. Although there are formulas in [1]
already for all values of the spherical functions, they are alternating and
so are unsuitable for asymptotic analysis. Asymptotic analysis of spherical
functions appears in the study of Markov chains on Gelfand pairs, see [4, 5]
for examples.
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1.3. Previous work. In addition to the examples already mentioned for
Sn, GLn(Fq) and S2n/Bn, there are further examples of characteristic maps
appearing in the literature. In particular, Thiem and Vinroot constructed
such a map for Un(Fq2) [25].
The connections between the representation theory ofGL2n(Fq)/Sp2n(Fq)
and Macdonald polynomials are not new and were already noticed in [1]. A
further connection was made by Shoji and Sorlin between a related space and
the modified Kostka polynomials which are the change of basis from the Hall-
Littlewood polynomials to the Schur functions. This work also owes much
to the reformulation of the results in [1] in terms of character sheaves, due to
Grojnowski [9] and Henderson [11] some of which was later extended in the
work of Shoji and Sorlin [19–21] which can also be found in the survey [22].
The computation of the image of the spherical functions under the charac-
teristic map relies on the formulas of [1] and is in a similar spirit to the work
of [25]. The multiplication comes from a bi-invariant parabolic induction
originally due to Grojnowski [9].
As there is a rational parabolic for the Levi subgroup defining the multi-
plication operation, a simple formula can be written down and so it should
be possible to give a construction closer to that of Green’s original one for
GLn(Fq) (i.e. one that doesn’t use character sheaves). However, the con-
struction given has the benefit of being more transparent, albeit at the cost
of some more machinery. The construction also has the benefit of being more
easily generalized, and in particular the extension to U2n(Fq2)/Sp2n(Fq) is
straightforward.
The Pieri rule for Macdonald polynomials gives a complete understanding
of the (q, t) Littlewood-Richardson coefficients when µ has one part. Various
formulas have been found for the (q, t) Littlewood-Richardson coefficients,
including in terms of alcove walks [26] and (generalized) binomial coefficients
[18].
The numerical positivity of the (q, t) Littlewood-Richardson coefficients
has certainly been noted before, see for example [15]. The numerical positiv-
ity of the (q, t) Littlewood-Richardson coefficients for all parameters would
also imply the positivity of the Jack Littlewood-Richardson coefficients,
which is a consequence of a conjecture of Stanley [23].
The q → 1 case of the positivity and vanishing results was previously
studied by Bergeron and Garsia [2] (see also [14]), where the Gelfand pair
S2n/Bn played a similar role.
Macdonald polynomials with parameters (q, q2) also appeared previously
in the study of quantum symmetric spaces [17], and it would be interesting
to see if there is a connection.
1.4. Outline. The paper is organized as follows. In Section 2, notation and
preliminary background is reviewed. Section 3 reviews the necessary results
from [9,11] on parabolic induction of character sheaves on symmetric spaces.
In Section 4, the characteristic map for GL2n(Fq)/Sp2n(Fq) is constructed.
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Section 5 gives an application to positivity and vanishing of the Littlewood-
Richardson coefficients for Macdonald polynomials with parameters (q, q2)
and Section 6 gives an application to computing spherical function values.
Section 3 is the only section which requires any familiarity with character
sheaves and Proposition 3.1 gives a summary of the necessary consequences
that can be understood with no knowledge of character sheaves.
2. Preliminaries
In this section, some needed background is reviewed and the notation and
conventions that are used are explained. The notation and background on
character sheaves needed is left for Section 3.
2.1. Notation. If f(q) is a rational function in q, define f(q)q 7→q2 := f(q
2).
For example,
|GLn(Fq)|q 7→q2 =
n−1∏
i=0
(q2n − q2i).
For a symmetric function f with rational coefficients in q when written in
terms of pµ, write fq 7→q2 to denote the symmetric function obtained by re-
placing q with q2 in each coefficient.
Let G be a finite group. If S ⊆ G is some subset, IS will denote the
indicator function for that set. If H ⊆ G is a subgroup, let C[G]G denote
the set of class functions on G and let C[H\G/H] denote the set of H bi-
invariant functions on G.
If S,H are subgroups of any group G, let HS = H ∩ S. Given an element
x of some finite field extension of Fq, let fx denote its minimal polynomial.
2.2. Macdonald polynomials. For details on Macdonald polynomials in-
cluding a construction and proofs, see [14]. Consider the inner product on
the ring of symmetric functions defined by
〈pλ, pµ〉 = δλµzλ
∏ qλi − 1
tλi − 1
,
where zλ =
∏
mi(λ)!i
mi(λ) and mi(λ) denotes the number of parts of size
i in λ. This specializes to the Hall inner product when q = t and setting
q = tα and taking a limit gives the Jack polynomial inner product. The
Macdonald polynomials Pλ(x; q, t) (indexed by partitions λ) are defined by
the fact that they are orthogonal with respect to this inner product, and
the change of basis to the monomial basis is upper triangular with 1 along
the diagonal. When q = 0, the Macdonald polynomials are known as Hall-
Littlewood polynomials, and are written Pλ(x; t) = Pλ(x; 0, t).
The Macdonald polynomials have an integral form
Jλ(x; q, t) = cλ(q, t)Pλ(x; q, t)
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with
cλ(q, t) :=
∏
s∈λ
(1− qa(s)tl(s)+1),
where a(s) and l(s) denote the arm and leg lengths respectively (so a(s) +
l(s) + 1 = h(s)). Similarly define
c′λ(q, t) :=
∏
s∈λ
(1− qa(s)+1tl(s)).
Then 〈Jλ, Jλ〉 = cλ(q, t)c
′
λ(q, t).
The symmetric functions Jλ can be thought of as a deformation of the
Jack polynomials, which are given by taking q = tα and sending t→ 1 after
dividing by (1− t)n.
2.3. Linear Algebraic groups. The point of view taken is to view the
finite groups of interest as rational points of an algebraic group over Fq.
Thus, the conventions and notation may differ slightly from more classical
sources such as Carter [3] which work directly over the finite field. The
definitions and conventions taken mostly follow Digne and Michel [6].
In general, G will denote a linear algebraic group over Fq. Let F denote
the Frobenius endomorphism, which will always be the one taking the ma-
trix (xij) to (x
q
ij). Then G(Fq) or G
F will denote the Fq points, with the
former being used when talking about the finite group and the latter used
to emphasize the algebraic group structure.
A torus is a group which is isomorphic to (Fq
∗
)n for some n. Note that
the maximal tori contained in GLn are precisely the subgroups which are
conjugate to the standard maximal torus, which consists of diagonal matri-
ces.
A Levi subgroup L ⊆ G is a subgroup that is the centralizer of some torus
T . The Levi subgroups of GLn are all of the form
∏
GLni for
∑
ni = n. A
Borel subgroup in GLn is some subgroup conjugate to the subgroup of upper
triangular matrices which is the standard Borel subgroup.
A parabolic subgroup is a subgroup containing a Borel subgroup. In GLn
these subgroups are conjugate to some subgroup of block upper-triangular
matrices which are the standard parabolics. All parabolic subgroups have a
canonical decomposition P = LU where U is the unipotent radical of P and
L is a Levi subgroup, called the Levi factor of P . In GLn, for a standard
parabolic consisting of block upper-triangular matrices, the unipotent radical
consists of matrices which are the identity in each block and arbitrary above
the diagonal blocks. As an example, in GL4
P =


∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 0 ∗ ∗
0 0 ∗ ∗

 , U =


1 0 ∗ ∗
0 1 ∗ ∗
0 0 1 0
0 0 0 1

 , L =


∗ ∗ 0 0
∗ ∗ 0 0
0 0 ∗ ∗
0 0 ∗ ∗


are an example of a parabolic subgroup and the unipotent radical and Levi
subgroup respectively (the ∗’s denote arbitrary entries although the matrices
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must be invertible). As the unipotent radical is normal, every parabolic
subgroup has a canonical projection P → L which for a standard parabolic
in GLn amounts to replacing the blocks on the diagonal of a matrix in P
with identity matrices. In general the projection of x ∈ P will be denoted
by x. As Borel subgroups are parabolic, the same applies with L being a
maximal torus.
Say that a subgroup H ⊆ G is rational (or Fq-rational) if it is stable under
F . Any rational subgroup H defines a subgroup HF ⊆ GF . The standard
Levi and parabolic subgroups are rational.
2.4. Representation theory of GLn(Fq). To fix notation, the represen-
tation theory of GLn(Fq) is briefly reviewed. The representation theory of
GLn(Fq) was originally developed by Green in [8] but this section follows the
conventions in [14]. Let M denote the group of units of Fq and let Mn de-
note the fixed points of Fn with F the Frobenius endomorphism F (x) = xq.
Note that Mn may be identified with F
∗
qn . Let L be the character group of
the inverse limit of the Mn with norm maps between them. The Frobenius
endomorphism F acts on L in a natural manner so let Ln denote the F
n
fixed points in L, and note there is a natural pairing of Ln with Mn for each
n (but these pairings are not consistent).
The F -orbits ofM can be viewed as irreducible polynomials over Fq under
O 7→
∏
α∈O(x − α). Denote by O(M) and O(L) the F -orbits in M and L
respectively. Use P to denote the set of partitions. Then the conjugacy
classes of GLn(Fq), denoted Cµ, are indexed by partition-valued functions
µ : O(M)→ P such that
‖µ‖ :=
∑
f∈O(M)
d(f)|µ(f)| = n,
where d(f) denotes the degree of f . This is because µ contains the infor-
mation necessary to construct the Jordan canonical form. That is, given
µ, construct a matrix in GLn(Fq) in Jordan form by taking for each orbit
f ∈ O(M), l(µ(f)) blocks, of sizes µ(f)i, for each root of f . The resulting
matrix has d(f) blocks of size µ(f)i for each f and i, and adding this all up
gives ‖µ‖ = n.
For example, the partition-valued function corresponding to the set of
transvections, which have Jordan form
1 1 0 . . . 0
0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
 ,
correspond to the partition-valued function µ with µ(f1) = (21
n−2) and
µ(f) = 0 for f 6= f1. Use qf to denote q
d(f). There is a formula for the sizes
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of conjugacy classes given by
|Cµ| =
|GLn(Fq)|
aµ(q)
where
aµ(q) = q
n
∏
f∈O(M)
q
2n(µ(f))
f
∏
i≥1
mi(µ(f))∏
j=1
(1− q−jf ),
with n(λ) =
∑
(i− 1)λi.
Similarly, the irreducible characters of GLn(Fq), denoted χλ, are indexed
by functions λ : O(L)→ P such that
‖λ‖ :=
∑
ϕ∈O(L)
d(ϕ)|λ(ϕ)| = n,
where d(ϕ) denotes the size of the orbit ϕ. The dimension of the irreducible
representation corresponding to λ is given by
dλ = ψn(q)
∏
ϕ∈O(L)
qn(λ(ϕ)
′)
ϕ Hλ(ϕ)(qϕ)
−1,
where ψn(q) =
∏n
i=1(q
i − 1), qϕ = q
d(ϕ) and Hλ(t) =
∏
x∈λ(t
h(x) − 1), h(x)
denoting the hook length. Note that with this convention, the trivial rep-
resentation corresponds to the partition-valued function λ(χ1) = (1
n) (χ1
being the trivial character) and 0 otherwise (this differs from the usual con-
vention for Sn, where the trivial representation corresponds to the partition
(n)).
The Deligne-Lusztig characters (also called basic characters for GLn(Fq))
give another basis for the space of class functions on GLn(Fq). For a more
detailed overview of Deligne-Lusztig characters, including their construction
and properties, see the book of Carter [3].
Given any rational maximal torus T ⊆ GLn, a (virtual) character ζ
GLn
T (·|θ)
of GLn(Fq) associated to some character θ of T
F can be constructed. The
character constructed depends only on the Weyl group orbit of θ.
Deligne-Lusztig characters are rational functions in q in the following
sense. Given an element g ∈ GLn(Fq) with Jordan decomposition g = su
(s semisimple and u unipotent), the Deligne-Lusztig characters can be com-
puted as
ζGLnT (g|θ) =
∑
x∈(GLn /Z(s))F
xsx−1∈TF
θ(xsx−1)Q
Z(s)
x−1Tx
(u),
where Q
Z(s)
x−1Tx
(u) is a rational function of q, known as the Green function.
The Green functions can be computed as
Q
Z(s)
x−1Tx
(u) =
∏
f∈O(M)
Q
µ(f)
γ(f)(qf ),
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where Qµρ(q) denotes the Green polynomials, µ is a partition valued function
indexing the conjugacy class of g and γ(f) is the partition given by taking
s ∈ x−1TFx ∼=
∏
Mki and including as parts the ki/d(f) for which f kills
s restricted to Mki . Since isomorphic maximal tori in GLn(Fq) are always
conjugates, the tori x−1TFx for x ∈ (GLn /Z(s))
F are exactly those contain-
ing s up to conjugation by Z(s)F , which in turn are of the form
∏
Mγi(f)d(f)
for γ a partition valued function such that |γ(f)| = |µ(f)| for all f ∈ O(M).
This means that the Deligne-Lusztig character can be written
ζGLnT (g|θ) =
∑
t∈T,|γt(f)|=|µ(f)|
θ(t)
∏
f∈O(M)
Q
µ(f)
γt(f)
(qf ),
where γt denotes the partition valued function corresponding to the torus
x−1TFx for t = xsx−1 and s is the semisimple element as described above.
The Green polynomials give the change of basis from power sum to Hall-
Littlewood polynomials and so satisfy
pρ(x) =
∑
µ
Qµρ(t)t
−n(µ)Pµ(x; t
−1)
for a formal parameter t.
The Deligne-Lusztig characters are invariant under conjugation of (T, θ)
by GF . There is a correspondence between GF orbits of pairs (T, θ) and
functions λ : O(L)→ P with ‖λ‖ = n. Call the function λ the combinatorial
data associated to (T, θ).
The correspondence is as follows. Given a torus T with rational points
isomorphic to
∏
Mki , and a character θ of T
F , consider the partition-valued
function sending ϕ to the partition with parts ki/d(ϕ) for all i such that
θ restricted to Mki lies in the orbit ϕ. Conversely, given λ, T can be con-
structed as a torus with rational points isomorphic to
∏
ϕ,iMλ(ϕ)id(ϕ) and
θ is given by picking for each factor Mλ(ϕ)id(ϕ) an element of the orbit ϕ
(which determines T and θ up to conjugacy by GF ).
Given some λ : O(L)→ P, consider the Levi subgroup Lλ whose rational
points are given by ∏
ϕ∈O(L)
GL|λ(ϕ)|(Fqd(ϕ)) ⊆ GLn(Fq),
with Weyl group W (λ) =
∏
ϕ∈O(L) S|λ(ϕ)|. To each Weyl group element
w there is an associated partition-valued function sending ϕ to the cycle
type of w(ϕ). Let (Tw, θw) denote the torus and character associated to
the combinatorial data defined by w. Then there is a formula relating the
Deligne-Lusztig characters to the irreducible characters of GLn(Fq) given by
χλ(g) =
1
|W (λ)|
∑
w∈W (λ)
∏
ϕ∈O(L)
χSymλ(ϕ)(w(ϕ))ζ
GLn
Tw
(g|θw),
where the χSymλ are the irreducible characters of the symmetric group.
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2.5. The symmetric space GL2n(Fq)/Sp2n(Fq). Let
J =

0 1 . . . 0 0
−1 0 . . . 0 0
...
...
. . .
...
...
0 0 . . . 0 1
0 0 . . . −1 0

define the standard symplectic form and define the involution
ι(X) = −J(XT )−1J
of GL2n(Fq). Then Sp2n(Fq) denotes the subgroup of GL2n(Fq) fixed by ι.
Now for any ι-stable subgroup S, let Sι denote the subgroup of ι fixed
points and S−ι denote the set of ι-split elements, which are elements s ∈ S
such that ι(s) = s−1.
A Gelfand pair is a (finite) group G, with a subgroup H ⊆ G such that
inducing the trivial representation from H to G gives a multiplicity-free
representation. For a Gelfand pair G/H, any representation ρ of G has either
no non-zero H-fixed vectors, or a 1-dimensional subspace fixed pointwise by
H. Say that ρ is a spherical representation if it has an H-fixed vector, and
define the corresponding spherical function to be φ(g) = 〈vρ, ρ(g)vρ〉, where
vρ is a unit H-fixed vector.
The spherical functions can also be computed by averaging characters over
H. That is, φ(g) = |H|−1
∑
h∈H χ(hg) for χ the character of ρ (if ρ is not
a spherical representation, then this average is 0). The spherical functions
are the replacement for characters of a group and in particular, they form a
basis for the space of bi-invariant functions on G.
Now GLn(Fq)/Spn(Fq) is a Gelfand pair, and the spherical functions,
denoted φλ, are indexed by partition-valued function λ : O(L) → P with
‖λ‖ = n (see [1], although note a different convention is used in this paper
so all partitions labeling representations are transposed). For a partition λ,
let λ∪λ denote the partition which contains every part of λ twice. Then φλ
is the spherical function corresponding to the representation with character
χλ∪λ of GL2n(Fq).
Let Mµ ∈ GLn(Fq) denote a conjugacy class representative of Cµ. Let
gµ ∈ GL2n(Fq) denote the matrix acting only on the odd coordinates by
Mµ. The double cosets of Sp2n(Fq) are indexed by µ : O(M) → P, with
‖µ‖ = n, with the gµ being double coset representatives.
Two key results from [1] are reproduced below. The first relates the sizes
of double cosets in GL2n(Fq)/Sp2n(Fq) to the sizes of conjugacy classes in
GLn(Fq).
Proposition 2.1 ( [1, Proposition 2.3.6]). Let µ : O(M)→ P with ‖µ‖ = n.
Then
|HF gµH
F | = |HF ||Cµ|q 7→q2 ,
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where HF gµH
F denotes the double coset indexed by µ in GL2n(Fq) and Cµ
denotes the conjugacy class indexed by µ in GLn(Fq).
The second result gives a formula for the values of spherical functions in
terms of Deligne-Lusztig characters on GLn(Fq).
The function ζGLnT (·|θ) (or any other class function on GLn(Fq)) may be
turned into an HF -bi-invariant function on GL2n(Fq) by defining
ζGLnT (gµ|θ) = ζ
GLn
T (Mµ|θ).
and extending to the double-coset. The following theorem relates the spheri-
cal function values to the values of the Deligne-Lusztig characters onGLn(Fq).
Theorem 2.2 ( [1, Theorem 6.6.1]). Let λ : O(L)→ P with ‖λ‖ = n. Then
φλ =
1
|W (λ)|
∑
w∈W (λ)
 ∏
ϕ∈O(L)
q−n(λ(ϕ)
′)
ϕ cλ(ϕ)′(q
2
ϕ, qϕ)dλ(ϕ)′ (w)(qϕ)

× sgn(w)
ζGLnTw (·|θw)q 7→q2
|Tw|ζ
GLn
Tw
(1|θw)q 7→q2
,
where cλ(q, t) denotes the scaling from the two parameter Macdonald polyno-
mials to their integral forms, dλ(w)(q) denotes the change of basis from power
sum to two parameter Macdonald polynomials Pλ(q
2, q) and sgn denotes the
sign character of W (λ).
Here, ζGLnTw (·|θw) is viewed as a rational function in q as described above.
Note that the convention used to label spherical representations in [1] is
opposite the one used in this paper so all partitions are transposed.
3. Character sheaves on symmetric spaces
Here, the theory developed by Grojnowski [9] and Henderson [11] regard-
ing character sheaves on symmetric spaces is reviewed. References are also
given to the work of Shoji and Sorlin [19–21] for any cited results as both [9]
and [11] are unpublished. Some familiarity with the theory of l-adic sheaves
and algebraic groups is assumed, although beyond the results of [9] and [11],
only some basic formal properties will be needed to translate the results into
the language of functions.
The goal of this section is to establish the following properties of induc-
tion which are a consequence of the theory developed by Grojnowski and
Henderson.
Proposition 3.1. Let G and H be groups of the form
∏
GL2ni and
∏
Sp2ni
respectively, and let L ⊆ G be a rational ι-stable Levi subgroup, with a par-
abolic P with Levi factor L such that the projection sends HP to HL. Then
there is a linear function
IndGL⊆P : C[H
F
L \L
F /HFL ]→ C[H
F \GF /HF ]
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taking HFL bi-invariant functions on L
F to HF bi-invariant functions on GF .
Furthermore, it satisfies the following properties:
(1) If M ⊆ L is another rational ι-stable Levi subgroup with Q ⊆ P a
parabolic with Levi factor M , then
IndGM⊆Q = Ind
G
L⊆P ◦ Ind
L
M⊆Q∩L .
(2) If L = T is a maximal torus, then HT bi-invariant functions are
identified with functions on T−ι (which up to conjugation can be as-
sumed to act only on odd coordinates) and if θ denotes a character
on T−ι, then
IndGT⊆B(θ) =
|TF |q 7→q2
|TF |
ζGLn
T−ι
(·|θ)q 7→q2 .
(3) If P is a rational parabolic with P = LU , then
IndGL⊆P (f)(x) = |H
F ∩ PF |−2(−1)dimU
∑
h,h′∈HF
hxh′∈PF
f(hxh′).
Proposition 3.1 states all necessary results purely in the language of func-
tions and this proposition is the only result of this section that is actually
needed. It follows immediately from the results of this section. A reader
that is willing to accept Proposition 3.1 on faith may safely skip the rest of
the section.
3.1. Motivation. For GLn(Fq), most properties of the characteristic map
are more easily seen when viewing the domain not as the ring of class func-
tions but rather the representation ring. In the symmetric space setting,
the relationship between the spherical functions and representations is less
well-behaved, so representations should be replaced by sheaves instead.
All operations that can be done on representations have analogues for
sheaves (for instance, tensor products, induction) but there are additional
operations available. Moreover, the relationship between these sheaves and
functions is well-understood and so anything that can be proven for sheaves
has a function analogue.
Working with sheaves, the usual notions of parabolic induction and re-
striction for groups also have a natural analogue. These operations will
correspond to the product and coproduct structures on ⊗Λ through ch.
3.2. Preliminaries on l-adic sheaves. This section mostly follows [11],
see there for further details and references. See also [7] for some of the basics
on derived categories.
Fix some prime l not equal to the characteristic of Fq (nothing will depend
on the choice of l). Since only algebraic numbers appear, all statements in
this section about Ql functions can be readily transferred to C.
All varieties will be defined over Fq. An Fq-structure on a variety X
is given by a Frobenius map F : X → X. A morphism of varieties with
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Fq structures is defined over Fq if it is F -equivariant. Let X
F denote the
corresponding variety over Fq.
If X is a variety, let D(X) denote the bounded derived category of con-
structible Ql-sheaves of finite rank on X. The objects of this category are
called complexes.
Say that a complex K is F -stable if F ∗K ∼= K. Now to any F -stable com-
plex K, and a choice of isomorphism φ : F ∗K → K, there is an associated
function χK : X
F → Ql called the characteristic function. It is defined by
χK(x) :=
∑
i
(−1)i Tr(φ,HixK),
where HixK denotes the stalk at x of the cohomology sheaf of K. The
dependence on φ will be dropped in the notation but a choice of such an
isomorphism must always be made when taking the characteristic function.
If f : X → Y is a morphism of varieties, there are two functors, f∗ :
D(Y ) → D(X), called the pullback and f! : D(X) → D(Y ), called the
compactly supported pushforward.
A key fact is the proper base change theorem, which states that for a
Cartesian square
A B
C D
α
β p
q
there is an isomorphism of functors
q∗p! ∼= β!α
∗.
These functors also interact well with taking characteristic functions (assum-
ing that the function f is defined over Fq), with
χf∗K(x) = χK(f(x))
χf!K(y) =
∑
f(x)=y,x∈XF
χK(x).
There is a shift functor [n] : D(X)→ D(X) taking a complex K to the com-
plex K[n] with K[n]m = Kn+m and this functor commutes with pushforward
and pullback and the corresponding effect on the characteristic function is
multiplication by (−1)n.
Finally, direct sums of complexes in D(X) correspond to addition and the
tensor product of complexes in D(X) corresponds to multiplication of the
corresponding characteristic functions.
IfG is an algebraic group acting onX, letDG(X) denote theG-equivariant
derived category. All the constructions above have analogues in the equivari-
ant setting. In particular, if the action is defined over Fq then the character-
istic function of an equivariant sheaf defined over Fq is invariant under the
action of GF .
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If f : X → Y is a principal G-bundle, then there is an equivalence of
categories f∗ : D(Y )→ DG(X) (whose composition with the forgetful func-
tor DG(X)→ D(X) gives the usual pullback) and the inverse is denoted by
f♭ : D
G(X)→ D(Y ). If f is defined over Fq then the characteristic functions
satisfy
χf♭K(y) = |G
F |−1
∑
f(x)=y,x∈XF
χK(x).
If H ⊆ G, then this equivalence also restricts to an equivalence DH×H(G) ∼=
DH(G/H) between the H bi-equivariant sheaves on G and H equivari-
ant sheaves on G/H and so when convenient bi-equivariant sheaves can be
thought to live on the symmetric space G/H (this is like how there is no
difference between working with bi-invariant functions on G and invariant
functions on G/H).
Finally, if S ⊆ G and S acts on X then let X ×S G denote the quotient
of X ×G by the diagonal action of S. There is an equivalence of categories
DG(X ×S G) → D
S(X) induced by i∗ where i(x) = (x, 1), with inverse
functor Γ and this factors through DS×G(X ×G) with Γ ∼= β♭ ◦ α
∗ where
X X ×G X ×S G
α β
are the obvious morphisms with α a G-bundle and β an S-bundle (see [16,
Lemma 1.4] for example).
3.3. Induction functors. Here, the induction functors analogous to Deligne-
Lusztig induction for GLn are introduced. Although all important results
needed are in [11], for technical reasons the induction functor defined there
will not suffice (the Levi subgroup that is needed has no parabolic subgroup
stable under the involution ι). Thus, the definition given by Grojnowski
in [9] will be used.
It is important to note that these functors do not preserve any sort of
Fq structure unless the parabolic subgroup used is rational. Even if P is
rational, to define induction for functions some choice of Fq structure must
be placed on the sheaves themselves. For now, the definition does not involve
any Fq structure whatsoever.
For any ι-stable Levi subgroup L with P = LU a parabolic, not necessarily
stable under ι, define a parabolic induction functor IndGL⊆P : D
HP×HP (L)→
DH×H(G) taking bi-equivariant sheaves on L to G as follows. Consider the
diagram
G G×G/P (G/U ×G/U)/L H ×HP L×HP H L,
pr q j i
where pr is the obvious projection, q(g, g′P ) = (gg′U, g′U)L, j(h, l, h′) =
(hlU, h′U)L and i(l) = (1, l, 1). The maps are all equivariant so define the
induction functor IndGL⊆P : D
HP×HP (L)→ DH×H(G) by
IndGL⊆P := pr!q
∗j!Γ[dimU + 2dimH/HP ],
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where Γ is the inverse of i∗. Now note that if the projection sends HP to HL,
and UP ∩H is connected, then D
HP×HP (L) ∼= DHL×HL(L) and so IndGL⊆P
may be viewed as a functor DHL×HL(L) → DH×H(G). Since it is assumed
that q is odd, UP ∩H is connected, and as only the case when HP projects
into HL will be needed, induction functors will always be assumed to have
domain DHL×HL(L).
This is the induction functor defined by Grojnowski in [9]. This definition
agrees with the one given by Henderson in [11] (as noted there) and the
reason to use this more general notion is that Henderson’s definition requires
an ι-stable parabolic. Since this fact is not proven in [11], for completeness
a proof is given below.
Proposition 3.2. Let L be a rational ι-stable Levi subgroup and P an ι-
stable parabolic with P = LU . Then
IndGL⊆P
∼= pr∗q♭i![dimH/HP + dimU/HU − dimHL − dimH]
where the maps are the obvious ones in the diagram
L H × P ×H H ×HP P ×HP H G.
pr q i
Proof. First, note that the shifts agree and so may be ignored for the rest of
the proof. Then the proof proceeds by chasing through the following diagram
L H × L×H H ×HP L×HP H (G/U ×G/U)/L
H × P ×H H ×HP P ×HP H G×G/P
G,
π q1 ι1
pr1
q2
pr2
ι2
ι3
q
pr
where pr1(h, p, h
′) = (h, p, (h′)−1) (this is just because Henderson has the
action on the secondH on the right and Grojnowski has it on the left) and pr2
is induced by pr1 as it is HP ×HP equivariant, and ι2(h, p, h
′) = (hph′, h′P ).
Note that following the top path gives the first definition and the bottom
gives the second. Then after checking that the first square and the bottom
triangle commute and the second square is a Cartesian square, the result
follows by the proper base change theorem and functoriality of pullback and
pushforward. 
A key result is that the composition of two induction functors is again an
induction functor. The following proposition is given in [9] without proof so
some details of the proof are supplied.
Proposition 3.3 ( [9, pg. 12]). Let M ⊆ L be ι-stable Levi subgroups, and
let Q ⊆ P be parabolic subgroups with Levi factors M and L respectively.
Then
IndGL⊆P ◦ Ind
L
M⊆Q∩L
∼= IndGM⊆Q .
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Proof. The shifts agree and so may be ignored. Consider the following com-
mutative diagram
M
HL ×HL∩Q M ×HL∩Q HL H ×HP HL ×HL∩Q M ×HL∩Q HL ×HP H H ×HQ M ×HQ H
( L
UQ∩L
× L
UQ∩L
)/M (H ×HP
L
UQ∩L
×H ×HP
L
UQ∩L
)/M ( G
UQ
× G
UQ
)/M
L× L
Q∩L
H ×HP (L×
L
Q∩L
)×HP H (
G
UP
× G
UP
)/UQ∩LM G×
G
Q
L H ×HP L×HP H (
G
UP
× G
UP
)/L G× G
P
G,
f1
α1
1
β1
f2 f3
α2 β2
3
h1
g1
α3
2
g2
h2
β3
g3
h3 4 h4
γ3
α4 β4
p
γ4
where in the first column and bottom row the morphisms are the ones coming
from the definition of parabolic induction, αi(x) = (1, x, 1) for x in the
domain of αi as the second column is obtained from the first by applying the
functor X 7→ H ×HP X ×HP H, f2, g2 and h2 are the morphisms induced
from f1, g1 and h1 by this functor (so f2(h, x, h
′) = (h, f1(x), h
′) and so on),
and the following definitions are given for the other morphisms:
β1(h1, h2,m, h3, h4) = (h1h2,m, h4h3)
β2((h1, l1UQ∩L, h2, l2UQ∩L)M) = (h1l1UQ, h2l2UQ)M
β3(h1, l1, l2Q ∩ L, h2) = (h1l1l2UP , h2l2UP )UQ∩LM
γ3(g1, g2Q) = (g1g2UP , g2UP )UQ∩LM
f3(h1,m, h2) = (h1mUQ, h2UQ)M
g3((g1UP , g2UP )UQ∩LM) = (g1UQ, g2UQ)M
h3((g1UP , g2UP )UQ∩LM) = (g1UP , g2UP )L
h4(g1, g2Q) = (g1, g2P )
p(g1, g2P ) = g1.
To check the equality of functors first note that following the rightmost
path along the diagram gives IndGM⊆Q, the left side gives Ind
L
M⊆Q∩L while
the bottom gives IndGL⊆P . Then as the diagram commutes and the squares
labeled 1, 2, 3, and 4 are Cartesian squares, the result follows from proper
base change and functoriality of pullback and pushforward. 
3.4. Characteristic functions of induced complexes. The induction
functors define parabolic induction of complexes but give no rational struc-
ture on the resulting complex and so more is needed to define induction of
functions. The idea is to restrict to a smaller set of sheaves which are closed
under induction and have a canonical Fq structure. For more details on this
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section, see [11, Ch. 5, 6] or [22], noting that any sheaf on G/H × V can be
restricted to G/H × {0}.
First, consider the group case. For any maximal torus T and a (tame)
rank one local system L on T , there is an associated complex K(T,L) defined
using intersection cohomology. This complex depends only on the G orbit
of (T,L).
Moreover, if T is rational and L is F -stable, there is a unique Fq struc-
ture making the characteristic function an irreducible character of TF . Then
K(T,L) has an induced Fq structure coming from the structures on T and L
(through the construction in terms of intersection cohomology). The cor-
responding characteristic functions χK(T,L) depend only on the G
F orbit of
(T,L).
These complexes K(T,L) are exactly the ones obtained by inducing L from
T with any choice of Borel subgroup. The benefit of the intersection coho-
mology definition is that it gives an Fq structure.
In the symmetric space setting where G = GL2n and H = Sp2n, the
above still holds with modifications, namely replacing a maximal torus with
a maximal ι-stable torus and characters replaced with spherical functions.
There is only one H-conjugacy class of maximal ι-stable tori, and so in
particular every maximal ι-stable torus T contains a maximal ι-split torus
T−ι with T−ι ∼= T/TH and is contained in an ι-stable Borel subgroup. The
HF conjugacy classes of maximal ι-split tori are in bijection with the GLFn -
conjugacy classes of F -stable maximal tori of GLn, as every maximal ι-split
torus can be conjugated to act on the odd coordinates.
There are complexes K(T−ι,L) associated to local systems L on maximal
ι-split tori T−ι. When both have an Fq structure, then K(T−ι,L) does as well
and their characteristic functions are invariant under HF . See [11] or [22]
for details on their construction and properties.
The transitivity of induction implies that the collection of complexes
IndGT⊆B(L) is closed under bi-invariant parabolic induction. The strategy
will be to give these complexes an Fq structure, and then show that their
characteristic functions form a basis for the bi-invariant functions, uniquely
defining induction for any bi-invariant function. The next theorem relates the
induced complexes to the complexes K(T−ι,L) and is due to Grojnowski [9],
although see also [20, Theorem 1.16].
Theorem 3.4 ( [9, Lemma 7.4.4]). Let T be a rational maximal ι-stable torus
and L an F -stable rank one local system on T−ι. There is an isomorphism
IndGT⊆B(L)
∼= K(T−ι,L) ⊗H
•
c (B
ZH (T
−ι))[dimT−ι].
where BZH(T
−ι) denotes the flag variety of ZH(T
−ι).
This theorem means that IndGT⊆B(L) has a canonical Fq structure (since
H•c (B
ZH(T
−ι)) is a constant sheaf) and so the characteristic function of in-
duced complexes, at least from a maximal torus, may be taken.
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The characteristic functions of the complexes K(T,L) are related to both
the Deligne-Lusztig characters and the parabolic induction of characters from
a maximal ι-split torus. These functions are also called basic characters and
should be thought of as the analogue of Deligne-Lusztig characters in the
symmetric space setting.
Proposition 3.5. Let T be a rational maximal ι-stable torus and θ an ir-
reducible character of (T−ι)F . Let Lθ denote the corresponding local system
on T−ι or T . Then
(−1)nχK(T−ι,Lθ)
=
|(T−ι)F |
|(T−ι)F |q 7→q2
χIndGT⊆B(Lθ)
= ζGLn
T−ι
(·|θ)q 7→q2 .
The first equality follows from the previous theorem by taking character-
istic functions and the second equality follows from Theorem 5.3.2 in [1],
although as the notation there differs significantly, see also [11, Proposition
6.9].
Proposition 3.6. The functions χ(T−ι,L) as (T
−ι,L) runs over HF orbits
of rational maximal ι-split tori and F -stable local systems on the torus form
a basis for the space of HF bi-invariant functions on GF .
This second proposition follows from the inner product formula given in
[11, Theorem 6.7] (see also [20, Theorem 3.11]) and the fact that there are
exactly enough such functions as the indexing set is the same as for the
characters of GLn(Fq).
These two propositions give a way to define induction for any bi-invariant
function. Define
IndGL⊆P χIndLT⊆B(L)
= χIndG
T⊆B′
(L)
where B′ is any Borel subgroup with Levi factor T in G and extend by
linearity. Since the χIndLT⊆B(L)
form a basis for the HFL bi-invariant functions
on LF , this is well-defined.
In the case that the parabolic subgroup P is rational, the induction func-
tor actually gives an Fq structure on Ind
G
L⊆P (K) if K has one. When
K = K(T,L), this Fq structure agrees with the one coming from intersection
cohomology. This gives a much simpler definition of induction of functions
in this case since there is an explicit formula for this induction operation.
The proof of the following proposition is straightforward.
Proposition 3.7. Let L be a rational ι-stable Levi subgroup, with a rational
parabolic P = LU . Then if K is a complex on L,
χIndGL⊆P (K)
= |HF ∩ PF |−2(−1)dimU
∑
h,h′∈HF
hxh′∈PF
χK(hxh′).
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4. The Characteristic Map
In this section, a characteristic map
ch : C[Sp2n(Fq)\GL2n(Fq)/Sp2n(Fq)]→
⊗
f∈O(M)
Λ
is constructed from the Sp2n(Fq) bi-invariant functions on GL2n(Fq). Here
the tensor product ⊗Λ is taken over irreducible f and each factor is isomor-
phic to a copy of the symmetric functions. The notational convention will
be to drop the tensor and if p ∈ Λ corresponds to the factor indexed by f ,
then write p(f) = p(x1,f , . . . ). Before proceeding, the theory for GLn(Fq)
is reviewed because the construction for GL2n(Fq)/Sp2n(Fq) is both very
similar and some facts about the characteristic map for GLn(Fq) are used in
the proofs. The exposition follows [14].
4.1. The GLn(Fq) Theory. Define
chGL :
⊕
n
C[GLn(Fq)]
GLn(Fq) →
⊗
f∈O(M)
Λ
by
chGLn(ICµ) =
∏
f∈O(M)
q
−n(µ(f))
f Pµ(f)(f ; q
−1
f ),
where ICµ denotes the indicator function for Cµ with µ : O(M) → P and
Pµ(x; t) is the Hall-Littlewood symmetric function.
Define a multiplication on ⊕C[GLn(Fq)]
GLn(Fq) given by parabolic induc-
tion. That is, given two class functions, f on GLn(Fq) and g on GLm(Fq),
define a class function on GLn+m(Fq) by embedding GLn(Fq)×GLm(Fq) as
a standard Levi subgroup, viewing f×g as a function on this Levi subgroup,
extending to a rational parabolic subgroup by the canonical quotient, and
then inducing to the full group. With this multiplication, ch is an isomor-
phism of graded algebras on ⊕nC[GLn(Fq)]
GLn(Fq). In addition, this map
is an isometry when C[GLn(Fq)]
GLn(Fq) is equipped with the usual inner
product and Λ with the inner product defined by
〈pµ, pµ〉GLn =
∏
f∈O(M)
zµ(f)
∏
i
1
q
µ(f)i
f − 1
for µ : O(M)→ P.
In general, if there is some expression involving a partition µ, F (µ), with
F (0) = 1, then the same expression with µ : O(M) → P will be defined as
the product
∏
f∈O(M) F (µ(f)). Thus, write
zµ =
∏
f∈O(M)
zµ(f).
If the expression contains q, in each factor it should be replaced by qf .
Symmetric functions labeled by a partition valued function are interpreted
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similarly. Thus,
pµ =
∏
f∈O(M)
pµ(f)(f).
Then define
p˜n(x) :=
{
pn/d(fx)(fx) if d(fx)|n
0 else
,
p˜n(ξ) :=
{
(−1)n−1
∑
x∈Mn
ξ(x)p˜n(x) if ξ ∈ Ln
0 else
,
pn(ϕ) := p˜nd(ϕ)(ξ),
where ξ ∈ ϕ for ϕ ∈ O(L). The pn(ϕ) may be viewed as power sum
symmetric functions in "dual variables xi,ϕ" (that is, they may be for-
mally viewed as symmetric functions in these variables, and the definition
of pn(ϕ) = pn(xi,ϕ) already available can be used to define other symmetric
functions, e.g. sλ(ϕ), eλ(ϕ)).
As a matter of convention, µ will denote functions O(M) → P and λ
will denote functions O(L)→ P, and symmetric functions indexed by µ will
always be in variables xi,f for f ∈ O(M) and symmetric functions indexed
by λ will always be in the variables xi,ϕ. For a function F on partitions, F (λ)
should be interpreted similarly to F (µ) and symmetric functions indexed by
λ should be interpreted similarly to those indexed by µ.
Now the characteristic map on the characters can be computed as
chGLn(χλ) = sλ
where the sλ denote the Schur functions. Note by orthonormality of the
characters that the inner product on the dual variables is just the standard
Hall inner product. That is,
〈pλ, pλ〉GLn = zλ.
Finally, note that if T is a rational maximal torus in GLn with T
F ∼=
Mk1 × ...×Mkr and θ an irreducible character of T
F , then
chGLn(ζ
GLn
T (·|θ)) =
∏
i
pki/d(ϕi)(ϕi) = pλ,
where ϕi is the orbit of θ|Mki and λ is the combinatorial data associated
to (T, θ). In fact, this could be used as a definition of the Deligne-Lusztig
characters for GLn(Fq).
4.2. Definition of the Characteristic Map. Now return to the case
of interest. Define the inner product 〈f, g〉 =
∑
x∈GL2n(Fq)
f(x)g(x) on
C[Sp2n(Fq)\GL2n(Fq)/Sp2n(Fq)] and the inner product on ⊗Λ by
〈pµ, pµ〉 = zµ
∏
f∈O(M)
∏
i
1
q
2µ(f)i
f − 1
.
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Define the characteristic map ch by
ch(IHF gµHF ) =
∏
f∈O(M)
q
−2n(µ(f))
f Pµ(f)(f ; q
−2
f )
and extending linearly.
Note that the coefficients of pµ in ch(IHF gµHF ) (which are rational in
q), are the same as those in chGLn(ICµ) but with q replaced with q
2. It
is natural to expect in light of Theorem 2.2 that the same is true for the
spherical functions. To establish this, the following lemma is needed.
Lemma 4.1. Let t denote a formal variable and use ζGLnT (Cµ|θ, t) to denote
the Deligne-Lusztig character ζGLnT (·|θ), which is a rational function in q, in
terms of t. Here, TF ∼=
∏
Mki and θ =
∏
θi with θi ∈ ϕi. Then∑
µ
ζGLnT (Cµ|θ, t)
∏
f∈O(M)
t
−n(µ(f))
f Pµ(f)(f ; t
−1
f ) =
∏
i
pki/d(ϕi)(ϕi)
as polynomials with coefficients in C(t).
Proof. This proof follows that of Theorem 4.2 in [25], where it is proven for
the case of t = −q, but the proof given works for a formal parameter.
It suffices to show that that the coefficient of Pµ(f)(f ; q
−1
f ) in
∏
pki/d(ϕi)(ϕi)
is ζGLnT (Cµ|θ, t). Write∏
pki/d(ϕi)(ϕi) =
∏ ∑
xi∈Mki
θi(xi)pki/d(fxi )(fxi)
=
∑
x∈T
θ(x)
∏
i
pki/d(fxi )(fxi).
Now rewrite
∏
i pki/d(fxi )(fxi) =
∏
f∈O(M) pγx(f)(f) and use the fact that the
Green polynomials are the change of basis from power sum to Hall-Littlewood
polynomials to obtain∏
pki/d(ϕi)(ϕi) =
∑
x∈TF
θ(x)
∏
f∈O(M)
 ∑
|µ(f)|=|γx(f)|
Q
µ(f)
γx(f)
(tf )t
−n(µ(f))
f Pµ(f)(f, t
−1
f )

=
∑
µ
 ∑
x∈T,|γx(f)|=|µ(f)|
θ(t)Qµγx(t)
 ∏
f∈O(M)
t
−n(µ(f))
f Pµ(f)(f, t
−1
f )
=
∑
µ
ζGLnT (Cµ|θ, t)
∏
f∈O(M)
t
−n(µ(f))
f Pµ(f)(f, t
−1
f )
as required. 
Proposition 4.2. Let T be a rational maximal torus of GLn with T
F ∼=
Mk1× ...×Mkr and θ a character of T
F . Consider the Deligne-Lusztig char-
acter ζGLnT (·|θ), which induces an H
F bi-invariant function on GL2n(Fq).
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Then
ch(ζGLnT (·|θ)q 7→q2) =
∏
i
pki/d(ϕi)(ϕi) = pλ,
where ϕi is the F -orbit of θ|Mki ∈ L and λ is the combinatorial data associ-
ated to (T, θ).
Proof. Write
ζGLnT (·|θ)q 7→q2 =
∑
µ
ζGLnT (gµ|θ)q 7→q2IHF gµHF
and apply the characteristic function, giving∑
µ
ζGLnT (H
F gµH
F |θ)q 7→q2
∏
f∈O(M)
q
−2n(µ(f))
f Pµ(f)(f ; q
−2
f ) =
∏
i
pki/d(ϕi)(ϕi)
by the lemma with t = q2. 
Now ch(φλ) may be computed.
Proposition 4.3. Let λ : O(L)→ P with ‖λ‖ = n. Then
ch(φλ) =
1
ψn(q2)
∏
ϕ∈O(L)
q−n(λ
′(ϕ))
ϕ Jλ(ϕ)(qϕ, q
2
ϕ).
Proof. First, note that
φλ =
1
|W (λ)|
∑
w∈W (λ)
 ∏
ϕ∈O(L)
q−n(λ(ϕ)
′)
ϕ cλ(ϕ)′(q
2
ϕ, qϕ)dλ(ϕ)′ (w)(qϕ)

× sgn(w)
ζGLnTw (·|θw)q 7→q2
|TFw |ζ
GLn
Tw
(1|θw)q 7→q2
from Theorem 2.2. Recall that cλ denotes the scaling from Pλ to Jλ, dλ de-
notes the change of basis from power sum symmetric functions to Macdonald
symmetric functions and ζGT denotes a Deligne-Lusztig character.
Now ζGLnT (1) = ε(T )|GL
F
2n /T
F |q′ (see [3, Thoerem 7.5.1]), where for an
integer n, nq′ denotes the q-free part, and ε(C) = (−1)
s(C) where s denotes
the split rank. Note in this case that ε(Tw) = sgn(w). Thus, ζ
GLn
T (1) =
sgn(w)ψn(q
2)/|TFw |q 7→q2 . Then apply ch, obtaining
1
|W (λ)|
∑
w∈W (λ)
∏
ϕ∈O(L)
(
q−n(λ(ϕ)
′)
ϕ cλ(ϕ)′(q
2
ϕ, qϕ)dλ(ϕ)′(w)(qϕ)
) ∏
ϕ∈O(L) pw(ϕ)(ϕ)|T
F
w |q 7→q2
|TFw |ψn(q
2)
as applying Proposition 4.2 gives
ch(ζGLnTw (·|θw)q 7→q2) =
∏
ϕ∈O(L)
pw(ϕ)(ϕ).
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Next, notice that if ωq,t denotes the automorphism of ⊗Λ which sends
pn(ϕ) to (q
n
ϕ − 1)/(t
n
ϕ − 1)pn(ϕ), then
ωq2,q
∏
ϕ∈O(L)
pw(ϕ) =
∏
ϕ∈O(L) pw(ϕ)(ϕ)|T
F
w |q 7→q2
|TFw |
and so
ch(φλ) = ωq2,q
1
ψn(q2)
∏
ϕ∈O(L)
q−n(λ(ϕ)′)ϕ cλ(ϕ)′(q2ϕ, qϕ) ∑
w∈S|λ(ϕ)|
dλ(ϕ)′(w)(qϕ)pw(ϕ)

= ωq2,q
1
ψn(q2)
∏
ϕ∈O(L)
(
q−n(λ(ϕ)
′)
ϕ Jλ(ϕ)′(ϕ; q
2
ϕ, qϕ)
)
=
1
ψn(q2)
∏
ϕ∈O(L)
q−n(λ(ϕ)
′)
ϕ Jλ(ϕ)(ϕ; qϕ, q
2
ϕ)

4.3. The Isometry Property. Next, it will be shown that the map ch is
an isometry, up to a constant.
Lemma 4.4. The map ch satisfies
〈φ,ψ〉 = q−n|HF |2〈ch(φ), ch(ψ)〉.
Proof. It suffices to compute the norms of indicator functions. It is clear
that 〈IHF gµHF , IHF gµHF 〉 = |H
F gµH
F |. Now
〈ch(IHF gµHF ), ch(IHF gµHF )〉 = (〈ch(ICµ), ch(ICµ)〉GLn)q 7→q2 ,
where Cµ denotes the conjugacy class of GLn(Fq) associated to µ. This can
be shown by noting that ch(IHF gµHF ) = ch(ICµ)q 7→q2 , and expanding into
power sum symmetric functions, and then using the fact that 〈pµ, pµ〉 =
(〈pµ, pµ〉GLn)q 7→q2 . But
(〈ch(ICµ), ch(ICµ)〉GLn)q 7→q2 =
1
aµ(q2)
because the characteristic map for GLn(Fq) is an isometry. Finally,
|HF |2q−n
aµ(q2)
= |HF |
|GLn(Fq)|q 7→q2
aµ(q2)
because |Sp2n(Fq)| = q
n2
∏
(q2i − 1) and |GLqn|q 7→q2 = q
n2−n
∏
(q2i − 1).
But then
|Cµ|q 7→q2 =
|GLn(Fq)|q 7→q2
aµ(q2)
since aµ(q) is the size of the centralizer of an element in Cµ, and this gives
q−n|HF |2〈ch(IHF gµHF ), ch(IHF gµHF )〉 = |H
F gµH
F |
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using Proposition 2.1. This shows that ch is an isometry up to the specified
constant. 
Remark 4.5. The inner product onC[Sp2n(Fq)\GL2n(Fq)/Sp2n(Fq)] could
be renormalized so that ch is actually an isometry. This would also remove
the constants appearing in Proposition 4.8 and so in some sense this inner
product would be more natural although to avoid confusion with the usual
one this is not done. These constants also appear in the characteristic map
for the Gelfand pair S2n/Bn, see [14, VII, §2].
Lemma 4.4 could also be proven by computing the norms of spherical
functions. Strictly speaking, this is not necessary, but the computation helps
illustrate the use of the dual variables so it is included.
To compute the analogue for the spherical functions, first 〈, 〉 must be
computed on the dual variables xi,ϕ (since the indicator functions are in
terms of f ∈ O(M) and the spherical functions are in terms of ϕ ∈ O(L)).
Proposition 4.6. For λ : O(L)→ P,
〈pλ, pλ〉 = zλ
∏
ϕ∈O(L)
∏
i
q
λ(ϕ)i
ϕ − 1
q
2λ(ϕ)i
ϕ − 1
.
Proof. Let pλ(ϕ) denote the symmetric function obtained by expanding pλ(ϕ)
in terms of pλ(f) and taking the complex conjugate of all coefficients, ex-
tended multiplicatively. First note that∑
ϕ∈Ln
p˜n(ϕ)⊗ p˜n(ϕ) =
∑
ϕ∈Ln
∑
x,y∈Mn
ϕ(x)ϕ(y)p˜n(x)⊗ p˜n(y)
= (qn − 1)
∑
x∈Mn
p˜n(x)⊗ p˜n(y).
Then ∑
ϕ∈Ln
p˜n(ϕ) ⊗ p˜n(ϕ) =
∑
ϕ∈O(L),d(ϕ)|n
d(ϕ)pn/d(ϕ)(ϕ)⊗ pn/d(ϕ)(ϕ)
and ∑
x∈Mn
p˜n(x)⊗ p˜n(x) =
∑
f∈O(L),d(f)|n
d(fx)pn/d(fx)(fx)⊗ pn/d(fx)(fx)
and so multiplying by q
2n−1
n(qn−1) and summing over all n gives∑
n≥1
1
n
∑
f∈O(M)
(q2nf − 1)pn(f)⊗ pn(f) =
∑
n≥1
1
n
∑
ϕ∈O(L)
q2nϕ − 1
qnϕ − 1
pn(ϕ)⊗ pn(ϕ).
Finally, exponentiate both sides to obtain∑
λ
1
zλ
 ∏
ϕ∈O(L)
∏
i
q
2λ(ϕ)i
ϕ − 1
q
λ(ϕ)i
ϕ − 1
 pλ⊗pλ =∑
µ
1
zµ
 ∏
f∈O(M)
∏
i
(q
2µ(f)i
f − 1)
 pµ⊗pµ
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and this power series identity implies that
〈pλ, pλ〉 = zλ
∏
ϕ∈O(L)
∏
i
q
λ(ϕ)i
ϕ − 1
q
2λ(ϕ)i
ϕ − 1
.

Now the norms of spherical functions may be computed as follows.
Alternative proof of Lemma 4.4. Note that for any spherical function, it is
always the case that
〈φλ, φλ〉 =
|GL2n(Fq)|
dλ∪λ
(see e.g. [14, VII, §1]). Now compute
|HF |2
qn
〈ch(φλ), ch(φλ)〉 =
|HF |2
qnψn(q2)2
∏
ϕ∈O(L)
q−2n(λ(ϕ)
′)
ϕ 〈Jλ(q, q
2), Jλ(q, q
2)〉.
Because 〈Jλ(q, q
2), Jλ(q, q
2)〉 = cλ(q, q
2)cλ′(q, q
2) = Hλ∪λ(q), this is equal to
|GL2n(Fq)|ψ2n(q)
−1
∏
ϕ∈O(L)
q−n((λ(ϕ)∪λ(ϕ))
′)
ϕ Hλ∪λ(q)
and finally the dimension formula
dλ∪λ = ψ2n(q)
∏
ϕ∈O(L)
qn((λ(ϕ)∪λ(ϕ))
′)
ϕ H
−1
λ∪λ(q)
gives
|HF |2
qn
〈ch(φλ), ch(φλ)〉 =
|GL2n(Fq)|
dλ∪λ
as desired. 
4.4. Parabolic Induction. Let G = GL2(n+m) and H = Sp2(n+m) and let
L be the Levi subgroup GL2n×GL2m embedded block diagonally. Note L
is stable under ι and is rational. Let P be the standard parabolic containing
L consisting of block upper triangular matrices and let x 7→ x denote the
canonical projection P → L. Importantly, note that with this choice of L
and P , HP = HL. Then Proposition 3.1 applies and defines a function
IndGL⊆P : C[H
F
L \L
F /HFL ]→ C[H
F \GF /HF ]
which can be viewed as taking a Sp2n(Fq) bi-invariant function f onGL2n(Fq)
and a Sp2m(Fq) bi-invariant function on GL2m(Fq) and producing a function,
denoted f ∗g, Sp2(n+m)(Fq) bi-invariant on GL2(n+m)(Fq). This can be done
for any n,m and so defines a product on⊕C[Sp2n(Fq)\GL2n(Fq)/Sp2n(Fq)].
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Let f × g denote the function on GL2n(Fq) × GL2m(Fq) given by f ×
g(t1, t2) = f(t1)g(t2). Since P is rational, Proposition 3.1 gives the formula
f ∗ g(x) = |SpF2n |
−2|SpF2m |
−2
∑
h,h′∈SpF
2(n+m)
hxh′∈PF
(f × g)(hxh′).
This function is clearly HF bi-invariant, and the product is associative by
transitivity of induction. The main theorem of this section establishes that
the characteristic map is multiplicative with respect to this multiplication
on ⊕C[Sp2n(Fq)\GL2n(Fq)/Sp2n(Fq)].
Theorem 4.7. Let f, g be Sp2n(Fq) and Sp2m(Fq) bi-invariant functions on
GL2n(Fq) and GL2m(Fq) respectively. Then
ch(f ∗ g) = ch(f) ch(g).
Proof. It suffices to show that if T1 and T2 are rational maximal ι-stable tori
in GL2n and GL2m respectively, and θ1, θ2 are characters of (T
−ι
1 )
F , (T−ι2 )
F
then
ζGLn
T−ι1
(·|θ1)q 7→q2 ∗ ζ
GLm
T−ι2
(·|θ2)q 7→q2 = ζ
GL(n+m)
T−ι1 ×T
−ι
2
(·|θ1 × θ2)q 7→q2
since the ζGT−ι(·|θ)q 7→q2 form a basis.
Now let L ⊆ P denote the Levi and parabolic subgroups defining the ∗
operation. Then the second part of Proposition 3.1 shows that it is equivalent
to establish that
Ind
GL2(n+m)
L⊆P
(
IndGL2nT1⊆B1(θ1)× Ind
GL2m
T2⊆B2
(θ2)
)
=Ind
GL2(n+m)
T1×T2⊆B1×B2
(θ1 × θ2)
as |(T−ι1 ×T
−ι
2 )
F | = |(T−ι1 )
F ||(T−ι2 )
F | is multiplicative. But this follows from
transitivity of induction given by the first part of Proposition 3.1. 
4.5. Parabolic Restriction. The restriction operation, which is adjoint
to induction, is much simpler to define. If f is Sp2(n+m)(Fq) bi-invariant
on GL2(n+m)(Fq), the restriction to L = GL2n×GL2m with respect to the
rational parabolic P ⊇ L is defined by
Res
GL2(n+m)
L⊆P (f)(x) :=
∑
p∈PF ,p=x
f(p).
This function is HFL bi-invariant. Note that this definition coincides with
the usual definition of parabolic restriction of class functions. The first ob-
servation is that this operation is the adjoint of parabolic induction.
Proposition 4.8. Let G = GL2(n+m), H = Sp2(n+m) and let L = GL2n×GL2m.
Pick some rational parabolic P ⊇ L. If f is HF bi-invariant on GF and g
is HFL bi-invariant on L
F , then
〈f, IndGL⊆P g〉 = |Sp
F
2(n+m) |
2|SpF2n |
−2|SpF2m |
−2〈ResGL⊆P f, g〉.
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Proof. Compute
〈f, IndGL⊆P (g)〉 =
∑
x∈GF
f(x)IndGL⊆P (g)(x)
= |SpF2n |
−2|SpF2m |
−2
∑
x∈GF
∑
h,h′∈HF
hxh′∈PF
f(hxh′)g(hxh′)
= |HF |2|SpF2n |
−2|SpF2m |
−2
∑
p∈PF
f(p)g(p)
where the fact that f is HF bi-invariant is used. On the other hand,
〈ResGL⊆P (f), g〉 =
∑
x∈LF
∑
p∈PF ,p=x
f(p)g(x)
=
∑
p∈PF
f(p)g(p)

Remark 4.9. Parabolic restriction also arises as the function analogue of the
parabolic restriction functor defined by Grojnowski [9]. Since the properties
of parabolic restriction that are needed can be proven by elementary means,
this fact will not be invoked but extensions to the situation where P is not
a rational parabolic (for instance, to U2n(Fq)/Sp2n(Fq)) would require the
use of this.
Remark 4.10. The ring of symmetric functions has a Hopf algebra struc-
ture, and it turns out that ch preserves this structure as well, with restriction
defining the coproduct for ⊕C[Sp2n(Fq)\GL2n(Fq)/Sp2n(Fq)]. See [27] for
a development of the characteristic map from the Hopf algebra perspective
(for Sn and GLn(Fq)).
To see that ch preserves the coproduct, first note that restriction naturally
extends to a coproduct, by summing over all n,m. Then as the coproduct and
product are adjoint for both ⊗Λ and ⊕C[Sp2n(Fq)\GL2n(Fq)/Sp2n(Fq)]
and ch already preserves the product and inner product structure, it auto-
matically preserves the coproduct structure as well.
Actually, it is not hard to see that after defining the product and coprod-
uct structure, that ⊕C[Sp2n(Fq)\GL2n(Fq)/Sp2n(Fq)] is a positive self-dual
Hopf algebra, and so by the structure theory for such algebras, it must be iso-
morphic to a tensor product of symmetric functions. A proof could be given
following this spirit although developing the theory of parabolic induction
seems unavoidable.
5. Macdonald Littlewood-Richardson coefficients
5.1. Littlewood-Richardson coefficients. In this section, Theorem 1.1
and Theorem 1.2 on positivity and vanishing of the Macdonald Littlewood-
Richardson coefficients for parameters (q, q2) are proven. The argument
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for Theorem 1.1 follows that of Macdonald [14, VII, §2] while the proof of
Theorem 1.2 follows that of Bergeron and Garsia [2]. Both proofs were for the
Jack polynomials with parameter 2. Slightly more is needed as unlike in the
Weyl group case, the restriction operation is not simply function restriction.
In their works, the Gelfand pair S2n/Bn was used, and the results of this
section may be viewed as a q-deformation of their result. The Hecke algebra
of unipotent class functions on GLn(Fq) is a q-deformation of the group
algebra for Sn. Similarly, the only functions considered in this section will
be unipotent spherical functions (that is, the functions spanned by φλ for λ
non-trivial only on the trivial character).
Definition 5.1. Define the Macdonald Littlewood-Richardson coefficients or
(q,t) Littlewood-Richardson coefficients fλµν(q, t) by
Jµ(x; q, t)Jν(x; q, t) =
∑
λ
fλµν(q, t)Jλ(x; q, t).
This definition differs slightly from that in [14] in that the integral version
of the Macdonald polynomials are used, but they differ from the original
definition by a positive scalar and so the positivity and vanishing of either
definition is equivalent. Note that these coefficients are rational functions of
q and t (see e.g. [26]).
The goal of this section is to prove Theorem 1.1 and Theorem 1.2.
Remark 5.2. Note that the Jack polynomial positivity result cannot be
derived from Theorem 1.1 as the restriction that q is a prime power prevents
a limit q → 1 from being taken.
There are some trivial extensions of Theorem 1.1 and Theorem 1.2. In
particular, as the homomorphism ωq,q2 satisfies ωq,q2Jλ(q, q
2) = Jλ′(q
2, q)
and Jλ(x; q
−1, t−1) = (−1)|λ|q−n(λ
′)t−n(λ)−|λ|Jλ(x; q, t), both results extend
to parameters (q2, q), (q−1, q−2) and (q−2, q−1).
5.2. Positive-definite functions. For any finite groupG, a positive-definite
function on G is a function f : G → C such that the matrix indexed by G
whose x, y entry is f(x−1y) is a positive-definite matrix. A key fact is that
any bi-invariant positive-definite function is a positive linear combination of
spherical functions.
Proposition 5.3 ( [14, VII, §1]). Let G/H be a Gelfand pair. Any spherical
function is positive-definite, and moreover if f is an H bi-invariant function
on G that is positive-definite, then for any spherical function φ on G, 〈f, φ〉 ≥
0.
If α : G→ H is a group homomorphism, then given functions f : G→ C
and g : H → C, define the functions α∗g : G → C, or the pullback, and
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α∗f : H → C, or the pushforward, by
α∗g(x) = g(α(x))
α∗f(x) =
∑
α(y)=x
f(y).
From the definition, it’s clear that (α ◦ β)∗ = β∗ ◦ α∗ and (α ◦ β)∗ = α∗ ◦
β∗. There are two basic properties that are needed, namely that pullback
and pushforward are adjoint and that pushforward and pullback preserve
positive-definite functions.
Lemma 5.4. If α : G → H, and f : H → C and g : G → C, then
〈α∗f, g〉 = 〈f, α∗g〉.
Proof. Note that
〈α∗f, g〉 =
∑
x∈G
f(α(x))g(x)
and
〈f, α∗g〉 =
∑
y∈H
f(y)
∑
α(x)=y
g(x)
which are equal. 
Lemma 5.5. If f : G→ C is positive-definite, and α : G→ H and β : H →
G are group homomorphisms, then α∗f and β
∗f are also positive-definite.
Proof. Note positive definiteness is equivalent to having∑
x,y∈G
f(x−1y)h(x)h(y) ≥ 0
for all functions h : G→ C. Then∑
x,y∈H
β∗f(x−1y)h(x)h(y) =
∑
x,y∈G
f(x−1y)β∗h(x)β∗h(y) ≥ 0
so β∗f is positive-definite.
For α∗f , note that α can always be factored as surjection and an injection.
If α is surjective, then∑
x,y∈H
α∗f(x
−1y)h(x)h(y) = | kerα|−1
∑
x,y∈G
f(x−1y)α∗h(x)α∗h(y) ≥ 0
and if α is injective, then∑
x,y∈G
β∗f(x
−1y)h(x)h(y) =
∑
x,y∈G,x−1y∈H
f(x−1y)h(x)h(y)
=
∑
z∈G/H
∑
x,y∈H
f(x−1y)h(zx)h(zy)
≥ 0
where each summand is non-negative by considering the function x 7→ h(zx)
on H. 
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Next, it is shown that the parabolic restriction of bi-invariant functions
takes positive-definite functions to positive-definite functions.
Lemma 5.6. Let f be a positive-definite Sp2(n+m)(Fq) bi-invariant function
on GL2(n+m)(Fq), and let L ⊆ P be the standard GL2n×GL2m Levi sub-
group and parabolic. Then Res
GL2(n+m)
L⊆P (f) is a positive-definite function on
GL2n(Fq)×GL2m(Fq).
Proof. Let i : PF → GLF2(n+m) denote the inclusion map and pr : P
F → LF
denote the canonical projection. Then
ResGL⊆P (f) = pr∗i
∗(f),
and so if f is a positive-definite function, then by Proposition 5.5 so is
ResGL⊆P (f). 
Corollary 5.7. The parabolic induction of positive-definite bi-invariant func-
tions is positive-definite.
Proof. Since parabolic induction and restriction are adjoints, if f is a positive-
definite bi-invariant function on LF , then for any spherical function φ on GF
〈IndGL⊆P (f), φ〉 = |Sp
F
2(n+m) |
2|SpF2n |
−2|SpF2m |
−2〈f,ResGL⊆P φ〉
is non-negative by expanding both arguments in terms of spherical functions.
Thus, IndGL⊆P (f) is positive-definite. 
5.3. Proof of Theorem 1.1 and Theorem 1.2. With the characteris-
tic map, statements about the Macdonald polynomials may be transferred
to statements about spherical functions. This machinery allows for simple
proofs of Theorem 1.1 and Theorem 1.2 in the spirit of [2].
Proof of Theorem 1.1. Fix µ, ν, λ and let |µ| = m and |ν| = n. Assume
that |λ| = m + n as otherwise fλµν = 0. Note that f
λ
µν is a positive scalar
multiple of 〈Jλ, JµJν〉, and so also a positive scalar multiple of 〈φλ, φµ ∗ φν〉
by Proposition 4.3 and Theorem 4.7. Here λ, µ, ν are viewed as functions
O(L) → P with value λ, µ, ν respectively at the trivial character and 0
otherwise (or in other words, identifying Λ with the factor in⊗Λ associated to
the trivial character which amounts to working only with unipotent spherical
functions).
Now by Proposition 5.3, it is enough to show that IndGL⊆P (φµ × φν) is a
positive-definite bi-invariant function on GL2(m+n)(Fq). But since φµ × φν
is positive-definite, then by the corollary so is IndGL⊆P (φµ × φν). 
Remark 5.8. This proof gives a representation-theoretic interpretation of
the (q, q2) Littlewood-Richardson coefficients (with q an odd prime power)
in terms of multiplicities of spherical functions in the bi-invariant parabolic
induction, similar to how the classical Littlewood-Richardson coefficients can
be viewed as the multiplicities of irreducible representations in the Young
induction.
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Proof of Theorem 1.2. Assume that cλµν = 0. Take |µ| = m, |ν| = n and
assume |λ| = m + n as otherwise fλµν(q, q
2) = 0. Then as in the proof of
Theorem 1.1, it is equivalent to show that 〈φλ, φµ ∗ φν〉 = 0 since it’s a
positive scalar multiple of fλµν(q, q
2) (again work with unipotent spherical
functions).
Let Avk denotes the averaging operation sending a function f on GL2k(Fq)
to x 7→ |HF |−2
∑
h,h′∈Sp2k(Fq)
f(hxh′). Let G = GL2(n+m), H = Sp2(n+m)
and L ⊆ P denote the Levi and parabolic defining ∗. Then
〈ResGL⊆P (Avn+m(χλ∪λ)),Avn×Avm(χµ∪µ × χν∪ν)〉
=〈pr∗i
∗Avn+m(χλ∪λ), χµ∪µ × χν∪ν〉
=〈Avn+m(χλ∪λ), i∗pr
∗(χµ∪µ × χν∪ν)〉
=Avn+m(χλ∪λ · i∗pr
∗(χµ∪µ × χν∪ν))(1)
where in the last line the multiplication on functions is convolution.
Now
χλ∪λ·i∗pr
∗(χµ∪µ×χν∪ν)(x) = Tr
ρλ∪λ(x) ∑
y∈PF
ρλ∪λ(y
−1)pr∗(χµ∪µ × χν∪ν)(y)

where ρλ∪λ denotes the corresponding representation and this is 0 unless
〈χλ∪λ, pr
∗(χµ∪µ × χν∪ν)〉PF 6= 0,
because pr∗(χµ∪µ × χν∪ν) is an irreducible character. By Frobenius reci-
procity
〈χλ∪λ, I˜nd
G
L⊆P (χµ∪µ × χν∪ν)〉 6= 0,
where I˜nd
G
L⊆P denotes the standard parabolic induction for GLn. This hap-
pens exactly when cλµν is non-zero.
Here, the theorem can be extended to hold for all q because fλµν(q, q
2) is a
rational function in q (see [26] for example) and so if it vanishes at infinitely
many points it vanishes everywhere. 
5.4. Further positivity conjectures. It is known that the (q, t) Littlewood-
Richardson coefficients are rational functions in q and t (see e.g. [26]). This
suggests that not only are these coefficients positive for all positive values
of q, but that some normalization should be a polynomial in q with positive
integer coefficients.
Conjecture 5.9. The (q, q2) Littlewood-Richardson coefficients are ratios of
polynomials in q with positive integer coefficients.
This conjecture is equivalent to the statement that either fλµν vanishes or
is strictly positive for all q > 0. This has been checked using Sage for all
fλµν(q, q
2) with |µ|, |ν| ≤ 4. The results above clearly imply that as a function
of q, fλµν(q, q
2) is eventually positive for large enough q, but showing pos-
itivity of coefficients seems to be a much harder task. Another interesting
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question is whether these coefficients have some interesting combinatorial in-
terpretation (after some suitable renormalization to clear the denominator).
There is also an extension to general parameters (q, t). It has been noticed
that for q, t ∈ (0, 1) (or equivalently (1,∞)) fλµν(q, t) always seems to be non-
negative (see for example [15]). It is not the case that these coefficients are
non-negative if q < 1 and t > 1, so they cannot be written as a ratio of
polynomials with positive integer coefficients. It is unclear what (if any)
combinatorial meaning these coefficients encode.
6. Computation of Spherical Function Values
In this section, the values of spherical functions on the double coset of
non-symplectic transvections is computed. Similar computations could be
done for the double cosets generated by diag(a, 1, . . . , 1) for a ∈ F∗q. This
section should be seen as an application of the characteristic map to use the
Pieri rule for Macdonald polynomials to compute spherical function values.
Proposition 6.1 ( [14, VI, §6]). Let
ψ′λ/µ :=
∏
s∈Cλ/µ\Rλ/µ
bλ(s; q, t)
bµ(s; q, t)
,
where
bλ(s; q, t) :=
1− qa(s)tl(s)+1
1− qa(s)+1tl(s)
,
and where Cλ/µ denotes the columns of λ intersecting λ/µ and similarly Rλ/µ
but for rows. Then
Pµ(x; q, t)er(x) =
∑
λ
ψ′λ/µPλ(x; q, t),
where the sum is over partitions λ such that λ \ µ is a vertical strip with r
boxes.
First the value at the identity will be computed as a similar computation
shows up in the transvection computation, even though the value is already
known to be 1.
Define δ as the specialization homomorphism on ⊗Λ given by
δ(pn(ϕ)) =
1
qnϕ − 1
.
The following lemma is essentially proven in [12].
Lemma 6.2. For any F ∈ ⊗Λ, 〈F, en(f1)〉 = δ(ωq,q2F ).
Proof. Since 〈F, en(f1)〉 = 〈ωq,q2F, en(f1)〉GLn and ωq,q2 is invertible it suf-
fices to check that 〈F, en(f1)〉GLn = δ(F ). Since both sides are linear in F ,
it is enough to check on a basis, which is done in [12, Equation 2.5]. 
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The value of φλ(1) can be computed as follows. First note that Pλ = en
when λ = (1n) and so
φλ(1) = |H
F |−1〈φλ, IHF 〉
can be computed by using the characteristic map and Lemma 4.4, giving
q−n|Sp2n(Fq)|ψn(q
2)−1q−(n
2−n)
∏
ϕ∈O(L)
q−n(λ(ϕ)
′)
ϕ 〈Jλ(q, q
2), en(f1)〉
=
∏
ϕ∈O(L)
q−n(λ(ϕ)
′)
ϕ 〈Jλ(q, q
2), en(f1)〉.
Using Lemma 6.2 and the fact that ωq,q2Jλ(q, q
2) = Jλ′(q
2, q) along with
δ(Jλ′(q
2, q)) =
∏
s∈λ(ϕ) q
a′(s)
ϕ [14, VI, §8], the inner product can be computed
giving ∏
ϕ∈O(L)
q−n(λ(ϕ)
′)
ϕ δ(Jλ′(q
2, q))
=
∏
ϕ∈O(L)
q−n(λ(ϕ)
′)
ϕ
∏
s∈λ(ϕ)
qa
′(s)
ϕ
=1
The analogous computation of φλ(IHF gµHF ) where µ(f1) = (21
n−2) and
0 otherwise requires an additional lemma.
Lemma 6.3. We have
en−1(f1)e1(f1) =
∑
‖λ‖=n
∑
λ0
δ(Jλ′0(q
2, q))c′λ(q, q
2)
c′λ0(q, q
2)(1− q)
ψ′λ/λ0 Ĵλ(q, q
2),
where the second sum is over all partition-valued functions with ‖λ0‖ = n−1
obtained by removing one box from some λ(ϕ) with d(ϕ) = 1, and Ĵλ(q, q
2)
denotes the dual basis to Jλ(q, q
2) under the inner product.
Proof. First, note that ek(f1) =
∑
‖λ‖=k δ(Jλ′(q
2, q))Ĵλ(q, q
2) which is an
easy consequence of Lemma 6.2. Thus
en−1(f1)e1(f1) =
 ∑
‖λ1‖=n−1
δ(Jλ′1(q
2, q))Ĵλ0(q, q
2)
 ∑
‖λ2‖=1
δ(Jλ′2(q
2, q))Ĵλ2(q, q
2)
 .
There are exactly q − 1 partition valued functions λ with ‖λ‖ = 1, which
give e1(ϕ) for ϕ ∈ L1 as the polynomials Jλ2(q, q
2). Thus, apply Pieri’s rule
for r = 1, and so Cλ/µ consists of the column that is added, and similarly for
the row. The arm/leg lengths in λ are exactly one more than in µ because
of the added box, and so after relabeling λ1 with λ0
en−1(f1)e1(f1) =
∑
‖λ‖=n
∑
λ0
δ(Jλ′0(q
2, q))c′λ(q, q
2)
c′λ1(q, q
2)(1− q)
ψ′λ/λ0 Ĵλ(q, q
2),
A CHARACTERISTIC MAP FOR GL2n(Fq)/Sp2n(Fq) 33
where δ(e1(ϕ)) = 1, and the remaining factors c
′
λ(q, q
2) and (1 − q) come
from the scaling Ĵλ(q, q
2) = c′λ(q, q
2)−1Pλ(q, q
2). 
Now the spherical functions of interest may be computed.
Proposition 6.4. Let µ : O(M) → P given by µ(f1) = (21
n−2) and 0
otherwise. Then
φλ(gµ) =
q2n−2(q2 − 1)
(q2n − 1)(q2n−2 − 1)
∑
λ0
c′λ(q, q
2)ψ′λ/λ0
c′λ0(q, q
2)(1− q)
qn(λ
′
0)−n(λ
′) −
q2n − 1
q2n−2(q2 − 1)

for all spherical functions φλ where λ0 is obtained from λ by removing a
single box from some λ(ϕ) with d(ϕ) = 1.
Proof. Note that
φλ(gµ) =
1
|HF gµHF |
〈φλ, IHF gµHF 〉
=
q2n−2(q2 − 1)
(q2n − 1)(q2n−2 − 1)
〈 ∏
ϕ∈O(L)
q−n(λ(ϕ)
′)
ϕ Jλ(q, q
2), Pµ(f1)(f1; q
−2)
〉
by Lemma 4.4. From [12, Eq. 2.4],
Pµ(f1)(f1; q) = en−1(f1)e1(f1)−
(
n−1∑
i=0
qi
)
en(f1).
Lemma 6.2 can handle the en(f1) term, and Lemma 6.3 will give the other
term. Note that although the notation c′λ, and other functions indexed by
partitions, is used for partition-valued functions by taking a product over
the domain, in almost all cases due to cancellation only one partition will be
relevant.
Now evaluate the desired inner product, obtaining
〈Jλ(q, q
2), Pµ(f1)(f1, q
−2)〉
=
∑
λ0
δ(Jλ′0(q
2, q))c′λ(q, q
2)ψ′λ/λ0
c′λ0(q, q
2)(1− q)
−
q2n − 1
q2n−2(q2 − 1)
δ(Jλ′ (q
2, q))
which gives the desired result with the remaining factors since∏
ϕ∈O(L)
qn(λ0(ϕ)
′)
ϕ = δ(Jλ′0(q
2, q)).

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