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0 Introduction
A great class of problems in Signal Processing consists in finding a clever re-encoding
of data such that in the new domain some features or properties therein contained are
made apparent and thus easy to select for: for example a Fourier Transform will clearly
show the components of a superposition of periodic signals. In the last 20-30 years there
has been an increasing push to find domains in which natural signals exhibit sparsity, i.e.
they can be approximated by a linear combination of only a small number of basis ele-
ments: this is an efficient representation because the original signal (or an approximation
thereof) can be reconstructed from very few coefficients. This equates to searching for
a domain where truncating the linear combination sum that adds up to the signal gives
a good approximation, and is in this sense one of the oldest methodologies in applied
Mathematics. The novelty here is in asking for sparsity of the coefficients instead of a
small norm and explicitly looking for a basis that makes such representations possible
and effective. In this context the concept of basis has been replaced by that of dictionary,
a set of vectors (the dictionary atoms) that generate the space but are not necessarily
linearly independent. The redundancy inherent in a dictionary allows one to obtain a
good approximation of a given signal by projecting it on the low-dimensional space gen-
erated by a small number of dictionary atoms; this procedure is called sparse coding and,
once a dictionary is chosen, can be done quite effectively through Pursuit algorithms.
However the more fundamental question is that of dictionary design: given a class of
signals, which is a good choice of dictionary atoms that will enable an optimal sparse
coding procedure? There are two possible ways to follow in the pursuit of an answer
to this question: analytical and adaptive dictionaries. The former developed into the
theory of frames which are usually generated by transformations of a kernel function
and include for example curvelets, shearlets and Gabor frames. Given that in this case
a closed mathematical expression is known for the dictionary atoms, research in this
area usually focuses on proving convergence and stability results. On the other hand for
adaptive dictionaries, which is what we’ll be concerned with in this thesis, the atoms
are computed numerically through some method that processes a large data-set of the
signals one is interested in analyzing and reconstructing: this process is called dictionary
learning. Specifically this is a task in unsupervised learning, conceptually much harder
than problems in supervised learning for which incredibly high-performance machine
learning methods have been developed in the last few years. An unsupervised learning
method knows nothing about the input data and wishes to find some structure in it.
In this thesis we are particularly interested in sparse representation of natural images
for lossy compression, and for this we propose two original adaptive methods. The first,
termed Region Based Easy Path Wavelet Transform (RBEPWT) (Budinich (2017b), Bu-
dinich (2017a)) builds on previous work on the Easy Path Wavelet Transform (Plonka
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(2009), Plonka et al. (2012), Plonka et al. (2013) and Plonka et al. (2011)). Both EPWT
and RBEPWT work by vectorizing the image along some path with low resistance,
i.e. such that the image gray-values along the path have a slow variation which al-
lows for a better compressibility. Once the image is vectorized, one level of a standard
one-dimensional wavelet transform is applied, the points decimated and the procedure
iterated; in this regard RBEPWT and EPWT are identical, what they differ in is in how
the path is found. The EPWT always greedily chooses the pixel closest in space and
gray-value as next point in the path: this is a good heuristic with the disadvantage that,
in order to re-encode the image from its coefficients, one needs to know the paths for
all levels of the transform which thus have to be stored. The new RBEPWT addresses
this issue by taking a different approach: the image is first segmented into regions of
low variation in gray-values and subsequently a path-finding procedure is employed to
vectorize each region independently. The path-finding is a heuristic rule for assigning to
any set of points in space an ordering that depends only on their geometric configuration
in relation to one another. In this way one has to store only the segmentation informa-
tion instead of all the paths and thus the adaptivity cost is decreased in exchange for a
non-optimal path: the RBEPWT still provides a good sparse representation of natural
images, in the sense that if we enforce sparsity by keeping only the largest coefficients in
this domain and apply the inverse transform, we obtain a good approximation of the orig-
inal image. A particularity of the RBEPWT is that it easily allows to encode a Region
of Interest with different quality than the rest of the image, using close to the minimal
number of coefficients needed to do so. This application of the transform is obtained
by observing that there is a tree structure among the coefficients that resembles that of
the one-dimensional wavelet transform: this structure enables to determine the area of
influence of each coefficient in the image.
Our second original method is the Haar-dict: this is not image-specific like the RBEPWT
and fits more precisely in the general framework provided by the dictionary learning lit-
erature. The main idea of the method stems from another generalization of the one-
dimensional wavelet transform, in particular the Haar wavelet: we use a clustering
method such as K-means to recursively partition the samples into finer and finer clus-
ters, obtaining a binary tree that, just as in the Haar transform, encodes some concept
of resolution. Nodes that are higher represent coarser features common to large clusters
of data, while the tree goes deeper in those regions of the data space where the data
is organized into smaller clusters. The structure of the binary tree is completely data-
dependent and this is where the adaptiveness of the method comes from. The dictionary
atoms are then taken analogously to the wavelet coefficients as differences of averages of
sibling nodes in the tree. Our algorithm is not iterative and usually performs slightly
worse than previous methods in terms of quality of image reconstruction but is much
faster since its computational cost depends only linearly on the number of patches.
The structure of this thesis is as follows: the first Chapter will be dedicated to review-
ing various basic tools that we will need throughout the rest of the thesis, namely basic
wavelet theory, singular value decomposition, principal component analysis (along with
its less known two-dimensional variant) and data clustering methods. Furthermore we
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will prove one new result on the one-dimensional 2-means. In Chapter 2 we will propose
a theoretical framework to capture the similarities between RBEPWT, Haar-dict and the
one-dimensional Haar wavelet transform. In fact we argue that both our methods lever-
age the binary tree structure inherent in the Haar wavelet transforms, with the Haar-dict
explicitly generalizing it and the RBEPWT modifying it to allow for a permutation step
between levels of the tree (which corresponds to the re-ordering given by the path-finding
procedure). Though the notations may not always be fluent, we think this attempt is
important to grasp the fundamental similarities between these apparently very distant
transforms. In Chapter 3 we will introduce the EPWT and RBEPWT with two different
path-finding procedures and go through some numerical experiments in image compres-
sion. We will show how with RBEPWT a Region of Interest can easily be encoded with
different quality than the rest of the image. In Chapter 4 we will review the sparse coding
and dictionary learning problems, specifically the Pursuit algorithms and the state-of-
the-art K-SVD method which has been applied successfully to many dictionary learning
tasks. This works by iteratively updating each atom with rank-1 approximations pro-
vided by singular value decompositions; it is effective but computationally costly, with
a quadratic dependency on the number of patches in the data-set. Finally in Chapter 5
we will describe in detail the Haar-dict method with all its variants, alongside a review
of the literature that brought us to formulate it in these terms. We will further present
various numerical results that test the method under different conditions comparing it
to K-SVD and to RBEPWT.
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1 Preliminaries: a Review of some Data
Analysis Tools
1.1 Notations
We introduce here various notations that we will use throughout the text.
• Given a set S we will indicate with |S| its cardinality and with 2S its power set.
• Given sets S ⊂ U we will indicate with 1S : U → {0, 1} the characteristic function
of S, i.e. S = 1−1S (1).
• Given disjoint sets A and B we will indicate with C = A unionsqB their disjoint union:
by this we mean that C = A ∪B, A ∩B = ∅ and A,B 6= ∅.
• Given a natural number k ∈ N we will indicate with [k] the set of all natural
numbers smaller than k, i.e. [k] := {0, 1, . . . , k − 1}.
• Given a real number α we will indicate with bαc the maximum integer smaller or
equal to α.
• We will indicate with In the identity matrix of order n.
• Given a matrix X, we will indicate its i, j-th entry with Xij , its i-th row with Xi·
and its j-th column with X·j .
• Given a complex matrix A, we will indicate with AH its conjugate transpose.
• Given vectors v1, . . . , vn in a vector space V , we will indicate with < v1, . . . , vn >
the subspace generated by these vectors.
• Given a pre-Hilbert space V and two vectors v, w ∈ V we will indicate their scalar
product with 〈v, w〉.
• Given two vectors v, w ∈ `2(C) we will indicate with ? their discrete convolution:
(v ? w)k =
∑
n∈Z
vnwk−n .
• Given a function f ∈ L2(R) we will indicate with fˆ its Fourier transform.
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1.2 Wavelet Transform
The most fundamental mathematical tool of signal processing is the Fourier transform
which isometrically transforms a signal (typically an L2 function of time or space) into a
function of frequency by a scalar product with complex sinusoidal functions. The choice
of this basis, while natural from a mathematical point of view and enabling the proof
of many important properties of the transform, is not optimal for the many naturally
occurring signals which are only piece-wise regular: because of sinusoids being smooth
and having non-compact support, many coefficients will be needed to account for the
discontinuities of these signals. It is for this reason (alongside the cheap computation
cost) that wavelet transform theory was a huge success in the 1990s: there are wavelet
bases that are localized in both time/space and frequency domains and need only few
coefficients to give good approximations of many natural signals like images and audio
recordings. This allows for very efficient compression schemes based on simple threshold-
ing: given an expansion of a signal in a wavelet basis, only the largest (i.e. presumably
most important) coefficients are transmitted over a channel while the others are ignored.
We will give a very brief review of wavelet theory concerned only with the results needed
in the main Chapters of this thesis. We will be mostly following the exposition given
in Damelin and Miller Jr (2012); for a much more in-depth look on the subject see for
example Daubechies (1992) or the more modern Mallat (2008).
We start by giving the definition of a multi-resolution analysis, which is one of the
basic concepts in wavelet theory. The scaled and translated versions of a function are
used to generate a sequence of subspaces of L2(R). This will eventually allow for the
design of bases of L2(R) which are localized both in time and frequency, ideal for efficient
sparse representation of many types of naturally occurring signals.
Definition 1.2.1. Given a sequence of subspaces {Vj}j∈Z ⊂ L2(R) called approximation
spaces and a function φ ∈ V0 normalized such that
∫
R φ = 1, the couple ({Vj}j∈Z, φ) is a
multi-resolution analysis if:
1. ∀j ∈ Z Vj ⊂ Vj+1
2. L2(R) = ∪j∈ZVj
3. ∩j∈ZVj = {0}
4. ∀k ∈ Z f ∈ V0 ⇐⇒ f(· − k) ∈ V0
5. f ∈ Vj ⇐⇒ f(2·) ∈ Vj+1
6. {φ(· − k)}k∈Z is an orthonormal basis for V0
The function φ is called the scaling function or father wavelet, and the index j is referred
to as the level or scale.
Remark 1. In some texts the level j is used in the opposite direction, i.e. Vj+1 ⊂ Vj ;
we choose the convention above in order to be coherent with the concept of level in the
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Haar dependency tree introduced in Chapter 2. With our definition a larger j means a
finer approximation of L2(R) or equivalently a finer scale.
It is possible to weaken the definition by requiring that {φ(· − k)}k∈Z be only a Riesz
basis of V0, i.e. that there exist constants A and B such that
∀ω ∈ [−pi, pi] A ≤
∑
k∈Z
|φˆ(ω + 2kpi)|2 ≤ B .
It is in fact possible to orthogonalize a Riesz basis and obtain an orthonormal one.
Define now φj,k(t) := 2j/2φ(2jt− k); as a direct consequence of properties 4, 5 and 6 of
Definition 1.2.1 one can see that {φj,k}k∈Z is an orthonormal basis for Vj for all j ∈ Z.
Since for example V0 ⊂ V1, we can write φ(·) as a linear combination of the translates of√
2φ(2·), i.e. there exists {hn}n∈Z such that
φ(t) =
√
2
∑
k∈Z
hkφ(2t− k) (1.2.2)
=
∑
k∈Z
hkφ1,k(t) . (1.2.3)
If we plug (1.2.2) into the definition of φj,k we obtain
∀k ∈ Z φj,k(t) = 2j/2
√
2
∑
l∈Z
hlφ(2(2
jt− k)− l)
=
∑
l∈Z
hl2
j+1
2 φ(2j+1t− (2k + l))
=
∑
n∈Z
hn−2k2
j+1
2 φ(2j+1t− n)
=
∑
n∈Z
hn−2kφj+1,n(t) ,
where n = 2k + l. Thus φj,k(t) can be obtained as the 2k-th component of the discrete
convolution of vectors {φj+1,n(t)}n∈Z and {h−n}n∈Z,
∀k ∈ Z φj,k(t) = (φj+1,·(t) ? h−·)2k , (1.2.4)
which is known as the dilation equation. This operation can be seen as passing the
vector {φj+1,n(t)}n∈Z into the filter that has {h−n}n∈Z as impulse response and sub-
sequently downsampling by a factor of 2. Note that we could have obtained a similar
equation directly from the fact that Vj ⊂ Vj+1, but this alone can’t tell us that the co-
efficients hk are always the same, independently of level j. This fact allows us to obtain
the basis for all the levels from the father wavelet by recursively convoluting it (always
with the same vector) and then downsampling this convolution by a factor of 2. We will
later see that this same scheme can be applied to the wavelet coefficients themselves,
allowing for a very efficient computation of the wavelet transform of a signal. The vector
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of coefficients {hn}n∈Z has several properties, which we state and prove in the following
Lemma.
Lemma 1.2.5. Let {hn}n∈Z be the vector such that (1.2.4) holds. Then we have:
1.
∑
k∈Z hk =
√
2,
2. ||h||`2 = 1,
3. ∀m ∈ Z ∑k∈Z hkhk−2m = δ0m.
Proof. The first property follows by integrating both sides of equation (1.2.2) over the
whole real line and applying a simple linear substitution on the right hand side. The
third property follows from (1.2.3), the dilation equation and the orthonormality of φj,·:
δ0m = 〈φ0,0, φ0,m〉
=
∑
k∈Z
hk
∑
j∈Z
hj−2m〈φ1,k, φ1,j〉
=
∑
k∈Z
hkhk−2m .
The second property is a particular case of the third, obtained when m = 0. 
Example 1 (Haar Wavelets). Let φ(t) = 1[0,1)(t) and
Vj = { square integrable functions that are constant on [k2−j , (k + 1)2−j ] for all k ∈ Z} .
Then ({Vj}j∈Z, φ) is a multi-resolution analysis. It’s straightforward to see that the
dilation equation in this case is
φj,k(t) =
1√
2
(φj+1,2k(t) + φj+1,2k+1(t)) ,
i.e.
hn =
{
1√
2
if n = 0, 1
0 otherwise .
(1.2.6)

We now wish to introduce the orthogonal space to Vj in Vj+1: we thus define
Wj := {f ∈ Vj+1 | ∀g ∈ Vj 〈f, g〉 = 0}
and have Vj+1 = Vj ⊕Wj ; we will call Wj the wavelet space of level j. We now would
like to find ψ ∈W0 such that:
1. it has norm 1,
14
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2. its translates {ψ(· − k)}k∈Z form an orthonormal basis of W0,
3. it is orthogonal to the family {φ0k}k∈Z.
Since W0 ⊂ V1 it will surely be possible to write
ψ(t) =
√
2
∑
k∈Z
gkφ(2t− k) . (1.2.7)
It’s straightforward to see that the conditions we require on ψ translate to the following
conditions on {gn}n∈Z (analogously to Lemma (1.2.5)):
Lemma 1.2.8. If ψ satisfies the conditions above then the following must hold
1. ||gk||`2 = 1
2. ∀m ∈ Z ∑k∈Z gkgk−2m = δ0m
3. ∀m ∈ Z ∑k∈Z hkgk−2m = 0
One possible solution to these conditions is choosing gn := (−1)nh−1−n; we will make
this choice and call ψ the mother wavelet.
Example 2 (Haar Wavelets). For the Haar wavelets we have
gn =
{
(−1)n√
2
if n = −2,−1
0 otherwise ;
(1.2.9)
then
ψ(t) = φ(2t+ 2)− φ(2t+ 1)
= 1[−1,− 1
2
)(t)− 1[− 1
2
,0)(t) .

Define now ψj,k(t) := 2j/2ψ(2jt − k); similarly as done for φj,k, we can plug (1.2.7)
into the definition of ψj,k and obtain the wavelet equation:
∀k ∈ Z ψj,k = (φj+1,· ? g−·)2k . (1.2.10)
We can write the dilation equation (1.2.4) and the wavelet equation (1.2.10) as a system
in matrix form: [
φj,·
ψj,·
]
= Ω [φj+1,·] (1.2.11)
15
1 Preliminaries: a Review of some Data Analysis Tools
where
[
φj,·
ψj,·
]
=:

...
φj,k−1
φj,k
φj,k+1
...
...
ψj,k−1
ψj,k
ψj,k+1
...

, [φj+1,·] =:

...
φj+1,k−1
φj+1,k
φj+1,k+1
...
 , Ω =:
[
Ωh
Ωg
]
,
and the infinite matrices Ωh and Ωg have {hn−2k}n∈Z and {gn−2k}n∈Z as k-th row,
Ωh :=

...
{hn−2(k−1)}n∈Z
{hn−2k}n∈Z
{hn−2(k+1)}n∈Z
...
 , Ωg :=

...
{gn−2(k−1)}n∈Z
{gn−2k}n∈Z
{gn−2(k+1)}n∈Z
...
 .
For a proof of the following see Damelin and Miller Jr (2012).
Proposition 1.2.12. The infinite matrix Ω is unitary.
We can thus easily invert (1.2.11) and obtain
[
ΩHh | ΩHg
] [ φj,·
ψj,·
]
= [φj+1,·] , (1.2.13)
where ΩHh has {hn−2k}n∈Z as k-th column
ΩHh =
[
. . . | {hn−2(k−1)}n∈Z | {hn−2k}n∈Z | {hn−2(k+1)}n∈Z | . . .
]
or equivalently {hl−2n}n∈Z as l-th row:
ΩHh =

...
{h(l−1)−2n}n∈Z
{hl−2n}n∈Z
{h(l+1)−2n}n∈Z
...
 ,
16
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and similarly
ΩHg =

...
{g(l−1)−2n}n∈Z
{gl−2n}n∈Z
{g(l+1)−2n}n∈Z
...
 .
We can thus expand (1.2.13) and obtain the wavelet inverse equation:
∀k ∈ Z φj+1,k =
∑
n∈Z
[
hk−2nφj,n + gk−2nψj,n
]
. (1.2.14)
Thus we proved the following:
Proposition 1.2.15. An orthonormal basis for Wj is given by {ψj,k}k∈Z; an alternative
orthonormal basis for Vj+1 is then given by {φj,k, ψj,k′}k,k′∈Z.
We now obtain the main result for a multi-resolution analysis:
Theorem 1.2.16. For any j ∈ N we have:
L2(R) = Vj ⊕
j∑
k=−∞
Wk = Vj ⊕Wj ⊕Wj−1 ⊕ . . . .
This means that any f ∈ L2(R) may be written as
f = fj +
j∑
k=−∞
wk
for some fj ∈ Vj and for wk ∈Wk.
The theorem implies that given a function f ∈ L2(R) we can write it in the basis given
by the translations and dilations of the mother and father wavelet. Consider now the
projection of f onto Vj , Pj(f). We can decompose Vj into a sum of wavelet spaces of
decreasing levels and an approximation space for the lowest level:
∀n ∈ N Vj = Wj−1 ⊕ Vj−1 = Wj−1 ⊕Wj−2 ⊕ Vj−2 = . . . = Wj ⊕ . . .⊕Wj−n ⊕ Vj−n .
(1.2.17)
Associated to each of these decompositions of Vj we have a different expansion of Pj(f),
for example from Vj = Wj−1 ⊕ Vj−1 we can write:
Pj(f) =
∑
k∈Z
φj,k〈Pj(f), φj,k〉
17
1 Preliminaries: a Review of some Data Analysis Tools
=
∑
k∈Z
φj−1,k〈Pj(f), φj−1,k〉+
∑
k∈Z
ψj−1,k〈Pj(f), ψj−1,k〉 . (1.2.18)
A fundamental result of wavelet theory is that we can use the dilation and wavelet
equation to establish a relation between any two such subsequent expansions, where the
coefficients at one level are determined by convolution and downsampling of the coeffi-
cients at the previous level with the low and high pass filters {h−n}n∈Z and {g−n}n∈Z. In
fact if we define for any level j ∈ Z the so called approximation and detail coefficients
∀k ∈ Z aj,k := 〈Pj(f), φj,k〉
∀k ∈ Z dj,k := 〈Pj(f), ψj,k〉 ,
(1.2.19)
by applying (1.2.4) we obtain
∀k ∈ Z aj,k =
∫
R
Pj(f)(t)φj,k(t) dt
=
∫
R
Pj(f)(t)
∑
l∈Z
hl−2kφj+1,l(t) dt
=
∑
l∈Z
hl−2k
∫
R
Pj(f)(t)φj+1,l(t) dt
=
∑
l∈Z
hl−2kaj+1,l
= (aj+1,· ? h−·)2k (1.2.20)
and similarly by applying (1.2.10)
∀k ∈ Z dj,k = (aj+1,· ? g−·)2k . (1.2.21)
These are known as the analysis formulas and can be put in matrix form using the
matrix Ω [
aj,·
dj,·
]
=
[
Ωh
Ωg
]
[aj+1,·] , (1.2.22)
which we can invert to obtain
[
ΩTh | ΩTg
]
=
[
aj,·
dj,·
]
= [aj+1,·] , (1.2.23)
or equivalently
∀k ∈ Z aj+1,k =
∑
n∈Z
[hk−2naj,n + gk−2ndj,n] (1.2.24)
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which are known as the synthesis formulas.
Example 3 (Haar analysis and synthesis formulas). In the case of the Haar wavelets
the analysis formulas are
∀k ∈ Z
aj,k =
1√
2
(
aj+1,2k + aj+1,2k+1
)
dj,k =
1√
2
(
aj+1,2k − aj+1,2k+1
)
,
(1.2.25)
and the synthesis ones
∀k ∈ Z aj+1,k =
{
1√
2
(aj,n + dj,n) if k = 2n for some n ∈ N
1√
2
(aj,n − dj,n) if k = 2n+ 1 for some n ∈ N .
(1.2.26)

We now wish to illustrate the typical real world use of wavelet theory: suppose we
have only a finite set of discrete samples {fn}Nn=0 of the function f ∈ L2(R) and suppose
that φ and ψ have compact support [0,Φ] for some Φ ∈ R. This means that the vectors
{hn}n∈Z and {gn}n∈Z will have only a finite number of non-zero elements; furthermore
the matrices Ωh and Ωg will be finite. Suppose for simplicity that N = 2J for some
J ∈ N. In committing what is sometimes termed the wavelet crime we will identify the
approximation coefficients at the highest level with the samples themselves, i.e. aJ,n = fn.
This amounts to using fn as approximation for the scalar product 〈φJ,n, f〉 which is
reasonable if J is large enough since φJ,n has support [n, n + Φ2J ] and has integral 1.
We can then compute an alternative representation of the samples by using the analysis
formulas according to the following scheme
aJ,· aJ−1,·
dJ−1,·
↓ 2 ◦ ?h−·
↓ 2 ◦ ?g−·
aJ−2,·
dJ−2,·
↓ 2 ◦ ?h−·
↓ 2 ◦ ?g−·
. . . aJ−L,·
dJ−L,·
↓ 2 ◦ ?h−·
↓ 2 ◦ ?g−·
(1.2.27)
where L ∈ N, L ≤ J is the level of the transform and by ↓ 2◦?h−· (respectively ↓ 2◦?g−·)
we intend the application of analysis equation (1.2.20) (respectively (1.2.21)) which is
a convolution with the low-pass (high-pass) filter followed by a down-sampling of scale
2. These operations amount to a linear invertible operator that transforms the original
representation
[aJ,0, . . . , aJ,N ]
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into
[aJ−L,· | dJ−L,· | dJ−L+1,· | . . . | dJ−1,·] . (1.2.28)
These representations are equivalent because using formula (1.2.24) one can obtain (re-
construct) aJ−L+1,· from aJ−L,· and dJ−L,·, then aJ−L+2,· from aJ−L+1,· and dJ−L+1,·
and so on; this amounts to reading the scheme (1.2.27) from right to left.
Example 4 (Haar Transform of a signal). Suppose we are given the discrete vector of
signal values
z = a3 =
√
2 [2, 6, 0, 6, 3, 6, 1, 0] ∈ R8
and we wish to compute its coefficients under a 3-level Haar wavelet transform. By
applying (1.2.25) recursively we obtain
a2 = [8, 6, 9, 1]
d2 = [−4,−6,−3, 1]
a1 =
[
14√
2
,
10√
2
]
d1 =
[
− 2√
2
,
8√
2
]
a0 = [12]
d0 = [2] .
Thus the representation of z under the transform is
[ a0 | d0 | d1 | d2 ] =
[
12
∣∣∣∣2∣∣∣∣ 2√2 , 8√2
∣∣∣∣− 4,−6,−3, 1] .

Computing the wavelet transform (1.2.28) using the convolutions with {h−n}n∈N and
{g−n}n∈N as depicted in scheme (1.2.27) is very cheap computationally (compared to a
direct computation of all the inner products with the φj,n and ψj,n): suppose {h−n}n∈N
and {g−n}n∈N have respectively Q and R non-zero elements and the signal aJ,· consists of
N real samples. Then, ignoring border effects due to the finiteness of the signal support,
to compute each entry of aJ−1,· Q multiplications and Q − 1 sums are needed, and
similarly for each entry of dJ−1,· R multiplications and R− 1 sums; the total complexity
of computing aJ−1,· and dJ−1,· is thus O(N(Q+R)). The total complexity of computing
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L levels of the transform is then
J−L∑
l=J
O( N
2J−l
(Q+R)) = O(N(Q+R)
J−L∑
l=J
2−(J−l))
= O(N(Q+R)
L∑
k=0
2−k)
= O((2− 2−L)N(Q+R)) ,
where k = J − l.
We started from a multiresolution analysis ({Vj}j∈Z, φ) and from this derived h, g and
ψ. However we saw how all properties of φ and ψ can be formulated as properties of h
and g; typically one specifies the filters and from this the multiresolution analysis, φ and
ψ are determined. This is possible thanks to the following Theorem (see Mallat (2008)
Theorem 7.2 at page 271 for a proof):
Theorem 1.2.29. If hˆ(ω) is 2pi-periodic, continuously differentiable in 0, such that
hˆ(0) =
√
2 and
∀ω ∈ R |hˆ(ω)|2 + |hˆ(ω + pi)|2 = 2 ,
then
φˆ(ω) :=
∏
p∈N
hˆ(2−pω)√
2
is the Fourier transform of a father wavelet φ ∈ L2(R). Conversely, the above conditions
on hˆ are always satisfied when φ is a father wavelet and in this case h is called a conjugate
mirror filter.
Finally we wish to mention the trade-off one has to deal with when designing wavelets
to use for sparse representation (i.e. few large coefficients) of natural signals: this is due
to searching for a mother wavelet that has both a high number of vanishing moments
and a small support. A function ψ has p vanishing moments if
∀k ∈ [p] 〈·k, ψ(·)〉 = 0 ,
i.e. ψ is orthogonal to all polynomials of degree at most p. This is a desirable property
because it ensures that, in areas where the signal f is in Cn with n ≥ p, the wavelet
coefficients will have small amplitude since 〈ψ, f〉 = 〈ψ, f−f˜p−1〉 where f˜p−1 is the Taylor
polynomial of degree p− 1 for f . On the other hand, at a point where the signal f has
a singularity one would wish for wavelets with small support, so that the singularity will
be included in the domain of only few wavelet basis functions. So, depending on the
density of the singularities, one would wish for wavelets with many vanishing moments
or small support.
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These two requirements, at first sight independent, turn out to both be dependent on
properties of h: for more precise statements and proofs of the following see Section 7.2
of Mallat (2008):
Theorem 1.2.30. If ψ is a mother wavelet and h a conjugate mirror filter, then
1. ψ has p vanishing moments⇔ hˆ(ω) and its first p−1 derivatives are zero at ω = pi.
2. ψ has compact support⇔ h has compact support (i.e. it represents a Finite Impulse
Response filter).
3. If ψ has p vanishing moments then h has at least 2p non-zero coefficients.
These remarks are at the base of the construction due to Daubechies (see Daubechies
(1988) and Daubechies (1992)) of wavelets that are optimal with respect to the last con-
dition in the Theorem: they have p vanishing moments and the corresponding conjugate
filters have exactly 2p zeroes. These wavelets in fact perform very well for sparse rep-
resentation of natural images, and we will use them for the Region Based Easy Path
Wavelet Transform in Chapter 3.
1.3 SVD
Given an m×n complex matrix A it always holds that the n×n matrix AHA is positive
semi-definite, since xHAHAx = ||Ax||22 ≥ 0 for any x ∈ Cn. Therefore the eigenvalues
λi of AHA are non-negative and we can suppose λ1 ≥ λ2 ≥ . . . ≥ λn ≥ 0. The values
σk :=
√
λk are called the singular values of A. For a proof of the following see for example
Stoer and Bulirsch (2013) (Theorem 6.4.10 p. 383).
Theorem 1.3.1. Let A be a complex m × n matrix; then there exists a unitary m ×m
matrix U , a unitary n× n matrix V and an m× n diagonal matrix Σ = diag(σ1, . . . , σn)
such that
A = UΣV H (1.3.2)
and this is called the singular value decomposition of A. Furthermore, if A has rank r
then σ1 ≥ σ2 ≥ . . . ≥ σr > 0 = σr+1 = . . . = σn.
From the theorem it follows that AH has the same singular values as A. The matrices
U and V being unitary also implies that UHAAHU = UHAV V HAHU = ΣΣH and
analogously V HAHAV = ΣHΣ. These are eigendecompositions and we can thus deduce
that the columns of U are the m orthonormal eigenvectors of the m ×m matrix AAH ,
while the columns of V are the n orthonormal eigenvectors of the n×n matrix AHA. The
columns of U and V are called left-singular and right-singular vectors of A, respectively.
The SVD of a matrix has several interesting properties, some of which we prove here:
Theorem 1.3.3. Given an m × n matrix A with SVD decomposition A = UΣV H , the
following hold:
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1. range(A) =< U·1, . . . , U·r >,
2. ker(A) =< V·r+1, . . . , V·n >,
3. if A = AH the singular values of A are the absolute values of its eigenvalues,
4. ||A||2 = σ1,
5. ||A||F =
√
σ21 + σ
2
2 + . . .+ σ
2
r ,
6. if m = n then |det(A)| = ∏mi=1 σi.
Proof.
(1) This is a consequence of V being non-singular and
{Σx | x ∈ Rn} = {x ∈ Rm | xr+1 = . . . = xm = 0} .
(2) First of all note that since U is a non-singular matrix ker(A) = ker(ΣV H). Further-
more given the orthonormality of the columns of V for any w ∈ Cn we can write
w = a1V·1 + . . .+ anV·n and
ΣV Hw = Σ
 (V·1)
Hw
...
(V·n)Hw

= Σ
 a1...
an

=

σ1a1
...
σrar
0
...
0

.
Thus w ∈ ker(ΣV H)⇔ a1 = . . . = ar = 0 i.e. if and only if w ∈< V·r+1, . . . , V·n >.
(3) SinceA is hermitian we can write the eigendecompositionA = QΛQH = Q|Λ|sgn(Λ)QH
where Q is a unitary matrix and by |Λ| and sgn(Λ) we mean the matrix that has
as entries the absolute values and the signs of the entries of Λ respectively. Since
sgn(Λ)QH is also unitary, this is actually an SVD of A.
(4)-(6) These follow from the invariance under unitary transformations of the determi-
nant, the 2-norm and the Frobenius norm. 
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The most common use of the SVD is for low rank approximation of a matrix. Note that,
by writing Σ as a sum of rank one matrices diag(0, . . . , 0, σj , 0, . . . , 0), we can rewrite
(1.3.2) as
A =
r∑
j=1
σjU·j(V H)j· (1.3.4)
=
r∑
j=1
σjU·j(V·j)H , (1.3.5)
which is a sum of rank one matrices. A fundamental result is that if we define, for k ≤ r,
Ak as the truncated sum
Ak =
k∑
j=1
σjU·j(V·j)H , (1.3.6)
this gives the optimal low rank approximation of A under both the 2-norm and Frobenius
norm; note that we’re always supposing σ1 ≥ σ2 ≥ . . . ≥ σn > 0. For a proof of the
following (for the spectral norm) see for example Lecture 5 of Trefethen and Bau III
(1997).
Eckart-Young Theorem 1.3.7. For any 0 ≤ k ≤ r we have
||A−Ak||2 = min
B∈Cm×n
rk(B)≤k
||A−B||2 = σk+1 (1.3.8)
||A−Ak||F = min
B∈Cm×n
rk(B)≤k
||A−B||F =
√
σ2k+1 + . . .+ σ
2
r . (1.3.9)
Finally we wish to remark that the classic method to compute the SVD of an m × n
matrix is due to Golub and Kahan and has complexity O(mn2) (see for example Trefethen
and Bau III (1997)).
1.4 PCA
Principal component analysis (PCA) is the statiscal procedure of finding an orthonormal
basis of the space the data resides in such that the data written in this new basis has
the largest possible variance along the first and subsequent basis elements. It has a deep
connection with SVD which we will explore towards the end of this section. Formally,
suppose we have a matrix X ∈ RN×n where each row represents the realization of a
real random vector of dimension n: each column thus represents a different feature and
each row a different realization or experiment. We can always suppose that the columns
of X are centered, i.e. have sample mean 0. We now look for an orthonormal basis
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v1, . . . , vn ∈ Rn such that
v1 = arg max
||w||=1
Var[Xw]
v2 = arg max
||w||=1
wT v1=0
Var[Xw]
...
vn = arg max
||w||=1
wT v1=wT v2=...=wT vn−1=0
Var[Xw] ,
(1.4.1)
i.e., we want for v1 to be such that the rows of X projected onto it have maximum
variance; we then ask the same for v2 with the added constraint for it to be orthogonal
to v1 and so on. Such vectors are called principal components of the data in X. We
can then define the matrix V = [v1| . . . |vn] with the new basis elements as columns and
define Z = XV ; the rows of Z are the data written in the new basis and are also called
feature vectors or scores. See Figure (1.1). Note that since we are supposing the columns
of X to be centered, so are the columns of Z:
Z·j =
1
N
N∑
i=1
Zij
=
1
N
N∑
i=1
n∑
k=1
XikVkj
=
1
N
n∑
k=1
(
N∑
i=1
Xik
)
Vkj
= 0 .
The optimal basis is actually given by the orthogonal set of eigenvectors of the covariance
matrix XTX. To prove this we need a result on the so-called Rayleigh quotient: given a
hermitian matrix M and a nonzero vector x, the Rayleigh quotient of M over x is
R(M,x) =
xHMx
xHx
. (1.4.2)
Note that:
• for any nonzero constant c, R(M, cx) = R(M,x)
• if x is an eigenvector of M with eigenvalue λ then R(M,x) = λ.
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Figure 1.1: Scatter plot of multivariate Gaussian distribution centered at (0, 0). The
vectors shown are given by the PCA of the data.
Min-Max Theorem (Courant,Weyl) 1.4.3. Let M ∈ Rn×n be a Hermitian matrix
and λ1 ≥ λ2 ≥ . . . λn its eigenvalues. Then, for i = 0, . . . , n− 1 it holds:
λi+1 = min
u1,...,ui∈Cn
max
w∈Cn\{0}
wHu1=...=wHui=0
R(M,w)
and in particular the minimum is achieved when u1, . . . , ui are the first i orthonormal
eigenvectors of M . This means that if we call the eigenvectors of M x1, . . . , xn we have
λi+1 = max
w∈Cn\{0}
wHx1=...=wHxi=0
R(M,w) . (1.4.4)
Proof. We will sketch the proof of (1.4.4); for the complete proof see Stoer and Bulirsch
(2013) (Theorem 6.9.14, p. 453). Since for any i = 0, . . . , n− 1, xi+1 is orthogonal to all
the previous eigenvectors x1, . . . , xi and R(M,xi+1) = λi+1, we have
λi+1 ≤ max
w∈Cn\{0}
wHx1=...=wHxi=0
R(M,w) .
For the other inequality let w be any nonzero vector orthogonal to x1, . . . , xi: this means
we can write w as a linear combination of the other eigenvectors, i.e.
w = ρi+1xi+1 + . . .+ ρnxn .
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Since R(M, cw) = R(M,w) for any nonzero constant c we can suppose ||w|| = 1 which
implies
∑
k>i |ρk|2 = 1 due to the orthonormality of the eigenvectors. We thus can write
R(M,w) = (ρi+1xi+1 + . . .+ ρnxn)
HM(ρi+1xi+1 + . . .+ ρnxn)
= |ρi+1|2λi+1 + . . .+ |ρn|2λn
≤ λi+1(|ρi+1|2 + . . .+ |ρn|2)
= λi+1 .

Proposition 1.4.5. The optimal basis solution to (1.4.1) is given by the eigenvectors of
the covariance matrix XTX.
Proof. If w is a unitary vector we can write the variance of the vector Xw as the Rayleigh
quotient of XTX:
Var[Xw] =
1
N
N∑
i=1
(Xw)2i
=
1
N
||Xw||2`2
=
1
N
wTXTXw
=
1
N
R(XTX,w) .
Thus the set of orthonormal vectors maximizing the data variance of the feature vectors
is the same as that maximizing the Rayleigh quotient of XTX, which by Theorem 1.4.3
is given by the eigenvectors of XTX. 
Remark 2. The data written in the new basis given by PCA is uncorrelated. In fact,
because of the orthonormality of the matrix U , the covariance matrix ZTZ is diagonal:
ZTZ = V TXTXV
= V TV ΛV TV
= Λ
where XTX = V ΛV T is the eigendecomposition of XTX.
Remark 3. The eigenvectors of XTX are the right-singular vectors of X; thus usually
the PCA is obtained through the SVD ofX which is computationally more advantageous.
In practice the most common use of PCA is for dimension reduction: by considering
only the first k ≤ n eigenvectors of the covariance matrix, we can obtain a k-dimensional
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approximation of the data points. To do this simply consider V|k = [v1| . . . |vk|0| . . . |0]1
and define Z|k := XV|k; the k-dimensional feature vectors (rows of Z) are the projection
of the original data onto the subspace generated by v1, . . . , vk. This is the best k-
dimensional subspace to project onto, a statement that can be justified in three ways:
1. since v1, . . . , vk satisfy (1.4.1) we are sure that each direction explains most of the
variance in the data while remaining uncorrelated (orthogonal) to the others.
2. If we suppose the data to be perturbed by isotropic noise (i.e., with same variance
along any direction) then since along v1, . . . , vk the variance is maximal, the signal
to noise ratio (defined as the ratio between signal and noise variances) is maximal
along the first principal components.
3. Consider an SVD of X = UΣV T and the low-rank approximation Xk as defined in
(1.3.6). We have
XkV =
k∑
j=1
σjU·j(V·j)TV
=
k∑
j=1
σjU·jδTj ,
where δj is the n-dimensional vector having as k-th component δjk. It is trivial to
check that Z|k = XV|k = XkV ; this means that we can writeXk = Z|kV T , which by
Theorem 1.3.7 is the best k-rank approximation of X in the 2-norm and Frobenius
norm. In other words, the feature vectors of dimension k, when rewritten in the
original coordinates, give the best k-dimensional approximation of the original data
samples (in these two special norms). Incidentally note that Z = XV = UΣI is an
SVD of Z, and Zk (the best k-rank approximation of Z) is the same as Z|k (the
original data projected on the first k eigenvectors of XTX).
PCA can also be used for nearest neighbor classification: suppose we are given a data
set y1, . . . , yN and let V be the matrix with the principal components as columns, let
d be a distance between the feature vectors (for example d(z1, z2) :=
∣∣∣∣z1 − z2∣∣∣∣
2
) and
suppose that we clustered the feature vectors z1, . . . , zN into l classes (or, more typically,
suppose this clustering is already given in the form of labels on the data set). We can
then classify a new input vector y ∈ Rm by computing its feature vector zT = yTV and
solve
min
j=1,...,l
d(z, z¯j) ,
1in practice one usually defines V|k := [v1| . . . |vk], such that Z|k is an N × k matrix. We are using this
definition where the last n − k columns of these matrices are zero to show the connection with the
SVD below, where we state that XV|k = XkV .
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where the z¯j is some representative of the class j, usually the average of the samples
therein contained. In applications this is usually done with k-dimensional feature vec-
tors. The advantages of classifying the feature vectors instead of the samples themselves
are speed (it’s faster to compute the distance of k-dimensional vectors instead of n-
dimensional ones) and robustness: as remarked above the feature vectors have, in the
first components, optimal signal to noise ratio.
A classical example of this use of PCA is that of face recognition through eigenfaces,
as originally proposed in Turk and Pentland (1991): each data point is the vectorized
version of a gray-scale valued image, and thus the first few PCA components represent
some abstract faces, called eigenfaces. The dimension reduction process here means that
we write each of the original faces as a linear combination of only a few eigenfaces. If we
suppose to have multiple images of each person, we can use this information to partition
the data into the sets of faces belonging to the same person. If then we receive a new
image it is possible to use nearest neighbor classification to recognize it, i.e. assign it to
the person corresponding to the closest class. This procedure gave very promising results
and Turk and Pentland (1991) was a seminal paper.
1.5 2DPCA
One of the shortcomings of using PCA for face recognition as proposed in Turk and
Pentland (1991) is the need to vectorize the face images. This means that throughout
the process each data point is treated as a one-dimensional entity, and computing all the
needed scalar products among these objects amounts to keeping track only of the pixel
by pixel correlations between images.
In order to improve on this aspect, in Yang et al. (2004) the two-dimensional PCA
(2DPCA) method was proposed. While originally developed for the specific application
of nearest neighbor classification of face images, this method is well suited for any type of
two-dimensional data where we wish to apply dimensionality reduction without loosing
the intrinsic two-dimensional correlations. We will thus describe how the method works
without referring specifically to face images.
Like PCA this method uses a set of sample data to compute a covariance matrix, and
then rewrites the samples in the basis given by the eigenvectors of this matrix. Restrict-
ing to the eigenvectors corresponding to largest eigenvalues corresponds to a dimension
reduction that explains most of the data variance. The key difference between apply-
ing PCA to vectorized matrices and using 2DPCA is that the latter works directly on
the matrices: the resulting covariance matrix is smaller and takes into account all the
two-dimensional correlations intrinsic in the data. We will start by describing uni-lateral
2DPCA, which works only on rows or columns of the sample data matrices and in sub-
section 1.5.2 introduce bi-lateral 2DPCA, which is what we are really interested in.
Let Y ∈ Rm×n be a randommatrix which we sample from to gather the two-dimensional
input data; we can think of Y and its samples in the terms of a certain class of images (e.g.
natural images or two-dimensional seismic data) or small patches extracted from these.
The basic idea of the uni-lateral horizontal 2DPCA is to search for a vector x ∈ Rn such
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that the rows of Y projected onto x, that is z = Y x ∈ Rm, have maximum variance. The
rationale is that this x will be the direction that best approximates the two-dimensional
data samples of Y or, as is usually said of PCA, explains most of the variance in it.
However this is actually inaccurate, since the variance of a set of samples of z would be
the covariance matrix
Sx := E
[
(z − E[z])(z − E[z])T
]
= E
[
(Y − E[Y ])x[(Y − E[Y ])x]T] ,
and not a number that one can maximize. Thus we will ask to maximize the total scatter∑m
i=1 Var[zi], which is nothing else but the trace of Sx.
Proposition 1.5.1. The total scatter of the projection of the random matrix Y onto
direction x can be expressed as the Rayleigh quotient of x with respect to
G := E
[
(Y − E[Y ])T (Y − E[Y ])
]
,
i.e.
tr(Sx) = x
TGx . (1.5.2)
Furthermore G is positive semidefinite.
Proof. We have
tr(Sx) =
m∑
i=1
E
[
(Yi· − E[Y ]i·)x (Yi· − E[Y ]i·)x
]
=
m∑
i=1
E
[ n∑
j=1
(Yij − E[Y ]ij)xj
n∑
k=1
(Yik − E[Y ]ik)xk
]
=
∑
j,k
xjxkE
[∑
i
(Y − E[Y ])Tji(Y − E[Y ])ik
]
=
∑
j,k
xjxkE
[
(Y − E[Y ])Tj·(Y − E[Y ])·k
]
=xTE
[
(Y − E[Y ])T (Y − E[Y ])
]
x .
For the second part of the proof simply consider that
∀x ∈ Rn xTGx = tr(Sx)
=
m∑
i=1
Var[zi] ≥ 0 . 
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Call the n eigenvalues of G λ1 ≥ λ2 ≥ . . . ≥ λn ≥ 0 and the corresponding eigenvectors
(which we will always suppose orthonormal) u1, . . . , un, then u1 is the unitary vector
maximizing xTGx. If then we wish to find the next optimal direction, i.e. the unitary
vector maximizing xTGx with the added constraint of being orthogonal to u1, this will
be given by the second eigenvector u2 (see Theorem 1.4.3). We can thus take the first d
eigenvectors as columns of an n× d matrix U = [u1| . . . |ud], and define the m× d matrix
Z = Y U ; Z is a lower dimensional (fewer columns) approximation of Y .
In practice, from N sample m× n matrices Y1, . . . , YN we will use the estimator for G
GR :=
1
N
N∑
j=1
(Yj − Y¯ )T (Yj − Y¯ ) , (1.5.3)
where Y¯ = 1N
∑N
j=1 Yj is the sample mean. This n × n matrix is called the image
right covariance or image row covariance matrix of the matrix samples Y1, . . . , YN . The
2DPCA method consists of finding the first d orthonormal eigenvectors of GR, taking
them as columns of a matrix U = [u1| . . . |ud], and for every sample Yj computing its
horizontal feature matrix Zj = YjU . Note that if d = n then U is unitary, and from the
feature matrices one can recover the original matrices by multiplying them on the right
with UT . However in the usual case d < n, Zj is to be regarded as a lower dimensional
approximation of Yj , for one can recover only YjUUT = ZjUT .
The following theorem shows that 2DPCA is equivalent to the usual PCA if one takes
as samples the rows of the images. The proof consists of straightforward computations
and can be found for example in Kong et al. (2005).
Proposition 1.5.4. The matrix GR is the covariance matrix of the rows of the centered
samples Y1, . . . , YN , i.e.
GR =
1
N
ΨΨT
where
ΨT =

Y1 − Y¯
Y2 − Y¯
...
YN − Y¯

Remark 4. This equivalence allows for a direct comparison and illustrates two funda-
mental advantages of 2DPCA over the usual PCA applied on the vectorized samples:
we have more samples in a lower dimensional space ( mN samples in Rn instead of N
samples in Rmn) and we have to compute eigenvectors of an n× n matrix instead of an
m2n2 matrix.
Until now we have illustrated horizontal 2DPCA; one can use the transpose of the samples
Y Tj instead of Yj and thus obtain the vertical 2DPCA, which operates on columns of the
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samples instead of rows. This will amount to finding the largest eigenvectors of them×m
image left covariance or image column covariance matrix
GL :=
1
N
N∑
j=1
(Yj − Y¯ )(Yj − Y¯ )T , (1.5.5)
which, because of Proposition 1.5.4, is equivalent to finding the d largest eigenvectors
v1, . . . , vd of the covariance matrix of the columns of the sample matrices (i.e. performing
PCA on columns). If we use these eigenvectors as columns of a matrix V = [v1| . . . |vd]
then we can obtain the vertical feature matrices as W Tj = Y
T
j V , or equivalently Wj =
V TYj .
1.5.1 Properties of 2DPCA
In Yang and Liu (2007) the authors illustrate three important properties of the 2DPCA,
which we summarize here.
Translation Invariance. Horizontal (vertical) 2DPCA is invariant to row (columns)
permutations in the samples. In fact it’s easy to verify that each term in the sum in
(1.5.3) is a sum of rank 1 matrices of the form vT v where v is a row of the sample, i.e.
(Yj − Y¯ )T (Yj − Y¯ ) =
m∑
i=1
[
(Yj − Y¯ )i·
]T
(Yj − Y¯ )i· ,
and thus a permutation of the rows is just a rearrangement of the terms of the double
sum defining GR.
Uncorrelation. The columns (rows) of the feature matrix obtained from horizontal
(vertical) 2DPCA are uncorrelated. In fact (for horizontal 2DPCA and Z = Y U):
Cov(Z·j , Z·k) = E
[[
(Y − Y¯ )uj
]T
(Y − Y¯ )uk
]
= uTj GRuk
= 0
because of the orthornomality of the eigenvectors of GR.
Minimal Mean Square Error Representation. Given any orthonormal basis
x1, . . . , xn of Rn, one can project the rows of a matrix Y ∈ Rm×n onto these vectors
and write
Y =
n∑
j=1
(Y xj)x
T
j .
By restricting the sum to the first d vectors one can then obtain an approximation
Yˆx1,...,xd :=
∑d
j=1(Y xj)x
T
j . The following proposition can then be proven (see Zhang
et al. (2006)):
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Proposition 1.5.6. Given the orthonormal eigenvectors u1, . . . , un of GR corresponding
to eigenvalues λ1 ≥ . . . ≥ λn ≥ 0 and some integer d ≤ n, then Yˆu1,...,ud minimizes
2 := E
[∣∣∣∣∣∣Y − Yˆx1,...,xd∣∣∣∣∣∣
F
]
which is then equal to 2 =
∑n
j=q+1 λj.
1.5.2 Bilateral 2DPCA
In order to preserve the spatial correlation in the samples Y1, . . . , YN both row and
column-wise, it is possible to find an n × r matrix U and an m × l matrix V to right
and left multiply the samples and obtain l × r bilateral feature matrices of the form
Zi = V
TYiU . A first straightforward approach to do this is presented in Zhang and Zhou
(2005) and consists in applying horizontal 2DPCA to find U and vertical 2DPCA to find
V; we will call this simple bilateral 2DPCA. However, as noted in Kong et al. (2005),
what we really want is to optimize simultaneously for both projections, i.e. find U and
V solution to
min
U∈Rn×r,V ∈Rm×l
N∑
i=1
∣∣∣∣Yi − V ZiUT ∣∣∣∣F . (1.5.7)
Computing independently horizontal and vertical PCA is a compromise which we will
settle for in our numerical trials, since problem (1.5.7) is not easily solvable. In fact in
Kong et al. (2005) it is shown that (1.5.7) is equivalent to maximizing
N∑
i=1
∣∣∣∣V TYiU ∣∣∣∣2F = tr(G¯) ,
where G¯ is the covariance matrix of the projected samples, i.e.
G¯ =
1
N
N∑
i=1
ZTi Zi
=
1
N
N∑
i=1
UTY Ti V V
TYiU .
The trace of G¯ cannot be expressed as a Rayleigh quotient, so unlike for the horizontal
or vertical 2DPCA there is no straightforward way to solve the optimization problem.
However in Kong et al. (2005) the authors propose an iterative algorithm which converges
to a local minimum of (1.5.7), based on the following Lemma:
Lemma 1.5.8. 1. Given Vopt optimal, Uopt columns’ are the first r eigenvectors (i.e.
corresponding to the r largest eigenvalues) of the matrix
G¯′ :=
1
N
N∑
i=1
Y Ti VoptV
T
optYi
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2. Given Uopt optimal, Vopt columns’ are the first l eigenvectors (i.e. corresponding to
the l largest eigenvalues) of the matrix
G¯′′ :=
1
N
N∑
i=1
YiUoptU
T
optY
T
i
The algorithm then simply consists of initializing U0 (for example to the identity matrix
or the matrix given by horizontal 2DPCA) and for each iteration k compute the new
optimal Vk and Uk, until the relative error decrease
θ :=
E(k − 1)− E(k)
E(k − 1) , where E(k) =
1
N
N∑
i=1
∣∣∣∣Yi − VkZiUTi ∣∣∣∣2F ,
goes below a certain threshold .
1.6 Image Quality Assessment
A typical task in signal processing is that of reconstructing or approximating a signal
y ∈ Rn with a distorted version y˜ ∈ Rn. In order to compare different reconstruction
methods it is thus essential to have a good measure of the distortion. One of the most
basic such measures is the Mean Square Error (MSE) which is nothing but the normalized
squared 2-norm:
MSE(y, y˜) :=
1
n
||y − y˜||22 .
In order to account for the very large dynamic range of many natural signals the Peak
Signal to Noise Ratio (PSNR) has historically been used as a reference distortion measure,
which transforms the MSE into a logarithmic decibel scale:
PSNR(y, y˜) := 10 log10
y2∞
MSE(y, y˜)
= 20 log10
y∞√
MSE(y, y˜)
where y∞ = maxi=1,...,n |yi|. In Chapters 3 and 5 we’ll be interested in the case of
the signal being an image, and particularly a natural image that has to be viewed by
humans. The human visual system is incredibly complex,very selective in the information
it registers and sophisticated in processing it. It suffices to think that the estimated
bandwidth of the receptors on the retina is estimated around 20 Gb/s while that of
the optic nerve connecting the eyes to the visual cortex V1 (where most of the selective
processing just starts) is around 4 Gb/s (see Echeverri (2006)). The definitive qualitative
distortion measure for images will be for us "how distorted image y˜ appears when shown
to a number of human subjects", though this is of course very hard to quantify, especially
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Figure 1.2: barbara image (see Figure (5.9c) at page 127) with added Gaussian noise (a)
and rescaled by a 1 +  factor (b)
(a) PSNR = 25.7,HaarPSI = 0.487 (b) PSNR = 25.58,HaarPSI = 0.993
when compared to the ease of computing the PSNR or a similar index for digital images
stored on a computer. It is on the other hand necessary to find something better than
the PSNR, since as can be seen from Figure (1.2) this index is not good for example at
discriminating between white noise and a simple rescaling of the pixel values (i.e. a change
in luminosity of the image), while the second image is clearly for our eyes more similar
to the original than the first. We thus say that a visual quality index performs better
than another if it correlates better with distortion scores given by humans on degraded
versions of an image such as those used in the tests reported on in Ponomarenko et al.
(2015) and Larson and Chandler (2010).
Many indexes that perform better than the PSNR have been proposed in the last
three decades, notably the Structural Similarity (SSIM) (see Wang et al. (2004)) and the
Visual Saliency-Induced Index (VSI) (see Zhang et al. (2014)). Very recently the Haar
Wavelet-Based Perceptual Similarity Index (HaarPSI) has been proposed in Reisenhofer
et al. (2018): from the tests conducted by the authors it appears to behave better than
all other indexes. We will thus use this index in our numerical tests on image reconstruc-
tion, alongside the PSNR for historical and comparative reasons. The HaarPSI uses the
function
∀a, b ∈ R S(a, b) := 2ab+ C
a2 + b2 + C
for some C ∈ R as a fundamental measure of dissimilarity between absolute values of
a 4-level Haar bi-dimensional wavelet transform. It compares the local dissimilarity of
these coefficients between two images and finally sums them up with appropriate weights
to obtain a global dissimilarity index, which is 1 if the two images are perfectly identical
and gradually decreases to 0 as distortion increases.
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1.7 Clustering data
A problem we’ll be dealing with in Chapters 3 and 5 is that of partitioning a data set into
clusters that somehow capture the salient features of the data. This is a very difficult
unsupervised learning task, mainly because it is not clear what the objective is: though
most methods used in practice aim to minimize some measure of inner difference in
the clusters (usually equivalent to maximizing the difference between different clusters)
how this intra- and inter-differences are defined and computed varies with each proposed
model and of course also with the chosen topology for the space. However given a
specific application of these methods, it is usually possible to give an indirect measure
of the quality of the clustering: for example we could use the image reconstruction
methods proposed in Chapters 3 and 5 to give an indirect assessment of the performance
of different clustering methods in the form of the quality of the reconstructed image.
1.7.1 K-Means
We will give a brief overview of some popular clustering methods, starting from the classic
and still widely used K-Means. Given a data set S = {s1, . . . , sN} ⊂ Rn this method
aims at finding a partition S1, . . . , SK of S that minimizes the so-called within-cluster
sum of squares (WCSS):
min
S1,...,SK
S1unionsq...unionsqSK=S
WCSS(S1, . . . , SK) = min
S1,...,SK
S1unionsq...unionsqSK=S
K∑
i=1
∑
s∈Si
||s− µi||22
where µi :=
1
|Si|
∑
s∈Si
s .
(1.7.1)
In other words the WCSS associated to S is the partition minimizing the sum of terms
|Si|VarSi. The problem is NP-Hard (see Aloise et al. (2009)) so some approximation
technique must be used: the typical procedure is the Loyd’s Algorithm described in
Algorithm (1). This consists in iterating a two-step process where first we update the
clusters based on the distance between the samples and the centroids and then we update
the centroids in function of the newly found clusters. Since both these steps decrease the
value of the WCSS function the algorithm is guaranteed to converge to a local minimum.
Instead of fixing the number of iterations I one could fix a threshold for the value for the
WCSS and stop when the chosen partition gives a WCSS value below this. Furthermore
there are various possible strategies for the choice of the initial centroids, which is very
important for the convergence of the algorithm. In Ding and He (2004) it is shown that
the PCA of the data could supply a good initial approximation of the centroids, while
most software implementations use random guesses. For example in the implementation
in the scikit-learn python library (which we used for our numerical tests in Subsection
5.4) the algorithm is run by default 10 times with different random seeds dictating the
choice of initial centroids and finally the best solution is chosen.
If we set to I the number of iterations, the complexity of Lloyd’s Algorithm is easily
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Algorithm 1 Lloyd’s Algorithm
Input: Data set S = {s1, . . . , sN} ⊂ Rn, number of clusters K ∈ N,K < N and number
of iterations I
Output: Partition S1, . . . , SK of S approximating optimal solution to (1.7.1)
1: Randomly choose µ(0)1 , . . . , µ
(0)
K ∈ Rn
2: for i = 1, . . . , I do
3: Assignment Step: Assign each point to the nearest µ(i)k , i.e. define
∀k = 1, . . . ,K S(i)k :=
{
s ∈ S
∣∣∣∣ ∣∣∣∣∣∣s− µ(i−1)k ∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣s− µ(i−1)j ∣∣∣∣∣∣ ∀j 6= k}
4: Update Step: Recompute the centroids of the clusters:
µ
(i)
k :=
1
|S(i)k |
∑
s∈S(i)k
s
5: end for
6: ∀k = 1, . . . ,K Sk := S(I)k , µk := µ(I)k
seen to be O(nNKI). In the special case of the samples being one-dimensional and
K = 2, we can find the exact minimizing solution at the cost of ordering the samples (so
in O(N logN). In fact, supposing the samples are ordered s1 ≤ . . . ≤ sN , it is sufficient
to look at solutions of the type
({s1, . . . , sk}, {sk+1, . . . , sN})
for all k = 1, . . . , N − 1, as we prove in the following original Theorem.
Theorem 1.7.2. For n = 1 and K = 2, suppose the samples are ordered, i.e. S = {s1 ≤
s2 ≤, . . . ,≤ sN} ⊂ R; then ∃k ∈ {0, 1, . . . , N} s.t. the optimal solution to (1.7.1) is of
the form (Sk1 , S
k
2 ) with S
k
1 = {s1, . . . , sk} and Sk2 = {sk+1, . . . , sN}.
Proof. Observe that for any candidate solution (S1, S2) we can write
WCSS(S1, S2) =
∑
s∈S1
|s− µ1|2 +
∑
s∈S2
|s− µ2|2
=
∑
s∈S1
(
s2 + µ21 − 2sµ1
)
+
∑
s∈S2
(
s2 + µ22 − 2sµ2
)
=
∑
s∈S
s2 + |S1|µ21 − 2µ1
∑
s∈S1
s+ |S2|µ22 − 2µ2
∑
s∈S2
s
=
∑
s∈S
s2 + |S1|µ21 − 2|S1|µ21 + |S2|µ22 − 2|S2|µ22
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where we used the fact that
∑
s∈Si s = |Si|µi for i = 1, 2 by definition of the centroids.
We can then write
WCSS(S1, S2) =
∑
s∈S
s2 −F(S1, S2)
where the first term is a constant depending only on S and
F(S1, S2) := |S1|µ21 + |S2|µ22
is always positive; we are thus looking to maximize F(S1, S2). Now, suppose we have a
solution S = (S1, S2): what happens to the value of F if we switch two elements, i.e. we
reassign one element of S1 to S2 and one element of S2 to S1? Define this new candidate
solution S∗ = (S∗1 , S∗2) as S∗1 = (S1 \ {sh})∪ {sk} and S∗2 = S \S∗1 , for some sh ∈ S1 and
sk ∈ S2. We can then write
F(S∗) = |S1||S1|2
∑
s∈S∗1
si
2 + |S2||S2|2
∑
s∈S∗2
si
2
=
1
|S1|
∑
s∈S1
si − sh + sk
2 + 1|S2|
∑
s∈S2
si − sk + sh
2
=
1
|S1|
∑
s∈S1
si
2 + s2h + s2k − 2shsk + 2sk
∑
s∈S1
si
− 2sh
∑
s∈S1
si
+
+
1
|S2|
∑
s∈S2
si
2 + s2h + s2k − 2shsk + 2sh
∑
s∈S2
si
− 2sk
∑
s∈S2
si

= |S1|µ21 + |S2|µ22 +
(
1
|S1| +
1
|S2|
)
(sh − sk)2 + 2µ1(sk − sh) + 2µ2(sh − sk)
= F(S) + f(sk − sh) ,
where
f(x) =
N + 1
|S1||S2|x
2 + 2(µ1 − µ2)x .
The function f is quadratic with two zeros at 0 and 2 |S1||S2|N+1 (µ2 − µ1). Now let Σ =
(Σ1,Σ2) be the optimal solution to problem (1.7.1), and suppose without lack of gener-
ality that s1 ∈ Σ1: we want to show that @i, j, i < j s.t. sj ∈ Σ1 and si ∈ Σ2. If this
were not the case, we show that it would always possible to find indices h and k such
that sh ∈ Σ1, sk ∈ Σ2 such that f(sk − sh) ≥ 0, thus giving Σ∗ a better value than Σ.
In fact, there are 3 possible cases:
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• µ2 − µ1 < 0: it suffices to choose h and k such that sk − sh > 0, always possible
because s1 ∈ Σ1;
• µ2 − µ1 = 0: it suffices to choose sh 6= sk;
• µ2 − µ1 > 0: it suffices to choose h and k such that sk − sh < 0, which can be
done since we’re supposing the claim to be false and thus ∃i < j s.t. si ∈ Σ2 and
sj ∈ Σ1.

It is interesting to note that, if we define the data matrix Y ∈ Rn×N with the samples
si as columns, the K-means optimization problem can be stated in matrix form as
min
C∈Rn×K
X∈RK×N
||Y − CX||2F , ∀j = 1, . . . , N X·j = ek for some k = 1, . . . ,K , (1.7.3)
where the columns of the matrix C represent the centroids of the clusters and the columns
of X the assignment of each sample to one of the clusters. The problem so stated is a
particular case of the dictionary learning problem (4.0.2) which we will treat in Chapter
4; in this interpretation, we are trying to approximate each of the N data points with
one of the K atoms (centroids in the K-means usual formulation). The Loyd algorithm
is then simply an instance of the general scheme 7 at page 91.
It is possible to generalize the K-means problem to any metric space (X, d) by substi-
tuting the centroids with the Frechet means:
∀S ⊆ S µS := arg min
µ∈X
∑
s∈S
d2(s, µ) .
Problem (1.7.1) then becomes
min
S1,...,SK
S1unionsq...unionsqSK=S
WCSS(S1, . . . , SK) = min
S1,...,SK
S1unionsq...unionsqSK=S
K∑
i=1
∑
s∈Si
d2(s− µi, 0) . (1.7.4)
Lloyd’s algorithm still works, the problem is that computing the Frechet means is usually
not trivial at all and a research subject in itself (see for example Kalcsics et al. (2002)
and Nickel and Puerto (1999)). If one simply uses the arithmetic averages in the update
step, regardless of the topology, then the algorithm is not guaranteed to converge since
the value of WCSS may not decrease if the µi are not the real Frechet means.
1.7.2 Graph Based Methods
Another class of methods for clustering a set of N data points are the graph-based meth-
ods which work exclusively on a weighted graph structure obtained from an arbitrary
similiarity measure defined on the samples. The appeal of such methods is the straight-
forward possibility to consider particular and non-standard topologies for the space the
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samples live in: the graph simply captures the structure given by application of the simi-
larity measure on the samples and can be easily experimented with. The construction of
the graph does require O(N2) applications of the similiarity measure in order to compute
the weights, which makes this class of methods much less suitable for large data sets than
K-means.
Given a data set S = {s1, . . . , sN} we define the complete data similarity graph G = (V,E)2
with V = {1, . . . , N} and E = S ×S. We furthermore suppose to have a similarity mea-
sure, i.e. a function σ : S × S → [0, 1] such that σ(si, sj) gives a measure of how similar
samples si, sj ∈ S are, 1 meaning they are the same and smaller values meaning they
are increasingly different. A typical choice is applying a Gaussian kernel to a distance d
defined on S, i.e.
σ(x, y) = e
−β d2(x,y)
σ2S , (1.7.5)
where σ2S is the data variance of the samples and β is some positive real number. The
weights for the graph are then defined as
wij = 1(ρ,1](σ(si, sj)) (1.7.6)
for some parameter ρ ∈ [0, 1) that gives a lower limit to the similarities we wish to
take into consideration: we are ignoring all the relations betwen samples that are too
different from each other because all the corresponding edge weights are set to 0. This
parameter effectively allows us to not consider the complete graph of the whole data-set
(i.e. in practice edges with weight 0 won’t be added to E at all), which is a necessary
compromise when dealing with anything but trivially small data-sets. Having defined the
N ×N affinity matrix W = {wij}i,j=1,...,N and the diagonal N ×N matrix D whose i-th
element is the degree of node si i.e. di =
∑
j∈V wij , we define the normalized Laplacian
matrix
L = D−
1
2 (D −W )D− 12 .
Note that the larger ρ is the sparser W and L will be.
We will describe in detail two graph based clustering methods, namely spectral (Shi and
Malik (2000)) and Felzenszwalb-Huttenlocher (Felzenszwalb and Huttenlocher (2004))
clustering. Both these methods were originally developed for the task of image seg-
mentation. In this case the graph G = (V,E) is built from a gray-valued image in the
following way: each pixel is a vertex and edges connect only neighboring pixels i.e. apart
from the borders of the image each pixel/vertex has 8 neighbors. In the original papers
however the weights are given a different meaning: in Shi and Malik (2000) the more
standard convention of using a Gaussian kernel like in equation (1.7.5) is used, where the
base distance d is simply the absolute value difference between the pixels. Thus in this
2with a slight abuse of notation we will sometimes consider instead G = (S, E) i.e. we will interchange
the sample si with its associated vertex vi: this will be clear from the context and won’t cause loss
of generality
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case the edge weights represent the degree of similarity between vertices. In Felzenszwalb
and Huttenlocher (2004) instead no Gaussian kernel is used: the weight of an edge con-
necting pixels si and sj is given by |si − sj |, thus the edge weights in this case represent
the degree of dissimilarity between vertices. In order to keep consistent with the origi-
nal papers we maintained this difference which is purely formal: one can always switch
between a similarity and dissimilarity graph by a simple manipulation of the matrix W .
1.7.3 Spectral Clustering
The first graph-based clustering method we are interested in is the spectral clustering
method, which partitions the vertices of the data similarity graph based on the spectral
properties of the graph Laplacian matrix. A computation of the second eigenvector of L
is required which in general takes O(N3) time. The method is thus infeasible for anything
but small data sets, unless one uses some approximated version of the method like the
one proposed in Yan et al. (2009), where k-means is first applied with relatively high k
and then spectral clustering is used on the centroids of the k classes. However here we
will refer to the spectral clustering method as detailed in Shi and Malik (2000), where it
was originally developed for the task of image segmentation.
Spectral clustering is a top-down procedure, this means it works by recursively splitting
subgraphs into two: we’ll describe the procedure as applied in the first step to the
whole graph, then this exact same procedure is recursively applied to the two obtained
subgraphs. The main idea is to consider a partitioning of the nodes S = AunionsqB = Aunionsq(S\A)
as the cut that it induces, i.e. the set of edges connecting vertices in A to S \A. For any
two subsets of nodes A,B ⊂ S we can define
assoc(A,B) :=
∑
u∈A,v∈B
wuv ;
the weight associated to the cut induced by A ⊂ S is
cutA := assoc(A,S \A) .
This is some measure of how separated the points in A are from those outside, according
to the chosen similarity measure: it is a measure of inter-class variance. The first strategy
that comes to mind is to simply look for the node subset A that minimizes cutA and
partition the set of nodes into S = A unionsq (S \ A), but of course this favours noticeably
solutions where the cardinality of A is very small (i.e. with very few outgoing edges). In
order to balance for the cardinality the authors of Shi and Malik (2000) define
NcutA = Ncut(A,S \A) = cutAassoc(A,S) +
cutS\A
assoc(S \A,S) , (1.7.7)
where assoc(A,S) = ∑u∈A,v∈S wuv is the total weight of edges with at least one vertex
in A, i.e. it counts both the edges that remain internal to A and those that have the
other edge in S \ A; note that NcutA = NcutS\A. This means that NcutA is the sum of
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the proportions of total weights of edges with one vertex in A (respectively S \ A) that
are outgoing (i.e. have the other vertex in the complementary set). The authors show
that minimizing (1.7.7) is equivalent to maximizing
NassocA = Nassoc(A,S \A) = assoc(A,A)assoc(A,S) +
assoc(S \A,S \A)
assoc(S \A,S) , (1.7.8)
i.e. minimizing the similarity between A and S \ A or maximizing the similarity within
nodes in A and in S \ A lead to the same optimal solution A∗. Solving exactly this
problem is NP-Hard, so the authors propose to reformulate the problem introducing
indicator variables x1, . . . , xN ∈ {−1, 1} s.t. xi = 1 ⇔ si ∈ A and later relax the
integrality constraint obtaining a polynomial time approximated solution. The authors
start with writing
Ncutx := NcutA =
∑
xi>0,xj<0
−wijxixj∑
xi>0
di
+
∑
xi<0,xj>0
−wijxixj∑
xi<0
di
and, after various manipulations, obtain
Ncutx = Ncuty =
yT (D −W )y
yTDy
, (1.7.9)
where y = (1+x)− b(1−x), b =
∑
xi>0
di∑
xi<0
di
and 1 is the vector of all ones. By substituting
z = D
1
2 y into (1.7.9), the authors finally obtain that minimizing (1.7.7) is equivalent to
solving
min
z s.t. zi∈{2
√
di,−2b
√
di}
zT z0=0
zTLz
zT z
, (1.7.10)
where z0 = D
1
21 is eigenvector of L with eigenvalue 0, corresponding to the trivial solution
where all vertices belong to the same cluster, i.e. A = S. If we relax the condition forcing
the discreteness of the components of z, we can use theorem 1.4.3 to state that the optimal
value of (1.7.10) is given by the second eigenvector of L (i.e. the one with smallest non-
zero eigenvalue). This is computed with the Lanczos method (see for example Stoer and
Bulirsch (2013)) and then discretized by selecting a threshold τ and defining A := {si|yi >
τ}. One could theoretically use the successive eigenvectors to further partition the sets,
but the authors claim to have had better results by recomputing the second eigenvector
of the Laplacian matrices of the subgraphs (A,E|A×A) and (S \ A,E|S\A×S\A) (which
are submatrices of L).
For the threshold level τ used to discretize the second eigenvector of L Shi and Malik
propose to use either 0, the median value or the value such that the resulting partition
has the minimum value of NcutA. The implementation of spectral clustering in the
scikit-learn python library (which we will use in our numerical tests) uses by default
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k-means to threshold these values. All possible choices generally give very similar values
of τ , all very close to 0.
Finally we wish to remark how the eigenvectors of L can be used as basis functions to ex-
pand real-valued functions defined on the vertices of the graph. This is done analogously
to the Fourier transform for functions defined on Rn, which consists of writing the orig-
inal function in terms of the eigenvectors of the differential Laplace operator (complex
exponentials). If one defines the zero crossings of a real-valued function f defined on the
vertices of a graph G = (V,E) as the set of edges connecting vertices that f maps to
values with different sign, then it can be seen that eigenvectors corresponding to larger
eigenvalues have larger numbers of zero-crossings. This gives a further insight into the
spectral clustering procedure: the second eigenvector of L gives the optimal3 cut in the
graph and it also represents the slowest varying signal (if we exclude the all-positive first
eigenvector) with respect to the topology induced by the similarity measure, i.e. the
edge weights. For a general introduction to the field of signal processing on graphs see
Shuman et al. (2013).
1.7.4 Felzenszwalb-Huttenlocher Clustering
Another graph-based clustering method is the Felzenszwalb-Huttenlocher method (we’ll
use FH for brevity) which in Felzenszwalb and Huttenlocher (2004) was also originally
developed for segmenting images. While spectral clustering is a top-down method (re-
cursively partitioning the set of vertices into two subsets) the FH method is bottom-up:
each point in the graph starts as its own cluster and at each iteration step two clusters
are examined and a decision as to whether merge them is taken. This decision depends
on two quantities (defined below): the internal difference of each cluster and the differ-
ence between the two, which are two further measures of intra and inter class variance
respectively. For ease of notation and consistency with the original paper, as explained
in subsection 1.7.2 we will suppose without loss of generality that here the weights in the
graph represent a dissimilarity: two data points that are very similar will be connected
by an edge with a low weight and vice versa. Given any subset of vertices A ⊂ V its
internal difference is defined as
Int(A) := max
e∈MST(A,E)
we , (1.7.11)
where MST(A,E) is the minimum spanning tree4 (MST) of the subgraph with vertices
A and all edges in E that are between vertices in A, i.e. the MST of (A,E ∩ A × A).
With a slight abuse in notation we indicate with e ∈ MST(A,E) an edge of the MST
and with we the associated weight. The quantity Int(A) measures the intra variance in
A because it tells us that there is a path between any two vertices in A using only edges
of weight smaller than Int(A). Furthermore, given two regions A1 and A2, the authors
3apart from the approximation introduced by relaxing the discreteness constraint
4the covering tree (i.e. including all vertices) with minimum cumulative edge weight
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define the difference between the two regions as
Diff(A1, A2) := min
(i,j)∈A1×A2∩E
wij . (1.7.12)
Finally given two regions A1 and A2 they define a predicate which evaluates to True if
there is evidence of a boundary between the two regions and to False otherwise:
D(A1, A2) :=
{
True if Diff(A1, A2) > min{Ik(A1), Ik(A2)}
False otherwise
, (1.7.13)
where
Ik(A) := Int(A) +
k
|A| (1.7.14)
is the scaled internal difference of a region. The scaling parameter k is introduced to
give a preference to regions of cardinality not too small with respect to k. In other
words comparing Diff(A1, A2) with the scaled internal differences instead of the internal
differences makes it harder to find evidence for a boundary if one (or both) of the regions
considered have very small cardinality; it is a way to discourage clusters with too few
elements. Note that instead of the term k|A| any positive function τ(A) could be used:
the segmentation will then give a preference to regions A for which τ(A) is big.
With all these quantities set in place, the authors propose a procedure similar to the
classic Kruskal algorithm for computing the MST: starting with each vertex defined as
its own cluster they iterate through the edges by increasing weight and consider the
predicate D(A1, A2), where A1 and A2 are the current clusters containing the vertices on
the two sides of the edge. If the predicate evaluates to False, then the two regions are
merged. Because the edges are being considered by increasing weight, there is no need to
evaluate the minimum in the definition of Diff(A1, A2): the predicate can be evaluated
simply by comparing the current edge weight with min{Ik(A1), Ik(A2)}. See Algorithm
(2). The method is very fast and the dominating computational cost is given by ordering
E by edge weight, which can be done in O(|E| log |E|) time.
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Algorithm 2 Felzenszwalb-Huttenlocher clustering algorithm
Input: Graph G = (V,E) = (S, E)
Output: C = (A1, . . . , Ar) clustering of V , i.e. V = A1 unionsq . . . unionsqAr
1: Sort E into pi = (o1, . . . , om) by non-decreasing edge weight
2: Set C0 = ({s0}, . . . , {sN}), i.e. each vertex is its own cluster
3: for i = 1, . . . ,m do
4: Consider the vertices sh and sl of the i-th edge, i.e. oi = (sh, sl)
5: Let Ai−1h and A
i−1
l be the components of C
i−1 containing sh and sl respectively
6: if Ai−1h 6= Ai−1l and whl ≤ min{Ik(Ai−1h ), Ik(Ai−1l )} then
7: Ci is obtained from Ci−1 by merging Ai−1h and A
i−1
l
8: else
9: Ci = Ci−1
10: end if
11: end for
12: Set C = Cm
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2 Tree-based Haar-wavelet
Generalizations
In this Chapter we want to present a scheme for adaptive generalizations of the Haar
wavelet transform; we will then see in chapters 3 and 5 two actual implementations of
such a scheme, used for sparse image representation and dictionary learning respectively.
The first insight is to consider what we’ll term the Haar dependency tree associated to
a wavelet transform, similarly as to what proposed in Ram et al. (2011) and Murtagh
(2007) (see also Gavish et al. (2010)). In multi-level wavelet transforms, the coefficients
at one level are computed as the convolution between the coefficients at the previous level
and a pair of filters of finite support. Each coefficient will then be a linear combination of
only s coefficients at the previous level, where s is the length of the filter support. These
dependencies between coefficients at different levels are represented as edges between
nodes in the tree, where each node corresponds to a coefficient.
We will be mainly interested in the simplest case, that is ` levels of a Haar wavelet
transform. If applied to a one-dimensional signal of length 2` the associated tree is a
complete binary tree, where the leafs correspond to the samples and all other nodes to
an approximation coefficient, the root node being the global average. We will see how,
due to linearity, it is equivalent building the tree starting from the leafs (as is usually
done) or from the root node.
With this scheme in mind, we are interested in two approaches to make the transform
adaptive, which can be seen as particular cases of a single more general framework. The
first consists of using a clustering procedure to successively partition or agglomerate the
samples, depending on whether we’re building the tree starting from the root node or the
leafs; we will be mainly interested in the former. In Chapter 5 we will use this procedure
to develop a dictionary learning method. The second consists of inserting a permutation
step before the convolution and downsampling operations of the wavelet transform, which
in the tree representation corresponds to inserting bipartite subgraphs in between nodes
corresponding to different levels of the transform; in this case we are building the tree
from the bottom up. In Chapter 3 we will be using this procedure to design an adaptive
wavelet transform for images.
We will start by going through a simple example, namely the 3-level one-dimensional
Haar wavelet transform of the signal
z =
√
2 [2, 6, 0, 6, 3, 6, 1, 0] ∈ R8
which we already computed in Example 4 at p. 20. The main concepts we are interested
in were inspired by this simple case, and we think this approach will aid the more abstract
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theory in the rest of the Chapter. We associate each level of the wavelet transform to
a level of a binary tree, where the nodes correspond to the approximation coefficients.
The tree is constructed from the leaf nodes upwards: at the third level of the tree there
is a leaf node for each sample in z = {a3,k}k=0,...,7. The convolution of the values in
{a3,k}k=0,...,7 with the low and high pass wavelet filters (which are both of length 2 in the
Haar case) and subsequent downsampling give origin to {a2,k}k=0,...,3 and {d2,k}k=0,...,3:
for k = 0, . . . , 3
a2,k =
1√
2
(
a3,2k + a3,2k+1
)
d2,k =
1√
2
(
a3,2k − a3,2k+1
)
,
which are half the length of {a3,k}k=0,...,7 (see also equation (1.2.25) at page 19). For each
value v in {a2,k}k=0,...,3 a new node in the tree is created, and edges are added from it to
the nodes corresponding to the values in {a3,k}k=0,...,7 of which v is a weighted average.
So after the first level of the transform we have this forest of 4 trees, where for each
non-leaf node we are labeling the node with the couple (a, d) consisting of the respective
approximation and detail wavelet coefficients:
8,−4
2
√
2 6
√
2
6,−6
0 6
√
2
9,−3
3
√
2 6
√
2
1, 1
√
2 0 .
We can then extend this process to further levels, obtaining a forest of 2 trees (each now
with 4 leafs) associated to the computation of a1, and finally a single tree (with 8 leafs)
for the computation of all the 3 levels of the transform:
8,−4
2
√
2 6
√
2
6,−6
0 6
√
2
9,−3
3
√
2 6
√
2
1, 1
√
2 0
14√
2
, 2√
2
10√
2
, 8√
2
12, 2
.
If we label the nodes in the tree with (aj,k, dj,k) where j represents the level and k the
component of the vector, we obtain the following tree describing the dependency structure
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between coefficients at different levels of a Haar wavelet transform for any vector in R8:
a2,0, d2,0
a3,0 a3,1
a2,1, d2,1
a3,2 a3,3
a2,2, d2,2
a3,4 a3,5
a2,3, d2,3
a3,6 a3,7
a1,0, d1,0 a1,1, d1,1
a0,0, d0,0
.
There are three reasons why we are interested in this construction:
1. it gives some intuition as to why the normal bottom-up procedure of comput-
ing {a2,k}k=0,...,3 and {d2,k}k=0,...,3 from z, {a1,k}k=0,...,1 and {d1,k}k=0,...,1 from
{a2,k}k=0,...,3 and so on is equivalent to a top-down procedure: since to go up one
level in the tree we do a weighted average of the level below, due to linearity it
must be possible to express the values of each node as a weighted average of the
values in the leafs that are sons to it. In fact we will see in Proposition 2.0.7 (and
more specifically in its Corollary) that if we know z, we can for example directly
compute a0,0 and d0,0 as
a0 =
√
2
3
8
8∑
i=1
zi
d0 =
√
2
3
8
(
4∑
i=1
zi −
8∑
i=5
zi) .
2. The concept of the tree allows for at least two generalizations which insert data-
adaptivity into the transform: these are obtained by allowing non-uniform par-
titionings of the data (which lead to non-complete binary trees) and adding a
permutation layer in each layer of the tree. We will detail these in Sections 2.2 and
2.3.
3. The tree clearly illustrates the relation of dependency between coefficients: the
second value of a1 (i.e. 10√2) is totally independent from the first half of the vector
z, i.e. it is not affected by changes in the values of z1, . . . , z4. We will use this
concept in the case of the Region Based Easy Path Wavelet Transform (RBEPWT)
for restricting the transform to a region of interest in an image.
We now wish to give a slightly more abstract description of the procedure above in order
to build a framework that will encompass the classical one-dimensional Haar wavelet
transform as well as the RBEPWT and tree-based dictionary constructions of Chapters
3 and 5, respectively. Let S = {s1, . . . , sn} ⊂ V be the finite collection of samples we
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wish to analyze, where V is some vector space. In the simplest case of a one-dimensional
signal (e.g. audio or stock price), V is the real line R; in the case of m × n patches
extracted from a gray-valued image, V is Rm×n. We will be organizing the data in S in
a binary tree T = (N,E) structure, where each node ν ∈ N corresponds to some subset
Sν ⊂ S and the edges in E describe a hierarchy of these sets with respect to the ⊂ partial
order. We will suppose that a root node r has been fixed, and given a node ν we will call
ν0 and ν1 his two sons. More generally we will use binary strings to indicate the path in
the tree starting from a certain node: ν010 and ν011 are the left and right sons of node
ν01 which can be reached from ν by picking the right son of its left son. We furthermore
define a level function ` : N → N which associates to any node its level in the tree:
`(ν) =
{
0 if ν = r
`(µ) + 1 if ν = µ0 or ν = µ1 .
The depth of the tree can then be defined as ∆ = maxν∈N `(ν). We can use the level
sets of ` to define the slices
Nλ = {ν ∈ N |`(ν) = λ} . (2.0.1)
We will call N` the set of leaf nodes (i.e. the only nodes in N that have no sons); note
that N∆ ⊆ N` is always true, but the opposite inclusion holds only in the special case of
the tree being complete, i.e., when all leafs are at the same (maximum) level. It is clear
that we can write N as the disjoint union of the slices Nλ:
N = unionsq∆λ=0Nλ .
Finally we stress that if ν ∈ Nλ \N` then its sons ν0, ν1 are in Nλ+1. We can now give
the following definition, which we will soon clarify with a detailed example:
Definition 2.0.2. Given a set of samples S = {s1, . . . , sn} ⊂ V in a vector space V ,
we will call a Haar dependency tree any binary tree T = (N,E) with root r in which
every node ν corresponds to a subset of the samples Sν ⊆ S and where two functions
A,D : N → V are defined s.t.:
1. the edges of the tree describe a hierarchy between the sets Sν for the ⊂ partial
order. Namely each Sν is partitioned into the two sets corresponding to its sons:
∀ν ∈ N \N`, Sν = Sν0 unionsq Sν1 .
2. The following holds
∀ν ∈ N, A(ν) :=
{
KA
|Sν |
(
|Sν0 |A(ν0) + |Sν1 |A(ν1)
)
if ν ∈ N \N`
α(Sν) if ν ∈ N` ,
(2.0.3)
∀ν ∈ N \N`, D(ν) := KD|Sν |
(
|Sν0 |A(ν0)− |Sν1 |A(ν1)
)
, (2.0.4)
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where KA and KD are some real costants and α : 2S → V some function which
associates a representative vector to any set of vectors (for all practical purposes
we will use the sample mean, see below).
We will denote such a Haar dependency tree with (T, r, {Sν}ν∈N ,A,D).
Equations (2.0.3) and (2.0.4) resemble those for computing approximation and detail
coefficients in the classical one-dimensional Haar wavelet transform, and in fact in that
case they will reduce to these (see Subsection 2.1). Note however that here for a given
node ν, A(ν) and D(ν) are elements of V , which is not in general a field; thus it doesn’t
make sense to think of these values as coefficients that multiply basis functions, as is
the case for the wavelet transform. We will therefore refer to functions A and D as
approximation and detail vectors associated to the nodes of the tree (but still use the
term coefficients when V = R).
Example 5. Suppose we are given the following tree
r
r0 r1
r10 r11
r100 r101 ,
which partitions the sample set S = {−3, 0, 4, 2,−1, 6,−5} in the following way:
{−3, 0, 4, 2,−1, 6,−5}
{−3,−1} {0, 4, 2, 6,−5}
{4,−5} {0, 2, 6}
{−5} {4} .
Suppose KA = KD = 1 and α(Sν) = 1|Sν |
∑
w∈Sν w; we can then compute (starting from
the leafs) the values of A and D according to (2.0.3) and (2.0.4):
A(r100) = −5
A(r101) = 4
A(r11) = 1
3
(0 + 2 + 6)
=
8
3
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A(r0) = 1
2
(−3− 1)
= −2
A(r10) = 1
2
(|{−5}|A(r100) + |{4}|A(r101))
=
1
2
(−5 + 4)
= −1
2
D(r10) = 1
2
(|{−5}|A(r100)− |{4}|A(r101))
=
1
2
(−5− 4)
= −9
2
A(r1) = 1
5
(|{4,−5}|A(r10) + |{0, 2, 6}|A(r11))
=
1
5
(
2(−1
2
) + 3(
8
3
)
)
=
7
5
D(r1) = 1
5
(|{4,−5}|A(r10)− |{0, 2, 6}|A(r11))
=
1
5
(
2(−1
2
)− 3(8
3
)
)
= −9
5
A(r) = 1
7
(|{−3,−1}|A(r0) + |{0, 4, 2, 6,−5}|A(r1))
=
1
7
(
2(−2) + 5(7
5
)
)
=
3
7
D(r) = 1
7
(|{−3,−1}|A(r0) + |{0, 4, 2, 6,−5}|A(r1))
=
1
7
(
2(−2)− 5(7
5
)
)
= −11
7
.
Note that A(r) = 37 = 17
∑
s∈S s. 
Like in the classical wavelet transform we have synthesis formulas: with formulas
(2.0.3) and (2.0.4) we can compute the values of A(ν) and D(ν) from the values of A(ν0)
and A(ν1) (i.e. we’re moving up the tree), but we can also compute A(ν0) and A(ν1)
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from A(ν) and D(ν) (i.e. going down the tree):
Proposition 2.0.5. Given a Haar dependency tree (T, r, {Sν}ν∈N ,A,D), the following
holds for any node ν /∈ N`:
A(ν0) = |Sν |
2|Sν0 |
(
1
KA
A(ν) + 1
KD
D(ν)
)
A(ν1) = |Sν |
2|Sν1 |
(
1
KA
A(ν)− 1
KD
D(ν)
)
.
(2.0.6)
Proof. Simply substitute (2.0.3) and (2.0.4) into the right hand sides of equations (2.0.6).

Thus if we know the value of A and D for a certain node ν, we can use these equations
to determine the values for all the nodes in the subtree rooted in ν, including the values
of α on the leaf nodes. This is possible in the important special case, which we will
suppose to be in from now on, of α being the sample mean, i.e. α(Sν) = 1|Sν |
∑
w∈Sν w.
We have the following:
Proposition 2.0.7. If α is the sample mean, then for any node ν ∈ N such that the
binary tree rooted in ν Tν = (Nν , E ∩ Nν × Nν) is complete (where Nν is the subset of
nodes that are successors to ν) we have
A(ν) = K
δ
A
|Sν |
∑
w∈Sν
w = KδAα(Sν)
D(ν) = KDK
δ−1
A
|Sν |
( ∑
w∈Sν0
w −
∑
w∈Sν1
w
)
,
(2.0.8)
where δ is the depth of Tν .
Proof. We prove (2.0.8) by induction on δ. The base case δ = 0 (i.e. ν ∈ N`) follows
from definition (2.0.3). If the statement is true for δ, take ν ∈ N such that Tν has depth
δ + 1. Since Tν is complete we know that Tν0 and Tν1 have both depth δ, thus we have:
A(Sν) = KA|Sν |
(|Sν0 |A(Sν0) + |Sν1 |A(Sν1))
=
KA
|Sν |
(|Sν0 |KδAα(Sν0) + |Sν1 |KδAα(Sν1))
=
Kδ+1A
|Sν |
( ∑
w∈Sν0
w +
∑
w∈Sν1
w
)
= Kδ+1A α(Sν) .
The formula for D(ν) follows simply by substituting (2.0.8) into definition (2.0.4). 
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Corollary 2.0.9. If the Haar dependency tree is complete (e.g. in the classical one-
dimensional Haar transform) then equations (2.0.8) hold for all the nodes in the tree.
If we want to drop the hypotheses on the subtree being complete, we have to require
KA = KD = 1. In fact, given a node ν in the tree, we know that A(ν) will be some
weighted average of the samples in Sν0 and Sν1 , but we don’t know these weights exactly
because they are of the form KγA where γ depends on the depth and structure of the
subtrees centered in ν0 and ν1, which we know nothing about. We have:
Proposition 2.0.10. If α is the sample mean and KA = KD = 1, then for any node
ν ∈ N we have:
A(ν) = α(Sν)
D(ν) = 1|Sν |
( ∑
w∈Sν0
w −
∑
w∈Sν1
w
)
. (2.0.11)
Proof. The proof goes exactly as the one for Proposition (2.0.7), with the exception
that in the induction step we don’t need for Tν0 and Tν1 to have the same depth since
KδA = K
δ
D = 1 for any δ. 
2.1 Classical one-dimensional wavelet Haar transform
Let V = R, KA = KD =
√
2 and α be the sample mean. Let’s suppose that n = 2L with
L ∈ N and that we want to apply exactly L levels of the wavelet transform. Like shown
in the example in the beginning of the Section, the tree is built from the bottom up: for
each si in the sample set S = {s1, . . . , sN} we define a leaf node λi. The sets associated
to the leafs nodes are the singletons with the corresponding samples, i.e. Sλi = {si}. We
then iterate through the leafs and for each pair of nodes λ2j and λ2j+1 we add a node νj
that has them as sons. From formulas (2.0.3) and (2.0.4) we obtain
A(νj) =
√
2
2
(
α(Sλ2j ) + α(Sλ2j+1)
)
=
1√
2
(
s2j + s2j+1
)
and
D(νj) =
√
2
2
(
α(Sλ2j )− α(Sλ2j+1)
)
=
1√
2
(
s2j − s2j+1
)
,
(2.1.1)
which are the classical analysis formulas for the Haar wavelet transform (see (1.2.25)).
Thus, as expected, in this case A and D represent exactly the approximation and detail
coefficients. We can of course iterate this procedure and build the whole tree like we did
in the example at the beginning of the Section. In this case if ν ∈ N∆−k then the set
Sν is given by a window on the signal of length 2k: {sh, . . . , sh+2k−1}. Since the samples
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lie on the real line the nodes at all levels are naturally ordered, a fact that allows us to
specify exactly this window. We have:
Lemma 2.1.2. If νj is the j-th node at level ∆− k then Sνj = {sj2k , . . . , sj2k+2k−1}.
Proof. By induction on k: if k = 0 then νj is a leaf node and thus by definition Sνj = {sj}.
Suppose now the formula is true for k−1 and take νj to be the j-th node in N∆−k. From
(2.1.1) we have Sνj = Sµ2j ∪ Sµ2j+1 where µ2j and µ2j+1 are respectively the 2j-th and
2j + 1-th nodes in N∆−k+1. Thus by using the induction hypothesis, noticing the last
element of Sµ2j is the predecessor to the first element of Sµ2j+1 we obtain
Sνj = {s2j2k−1 , . . . , s2j2k−1+2k−1−1} ∪ {s(2j+1)2k−1 , . . . , s(2j+1)2k−1+2k−1−1}
= {sj2k , . . . , sj2k+2k−1} .

Using the Lemma we can write Proposition 2.0.7 in the notation of Section 1.2 for the
approximation and detail coefficients of the classical Haar wavelet transform:
Proposition 2.1.3. Given the L-levels Haar wavelet transform of the signal [s1, . . . , s2L ],
for any k = 1, . . . , L we can write the j-th component of aL−k (dL−k) as a uniformly
weighted sum of 2k components of the samples:
aL−k(j) = 2−
k
2
j2k+2k−1∑
h=j2k
sh (2.1.4)
dL−k(j) = 2−
k
2
j2k+2k−1−1∑
h=j2k
sh −
j2k+2k−1∑
h=j2k+2k−1
sh
 . (2.1.5)
The underlying reason that permits us to proove this Proposition is of course the linearity
and invertibility of the analysis and synthesis formulas: basically we have simply found
a closed form for the recurrent equations (1.2.25).
Finally we wish to discuss what happens when we compute fewer than L levels of the
transform. Starting with the leaf nodes λi, for each level of the transform a new level of
nodes is added which contains half the nodes of the preceding level. If we are computing
L levels we will go all the way to the root node r. If we stop before, we will have a
multi-rooted tree, or equivalently a set of disjoint complete binary trees: if we compute
only l levels of the transform we will have n/2l trees, each with 2l leaf nodes. The trees
being disjoint means that the values of approximation and detail coefficients at upper
levels will only be influenced by the value of the leaf nodes in that very same tree. Thus
the computation of the tree is completely decoupled into n/2l independent computations
of trees corresponding to only a fraction of the samples.
55
2 Tree-based Haar-wavelet Generalizations
2.2 Adaptive dictionary
Let α be the sample mean, KA = KD = 1 and the tree is built top-down. There
are no restrictions on the vector space V as long as we have some clustering method
C : 2S → 2S × 2S that partitions any subset of data in two, i.e.
∀S ⊂ S S = C(S)0 unionsq C(S)1 .
We start from the root node, i.e. we apply C to the whole set S obtaining nodes r0
and r1. We define Sr0 := C(S)0 and Sr1 := C(S)1. In general given node ν, if Sν does
not satisfy a stopping condition1, we will add to the tree the son nodes ν0 and ν1 with
associated sets Sν0 := C(Sν)1 and Sν1 := C(Sν)2.
Differently than in the other two cases (classical Haar transform and RBEPWT), the
tree here isn’t generally complete: leaf nodes may have different levels. If only a certain
number of tree nodes is required for, the tree structure depends also on details of the tree
visiting method and branching criteria: see Subsection 5.3.1. As a general guideline, the
deeper a subtree is the smaller cardinalities will have its leafs, with the extreme being
that each leaf corresponds to a singleton set containing just one sample.
In Chapter 5 we will be interested specifically in the case V = Rm×Rn: the data points
will be small m× n patches extracted from one or multiple gray-valued images. We will
use all the detail vectors from the tree and A(r) as an overcomplete dictionary and will
be able to control the cardinality of the dictionary both directly (limiting the number of
visited tree nodes) or indirectly (branching on a node ν only if Sν is big enough): see
Subsection 5.3.1.
2.3 RBEPWT
For the RBEPWT (Region Based Easy Path Wavelet Transform) in Chapter 3 we will
be building the tree bottom-up: let V = R, KA = KD =
√
2 and α be the sample mean.
The structure of the transform will be slightly more complex and the Haar dependency
tree definition has to be modified. In fact, as we will explain in full detail in Chapter 3,
the RBEPWT consists of vectorizing a two-dimensional gray-value image along a certain
path and then applying one level of a wavelet transform (here we’re always restricting
ourselves to the Haar wavelet). The reordering of the data due to the path finding
procedure corresponds to applying a permutation to the vectorized samples prior to
convolving them with the wavelet analysis filters. We can model this procedure with the
Haar dependency tree by redefining the sons of a node to incorporate the permutation,
obtaining a construction that is basically what is described in Ram et al. (2011). We
thus need to modify definition (2.0.2) as follows:
Definition 2.3.1. A Haar dependency tree with permutation is a complete Haar depen-
dency tree (T, r, {Sν}ν∈N ,A,D) together with a bijection σλ : Nλ → Nλ for every level
1for example if the sample variance of the data points in Sν is above a fixed threshold. See Chapter 5.
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λ. The nodes at every level are indexed Nλ = {ν0λ, . . . , νKλλ } and the sons of a node
ν := νjλ with λ < ∆ are so defined:
ν0 := ν
σ−1λ+1(2j)
λ+1 ,
ν1 := ν
σ−1λ+1(2j+1)
λ+1 .
(2.3.2)
With this definition of sons that incorporates the permutation, points (1)-(2) of definition
(2.0.2) must hold, where again ν := νjλ. We will denote such a Haar dependency tree
with permutation with (T, r, {Sν}ν∈N , {σλ}λ=0,...,∆,A,D).
To understand why the definition has to be altered in this way, it may be of help to
visualize the permutation as a bipartite graph: create a set of nodes corresponding to
the elements being permuted, then create a second identical set of nodes, adding an edge
between a node from the first set and one from the second if the permutation brings the
former element into the latter. For example we would represent the cyclical permutation
σ = (1 4 3) with:
1 2 3 4
1 2 3 4 .
We can then think of inserting such a bipartite graph into every level of the Haar depen-
dency tree: for every node νjλ at level λ we create an additional twin node µ
σλ(j)
λ , and a
corresponding edge between these two nodes. These edges simply represent a reordering
of the samples - we want the values of A and D, as well as the sets S
νjλ
and S
µ
σλ(j)
λ
to be
the same on any node νjλ and his twin node µ
σλ(j)
λ . A node ν
j
λ−1 will have as sons µ
2j
λ
and µ2j+1λ on which the values of A(νjλ−1) and D(νjλ−1) will depend. These sons are in
turn connected through the bipartite graph to their twin nodes, so we can actually write
the values of A and D on νjλ−1 without introducing nodes of type µλ. For example we
can write
D(νjλ−1) =
KD
|Sν |
(
|S
µ2jλ
|A(µ2jλ )− |Sµ2j+1λ |A(µ
2j+1
λ )
)
=
KD
|Sν |
(
|S
ν
σ−1
λ
(2j)
λ
|A(νσ
−1
λ (2j)
λ )− |S
ν
σ−1
λ
(2j+1)
λ
|A(νσ
−1
λ (2j+1)
λ )
)
,
and analogously for A. This is exactly what we described more succinctly in definition
(2.3.1). See Figure (2.1).
We will use this tree construction in Section 3.4 to separate the RBEPWT coefficients
into two classes depending on whether they are responsible or not for the reconstruction
of a certain region in the image; this will allow us to encode with different quality levels
a Region of Interest and the rest of the image.
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Figure 2.1: Part of a Haar dependency tree with permutation where σλ = (0 1 2)
µ0λ+1 µ
1
λ+1 µ
2
λ+1 µ
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λ+1 µ
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Instead of choosing an a priori frame to approximate the image, one can instead choose
to adapt the frame elements to the particular image. Many different approaches to this
concept have been studied in the recent years, such as bandlets Le Pennec and Mallat
(2005), grouplets Mallat (2009) and dictionary learning methods (see Chapters 4 and
5). For a review of adaptive image representations see Peyré (2011). In Plonka (2009) a
new adaptive transform for images termed Easy Path Wavelet Transform (EPWT) was
introduced. In this method, a path is found among the points of the image that leverages
local correlation in the gray values so as to produce a one-dimensional signal with low
entropy. At every level of the transform such a path is found and then a one-dimensional
wavelet transform is applied. The image quality obtained with this method is very good
when compared to other methods; the main drawback comes from the need to store the
paths for each level, which are needed during decoding. In Plonka et al. (2012) and
Plonka et al. (2013) it was shown that, with a suitable choice of the paths, the N -term
approximation given by the EPWT is optimal for piecewise-Hölder functions. In Plonka
et al. (2011) the EPWT was used as part of a hybrid method for Image Approximation
while in Heinen and Plonka (2012) for denoising of scattered data.
In recent years there has been a big interest in using wavelet-like transforms for natural
image compression and denoising. One wishes to find an appropriate transform such that
the most important information of the image is concentrated in few coefficients; by then
thresholding coefficients and keeping only the largest ones, one hopes to obtain a good
quality approximation of the original image. However simply using a two-dimensional
tensor wavelet transform doesn’t yield good results, mainly because edges are poorly
preserved. This is due to the support of the basis elements not being adapted to the
directional geometric properties present in natural images. Therefore transforms such
as curvelets (Candes et al. (2006),Candès and Donoho (2004)) and shearlets (Guo et al.
(2004),Guo and Labate (2007)) have been developed, which are highly redundant frames
with strong anisotropic selectivity. However these are non-adaptive frames which loose
their near optimal approximation properties if strong hypotheses are dropped on the
edges in the image (namely piecewise C2).
In Budinich (2017b) and Budinich (2017a) a variation on the original EPWT method
was proposed, called the Region Based Easy Path Wavelet Transform (RBEPWT) method.
The idea of this method is to reduce the adaptivity storage cost by not requiring to store
the paths like in the EPWT. In order to achieve this, a segmentation method is applied
to the image in a first step, in order to partition the image into areas of low variation
of the gray values. Then, for each region, a path is found in some canonical manner:
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the path depends only on the geometrical shape of the region’s border and not on the
gray-values of the inner pixels. In this way in the final encoding one needs to store only
the regions obtained from the initial segmentation step and the wavelet coefficients; the
paths, being a deterministic function of the region’s shape, can be recomputed on-the-fly
during decoding, and thus need not be stored. In this Chapter we review the aforemen-
tioned papers with the exception of subsection 3.3.3 which is original to this manuscript.
The quality of the lossy compression obtained from decoding a hard-thresholded set of
coefficients heavily depends on the initial segmentation. In this regard one would like a
segmentation that finds regions where the local variance in the gray-values of the pixels
is low - we do not care if the identified regions correspond to semantic areas in the image
(which is the objective of many segmentation methods used in computer vision), but we
wish instead to not have big jumps in the gray-values in the regions. We thus need a
segmentation algorithm that essentially does a clustering: if we think of the image as a
set of points in a three-dimensional space, where the first two coordinates are the indexes
of the pixel and the third its gray-value, we wish for the segmentation to identify the
main clusters of such points. We experimented with the Felzenszwalb-Huttenlocher algo-
rithm (see Section 1.7.4) and the Texture and Boundary Encoding Segmentation (TBES)
proposed in Rao et al. (2010).
3.1 General Framework
Both the original EPWT method and the RBEPWT conform to a common general
framework which we will describe here. Let f : I → {0, . . . , 255} be the input image,
where I = {(i, j) | 0 ≤ i, j ≤ n − 1} is the set of indexes and n = 2k for some k ∈ N;
assume I is ordered in some canonical manner, for example using the lexicographical
ordering. Let L ∈ N be the number of levels of the transform; 2L ≤ n2 must hold.
Choose a set of low-pass and high-pass 1-dimensional wavelet analysis and synthesis
filters h, g, h¯, g¯ (see Section 1.2).
Define IL := I and fL := f . The encoding for the first level consists of:
1. Finding a path in IL; this can be thought equivalently as a function
pL : {0, 1, . . . , |IL| − 1} → IL (3.1.1)
or as a permutation of the elements of IL. How this path is found is the central
point of such methods, and what differentiates the EPWT from the RBEPWT; we
will comment more on this later. We can then define f˜L : {0, 1, . . . , |IL| − 1} →
{0, . . . , 255} by f˜L := fL ◦ pL as the 1-dimensional signal obtained from sampling
the image along the path.
2. Apply one level of a periodic 1-dimensional discrete wavelet transform to f˜L, ob-
taining approximation and detail coefficients aL and dL respectively (see equations
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(1.2.20) and (1.2.21) at page 18):
aL(k) := f˜L ? h¯(2k)
dL(k) := f˜L ? g¯(2k), k = 0, . . . ,
|IL|
2
− 1 .
(3.1.2)
3. Define IL−1 := {pL(2k) s.t. k = 0, . . . , |IL|2 − 1}; it is the subset of IL obtained
by taking only the coordinates corresponding to even indexes in the path pL, i.e.
it is IL decimated by a factor of 2, following the order induced by pL. Define
fL−1 : IL−1 → {0, . . . , 255} by fL−1(pL(2k)) = aL(k).
Now, IL−1 and fL−1 are a new set of indexes and a vector of values respectively,
with half the points of IL. We remark that IL−1 will not in general be of the form
{(i, j) | 0 ≤ i, j ≤ k}, i.e. it won’t be a set of uniformly spread points; the path pro-
cedure must thus not make such an assumption. One can then iterate the 3 steps of
encoding, at each level halving the number of points. See Figure 3.1.
In summary the encoding steps of the transform consist of:
1. permuting the order of the points (i.e. find a path),
2. applying a discrete wavelet transform,
3. storing the detail vector and use the approximation vector as values for the new
level, which is obtained by down-sampling the points along the found path.
Since we are interested in lossy compression, typically after the encoding a thresholding
procedure will be used on the coefficients enforcing sparsity. Following the usual assump-
tion that the coefficients with smallest absolute value in the encoded image are the least
significant ones, we simply keep the N largest coefficients (in absolute value) and set the
others to 0.
For decoding one needs the approximation vector for the lowest level, all the wavelet
detail vectors and the permutations for each level. Then the decoding procedure consists
simply of
1. applying the inverse wavelet transform for that level,
2. applying the inverse permutation for that level.
Note that, since we are only interested in the final result of the decoding (where the
spatial disposition of the points is given by the canonical ordering chosen in advance), we
do not need to know, for the intermediate levels, which value in the vector corresponds
to which point in space. In other words, while during encoding we down-sample both the
points in space and the vectors of values associated to them, in the decoding phase we can
operate on the vectors only, upsampling and permuting them. The spatial information is
needed only during encoding in order to find the path, i.e. the order according to which
we vectorize the 2-dimensional data; during decoding this order (given by the inverse
permutations) is already known.
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(a) (b)
(c) (d)
Figure 3.1: Toy example of the general procedure for EPWT and RBEPWT: a 4×4 gray-
value image is vectorized along a path and its next level points are obtained
by downsampling by a factor of 2; here L = 4 and n = 4. (a), (b): the points
in I4 and I3 respectively with the chosen paths shown as yellow arrows; the
values of a4 and a3 are the greyvalues of the pixels. (c), (d): plots of the
vectorized images along the paths for level 4 and 3 respectively, i.e. f˜4 and
f˜3.
3.2 EPWT
In the EPWT method the path at level l starts from a canonical point (for example (0, 0))
and at each step, among the closest points that are still avaiable (i.e. aren’t already part
of the path), it greedily chooses the point that gives the least difference in absolute value:{
pl(0) := (0, 0)
pl(k + 1) ∈ arg min(i,j)∈Ah¯(k) |f l(i, j)− f l(pl(k))|
(3.2.1)
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where h¯ := min{h ∈ N, Ah(k) 6= ∅}
and Ah(k) = B◦h(p
l(k))
⋂(
I l \ ∪k−1m=1pl(m)
)
.
Here B◦h((i, j)) denotes the punctured ball
1 centered in point (i, j) of radius h and h˜ is the
minimum required radius to obtain a neighborhood of point (i, j) that contains points
in I l that have not yet been taken as previous points of the path. If the arg min set
contains more than one element, the choice can be done so as to minimize the direction
change in the path.
In order to have access to the inverse permutations during encoding, the paths for each
level have to be stored, alongside the wavelet detail and approximation coefficients. In
Plonka (2009) it was shown that, with the same number of coefficients, the EPWT greatly
outperforms the classical 2-dimensional wavelet transform. However the storage cost is
strongly affected by the need to store all the permutations; this is the point the RBEPWT
wishes to address.
3.3 RBEPWT
In the region based EPWT, we first apply a segmentation method to the image, in
order to obtain a partition of the original image into regions (subsets of points). The
rationale is that if we have regions where the variation in gray-values is small, then
it is not so important which path is taken inside that region. We can then have a
canonical path-finding procedure which does not depend on the gray-values. In this
way the final encoding consists of the wavelet detail, the approximation coefficients and
the segmentation. We need not to store all the paths, since these depend only on the
segmentation and not on the pixel grayvalues and thus they can be recomputed on-the-fly
during decoding.
We will comment in subsection 3.3.2 on the properties the segmentation method should
have. For now suppose that the segmentation step identifies regionsR0, R1, . . . , Rr−1 ∈ P(I)
where I is the set of indexes in the image and P(I) denotes the set of sets of I. The
regions form a partition of the index set I (i.e. ∪r−1i=0Ri = I and Ri∩Rk = ∅ for all i 6= k)
and are given in the form of a label image Λ ∈ {0, 1, . . . , r − 1}N×N , obtained by filling
region Rh with the value h, such that (i, j) ∈ Rh ⇔ Λi,j = h.
Suppose now we have a function Π that associates to any set of points a Hamiltonian
path in the complete graph generated by these points (or equivalently, supposing the
points in R are already ordered, a permutation of these points). In other words, for any
region R we wish for Π(R) to be a bijection from {0, 1, . . . , |R| − 1} to R. Later we will
present two examples of such functions Π, the region-easy-path and the region-grad-path.
Call RLk := Rk for all k = 0, . . . , r−1 and define the region collection at the highest level
L of the transform as RL := {RL0 , RL1 , . . . , RLr−1}. For each region k, call ρLk the path
in it given by Π, i.e. ρLk = Π(R
L
k ) : {0, 1, . . . , |RLk |} → RLk . By gluing all these paths
1we use either the max distance, defined by d((i, j), (k, l)) = max {|i−k|, |j− l|}, or the usual Euclidean
distance
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together we obtain
pL := ρL0 ∪ ρL1 ∪ . . . ∪ ρLr−1,
which is a bijection from {0, 1, . . . , |IL|} to IL, i.e. a permutation of the whole index set.
At this point a global path is defined, and we can proceed just as described in points
1-3 of the general framework described in subsection 3.1: define f˜L := fL ◦ pL, compute
aL and dL through discrete convolution with two wavelet analysis filters as in (3.1.2),
define IL−1 and fL−1. Additionally now we have to define the new region collection
RL−1 := {RL−10 , RL−11 , . . . , RL−1r−1 }, where RL−1k = RLk ∩ IL−1. An equivalent definition
would be:
RL−10 = ρ
L
0 (even numbers)
RL−1k =
{
ρLk (even numbers) if |RL−1k−1 | is even Y RL−1k−1 = ρLk−1(odd numbers)
ρLk (odd numbers) otherwise ,
(3.3.1)
where here Y denotes the exclusive OR, i.e., it evaluates to true when one and only one
of the two conditions is true. This procedure can be repeated analogously for each level.
As already mentioned, the final encoding of the image will consist of the segmentation
information, the wavelet detail coefficients dL, . . . , d1 and the approximation coefficient
for the lowest level a1.
For decoding, since the permutations here aren’t stored, we first need to recompute them;
to do so we simply need to apply the whole encoding procedure ignoring the pixel values
but not the segmentation information, which has been stored and is thus available.
By what has been said it is clear that for our method, the path finding procedure Π must
have the following characteristics:
1. It must not depend on the points in the region laying on a regular uniform grid:
from level L− 1 onward in fact the points in each region will usually be unevenly
distributed in space.
2. It must be completely deterministic: this is needed in order to obtain the same
paths during encoding and decoding.
3. It must depend solely on the geometric disposition of the points in the region, i.e.
on the segmentation. It cannot depend on the gray-values of the image since these
aren’t available during decoding. An exception can be made, as in the region-grad-
path, if one is willing to store additional information in the final encoding.
3.3.1 Path finding
Algorithm 3 shows the region-easy-path procedure to find a path pi in a region R: starting
from some point (which for example can be chosen using the lexicographical ordering),
the algorithm tries always to select the closest available neighbour. If there are more
points equally close, it selects the one that would make for the straightest path, the
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Algorithm 3 Region-easy-path algorithm
Input: region R
Output: path pi
choose starting point p ∈ R . p is the current point
Q = R \ p . Q is the set of avaiable points
v = (1, 0) . v is the preferred direction
while Q 6= ∅ do
5: h¯ = min{h ∈ N, Bh(p) ∩Q 6= ∅}
C = arg minκ∈Bh¯(p)∩Q ||p− κ||
if |C| ≥ 2 then
C = arg maxφ∈C < φ− p, v >
if |C| ≥ 2 then
10: rotate v by pi/2
goto 8
end if
end if
pick ψ ∈ C . there is no choice to be done here: C = {ψ}
15: append ψ to pi
v = ψ − p
p = ψ
remove ψ from Q
end while
20: return pi
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rationale being that a more regular path will lead to a smoother signal (see for example
Heinen and Plonka (2012) for a proof that, when f is sufficiently smooth, a straighter
path gives smaller wavelet coefficients). This is done by computing the scalar product
of the increment vector with a preferred direction vector, which at every iteration is
updated to be the last increment in the path. If there are 2 possible points with the
same minimum angle to the preceeding part of the path, then the preferred direction is
rotated by pi/2, making then only one of the two points preferrable.
Figure 3.2: Path found by the region-easy-path procedure with the max (left) and Eu-
clidean (right) distance.
See Figure 3.2 for an example of a path determined by region-easy-path. In our tests
using the Euclidean distance gave better compression performance, so we used that in
all numerical results presented here.
Another path-finding procedure is the region-grad-path, shown in Algorithm 4. It re-
quires previous computation of the average discretized gradient for each region; these
vectors have to be stored, contributing to the storage cost of the final encoding. The
procedure is very similar to the region-easy-path: the closest point is always preferred.
However the preferred direction is always perpendicular to the average gradient, at each
iteration the sign being updated so as to obtain the most regular path. Furthermore
taking the absolute value when computing the scalar product (see line 8) means that we
always prefer a path that remains as much as possible perpendicular to the average gra-
dient, even if it means a sharper change in the path’s direction. Only in case of equally
distant points forming equal angles the preferred direction is temporarily rotated.
See Figure 3.3 for an example of the path generated by the gradpath algorithm. The
points forming the region are the same in the two images, but the gray-values generate
two different average gradients.
In our numerical tests (see Section 3.5) the region-grad-path performed only marginally
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Algorithm 4 Region-grad-path algorithm
Input: region R, average gradient g
Output: path pi
choose starting point p ∈ R . p is the current point
Q = R \ p . Q is the set of avaiable points
v = rotate g by pi/2 . v is perpendicular to the average gradient
while Q 6= ∅ do
5: h¯ = min {h ∈ N, Bh(p) ∩Q 6= ∅}
C = arg minκ∈Bh¯(p)∩Q ||p− κ||
if |C| ≥ 2 then
C = arg maxφ∈C |< φ− p, v >|
if |C| ≥ 2 then
10: rotate v by pi/2
goto 8
end if
end if
pick ψ ∈ C . there is no choice to be done here: C = {ψ}
15: append ψ to pi
w = rotate g by pi/2
v = arg maxγ=−w,w < ψ − p, γ >
p = ψ
remove ψ from Q
20: end while
return pi
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Figure 3.3: Gradpath on same region with different gray-values
better than the region-easy-path - this is without taking into account the additional
storage cost.
3.3.2 Remarks on the Segmentation Method
A fundamental goal of the segmentation procedure is to produce regions such that, when
its points are reordered according to the region-easy-path procedure, the gray-values
considered in this order give a sequence with few jumps. A potentially tricky situation
would be the image depicted in Figure 3.4 (a): segmentations (b) and especially (c) are
here clearly preferable to (d), because the region-easy-path procedure applied to the latter
one would pass many times through the central vertical line of the image and produce a
signal with many jumps. In our tests we used the Felzenszwalb-Huttenlocher procedure
described in subsection 1.7.4 and the TBES procedure proposed in Rao et al. (2010);
the latter is much slower but gives better quality in the reconstructed images since it
is specifically designed to segment into regions that optimize the coding length of the
boundaries and the therein contained textures. For speed convenience we mostly used the
Felzenszwalb-Huttenlocher method, about which we wish to make two remarks: firstly,
the regions produced are such that if we use the Minimum Spanning Tree2 of that region
to move between points, we will use only edges of low weight. But when we apply our
method, we will be moving along the path generated by the region-easy-path procedure,
and thus we will not have any guarantee of not obtaining a signal with jumps. Secondly,
since in (1.7.12) the minimum edge weight is considered, the method can behave badly if
there is a portion of the image similar to Figure 3.4a of size much smaller than the scale
parameter k. This could be avoided by substituting the minimum edge weight in (1.7.12)
2we’re here considering the weighted graph G = (V,E) used for the Felzenszwalb-Huttenlocher segmen-
tation: the vertices are given by the pixels, the edges connect neighboring pixels and the weights are
given by the difference in absolute value between the corresponding grayvalues.
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with the median edge weight or another quantile, but this is shown in Felzenszwalb and
Huttenlocher (2004) to make the segmentation problem NP-hard.
(a) (b) (c) (d)
Figure 3.4: (a) Original image, (b) Felzenszwalb-Huttenlocher segmentation for some
scale parameter k0 and smoothing parameter σ > 0, (c) σ = 0, and finally
(d) for σ = 0 and scale parameter k1  k0.
3.3.3 Encoding Cost and Quality Measurement
When comparing different lossy compression methods, what we are really interested in is
the ratio between quality of the reconstruction and encoding storage cost; we thus define
Q = K
HaarPSI
Encoding Cost
where K is a normalization constant; see Section 1.6 for details on the HaarPSI measure
and why it is preferable to the PSNR. If we call b the number of bits we’re using to
encode a floating point number, then in the case of the full wavelet tensor transform
the encoding cost is n2b (since n2 is the number of pixels in the image). Since we want
Q to be equal to 1 in this case, we thus define K := n2b. If we are encoding a sparse
representation of the image and store only N  n2 coefficients, then the storage cost
can be estimated using Shannon’s source coding Theorem (see for example Cover and
Thomas (2012)) as Nb+ n2H where H is the entropy of the positional binary sequence,
i.e. the binary string of length n2 identifying which N coefficients are nonzero. Note that
since we know that this positional sequence will consist of N ones and n2−N zeroes, we
can approximate H = − N
n2
log2
N
n2
− n2−N
n2
log2
n2−N
n2
. In the wavelet tensor case we thus
have
Q = n2b
HaarPSI
Nb+ n2H
.
In the case of the RBEPWT we need to take this cost Nb+ n2H into account as well
as the storage cost of the segmentation information. We propose here a simple encoding
procedure for the segmentation (or equivalently for the label image Λ) with the purpose
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of giving a rough theoretical estimate of the storage cost. The idea is to encode the
borders between regions as if they were a path: we save the starting pixel and then a
sequence of direction changes (so that a straight long line corresponds to a sequence of
zeroes). When we arrive at a bifurcation (i.e. a point where 3 or more regions meet) we
save the pixel coordinates and continue on one of the possible directions randomly; later
when we arrive at the border of the image, we go back to one of the saved pixels and
continue on any of the not previously chosen paths. The final storage cost is given by
the coordinates of all the bifurcation points plus the set of direction changes.
Formally a segmentation is encoded as a string p1s11s12 . . . p2s21s22 . . . pn where pi ∈
[n − 1] × [n − 1] × [3] and skj ∈ [2]. The idea is to identify a segmentation border ele-
ment as a pixel in the image and a number in [3] identifying on which side of the pixel
the segmentation border is located; from then on the string of sjk is an encoding of the
direction change along the pathway of the segmentation borders (where 0 signifies no
direction change and 1 and 2 a pi/2 direction change to the left or right respectively).
When this pathway reaches a bifurcation point (i.e. a point where segmentation borders
from multiple regions come together), a random direction is chosen and the bifurcation
coordinates are saved; when it reaches a border of the image or an already found bifur-
cation point with no new routes avaible, this path part is considered over. One of the
previous found bifurcation points is chosen, this point again stored alongside a number
in [3] encoding the side on which the segmentation is present, and the procedure starts
again from there.
The storage cost of all the borders defining the segmentation is approximated as νβ+
lH ′ where ν is the number of bifurcation points, β is the number of bits needed to store
an element of [n− 1]× [n− 1]× [3], H ′ and l are respectively the entropy and the length
of the string s11s12 . . . s21 . . . sn1 . . . . Assuming to use 2 bytes for each axis of the image
(i.e. n < 216), we have β = 16 + 2 = 18. In the RBEPWT case we thus have
Q = n2b
HaarPSI
Nb+ n2H + νβ + lH ′
.
3.4 Thresholding for a Region of Interest
It is worth noting that the RBEPWT method can be applied without modification to
images with arbitrary boundary shape. In particular, it can be used to encode only a
region of interest (ROI) of a whole image - see Figure 3.5. One could then think of
encoding with different qualities the ROI and the rest of the image, simply by viewing
them as two separate images with non-regular boundaries. To this end however we can
do something a little bit more clever, leveraging the fact that many coefficients of the
full encoding of the image, especially at low levels, contain highly non-local information,
shared by both the ROI and its complementary. This allows us fine control over the
quality of the encoding for a region of arbitrary shape (and its complementary), something
that’s not possible with the classical 2-dimensional wavelet transform.
For simplicity we will restrict ourselves to the case of Haar wavelets and we will suppose
that the region of interest R is one of the regions found in the segmentation step; we
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(a) (b) (c)
Figure 3.5: Encoding of a ROI for the cameraman image using the CDF 9/7 wavelet and
11 levels. (a): full quality with 2101 coefficients, (b): thresholded to 210
coefficients and (c): thresholded to 100 coefficients.
will also suppose the image to be of size 2n × 2n and to encode using the maximum
number of levels L = 2 log2 2n = 2n. The key observation is that each value of fL−1 will
be determined only by two values of fL; this follows from (3.1.2) and the fact that the
low and high pass Haar filters have support length 2. This fact is what we used in the
construction of the coefficient dependency tree in Chapter 2; in Figure 3.6 an example
of such a tree derived from a simple segmentation is shown.
The points in R correspond to a set of leaf nodes in the tree; from the definition of the
coefficients on the tree nodes it follows that only the RBEPWT coefficients corresponding
to nodes ancestors of these leaf nodes are influenced by the values of the points in R.
The farther up the tree a node is, the larger is its zone of influence in the image - the
root node is affected by all points in the image, but closer to the leafs the coefficients
contain more local information. For example in Figure 3.6 5 coefficients (4 detail and one
approximation) are needed to perfectly reconstruct R4, and of these only one (the root
node) is common to R0. In general if we wish to encode only region R then it suffices to
follow the edges of the tree up until the root node, starting from the leafs associated to R
and preserving the coefficients encountered in this visit while setting to 0 all the others.
In this way all the information necessary to perfectly reconstruct R will be preserved
alongside some information of the rest of the image; (see Figure 3.11b). To encode with
different qualities R and the rest of the image, we must divide the coefficients into two
sets: those that are ancestors to points in R in the tree and those that are not. Then
we threshold the coefficients, preserving a certain percentage of those in the first set and
another percentage of those in the second but not in the first, always giving precedence
to coefficients larger in absolute value (see Figure 3.11c).
The general non-Haar case is more complicated: one point in I l will influence bs/2c
coefficients at level l− 1, where s is the length of the filter and is usually greater than 2.
This means we would have to generalize definition (2.3.1) in order to obtain the relevant
graph which would not be a tree anymore, since there would be leafs with more than one
parent. Furthermore in the non-orthogonal case the synthesis filters may have different
lengths than the analysis, thus making it not obvious from the graph representation
which coefficients are needed for perfect reconstruction of the ROI.
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(a) (b)
(c)
Figure 3.6: (a): A segmentation of the image in Figure 3.1 (a) with the path found
by the region-easy-path procedure at the fourth level. (b): the regions and
path at the third level. (c): the coefficient dependency tree with permutation
associated to the RBEPWT with Haar wavelets and 4 levels. Here the implied
order of the pixels is given by row-stacking (i.e. left to right and top to
bottom). The leafs are denoted by their coordinates in the image and are
grouped by region. The red edges represent the permutation given by the
path finding procedure, while the black edges represent the convolution with
the low and high pass filters: see also Chapter 2.
Finally, this idea could be applied to the standard EPWT and tensor wavelet transform
as well, however both cases would require more coefficients to encode a ROI compared
to the RBEPWT case. For the EPWT the path at each level is searched globally on
the whole set of points and not for each region separately, thus the coefficients could
potentially get mixed more, with points that are nearby in the image sharing less common
coefficients in the graph. For the tensor wavelet transform, the number of coefficients at
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level l − 1 influenced by a single coefficient at level l is of the order of (s/2)2 3, due to
the nature of the transform that uses two-dimensional convolution.
3.5 Numerical Experiments
We present here some numerical results, which were all obtained using the python code
available at the software page of http://na.math.uni-goettingen.de/ 4. We used the
biorthogonal Cohen-Daubechies-Feauveau wavelets (known also as CDF 9/7) because,
analogously to other natural images compression methods, they showed very good per-
formance in our method compared to other wavelets. In Figures 3.8-3.10 our method is
compared to the classical two-dimensional tensor wavelet (4 levels) transform and the
EPWT (16 levels), both using again the CDF 9/7 wavelets. For the RBEPWT we used
mainly the Felzenszwalb-Huttenlocher method which for 256× 256 images takes around
40− 60 seconds on the MacBook Pro Mid 2012 with an Intel Ivy Bridge i5 2.5Ghz CPU
used for testing. On the cameraman image we used also the TBES segmentation, which
gives a better segmentation but takes around 15-20 minutes. The encoding and decoding
procedures for the RBEPWT method for 256× 256 images take around 4 minutes each
with most of the time being spent searching for the nearest neighbor in the path-finding
procedure: the code could probably be substantially optimized.
It is interesting to note in the Figures how thresholding the coefficients introduces
different types of distortion in the different transforms: the 2D wavelet transform blurs
the image, while the EPWT and RBEPWT methods preserve edges much better, while
introducing a higher frequency noise. In particular, as should be expected, the RBEPWT
preserves the segmentation information: for example in the cameraman image with the
Felzenszwalb-Huttenlocher segmentation (Figure 3.8(e)-(f)), the skyscraper to the right
of the camera tripod can be seen only in the RBEPWT images, because it was identified
as a separate region in the segmentation step. In the house image the texture of the
bricks is completely gone, but the borders are still perfectly visible - thus our method is
particularly well-suited for cartoon-like images.
In Tables 3.1-3.4 we compare the qualities of these reconstructions by showing val-
ues of the PSNR, HaarPSI and the Q-index (with b = 64) defined in subsection 3.3.3.
We remark that while the HaarPSI and PSNR values for the two segmentations of the
cameraman image are very similar, the Felzenszwalb-Huttenlocher segmentation has much
more irregular borders and thus gives a lower value of Q: especially for lower number of
coefficients the TBES segmentation is clearly better. Please note that for the values of
Q for the EPWT we took into account the cost of storing permutations for all the levels
and for the RBEPWT with region-grad-path the cost of storing the gradient vector for
each region. The RBEPWT clearly outperforms the EPWT when taking the adaptivity
costs into account.
In Figure 3.11 we show an example of the ROI based thresholding described in section
3supposing the low and high pass filter both have length s
4also available at https://github.com/nareto/rbepwt
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3.4. The selected region is an union of several regions identified by the Felzenszwalb-
Huttenlocher method.
Finally, we observe that by setting one coefficient to 1 and the rest to 0 and then decoding,
it is possible to view the elements of the adaptive basis produced by our method. In Figure
3.12 some of such elements are shown for the cameraman image, both for the RBEPWT
(using the TBES segmentation) and the EPWT. As should be expected, the basis for
our method clearly preserves the segmentation structure, while the basis for the EPWT
appears to be totally unstructured.
Table 3.1: cameraman with TBES segmentation
encoding coefficients PSNR HaarPSI Q (with b = 64)
easypath 4096 29.34173 0.817805 11.93
gradpath 4096 29.78339 0.830736 12.07
epwt 4096 30.07550 0.838153 2.93
tensor 4096 30.09824 0.799467 11.80
easypath 2048 26.26069 0.718576 20.45
gradpath 2048 26.66623 0.725867 20.49
epwt 2048 26.68888 0.739299 2.92
tensor 2048 26.81330 0.681513 19.82
easypath 1024 24.02702 0.635026 34.89
gradpath 1024 24.37309 0.647067 35.03
epwt 1024 24.29738 0.644697 2.73
tensor 1024 24.07389 0.561290 32.19
easypath 512 22.43470 0.577053 60.10
gradpath 512 22.61402 0.582777 59.00
epwt 512 22.41991 0.548260 2.4
tensor 512 21.64632 0.459870 52.01
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Table 3.2: cameraman with Felzenszwalb-Huttenlocher segmentation
encoding coefficients PSNR HaarPSI Q (with b = 64)
easypath 4096 29.16731 0.818763 11.69
gradpath 4096 29.30971 0.827619 11.62
epwt 4096 30.07550 0.838153 2.93
tensor 4096 30.09824 0.799467 11.80
easypath 2048 25.82304 0.701544 19.15
gradpath 2048 25.99465 0.706431 18.66
epwt 2048 26.68888 0.739299 2.92
tensor 2048 26.81330 0.681513 19.82
easypath 1024 23.49562 0.608677 30.90
gradpath 1024 23.56097 0.600446 28.7
epwt 1024 24.29738 0.644697 2.73
tensor 1024 24.07389 0.561290 32.19
easypath 512 21.77823 0.524272 47.24
gradpath 512 21.76525 0.523178 42.47
epwt 512 22.41991 0.548260 2.4
tensor 512 21.64632 0.459870 52.01
Table 3.3: peppers with Felzenszwalb-Huttenlocher segmentation
encoding coefficients PSNR HaarPSI Q (with b = 64)
easypath 4096 29.19485 0.803416 11.32
gradpath 4096 29.12663 0.804430 11.06
epwt 4096 30.13342 0.845705 2.95
tensor 4096 31.45586 0.853261 12.59
easypath 2048 25.63808 0.686624 18.28
gradpath 2048 25.66487 0.690167 17.53
epwt 2048 26.72259 0.749571 2.96
tensor 2048 27.10352 0.726001 21.11
easypath 1024 23.15176 0.580086 28.13
gradpath 1024 23.15506 0.583367 26.02
epwt 1024 24.17585 0.646684 2.74
tensor 1024 23.77188 0.602107 34.53
easypath 512 21.33941 0.502156 41.76
gradpath 512 21.34081 0.495794 35.86
epwt 512 22.05342 0.548996 2.41
tensor 512 21.40979 0.489784 55.39
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Table 3.4: house with Felzenszwalb-Huttenlocher segmentation
encoding coefficients PSNR HaarPSI Q (with b = 64)
easypath 4096 34.12162 0.899774 12.84
gradpath 4096 34.03853 0.903711 12.69
epwt 4096 33.91521 0.903794 3.15
tensor 4096 35.07878 0.882650 13.02
easypath 2048 30.77357 0.825761 22.51
gradpath 2048 30.86708 0.826890 21.87
epwt 2048 30.67060 0.837226 3.3
tensor 2048 31.55244 0.779743 22.68
easypath 1024 28.05230 0.734101 37.19
gradpath 1024 28.30740 0.750079 35.94
epwt 1024 28.19099 0.761196 3.22
tensor 1024 27.97587 0.611971 35.09
easypath 512 25.96022 0.654926 58.78
gradpath 512 26.16496 0.660720 53.84
epwt 512 26.09769 0.668225 2.94
tensor 512 24.78272 0.457352 51.72
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(a) (b)
(c) (d)
(e) (f)
Figure 3.7: (a): Original 256× 256 cameraman image. (b): Segmentation obtained from
the TBES method with scale parameter  = 0.0005. (c)-(f): Image com-
pressed using 512 coefficients and the CDF 7/9 filter: (c) the classical 2D
tensor wavelet transform, (d) EPWT, (e) RBEPWT with region-easy-path
and (f) RBEPWT with region-grad-path transforms.
(a) (b)
(c) (d)
(e) (f)
Figure 3.8: (a): Original 256× 256 cameraman image. (b): Segmentation obtained from
the Felzenszwalb-Huttenlocher algorithm with scale parameter 200, σ = 2 and
minimum cardinality 10. (c)-(f): Image compressed using 512 coefficients and
the CDF 7/9 filter: (c) the classical 2D tensor wavelet transform, (d) EPWT,
(e) RBEPWT with region-easy-path and (f) RBEPWT with region-grad-path
transforms.
(a) (b)
(c) (d)
(e) (f)
Figure 3.9: (a): Original 256×256 peppers image. (b): Segmentation obtained from the
Felzenszwalb-Huttenlocher algorithm with scale parameter 200, σ = 2 and
minimum cardinality 10. (c)-(f): Image compressed using 512 coefficients and
the CDF 7/9 filter: (c) the classical 2D tensor wavelet transform, (d) EPWT,
(e) RBEPWT with region-easy-path and (f) RBEPWT with region-grad-path
transforms.
(a) (b)
(c) (d)
(e) (f)
Figure 3.10: (a): Original 256× 256 house image. (b): Segmentation obtained from the
Felzenszwalb-Huttenlocher algorithm with scale parameter 200, σ = 2 and
minimum cardinality 10. (c)-(f): Image compressed using 512 coefficients
and the CDF 7/9 filter: (c) the classical 2D tensor wavelet transform, (d)
EPWT, (e) RBEPWT with region-easy-path and (f) RBEPWT with region-
grad-path transforms.
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(a) (b)
(c) (d)
Figure 3.11: (a): The selected ROI for the house image, roughly corresponding to the
window, the light part of the wall and the area under the roof; (b): de-
coded image where all and only the coefficients ancestors to the ROI where
preserved (5042 non-zero coefficients); (c): decoded image where 10% of
coefficients ancestors to the ROI and 0.1% not ancestors were preserved,
for a total of 551 non-zero coefficients; (d): decoded image with standard
thresholding with 551 non-zero coefficients (inserted here for comparison
with (c)).
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(a) (b)
(c) (d)
(e) (f)
Figure 3.12: Basis elements for the cameraman image encoded with 16 levels. (a)-(b):
approximation and detail coefficients at the first level of the RBEPWT with
TBES segmenation and easypath variant; (c)-(d) the two detail coefficients
at the second level of the same RBEPWT; (e)-(f) approximation and detail
coefficients at the first level of the EPWT.
4 Sparse Coding and Dictionary Learning
Suppose we are given a signal y ∈ Rn and a matrix D ∈ Rn×K representing a linear
transformation : RK → Rn; finding an x ∈ RK such that y = Dx can be seen from an
information-theoretic point of view as a re-encoding procedure of the original signal into
the domain of D. In the case K > n which we will be interested in the linear system
is under-determined, and thus we will need to impose some further constraints on the
solution x in order to shrink the space of feasible solutions. We will suppose that the
signal y we are dealing with is a random variable with some unknown but fixed probability
distribution which typically is incredibly complex like the distribution of natural images.
We are not interested in estimating it, however we want to find a re-encoding of the data
that is more efficient than the original representation: a very sensible requirement in this
sense would be for the re-encoding x to have a large number of zero components, thus a
lower entropy and better compressibility. This is also known to happen in some biological
systems where efficiency is paramount, for example in the human V1 visual cortex where
visual data is decomposed into a limited number of simple cells corresponding in our
setting to the columns of D (this was actually the application that led to the birth of
the dictionary learning field, see Olshausen and Field (1996) and Olshausen and Field
(1997)).
Whether it is or not possible to find such efficient encodings depends entirely on D and
more specifically on its columns which have to quantize Rn according to the distribution
of the random signal y, in such a way that each realization of the random variable is
at least approximated closely enough by a linear combination of only a few of these
columns. We are making the strong assumption that for the classes of signals we will be
treating (natural images) such D does exist, i.e. there is a domain in which the signals
we are interested in are sparsely representable. Finding the transformation D is the real
question we’ll be interested in, but we will start in Section 4.1 by supposing that it is
given to us, and consider the following known as the sparse coding problem:
min
x
||x||0 s.t. y = Dx (4.0.1)
where D ∈ Rn×K and ||x||0 := |{xi 6= 0, i = 1, . . . ,K}| is known as the 0-norm. Note
that although it has taken this name in the literature due to being the limit for p → 0
of ||·||p, this is not really a norm since ||λx||0 = ||x||0 for any λ 6= 0 and also because
it is not convex1. These bad properties of the 0-norm function make problem (4.0.1)
NP-Hard (see Natarajan (1995)), and thus a variety of methods have been proposed to
obtain good approximate solutions.
1
∣∣∣∣ 1
2
(1, 0) + 1
2
(0, 1)
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0
= 2 > 1 = 1
2
||(1, 0)||0 + 12 ||(0, 1)||0
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In Section 4.2 we will then review the K-SVD method that tackles the more hard
dictionary learning problem consisting in finding both the optimal transformation and
the sparse coding for a set of N signals represented as the columns of a matrix Y ∈ Rn×N :
min
D∈Rn×K ,X∈RK×N
||Y −DX|| , ∀j = 1, . . . , N ||X·j ||0 ≤ S , (4.0.2)
where S ∈ N is the required sparsity.
Another interpretation to the problem is to view the columns of D as so-called dic-
tionary atoms, an overcomplete (i.e. K > n) set of vectors that is efficient in sparsely
representing the N signals from our data-set. In Chapter 5 we will focus on the particular
case of this data-set being patches extracted from a gray-valued image and develop our
own method to solve the problem.
4.1 Sparse Coding
The first question we wish to address is, what can be said about uniqueness of solutions
to problem (4.0.1)? Given y ∈ Rn and D ∈ Rn×K consider the following more general
problem
min
x∈RK
J(x) s.t. y = Dx ,
for some real function J ; if it is convex there are optimization algorithms guaranteed to
converge to a global minimum, and if strictly convex than this solution is unique. It thus
makes sense to consider
min
x
||x||1 s.t. y = Dx , (4.1.1)
i.e. substitute the 0-norm in (4.0.1) with the `1-norm which is a real norm and thus
convex; the problem can also be put in Linear Programming form and can be solved
using the simplex method or interior point algorithms. This is at the basis of the so
called Basis Pursuit method proposed in Chen et al. (2001), where it was observed that
in many instances the solutions to this problem are also sparse in the 0-norm (see also
Donoho (2006)). This claim was first proven in Donoho and Huo (2001) for the special
case of D = [I|F ] where I is the identity matrix and F the Fourier matrix:
F =

1 1 1 1 · · · 1
1 ω ω2 ω3 · · · ωn−1
1 ω2 ω4 ω6 · · · ω2(n−1)
...
...
...
...
. . .
...
1 ωn−1 ω2(n−1) ω3(n−1) · · · ω(n−1)(n−1)
 ,
where ω = e−2pii/n is the n-th root of unity. If there is a solution x∗ to (4.1.1) for such
a matrix D such that ||x∗||0 <
√
n
2 , then x
∗ is also solution to (4.0.1). The authors also
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generalize this result to the case of any union of two orthonormal bases, by introducing
the mutual coherence of a matrix D ∈ Rn×K
µ(D) := max
j,k=1,...,Kj 6=k
|DT·jD·k|
||D·j ||2 ||D·k||2
. (4.1.2)
This measure gives an upper bound on the correlation of the columns of the matrix: it
is at most 1 (when there are two equal columns in D) and is 0 for orthogonal matrices.
They prove the following:
Theorem 4.1.3. Let y ∈ Rn, D = [Ψ,Φ] with Ψ,Φ ∈ Rn×n orthogonal matrices and
x ∈ R2n such that Dx = y and
||x||0 <
1
2
(1 + µ(D)−1) ;
then x is the unique solution to (4.1.1) and also (4.0.1).
This means that we can solve the easier problem (4.1.1) and, if we obtain a sparse enough
solution, have the certainty that this is also solution to the difficult problem (4.0.1). The
"sparse enough" bound gets more relaxed with a smaller value of µ(D): we can then
say that in some sense the more uncorrelated the columns of D are the easier the sparse
coding problem is.
In Elad and Bruckstein (2002) the following theorem is proved:
Uncertainty Principle 4.1.4. Let Ψ,Φ ∈ Rn×n be orthogonal matrices and x1, x2 ∈ Rn
such that y = Ψx1 and y = Φx2; then we have
||x1||0 + ||x2||0 ≥
2
µ( [ Ψ | Φ ] ) .
Thus if the mutual coherence of the two orthogonal bases is small, a signal y cannot be
represented sparsely in both bases; in the case of Ψ being the identity matrix and Φ the
Fourier matrix, this can be compared with the classic Heisenberg uncertainty principle
which states that a signal cannot be tightly concentrated both in time and frequency.
From the Uncertainty Principle it is easy to deduce the following:
Theorem 4.1.5. Let y ∈ Rn, D = [Ψ,Φ] with Ψ,Φ ∈ Rn×n orthogonal matrices and
x1, x2 ∈ R2n such that Dx1 = Dx2 = y; then we have
||x1||0 + ||x2||0 ≥
2
µ(D)
.
Corollary 4.1.6. Let y ∈ Rn, D = [Ψ,Φ] with Ψ,Φ ∈ Rn×n orthogonal matrices and
x ∈ R2n such that Dx = y and
||x||0 < µ(D)−1 ;
then x is the unique solution to (4.0.1).
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This uniqueness result can be further generalized to any matrix D ∈ Rn×K : see Elad
(2010) for a proof of the following Theorem that generalizes Theorem 4.1.3.
Theorem 4.1.7. Let y ∈ Rn, D ∈ Rn×K and x ∈ RK such that Dx = y and
||x||0 <
1
2
(1 + µ(D)−1) ;
then x is the unique solution to (4.0.1).
We now know that if we find a solution to Dx = y that is sparse enough, this will
also be solution to (4.0.1). In practice though we want a reliable method that finds
always a reasonably sparse solution even though it might not be optimal. There have
been a multitude of methods proposed to find approximated solutions to problem (4.0.1),
starting from methods specific to the matrix D (for example for the case of D = [I|F ]
with F the Fourier matrix see Dragotti and Lu (2014)), greedy methods like Matching
Pursuit (MP) (Mallat and Zhang (1993)) and its improvement Orthogonal Matching
Pursuit (OMP) (Pati et al. (1993)) to more recently the Iterative Thresholding method
(Blumensath and Davies (2008b)). In the next subsection we will give an overview of the
MP and OMP methods, which (especially the latter) are still widely used in practice due
to their speed and reasonable accuracy. All these methods work to find an approximation
of (4.0.1) or the following:
min
x∈RK
||y −Dx|| s.t. ||x||0 ≤ S (P0,)
where S ∈ N is a fixed required sparsity. This is very similar to (4.0.1) but more relevant
for applications, where usually one is interested only in approximated reconstruction of
the original signal, the quality of which can be indirectly controlled by S.
In some applications like for example denoising, an additional regularizing term for
x is added to the optimization function in (P0,) (see for example Section 5.1 for two
examples of such instances); in these cases an ad hoc optimization procedure must be
developed to minimize simultaneously the fidelity term ||y −Dx|| and the regularizing
term.
4.1.1 Matching Pursuit Algorithms
We wish to summarize here the Matching Pursuit (MP) and Orthogonal Matching Pur-
suit (OMP) methods; for a more detailed discussion see Elad (2010) or the original papers
Mallat and Zhang (1993) and Pati et al. (1993). For ease of computation, we’ll suppose
in this section that the columns of D are normalized with respect to the Euclidean vector
norm - it is possible to relax this assumption and we are not loosing in generality.
Matching Pursuit is a greedy method that repeatedly projects the residual (initialized as
the signal itself) onto the dictionary atom with which it has the greatest scalar product,
using this last quantity to update the corresponding entry in the new encoding x. The
main idea of the method stems from the following question: which is the best approx-
imation of the signal y obtained by projecting it on only one dictionary atom? Write
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y = (dT y)d + r1 where r1 := y − (dT y)d for some column d of D and observe that this
residual must be orthogonal to d
dT r1 = d
T y − (dT y)dTd = dT y − dT y = 0 ,
since we are supposing the columns of D to be normalized. Thus we have
||y||2 = |dT y|2 + ||r1||2 (4.1.8)
and minimizing the residual error ||r1||2 is equivalent to finding the column d with largest
scalar product with y. This procedure can be iterated by defining r0 := y and rn+1 :=
rn − (dTnrn)dn, where dn is the column of D with largest scalar product with rn; see
Algorithm (5).
Algorithm 5 Matching Pursuit
Input: D ∈ Rn×K , y ∈ Rn and either  ∈ R or S ∈ N
Output: Sparse encoding x
1: Initialize x0 = 0, r0 = y, i = 0
2: while STOP CRITERIA is FALSE do
3: Increment i by 1
4: Find the column of D with largest (in absolute value) scalar product with the
previous residual:
ki := arg max
k=1,...,K
∣∣DT·kri−1∣∣ , di := D·ki
5: Update the corresponding component in the solution:
xi := xi−1 and xi(ki) := xi−1(ki) + dTi ri−1
6: Update the residual:
ri := y −Dxi
= ri−1 − dTi ri−1di
7: end while
The equality at line (6) is obtained by substituting y with ri−1 +Dxi−1 and using the
definition of xi. Depending on whether we are trying to solve (4.0.1) or (P0,), the stop
criteria at line (2) will be different: in the first case we would check if the norm of the
residual error is below  and stop when this happens, in the second case we would simply
perform a fixed number of S iterations.
At iteration I the approximation of y we have available is given by the sum of the chosen
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atoms up to that point with the corresponding coefficients, i.e.
y = yI + rI+1
=
I∑
i=0
(dTi ri)di + rI+1 .
By iterating the reasoning used to obtain (4.1.8) we have
||y||22 =
I∑
i=0
|dTi ri|2 + ||rI+1||22 ;
in Mallat and Zhang (1993) it is shown that if D is complete (i.e. the columns of D gen-
erate the whole space) then ||ri||2 −→i→∞ 0. The main computational cost of the Matching
Pursuit method comes from computing the scalar products at line (4); supposing then
we use the variant for problem (P0,) that runs for S iterations, the computational cost
is O(SKn).
It must be noted that, since the columns of D are usually not orthogonal, yI is not
necessarily the best approximation of y obtained with atoms d1, . . . , dI which would be
the projection of y onto the space generated by these atoms. This is due to the fact that
at each step we simply project the residual on the last chosen column, not on the space
generated by all the previous ones. This is exactly the improvement that Orthogonal
Matching Pursuit proposes; see Algorithm (6).
The same considerations as for the Matching Pursuit algorithm are valid for the stop
criteria at line (2). Differently than in Matching Pursuit, the computation of the scalar
products in line (4) can be done only for the columns that have not been chosen in
previous iterations, since the residual is orthogonal to all those and will give a null scalar
product. In line (5) we wish to find the best possible approximation of y using only atoms
in Σi; thus we have to solve the linear least squares problem min ||y −DΣixΣi || where
with the subscript Σi we mean the restriction of the matrices columns (respectively vector
entries) to indices in Σi. This step is computationally expensive and would require the
computation of the Moore-Penrose pseudoinverse of DΣi : this is classically done through
the SVD of DΣi with a cost of O(ni2). The total computation cost is then
O(n
S∑
i=1
i2 + SKn) = O(nS3 + SKn) .
Several approaches have been proposed to approximate the expensive step of comput-
ing the Moore-Penrose pseudoinverse and thus diminish the computational cost of the
method, see Blumensath and Davies (2008a) and the references therein.
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Algorithm 6 Orthogonal Matching Pursuit
Input: D ∈ Rn×K , y ∈ Rn and either  ∈ R or S ∈ N
Output: Sparse encoding x
1: Initialize x0 = 0, r0 = y, i = 0,Σ0 = ∅
2: while STOP CRITERIA is FALSE do
3: Increment i by 1
4: Among the not yet chosen columns of D, choose the one with largest (in absolute
value) scalar product with the previous residual:
ki := arg max
k/∈Σk−1
∣∣DT·kri−1∣∣ , di := D·ki
Σi := Σi−1 ∪ {ki}
5: Update the solution by projecting y on Vi :=< d1, . . . , di >:
xi := PViy = arg min
x s.t. supp{x}=Σi
||y −Dx||22
6: Update the residual:
ri := y −Dxi
7: end while
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4.2 Dictionary Learning
We now turn to the dictionary learning problem (4.0.2), which we state here once again:
min
D∈Rn×K ,X∈RK×N
||Y −DX|| , ∀j = 1, . . . , N ||X·j ||0 ≤ S .
This problem is NP-Hard (see Tillmann (2015)) and thus one can only hope to find a
good approximated solution. An interesting result however is that, if we suppose the
dictionary atoms to be normalized, the solution D,X is unique (up to a change in the
order and the sign of the columns) if S is small enough, N is big enough and some notion
of non-degeneracy on the training signals in Y is satisfied; see Aharon et al. (2006b).
There are two main strategies to find a suitable dictionary D, one analytical and one
that learns the atoms from the statistical characteristics of a set of training signals. In the
first case, the simplest method is choosing the dictionary as an union of different bases,
relying on the assumption that the signals of interest can be efficiently represented as a
superposition of phenomena each of which has a natural representation in one of the bases.
The most classic example of this (see for example Donoho and Huo (2001) and Dragotti
and Lu (2014)) is the case where the first n columns of D are the standard orthonormal
basis and the following n are the sinusoidal Fourier basis. Most such methods used
in practice involve the theory of frames in Hilbert spaces, which are an overcomplete
set of functions (usually generated through transformations of a kernel) providing a
redundant and stable representation; these methods generally don’t make explicit use
of the data in Y . We will instead be interested in the second approach which relies
exclusively on this data to construct the atoms in D. The first to study such methods and
actually the dictionary learning problem in general (though not exactly in the form above)
were Olshausen and Field in various papers in the late ’90s, see for example Olshausen
and Field (1996) and Olshausen and Field (1997). They were interested in finding the
best basis functions to represent small patches of images, drawing an analogous with
the pattern receptors in the human visual system. They used a maximum-likelihood
statistical approach and the atoms they obtained had a clear two-dimensional structure
resembling rotations of a two-dimensional DCT basis; for example there were many atoms
that would detect an edge in the image with some particular orientation.
We can view problem (4.0.2) as a nested inner-outer minimization problem; a basic
strategy would thus be to iterate through a two-step procedure where we try to approx-
imate both minima independently. This is the general scheme illustrated in Algorithm
(7), where the dictionary and encoding matrices are updated one at a time in each step.
One of the first methods to use this strategy was the Method of Optimal Directions
(MOD) (see Engan et al. (1999)), which considers the problem in the Frobenius norm; at
iteration i Matching Pursuit is used for step 1 to compute the encoding matrix Xi and
its Moore-Penrose pseudo-inverse (Xi)+ := (Xi)T (Xi(Xi)T )−1 which is used to compute
the solution to the least-squares problem
Di := arg min
D∈Rn×K
∣∣∣∣Y −DXi∣∣∣∣2
F
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= Y (Xi)+ .
Usually the initial dictionary atoms in Algorithm (7) (columns of D0) are chosen as
random columns of Y . The stop criteria can trigger after a fixed number of iterations
or when the change in the residual error
∣∣∣∣Y −DiXi∣∣∣∣ is below a fixed threshold. In the
next subsection we will review the K-SVD method which also conforms to this scheme;
incidentally, the method we will develop in Chapter 5 does not follow this alternated
optimization scheme, but rather concentrates only on learning a dictionary matrix D
and when this is found delegates the computation of X to a sparse coding algorithm like
OMP.
If both the steps in Algorithm (7) reduce the value of ||Y −DX|| then the procedure
must converge to a local minimum of problem (4.0.2). The pursuit algorithms like MP
or OMP which are typically used for the first step offer only an approximated solution to
the sparse coding problem, and thus it is not certain they will decrease the global error;
however this is indeed the case in most practical applications.
Algorithm 7 General scheme for dictionary learning
Input: Data matrix Y , sparsity S
Output: Dictionary D, encoding X
1: Initialize i = 1, D0 ∈ Rn×K with `2 normalized columns
2: while STOP CRITERIA is FALSE do
1. Find an approximate solution Xi to
min
X∈RK×N
∣∣∣∣Y −Di−1X∣∣∣∣ s.t. ∀j = 1, . . . , N ||X·j ||0 ≤ S
2. Find an approximate solution Di to
arg min
D∈Rn×K
∣∣∣∣Y −DXi∣∣∣∣
3: end while
4.2.1 The K-SVD method
We give here a brief review of the K-SVD method proposed in Aharon et al. (2006a) which
represents the current state of the art in solving problem (4.0.2). It has been used for
many applications, including denoising (see Elad and Aharon (2006)) and compression
of facial images (see Bryt and Elad (2008)). The method follows the general scheme of
Algorithm (7) and is most naturally formulated in the case of the Frobenius norm.
In the first sparse coding stage of each iteration i the dictionary Di is considered fixed:
we are thus left with an instance of the sparse coding problem discussed in subsection 4.1
for which the OMP method is used. Once the new coding matrix Xi has been obtained,
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the K-SVD method updates one by one the atoms of the dictionary. To do this, it
considers iteratively a column Di·k of the dictionary D
i and supposes that all the other
columns are fixed. It is useful to write the product DiXi as sum of rank 1 matrices,
which allows us to isolate the error due to column Di·k:
∣∣∣∣Y −DiXi∣∣∣∣2
F
=
∣∣∣∣∣∣
∣∣∣∣∣∣Y −
K∑
j=1
Di·jX
i
j·
∣∣∣∣∣∣
∣∣∣∣∣∣
2
F
=
∣∣∣∣∣∣
∣∣∣∣∣∣(Y −
K∑
j 6=k
Di·jX
i
j·)−Di·kXik·
∣∣∣∣∣∣
∣∣∣∣∣∣
2
F
=
∣∣∣∣Eik −Di·kXik·∣∣∣∣2F , (4.2.1)
where we have defined the overall representation error matrix Eik = Y −
∑K
j 6=kD
i
·jX
i
j·.
Theorem 1.3.7 tells us that we could use SVD to compute X˜ik and D˜
i
·k and by substituting
them to Di·k and X
i
k· we could achieve the best rank 1 approximation of matrix Ek, thus
minimizing the error due to atom k. However, while the pursuit algorithm in the first step
assures us that the columns of matrix X will respect the S-sparsity constraint, the SVD
knows nothing about sparsity, and thus the new vector X˜ik would likely be filled. There
is however a simple workaround to this problem: define ωik as the indices corresponding
to data points Y·i that are encoded in Xi using atom Di·k, i.e.
ωik = {h|1 ≤ h ≤ N,Xik h 6= 0} , (4.2.2)
then restrict matrices Y and Eik to only those columns whose indices are in ωk. Formally
this can be done by defining an N × |ωk| matrix Ωik whose columns are the ordered
standard basis elements eh for all h ∈ ωik; the reduced matrices can then be defined
as Y iR := Y Ω
i
k and E
i
k R := E
i
kΩ
i
k. The SVD decomposition can then be applied to
Eik R yielding matrices Ui,∆i and Vi such that E
i
k R = Ui∆iV
T
i . The new dictionary
atom d˜k and corresponding coding coefficients X˜ik are then taken to be the first column
of Ui and the first column of Vi multiplied by (∆i)1 1 respectively. Note that in the
dictionary update step we are getting for free with the SVD also an update of the row
of the coding matrix corresponding to the dictionary atom being updated. This means
that the coding matrix X is updated column by column in the sparse coding step and
row by row in the dictionary update step, though each update in the sparse coding step
disregards the previous information contained in X. See algorithm 8 for the pseudo-
code. The dictionary update step of the Algorithm will decrease the value of the residual
||Y −DX||F , thus if OMP finds a better encoding at each sparse coding step (which is
usually the case) the method will converge to a local minimum. The stop criteria in the
main loop can be set to either trigger after a fixed number of iterations I or when the
residual error goes below a certain threshold . In the first case we can compute the
computational cost as follows: for each of the I iterations we must compute N sparse
codings and K SVDs of a matrix with n rows and fewer than N columns. Thus the total
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Algorithm 8 K-SVD algorithm
Input: Data matrix Y , sparsity S and either number of iterations I or error threshold 
Output: Dictionary D, encoding X
1: Initialize i = 1, D0 ∈ Rn×K with `2 normalized columns
2: while STOP CRITERIA is FALSE do
3: Use OMP to find a sparse solution Xi to the coding problem:
min
X∈RK×N
∣∣∣∣Y −Di−1X∣∣∣∣2
F
s.t. ∀j = 1, . . . , N ||X·j ||0 ≤ S
4: Define Di := Di−1
5: for k = 1, . . . ,K do . For each k update column Di·k
6: Compute the overall representation error matrix Eik = Y −
∑
j 6=kD
i
·jX
i
j·
7: Compute ωk := {h|1 ≤ h ≤ N,Xik h 6= 0} = {ρ1, . . . , ρH}
8: Define Eik R := [(E
i
k)·ρ1 | . . . |(Eik)·ρh ] . Restrict Eik to columns’ indices in ωk
9: Compute the SVD decomposition Eik R = Ui∆iV
T
i
10: Define d˜k := (Ui)·1 and X˜ik = ∆11(Vi)·1
11: Substitute the k-th column of Di with d˜k and the k-th row of Xi with X˜ik
12: end for
13: Set i := i+ 1
14: end while
15: Set D = DJ−1
cost will be smaller than
I(NO(nS3 +Kn) +KO(nN2)) = O(NnIS3 +NIKn+ nIKN2) . (4.2.3)
In Rubinstein et al. (2008) a more clever implementation of the K-SVD method that
uses the so-called Batch-OMP is described; therein also an approximated version of the
K-SVD is proposed, which is much faster while still maintaining good accuracy and which
we will thus use in our numerical experiments.
4.2.2 Storage cost of a dictionary
Suppose we are given N sample vectors in Rn; the cost of storing them is Nnb, where
b is the number of bits we wish to use to encode a floating point number. Suppose now
we are given a dictionary D learned from data with K atoms of dimension n: by solving
the sparse coding problem (4.0.1) we can instead store the dictionary D and the sparse
encoding matrix X, from which we will be able to recover an approximation of Y by a
simple matrix multiplication. The cost of storing D is exactly Knb, while the cost of
storing X consists of SNb (S floating point numbers for each column) plus the cost of the
position vectors identifying where in the column the S non-zero floating point numbers
are located. We will estimate this latter using Shannon’s source coding theorem (see for
example Cover and Thomas (2012)) by estimating the entropy of the binary sequence of
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length K denoting the locations of the non-zero entries in a generic column of X. Since
this string will consist of S ones and K − S zeroes, the probability of an entry being
a one is S/K and of it being a zero is 1 − S/K. Thus we estimate the number of bits
needed to store one digit of this binary string with the entropy of the sequence
Hp := − S
K
log2
S
K
− (1− S
K
) log2(1−
S
K
) ,
and the storage cost of X with SNb + NKHp. Thus storing D and X will be more
efficient than storing the original samples if and only if
Knb+ SNb+NKHp ≤ Nnb (4.2.4)
holds. In the case we are computing D only once on a set of samples and then using a
sparse coding procedure to compute an encoding X of new incoming data, storing X is
more efficient than the data itself if and only if
SNb+NKHp ≤ Nnb (4.2.5)
holds.
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In this Chapter we introduce our new method for dictionary learning, which was devel-
oped for the specific application of image patch-based sparse representation and com-
pression but nonetheless is completely general and can be applied to any type of data.
We will use the theoretical ideas of Chapter 2 to give the data a binary tree structure
just as in the classical Haar wavelet transform; we will use this analogy as inspiration
in building a dictionary with the differences of the clusters that are sibling nodes in this
tree. When coupled with 2-means for clustering, this procedure is fast and gives a good
quality dictionary.
We will start in Section 5.1 by giving a review of the relevant previous literature, then
in Section 5.2 we will formulate a model which we think is more appropriate than (4.0.2)
for the application we have in mind. In Section 5.3 we will describe the blueprint of our
method in detail and finally in Section 5.4 we will carry out some numerical experiments
through which we wish to find the best choices to make in the various steps of our method.
5.1 Previous literature
In this subsection we review two-papers that contain many concepts and ideas which we
used for our method, described in the next subsection.
One of the characteristics of the K-SVD method is the necessity to present the data as a
matrix Y , where each column is a data point. This means that if the original samples are
multi-dimensional their geometrical structure (i.e. their spatial correlations) is ignored
during the whole process. In Zeng et al. (2015) the authors develop a novel procedure
for denoising patches Y1, . . . , YN ∈ Rm×n extracted from a gray-valued image through
dictionary learning which doesn’t require vectorizing the patches. Instead of equation
(4.0.2) they consider
arg min
DL,DR,X1,...,XN
N∑
i=1
∣∣∣∣(DL)TYiDR −Xi∣∣∣∣F + λg1(X1, . . . , XN ) + µg2(X1, . . . , XN ) ,
(5.1.1)
where g1 and g2 are two regularizing terms. Thus they aim to learn what they term
the dictionary pair D = (DL, DR), which corresponds to a bilinear encoding of the
data (represented by the coding patches Xi) instead of the usual linear one considered
in problem (4.0.2). The regularizing terms are needed for denoising: the hypotheses is
that the domain in which the encoding patches live (which is determined by the bilinear
transformation) is such that patches corresponding to noiseless patches in the original
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domain are characterized by low values of g1 and g2. These functions are defined as
g1(X1, . . . , XN ) =
N∑
i=1
||Xi||1 ,
g2(X1, . . . , XN ) =
N∑
i,j=1
wij ||Xi −Xj ||1 ,
where wij is a weight which is bigger the closer patches Yi and Yj are in Frobenius norm,
namely they are given by a super Gaussian distribution:
wij =
{
1
Γ exp(−(
||Yi−Yj ||F
2σi
)τ ) if Yi is k-nearest neighbor to Yj ,
0 otherwise ,
,
where Γ is a normalization factor chosen such that
∑N
j=1wij = 1 for any i = 1, . . . , N , σi
is the variance of the neighborhood samples and τ a model parameter. Asking for a small
norm of the encoding vectors (patches in this case) is typical of denoising procedures,
while asking for small values of g2 amounts to ask for some notion of continuity of the
bilinear encoding: patches that are similar (i.e. that give high values of the weights wij)
should have similar encodings.
Problem (5.1.1) is also NP-Hard: the authors propose an approximate method that
consists of decoupling the dictionary learning and encoding problems, so it does not
follow the scheme of Algorithm (7), like all the methods discussed in this Chapter. For
learning the dictionary pair they describe what they term a Top-Bottom 2D Subspace
Partition (TTSP) method, which consists of:
1. performing a simple bilateral 2DPCA on the samples Y1, . . . , YN to approximate
them with 1-dimensional matrices. This means computing the left and right image
covariance matrices GL and GR and their first eigenvectors v and u, then for each
i = 1, . . . , N the feature matrices si := vTYiu. See Section 1.5.
2. Recursively applying 2-means to the values s1, . . . , sN in a hierarchical clustering
procedure (which corresponds to a hierarchical clustering of the samples Y1, . . . , YN ),
obtaining a tree like described in Section 2.2. As stop criteria they use the depth
of the tree and the number of patches in each node: when the first is too large or
the second too small no branching happens on that node.
3. For each leaf node λk compute the d-dimensional simple bilateral 2DPCA (i.e.
the first d eigenvectors of the left and right image covariance matrices computed
from all those samples in the associated set Sλk) and save the m × d and n × d
eigenvector matrices V and U as sub-dictionary elements DLk and D
R
k . Stack the
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left sub-dictionaries vertically and the right ones horizontally, i.e.:
DL =
 D
L
1
...
DLK
 , DR = [DR1 | . . . |DRK] . (5.1.2)
4. Use the Sub-dictionary merging (SM) algorithm to merge sub-dictionaries that
generate very similar subspaces. The similarity is measured as the maximum cosine
between vectors of the two sub-spaces, which the authors show can be computed
with an SVD.
Example 6. We will give a numerical example that goes through steps 1-3 of the TTSP
Algorithm described above. Suppose we are given the following dataset {Y0, . . . , Y7} ⊂
R3×3:
Y0 =
 3 −8 −8−4 7 9
0 −9 −10
 , Y1 =
 7 5 −1−10 4 −10
5 9 4
 , Y2 =
−6 −10 6−6 7 −7
−8 −3 −8
 ,
Y3 =
 5 6 −3−1 −7 −4
−9 −8 −9
 , Y4 =
2 −2 −70 −5 −10
1 −8 0
 , Y5 =
 3 8 −65 1 2
−4 3 9
 ,
Y6 =
 6 −4 4−3 1 −3
−9 1 −5
 , Y7 =
8 7 28 7 −9
9 2 −1
 .
For the 2DPCA step we start by computing the right and left covarinace matrices (see
(1.5.3) and (1.5.5)):
GR =
86.34 28.41 14.28.41 107.53 25.72
14. 25.72 102.98
 , GL =
 85.67 −19.53 24.66−19.53 94.84 9.97
24.66 9.97 116.34
 ,
which have as first eigenvectors respectively
U =
−0.46−0.7
−0.56
 , V =
 0.49−0.03
0.87
 .
We now can compute the feature scalars (one-dimensional approximations of the sampled
patches) as si = V TYiU for i = 0, . . . , 7 : we obtain
s0 = −14.76, s1 = 12.58, s2 = −11.94, s3 = −10.15, s4 = −6.34, s5 = 6.23,
s6 = −4.23, s7 = 8.96 .
By applying 2-means recursively on {s0, . . . , s7} with a minimum cardinality of 3 we
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obtain the tree
0, 1, . . . , 7
0, 2, 3, 4, 6 1, 5, 7
4, 60, 2, 3 ,
where we’re labelind the nodes with the indexes of the si that belong to that node. If
we name the nodes like the following
r
r0 λ1
λ3λ2 ,
then we have Sλ1 = {1, 5, 7}, Sλ2 = {0, 2, 3} and Sλ3{4, 6}. For i = 1, 2, 3 we com-
pute the right and left covariance matrices GiR, G
i
L of the respective patches subsets
Yi = {Yk s.t. k ∈ Sλi}. We then compute for each i = 1, 2, 3 the first three eigenvectors
of GiR and G
i
L, which we use as columns of U
i and V i respectively. Finally we define
DLi := V
i, DRi := U
i and stack them to obtain the dictionaries:
DL =

−0.97 −0.22 0.03
−0.22 0.93 −0.29
−0.04 0.29 0.96
0.73 −0.68 0.01
−0.68 −0.73 0.03
0.01 0.03 1.
0.62 −0.59 0.51
−0.61 0.04 0.79
0.49 0.81 0.33

,
DR =
 1. 0.04 −0.08 −0.89 0.46 −0.04 −0.62 0.73 −0.30.02 −0.97 −0.26 0.12 0.32 0.94 0.51 0.66 0.55
0.09 −0.26 0.96 −0.45 −0.83 0.34 −0.6 −0.19 0.78
 .

For the coding of patch Yi the authors don’t use the complete dictionary pair (DL, DR),
but limit themselves to the sub-dictionary pair (DL
k¯
, DR
k¯
) corresponding to the leaf to
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whose centroid the patch is closest in the feature domain, i.e.
k¯ ∈ arg min
k
∣∣∣∣DLk (Yi − Ck)DRk ∣∣∣∣ , (5.1.3)
where Ck is the centroid of the sample set Sλk . After this they use an iterative procedure
to find an approximation of the optimal encoding patch Xi.
The authors then use their dictionary learning and encoding procedure to denoise the
patches with the general iterative scheme described in Algorithm (9). They test their
method on a variety of images with different noise levels and obtain comparable results
to state of the art methods like curvelet denoising (see Starck et al. (2002)).
Algorithm 9 Patch denoising procedure through dictionary learning
Input: Noisy patches Y = {Y1, . . . , YN}
Output: Denoised patches YD
1: Initialize Y0 := Y, k := 0
2: while k < MAXITER do
3: Learn dictionary Dk from patches Yk
4: Minimize sum of fidelity and regularizing terms
5: Set Yk+1 as the set of reconstructed patches obtained from the previous step
6: Set k := k + 1
7: end while
8: Set YD := Yk
In Liu et al. (2018) (see also Li et al. (2018)) another procedure for denoising of two-
dimensional patches extracted from images is proposed which also follows the iterative
scheme of Algorithm (9). However here the coding operator is again linear: the dictionary
learning procedure works with the two-dimensional patches, but once this is learned the
patches and dictionary atoms are vectorized into matrices Y = [vec(Y1)| . . . |vec(YN )]
and D respectively.
For the dictionary learning procedure (line (3) of Algorithm (9)) two procedures are
proposed, both based on trees built from a hierarchical clustering of the patches like
described in Section 2.2. The first proposed method recursively applies 2-means on the
1-dimensional approximation of the patches obtained through simple bilateral 2DPCA
(so exactly like in the TTSP pocedure from Zeng et al. (2015)), using the number of
patches in a node as stop criteria. The second method finds the patch with minimum
Frobenius norm, calls it Y1 and orders the patches by increasing distance from it, i.e.
a succession k1 = 1, k2, . . . , kN is found such that wk1 ≤ wk2 ≤ . . . ≤ wkN where
wj := ||Y1 − Yj ||2. After this reordering 2-means is applied recursively on the distances
wk obtaining a hierarchical clustering tree.
Once the the binary tree is generated, for both the proposed methods the dictionary
is composed by the same procedure. For each node ν in the tree let µν be the centroid
99
5 Tree-based Dictionaries
of the corresponding patches Sν :
µν =
1
|Sν |
∑
s∈Sν
s ,
and let µ˜ν be its rank-1 approximation given by SVD. Then for each non-leaf node ν
with sons ν0 and ν1, the difference
µ˜ν0 − µ˜ν1 (5.1.4)
is taken into the dictionary D, as well as the rank-1 approximation of the global average
µ˜r: these are the detail and approximation vectors associated to the tree discussed in
Section 2 with the exception that here the authors use rank-1 approximations of the cen-
troids - this is because they are interested in applying the dictionary learning procedure
for denoising patches.
Example 7. We will give a numerical example of the first dictionary learning procedure
proposed in Liu et al. (2018). Suppose we are given the same patches {Y0, . . . , Y7} ⊂ R3×3
as in Example 6: the procedure to obtain the tree is exactly the same, but the dictionary
elements are different. We compute the rank-1 approximation of the global average
as well as, for each non-leaf node, the difference described in equation (5.1.4). Using
the names for the nodes given in Example 6 we thus obtain the following 3 dictionary
elements.
r˜ =
−0.05 0.02 −0.11−1.76 0.62 −4.02
−1.11 0.39 −2.53
 , r˜0 − λ˜1 =
−6.32 −8.29 0.13−4.29 −5.41 −1.35
−7.69 −9.14 −5.87
 ,
λ˜2 − λ˜3 =
−0.91 −1.17 −1.232.05 2.83 4.87
−3.56 −4.61 −4.78
 .

For the coding procedure (line (4) of Algorithm (9)), the problem considered consists of
minimizing a fidelity term and two regularizing terms:
min
X
||Y −DX||2F + λ ||X||1 + µTr(XLXT ) . (5.1.5)
The last term is called graph regularizing term and originated in the following manner:
define a graph G = (V,E) with V = {Y1, . . . , YN} and E = V ×V and define for any two
vertices Yi and Yj a weight wij which is set to 1 if they are within the k-nearest neighbors
to each other (measuring distances with the Frobenius norm) and to 0 otherwise. Defining
the Laplacian matrix of the graph as L = ∆ − W , where W = {wij}i,j=1,...,N and
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∆ = diag(
∑N
j=1w1j , . . . ,
∑N
j=1wNj), one has
Tr(XLXT ) =
N∑
i,j=1
wij ||X·i −X·j ||22
=
∑
Yi∼Yj
||X·i −X·j ||22
where we use the notation Yi ∼ Yj if and only if wij = 1. By supposing an analogous
topology of the patches and the one induced by D on their encodings, we can suppose
that ||X·j −X·i||F will be small when ||Yi − Yj ||F is small. Thus the term Tr(XLXT ) is
inserted in (5.1.5) in order to ensure similarity of encodings for similar patches.
The authors apply the denoising scheme of Algorithm (9) to seismic two-dimensional
data with artificial noise and obtain better results than the curvelet denoising procedure
proposed in Hennenfent and Herrmann (2006).
5.2 A patch based model
We are interested in learning a dictionary to sparsely represent m× n patches extracted
from a gray-valued image I. While we could use the vectorized patches as columns for a
matrix Y and put the problem in the form of (4.0.2), this is not the real objective we’re
interested in and we will formulate here a more precise model that will reduce to (4.0.2)
under certain conditions.
Suppose first of all we have a patch-extraction procedure Φ such that Φ(I) = (Y1, . . . , YN )
with Yi ∈ Rm×n: in our numerical experiments we will extract non-overlapping patches,
thus if the original dimension of the image is known Φ−1 is easily defined. Given the
patches we wish to find dictionary patches D1, . . . , DK ∈ Rm×n such that the sparsely
reconstructed patches Y˜i :=
∑K
j=1 x
i
jDj , with
∣∣∣∣xi∣∣∣∣
0
≤ S give a good quality approxima-
tion I˜ of I when recomposed through Φ−1. The optimization problem is thus
min
D1,...,DK∈Rm×n
x1,...,xN∈RK
∀i=1,...,N ||xi||
0
≤S
∆(I, I˜) , (5.2.1)
where ∆ is some distortion measure and
I˜ := Φ−1
 K∑
j=1
x1jDj ,
K∑
j=1
x2jDj , . . . ,
K∑
j=1
xNj Dj
 .
The choice of the distortion measure ∆ is application-dependent and should favor the
properties we’re interested in: if we want to approximate natural images with low storage
cost (i.e. high sparsity) for the purpose of being later seen by humans, then it should
correlate well with human perception of degradation of an image, and thus for example
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1 − HaarPSI would be a good choice. If we’re interested in approximating 2D data like
seismographic data read from multiple sensors at multiple times, we may be interested
in recovering as much as possible the correct values of the data pixel per pixel; in this
case the Frobenius norm (which is classically used to formulate the dictionary learning
problem) could be used.
Though minimizing ∆(I, I˜) under the sparsity constraint is what we’re really interested
in, we will make the non-trivial assumption that the solution is obtained when we mini-
mize distortion for each patch independently, i.e.
min
D1,...,DK∈Rm×n
x1,...,xN∈RK
∀i=1,...,N ||xi||
0
≤S
N∑
i=1
∆(Yi, Y˜i) . (5.2.2)
Ignoring the two-dimensional structure of the patches by using the Frobenius norm for ∆
(or really any entry-wise norm), we can write the optimization problem in matrix form:
min
D1,...,DK∈Rm×n
x1,...,xN∈RK
∀i=1,...,N ||xi||
0
≤S
N∑
i=1
∆(Yi, Y˜i) = min
d1,...,dK∈Rmn
x1,...,xN∈RK
∀i=1,...,N ||xi||
0
≤S
N∑
i=1
∆(yi,
K∑
j=1
xijd
j)
= min
D∈Rmn×K
X∈RK×N
∀i=1,...,N ||X·i||0≤S
||Y −DX||F ,
where Y = [y1| . . . |yN ], D = [d1| . . . |dN ] and X = [x1| . . . |xN ] with yi := vecYi and
dj := vecDj . This is exactly problem (4.0.2) with the choice of the Frobenius norm: we
thus see that (5.2.2) and more so (5.2.1) are generalizations that take into account both
the intrinsic two-dimensionality of the problem and the fact that the Frobenius norm
does not always measure the type of distortion we are really interested in.
We must say that because of the huge complexity of the problem we won’t try to develop
a dictionary learning method specifically optimized for a certain ∆. We instead adopt
an experimental approach of trying different possibilities in regards to details of our
method (for example the choice of different clustering procedures), reconstruct I˜ and then
evaluate ∆(I, I˜), trying in this way to develop an empirical understanding of what works
best. We will nonetheless try to preserve the two-dimensionality of the problem: this
means that we’ll settle for (5.2.2), as a compromise between (5.2.1) (what we really wish
to optimize) and (4.0.2) (what is more simple and elegant to express mathematically).
We’ll see however that in practice what works best in terms of quality and time is using
K-means for clustering and OMP for the sparse coding step, which both require the
patches to be vectorized; we’ll discuss this in more detail in Section 5.4.
Finally we want to mention the possibility to learn the dictionary not directly on the
patches Yi but on some bijective transformation of them Zi = f(Yi). Once the dictionary
patches D1, . . . , DK and the encoding vectors x1, . . . , xN have been learned then the
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reconstructed patches would be Y˜i = f−1(Z˜i) = f−1(
∑K
j=1 x
i
jDj). This means that
if the function f is also linear then Y˜i =
∑K
j=1 x
i
jf
−1(Dj) and one can compute the
dictionary patches on Zi, compute f−1(Dj) and forget about f or its inverse; any needed
encoding of a new patch can simply be obtained by using f−1(Dj) in lieu of Dj in the
normally used sparse coding procedure. This idea is basically the same as that proposed
in Rubinstein et al. (2010), where the authors propose to learn dictionary atoms as sparse
linear combinations of some previously chosen basis like for example a wavelet basis. The
motivation behind this procedure is that certain signals may be more sparse in a certain
domain.
We can think of at least two cases in which using such a transformation f could be useful:
in the presence of noise on the patches, f could be chosen as the simple bilateral 2DPCA
f(Yi) := V
TZiU (where V and U are the eigenvector matrices of the left and right image
covariance matrices respectively). In the case of dimensionality reduction though (which
would be of real interest since it would remove the components with worse signal-to-noise
ratio) the function f wouldn’t be properly invertible: we could still learn the dictionary on
the reduced patches Zi and define the pseudo-inverse f˜−1(Dj) := V DjUT . Secondarily
we could think of using f to synthesize 2-dimensional information into vector form. As
already mentioned above, in practice it is convenient to use the K-means algorithm for
clustering which operates on vectors. We could then think of applying some wavelet
or wavelet packet transform to the patches so as to re-encode their two-dimensional
structure into vectors and then learn a sparse dictionary on those.
5.3 Tree-based dictionary
We are interested in using the main idea from Zeng et al. (2015) and Liu et al. (2018) to
propose a solution to (5.2.2), namely recursively split the dataset in two and from the so
obtained binary tree build a dictionary. We tried to simplify the construction in these
two papers avoiding some of the arbitrary choices therein made and test the robustness
of the main idea.
As anticipated in Section 2.2, we need a clustering method that can recursively split
the dataset into classes sharing similar salient features. In subsection 1.7 we described
some clustering algorithms, each of which provides a function C : 2S → 2S × 2S that will
split any subset of S in two:
∀S ⊂ S S = C(S)0 unionsq C(S)1 .
Given a clustering method C we can build a binary tree that gives a hierarchical clustering
of the data. This tree is constructed top-to-bottom, starting by splitting in two the whole
dataset and then recursively applying the same procedure to the obtained clusters. The
leafs of the tree, which we will also call final clusters, represent the smallest clusters we
are willing to accept: we define a branching criteria that controls whether to cluster the
set further or stop there, and this can be set for example to check if some quantity that
somehow represents the cluster size (for example the cardinality or the variance) is above
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(a)
,
(b)
Figure 5.1: (a) A small subset of the 8 × 8 sample patches obtained from the
flowers-pool image (see Figure (5.10) on page 128). (b) The tree (thick
edges) obtained from recursively applying 2-means to the sample set: the
nodes in the tree are the centroids of the corresponding clusters. The dashed
arrows show the Haar dictionary elements associated to the nodes (see text).
a fixed threshold. We will give more details on the branching criteria and the order of
the tree visit in subsection 5.3.1; it should be already clear that the lower the threshold
for the branching criteria is set the tighter the final clusters will be around the data, in
the sense that the centroids of the final clusters will be a better approximation of the
therein contained data. Equivalently a deeper tree will produce final clusters with fewer
and more concentrated elements.
We try to give an intuitive idea of this hierarchical clustering procedure in Figure
(5.1), where a small subset of sample patches together with the centroids corresponding
to clusters of the first 3 levels of the tree are shown. As can be seen, each branching of
the tree corresponds to a separation of a certain visual feature: the clustering procedure
used (in this case 2-means) separates data points that are far away, thus determining a
sum decomposition of the cluster centroid: in this representation a centroid patch is sum
of its two sons in the tree1.
Once the binary tree has been computed, we wish to use the information it encodes
to define the dictionary atoms; these have to somehow give a good discretization of the
1this is actually not exactly true in Figure (5.1) because of a normalization factor that matplotlib
automatically chooses such that the maximum value in a patch is 1 (white) and the minimum 0
(black).
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sample set, in the sense that it should be possible to approximate each patch in S as
a linear combination of very few (think 2 or 3) of these atoms. The most natural idea
would be to pick the centroids of the final clusters as atoms; when taken together with the
global average of all the samples, we’ll call this dictionary the centroids dictionary. This
dictionary potentially incurs in the non ideal situation of having many highly correlated
atoms. In fact, in the regions where the sample set is clustered more finely (i.e. the
subtrees branch deeper), the centroids of the clusters will be very close together. Thus
we instead propose to take as dictionary atoms the differences of sibling cluster centroids,
where by sibling we mean they correspond to two nodes in the tree which are sons of the
same node; when taken together with the global average of all the samples, we’ll call this
dictionary the Haar dictionary or Haar-dict. If we think of the patches as elements of a
vector space, the atoms we are taking are describing the direction needed to move from
one centroid to the one of its sibling cluster. We are thus mitigating the risk of taking
many highly correlated patches as dictionary atoms: even if the vectors that represent
the centroids are very close to parallel, their differences are not necessarily.
To summarize, our method consists of recursively applying a bipartite clustering pro-
cedure to produce a binary tree from which we can build two dictionaries: the centroids
dictionary composed by the centroids of the leaf nodes or the Haar dictionary composed
of difference of the centroids of each non-leaf node’s sons. In both cases we’ll also take in
the dictionary the global average (which is nothing else but the centroid corresponding
to the root node of the tree). Incidentally both these procedures give the same number
K of atoms, as the number of leafs in a binary tree is equal to the number of non-leaf
nodes. See Figure (5.1b). In the following we will always suppose to be dealing with the
Haar dictionary (unless otherwise specified) because of its superior performance; in the
notation of Chapter 2, this means we are taking as dictionary
D = {A(r)} ∪ {D(ν) | ν ∈ N \N`} . (5.3.1)
Like in Zeng et al. (2015) and Liu et al. (2018) and unlike the MOD or K-SVD method,
we separate the dictionary learning and coding procedures: once we have learned the
dictionaryD = {D0, . . . , DK−1} we define Y as themn×N matrix with {vec(Yi)}i=1,...,N
as columns and D as the mn×K matrix with vec(Dk)/ ||Dk||F as columns. We then use
OMP to solve the sparse coding problem (4.0.1). The normalization of the dictionary
atoms is necessary so that during sparse coding OMP won’t assign artificially large scalar
values to atoms with very small norm.
It should already be apparent that the choice and tuning of the clustering procedure
is fundamental: it completely determines the clusters and the tree structure. The only
way we’re measuring the quality of a clustering procedure (a part from execution time) is
by using the dictionary produced by our method for various sparse reconstruction tasks,
and using standard quality assessment measures for the reconstruction; in other words
we adopt a trial-and-error approach and check which choices give better solutions for
problem (5.2.1). In some sense this is all we are interested in, nonetheless if we found
some correlation between certain attributes of the clustering procedure and the quality of
the generated dictionary, we could work to improve directly the details of the clustering
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procedure (possibly designing a new ad hoc one) to benefit our method. However we
have not yet found a precise way to directly measure the quality of a clustering method,
and thus we will simply somewhat generally ask that it should ideally partition the sets
in such a way that data points with similar visual salient features end up in the same
class.
5.3.1 The Algorithm
Algorithm 10 Haar-like tree based dictionary procedure
Input: Patches Y = {Y1, . . . , YN}, clustering procedure C : 2S→2S × 2S , dictionary
cardinality K or parameters mincard and 
Output: Haar dependency tree ((V,E), r, {Sν}ν∈V ,A,D), Dictionary D =
{D0, D1, . . . , DK−1}
1: Initialize r := Sr := Y, D := {D0} with D0 := Ar = 1N
∑N
i=1 Yi and E := ∅
2: Initialize tovisit = DataStructure() . This determines the type of tree visit
3: tovisit.put(r)
4: while tovisit 6= ∅ do
5: ν = tovisit.get()
6: Partition Sν into A,B = C(Sν)
7: if BRANCH CRITERIA(ν) is TRUE then . This determines the tree depth
8: Define ν0 := Sν0 = A, ν1 := Sν1 = B, add edges (ν, ν0) and (ν, ν1) to E
9: Compute Aν0 := 1|Sν0 |
∑
Y ∈A Y and Aν1 := 1|Sν1 |
∑
Y ∈B Y
10: Compute Dν := Aν0 −Aν1
11: Add Dν to D
12: tovisit.put(ν0), tovisit.put(ν1)
13: end if
14: end while
In Algorithm (10) an outline of our procedure is given as pseudo-code. There are two
important variables to specify for each instance of this procedure: the data structure used
for storing the nodes to visit the tree (line (2)) and the branching criteria to evaluate
on each node (line (7)). There are two main choices for the setting of these variables
that determine a different behavior of the algorithm: in the first case the tovisit data
structure is set to a FIFO2 queue and in the second to a priority queue.
In the first case, when tovisit is a FIFO queue, the tree will be visited breadth-first
and the branching criteria will be set to check for two conditions:
1. whether the cardinality of Sν is above a threshold mincard,
2. whether the tightedness of the cluster is above a threshold , where by tightedness
we mean the value of the clustering minimization function (WCSS for 2-means and
2first in first out
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Ncut for spectral clustering)3.
In this case we do not have a direct control over the cardinality K of the produced
dictionary, we simply know that it will be a decreasing function of . On the other hand
we have the certainty that the final clusters will be very small: they either must have
fewer than mincard elements or, when partitioned further, give a value of the clustering
minimization function below . This means that the clustering procedure gives some sort
of adaptive resolution of the space: the tree branches go deeper where the data is more
spread out, and in any case they go deep enough so that in all regions of the data space
the final clusters are approximately the same size.
In the second case, when tovisit is a priority queue, we use the variance of the node
being put in tovisit as the key and we always extract the value from tovisit with
the highest key value. This means that we give priority in the tree visit to those nodes
corresponding to higher variance, or equivalently we explore first those regions of the
data space where the data is more spread out. In this case the branching criteria is set
to check for the two following conditions:
1. whether the cardinality of Sν is above a threshold mincard,
2. whether the number of branchings already occurred is smaller than a threshold
nbranchings.
This means that, if the sample set is large enough, exactly nbranchings branchings will
occur, and thus the Haar-dictionary will consist of nbranchings+ 1 dictionary elements.
In this case we then have direct control over the number K of dictionary elements. In our
tests (especially when doing comparing our methods to K-SVD) we will always use this
priority queue variant because of the convenience of setting the dictionary cardinality K.
Depending on the application though (if it is not so important to achieve a particular
K) the FIFO variant might be more appropriate.
Example 8. We will describe the steps of the Algorithm using the same patches
{Y0, . . . , Y7} ⊂ R3×3 as in Example 6 and 7. Suppose at first to use 2-means cluster-
ing and the FIFO queue variant, set mincard to 2 and the threshold for the WCSS value
to 100; we then obtain the following tree
0, 1, . . . , 7
0, 2, 3, 4, 6 1, 5, 7
3, 40, 2, 6 .
In fact 2-means applied to all the patches clusters them into A = {0, 2, 3, 4, 6} and
B = {1, 5, 7} which give WCSS(A,B) = 195.3; furthermore the root node contains 8
patches which is above the minimum cardinality of 2, thus the first branching occurs.
3otherwise we could use for example the variance of the corresponding set Sν
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The two children nodes are put in the FIFO queue (starting with the one on the left),
and thus at the next iteration the node correspoding to patches {0, 2, 3, 4, 6} is visited.
The 2-means clustering applied to these patches gives a WCSS value of 129.2 which is
still above the threshold, furthermore there are 5 patches in the set, thus even here a
branching on the tree occurs and the two sons are added to the FIFO queue. Now node r1
corresponding to patches {1, 5, 7} is visited, because it is on top of the FIFO queue: this
doesn’t satisfy the branching requirement since the WCSS value given by the eventual
2-means clustering is 73. Finally the two nodes {0, 2, 6} and{3, 4} are visited, both of
which don’t satisfy the branching criteria: the first one would give a WCSS value of 45.2
and the second doesn’t have more than 2 patches. The FIFO queue is now empty and
the tree visit stops. We now compute the global average A(r) and the detail vectors D(r)
and D(r0):
A(r) = 1
8
7∑
i=0
Yi =
 3.5 0.25 −1.62−1.38 1.88 −4.
−1.88 −1.62 −2.5

D(r) = 1
5
∑
i∈{0,2,3,4,6}
Yi − 1
3
∑
i∈{1,5,7}
Yi =
 −4. −10.27 0.07−3.8 −3.4 2.67
−8.33 −10.07 −10.4

D(r0) = 1
3
∑
i∈{0,2,6}
Yi − 1
2
∑
i∈{3,4}
Yi =
 −2.5 −9.33 5.67−3.83 11. 6.67
−1.67 4.33 −3.17
 .
The Haar-dictionary is then composed of the normalized versions (under the Frobenius
norm) of these 3 patches. Suppose now that instead we want to use the priority queue
variant along with the 2-means clustering; we set nbranchings to 3 and mincard to 2.
The tree obtained is now the following:
0, 1, . . . , 7
0, 2, 3, 4, 6 1, 5, 7
5 1, 7 .
In fact the first branching consists of 2-means applied to all the patches, thus the first
two children are the same as in the FIFO queue case. However what is different is that
now the two children are put in the priority queue using as key the variances of their
corresponding patch-sets, which are 30.2 and 32.9 for the left and right son respectively.
The second being highest means that node {1, 5, 7} is extracted first to visit: this satisfies
the cardinality requirement and thus the second and final branching occurs. Its sons are
put in the priority queue with their variances which are 0 and 38.5 respectively. Now
the branching criteria will always evaluate to False because the nbranchings threshold
has been reached; it is interesting to note that the nodes still in the priority queue will
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be visited in order of decreasing variance, so first {1, 7}, then {0, 2, 3, 4, 6} and finally
{5}. However if nbranchings were set to 4, the third branching would occur on node
{0, 2, 3, 4, 6}, since {1, 7} wouldn’t satisfy the cardinality requirement. We now compute
the approximation and detail vectors: the first branching being the same as in the FIFO
queue case means that A(r) and D(r) are the same. The third Haar-dictionary element
here is instead the normalized version of
D(r1) = Y5 − 1
2
∑
i∈{1,7}
Yi =
−4.5 2. −6.56. −4.5 11.5
−11. −2.5 7.5
 .

Regarding the computational complexity of our method (including the computation
of OMP at the end), this of course depends on the clustering procedure used and the
number of branchings done (i.e. the number of nodes in the tree). Supposing we use the
2-means clustering by computing I iterations of Lloyd’s algorithm, for each non-leaf node
ν ∈ N \N` we require O(|Sν |nI) elementary operations for the clustering (see subsection
1.7.1) and O(|Sν |) for computing the associated dictionary element. Thus in this case
the total computational cost is∑
ν∈N\N`
O(|Sν |nI) +NO(nS3 + SKn) ≤ O(KNnI +NnS3 +NSKn) . (5.3.2)
By comparing this with (4.2.3) we can see how the K-SVD is quadratic in the number of
samples N while our method is linear.
5.4 Numerical experiments
In this Section we will carry out various reconstruction tasks using K-SVD and different
variants of our method; we will compare the quality of the reconstructions and computa-
tion times. The implementation of our method was done in python4 while for K-SVD we
used the KSVD-box Matlab software5. All the numerical tests were run on a MacBook
Pro Mid 2012 with an Intel Ivy Bridge i5 2.5Ghz CPU.
To build the binary Haar dependency tree we experimented with two clustering meth-
ods: the 2-means (K-means with K = 2) and spectral clustering. For details on these
methods refer to Sections 1.7.1 and 1.7.3 respectively. Generally speaking, we will see
that the 2-means would almost always be preferable: it is much faster, requires no choice
of parameters and gives comparable if not better quality reconstructions.
Spectral clustering being a graph-based method, one has to define the similarity mea-
sure σ and the lower threshold ρ ∈ [0, 1) on the similarities in order to define the weights
of the affinity matrix (see (1.7.6)). We experimented with three different similarity mea-
sures: HaarPSI and the gaussian kernels of the Frobenius and Earth Mover’s Distance
4code available at https://github.com/nareto/haardict
5avaiable at http://www.cs.technion.ac.il/~ronrubin/software.html
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(see below). Suppose the data-set is composed of patches Y1, . . . , YN , then according
to Subsection 1.7.2 the entries of the respective affinity matrices WH ,WF and WE are
defined as
(WH)ij := HaarPSI(Yi, Yj)
(WF )ij := 1(ρ,1](e
−β ||Yi−Yj||
2
F
σ2 )
(WF )ij := 1(ρ,1](e
−βEMD(Yi,Yj)
2
σ2 ) ,
where σ is the variance of the data-set, ρ ∈ (0, 1] and β > 0 are parameters and EMD
stands for Earth Mover’s Distance. The EMD (or Wasserstein’s metric) is a distance
between probability densities that represents the minimum cost of transforming one
probability distribution into the other. It can be thought of as the minimum work
necessary to transform one pile of dirt into another (with the same volume since the
probability density functions are normalized); see Rubner et al. (2000). Here we are
using the p× p patches themselves as probability densities defined on [p]× [p] ⊂ N× N.
In the actual implementation we are using the pyemd python library which requires
one-dimensional vectors as input; we identify the row-stacked pixel coordinates with
γ0, . . . γp2 , i.e. γk = (bk/pc, k (mod p)), and then define the required metric matrix
M = {mij} ∈ Rp2×p2 as mij = ||γi − γj ||2.
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(a) Earth mover’s distance
(b) Frobenius norm
(c) HaarPSIl
Figure 5.2: On the left histograms of the entries of the affinity matrices WE ,WF and
WH . The data set used consists of 750 8 × 8 patches randomly extracted
from the flowers-pool image (see Figure (5.3)), and the parameter values
used are ρ = 0.5 and β = 0.06. On the right the sorted values of the second
eigenvectors of the corresponding Laplacian matrix L: the values below the
threshold τ found by Otsu’s method are colored in red, those above in blue.111
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To give a partial idea of the similarity distribution on a real set of image patches,
we extracted 750 8 × 8 patches from the flowers-pool image (see Figure (5.3)) and
plotted in Figure (5.2) the histograms for entries of WE ,WF and WH as well as the
sorted values of the second eigenvectors of the corresponding Laplacian. These have
been thresholded using Otsu’s method (see Otsu (1979)), which steps through all possible
threshold levels choosing the one that minimizes the sum of the variances of the values
above and below the threshold. Incidentally in the following we always used the spectral
clustering implementation in the scikit-learn python library, which instead uses k-
means to threshold the eigenvector values.
Figure 5.3: 100 8× 8 patches randomly extracted from the flowers-pool image (Figure
(5.10)).
As a first test to compare our method with different clustering procedures and K-SVD,
we used patches of different sizes extracted from the flowers-pool image (see Figure
(5.10)) to learn the dictionaries which we used to reconstruct with OMP the same patches
in the image. We used patch sizes of 8×8, 16×16 and 32×32 and respectively dictionary
cardinalities K equal to 100, 350 and 300, the latter being so small (and giving effectively
an undercomplete dictionary) because the image contains only 1040 32×32 patches. For
spectral clustering we used ρ = 0.5 and β = 0.5 to build the matrices WH ,WE and WF ;
for this clustering we had to limit the input data to 500 randomly chosen patches in order
to keep the computation times reasonable and for this reason the requested dictionary
cardinality wasn’t always reached. For all the three similarity measures and for patch
sizes 16 × 16 and 32 × 32 the computed dictionaries had cardinalities of approximately
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160. All the encoding procedures were done with a sparsity of S = 5. See Figures
(5.4),(5.5) and tables 5.1-5.3 for the reconstruction results.
It can be seen that the spectral clustering, despite taking only a small fraction of
image patches in input, is unfortunately too slow for practical purposes. The bottleneck
is the computation of all the pairwise similarities needed to compute the affinity matrix
W , which can get particularly expensive when the size of the patches increases; this is
especially the case for the EMD distance, whose computation with the pyemd python
library is unacceptably slow for patch sizes above 8 × 8 - therefore we didn’t run the
tests for larger patch sizes. The 2-means clustering is clearly preferable: it is much
faster and gives better reconstructions. The K-SVD almost always gives the best quality
reconstruction but is slower than our 2-means variant, especially for increasing patch-
size, as was to be expected by simply comparing the complexities of K-SVD and our
method. The apparent incoherence in the computation times for K-SVD in Table 5.3
is due to the number of patches rapidly decreasing with the increase of the patch size.
It has also to be noted that the K-SVD code is quite mature and optimized while our
implementation was designed more around being flexible to test many different variants
rather than being fast.
Here and in the following by most used atoms we mean the ones with greatest values
of ηk where
∀k = 1, . . .K ηk :=
N∑
j=1
|Xkj | , (5.4.1)
i.e. ηk is the total absolute value sum of the coefficients involving the dictionary atom
k in the reconstruction of all patches. In Figure 5.6 we represented these vectors for
two dictionaries: it can be seen here (and this is mostly the case in all the tests we’ve
conducted) that there are few atoms that are used very frequently in the reconstruction
and other atoms that are used with far less frequency. While for K-SVD the most used
atoms seem to concentrate in the last part of the dictionary, the opposite is true for
our method. In our code the dictionary is computed by revisiting the tree breadth-first,
so the atoms Dk with low k correspond to the first levels of the tree: this means that
the atoms that OMP uses the most in the sparse coding procedure are given by the
differences between centroids of large clusters, i.e. they distinguish between features of
the data at a very coarse level.
113
5 Tree-based Dictionaries
(a) 8× 8 patches, 2-means haar-dictionary
(b) 8× 8 patches, spectral-haarpsi haar-dictionary
(c) 32× 32 patches, 2-means haar-dictionary
(d) 32× 32 patches, spectral-haarpsi haar-dictionary
(e) 32× 32 patches, K-SVD dictionary
Figure 5.4: Cropped versions of the reconstructions of the flowers-pool image with
various dictionaries.
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(a) 8× 8 patches, 2-means haar-dictionary
(b) 8× 8 patches, spectral-haarpsi haar-dictionary
(c) 8× 8 patches, K-SVD dictionary
(d) 32× 32 patches, 2-means haar-dictionary
(e) 32× 32 patches, spectral-haarpsi haar-dictionary
(f) 32× 32 patches, K-SVD dictionary
(g) 32× 32 patches, spectral-frobenius haar-dictionary
Figure 5.5: 14 most used atoms in reconstructing the flowers-pool image with various
dictionaries.
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Table 5.1: HaarPSI values for reconstruction of the flowers-pool image
``````````````Method
Patch size
8× 8 16× 16 32× 32
2-means 0.807662 0.668130 0.591810
spectral-frobenius 0.787870 0.605407 0.489182
spectral-haarpsi 0.788303 0.588473 0.468913
spectral-emd 0.783695 - -
K-SVD 0.819504 0.697072 0.577935
Table 5.2: PSNR values for reconstruction of the flowers-pool image
``````````````Method
Patch size
8× 8 16× 16 32× 32
2-means 36.73741 33.79289 32.32366
spectral-frobenius 36.56342 32.83815 30.38745
spectral-haarpsi 36.27714 32.35491 29.90539
spectral-emd 36.51739 - -
K-SVD 37.57608 34.82362 32.20141
Table 5.3: Time (in seconds) for learning the dictionaries from the flowers_pool image
``````````````Method
Patch size
8× 8 16× 16 32× 32
2-means 3.03 8.35 8.18
spectral-frobenius 9.34 11.5 11.30
spectral-haarpsi 121.63 173.88 352.23
spectral-emd 172.40 - -
K-SVD 18.37 21.25 13.59
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(a) Haar-dictionary
(b) K-SVD dictionary
Figure 5.6: Values of ηk defined in (5.4.1) for the Haar and K-SVD dictionary with 300
elements computed on the 32× 32 patches of the flowers-pool image when
used for the reconstruction of this same image. The plots on the right show
the sorted values of the corresponding ηk vector.
In the second test we wanted to give a fair comparison to spectral clustering: if we give
it the same input patches as the other methods, does it do better? We randomly selected
300 patches of 8×8, 16×16 and 32×32 from the cameraman, lena, barbara and peppers
images from Figure (5.9) and we learned dictionaries with cardinality K = 85 using the
K-SVD and our method with both 2-means and spectral clustering (with R = 0.5 and
β = 0.5) with the three similarity measures; we then used the so obtained dictionaries
to reconstruct patches of the respective size from the boat image with sparsity S = 5.
In Figure (5.7) the patches that were most used in this reconstruction are shown for the
various dictionaries. Results for the quality of the reconstruction and time needed for
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learning the dictionaries are shown in Tables 5.4, 5.5 and 5.6. It can be seen that the
spectral clustering results are indeed closer (with respect to flowers_pool image) to the
2-means variant and the K-SVD method, but not as much better as hoped and anyways
much slower.
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(a) 2-means
(b) spectral-frobenius
(c) spectral-haarpsi
(d) spectral-emd
(e) K-SVD
Figure 5.7: 14 most used atoms (in reconstructing the boat image) for various 8 × 8
dictionaries learnt from the other images in Figure (5.9).
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Table 5.4: HaarPSI values for reconstruction of the boat image
``````````````Method
Patch size
8× 8 16× 16 32× 32
2-means 0.598513 0.415514 0.286448
spectral-frobenius 0.617493 0.410687 0.288477
spectral-haarpsi 0.589914 0.413590 0.287448
spectral-emd 0.621066 - -
K-SVD 0.653035 0.444661 0.293208
Table 5.5: PSNR values for reconstruction of the boat image
``````````````Method
Patch size
8× 8 16× 16 32× 32
2-means 29.98228 25.79827 22.42466
spectral-frobenius 30.50196 25.39697 22.34544
spectral-haarpsi 29.56240 25.31583 22.16454
spectral-emd 29.46130 - -
K-SVD 30.59927 25.90940 22.37480
Table 5.6: Time (in seconds) for learning the dictionaries from the cameraman, lena,
barbara and peppers images
``````````````Method
Patch size
8× 8 16× 16 32× 32
2-means 1.02 1.13 1.91
spectral-frobenius 4.37 4.86 5.01
spectral-haarpsi 49.04 61.80 125.92
spectral-emd 90.86 - -
K-SVD 1.39 1.02 1.92
In the third test, following the idea mentioned in Section 5.2, we tried applying a
2DPCA transform on the same patch-set as in the second test before learning the dictio-
naries, and later applying the pseudo-inverse 2DPCA on the learned dictionary patches
so as to obtain a dictionary in the original size. The purpose of this transformation is
to improve the clustering step, in speed obviously (because clustering lower dimensional
vectors is faster, especially for the similarity evaluation step in graph-based methods)
and also in quality if we suppose a certain level of noise in the original patches. Some
of the dictionary patches are shown in Figure (5.8) and the reconstruction results are
shown in Tables 5.7, 5.8 and 5.9.
In general the 2DPCA procedure is very beneficial especially for the variants of our
method: time computation (which in Table 5.9 is inclusive of the computation of the
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2DPCA transforms of the patches) goes down and the reconstruction quality goes up.
The patches in the dictionaries look smoother and less noisy, though they might get too
much smoothed if the size of the 2DPCA is too small with respect to the original patch
size. We wish to remark that we repeated these tests with the full patch sets for the
2-means variant and K-SVD method and the results were different: though we still had
a slight improvement in time, the quality of the reconstruction got worse. We deduce
that the 2DPCA transformation may be useful when the input sample set is small.
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(a) 8× 8 patches, 2-means dictionary learned on 4× 4 2DPCA
(b) 8× 8 patches, K-SVD dictionary learned on 4× 4 2DPCA
(c) 16× 16 patches, 2-means dictionary learned on 8× 8 2DPCA
(d) 16× 16 patches, K-SVD dictionary learned on 8× 8 2DPCA
Figure 5.8: Various dictionary patches from the methods applied to the 2DPCA-
transformed patches; the images always shows the 14 most used patches in
the reconstruction of the boat image.
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Table 5.7: 2DPCA HaarPSI values
``````````````Method
Patch size 8×8
(4×4 2DPCA)
16×16
(4×4 2DPCA)
16×16
(8×8 2DPCA)
2-means 0.708048 0.438838 0.432387
spectral-frobenius 0.694233 0.443614 0.417306
spectral-haarpsi 0.696331 0.445463 0.441723
spectral-emd 0.695014 0.444121 0.437372
K-SVD 0.716982 0.451594 0.439915
32×32
(8×8 2DPCA)
32×32
(16×16 2DPCA)
2-means 0.308566 0.301944
spectral-frobenius 0.301619 0.286519
spectral-haarpsi 0.303371 0.287050
K-SVD 0.308466 0.294213
Table 5.8: 2DPCA PSNR values
``````````````Method
Patch size 8×8
(4×4 2DPCA)
16×16
(4×4 2DPCA)
16×16
(8×8 2DPCA)
2-means 29.46641 25.55474 25.67997
spectral-frobenius 29.65418 25.52338 25.66238
spectral-haarpsi 29.67304 25.65105 25.97086
spectral-emd 29.51099 25.85567 25.62074
K-SVD 29.55693 26.34099 25.96887
32×32
(8×8 2DPCA)
32×32
(16×16 2DPCA)
2-means 22.59070 22.64134
spectral-frobenius 23.33165 22.39385
spectral-haarpsi 22.73070 23.56746
K-SVD 22.66237 23.29147
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Table 5.9: Time (in seconds) for computing the 2DPCA and learning the dictionaries on
the transformed patches
``````````````Method
Patch size 8×8
(4×4 2DPCA)
16×16
(4×4 2DPCA)
16×16
(8×8 2DPCA)
2-means 0.99 0.98 1.18
spectral-frobenius 4.40 4.7 4.80
spectral-haarpsi 42.90 41.07 44.56
K-SVD 0.72 0.73 0.81
32×32
(8×8 2DPCA)
32×32
(16×16 2DPCA)
2-means 1.05 1.20
spectral-frobenius 3.73 4.91
spectral-haarpsi 47.93 62.62
K-SVD 0.88 1.44
In the fourth test we wish to compare our method with the 2-means clustering with
K-SVD on a larger number of patches. We used the flowers-pool, house, cameraman
and barbara images (see Figure 5.9 and 5.10) to train the dictionaries which we used
to re-encode the patches of the landscape image (see Figure 5.11). Alongside the Haar-
dictionary we also computed the centroids dictionary, which is given by the centroids of
the final clusters (the leafs) in the hierarchical clustering tree: it can be seen from Tables
5.10-5.11 that this is almost always worse than the Haar-dictionary. Furthermore from
Table 5.12 it is clear that for bigger data-sets our method is much faster than K-SVD,
especially considering (as already mentioned) that we are comparing our prototype code
to the highly optimized KSVD-box software.
Table 5.10: PSNR values for reconstruction of the landscape image
Patch Size (# of patches) K K-SVD Haar-dict centroids-dict
8x8 (23264) 160 34.54001 34.40603 33.61384
16x16 (5776) 310 31.12586 31.27282 30.19550
24x24 (2496) 620 30.01312 29.51400 28.80906
32x32 (1424) 700 29.83463 28.64327 27.56030
Table 5.11: HaarPSI values for reconstruction of the landscape image
Patch Size (# of patches) K K-SVD Haar-dict centroids-dict
8x8 (23264) 160 0.702584 0.709226 0.699642
16x16 (5776) 310 0.518525 0.514718 0.508387
24x24 (2496) 620 0.448921 0.436503 0.442441
32x32 (1424) 700 0.402541 0.390120 0.392871
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Table 5.12: Time (in seconds) for learning the dictionaries from the flowers-pool,
house, cameraman and barbara images
Patch Size (# of patches) K K-SVD Haar-dict
8x8 (23264) 160 21.91 4.51
16x16 (5776) 310 18.99 7.88
24x24 (2496) 620 33.18 13.02
32x32 (1424) 700 43.90 14.57
Finally we wish to compare our dictionary learning method in the specific application
of image compression with the RBEPWT method presented in Chapter 3. To do this we
took the 256×256 peppers image and applied our Haar-dictionary method with 2means
clustering and different values of K and S to reconstruct the image. We then estimated
the storage cost in bits of the dictionary as explained in Subsection 4.2.2 and used it to
compute the Q index
Q = b2562
HaarPSI
Knb+ SNb+NKHp
;
see also Subsection 3.3.3. The achieved values are reported in Table 5.13; a comparison
with Table 3.3 (which we show again for convenience below as 5.14) shows that the
RBEPWT gives much better compression quality. We must note though that for code
simplicity in the haar-dictionary method we are reconstructing the image patch by patch
with no overlap, and thus for low levels of K or S (i.e. high levels of compression)
the image will show obvious signs of patchiness. We could achieve better results by
following the usual overlap procedure in patch-based methods: for each pixel in the
image reconstruct the patch centered around it and then average overlapping patches.
In any case the haar-dictionary method is much faster, requiring in this case around 1
second while the Felzenszwalb-Huttenlocher segmentation and the RBEPWT encoding
procedure require together around 5 minutes.
Table 5.13: Various reconstruction values for the peppers image with the Haar-
dictionary method; see text.
K sparsity PSNR HaarPSI Q (with b = 64)
45 3 27.63951 0.542138 5.97
45 5 29.08661 0.611601 5.01
85 3 28.45634 0.606299 4.67
85 5 30.18983 0.668595 4.15
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Table 5.14: peppers with Felzenszwalb-Huttenlocher segmentation
encoding coefficients PSNR HaarPSI Q (with b = 64)
easypath 4096 29.19485 0.803416 11.32
gradpath 4096 29.12663 0.804430 11.06
epwt 4096 30.13342 0.845705 2.95
tensor 4096 31.45586 0.853261 12.59
easypath 2048 25.63808 0.686624 18.28
gradpath 2048 25.66487 0.690167 17.53
epwt 2048 26.72259 0.749571 2.96
tensor 2048 27.10352 0.726001 21.11
easypath 1024 23.15176 0.580086 28.13
gradpath 1024 23.15506 0.583367 26.02
epwt 1024 24.17585 0.646684 2.74
tensor 1024 23.77188 0.602107 34.53
easypath 512 21.33941 0.502156 41.76
gradpath 512 21.34081 0.495794 35.86
epwt 512 22.05342 0.548996 2.41
tensor 512 21.40979 0.489784 55.39
126
5.4 Numerical experiments
(a) 256× 256 cameraman image (b) 512× 512 lena image
(c) 512× 512 barbara image (d) 256× 256 peppers image
(e) 512× 512 boat image (f) 256× 256 house image
Figure 5.9: A set of images used for some of the numerical experiments (see Text)
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Figure 5.10: The 1287× 857 flowers-pool image
Figure 5.11: The 1555× 680 landscape image
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In this thesis we described two adaptive methods that are effective in sparsely representing
images, the first (RBEPWT) being specific to this application and the second (Haar-
dict) inserted in the more general context of dictionary learning. The RBEPWT finds a
basis that depends only on the segmentation of the image: when sparsity is enforced on
this basis by keeping only a small number of the largest coefficients, the reconstructed
images preserve very effectively the edges corresponding to segmentation borders and
the textures therein. In most of the numerical trials the method is slightly worse than
EPWT in terms of quality of the reconstructed image but is cheaper in storage cost,
as can be seen if we compare the ratio between reconstruction quality and storage cost
of the encoding. Furthermore the RBEPWT allows one to encode and reconstruct a
single region of interest in the image with different quality: this is a unique feature of
the transform which works by leveraging the inherent tree structure in the coefficients
of a wavelet transform. In this case there is also a permutation of the samples at each
level of the tree due to the path-finding procedure; since this is carried out independently
in each region, there is no mixing of coefficients from different regions in the image and
it is possible to use a close to minimal number of coefficients to perfectly reconstruct
the region of interest while still maintaining some information on the rest of the image.
This phenomena is due to coefficients higher up in the tree being responsible for the
encoding of non-local information. Future developments of the RBEPWT should include
some ad hoc segmentation method which is coupled with the path-finding procedure:
this would enable to obtain regions optimized for the transform and possibly prove some
error bounds on the reconstructed image.
We then used another generalization of the Haar wavelet tree structure to define the
fast, non-iterative Haar-dict method. This employs a clustering method (our numerical
results suggest 2-means as the most practical) to recursively partition the data-set in two,
thus building a tree where every branching corresponds to a splitting of the data. The
computational cost of the method is linear in the number of data points used for learning,
while state-of-the-art K-SVD depends quadratically on it. Furthermore the Haar-dict
method provides a geometrical perspective into the dictionary learning problem: the
tree gives a concept of resolution level of the space, with branches going deeper where
variation in the data-set is higher. The dictionary atoms, taken as normalized differences
of centroids of clusters at the same resolution level, have different degrees of importance
in the final dictionary: OMP seems to prefer dictionary atoms from higher levels in the
tree which correspond to difference vectors between very large clusters, i.e. those that
distinguish at a coarse level between fundamental features in the data set. Future studies
on this method should include experimenting with other clustering methods and non-
binary trees (corresponding to wavelet transforms with longer filters) as well as further
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investigating the relation between a certain patch collocated in the data space and the
dictionary atoms used to reconstruct it. Would it be possible for example to use the tree
and wavelet synthesis formulas to define a new sparse coding procedure, alternative to
the Matching Pursuit methods?
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