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Abstract
As numerous machine learning and other algorithms increase in complexity and data requirements, distributed
computing becomes necessary to satisfy the growing computational and storage demands, because it enables parallel
execution of smaller tasks that make up a large computing job. However, random fluctuations in task service times
lead to straggling tasks with long execution times. Redundancy, in the form of task replication and erasure coding,
provides diversity that allows a job to be completed when only a subset of redundant tasks is executed, thus removing
the dependency on the straggling tasks. In situations of constrained resources (here a fixed number of parallel servers),
increasing redundancy reduces the available resources for parallelism. In this paper, we characterize the diversity vs.
parallelism trade-off and identify the optimal strategy, among replication, coding and splitting, which minimizes the
expected job completion time. We consider three common service time distributions and establish three models that
describe scaling of these distributions with the task size. We find that different distributions with different scaling
models operate optimally at different levels of redundancy, and thus may require very different code rates.
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I. INTRODUCTION
Distributed, parallel computing has become necessary for handling machine learning and other algorithms with
ever increasing complexity and data requirements. This is because it provides simultaneous execution of smaller
tasks that make up larger computing jobs. However, the large-scale sharing of computing resources causes random
fluctuations in task service times [2]. Therefore, although executed in parallel, some tasks, known as stragglers, take
much more time to complete, which consequently increases the job service time. Redundancy, in the form of simple
task replication, and more recently, erasure coding, has emerged as a potentially powerful way to shorten the job
execution time. Task redundancy allows job completion when only a subset of redundant tasks get executed, thus
avoiding stragglers, see e.g. [3]–[18] and references therein. Redundancy provides diversity since job completion
can be accomplished in different ways, e.g., when any fixed-size subset of tasks gets executed.
In distributed, parallel computing with redundancy, both parallelism and diversity are, thus, essential in reducing
job service time. However, both parallelism and diversity are provided by the same limited system’s resources
dedicated to the job execution, e.g., a fixed number of servers. To understand this tension on the system’s resources
that parallelism and diversity bring about, let us consider two extreme ways to assign a job to n servers. One is
splitting or maximum parallelism with no redundancy. Here, the job is divided equally among the n workers, and
thus it gets completed when all workers execute their tasks. The other is n-fold replication or maximum diversity.
Here, the entire job is given to each worker, and thus it gets completed when at least one of the workers executes
its task. Roughly speaking, splitting (maximal parallelism) is appropriate for large jobs with almost deterministic
service time (i.e., no straggling servers), and replication (maximal diversity) is appropriate for small jobs with
highly variable service time (i.e., many straggling servers).
In general, given a fixed number of workers n, the question is how much parallelism vs. diversity should be
used. Consider a coding scheme where jobs are split in k tasks and encoded into n ≥ k tasks s.t. execution of any
k is sufficient for job completion. On the one hand, the smaller the k, the larger the task each server is given to
execute. On the other hand, the smaller the k, the smaller the subset of tasks necessary for job completion. The
choice of k thus dictates the trade-off between parallelism (increasing with k) and diversity (decreasing with k).
We are here concerned with characterising the diversity vs. parallelism trade-off for different service time and task
execution models, i.e., with finding an optimal k for a given n.
There is a large body of literature on replication and erasure codes for classical machine learning and other
algorithms (see e.g. [10], [12]–[16], [19]–[30] and references therein), and thus it is reasonable to assume that
codes exist for many job types and any n and k combination. However, very little is known about what exact
n and k combination should be selected in a given scenario in order to optimize a particular metric or goal of
interest. When the goal is only to have the job completed by a certain time and it is known that at most ` workers
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will not respond by that time, then simply setting k = n − ` will achieve the goal. However, service time is a
random variable, and one can only talk about the probability of task completion by a certain time [17], [31]–[33].
Therefore, the question one should ask is which k minimizes the expected job completion time.
Several recent papers asked how much redundancy should be used in distributed systems. In particular, [18], [34],
[35] are solely concerned with replication systems, and their results do not easily extend to erasure coding system.
Coding systems were considered in e.g., [3], [36], [37]. However, the system’s resources were not assumed to be
limited, and thus diversity vs. parallelism trade-off was not addressed. To study diversity vs. parallelism trade-off
in systems with limited resources, we need to know the service time probability distribution function (PDF) as well
as how it scales (changes) with the size of the task. Various service time PDFs have been adopted in the literature.
For theoretical analysis, Bi-Modal was used in e.g., [38], Pareto was used in e.g., [39]–[44], Erlang was used in
e.g., [45]–[50], Shifted-Exponential was used in e.g., [51]–[54], and the exponential distribution was used in e.g.,
[55]–[57]. Some general classes of distributions (log-concave/convex) were considered in [18], [58].
There is no consensus on how the service time PDFs scale with the task size. For example, if the service time
for some unit size task is Exponential, then some models assume that the service time for an s times larger task is
also Exponential with the s times larger mean (i.e., scaled exponential [15], [53], [57]), while other models assume
that it is Erlang (sum of s exponential PDFs). If the service time for some unit size task is Shifted-Exponential,
then some models assume that service time for s times larger task is also Shifted-Exponential, only with an s times
larger shift [19], [51], [59]. More sophisticated models studied how job size changes the tail of the Pareto service
time [3]. In this paper, we consider a number of common service time and scaling models. We find that different
models operate optimally at very different levels of redundancy, and thus may require very different code rates.
The contributions of the paper are stated in more detail in Sec. III, after the computing system model is given in
detail.
The paper is organized as follows: In Sec. II, we present the system architecture and the models for the service
time and its scaling. In Sec. III, we state the problem and summarize the contributions of this paper. In Sec. IV,
V, and VI, we characterize the diversity vs. parallelism trade-off for three common service time distributions with
three different scaling models. Conclusions are given in Sec. VII.
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II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Architecture
We adopt a system model as shown in Fig. 1, consisting of a single front end master server and n computing
servers we refer to as workers. Such distributed, parallel computing system architectures where a single master node
manages a computing cluster of nodes are commonly implemented in modern frameworks, e.g., Kubernetes [60]
and Apache Mesos [61].
J4J5J6 M
W1
W2
W3
W4
J3/D3 J2/D2 J1/D1
Fig. 1. A Distributed Computing System: Master node M partitions jobs Ji into tasks, possibly generates redundant tasks, and dispatches
them to workers W1,W2,W3,W4. Shaded regions in the pre-processed jobs J2, J3 indicate redundancy. Here, each job consists of 4
computing units. Job J1 is executed with maximal parallelism (splitting), J2 with maximal diversity (replication), and J3 is encoded by a
[4, 2] erasure code.
B. Computing Jobs, Tasks, and Units
We are concerned with computing jobs that can be split into tasks which can then be executed independently
in parallel by different workers. An example of such a job is vector by matrix multiplication, which is a basic
operation in regression analysis and PageRank, and also in gradient descent, which resides at the core of almost
any machine learning algorithm [62]–[69].
We assume that there is some minimum size task for a given job below which distributed computing would be
inefficient, and refer to it as the computing unit (CU). A task given to each worker can have one or more computing
units. For example, if the job is to find a product A ·X of a 3×n matrix A and an n× 1 vector X , the computing
unit could be a scalar product of a row of A and X . Let matrix A be split into two submatrices: a 2×n submatrix
A1 and a 1× n submatrix A2, as shown in Fig. 2. The job to compute A ·X , consisting of 3 CUs, can be split in
A
X =
A1
A2 X
=
R1
R2
Fig. 2. Multiplication A ·X of a 3-row matrix A by vector X is accomplished by parallel multiplication is of a 2-row submatrix A1 by
vector X and a 1-row submatrix A2 by vector X .
two tasks for parallel execution: task A1 ·X with two CUs, and task A2 ·X with one CU. We will measure the
sizes of jobs and tasks by the number of their computing units.
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In this paper, we assume that each job consists of n CUs where n is the number of workers. The master node
partitions each job into k tasks, each of size s = n/k. It then generates n− k redundant tasks, and dispatches the
n tasks to the n workers. Therefore, each worker is assigned a task of s = n/k CUs. The redundant tasks are
generated by an MDS code, that is, s.t. the job is completed when any k out of n tasks are completed.
Fig. 1 shows some possible ways in which the master server can pre-process a job, i.e., partition a job into CUs,
group the CUs into tasks, and add redundancy. Because of redundancy, not all tasks assigned to the workers will be
executed or even partially serviced. Because of that, we refer to the pre-processed jobs as virtual demands. Consider
the virtual demands D1, D2, and D3 in the figure (resulting from processing jobs J1, J2, and J3). Here, all jobs
consist of 4 CUs. No redundant tasks are formed for job J1, and thus the virtual demand D1 and the original job
are identical. Job J2 is replicated on 4 workers, and thus the size of its virtual demand D2 is 4 times the size of
J2. Job J3 is encoded by a systematic [4, 2] MDS code that generated 2 coded tasks of 2 CUs size. Its virtual
demand D3 is organized as follows: Workers W1 and W2 are each given a task consisting of 2 different CUs of J3.
Workers W3 and W4 are each given a coded task of 2 CUs size. Job J1 is handled by splitting, J2 by replication,
and J3 by coding. Roughly speaking, the goal of this paper is to determine which of these three strategies should
be used for several service time models for executing single and multiple CUs used in the literature.
C. Computing Unit Service Time Models
We model a computing unit service time as a random variable (RV)X , and refer to the tasks that are still running
after a given time as stragglers. As we discussed in the introduction, there is no consensus on what the probability
distribution of X is. In this paper, we use the following canonical service time models (PDFs of X):
(Shifted)-Exponential: X ∼ S-Exp(∆,W ): Support of X is [∆,∞), ∆ is the minimum service time. The tail
distribution is given as Pr{X > x} = e−(x−∆)/W for x > ∆. Note that the larger the W the higher the probability
of straggling. If ∆ = 0, then X ∼ Exp(W ) is exponential.
Pareto: X ∼ Pareto(λ, α): Support of X is [λ,∞) where λ is the minimum service completion time. Tail
distribution is given as Pr{X > x} = (λx )α for x > λ where α is known as the tail index and models tail
heaviness. Smaller α means a heavier tail, which then means higher probability of straggling.
Simple Bi-Modal: X ∼ Bi-Modal(B, ): Under this distribution X takes only two values:
X =

1 w.p. 1− 
B > 1 w.p.  ← probability of straggling
(1)
This distribution features two important aspects of service straggling: probability of straggling  and magnitude of
straggling B. The experiments with Amazon EC2 servers in [16, Fig. 2] show that the service time of the worker
machine fits the Bi-Modal distribution well.
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D. Service Time Scaling with the Task Size
In the previous section, we listed three common models for the service time of a single computing unit. Together
with those models, we will adopt three models for service time of consecutive computing units that have frequently
been used in the literature, as discussed in the introduction. The number of computing units that get assigned to
each worker (that is, their task sizes) depends on the code rate k/n used in the system, and thus these scaling
models are relevant because they tell us how the task service time scales with its size.
We consider three different commonly adopted models for service time of consecutive CUs execution on the
same server. For all three models, we assume independence across the servers. The models are described next, and
their impact on the diversity vs. parallelism trade off is one of the main concerns of this paper.
Model 1 – Server-Dependent Scaling: The assumption here is that the straggling effect depends on the server
and is identical for each CU executed on that server. Namely, there is some initial handshake time ∆ after which
the server completes its first and each subsequent CU in time X , i.e. Y = ∆ + s · X . E.g. X ∼ Exp(W ), then
Y ∼ S-Exp(∆, sW ). Note that ∆ may be equal to 0, giving Y = s ·X . For example, when X ∼ Pareto(λ, α),
then Y ∼ Pareto(sλ, α).
Model 2 – Data-Dependent Scaling: The assumptions here are that 1) each CU in a task of s CUs takes ∆ time
units to complete and 2) there are some inherent additive system randomness at each server which does not depend
on the task size s that determines the straggling effect X . Therefore, Y = s ·∆ +X .
Model 3 – Additive Scaling: The assumption here is that the execution times of CUs are i.i.d. Therefore, Y =∑s
i=1Xi where X1, X2, · · · , Xs are independent.
E. Job Completion Time
As discussed above, the task execution times of the workers are i.i.d. RVs. The PDF of the RV Y modeling
the task execution time depends on the assumed model for the execution of a single and multiple CUs. When an
[n, k] code is used, the job is complete when any k out of n workers complete their size s = n/k tasks. Thus
the job completion time is also an RV, which we denote by Yk:n since it represents the k-th order statistic of n
RVs distributed as Y . Let Y1, Y2, . . . , Yn be n samples of some RV Y . Then the k-th smallest is an RV, commonly
denoted by Yk:n, and known as the k-th order statistic of Y1, . . . Yn.
n – number of workers and also the job size in CUs
k – number of workers that have to execute their tasks for job completion
we refer to it as the diversity/parallelism parameter
s – number of CUs per task, s = n/k
Yk:n – job completion time when each worker’s task size is s = n/k
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III. PROBLEM STATEMENT AND SUMMARY OF THE CONTRIBUTIONS
Our goal is to characterise the expected job completion time E[Yk:n] for the service time and scaling models
defined above. We are in particular interested in finding which k (i.e., code rate k/n) minimizes E[Yk:n]. Recall
that when k = 1, we have replication (maximum diversity, no parallelism), and when k = n, we have splitting
(maximum parallelism, no diversity). When 1 < k < n, we use MDS coding and have a diversity/parallelism
trade-off determined by the value of k.
The following table summarizes our findings by indicating whether splitting, replication, or coding minimizes
the average job completion time E[Yk:n]. Much more detail is given in the following sections.
TABLE I
STRATEGIES THAT MINIMIZE THE AVERAGE JOB COMPLETION TIME FOR A GIVEN SERVICE TIME PDF AND SCALING MODEL
SERVICE TIME PDF
Shifted Exponential Pareto Bi-Modal
S
C
A
L
IN
G Server-Dependent replication splitting−→coding splitting−→coding−→splitting
Data-Dependent splitting−→replication splitting−→replication splitting−→coding−→splitting
Additive splitting−→coding splitting−→coding splitting−→coding−→splitting
−→ indicates how the optimal strategy changes as the straggling probability increases (the tail of the PDF becomes heavier).
We consider the service time PDF and scaling models that are the most commonly adopted in the literature.
However, some of our results (we believe) can be extended to general service time PDFs, as we indicate by claims
and conjectures stated throughout the paper. These observations are relevant to practitioners who may have a limited
knowledge about their systems’ behaviour.
To derive our results, we have relied on the following classical probabilistic models and arguments, which to the
best of our knowledge, have not been previously used in this context. We introduce a generalized birthday problem
to analyze the splitting strategy for the (Shifted-)Exponential service time with additive scaling. We recognize the
stochastic dominance of splitting over coding. We show that the law of large numbers (LLN) can be used as an
effective tool in finding the optimal code rate for systems with Bi-Modal service times and large number of workers.
Moreover, we demonstrate how an LLN based analysis can be used to establish that for additive scaling and any
service time distribution with the 4-th moment, splitting is a better strategy than replication for a sufficiently large
number of workers.
IV. (SHIFTED-)EXPONENTIAL SERVICE TIME
Under the (Shifted-)Exponential model, the CU service time is given by ∆ + X , where X ∼ Exp(W ). The
expected job completion time E[Yk:n] depends on the service time of s = n/k CUs, which is determined by the
SUBMITTED TO IEEE TRANSACTIONS ON INFORMATION THEORY, OCTOBER 2020 8
service time scaling model. In the following three subsections, we determine E[Yk:n] for our three scaling models.
Some results in this section were published in [1].
A. Server-Dependent Scaling
Under the server-dependent scaling, the service time of a task consisting of s CUs is given by Y = ∆ + s ·X ,
which means Y ∼ S-Exp(∆, sW ). Therefore, the job completion time is given by
Yk:n = ∆ + s ·Xk:n, where X ∼ Exp(W )
and, by using the expression for E[Xk:n] in (17), we have
E[Yk:n] = ∆ + sW (Hn −Hn−k), where s = n
k
(2)
The minimum expected job completion time is given by the following theorem:
Theorem 1. The expected job completion time for S-Exp(∆,W ) service time with server-dependent scaling is
minimized by replication (maximal diversity), i.e. k = 1.
Proof. From (2), we see that E[Yk:n] is an increasing function of k for a given n, as follows
E[Yk+1:n] = ∆ +W
n
k + 1
(Hn −Hn−k−1)
= ∆ +W
n
k + 1
(
Hn −Hn−k + 1
n− k
)
= E[Yk:n] +
Wn
k + 1
[ 1
n− k −
1
k
(Hn −Hn−k)
]
Since the term in square brackets above is positive, we have E[Yk+1:n] > E[Yk:n] for any positive integer k ≤ n.
Numerical Analysis: We evaluate (2) to see how the expected job completion time E[Yk:n] changes with the
diversity/parallelism parameter k. We consider a system with n = 12 workers and the following six different
combinations of W and ∆: ∆ = 1 with W ∈ {0, 5, 10}, and W = 1 with ∆ ∈ {0, 5, 10}. The results are plotted in
Fig. 3. W = 0 corresponds to the special scenario where E[Yk:n] = ∆, that is, the service time is deterministic and
does not change with k. When W > 0, E[Yk:n] reaches its minimum at k = 1. When W = 1 and ∆ ∈ {0, 5, 10},
E[Yk:n] increases with ∆, but changes little with k. When ∆ = 1 and W ∈ {0, 5, 10}, the slope of the corresponding
curves increases with W . Although maximal diversity is optimal for all values of the parameters, it is much more
effective in reducing the expected job completion time when W is large compared to when W is small.
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Fig. 3. Expected job completion time E[Yk:n] for (Shifted-)Exponential service time with server-dependent scaling as a function of the
diversity/parallelism parameter k. The number of workers (job size) is n = 12, and task size per worker is s = n/k (Since both k and s
are integers, we have k ∈ {1, 2, 3, 4, 6, 12}. We use smooth dashed curves to connect the points corresponding to different allowed values
of k for a given ∆ and W combination.) Replication is optimal for minimizing E[Yk:n].
B. Data-Dependent Scaling
Under the data-dependent scaling, the service time of a task consisting of s CUs is given by Y = s ·∆ + X ,
which means Y ∼ S-Exp(s∆,W ), Therefore, the job completion time is given by
Yk:n = s ·∆ +Xk:n, where X ∼ Exp(W )
and, by using the expression for E[Xk:n] in (17), we have
E[Yk:n] = s∆ +W (Hn −Hn−k) = W
[n
k
· ∆
W
+ (Hn −Hn−k)
]
. (3)
Theorem 2. The expected job completion time for S-Exp(∆,W ) service time with data-dependent scaling is
minimal when k = k∗, where
k∗ = arg min
k
W
[nd
k
+ (Hn −Hn−k)
]
= n(−d/2 +
√
d+ d2/4), d = ∆/W
Proof. The result is obtained by simple calculus using the log approximation to the harmonic numbers in (3).
Note that this expression depends only on the ratio d = ∆/W . For ∆  W (large d), the service time is
essentially deterministic and it is optimal to use maximum parallelism, that is, splitting (k = n) is optimal. On
the other hand, when W  ∆ (small d) execution time is much more variable and it is optimal to operate with
maximum diversity, that is, replication (k = 1) is optimal (cf. [51]).
Numerical Analysis: We evaluate (3) for E[Yk:n] vs. k. We consider a system with n = 12 workers the following
five different values of W/∆: 1. W = 0 (∆ = 10); 2. W/∆ = 0.1 (W = 1, ∆ = 10); 3. W/∆ = 1 (W = 5,
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Fig. 4. Expected job completion time E[Yk:n] for (Shifted-)Exponential service time with data-dependent scaling as a function of the
diversity/parallelism parameter k. The number of workers (job size) is n = 12, and task size per worker is s = n/k (Since both k and s
are integers, we have k ∈ {1, 2, 3, 4, 6, 12}. We use smooth dashed curves to connect the points corresponding to different allowed values
of k for a given ∆ and W combination.) Parallelism outperforms diversity for small W/∆ and vice versa if W/∆ is large.
∆ = 5); 4. W/∆ = 10 (W = 10, ∆ = 1); 5. ∆ = 0 (W = 10). The results are plotted in Fig. 4. By comparing
different W/∆ scenarios, we conclude that when W/∆ (e.g. 0, 0.1) is small, then E[Yk:n] decreases as k, increases,
which means that splitting is optimal. When W/∆ is large (and ∆ = 0), the E[Yk:n] increases with k, which means
that replication is optimal. Otherwise, E[Yk:n] reaches its minimum at 1 < k < 12, which means that coding at a
certain non-trivial rate is optimal. These observations are consistent with the theoretical analysis for k∗.
C. Additive Scaling
Under the additive scaling, the service time of a task consisting of s CUs is given by Y = s·∆+(X1+· · ·+Xs) =
s ·∆ + Z, where Z ∼ Erlang(s,W ). Therefore, the job completion time is given by
Yk:n = s ·∆ + Zk:n, where Z ∼ Erlang(s,W )
The expectation of the k-th order statistic of Erlang distribution is given by (18), which can be used for numerical
results but is unsuitable for theoretical analysis. Asymptotics are available for large n and k = O(1). We now
derive analytic expressions for the expected job completion time under splitting and replication, and show that
splitting outperforms replication for sufficiently large n. We then show that rate 1/2 coding outperforms splitting
when ∆ = 0.
a) Rate 1/2 Coding, s = 2: Under splitting, the job completion time is given by
Yn:n = ∆ +X1:n +X1:(n−1) + · · ·+X1:2 +X1:1 (4)
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where Xi’s are i.i.d. Exp(W ), then X1:n is Exp(W/n), and therefore,
E[Yn:n] = ∆ +WHn
Under replication, we have
E[Y1:n] = n∆ +W
1
n
∫ ∞
0
e−t
[
Rn
( t
n
)]n
dt
where Rn(x) = 1 +
x
1!
+
x2
2!
+ · · ·+ x
n−1
(n− 1)!
This result is a corollary of Theorem 3.
Theorem 3. Let service times of CUs be independent and exponential with rate 1. If a job with d CUs is replicated
over n workers, then the expected job completion time is
1
n
∫ ∞
0
e−t
[
Sd
( t
n
)]n
dt (5)
where Sd(x) = 1 +
x
1!
+
x2
2!
+ · · ·+ x
d−1
(d− 1)!
Proof. Let t1, t2, . . . be time epochs at which a CU gets completed on any of the n servers. Because all d CUs
of the job are replicated on each of the n servers, the job is completed when d CUs get completed on any single
server, which happens at some time t`d,n . Note that `d,n is a random variable. We represent t`d,n as a sum of the
CU inter-completion times.
t`d,n =
`d,n∑
j=1
(tj − tj−1), where t0 is set to 0. (6)
Note that 1) tj − tj−1 are independent and exponentially distributed with rate n (the minimum of n independent
exponentials with rate 1), and 2) tj − tj−1 are independent from `d,n. Observe next that Wald’s identity (Ch.10.2
in [70]) can be applied to (6). Therefore,
E[t`d,n ] =
1
n
· E[`d,n]
Now observe that `d,n corresponds to a generalized birthday problem that the expected number of draws from n
coupons until a coupon shows up d times. The claim follows from the result for E[`d,n] in Appendix A-B.
In Appendix A-B, we also have an asymptotic result for (5). For n large, we further simplify the expression of
E[Y1:n]:
E[Y1:n] ∼ n∆ + W
n
n
√
n! Γ(1 + 1/n)n1−
1
n , as n→∞ (7)
Theorem 4. For large enough n, splitting (maximal parallelism) outperforms replication (maximal diversity).
Proof. By using the Stirling’s formula for n
√
n! in (7), we have
n∆ +
W
n
n
√
n! Γ(1 + 1/n)n1−
1
n ≥ n∆ + W
n
n
√√
2pinn+
1
2 e−n Γ(1 + 1/n)n1−
1
n
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= n∆ +
W
n
n
√√
2pinn+
1
2 e−n
Γ(2 + 1/n)
1 + 1/n
n1−
1
n
> n∆ +
W
en
2n
√
2pi n1+
2
nn1−
1
n
1
1 + 1/n
> n∆ +
W
2e
n1+
1
n
For a large enough n, E[Y1:n] is well approximated by n∆ + Wn
n
√
n! Γ(1 + 1/n)n1−
1
n . Recall that Hn = O(log n)
and n1+
1
n /2e = Ω(n). Therefore,
E[Y1:n] > ∆ +WHn = E[Yn:n], as n→∞
Note that the theorem holds for ∆ = 0.
b) Rate 1/2 Coding, s = 2: We consider the special case when ∆ = 0, n is even, and s = n/k = 2. Therefore,
k = n/2 workers have to complete their two CUs in order for the job itself to be complete.
Let Yn:n be the time to complete the job under splitting, as given by (4) for ∆ = 0, and Yn/2:n the random time
to complete the job under coding with s = 2. Theorem 5 below shows that P{Yn/2:n > x} ≤ P{Yn:n > x}. It
follows that
E[Yn/2:n] ≤ E[Yn:n]
since for any non-negative random variable X , we have E[X] =
∫∞
0 P(X > x) dx.
It is, therefore, better to use a rate half code than splitting.
Theorem 5. Suppose that n = 2k ≥ 4 is even. Then Yn:n stochastically dominates Yn/2:n, that is,
P{Yn/2:n > x} ≤ P{Yn:n > x}
Proof. Consider the system with s = 2 where scheduling until job completion is done as follows. The system
runs until one server completes the first of its 2 CUs, at which point it is halted. This happens at a random time
distributed as X1:n. The system of the remaining n − 1 servers runs until one server completes the first of its 2
CUs, at which point it is halted. This happens at a random time distributed as X1:(n−1) measured from the moment
the first server was halted. The process continues in the same manner until k = n/2 servers have completed the
first of their 2 CUs, at which point all remaining servers are halted. This happens at a random time T1 given as
T1 = X1:n +X1:(n−1) + · · ·+X1:(n−k+1)
At this point the n − k = k servers which have completed one CU are restarted. The job is complete when each
server completes the remaining CU, which happens at a random time T2 given as
T2 = X1:(n−k) +X1:(n−k−1) + · · ·+X1:1
Note that, because some servers are halted, this system cannot perform better the original s = 2 system. On the
other hand, it performs as well as the s = 1 system since we have Yn:n = T1 + T2.
SUBMITTED TO IEEE TRANSACTIONS ON INFORMATION THEORY, OCTOBER 2020 13
Fig. 5. Expected job completion time E[Yk:n] for (Shifted-)Exponential service time with additive scaling as a function of the
diversity/parallelism parameter k. The number of workers (job size) is n = 12, and task size per worker is s = n/k (Since both k
and s are integers, we have k ∈ {1, 2, 3, 4, 6, 12}. We use smooth dashed curves to connect the points corresponding to different allowed
values of k for a given ∆ and W combination.) In small W/∆ scenarios, splitting or maximal parallelism is the best; In large W/∆
scenarios, there is a balance between diversity and parallelism.
c) Numerical Analysis: We evaluate the derived expression for E[Yk:n], and the results are shown in Fig. 5.
We see that when W/∆ is small (e.g. 0, 0.1), splitting (maximum parallelism) gives the best performance. On
the other hand, when W/∆ is large (e.g. 1, 10, ∞), we need coding in order to be optimal. The figure confirms
Theorem 4 and Theorem 5 that say that splitting is better than replication and the rate half code is better than
splitting when ∆ = 0.
Under the additive model, parallelism outperforms diversity, which was not always the case under the server-
dependent and data-dependent models. Coding is optimal for some values of ∆ and W , and the optimal code rate
is around 1/2.
V. PARETO SERVICE TIME
Under the Pareto model, the CU service time is given by X , where X ∼ Pareto(λ, α). The expected job
completion time E[Yk:n] depends on the service time of s = n/k CUs, which is determined by service time scaling
model. In the following three subsections, we determine E[Yk:n] for our three scaling models.
A. Server-Dependent Scaling
Under the server-dependent scaling, the service time of a task consisting of s CUs is given by Y = s · X .
Therefore, the job completion time is given by
Yk:n = s ·Xk:n, where X ∼ Pareto(λ, α)
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and, by using the expression for E[Xk:n] in (19), we have
E[Yk:n] = sλ
n!
(n− k)!
Γ(n− k + 1− 1/α)
Γ(n+ 1− 1/α)
The minimum expected job completion time is given by the following theorem:
Theorem 6. The expected job completion time for Pareto(λ, α) service time with server-dependent scaling reaches
the minimum when k∗ is the ceiling or floor of αn−1α+1 .
Proof. From the definition of Gamma function, we have Γ(z + 1) = zΓ(z), and thus
E[Yk:n] = sλ
k−1∏
i=0
n− i
n− 1/α− i =
nλ
k
k−1∏
i=0
n− i
n− 1/α− i
Therefore,
E[Yk:n]
E[Yk+1:n]
=
(k + 1)(n− 1/α− k)
k(n− k) .
From this ration, we see that when k ≤ αn−1α+1 , then E[Yk:n] ≤ E[Yk+1:n], and when k ≥ αn−1α+1 , then E[Yk:n] ≥
E[Yk+1:n]. Since k is an integer, the minimum E[Yk:n] is reached by setting k to the ceiling or floor of αn−1α+1 .
Pareto distribution has a finite mean only when α > 1. As α, the tail index, decreases, the right tail of Pareto
becomes heavier. From Theorem 6, we know that the optimal k (k∗) increases with α. When α ↓ 1, k∗ ≈ dn−12 e
or bn−12 c, and E[Yk:n] is minimized by coding. When α→∞, then k∗ ≈ n, and E[Yk:n] is minimized by splitting.
Recall that α→∞ implies almost deterministic distribution, where splitting is expected to be optimal.
Numerical Analysis: We evaluate E[Yk:n] to see how the expected job completion time changes with k. We
consider a system with n = 12 workers for four different values of α ∈ {1.5, 2, 3, 5}. We assume the Pareto scale
parameter is λ = 1. The results are plotted in Fig. 6. When the tail is heavy (α=1.5), then E[Yk:n] reaches its
minimum at k = 6, and coding with the rate 1/2 is optimal. Both replication and splitting have poor performance
in this case. When the tail is light (α=5), then E[Yk:n] is minimized by splitting. Replication still performs poorly.
Otherwise (α=2, 3), coding with the rate 1/2 is optimal. Splitting performs better than replication. From Theorem 6,
we calculate the optimal k∗ = 6.8, 7.7, 8.8, and 9.8 respectively for the four scenarios. Since k ∈ {1, 2, 3, 4, 6, 12},
k∗ is either 6 or 12. The theoretically optimal k∗’s are consistent with the results in Fig. 6.
B. Data-Dependent Scaling
Under the data-dependent scaling, the service time of a task consisting of s CUs is given by Y = s ·∆ + X .
Therefore, the job completion time is given by
Yk:n = s ·∆ +Xk:n, where X ∼ Pareto(λ, α)
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Fig. 6. Expected job completion time E[Yk:n] for Pareto service time with server-dependent scaling as a function of the diversity/parallelism
parameter k. The number of workers (job size) is n = 12, and task size per worker is s = n/k (Since both k and s are integers, we have
k ∈ {1, 2, 3, 4, 6, 12}. We use smooth dashed curves to connect the points corresponding to different allowed values of k for a given α.)
The Pareto scale parameter is λ = 1. Splitting or rate 1/2 coding is optimal according to different α.
and, by using the expression for E[Xk:n] in (19), we have
E[Yk:n] = s∆ + λ
n!
(n− k)!
Γ(n− k + 1− 1/α)
Γ(n+ 1− 1/α)
We can not easily derive the k∗ that minimizes E[Yk:n] form the above equation. However, according to the
approximation for the ratio of two gamma functions given in (20), we have
E[Yk:n] ≈ n∆
k
+ λ(
n
n− k )
1/α.
Notice that the first term term decreases with k, calling for maximal parallelism, whereas the second term increases
with k, calling for maximal diversity, as was the case for the Shifted-Exponential distribution with data-dependent
scaling: when ∆  αλα−1 (the mean of Pareto), it is optimal to operate in the maximal parallelism mode. When
∆ αλα−1 , it is optimal to operate in the maximal diversity mode.
Remark: We have concluded here for the Pareto service time and in the previous section for the exponential
service time that replication is optimal when ∆  E[X], splitting is optimal when ∆  E[X], and coding is
optimal otherwise. That conclusion applies to any service time PDF which has the first moment and the ∆ and X
components as in the cases considered here. The optimal code rate depends on how ∆ compares to E[X].
Numerical Analysis: We evaluate the expression for E[Yk:n] to see how the expected job completion time
changes with the values of k. We consider a system with n = 12 workers for four different values of α ∈
{1.5, 2, 3, 5}. The results are plotted in Fig. 7. We conclude that splitting is optimal when the Pareto tail is light
(α is large) and coding becomes optimal when the tail gets heavier (α is small).
In Fig. 8, we consider the same system for four different values of ∆ ∈ {0.1, 0.5, 5, 10}. It is easy to calculate
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Fig. 7. Expected job completion time E[Yk:n] for Pareto service time with data-dependent scaling as a function of the diversity/parallelism
parameter k. The number of workers (job size) is n = 12, the shift parameter is ∆ = 5 and task size per worker is s = n/k (Since both k
and s are integers, we have k ∈ {1, 2, 3, 4, 6, 12}. We use smooth dashed curves to connect the points corresponding to different allowed
values of k for a given α.) The Pareto scale parameter is λ = 1. Splitting or coding is optimal according to different α.
Fig. 8. Expected job completion time E[Yk:n] for Pareto service time with data-dependent scaling as a function of the diversity/parallelism
parameter k. The number of workers (job size) is n = 12, and task size per worker is s = n/k (Since both k and s are integers, we have
k ∈ {1, 2, 3, 4, 6, 12}. We use smooth dashed curves to connect the points corresponding to different allowed values of k for a given ∆.)
The Pareto scale parameter is λ = 5 and shape parameter is α = 3. The optimal code rate increases with ∆.
the Pareto mean αλα−1 = 7.5. When ∆  7.5 (e.g. 0.1, 0.5), replication or low-rate coding is optimal. When ∆
approaches 7.5 (e.g. 5, 10), splitting or high-rate coding with is optimal. These observations validate the above
analysis that the optimal strategy changes with the ratio of ∆ and the Pareto mean.
C. Additive Scaling
Under the additive scaling, the service time of a task consisting of s CUs is given by
Y = X1 + · · ·+Xs where Xi ∼ Pareto(λ, α)
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and the job completion time is Yk:n.
For splitting (s = 1), Y is a Pareto RV. Thus the job completion time E[Yn:n] = E[Xn:n] = λn! Γ(1−1/α)Γ(n+1−1/α) .
For coding and replication, the corresponding expressions are difficult to derive. Nevertheless, we can compare
splitting and replication when n is large by using the Law of Large Numbers (LLN). We conclude in Theorem 7
that splitting outperforms replication when n is sufficiently large.
Theorem 7. Under the Pareto(λ, α) service time with additive scaling, if the 4-th moment exists, i.e., if α > 4,
when n is sufficiently large, we have E[Y1:n] > E[Yn:n], which means splitting outperforms replication by achieving
a lower expected job completion time .
Proof. We prove that E[Y1:n] > E[Yn:n] for n→∞, by showing that there is a function f(n) such that
E[Yn:n] ≤ f(v) < E[Y1:n] (8)
We start by showing that there is a function f(n) which satisfies E[Y1:n] > f(n) when n → ∞. For the
Pareto(λ, α) distribution, the mean mλ,α = λα/(α − 1) exist if α > 1. Therefore, by the LLN, we have
1
n
∑n
j=1Xj → mλ,α as n→∞.
If α > 4, the 4-th moment of Pareto distribution exists. Let E[X4] = ξ < ∞ and Z = X − mλ,α. By
applying Jensen’s inequality and removing negative terms, it follows that E[Z4] = E[X4−4X3mλ,α+ 6X2m2λ,α−
4m3λ,αX] +m
4
λ,α ≤ 7ξ. Next, define an RV S to be S =
∑n
i=1 Zi. Since the Zi are i.i.d. (for i = 1, 2, . . . , n), we
have E[S4] ≤ 3 · 7ξ · n2. Furthermore, by Markov’s inequality, we obtain
pn = Pr{|S|/n ≥ η} ≤ E[S
4]
n4η4
≤ 21ξ
n2η4
, (9)
where |S| is the absolute value of S, and η is a small positive number. Note that S + nmλ,α =
∑n
i=1Xi is the
time a worker takes to complete his task under the replication strategy. Let let Si +nmλ,α be the time that the i-th
worker takes to complete his task. Then, the job completion time is Y1:n = nmλ,α + mini Si. Since S1, . . . , Sn are
independent, we have
Pr{Y1:n > n(mλ,α − η)} = Pr{Y1:n − nmλ,α > −nη)} = (Pr{S1 > −nη})n > (1− Pr{|S|/n ≥ η})n
By using the bound in (9), it follows that
Pr{Y1:n > n(mλ,α − η)} > (1− pn)n ≥
(
1− 21ξ
n2η4
)n
(10)
When n→∞, the rightmost term above tends to 1. Therefore, when n is sufficiently large, we have that Pr{Y1:n >
n(mλ,α − η)})→ 1, and thus E[Y1:n] > n(mλ,α − η). Let f(n) = n(mλ,α − η).
We next prove that f(n) = n(mλ,α−η) satisfies f(n) > E[Yn:n] for n→∞. The job completion time for splitting
is Yn:n = max1≤i≤nXi. Since α > 4, the second moment of Pareto distribution exists. Let E[X2] = ζ <∞. Then,
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by Markov’s inequality, we have
qn = Pr{X ≥ n(mλ,α − η)} ≤ E[X
2]
n2(mλ,α − η)2 =
ζ
n2(mλ,α − η)2 (11)
Since X1, . . . , Xn are independent, we have
Pr{Yn:n < n(mλ,α − η)} = (Pr{X1 < n(mλ,α − η)})n = (1− Pr{X ≥ n(mλ,α − η)})n
By using the bound in (11), it follows that
Pr{Yn:n < n(mλ,α − η)} = (1− qn)n ≥
(
1− ζ
n2(mλ,α − η)2
)n
When n → ∞, the rightmost term above tends to 1. Therefore, when n is sufficiently large, we have Pr{Yn:n <
n(mλ,α − η)} → 1, and thus E[Yn:n] < n(mλ,α − η) = f(n).
We have shown that when n is sufficiently large, the inequalities (8) hold, which proves the theorem.
From the proof of Theorem 7, we get the lower bound of the expected time for replication: E[Y1:n] ≥ n(mλ,α−
η)rn. Here η is a small positive value and rn =: (1− 21ξn2η4 )n from (10).
Observe, that having Pareto service time plays no special role, and the arguments we used apply to any PDF
which has the 4-th moment, as we formally express in Corollary 1.
Corollary 1. For a general service time distribution with the fourth moment, splitting results in a smaller expected
job completion time than replication under additive scaling when the number of workers is sufficiently large.
Simulation Analysis: Although the expression of E[Yk:n] is unknown, we can analyze E[Yk:n] vs. k by
simulation. For each worker, we sum s Pareto RVs samples. We then compare the n workers’ service times
to get Yk:n. We estimate E[Yk:n] by calculating the average of 10000 values of Yk:n. We consider a system with
n = 12 workers and four different values of the tail index α ∈ {1.3, 2, 3, 5}. The simulation results are plotted in
Fig. 9. We observe that splitting is optimal for a light tail (large α), and coding is optimal for a heavy tail (small
α). When coding is optimal, it seems that the optimal code rate is 1/2.
In Fig. 10, we compare replication and its lower bound with splitting. The result for replication is from simulation,
and the results for splitting and the lower bound are from their expressions. We observe that E[Y1:n] with replication
is much larger than its lower bound. Nevertheless, the lower bound is clearly larger than E[Yn:n] with splitting.
Thus we conclude that splitting outperforms replication by achieving a lower expected job completion time for the
large n scenario.
VI. BI-MODAL SERVICE TIME
Under the Bi-Modal model, the CU service time is given by X , where X ∼ Bi-Modal(B, ) as given in (1).
The expected job completion time E[Yk:n] depends on the service time of s = n/k CUs, which is determined by
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Fig. 9. Expected job completion time E[Yk:n] for Pareto service time with additive scaling as a function of the diversity/parallelism
parameter k. The number of workers (job size) is n = 12, and task size per worker is s = n/k (Since both k and s are integers, we have
k ∈ {1, 2, 3, 4, 6, 12}. We use smooth dashed curves to connect the points corresponding to different allowed values of k for a given α.)
The Pareto scale parameter is λ = 1. Splitting or coding is optimal according to different α.
Fig. 10. Expected job completion time E[Yk:n] for Pareto service time with additive scaling as a function of the number of workers (job
size) n. The Pareto scale parameter is λ = 1 and the shape parameter is α = 4.5. We set η = 1. The lower bound of replication shows that
splitting outperforms replication.
service time scaling model. In the following three subsections, we determine E[Yk:n] for our three scaling models.
A. Server-Dependent Scaling
Under the server-dependent scaling, the service time of a task consisting of s CUs is given by Y = s · X .
Therefore, the job completion time is given by
Yk:n = s ·Xk:n, where X ∼ Bi-Modal(B, )
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It is easy to see that Xk:n is a Bi-Modal random variable
Xk:n =

B w.p.
∑k−1
i=0
(
n
i
)
(1− )in−i
1 w.p. 1−∑k−1i=0 (ni)(1− )in−i
and that its expectation is given by
E[Yk:n] = s+ s(B − 1)
k−1∑
i=0
(
n
i
)
n−i(1− )i. (12)
From the definition of the Bi-Modal(B, ) distribution given in (1), we see that when the probability of straggling 
is small (→ 0), then X is highly concentrated around 1, and when  is large (→ 1), then X is highly concentrated
around B. Therefore, in these two extreme cases, we have little variation in X , and thus diversity at the expense of
parallelism does not help. Therefore, E[Yk:n] reaches its minimum at k = n, which means that splitting is optimal.
Another case where there is not much variation in X (and splitting is optimal) is when the magnitude of straggling
B is small. We formally show that that indeed is the case for in Proposition 1 for B ≤ 2.
Proposition 1. For Bi-Modal(B, ) service time with server-dependent scaling, if B ≤ 2, the expected job
completion time E[Yk:n] reaches its minimum at k = n (maximal parallelism).
Proof. Since k is an integer that divides n, we know that either k = n or k ≤ n/2. When k = n, then E[Yn:n] =
1 + (B − 1)∑n−1i=0 (ni)n−i(1− )i < B ≤ 2. When k ≤ n/2, then E[Yk:n] > s = n/k ≥ 2.
When B > 2, computing k that minimizes the expression for E[Yk:n] in (12) becomes harder, and we use the
LLN to approximate E[Yk:n] for large n, as follows:
Theorem 8. For the Bi-Modal(B, ), where B > 2, service time with server-dependent scaling, we have
E[Yk:n] ∼ 1
r
pr +
B
r
qr as n→∞ (13)
Here, r = k/n is the code rate, pr → 1 if 1−  > r and pr → 0 pr → 1, and qr = 1− pr.
Proof. At server i, i = 1, . . . , n, the task completion time Yi is a Bi-Modal random variable taking value s · 1
or s · B. Therefore, the job completion time Yk:n is also a Bi-Modal random variable taking value s or sB. We
define an indicator function 1{Yi|{s}} : {Yi|{s, sB}} → {0, 1}, which takes value one when Yi takes value s and
zero otherwise. Let M be the sum of n i.i.d. indicators 1{Yi|{s}} where i = 1, . . . , n. (M is the number of servers
whose completion time took value s in a given realization.) Then
Pr{Yk:n = s} = Pr{M ≥ k} and Pr{Yk:n = sB} = Pr{M < k}.
We next look into M through the LLN lens. Define r .= k/n and Mn
.
= M/n. Then taking limits as n→∞, we
have Mn → 1− . From the above we see that pr = Pr{Yk:n = s} = Pr{Mn ≥ r} → 1 if 1−  > r and 0 if the
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Fig. 11. Expected job completion time E[Yk:n] for Bi-Modal service time with server-dependent scaling as a function of the diver-
sity/parallelism parameter k. The straggling magnitude B is 10. The number of workers (job size) is n = 12, and task size per worker is
s = n/k (Since both k and s are integers, we have k ∈ {1, 2, 3, 4, 6, 12}. We use smooth dashed curves to connect the points corresponding
to different allowed values of k for a given .) The optimal code rate decreases with increasing  except for  approaches 1, where the
maximal parallelism is optimal.
inequality is reversed. Since s = 1/r, the LLN approximation yields the expression (13).
From (13), we see that E[Yk:n] is a convex, unimodal function of r on [0, 1− ], and a decreasing function of r
on (1−, 1]. Therefore, E[Yk:n] has two local minimums: 1/(1−) at r = 1− and B at r = 1, which we compare
and conclude the following. Whether coding or splitting is optimal depends on how the probability of straggling 
and straggling magnitude B compare to each other. When  ≤ (B − 1)/B, the global minimum is 1/(1− ), and
thus coding with the code rate r = 1 −  is optimal. When  > (B − 1)/B, the global minimum is B, and thus
splitting is optimal.
Remark: Based on the insight we gained from the analysis up to this point, we make the following conjecture
about the optimal strategy for a general class of service time PDFs. The claim in the conjecture holds for the PDFs
considered in this paper.
Conjecture 1. Under server dependent scaling and a CU service time X = δ + Z where δ ≥ 0 is a constant and
Z is a random variable whose support includes 0, the expected job completion time is minimized by replication
when δ = 0 and by coding or splitting otherwise.
Numerical Analysis: In Fig. 11, we evaluate the expression of E[Yk:n] to see how the expected job completion
time changes with the diversity/parallelism parameter k. We consider a system with n = 12 workers for six different
values of  ∈ {0.005, 0.2, 0.4, 0.6, 0.8, 0.9}. Some observations can be made from the figure: when  → 0 (e.g.
0.005), E[Yk:n] decreases with k, and splitting is optimal. When  is small (e.g. 0.2, 0.4, 0.6), E[Yk:n] reaches its
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Fig. 12. Expected job completion time E[Yk:n] for Bi-Modal service time with server-dependent scaling as a function of the diver-
sity/parallelism parameter k. The straggling probability  is 0.6. The number of workers (also job size) is n = 12, and task size per
worker is s = n/k (Since both k and s are integers, we have k ∈ {1, 2, 3, 4, 6, 12}. We use smooth dashed curves to connect the points
corresponding to different allowed values of k for a given B.) Thhe optimal code rate decreases with increasing B.
minimum at k ∈ [2, 6], thus coding is optimal and the optimal code rate decreases with increasing . When  is
large (e.g. 0.8, 0.9), E[Yk:n] reaches its minimum at k = 12, and splitting is optimal. From these observations, we
conclude that as  increases, E[Yk:n] is minimized by introducing more diversity. However, when  approaches 1,
X is approaches to a deterministic random variable, then E[Yk:n] is minimized by maximal parallelism.
In Fig. 12, we evaluate E[Yk:n] vs. k for four different values of B (from 2 to 15). We observe that when B is
small (e.g. 2, 5), splitting is optimal. When B is large (e.g. 10, 15), E[Yk:n] is minimized by coding and the optimal
code rate increases with B. When B is very large (e.g. B > 150), not shown in Fig. 12, replication is optimal.
From the above, we conclude that the magnitude of B determines the diversity/parallelism trade-off: when B is
small, we gain more from parallelism, s.t. splitting. When B is large, we gain more from diversity, s.t. coding or
replication.
In Fig. 13, we compare the LLN approximation of E[Yk:n] with the exact result given by (12). The graph on the
left shows the LLN approximation of the dependence of E[Yk:n] on r = k/n, and the graph on the right shows the
exact dependence of E[Yk:n] on k. We consider a system with n = 60 workers and three different values of . Since
k and s are integers, we can only have k ∈ {1, 2, 3, 4, 5, 6, 10, 12, 15, 20, 30, 60}. The corresponding E[Yk:n] are
marked in the figure. To evaluate the approximation, we compare three important metrics: the local minimums, the
optimal k∗ and the minimum E[Yk:n], and make the following observations. First, for each value of , both LLN
and the exact result have the same number of local minimums. However, when  = 0.9, the LLN gives a much
smaller value of the first local minimum. Second, when  = 0.2 and 0.9, the LLN shows the same values of k∗’s
as the exact result. When  = 0.6, the LLN approximate optimal value is r = 1/3 (k∗ = 20), whereas the exact
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Fig. 13. Comparisons between the LLN approximation of E[Yk:n] and the exact result given by (12) for Bi-Modal service time with server-
dependent scaling. The straggling magnitude B is 10. The number of workers (job size) is n = 60, task size per worker is s = n/k. (left)
The LLN approximation shows the E[Yk:n] vs. the code rate r = k/n. (right) The exact dependence of E[Yk:n] on the diversity/parallelism
parameter k. (Since both k and s are integers, we have k ∈ {1, 2, 3, 4, 5, 6, 10, 12, 15, 20, 30, 60}. We use smooth dashed curves to connect
the points corresponding to different allowed values of k for a given .) We conclude that the LLN approximation performs well in this
figure.
value is k∗ = 15. Third, the minimum E[Yk:n]’s in the LLN are close to the values in the exact result. Therefore,
we see that in spite of some differences, the LLN approximation is good, as it shows well the general trend and
gives some exact results. Furthermore, the approximation should be even better for larger n.
B. Data-Dependent Scaling
Under the data-dependent scaling, the service time of a task consisting of s CUs is given by Y = s ·∆ + X .
Therefore, the job completion time is given by
Yk:n = s ·∆ +Xk:n, where X ∼ Bi-Modal(B, )
and, by using the expression for E[Xk:n] in (12), we have
E[Yk:n] = s∆ + 1 + (B − 1)
k−1∑
i=0
(
n
i
)
n−i(1− )i (14)
Note that s∆ is a decreasing function of k (since s = n/k), whereas E[Xk:n] is an increasing function of k (by
the definition of order statistics). Then, there is a balance between s∆ and E[Xk:n] that minimizes the expected
job completion time E[Yk:n]. However, since the expression of E[Yk:n] is very complicated, it is difficult to find the
minimum value. Instead of finding the exact value of minimum E[Yk:n], we can find the approximation by applying
law of large numbers for the large n scenario.
Large n Scenario:
By applying LLN, we find the approximation for the expected job completion time E[Yk:n] in Theorem 9.
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Theorem 9. Considering Bi-Modal(B, ) service time with data-dependent scaling, when n is sufficiently large,
we find the LLN approximation for E[Yk:n],
E[Yk:n] ∼ ∆
r
+ pr +Bqr, as n→∞ (15)
where r = kn is the code rate, pr → 1 if 1−  > r and 0 if the inequality is reversed, and qr = 1− pr.
Proof. At server i, i = 1, . . . , n, the task completion time Yi = s∆ +Xi, where Xi is a Bi-Modal random variable
taking value 1 or B. Therefore, the job completion time Yk:n = s · ∆ + Xk:n. We define an indicator function
1{Xi|{1}} : {Xi|{1, B}} → {0, 1}. Let M be the sum of n i.i.d. indicators 1{Xi|{1}} where i ∈ {1, · · · , n}. Then
Pr{Xk:n = sB} = Pr{M < k} and Pr{Xk:n = s} = Pr{M ≥ k}
We next look into M through the LLN lens. Define r .= kn and Mn
.
= M/n. Then taking limits as n → ∞, we
have Mn → 1− . From the above we see that pr = Pr{Xk:n = s} = Pr{Mn ≥ r} → 1 if 1−  > r and 0 if the
inequality is reversed, and qr = 1− pr. Since Yk:n = s ·∆ +Xk:n and s = 1/r, the LLN approximation yields the
expression (15).
From (15), we see that E[Yk:n] is a convex, unimodal function of r on [0, 1 − ] and a decreasing function of
r on (1 − , 1]. Therefore, E[Yk:n] has two local minimums: 1 + ∆/(1 − ) at r = 1 −  and ∆ + B at r = 1,
which we compare and reach the following conclusions. When  ≤ (B − 1)/(∆ + B − 1), the global minimum
is 1 + ∆/(1 − ), and thus coding at rate rate r = 1 −  is optimal. When  > (B − 1)/(∆ + B − 1), the global
minimum is ∆ +B, and thus splitting is optimal.
Numerical Analysis: In Fig. 14, we evaluate the expression E[Yk:n] vs. k. We consider a system with n = 12
workers and ∆ = 5. By comparing five different values of  ∈ {0.05, 0.2, 0.5, 0.6, 0.9}, we observe that when
 → 0 (e.g. 0.05), E[Yk:n] decreases with increasing k, thus splitting is optimal. When  is small (e.g. 0.2, 0.5),
E[Yk:n] reaches its minimum at k = 6, thus coding is optimal. When  is large (e.g. 0.6, 0.9), E[Yk:n] decreases
with increasing k again, thus splitting is optimal. From these observations, we conclude that as  increases, E[Yk:n]
is minimized by introducing more diversity, but when  approaches 1, maximal parallelism is optimal.
In Fig. 15, we analyze E[Yk:n] vs. k in a system with n = 12 workers and ∆ = 5 for four different values of
B ∈ {2, 10, 30, 60}. The diversity/parallelism trade-off is determined by the magnitude of B. When B is small
(e.g. 2, 10), E[Yk:n] decreases with increasing k, thus splitting is optimal. When B is large (e.g. 30, 60), E[Yk:n]
reaches its minimum at k = 6, thus coding is optimal. Notice that if ∆ = 0, replication is optimal; If ∆  B,
splitting is optimal.
In Fig. 16, we compare the LLN approximation of E[Yk:n] (left) with the exact result given by (14) (right).
We consider a system with n = 60 workers, ∆ = 5, and three values of . Since E[Yk:n] is very large when k
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Fig. 14. Expected job completion time E[Yk:n] for Bi-Modal service time with data-dependent scaling as a function of the diversity/parallelism
parameter k. The straggling magnitude B is 10. The number of workers (job size) is n = 12, and task size per worker is s = n/k (Since
both k and s are integers, we have k ∈ {1, 2, 3, 4, 6, 12}. We use smooth dashed curves to connect the points corresponding to different
allowed values of k for a given .) When  is small, the optimal code rate decreases with increasing ; When  is relatively large, maximal
parallelism is optimal.
Fig. 15. Expected job completion time E[Yk:n] for Bi-Modal service time with data-dependent scaling as a function of the diversity/parallelism
parameter k. The straggling probability  is 0.6. The number of workers (job size) is n = 12, and task size per worker is s = n/k (Since
both k and s are integers, we have k ∈ {1, 2, 3, 4, 6, 12}. We use smooth dashed curves to connect the points corresponding to different
allowed values of k for a given B.) The optimal code rate decreases with increasing B.
(r) is small, we only plot the points for k ≥ 5 (r > 1/12). We compare three important metrics to evaluate the
approximation: the local minimums, the optimal k∗ and the minimum E[Yk:n], and observe the following. First, for
each value of epsilon, both the LLN and the exact result have the same number of local minimums. The values
of local minimums in both graphs are close to each other. Second, the LLN shows the same values of k∗’s as
the exact result. Third, the minimum E[Yk:n]’s obtained by the LLN approximation are close to the exact values.
Overall, the LLN gives a very good approximation to the exact result, and the approximation will be more even
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Fig. 16. Comparisons between the LLN approximation of E[Yk:n] and the exact result given by (14) for Bi-Modal service time with data-
dependent scaling. The straggling magnitude B is 10. The number of workers (job size) is n = 60, task size per worker is s = n/k. (left)
The LLN approximation shows the E[Yk:n] vs. the code rate r = k/n. (right) The exact dependence of E[Yk:n] on the diversity/parallelism
parameter k. (Since both k and s are integers, we have k ∈ {1, 2, 3, 4, 5, 6, 10, 12, 15, 20, 30, 60}. We use smooth dashed curves to connect
the points corresponding to different allowed values of k for a given .) We conclude that the LLN approximation performs well in this
figure.
more accurate when n is larger.
C. Additive Scaling
Under the additive scaling, the service time of a task consisting of s CUs is given by
Y = X1 + · · ·+Xs, where Xi ∼ Bi-Modal(B, ).
We derive the expressions for Y and the expected job completion time E[Yk:n] in Lemma 1 (see Appendix A-A4).
These expressions are unsuitable for theoretical analysis, but can be numerically evaluated. By theoretical analysis,
we only find that splitting is optimal when B ≤ 2 in Proposition 2.
Proposition 2. For Bi-Modal(B, ) service time, if B ≤ 2, the expected job completion time E[Yk:n] reaches its
minimum when k = n (maximal parallelism).
Proof. When k = n, we have s = n/k = 1, and thus Y ∼ Bi-Modal(B, ). Then we have Yn:n = 1 with the
probability (1− )n, and Yn:n = B with the probability 1− (1− )n. Therefore, E[Yn:n] ≤ B ≤ 2. When k < n,
we have s = n/k ≥ 2, then Yk:n > 2.
Numerical Analysis: In Fig. 17, we evaluate the expression of expected job completion for E[Yk:n] vs. k. We
consider a system with n = 12 workers for four different values of  ∈ {0.005, 0.2, 0.6, 0.9}. Some observations can
be made from the figure: when → 0 (e.g. 0.005), splitting outperforms the other two strategies slightly. When  is
small (e.g. 0.2), there is a balance between diversity and parallelism, and coding with the code rate 1/2 is optimal.
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Fig. 17. Expected job completion time E[Yk:n] for Bi-Modal service time with additive scaling as a function of the diversity/parallelism
parameter k. The straggling magnitude B is 10. The number of workers (job size) is n = 12, and task size per worker is s = n/k (Since
both k and s are integers, we have k ∈ {1, 2, 3, 4, 6, 12}. We use smooth dashed curves to connect the points corresponding to different
allowed values of k for a given .) When  approaches to 0 or 1, maximal parallelism is optimal. Otherwise, coding is optimal, and the code
rate is around 1/2.
When  is large (e.g. 0.6, 0.9), splitting is optimal. These observations are similar to those for server-dependent
and data-dependent scaling. We conjecture that coding with a proper code rate is always better than replication in
Conjecture 2. Recall that this was not the case for server-dependent and data-dependent scaling, where replication
may be optimal for certain (large) values of B.
Conjecture 2. For Bi-Modal(B, ) service time with additive scaling, either coding or splitting outperforms
replication, i.e. there exists k, 2 ≤ k ≤ n such that E[Yk:n] < E[Y1:n].
In Fig. 18, we plot E[Yk:n] vs. k in a system with n = 12 workers for four different values of B ∈ {2, 5, 10, 20}.
We see that the diversity/parallelism trade-off is determined by the magnitude of straggling B. The figure also
shows that the optimal code rate is either 1/2 or 1, which coincides with Conjecture 2. To examine this result, we
evaluated E[Yk:n] for values of B from 2 to 10000. We observed that when B ≤ 106, the optimal code rate is 1/2,
and when B ≥ 107, the optimal code rate is 1/3. These simulation results provide some support to Conjecture 2.
Remark: Based on the insight we gained from the analysis up to this point, we make the following conjecture
about the optimal strategy for general service time PDFs. The claim in the conjecture holds for the PDFs considered
in this paper.
Conjecture 3. Under additive scaling and a general CU service time, either coding or splitting outperforms
replication.
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Fig. 18. Expected job completion time E[Yk:n] for Bi-Modal service time with additive scaling as a function of the diversity/parallelism
parameter k. The straggling probability  is 0.4. The number of workers (job size) is n = 12, and task size per worker is s = n/k (Since
both k and s are integers, we have k ∈ {1, 2, 3, 4, 6, 12}. We use smooth dashed curves to connect the points corresponding to different
allowed values of k for a given B.) The optimal code rate decreases with increasing B, and it reaches the minimum at 1/3.
VII. CONCLUSIONS
In distributed computing with redundancy, smaller tasks that make up a large computing job are executed in
parallel, and redundancy is added as a form of diversification that reduces the job service time dependence on
the execution of straggling tasks. Both parallelism and diversity reduce job completion time. However, in systems
where a constant number of workers is available for job execution, more redundancy means less parallelism and
vice versa. We considered the trade-off between diversity and parallelism with the purpose to minimize the job
completion time.
Depending on the level of redundancy used in the system, each worker has to execute a task consisting of one or
more computing units (a minimum-size task below which distributed computing would be inefficient). In Sections
IV, V, and VI, we considered three common models for the computing unit service time PDF. For each of these
models, we adopted three common assumptions about service time scaling with the task size. For each service
time model, the results are summarised in a table at the end of the corresponding section. We also drew several
conclusions and conjectures about a general service time distributions with the finite fourth moment.
In our summary of the results in Table I, we distinguished only between the following three regimes: 1) maximum
parallelism (splitting the job across the workers), 2) maximum diversity (replication of the job at each worker), and
3) the region in between where coding is used to enable a trade-off between diversity and parallelism. We indicated
in the table how the optimal strategy changes as the straggling probability increases (the tail of the service time
PDF becomes heavier). The general conclusions is that the optimal level of redundancy strongly depends on the
assumptions made about the task service time PDF and its scaling with the task size.
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APPENDIX A
MATHEMATICAL BACKGROUND
A. Order Statistics
In executing jobs with redundant tasks, the notion of order statistics plays a central role. We here state the
results we use throughout the paper. More information can be found in, e.g., [71]–[74]. Let X1, X2, . . . , Xn be n
samples of some RV X . Then the k-th smallest is an RV denoted by Xk:n and known as the k-th order statistic of
X1, X2, · · · , Xn .
1) Exponential Distribution: If X1, X2, · · · , Xn are Exp(W ), then X1:n is Exp(W/n), and
Xk:n = X1:n +X1:(n−1) + · · ·+X1:2 +X1:(n−k+1). (16)
The expectation of Xk:n is given by
E[Xk:n] = W
k∑
i=1
1
n− k + i = W
(
Hn −Hn−k
)
(17)
where Hn is (generalized) harmonic numbers defined as Hn =
∑n
j=1
1
j . We often use the approximation Hn =
log n+ γ +O(n−1), where γ = 0.577 is Euler’s constant.
2) Erlang Distribution: If X1, X2, · · · , Xn are Erlang(s,W ), then, according to the formula of gamma order
statistics in [75], we have
Xk:n =
Wk
(s− 1)!
(
n
k
) k−1∑
i=0
(−1)i
(
k − 1
i
) (s−1)(n−k+i)∑
j=0
αj(s, n− k + i) (s+ j)!
(n− k + i+ 1)s+j+1 (18)
where αz(x, y) is the coefficient of tz in the expansion of
(∑x−1
l=0 t
l/l!
)y.
3) Pareto Distribution: If X1, X2, · · · , Xn are Pareto(λ, α), then the expectation of Xk:n for α > 1 is given by
E[Xk:n] = λ
n!
(n− k)!
Γ(n− k + 1− 1/α)
Γ(n+ 1− 1/α) (19)
where the complete gamma function is defined as Γ(x) =
∫∞
0 u
x−1e−udu.
In our work on straggler mitigation (see [76], [77]), we have obtain the following approximation:
Γ(x+ β)/Γ(x+ α) ∼ xβ−α (20)
by using Sterling’s approximation or by an induction on Gautschi’s inequality [78]. This result is useful in finding
numerically good approximations of E[Xk:n] for large n.
4) Bi-Modal Distribution:
Lemma 1. If Y = X1 + · · ·+Xs is the sum of s i.i.d. Bi-Modal(B, ) RVs, then
Y = s− w + wB w.p. ( sw)(1− )s−ww, 0 ≤ w ≤ s. (21)
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The expectation of Yk:n is
E[Yk:n] = s+ (B − 1)
s−1∑
w=1
w
k−1∑
i=0
(
n
i
)(w−1∑
j=0
pj
)i[ n−i∑
l=k−i
(
n− i
l
)
plw
( s∑
h=w+1
ph
)n−i−l]
+ s(B − 1)
k−1∑
i=0
(
n
i
)
pn−is (1− ps)i
(22)
Proof. The expression in (21) is straightforward to derive. Since Y1, · · · , Yn are sums of s i.i.d. Bi-Modal(B, )
RVs, we deduce Yk:n by using the definition of order statistics,
Yk:n =

s w.p.
∑n−k
i=0
(
n
i
)
pn−i0 (1− p0)i
s− w + wB w.p. Pr(w), 1 ≤ w < s
sB w.p.
∑k−1
i=0
(
n
i
)
pn−is (1− ps)i
where pi =
(
s
i
)
(1− )s−ii for i = 0, . . . , s, and
Pr(w) =
k−1∑
i=0
(
n
i
)(w−1∑
j=0
pj
)i[ n−i∑
l=k−i
(
n− i
l
)
plw
( s∑
h=w+1
ph
)n−i−l]
Therefore, we have
E[Yk:n] = s+ (B − 1)
s−1∑
w=1
w
k−1∑
i=0
(
n
i
)(w−1∑
j=0
pj
)i[ n−i∑
l=k−i
(
n− i
l
)
plw
( s∑
h=w+1
ph
)n−i−l]
+ s(B − 1)
k−1∑
i=0
(
n
i
)
pn−is (1− ps)i
B. A Generalized Birthday Problem
A generalized birthday problem is stated as follows: “How many draws with replacement on average have to be
made from a set of n coupons until one of the coupons is drawn d times?” The expected number of draws E(n, d)
was determined in [79]:
E(n, d) =
∫ ∞
0
e−t
[
Sd
( t
n
)]n
dt where Sd(x) = 1 +
x
1!
+
x2
2!
+ · · ·+ x
d−1
(d− 1)! . (23)
We also use an asymptotic expression for (23) given in [79], which says that for a fixed d, we have
E(n, d) ∼ d
√
d! Γ(1 + 1/d)n1−
1
d , as n→∞. (24)
SUBMITTED TO IEEE TRANSACTIONS ON INFORMATION THEORY, OCTOBER 2020 31
REFERENCES
[1] P. Peng, E. Soljanin, and P. Whiting, “Diversity vs. parallelism in distributed computing with redundancy,” in Proc. 2020 IEEE
International Symposium on Information Theory (ISIT’20), Jun. 2020, pp. 257–262.
[2] J. Dean and L. A. Barroso, “The tail at scale,” Communications of the ACM, vol. 56, no. 2, pp. 74–80, 2013.
[3] M. F. Aktas¸ and E. Soljanin, “Straggler mitigation at scale,” IEEE/ACM Transactions on Networking, vol. 27, no. 6, pp. 2266–2279,
2019.
[4] K. Gardner, S. Zbarsky, S. Doroudi, M. Harchol-Balter, and E. Hyytia, “Reducing latency via redundant requests: Exact analysis,” ACM
SIGMETRICS Performance Evaluation Review, vol. 43, no. 1, pp. 347–360, 2015.
[5] G. Ananthanarayanan, A. Ghodsi, S. Shenker, and I. Stoica, “Effective straggler mitigation: Attack of the clones,” in Presented as part
of the 10th {USENIX} Symposium on Networked Systems Design and Implementation ({NSDI} 13), 2013, pp. 185–198.
[6] G. Liang and U. C. Kozat, “Fast cloud: Pushing the envelope on delay performance of cloud storage with coding,” IEEE/ACM
Transactions on Networking, vol. 22, no. 6, pp. 2012–2025, 2013.
[7] S. Kadhe, E. Soljanin, and A. Sprintson, “When do the availability codes make the stored data more available?” in 2015 53rd Annual
Allerton Conference on Communication, Control, and Computing (Allerton). IEEE, 2015, pp. 956–963.
[8] ——, “Analyzing the download time of availability codes,” in 2015 IEEE International Symposium on Information Theory (ISIT).
IEEE, 2015, pp. 1467–1471.
[9] W. Halbawi, N. Azizan, F. Salehi, and B. Hassibi, “Improving distributed gradient descent using reed-solomon codes,” in 2018 IEEE
International Symposium on Information Theory (ISIT). IEEE, 2018, pp. 2027–2031.
[10] S. Dutta, V. Cadambe, and P. Grover, “Short-dot: Computing large linear transforms distributedly using coded short dot products,” in
Advances In Neural Information Processing Systems, 2016, pp. 2100–2108.
[11] S. Dutta, M. Fahim, F. Haddadpour, H. Jeong, V. Cadambe, and P. Grover, “On the optimal recovery threshold of coded matrix
multiplication,” IEEE Transactions on Information Theory, vol. 66, no. 1, pp. 278–301, 2019.
[12] S. Li, M. A. Maddah-Ali, and A. S. Avestimehr, “Coded mapreduce,” in 2015 53rd Annual Allerton Conference on Communication,
Control, and Computing (Allerton). IEEE, 2015, pp. 964–971.
[13] Y. Yang, P. Grover, and S. Kar, “Coded distributed computing for inverse problems,” in Advances in Neural Information Processing
Systems, 2017, pp. 709–719.
[14] R. Yuster and U. Zwick, “Fast sparse matrix multiplication,” ACM Transactions On Algorithms (TALG), vol. 1, no. 1, pp. 2–13, 2005.
[15] A. Reisizadeh, S. Prakash, R. Pedarsani, and A. S. Avestimehr, “Coded computation over heterogeneous clusters,” IEEE Transactions
on Information Theory, vol. 65, no. 7, pp. 4227–4242, 2019.
[16] R. Tandon, Q. Lei, A. G. Dimakis, and N. Karampatziakis, “Gradient coding: Avoiding stragglers in distributed learning,” in International
Conference on Machine Learning, 2017, pp. 3368–3376.
[17] D. Wang, G. Joshi, and G. Wornell, “Using straggler replication to reduce latency in large-scale parallel computing,” ACM SIGMETRICS
Performance Evaluation Review, vol. 43, no. 3, pp. 7–11, 2015.
[18] G. Joshi, E. Soljanin, and G. Wornell, “Efficient redundancy techniques for latency reduction in cloud systems,” ACM Trans. Modeling
and Performance Evaluation of Computing Sys. (TOMPECS), vol. 2, 2017.
[19] K. Lee, M. Lam, R. Pedarsani, D. Papailiopoulos, and K. Ramchandran, “Speeding up distributed machine learning using codes,” IEEE
Transactions on Information Theory, vol. 64, no. 3, pp. 1514–1529, 2017.
[20] S. Dutta, V. Cadambe, and P. Grover, “Coded convolution for parallel and distributed computing within a deadline,” in 2017 IEEE
International Symposium on Information Theory (ISIT). IEEE, 2017, pp. 2403–2407.
SUBMITTED TO IEEE TRANSACTIONS ON INFORMATION THEORY, OCTOBER 2020 32
[21] Q. Yu, M. Maddah-Ali, and S. Avestimehr, “Polynomial codes: an optimal design for high-dimensional coded matrix multiplication,”
in Advances in Neural Information Processing Systems, 2017, pp. 4403–4413.
[22] Q. Yu, M. A. Maddah-Ali, and A. S. Avestimehr, “Straggler mitigation in distributed matrix multiplication: Fundamental limits and
optimal coding,” IEEE Transactions on Information Theory, vol. 66, no. 3, pp. 1920–1933, 2020.
[23] D. Merrill and M. Garland, “Merge-based sparse matrix-vector multiplication (spmv) using the csr storage format,” ACM SIGPLAN
Notices, vol. 51, no. 8, pp. 1–2, 2016.
[24] C. Karakus, Y. Sun, S. N. Diggavi, and W. Yin, “Redundancy techniques for straggler mitigation in distributed optimization and
learning.” Journal of Machine Learning Research, vol. 20, no. 72, pp. 1–47, 2019.
[25] S. Kiani, N. Ferdinand, and S. C. Draper, “Exploitation of stragglers in coded computation,” in 2018 IEEE International Symposium
on Information Theory (ISIT). IEEE, 2018, pp. 1988–1992.
[26] E. Ozfatura, D. Gündüz, and S. Ulukus, “Speeding up distributed gradient descent by utilizing non-persistent stragglers,” in 2019 IEEE
International Symposium on Information Theory (ISIT). IEEE, 2019, pp. 2729–2733.
[27] N. Raviv, Y. Cassuto, R. Cohen, and M. Schwartz, “Erasure correction of scalar codes in the presence of stragglers,” in 2018 IEEE
International Symposium on Information Theory (ISIT). IEEE, 2018, pp. 1983–1987.
[28] M. Ye and E. Abbe, “Communication-computation efficient gradient coding,” arXiv preprint arXiv:1802.03475, 2018.
[29] S. Dutta, G. Joshi, S. Ghosh, P. Dube, and P. Nagpurkar, “Slow and stale gradients can win the race: Error-runtime trade-offs in
distributed sgd,” arXiv preprint arXiv:1803.01113, 2018.
[30] N. Ferdinand and S. C. Draper, “Anytime stochastic gradient descent: A time to hear from all the workers,” in 2018 56th Annual
Allerton Conference on Communication, Control, and Computing (Allerton). IEEE, 2018, pp. 552–559.
[31] Y. Chen, A. S. Ganapathi, R. Griffith, and R. H. Katz, “Analysis and lessons from a publicly available google cluster trace,” EECS
Department, University of California, Berkeley, Tech. Rep. UCB/EECS-2010-95, vol. 94, 2010.
[32] C. Reiss, A. Tumanov, G. R. Ganger, R. H. Katz, and M. A. Kozuch, “Towards understanding heterogeneous clouds at scale: Google
trace analysis,” Intel Science and Technology Center for Cloud Computing, Tech. Rep, vol. 84, 2012.
[33] G. Ananthanarayanan, M. C.-C. Hung, X. Ren, I. Stoica, A. Wierman, and M. Yu, “{GRASS}: Trimming stragglers in approximation
analytics,” in 11th {USENIX} Symposium on Networked Systems Design and Implementation ({NSDI} 14), 2014, pp. 289–302.
[34] K. Gardner, M. Harchol-Balter, A. Scheller-Wolf, and B. Van Houdt, “A better model for job redundancy: Decoupling server slowdown
and job size,” IEEE/ACM transactions on networking, vol. 25, no. 6, pp. 3353–3367, 2017.
[35] M. F. Aktas and E. Soljanin, “Optimizing redundancy levels in master-worker compute clusters for straggler mitigation,” arXiv preprint
arXiv:1906.05345, 2019.
[36] G. Joshi, Y. Liu, and E. Soljanin, “Coding for fast content download,” in 2012 50th Annual Allerton Conference on Communication,
Control, and Computing (Allerton). IEEE, 2012, pp. 326–333.
[37] ——, “On the delay-storage trade-off in content download from coded distributed storage systems,” IEEE Journal on Selected Areas
in Communications, vol. 32, no. 5, pp. 989–997, 2014.
[38] A. Behrouzi-Far and E. Soljanin, “Redundancy scheduling in systems with bi-modal job service time distributions,” in 2019 57th Annual
Allerton Conference on Communication, Control, and Computing (Allerton). IEEE, 2019, pp. 9–16.
[39] K. Psounis, P. Molinero-Fernández, B. Prabhakar, and F. Papadopoulos, “Systems with multiple servers under heavy-tailed workloads,”
Performance Evaluation, vol. 62, no. 1, pp. 456–474, 2005.
[40] N. Bansal and M. Harchol-Balter, Analysis of SRPT scheduling: Investigating unfairness. ACM, 2001, vol. 29, no. 1.
[41] A. Vulimiri, P. B. Godfrey, R. Mittal, J. Sherry, S. Ratnasamy, and S. Shenker, “Low latency via redundancy,” in Proceedings of the
ninth ACM conference on Emerging networking experiments and technologies. ACM, 2013, pp. 283–294.
SUBMITTED TO IEEE TRANSACTIONS ON INFORMATION THEORY, OCTOBER 2020 33
[42] M. F. Aktas, P. Peng, and E. Soljanin, “Effective straggler mitigation: Which clones should attack and when?” ACM SIGMETRICS
Performance Evaluation Review, vol. 45, no. 2, pp. 12–14, 2017.
[43] ——, “Straggler mitigation by delayed relaunch of tasks,” ACM SIGMETRICS Performance Evaluation Review, vol. 45, no. 3, pp.
224–231, 2018.
[44] G. Joshi, “Synergy via redundancy: Boosting service capacity with adaptive replication,” ACM SIGMETRICS Performance Evaluation
Review, vol. 45, no. 3, pp. 21–28, 2018.
[45] S. Kwon and N. Gautam, “Time-stable performance in parallel queues with non-homogeneous and multi-class workloads,” Biological
Cybernetics, vol. 24, no. 3, pp. 1322–1335, 2016.
[46] T. Vasantam, A. Mukhopadhyay, and R. R. Mazumdar, “Mean-field analysis of loss models with mixed-erlang distributions under
power-of-d routing,” in Teletraffic Congress (ITC 29), 2017 29th International, vol. 1. IEEE, 2017, pp. 250–258.
[47] A. Gorbunova, I. Zaryadov, S. Matyushenko, and E. Sopin, “The estimation of probability characteristics of cloud computing systems
with splitting of requests,” in International Conference on Distributed Computer and Communication Networks. Springer, 2016, pp.
418–429.
[48] F. Poloczek and F. Ciucu, “Contrasting effects of replication in parallel systems: From overload to underload and back,” ACM
SIGMETRICS Performance Evaluation Review, vol. 44, no. 1, pp. 375–376, 2016.
[49] A. Thomasian, “Analysis of fork/join and related queueing systems,” ACM Computing Surveys (CSUR), vol. 47, no. 2, p. 17, 2015.
[50] C. Banerjee, A. Kundu, A. Agarwal, P. Singh, S. Bhattacharya, and R. Dattagupta, “Priority based k-erlang distribution method in
cloud computing,” International Journal on Recent Trends in Engineering & Technology, vol. 10, no. 1, p. 135, 2014.
[51] G. Joshi, Y. Liu, and E. Soljanin, “Coding for fast content download,” in Communication, Control, and Computing (Allerton), 2012
50th Annual Allerton Conference on, 2012, pp. 326–333.
[52] G. Liang and U. C. Kozat, “Fast cloud: Pushing the envelope on delay performance of cloud storage with coding,” IEEE/ACM
Transactions on Networking, vol. 22, no. 6, pp. 2012–2025, 2014.
[53] S. Dutta, V. Cadambe, and P. Grover, “Short-dot: Computing large linear transforms distributedly using coded short dot products,”
Advances in Neural Information Processing Systems, vol. 29, pp. 2100–2108, 2016.
[54] R. Bitar, P. Parag, and S. El Rouayheb, “Minimizing latency for secure coded computing using secret sharing via staircase codes,”
IEEE Transactions on Communications, 2020.
[55] K. Gardner, S. Zbarsky, S. Doroudi, M. Harchol-Balter, and E. Hyytia, “Reducing latency via redundant requests: Exact analysis,” ACM
SIGMETRICS Performance Evaluation Review, vol. 43, pp. 347–360, 2015.
[56] M. F. Aktas, E. Najm, and E. Soljanin, “Simplex queues for hot-data download,” in Proceedings of the SIGMETRICS/International
Conference on Measurement and Modeling of Computer Systems, 2017.
[57] G. Joshi, Y. Liu, and E. Soljanin, “On the delay-storage trade-off in content download from coded distributed storage systems,” IEEE
Journal on Selected Areas in Communications, vol. 32, no. 5, pp. 989–997, 2014.
[58] G. Joshi, E. Soljanin, and G. Wornell, “Efficient replication of queued tasks for latency reduction in cloud systems,” in Proceedings of
the Allerton Conference, Oct. 2015.
[59] C. Huang, H. Simitci, Y. Xu, A. Ogus, B. Calder, P. Gopalan, J. Li, and S. Yekhanin, “Erasure coding in windows azure storage,” in
Presented as part of the 2012 USENIX Annual Technical Conference (USENIX ATC 12), 2012, pp. 15–26.
[60] “Kubernetes Documentation,” https://kubernetes.io/docs/reference/, 2018, [Online; accessed 26-Oct-2018].
[61] B. Hindman, A. Konwinski, M. Zaharia, A. Ghodsi, A. D. Joseph, R. H. Katz, S. Shenker, and I. Stoica, “Mesos: A platform for
fine-grained resource sharing in the data center,” in NSDI, vol. 11, 2011, pp. 22–22.
[62] Q. Ho, J. Cipar, H. Cui, S. Lee, J. K. Kim, P. B. Gibbons, G. A. Gibson, G. Ganger, and E. P. Xing, “More effective distributed ML
via a stale synchronous parallel parameter server,” in Advances in neural information processing systems, 2013, pp. 1223–1231.
SUBMITTED TO IEEE TRANSACTIONS ON INFORMATION THEORY, OCTOBER 2020 34
[63] W. Dai, A. Kumar, J. Wei, Q. Ho, G. A. Gibson, and E. P. Xing, “High-performance distributed ML at scale through parameter server
consistency models.” in AAAI, 2015, pp. 79–87.
[64] M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen, C. Citro, G. S. Corrado, A. Davis, J. Dean, and M. Devin, “Tensorflow:
Large-scale machine learning on heterogeneous distributed systems,” arXiv preprint arXiv:1603.04467, 2016.
[65] J. Chen, X. Pan, R. Monga, S. Bengio, and R. Jozefowicz, “Revisiting distributed synchronous sgd,” arXiv preprint arXiv:1604.00981,
2016.
[66] R. Gemulla, E. Nijkamp, P. J. Haas, and Y. Sismanis, “Large-scale matrix factorization with distributed stochastic gradient descent,” in
Proceedings of the 17th ACM SIGKDD international conference on Knowledge discovery and data mining. ACM, 2011, pp. 69–77.
[67] J. Dean, G. Corrado, R. Monga, K. Chen, M. Devin, M. Mao, A. Senior, P. Tucker, K. Yang, and Q. V. Le, “Large scale distributed
deep networks,” in Advances in neural information processing systems, 2012, pp. 1223–1231.
[68] A. Krizhevsky, “One weird trick for parallelizing convolutional neural networks,” arXiv preprint arXiv:1404.5997, 2014.
[69] S. Zhang, A. E. Choromanska, and Y. LeCun, “Deep learning with elastic averaging SGD,” in Advances in Neural Information Processing
Systems, 2015, pp. 685–693.
[70] G. S. GRIMMETT et al., Probability and random processes. Oxford university press, 2020.
[71] A. Rényi, “On the theory of order statistics,” Acta Mathematica Hungarica, vol. 4, pp. 191–231, 1953.
[72] B. C. Arnold, N. Balakrishnan, and H. N. Nagaraja, A First Course in Order Statistics (Classics in Applied Mathematics). Philadelphia,
PA, USA: Society for Industrial and Applied Mathematics, 2008.
[73] H. A. David, Order Statistics. Berlin, Heidelberg: Springer Berlin Heidelberg, 2011, pp. 1039–1040.
[74] B. C. Arnold, Pareto distribution. Wiley Online Library, 2015.
[75] S. S. Gupta, “Order statistics from the gamma distribution,” Technometrics, vol. 2, no. 2, pp. 243–262, 1960.
[76] M. F. Aktas, P. Peng, and E. Soljanin, “Effective straggler mitigation: Which clones should attack and when?” ACM SIGMETRICS
Performance Evaluation Review, vol. 45, pp. 12–14, 2017.
[77] ——, “Straggler mitigation by delayed relaunch of tasks,” in Proc. of the IFIP WG 7.3 Performance, 2017.
[78] W. Gautschi, “Some elementary inequalities relating to the gamma and incomplete gamma function,” Studies in Applied Mathematics,
vol. 38, no. 1-4, pp. 77–81, 1959.
[79] M. S. Klamkin and D. J. Newman, “Extensions of the birthday surprise,” Journal of Combinatorial Theory, vol. 3, no. 3, pp. 279–282,
1967.
