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CHAPTER 1. INTRODUCTION 
The foreign ©cchange market is tiie largest financial market. According to the BIS 
(Bank for International Settlement) statistics, the daily global foreign exchange market 
turnover was around $1,490 billion in April 1998, up fi-om $1,190 billion in 1995, and up fi-om 
$820 billion in 1992. Participants in the foreign exchange market include central banks, 
multinational corporations, portfolio managers, banks, currency brokers, and private investors. 
Since future exchange rates are not certain, forecasts need to be made for hedge or 
speculation purposes that involve the spot and derivatives (forward, fiitures, and options) 
markets. 
However, it is very difficult to forecast exchange rates accurately. In seminal work, 
Meese and Rogoflf (1983) estimated three monetary models, 6 univariate time series models 
and unrestricted vector autoregressive (VAR) models, but they could not outperform the 
random walk model for out-of-sample forecasting. Many subsequent studies have focused on 
forecasting exchange rates using different methodologies,' but the results have been mixed. 
Most exchange rate studies concentrate on linear models. Some researchers suggest 
that nonlinearity may offer an alternative way to improve forecasting performance. Some 
studies have estimated univariate nonlinear models. However, there are not many nonlinear 
multivariate studies. One reason may be that it is difficult to choose an appropriate nonlinear 
model among so many possible alternatives.^ 
' See chapter 2 for more discussioa 
* Brock et al. (1991), Granger (1993), Granger and Terasvirta (1993), and Swanson and White (1997) have 
further discussions. 
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The Artificial Neural Network (ANN) model may prove to be a useful alternative for 
nonlinear analysis of exchange rates. The ANN model is a universal and highly flexible 
function approximator that is well suited for pattern recognition and classification [Homik et 
al. (1989), and Cybenko (1989)]. An ANN model is analogous to a nonparametric and 
nonlinear regression model, which can automatically deal with nonlinear relationships between 
inputs and output(s). It can estimate the function fi-om the training set (in-sample) data 
without much a priori information about the data generating process. 
As discussed in more detail in chapter 2, the results of recent studies concerning ANN 
models in forecasting financial and economic series seem to be very promising. In particular, 
there are some studies applying A>JN models for exchange rate forecasting. Most of them 
focus on high-fi-equency data. Furthermore, most of them use multilayer perceptron (MLP) 
network models, with little financial data forecasting work being done by adopting the radial 
basis function (RBF) network models. The RBF networks that have been successfully applied 
to problems such as the signal and pattern recognition and classification [Chen and Grant 
(1991), Kassam and Cha (1993), Musavi et al. (1992), and Renals and Rohwer (1989)] could 
be alternatives to the MLP network in financial data forecasting. 
In view of the previous promising performance of ANN models, this dissertation will 
investigate the predictive power of RBF exchange rate models. The RBF network model is 
also chosen because it is a universal approximator for continuous fimctions [Girosi and 
Poggio (1990a), Hartman et al. (1990), and Park and Sandberg (1991,1993)] and can be 
generally trained faster than the MLP network. In addition, when the classification problem is 
3 
extended to higher dimensions, the RBF model may linearly separate complex pattern 
classification tasks better than the MLP model [Broomhead and Lowe (1988)]. 
The intent of this research is to explore the potential usefulness of RBF models for the 
purpose of predicting one-month-ahead and one-quarter-ahead exchange rates using monthly 
and quarterly data, respectively. Three exchange rates are investigated in this research: the 
German mark / US$, the Japanese yen / US$, and the Italian lira / US$. The primary focus of 
the thesis is on the following research questions. 
First, do the univariate and multivariate RBF models forecast monthly exchange rates 
better than standard linear autoregressive integrated moving average (ARIMA) or random 
walk models? Second, do the multivariate RBF models forecast quarterly exchange rates 
better than the random walk model or the forward rate forecast? 
1. Univariate Analyses: Is there any nonlinear relationship that can be explored by using a 
RBF model in order to improve exchange rate forecasting? For example, we intend to 
detennine whether there exists a nonlinear relationship between a single exchange rate and 
its own lagged values. The univariate RBF models are only estimated for monthly 
©cchange rate forecasting. 
2. Multivariate Andyses: We intend to explore whether a multivariate RBF model can be 
used to detennine whether there exists a nonlinear relationship between an exchange rate 
and other economic variables. The multivariate RBF models are estimated for both 
monthly and quarterly exchange rate forecasting. As discussed in chapter 2, many 
conventional statistical analyses use economic variables derived from theoretical monetary 
exchange rate models. However, some of these economic data mighf not be available at 
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the time when forecasts are made. Therefore, for practical forecasting purposes, the 
primary economic variables used in the multivariate RBF models are interest rates. In 
addition, the revised seasonally adjusted money supply (Ml) variable is included in the 
quarterly RBF models for reference. 
All models are successively estimated over six sliding-window time periods. The 
ARIMA models which have fixed-model specifications are evolved by changing the 
parameters through re-estimation. All RBF models may change both model specifications and 
parameters through re-estimation. 
Most previous studies only use descriptive statistics to evaluate out-of-sample 
forecasting performance, and very few of them conduct statistical hypothesis tests on those 
descriptive statistics. Therefore, in this research, in addition to using descriptive statistics to 
evaluate out-of-sample forecasts, three statistical hypothesis tests for these descriptive 
statistics are also provided to obtain more objective conclusions. The descriptive statistics 
used are the root mean squared error (RMSE) criterion, which measures the point forecast 
errors, and the "correct direction" and "speculative direction" criteria which measure the 
percentage of times that a model can correctly predict future directions relative to the current 
spot rate and the forward rate, respectively. The Modified Diebold and Mariano test [Harvey 
et al. (1997)] is employed to test the equality of mean squared errors of two models. The 
Pesaran-Timmerman (1992, 1994) non-parametric market timing test, and the t®st of 
independence [see Swanson and White (1997)] are both applied to the "correct direction" and 
"speculative direction" criteria to test whether the model can predict the relevant direction 
with statistical significance. 
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The forecasting resuhs indicate that a model \s^ch forecasts best based on the RMSE 
criterion is not necessary best based on the direction criteria. Some models are very 
competitive with one another based on the descriptive criteria; but the hypothesis tests may 
indicate that these models are statistically different. Overall, more RBF models can predict 
better in the direction of change than in the point forecasts. Therefore, different RBF models 
may be favored by different end-users of the forecasts. 
Generally, the quarterly multivariate RBF models have better forecasting ability than 
the monthly RBF models for all three exchange rates. In particular, the RBF models using 
interest rates as economic variables do have some forecasting value for all three exchange 
rates in one-quarter-ahead forecasting. For one-month-ahead forecasting, except for the 
Japanese yen / US dollar, most of the univariate RBF models generally do not forecast better 
than the multivariate RBF models. Furthermore, the interest rates may help more in one-
quarter-ahead forecasting than in one-month-ahead forecasting. In the presence of the interest 
rates, the Ml variable does not seem to help much in forecasting for any of the three exchange 
rates. 
The results of point forecasts for all three exchange rates indicate that the random 
walk models are worse than all other models based on the descriptive average RMSE values. 
However, the Modified Diebold and Mariano hypothesis tests of eqvial mean squared errors 
indicate that only some models are statistically different from the random walk models. These 
models include the MA(1) model of the monthly German mark, the multivariate cubic RBF 
and square RBF models and one univariate cubic RBF model of the monthly Italian Lira, and 
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all the RBF models using the short-term interest rates ( with or without the Ml) as inputs of 
the quarterly Japanese yen. 
Models that can predict the correct direction of change with statistical significance 
include two univariate RBF models and some multivariate nonlocalized models of the monthly 
German mark, all multivariate RBF models, three univariate localized RBF models and the 
MA(1) model of the monthly Italian Lira, and some RBF models of three quarterly exchange 
rales. Some quarterly RBF models of the three exchange rates and the quarterly random walk 
model of the German maiic can predict the "speculative direction of change" with statistical 
significance. 
In addition, the results show that the localized RBF models are more flexible in model 
estimation. For all three quarterly exchange rates, the residuals of some higher dimensional 
nonlocalized RBF models are not white noise and their forecasting results are not good. 
However, if the residuals of the nonlocalized cubic and square RBF models are white noise, 
usually these two types of nonlocalized RBF models can forecast quite well, especially in 
predicting the direction. 
This dissertation is organized as follows. Chapter 2 reviews some conventional 
statistical analyses of exchange rate forecasting and also some ANN applications in economic 
and financial series forecasting. Chapter 3 briefly describes the mathematical background of 
RBF models that we consider. Chapter 4 describes the basic approach of this study, including 
the time fi^me of research, the data description, empirical models, evaluation criteria, and 
statistical hypothesis tests. Chapter 5 and 6 present and discuss the empirical resuhs for 
monthly and quarterly forecasting, respectively. Chapter 7 provides a summaiy of major 
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findings and suggests fiirther research areas for fixture study. A4)pendix A provides the 
detailed tables of literature review. Appendix B describes RBF formulas and figures. Appendix 
C illustrates data resources. Appendix D and E present the detailed forecasting tables for 
Chapters 5 and 6, respectively. 
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CHAPTER 2. LITERATURE REVIEW 
This chapter briefly reviews what has been done in exchange rate forecasting by using 
conventional statistical models and ANN models. In order to show that the ANN models are 
promising in forecasting, some other studies forecasting financial and economic time series are 
also discussed. In Appendix A, there are detailed tables for each study for further reference. 
2.1 Conventional Statistical Estimation / Forecasting of Exchange Rates 
2.1.1 Linear multivariate analyses (See Appendix A. Table A. 1.1) 
Meese and Rogoflf (1983) use structural monetary exchange rate models to test out-
of-sample forecast performance, but they find that these models fail to outperform the random 
walk model. Many subsequent studies have tried different kinds of methodologies' to 
investigate whether the same or variants of monetary models can beat the random walk 
model, but the results are mixed. 
Boothe and dassman (1987b) point out that previous studies may be misspecified 
due to not considering the "nonstationary" property of variables. Subsequently, the 
cointegration (CI) studies of exchange rate monetary models have become a new trend. Some 
of them use the Engle-Granger (1987) two-step procedure to test for a CI relationship 
between exchange rate and fimdamental variables derived firom monetary models.^ 
' For example, see Woo (1985), Somanath (1986). Schinasi (1987), Wolff (1987), Boothe and Glassman 
(1987a) add lagged terms of exchange rate and / or of fundamental variables. Alexander and Thomas (1987). 
WolfF(1987) and Schinasi and Swamy (1987) tiy time-varying coefficients methods. 
• See, for example, Meese (1986), Baillie and Sdover (1987), McNown and Wallace (1989), Kearney and 
MacDonald (1990) and Pittis (1993). 
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Furthermore, MacDotiald and Taylor (1991, 1993, 1994) use a procedure by Johansen 
(1988,1991) for CI with error correction model (ECM) analyses. They find that an 
unrestricted monetary model with short-nm dynamics outperforms the random walk model for 
some exchange rates. 
In addition, there are some recent studies using vector autoregression (VAR) models 
for forecasting: for example, Driskill et al. (1992) and Liu et ai (1994). They conclude that a 
monetary/asset model with a VAR representation does have forecasting value for some 
exchange rates. 
Sarantis and Stewart (1995) use both Johansen CI / ECM and VAR (or Bayesian 
VAR) analyses. They find no CI for the three monetary models of Meese and RogofiF(1983). 
They use variables derived fi-om a modified uncovered interest parity (MUIP) model and a 
portfolio balance model (PB) to estimate ECM, BVAR and VAR (both level and differenced 
forms) for three exchange rates. Out of sample forecasts indicate that MUIP models perform 
better than PB models. The MUIP (CI / ECM) models for DM/pound, and FF/pound perform 
better than a random walk model, but the model for yen /pound is worse than a random walk 
model. 
2.1.2 Nonlinear multivariate analysis (See Appendix A. Table A. 1.2) 
Meese and Rose (1991) investigate the possible existence of a nonlinear relationship 
between exchange rates and economic variables by using the same monetary models as Meese 
and Rogoflf (1983) and two other models. They use a nonparametric and nonlinear (locally 
weighted regression) model and find that only the Hooper-Morton model can outperform a 
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random walk model using a mean square error standard. 
2.13 Nonlinear univariate analyses (See Appendix A. Table A. 1.3) 
Diebold and Nason (1990) use a nonparametric nonlinear (locally weighted regression) 
model to analyze weekly data for 10 currencies. They find no improvement on the random 
walk model. Satchell and Timmermann (1995) use nonparametric nonlinear (nearest neighbor) 
algorithms for 15 daily exchange rates, and they also fail to beat a random walk model using 
mean absolute error and mean square of percentage error standards. However, they are able 
to predict the direction of change better than a random walk model. Nachane and Ray (1992) 
use monthly data for 10 currencies by estimating 8 different models and find that ARCH, 
GARCH and GARCH-M models'* can generally forecast better than a random walk model. 
Lye and Martin (1994) use monthly data to forecast US $/Australian doUar and find that a 
generalized exponential non-linear time series model performs better than a self-exciting 
threshold autoregressive model. 
2.2 Artificial Neural Networks Application in Financial and Economic Series 
Forecasting 
It is impossible to discuss all studies due to the large amount of relevant research in 
the artificial neural networks area. In general, these studies show that the use of artificial 
neural networks (ANN) for forecasting is very promising. A few of these studies are reviewed 
below. In addition to the studies discussed here, Zhang etal. (1998) review many empirical 
applications of ANN models. 
 ^ ARCH : autoregressive conditional heteroscedasticity ; GARCH; generalized autoregressive conditional 
heteroscedasticity; ARCH-M : ARCH in mean. 
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2.2.1 Multivariate analyses for exchange rate forecasting (See ^pendix A. Table A.2.1) 
Weigend et al. (1992) use a multivariate model employing past currency price 
information up through Monday to forecast the Tuesday return of $/DM. They do not 
compare any other statistical model with their ANN model. Green and Pearson (1994) use a 
multivariate ANN model incorporating data on interest rates and five different currencies 
(including level, volatility, and technical indicators) to forecast daily $/pound. They find that 
their ANN model outperforms a univariate ARIMA model. Poddig and Rehkugler (1996) use 
US, German, and Japanese stocks, bonds, and exchange rate data to forecast (yen/$, DM/$) 
monthly returns. They find that an integrated ANN model using technical indicators as inputs 
performs best. They also compare with multiple regression and random walk models. 
2.2.2 Univariate analysis for exchange rate forecasting (See Appendix A. Table A2.2 ) 
Refenes (1993) forecasts hourly $/DM using a univariate ANN model, and finds that 
the trading return based on this model is profitable. He also compares his findings with those 
of exponential smoothing and autoregression models. 
2.2.3 Other multivariate analyses (See Appendbc A. Tables A.2.3) 
Most of these analyses forecast stock (indices) returns. 
2.2.4 Other univariate analyses (See Appendix A Table A2.4) 
These analyses investigate different kinds of time series with dififerent time horizons. 
Most of them compare ANN models with ARIMA models. 
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2^ General characteristics of these ANN studies 
Except Weigend et al. (1992), who use two output neurons, the researchers cited above 
use ANN models having only one output neuron. 
For out-of-sample testing, most of them only compare one-step ahead forecasts. 
Chakraborty et al. (1992) try to use an iterated way to achieve multi-step forecasting. 
Most of the other studies use variants of multiple regression or ARIMA models for 
comparison. 
Feedforward networks are often used. Most of those ANN models are multilayer 
perceptron type models. However, some researchers also fit recurrent models: e.g. Steiner 
and Wittkemper (1995), Poddig and Rohkugler (1996), and Blake et al. (1995). 
Usually input data are rescaled into a [0,1] range, but Ankenbrand and Tomassini (1995) 
suggest rescaling the input into a [-1,1] range, and Brownstone (1996) rescales his input 
data into a [0.000001,0.99999] range. 
Blake et al. (1995) also discuss nonstationarity and seasonality problems. They estimate 
models using both preprocessed (transformed to be stationary, deseasonalized) inputs and 
raw data inputs. They find that input preprocessing is helpful. 
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CHAPTER 3. RADIAL BASIS FUNCTION NEURAL NETWORK MODELS 
This chapter provides a general overview of radial basis fiinction (RBF) neural 
network models. The specific RBF network models used in this thesis will be detailed in 
section 4.2, below. 
3.1 Overview of Neural Network Models' 
A neural network model includes several layers of units that are generally connected 
by weights. A neural network model can learn to approximate a function by adjusting the 
values of the weights. 
The training process of a neural network model is analogous to the estimation process 
of a conventional statistical model and includes both supervised and imsupervised training 
techniques [Haykin (1994)]. Figure 3.1 illustrates a simple supervised training process. 
input data *• neural network • predicted output 
A 
adjusting the weights ^ compared with 
< target output 
Figure 3.1 A simple supervised training process of a neural network model. 
' Most of the following discussion is based on Broomhead and Lowe (1988), Demuth and Beale (1998). 
Mhaskar (1992,1995), Moody and Darken (1989) and Orr (1996). 
14 
During a supervised training process, several pairs of input-output training cases are 
presented to a neural network model to learn the input-output mapping function. That is, 
given the input data, the connecting weights of the neural network model are iteratively 
adjusted to match the predicted output with the target output. 
There are different training (learning) algorithms to adjust the architecture and the 
weights of the neural network model. 
3.2. RBF Neural Network Architecture 
RBF neural network models can be applied to the problem of learning to perform a 
specific task fi-om a set of training cases. Learning means to reconstruct a mapping surface in 
a high-dimension space that fits the training data best [Girosi (1992)]. To be more specific, the 
RBF neural network model is designed for interpolating data in a high dimensional space by 
linearly combining the activation values of the radial basis (kernel) functions. Figure 3.2 
depicts a simple multi-input, one-output feedforward RBF neural network model. 
Input layer hidden layer output layer 
Figure 3.2 : A simple RBF neural network model 
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3.2.1 Layers of units (neurons) 
A basic RBF neural network model consists of three layers; an input layer, a hidden 
layer, and an output layer. The input units are the independent variables and the output unit 
y is the predicted dependent variable. The input and hidden layers are fiilly and directly 
connected, and the hidden and output layers are also fully and directly connected. The number 
of hidden units is often chosen by the training algorithm during the training process. 
3.2.2 Etadial basis function 
Each unit j in the hidden layer has an associated transfer function <f>j. The radial basis 
fiinction, which has a radially symmetric shape, is used as the transfer fimction for a RBF 
model. The radial basis fimction produces the same output for inputs with equal distance from 
its center. There are localized and nonlocalized radial basis fimctions. Micchelli (1986) and 
Powell (1987,1992) discussed some functions that can be used in the RBF models (see 
Appendix B. 1 for some examples of the RBF formula and figures). The response of the 
localized fimction decreases with the distance away from the center. That is, the localized 
radial basis fimction generates a localized response to the input. Alternatively, the response of 
the nonlocalized fimction increases with the distance away from the center. Different radial 
basis fimctions perform better for different problems [Broomhead and Lowe (1988), and 
Brown and Harris (1994)]. For example, some nonlocalized radial basis fimctions provide 
better performance [Buhmann (1988), Franke (1982), and Hardy (1990)]; however, the 
localized radial basis functions may solve better for others. 
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The number of the radial basis functions is equal to the number of the hidden-layer 
units. An important decision in establishing the RBF architecture is to choose a sufGcient 
number of radial basis functions and to position the centers of these basis flmctions to 
approximately cover the input space. By using ppropriate kinds of training algorithms, the 
decision of the placement and size of the RBF model can be made. 
3.23 General RBF neural network model 
A RBF network model builds a function space that depends on the positions of the 
known data points based on an arbitrary distance measure. By imposing Euclidean norms and 
employing radial basis functions, the interpolation fimction mapping from the input space to 
the output space can be expressed as in (3 .1). Given a set of m pairs of input-output training 
examples, [x, ,y,} ^, the training process of a RBF network model basically involves the 
solution of the following fimction approximation problem; Given a fimction f :R" —> /?, find 
a fimction g:R" —> R of the form 
y = = (3.1) 
;=i 
to approximate / on a compact subset K o f  R " ,  where y  is the predicted output of the 
network given the input vector X = {x, x, sR", and Cj = (c, ..., c„) ^ R" is the 
center of the jth radial basis fimction ^/.[0,oc) —> R. The ||. \\ represents a norm on R", 
which is often taken to be Euclidean distance. Usually the same kind of radial basis fimction is 
employed for all the hidden-layer units. The r is the width (scaling factor) associated with the 
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function , and the size of the r provides the flexibility of the localization for the localized 
radial basis functions. 
In Figure 3.2, the ith component r, of an input vector^ is connected with the jth 
hidden unit by a scalar , which represents the ith component of the jth center vector . 
By using Euclidean distance as the norm, the inputs to the jth hidden unit have the form of a 
hypersphere, i.e. 2 . ^ (x, -c.^  = j|A' - || The output of each jth hidden unit is generally 
a nonlinear fiinction of X - C ,  , that is, ((>j ~^j)' values of the ^^ (.) functions 
are then linearly weighted by the associated weights | to generate a predicted output 
.\ 
y-
In addition, a "bias" term (offset term), , may be added to (3.1). The "bias" term is 
similar to the intercept term in a regression equation. In this case, equation (3.1) becomes 
y = g{X) = w^+Y,^^,f,^{r\X-Cj\) (3.2) 
y=i 
3^ Training (Learning) Procedure 
To find an appropriate approximating function of the form shown in (3.1) involves the 
choices of the radial basis functions (f>j, the number k of hidden units, and values for the 
parameters r, Cj, and . Different radial basis functions may be used; see (jirosi (1994), 
Micchelh (1986), and Powell (1987, 1992) discusses some techniques to choose the 
parameters of a RBF model. 
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One practical supervised training procedure that uses the least squares algorithm is 
described by Chen and Grant (1991) and Orr (1996). Given a certain radial basis flmction 
and the training data and a value for the width r, the remaining parameters and are 
decided automatically during the training process. 
To be more specific, the training procedure consists of two steps. As detailed in 
section 3.3.2, below, the first step is to choose the centers of the hidden-layer radial basis 
fimctions. The number of hidden-layer units is equal to the number of radial basis fimctions. 
Therefore, once the centers are chosen during the training process, the number of the hidden-
layer units is determined automatically. As detailed in section 3.3.3, below, the second step is 
then to obtain the weights connecting the hidden units to the output units by using a 
pseudo-inverse least squares method [Broomhead and Lowe (1988)]. Thus, the learning 
procedure determines both the architecture of the RBF network and the weights. 
3.3.1 Input-output data set 
The data set is often divided into two subsets: the training (in-sample) set and the test 
(out-of-sample) set. The training set data are used for training only. After the model is trained, 
the test set data are used to test whether the model can generalize well or not. 
• Rescaling the input data 
The activation value of the radial basis function of each hidden unit depends on the 
Euclidean distance between the input and the center. Therefore, all input variables had better 
have approximately the same range [Hrycq (1997)]. 
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3J5.2 Center selection and model architecture selection criteria 
As will now be explained, once a fixed value of the width r of the radial basis fimction 
is determined, the number of centers is decided automatically dxiring the training process. In 
general, the value of the width is set to be larger than the distance between two adjacent input 
vectors. However, the width is set to be smaller than the distance between the two extreme 
input vectors [Demuth and Beale (1998)]. That is, the areas of significant response of the 
radial basis fimctions have to cover all the input space while overlapping in a way that not all 
radial basis fimctions are responding in the same wide area of input space. 
The input vectors, [X, ^, of the training set are the candidate set for the centers of 
the radial basis fimctions. The centers may be selected fi"om all of the input vectors or may be 
selected fi-om only a subset of the input vectors. However, to position the centers of the radial 
basis fimctions using all input vectors of the training set may overfit the noise and result in an 
approximating fimction that does not generalize well for the test set. 
Therefore, a subset of the input vectors of the training set is typically selected as the 
centers. In the supervised training case, by presenting several pairs of input-output training 
examples, the number of the hidden units is increased incrementally by picking those centers 
that sequentially reduce the value of a relevant cost fimction on the training set. That is, the 
input vector that can reduce the value of the cost fimction the most will be the first one that is 
selected as the center, and this center-selection process will be continued until some kind of 
stop-training criterion (i.e. model architecture selection criterion) is met. 
Usually the cost fimction is the predicted neural network squared errors. Because 
there is no a priori information about the input-output interpolating relationship, in order not 
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to overfit the data, the RBF model may be better designed to model the relationship as 
smoothly as possible [Bishop (1991,1993), Broomhead and Lowe (1988); Girosi et al. (1995); 
and Poggio and Girosi (1990a)]. That is, we want to find an interpolation function that are 
close to the data and also smooth. Smoothness means that similar outputs are obtained if 
given similar inputs. For example, a regularization term (stabilizer) that penalizes large 
weights may be considered in the cost fimction. This regularization term can help smooth the 
interpolation function. For example, the cost function might take the form 
(3.3) Cost = Y, y-y, ' 
/=i 
where is the predicted output value, is the actual output, m is the number of training 
cases, and k is the number of hidden units. The term ^ 
r=I 
A 
y,-y.  known as the sum of 
squared prediction errors enforces closeness to data. The term A is the regularization 
/=i 
term, where A is a positive number that represents a regularization parameter. 
In addition to using the regularization term, some early-stop training techniques can be 
used to terminate the training process, so that the number of the hidden centers selected will 
not be too large. One technique is to use an additional cross-validation data set [Demuth and 
Beale (1998)]. Usually, the prediction errors for the cross-validation set are used to monitor 
the training process. In general, when the RBF network model starts to overfit the training set 
data, the sum of prediction errors for the cross-validation set will start to increase. Therefore, 
the training process may need to be stopped after the sum of prediction errors for the cross-
validation set reaches a minimum value and then starts to increase for some iterations. 
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However, in practice, the number of data points is often not large enough to be divided into 
an additional validation set. Therefore, an alternative way of minimizing some kind of model 
architecture selection criterion (e.g. BIC: Bayesian information criterion, LOO: leave-one-out 
, and GCV: generalized cross validation) in the training process might also be considered as an 
early-stop training technique. These criteria which consider both the training squared errors 
and model complexity are defined as the predicted errors of a model in predicting new 
observations. See Efi-on and Tibshirani (1993), Moody (1994), Norgaard (1995), and Orr 
(1996) for further details. 
33^ Weights derivation method 
After the centers are chosen, the weights connecting the hidden and output layers are 
calculated by using the pseudo-inverse least squares method. The general form of the weight 
vector is 
PF=((D^ <D +A/)-'(!>'• r . (3.4) 
/beI ban neck tck mxl 
If there is no regularization term in the cost fimction, the weight vector reduces to 
pr=(0^cD)-'cD''r, (3.5) 
where = ( p j ( X , )  = (f>j (/-jl A", - Cj |) is theJth transfer fimction evaluated at the ith input 
vector X^,r\s the width, k denotes the number of hidden units, m denotes the number of 
training cases, and the transformation matrix <I), output vector Y, and weight vector W take 
the following forms: 
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<^(X,) • • AW 
• yz 
II II 
M X , )  •  • 
, r = 
• 
, and W = 
• 
j^iXJ <(^iX„) • • MX J, 
If there is a bias term as described in eqvialion (3.2), then there will be an additional 
component in the weight vector and an additional last column in the 4) matrix with all 
components equal to 1. 
3.4 RBF Model versus MLP Model 
An RBF neural network model will now be compared with a multilayer perceptron 
(MLP) model; see Rumelhart et al. (1986). Both types of models are ftdly connected 
feedforward models that can model arbitrary nonlinear interpolation functions mapping an 
input space to an output space. Like the RBF depicted in Fig. 3.2, a simple MLP model also 
consists of three layers with nonlinear transfer functions associated with the hidden imits. 
Often sigmoid functions of the form S { x )  =  —-—r are used as the transfer fiinctions of the (l+e-'j 
MLP model. Unlike the RBF model, the input-layer units and the hidden-layer units of the 
MLP are connected by weights. Figure 3.3 illustrates a simple three-layer MLP model. 
The mathematical formula of the MLP network model is described in equation (3.6). 
(3.6) j=i ^ 1=1 
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Figure 3.3 ; A simple MLP neural network model. 
For ±e RBF model, the input-layer units and the hidden-layer units are typically 
conneaed by the ''hypersphere" form (i.e. Euclidean distance). In contrast, for the MLP 
model, the input-layer units and the hidden-layer units are typically connected by the 
"hyperplane" form (i.e. the input units are linearly weighted by the associated weights, , 
and then are fed into each hidden unit). A classification problem is more likely to be linearly 
separable if cast in a high-dimensional space than if cast in a low-dimensional space [Cover 
(1965)]. Therefore, the RBF model that expands input vectors into a higher-dimensional space 
is more likely to linearly separate classification problems than the MLP model [Broomhead 
and Lowe (1988); and Renals and Rohwer (1989)] 
The learning procedure of the MLP model typically involves updating the weights by 
some iterative technique, generally taken to be an unconstrained nonlinear least squares 
optimization method. There is no global existence theorem regarding convergence to the 
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correct minimum error solution for the latter method; it could end up at a local minimum In 
contrast, by imposing a Euclidean norm and employing radial basis functions, a RBF model 
with one hidden layer can be designed to derive the hidden-output weights by using a linear 
least squares method, and there is a global existence theorem guaranteeing convergence to the 
correct minimum error solution for this method [Broomhead and Lowe (1988)]. Furthermore, 
the training speed of the RBF model is generally faster than that of the MLP model. For these 
reasons, only RBF neural network models are used io this thesis. 
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CHAPTER 4. EMPIRICAL METHODS 
4.1 Time Periods of Research and Data Description 
The time period under study extends from 1973; 3 to 1996:6. This time period is 
divided into six sliding windows. This research investigates three exchange rates: the 
German mark / US$, the Japanese yen / US$, and the Italian lira / US$. One-month-ahead 
and one-quarter-ahead forecasts are made for each exchange rate by using monthly and 
quarterly data, respectively. The monthly data for the three exchange rate seriesare 
illustrated in Figure 4.1. 
One-month-ahead exchange rate forecasting is investigated for each exchange rate by 
using both univariate and multivariate RBF models. As is clarified below, in addition to 
exchange rate data, the multivariate RBF model includes interest rates as economic 
variables. These RBF models are compared with two ARMA models and a random walk 
model. The one-quarter-ahead exchange rate forecasting only uses multivariate RBF models, 
and the economic variables used are interest rates and the money supply. These RBF models 
are compared with a random walk model and a forward rate forecast. 
For the German mark and Japanese yen, both long-term and short-term interest rates 
are investigated. Different long-term and short-term interest rates are also compared. Because 
the short-term interest rate data for Italy are not complete for the relevant research period, 
only the effects of the long-term interest rates are investigated. The money supply data are 
used for the Ml measure of money. Appendix C. 1 describes the relevant data and sources 
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Figure 4.1. Three monthly exchange rates 1973:3-1996:6 (normalized to 1 for 1973:3) 
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for each country in more detail. 
4.1.1 One-month-ahead exchange rates forecasting 
The monthly exchange rates are expressed as "foreign currency units per US dollar 
They are the monthly averages of the noon buying rates in New York City certified by the 
Federal Reserve Bank of New York for customs purposes for cable transfers payable in 
foreign currencies. 
To reserve sufficient lags for input variables, 1974:5 is chosen as the starting point for 
monthly model estimation. Each sliding window includes 224 monthly data as training set 
data and the following 12 months data are reserved for test set data. The purpose is to use 
the 224 training set data for estimation and then to forecast 12 one-step (one-month) ahead 
values. These forecast values will then be compared to the actual values reserved in the test 
set. 
Starting from the second window, each sliding window deletes the first six oldest data 
from the previous window and then adds six following data to form a new window. The sbc 
sliding windows are shown in Table 4.1. 
Table 4.1. Sliding windows (monthly data) 
Sliding window Size Training set (estimation) Test set (forecast) Size 
Period 1 224 1974:5 -1992:12 1993:1-1993:12 12 
Period 2 224 1974:11-1993:6 1993:7-1994:6 12 
Periods 224 1975:5 -1993:12 1994:1-1994:12 12 
Period 4 224 1975:11-1994:6 1994:7-1995:6 12 
Periods 224 1976:5 -1994:12 1995:1-1995:12 12 
Period 6 224 1976:11-1995:6 1995:7-1996:6 12 
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Tables 4.2 through 4.4 list descriptive statistics for the three exchange rates 
corresponding to the six sliding windows. The Ljung-Box Q statistic, skewness, kurtosis, and 
Jarque-Bera (JB) statistics are described in chapter 4.4.1. For each table, part (a) describes the 
training set data and part (b) describes the corresponding test set data. For the German mark 
and the Italian lira, the minimum and maximum values of the test set data are all within the 
range of the corresponding training set data, for all sbc sliding window periods. For the 
Japanese yen, the minimum values of the test set data are also all within those of the range of 
the corresponding training set data for all six sliding windows periods. However, for the S**" 
and 6*'' sliding window periods, the maximum values of the test set data are higher than those 
of the corresponding training set data. 
The Jarque-Bera tests for the three exchange rates indicate that only the German mark 
does not reject the normality hypothesis. The Ljung-Box statistics Q(12) for the first twelve 
lags are significant at the 5% significance level for all six periods, indicating autocorrelation in 
each exchange rate series. 
4.1.2 One-quarter-ahead exchange rate forecasting 
To compare forecasting ability with the end-of-quarter forward rate, one-quarter-
ahead (end-of-quarter) exchange rate forecasts are made. The end-of-quarter exchange rates 
are expressed as " foreign currency units per US dollar 
For quarterly data, to reserve sufficient lags (that is, two years) for input variables, 
1975:Q2 is chosen as the starting point for quarterly model estimation. Each sliding window 
includes 71 quarterly data as training set data and four subsequent quarterly data reserved as 
test set data. The purpose is to use the 71 training set data for estimation and then to 
Table 4.2 Statistics for the German mark (monthly) 
(a) Training set (first difference of natural logarithm of German mark) 
Period 74:5-92:12 74:11-93:6 75:5-93:12 75:11-94:6 76:5-94:12 76:11-95:6 
Mean -0.0021 -0.0020 -0.0015 -0.0021 -0.0021 -0.0025 
Std 0.0277 0.0277 0.0278 0.0275 0.0277 0.0280 
Min -0.0704 -0.0704 -0.0704 -0.0704 -0.0704 -0.0704 
Max 0.0852 0.0852 0.0852 0.0852 0.0852 0.0852 
0(12) 31.1435* 31.1475* 29.5775* 28.6615* 28.7084* 28.6520* 
Skewness 0.0588 0.0504 0.0125 0.0177 0.0187 -0.0009 
Kurtosis 0.0802 0.0951 0.0717 0.1110 0.0581 0.0251 
JB 0.1524 0.1344 0.0234 0.0741 0.0213 0.0000 
(b) Test set 
Period 93:1-93:12 93:7-94:6 94:1:94:12 94:7-95:6 95:1-95:12 95:7-%:6 
Mean 0.0065 -0.0014 -0.0071 -0.0125 -0.0073 0.0072 
Std 0.0250 0.0249 0.0188 0.0249 0.0280 0.0177 
Min -0.0437 -0.0437 -0.0374 -0.0661 -0.0661 -0.0319 
Max 0.0362 0.0362 0.0206 0.0206 0.0402 0.0402 
Note; 0(12) is the Ljung-BoxQ statistic; reject the null hypothesis of no autocorrelation if the value Q( 12) is 
greater than zIom.u) = 2' • 
JB represents the Jarque-Bera test (Normality test); reject the null hypothesis that the series are independent 
normally distributed if the value of JB is greater than Z(o.as.2) ~ ^ • 
• Significant at 5 percent level. 
forecast 4 one-step (one-quarter) ahead values. These forecast values are then compared to 
the actual values reserved in the test set. 
Starting fi-om the second window, each sliding window deletes the first two oldest 
quarterly data firom the previous window, and then adds two subsequent quarterly data to 
form a new window. The six sliding windows are shown in Table 4.5. 
The simimary statistics of the end-of-quarter exchange rates are analyzed similarly to 
the monthly data. The results are shown in Appendix C.2. The Jarque-Bera tests indicate that 
all three quarterly exchange rates do not reject the normality hypothesis. In contrast to the 
Table 4.3 Statistics for the Japanese yen (monthly) 
(a) Training set (first difference of natural logarithm of Japanese yen) 
Period 74:5-92:12 74:11-93:6 75:5-93:12 75:11-94:6 76:5-94:12 76:11-95:6 
Mean -0.0036 -0.0046 -0.0044 -0.0048 -0.0049 -0.0055 
Std 0.0277 0.0277 0.0278 0.028 0.0282 0.0290 
Min -0.0969 -0.0969 -0.0969 -0.0969 -0.0969 -0.0969 
Max 0.0610 0.0610 0.0610 0.0610 0.0610 0.0610 
0(12) 39.2975* 38.2285* 37.3923* 35.9805* 35.4305* 34.9760* 
Skewness -0.5450* -0.4833* -0.4994* -0.4592* -0.4497* -0.5010* 
Kurtosis 0.7167* 0.6115 0.5712 0.4944 0.4222 0.3917 
JB 15.1804* 11.6497* 11.8265* 9.7143* 8.8402* 10.4310* 
(b) Test set 
Period 93:1-93:12 93:7-94:6 94:1:94:12 94:7-95:6 95:1-95:12 95:7-%:6 
Mean -0.0101 -0.0039 -0.0077 -0.0160 0.0014 0.0210 
Std 0.0233 0.0214 0.0207 0.0342 0.0473 0.0271 
Min -0.0402 -0.0472 -0.0472 -0.0818 -0.0818 -0.0081 
Max 0.0186 0.0186 0.0216 0.0216 0.0806 0.0806 
Note : same as in Table 4.2. 
Table 4.4 Statistics for the Italian lira (monthly) 
(a) Training set (first difference of natural logarithm of Italian lira) 
Period 74:5-92:12 74:11-93:6 75:5-93:12 75:11-94:6 76:5-94:12 76:11-95:6 
Mean 0.0036 0.0036 0.0044 0.0038 0.0028 0.0029 
Std 0.0268 0.0274 0.0276 0.0276 0.0264 0.0266 
Min -0.0640 -0.0640 -0.0640 -0.0640 -0.0640 -0.0640 
Max 0.1075 0.1075 0.1075 0.1075 0.1075 0.1075 
0(12) 49.6170* 50.2171* 51.6672* 52.3040* 48.2567* 46.1718* 
Skewness 0.4839* 0.4536* 0.3980* 0.4404* 0.3350* 0.3205* 
Kurtosis 1.0795* 0.8537* 0.7134* 0.7566* 0.6953* 0.6272 
JB 8.5032* 13.6729* 10.0375* 11.8904* 8.1166* 6.9944* 
(b) Test set 
Period 93:1-93:12 93:7-94:6 94:1:94:12 94:7-95:6 95:1-95:12 95:7-%:6 
Mean 0.0148 0.0047 -0.0027 0.0025 -0.0021 -0.0051 
Std 0.0320 0.0243 0.0175 0.0224 0.0185 0.0061 
Min -0.0402 -0.0246 -0.0246 -0.0346 -0.0346 -0.0185 
Max 0.0542 0.0524 0.0310 0.0413 0.0413 0.0039 
Note: same as in Table 4.2. 
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Table 4.5. Sliding windows (quarterly data) 
Sliding 
window 
Training set (estimation) Size Test set (forecast) Size 
Period 1 1975:Q2-1992:Q4 71 i993:Ql-1993;Q4 4 
Period 2 1975;Q4-1993:Q2 71 1993:Q3-1994:Q2 4 
Periods 1976;Q2-1993:Q4 71 1994:Q1-1994:Q4 4 
Period 4 1976:Q4-1994;Q2 71 1994:Q3-1995;Q2 4 
Periods 1977:Q2-1994;Q4 71 1995:Q1-1995:Q4 4 
Periods 1977;Q4-1995:Q2 71 1995:03-19%:Q2 4 
monthly data, the Ljimg-Box statistics Q(12) for the first twelve l^s are not significant at the 
5% significance level for any of the three exchange rates. 
4.2 Empirical Design of RBF Neural Network Models 
The design of an RBF network model for forecasting is an empirical art. There are 
several decisions that need to be made. For example, how should one decide on the lag length 
(i.e. the number of lagged values used as inputs)? What type of radial basis function is more 
appropriate? What size should be selected for the width r of the radial basis function? How 
many hidden units should be used? What cost fiinction should be used for the training 
process? Finally, when should the training process be halted in order to appropriately fit the 
training set data but not to overfit the noise? The following sections describe the basic design 
of the RBF network models used in this empirical study. 
The RBF neural network models are estimated by experimenting with the number of 
inputs. The exact number of the lagged values needed as inputs for the neural network model 
is not clear; this is the lag length selection decision. Initially, one lagged value of each variable 
is used as input to estimate a tentative model, and a residual diagnostic check is made to 
investigate whether there is autocorrelation in the residuals. The residuals are supposed to be 
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white noise for a well-estimated model. The above model estimation and residuals diagnostic 
checking procedure is then repeated using higher-order lagged values as inputs. 
In this research, for each model, the hidden-layer units all use the same kind of radial 
basis function as the transfer function. Seven different specifications for these radial basis 
functions are compared. These radial basis fvmctions are as follows. Gaussian; Cauchy; inverse 
multiquadric; multiquadric; linear, square (quadratic); and cubic.' The first three functions are 
'localized' fimctions and the last four fimctions are 'nonlocalized' fimctions. These fiinctions 
are employed for models using different numbers of lagged values as inputs. In general, the 
models that use these seven radial basis fimctions are referred to as GRBF, CRBF, IRBF, 
MRBF, LRBF, QRBF, and CCRBF respectively. The shapes of the first three localized radial 
basis fiinctions are similar. However, when the width of the radial basis functions is small, the 
results obtained by applying these fimctions to a given training data set can differ. 
For models incorporating GRBF, CRBF, IRBF, and MRBF, the width r determines the 
localization of these radial basis fimctions. However, the optimal value of r is unknown. 
Different widths ranging fi-om r = 0.1 to r = 4 were tried. A constant value was used as the 
width for all the radial basis fimctions in the same model.^ 
The nimiber of centers of the radial basis fimctions is equal to the number of hidden-
layer units. Centers of the hidden-layer radial basis function were chosen firom a candidate set 
taken to be the set of all input vectors in the training set data. In particular, during the training 
process, the input vectors that reduced the cost fimction the most were chosen as the centers. 
' The first four functions are discussed in Orr (1996), and the linear and cubic fimctions are discussed in 
Girosi (1994) and Powell (1987,1992). 
' However, different values could be used for different radial basis fimctions; see Appendix B.3 for details. 
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This research adopts the Orr (1996) program of the least squares training algorithm 
and the stop-training criterion. Unless otherwise indicated, a cost fimction always mcludes a 
regularization term. In order not to overfit the training set data (i.e., not to fit the noise in the 
data), the center selection process was continued until some minimum value of the early-stop 
training criterion was reached. Specifically, an additional center was added until the value of 
the criterion reached a minimum value and then started to increase for another four^ training 
iterations (see Figure 4.2). 
Early-stop-training criterion 
(BIC or LOO) 
(c : number of hidden-layer units) 
number of training iterations c 
Figure 4.2. Early-stop-training criterion versus number of hidden-layer units 
In this research, either the BIC (Bayesian information criterion) or the LOO (leave one 
out) criterion was used as the early-stop training criteria. 
Unless otherwise indicated, there is also a regularization term A in the cost fimction 
for the training process. The initial value for A was arbitrarily chosen to be 0.1 for the 
monthly data analysis and 1.0 for the quarterly data analysis, and the value for A was allowed 
to converge during the training process. 
^ The process by which an additional center is added to the hidden layer is called a 'training iteration'. If 
the number of additional training iterations is too small, the minimnm value of the stop-training criterion 
(BIC or LOO) may be only a local minimnm. After experimenting with different values, four additional 
training iterations were used. 
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To be more specific, two criteria were used for each training process: a A selection 
criterion, and an eariy-stop training criterion In this research, the BIC was used as both the X 
selection and eariy-stop training process criterion for the monthly exchange rates RBF model 
training process. In addition, the GCV (generalized cross validation) criterion was used as 
the/I selection criterion and the LOO criterion was used as the early-stop training criterion for 
the quarterly exchange rates RBF model training process. The formula for the BIC, LOO, and 
GCV criteria are given in section B.2 of the Appendix. 
In summary, the experimental design illustrated in Figure 4.3 was applied for each 
exchange rate. 
CC 
Lag length 
k= 1.2.3.... 
(Input units) 
(Radial basis function) 
(width) 
Where the width ranges from 0.1 to 4 and 
G : represents Gaussian function 
C ; represents Cauch\' fimction 
I ; represents inverse Multiquadric function 
M ; represents Multiquadric function 
L : represents Linear function 
CC ; represents Cubic fimction 
Q ; represents Square fimction 
Figure 4.3. Experimental design 
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4.3 Description of Empirical Models 
For one-month-ahead forecasting, both univariate and multivariate RBF models were 
estimated and compared with two ARMA(p,q) models and a random walk model. For one-
quarter-ahead forecasting, multivariate RBF models were compared with a random walk 
model and a forward rate forecast model. These models are as follows. 
43.1 Random walk model 
y r = y t - n  t  =  
where y represents the natural logarithm of the exchange rate. The random walk forecast is 
the previous period realized value. 
4.3.2 Forward rate forecast model 
where represents the natural logarithm of the forward rate for period t that is obtained in 
period t-1 . 
4.3.3 ARMA(p,q) model 
Ay, = t = 
where A represents the difference operator, and p and q represent the lag lengths used for^y 
and the error term e, respectively. 
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4.3.4 RBF Models 
• Rescaling the inputs 
If the inputs are rescaled, ±ey are rescaled by using the following formula. Rescale 
the input series (z) into a series (s) having a mid-range equal to 0 and a range equal to 2. 
max(z) + min(z) 
miarange =  ^ ; 
range = max(z) - min(z); 
z - {midrange) 
 ^~ range, 
2 
• Univariate RBF model 
For univariate analysis, the general form of the forecasting fimction is as follows: 
Ay, = Ay,Ay:.t), t = (4.1) 
where k represents the lag length. In this research, the RBF models that do not rescale the 
inputs are compared with those RBF models that rescale the inputs. 
• Multivariate RBF model 
For multivariate analysis, the general form of the forecasting function is as follows; 
Ajr , / = l,...,r, (4.2) 
where x = x'' - represents the differential of economic variables'* between a foreign 
^ There is no need to take the natural logarithm of an interest rate. However, the money supply ftata are 
transformed taking natural logarithms. 
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covintry and the United States, and k  represents the lag length which is the same for both the 
exchange rate and the economic variables. In addition, all of the input variables 
Ay,.,,..., Ax,_^ are rescaled as explained above. 
4.4 Model Evaluation Criteria and Statistical Hypothesis Tests 
4.4.1 In-sample (training set) evaluation criteria 
• AIC (Akaike information criterion) and SBC (Schwartz Bayesian criterion) 
The AIC and SBC criteria are used to select the ARIMA models. 
AIC = T ln(residual sum of squares) +  2 p  ,  
where the residual sum of squares is X (x "" -V.) ' T is the nimiber of usable observations, and 
x=l 
pis the number of estimated parameters. 
SBC = T In(residual sum of squares) + p  In(T) . 
• BIC (Bayesian information criterion), GCV (Generalized cross validation) criterion, 
and LOO (Leave-one-out) criterion [see appeniUx B.2 for detaikj 
These criteria are used to select the RBF model architecture. See Efron and Tibshirani 
(1993), Moody (1994), Nargaard (1995), and Orr (1996). 
• Ljung-Bax Q statistic 
This statistic is used to test the null hypothesis of no autocorrelation of series. 
0(m)= T(T + 2) 
M 
z— 
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where is the jth lag autocorrelation of the residuals, M = min(r / 4, sVT) is the number of 
autocorrelations used in the summation, and T is the number of data points available after 
differencing the series. 
• Skewness and Kurtosis (Kendall and Stuart 1958) 
These two statistics are applied to investigate the differenced log exchange rate data. 
Skewness measures the degree of asymmetry of a distribution around its mean. If a 
distribution is symmetric, skewness equals zero. A positive skewness value indicates a 
distribution with an asymmetric extended right tail, and a negative skewness value indicates a 
distribution with an asymmetric extended left tail. Skewness sk is measured by 
i V 
where N is the number of observations, 5 
The statistic to test whether s k  =  0  i s  
Kurtosis measures the peakedness or flatness of a distribution relative to those of the 
normal distribution. A positive kurtosis value indicates a relatively peaked distribution, and a 
negative kurtosis value indicates a relatively flat distribution. Kurtosis ku is measured by 
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ku = N' ( N - I X N - 2 ) ( N - 3 )  
(n + - 3(n - \)m^ 
The statistic to test whether k u  =  0  
= ku. \ ( N - l X N - 2 X N - 3 )  
' 2AN(^N + \) 
• Jarque-Bera normality test (see Diebold 1988) 
In addition to the skewness and kurtosis statistics, this test is applied to investigate the 
normality of the differenced log exchange rate data. 
The Jarque-Bera (JB) test statistic is defined as 
where N denotes the nimiber of observations, 
5 = , 
^ Z ( y r - y y  
and K = . 
C7^ 
The JB statistic is distributed as a distribution with two degrees of fi^eedom in large 
samples under the null hypothesis that the observations >' are independent normally distributed. 
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4.4.2 Out-of-sample (test set) descriptive evaluation criteria 
The RMSE (root mean squared error) criterion measures forecasting error, the 
"correct direction" criterion measures the ability to predict the direction of future spot rates 
relative to the current spot rates, and the "speculative direction" criterion measures the ability 
to predict the direction of future spot rates relative to forward rates. 
where w, is the number of forecasts. This criterion penalizes any extreme forecast errors. Note 
that the square of RMSE is mean squared error (MSE). The RMSE is easier to interpret than 
the MSE. The RMSE has the same unit as those of the forecast errors. If the forecast errors 
are in dollars, the RMSE is also in dollars whereas the MSE is in dollars squared. 
• Correct direction criterion 
This criterion is the percentage of times that the sign of the actual future direction of 
an exchange rate. Ay,,, = , is correctly predicted by the sign of the forecasted 
.\ .\ 
direction of change, . 
• RMSE 
Zu -yS' 
RMSE = 1=1 
• Speculative direction criterion (Melvin 1992) 
This criterion is the percentage of times that a forecast is on the correct side of the 
forward rate. Define actual and predicted speculative direction of change as follows: 
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actual; =3/,-, 
predicted: ^yl, = y,., 
where /,^i,, is the forward rate for period t+1 that is formulated at period t. Then the 
speculative direction criterion is the percentage of times that the sign of is the same as 
the sign of . Profits can potentially be made by participating in spot and forward markets. 
Some corporate treasurers or speculators may therefore favor a forecast procedure that 
generates accurate forecasts of speculative direction over other forecast procedures that have 
smaller forecast errors or that generate more accurate forecasts for the correct direction 
AVr-, • 
4.4.3 Statistical hypottiesis tests for out-of-sampie evaluation criteria 
• A Modified Diebold and Mariano (MDM) test (Harvey et aL 1997) 
The MDM test evaluates the equality of prediction mean squared errors for two given 
models. The MDM test is a modification of the Diebold and Mariano (1995) 'loss differential" 
test. The modified test allows for contemporaneously correlated prediction errors, 
autocorrelated prediction errors, and heavy-tailed error distributions. In addition, the MDM 
test does not rely on the assumption of unbiased forecast errors and can be applied to more 
than one-step ahead forecasts. Furthermore, the loss fimction used in the MDM test is not 
limited to quadratic functions. 
Assume that two competing forecasting models have generated a pair of /z-step ahead 
prediction errors The null hypothesis to test the expected equality of mean 
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squared errors (MSE) for the two models is 
Define the loss difference sequence to be 
The sample mean of is 
d  =  n ' ^ ^ d ,  .  
r=i 
Assuming that d  ^is a moving average process of order (h-l), the approximate variance of d is 
For d  \  ^ n '  
h-l 
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i=l 
where is the Ath autocovariance of d  ^. if is estimated as 
t=k^l 
Y ,  = « - '  X  [ d ^ - d ] \ d ^ _ , - d ] .  
then the estimated variance of d is 
yarl dl  ^n -1 
h~l 
The Diebold-Mariano (1995) loss difference test statistic is 
Varl d 
1/ /2 
d. 
Harvey et al. (1997) instead use an approximately unbiased estimator for the variance of d, 
Var,{d) = \\-n-'[ \ + 2n^^{n-k) ]\var{d) 
*=l 
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In this case the modified Diebold-Mariano test statistic is 
S; =[(Var,(dr")d] 
H - y  
= h-«"'[ l + 2«''2(n-A:) ][ 5i. 
i=l 
The value of 5* is compared with the critical value of the Student's t distribution with (n-l) 
degrees of freedom in order to test the null hypothesis that the mean squared errors (MSE) for 
the two given models are equal. 
• The Pesaran-Timmerman non-parametric market timing test (1992, 1994): PT test 
This is a test of the null hypothesis that the signs of the predicted and actual future 
directions are independent. Rejecting the null hypothesis of independence suggests that the 
model is usefiil for predicting future directions. This test is applied to both the correct 
direction and the speculative direction criteria. 
Define and to be the predicted and actual directions respectively. Let 
= \  a ^ >  0 ,  
= 0 otherwise, 
B ,  = \  [ f  b ^ >  0, 
= 0 otherwise, 
Z, = 1 if r, = afi, > 0, 
= 0 otherwise. 
Let = Pr(^, > 0), - Pr(a, > 0), and P denotes the realized proportion of times that the 
n 
sign of is correctly predicted by the sign of . That is, ^ ^ Z, = Z . Denote the ex 
f=i 
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ante probability that the sign will be predicted correcdy under the null hypothesis as 
P. = Pr(Z, = 1) = Pr(a,6, > 0) 
= Pr(a, > 0,6, > 0) + Pr(a, < 0,6, < 0) 
The standardized test statistic 
is asymptotically distributed as A^(0,1) under the null hypothesis. If the true probabilities of 
and P^ are unknown, then use estimated values based on the null independence 
hypothesis, A = + (1 -XIwhere P  ^ A and P  ^ =2^^ = ^ ' 
f=l r=I 
and the standardized test statistic is denoted as 
P-P' 
S„=-—:: —17, ~mi) 
{var(P) - var(P.)} " 
where, 
var(P) = A) and 
var(A) = «-' (2A, -1)^ a (1 -  a, ) + /7-' (2A -1)' A (1" A ) 
+ 4A7-^AA0-AA)-
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• test of independence (see Swanson and White 1997) 
This test is applied to both the correct direction and the speculative direction criteria. 
Rejecting the null hypothesis of independence suggests that a given model is usefial for 
predicting the correct direction (or speculative direction). 
The direction forecasts, of size n, can be classified into 2 classes (up and down) by the 
sign of the actual direction and into 2 classes (up and down) by the sign of the predicted 
direction. The frequencies of each ceU of the 2 by 2 classes are shown in Table 4.6. 
Table 4.6. Frequencies of sign of direction 
actual up actual down Total 
predicted up "21 " p i  
predicted down "tz "p--
Total N 
The X' test statistic is calculated as 
n ^ ^ n ^ . N  J  
where, 
: denotes the realized frequency when the predicted direction is up or down given the actual 
direction is up or down; 
(P<n ^ • denotes the expected frequency when the predicted direction is up or down 
given the actual direction is up or down. 
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The test statistic is compared with the critical value of the distribution with degree of 
freedom (r-l)(c-l) =1, where r = 2 is the two classes (up and down) of the prediction 
direction and c = 2 is the two classes (up and down) of the actual direction. If the x' test 
statistic is greater than the critical value then the null hypothesis of independence is rejected. 
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CHAPTER 5. EMPIRICAL RESULTS USING MONTHLY DATA 
5.1 Overview 
This chapter discusses one-month-ahead forecasting results for three exchange rates; 
the German Mark, the Japanese Yen, and the Italian Lira relative to US$. Six sliding window 
time periods are studied. For each time period, two conventional statistical ARIMA models 
are estimated and are selected based on the AIC and SBC criteria. In addition, both univariate 
and multivariate RBF models are investigated for each exchai^e rate. The multivariate RBF 
models use monthly long-term or short-term interest rates as the economic variable. The 
estimated KEF models are compared with a random walk model and with two ARIMA 
models over each of the six time periods. 
The following sections briefly describe the empirical univariate and multivariate 
analyses of RBF models for each exchange rate. There are three kinds of univariate analyses 
for each monthly exchange rate. Analysis I investigates univariate RBF models without 
rescaling their inputs and without a regularization term in the cost fimctioa Analysis 2 
investigates univariate RBF models without rescaling their inputs but with a regularization 
term included in the cost fimction. Analysis 3 investigates imivariate RBF models with 
rescaled inputs and without a regularization term in the cost function. The purpose is to 
investigate whether adding a r^ularization term in the cost fimction helps to improve 
forecasting results, and whether rescaling the inputs helps to improve the forecasting results. 
Furthermore, in order to make an objective comparison, there are two parts to each univariate 
analysis. Part (a) compares univariate RBF models using the same number of lagged values for 
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inputs as in the selected statistical autoregressive (AR) models, and part (b) compares 
univariate RBF models using different numbers of lagged values selected by choosing those 
resulting in the lowest BIC value. Note that the BIC is not a typical lag length selection 
criterion, because its calculation is not directly involved with the number of inputs. However, 
this research investigates whether the BIC provides some information that may help choose 
the lag length of inputs. Finally, seven different radial basis functions are examined in each 
part of each RBF analysis. 
There are also two parts to each multivariate analysis. Part (a) describes multivariate 
RBF models uang a specific number of lagged value(s) as inputs that generally have better 
forecasting ability than models using other numbers of lagged values as inputs. Part (b> 
describes multivariate RBF models with different lag lengths selected by miniiniTing the BIC 
value. The forecasting results for RBF models using more than three lagged values as inputs 
were generally found to be no better than those for RBF models using no more than three 
lagged values. Therefore, in part (b) of each multivariate analysis, only RBF models with lag 
lengths ranging fi'om one to three selected by minimizing the BIC value are investigated. 
Seven different radial basis functions are also studied in each part of each RBF analysis. To 
investigate whether the interest rate has explanatory power for the exchange rate movement, 
each of the multivariate RBF models is compared with its corresponding univariate RBF 
model that uses the same radial basis function and has the same lag length. 
The two descriptive criteria used to evaluate out-of-sample forecasting performance 
are 'RMSE' and 'correct direction'. The random walk model cannot predict the future 
direction of an exchange rate, because the forecast value fi'om a random walk model always 
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indicates 'no change' of the future vahie; hence no "correct direction" results are reported for 
the random walk models. The following analyses are based mosdy on average forecasting 
results over six time periods. In addition to the summary table for each ^change rate 
appearing in the main text, detailed tables of model descriptions and forecasting results for 
individual sliding window time periods are provided in Appendix D for further reference. 
Three statistical hypotheses are also conducted for each analysis. As discussed in 
chapter 4, the MDM test is used to check whether the difference of mean squared error 
(MSE) of two models is statistically significant. Each RBF model is compared pairwisely with 
the following benchmark models: a random walk model; an AR model; and an MA model. If 
the value of the MDM statistic is positive, this means that the MSE value of the benchmark 
model is bigger than the relevant model being tested. Also, two direction tests (PT test and 
independence test) are used to test whether a given model can correctly predict the future 
direction with statistical significance. 
The following discussion first compares the forecasting results of diflFerent models by 
using the two descriptive evaluation criteria, and then investigates the statistical significance of 
these descriptive criteria by conducting hypothesis tests. Some conclusions are then provided 
for each exchange rate. 
As mCTtioned in chapter 4, different widths r are examined for the GRBF, CRBF, 
IRBF, and MRBF models. In the following sections, only RBF models using specific widths 
that perform well for each of the six sliding window time periods will be discussed. However, 
in order to make sure that the residuals of the models are white noise, the RBF models chosen 
for discussion may have different width values for each time period. 
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5.2 German Mark 
Seven RBF models are compared whh an MA(1) model, an AR(1) model, and a 
random walk model in each part of the foUowing analysis. The forecasting results and the 
relevant statistical hypothesis tests for the univariate and multivariate analyses are summarized 
in Tables 5.1(a)-(b). In total, 105 (42 univariate and 63 multivariate) RBF models 
investigated. 
5.2.1 Model comparisons using descriptive average RMSE and average correct 
direction criteria 
Model comparison results will now be explained in detail. Briefly, it will be shown 
that, based on the average RMSE criterion, the random walk model is the worst. Most RBF 
models are no worse than the AR(1) model and some of them are similar to the MA(1) model. 
Based on the correct direction criterion, however, some nonlocalized multivariate RBF 
models are better than the AR(1) and MA(1) models. 
5.2.1.1 Univariate analyses 
Analysis 1(d): No rescaling of inputs / no regularization term / Lag length equal to one. 
Based on the average RMSE criterion, the MA(1) model is best. Based on the average 
correct direction criterion, except for the CCRBF model, all other RBF models do not predict 
the direction as well as the MA(1) and AR(1) models. 
Analysis 1(b) : No rescaling of inputs / no regularization term / Lag length is selected from 
one to three lags by minimising the BIC value. 
Comparing the results with those of analysis 1(a), not every RBF model improves based on 
the RMSE criterion. However, almost all RBF models generally predict the direction 
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Table 5.1 Descriptive evaluation criteria and hypothesis tests (German mark) 
(a) Descriptive evaluation criteria: one-month-ahead prediction (German Mark) 
GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
Average RMSE 
Random Walk 0.0235 
AR(1) 0.023 
MA(1) 0.0225 
Univariate 
Analysis 1(a) 0.0229 0.0230 0.0229 0.0229 0.0227 0.0229 0.0229 
Analysis 1(b) 0.0230 0.0230 0.0228 0.0226 0.023 0.0226 0.0228 
Analysis 2(a) 0.0228 0.0228 0.0228 0.0228 0.0229 0.0229 0.0229 
Analysis 2(b) 0.0229 0.0228 0.0228 0.0228 0.0229 0.0229 0.0229 
Analysis 3(a) 0.0228 0.0228 0.0228 0.0228 0.0229 0.0229 0.0229 
Analysis 3(b) 0.0228 0.0228 0.0228 0.0228 0.0229 0.0229 0.0229 
Multivariate fi"i 
Analysis 4(a1) 0.0224 0.0222 0.0216 0.0224 0.0224 0.0225 0.0226 
Analysis 4(a2) 0.0225 0.0224 0.0224 0.0224 0.0224 0.0225 0.0226 
Analysis 4(b) 0.0229 0.0229 0.0226 0.023 0.0230 0.0226 0.0231 
Analysis 4(c) 0.0224 0.0224 0.0224 0.0223 0.0224 0.0226 0.0225 
Analysis 4(d) 0.0226 0.0228 0.0231 0.0228 0.0227 0.0225 0.0230 
Analysis 5(a) 0.0228 0.0227 0.0229 0.0229 0.0228 0.0227 0.0227 
Analysis 5(b) 0.0229 0.0229 0.023 0.0231 0.0232 0.0228 0.0227 
Analysis 5(c) 0.0227 0.0228 0.0229 0.023 0.0229 0.0226 0.0227 
Analysis 5(d) 0.0227 0.0228 0.0229 0.0229 0.0229 0.0226 0.0226 
Average Correct Direction (% of accuracy) 
AR(1) 0.61 
MA(1) 0.60 
Univariate 
Analysis 1(a) 0.58 0.58 0.58 0.56 0.56 0.60 0.56 
Analysis 1(b) 0.57 0.60 0.63* 0.60 0.60 0.61 • 0.57 
Analysis 2(a) 0.56 0.57 0.58 0.60 0.57 0.61 0.60 
Analysis 2(b) 0.54 0.57 0.58 0.60 0.57 0.61 0.60 
Analysis 3(a) 0.57 0.57 0.58 0.58 0.56 0.60 0.60 
Analysis 3(b) 0.57 0.56 0.58 0.58 0.56 0.60 0.60 
Multivariate 
Analysis 4(a1) 0.57 0.60 0.57 0.60 0.60 0.61 0.60 
Analysis 4(a2) 0.61 0.58 0.58 0.60 0.60 0.61 0.60 
Analysis 4(b) 0.54 0.56 0.60 0.54 0.57 0.64* 0.56 
Analysis 4(c) 0.60 0.58 0.60 0.58 0.60 0.63* 0.61 
Analysis 4(d) 0.53 0.56 0.56 0.56 0.56 0.67* 0.61 
Analysts 5(a) 0.60 0.58 0.58 0.61 0.56 0.60 0.65* 
Analysis 5(b) 0.60 0.56 0.56 0.58 0.54 0.60 0.60 
Analysis 5(c) 0.61 0.54 0.56 0.56 0.54 0.65* 0.63* 
Analysis 5(d) 0.61 0.56 0.56 0.57 0.58 0.65* 0.60 
Note: X indicates that the relevant model does not fit the data well in some time periods, hence the results 
for the model are not shown. 
" RqectthenullhypothesisofequaimeansquaredeiTor if the test statistic value is greater than 
/(71.0.025) = 1.99 . 
 ^ Rqect the null hypothesis of independence if the test statistic value is greater than ^(0,1) = L96. 
" Rqect the null hypothesis of independence if the test statistic value is greater than X^(U0.0S) ~ -
* Significant at 5% level. 
Table 5.1 (continued) 
(b) MDM, PT and x ^ tests; One-month-ahead prediction (German Mark) 
GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
MSE (MDM test)" 
{1) Compared with Random Walk 
Randofn Walk 
AR(1) 0.80 
MA(1) 3.87* 
Univariate 
Analysis 1(a) 0.57 0.57 0.58 0.63 0.56 0.78 0.65 
Analysis 1(b) 0.55 0.67 0.98 1.02 0.39 1.37 0.75 
Analysis 2(a) 0.82 0.83 0.83 0.81 1.00 0.96 0.93 
Analysis 2(b) 0.74 0.83 0.83 0.81 1.00 0.96 0.93 
Analysis 3(a) 0.84 0.86 0.86 0.82 0.95 0.99 0.91 
Analysis 3(b) 1.24 0.94 0.86 0.82 0.95 0.99 0.91 
Multivariate (n 
Analysis 4(a1) 0.87 0.82 1.25 1.29 1.31 X 1.36 
Analysis 4(a2) 1.23 1.29 1.36 1.33 1.31 X 1.36 
Analysis 4(b) 0.49 0.42 0.61 0.57 0.59 1.47 -1.02 
Analysis 4(c) 1.26 1.21 1.32 1.30 1.23 1.23 1.43 
Analysis 4(d) 0.96 0.66 0.35 0.79 0.96 1.37 0.81 
Analysis 5(a) 1.28 1.23 0.83 0.92 0.91 1.05 1.42 
Analysis 5(b) 1.05 0.89 0.70 0.69 0.44 0.91 0.59 
Analysis 5(c) 1.51 0.93 1.00 0.79 0.85 1.94 1.56 
Analysis 5(d) 1.51 0.86 0.75 0.94 0.77 1.94 1.29 
( 2 )  Compared with MAfl) 
AR(1) 
Univariate 
Analysis 1(a) -0.71 -0.76 -0.76 -0.57 -0.27 -0.97 -0.56 
Analysis 1(b) -0.92 -0.89 -0.65 -0.22 -0.57 -0.10 -0.46 
Analysis 2(a) -0.60 -0.57 -0.63 0.72 -0.99 -1.01 -0.83 
Analysis 2(b) -0.75 -0.57 -0.63 0.72 -0.99 -1.01 -0.83 
Analysis 3(a) -0.56 -0.59 -0.59 -0.70 -1.04 -0.89 -0.82 
Analysis 3(b) -0.81 -0.53 -0.59 -0.70 -1.04 -0.89 -0.82 
Multivariate r /  i  
Analysis 4(a1) 0.08 0.22 0.57 0.09 0.15 X -0.29 
Analysis 4(a2) -0.01 0.15 0.19 0.10 0.15 X -0.29 
Analysis 4(b) -0.37 -0.43 -0.11 -0.68 -0.78 -0.13 -0.90 
Analysis 4(c) 0.15 0.11 0.11 0.21 0.15 -0.15 -0.05 
Analysis 4(d) -0.16 -0.28 -0.72 -0.39 -0.37 -0.09 -0.62 
Analysis 5(a) -0.60 -0.5 -0.94 -0.76 -0.66 -0.53 -0.39 
Analysis 5(b) -0.84 -0.90 -1.04 -1.29 -1.27 -0.67 -0.47 
Analysis 5(c) -0.83 -0.54 -0.81 -0.91 -0.77 -0.30 -0.52 
Analysis 5(d) -0.83 -0.62 -0.68 -0.77 -0.98 -0.30 -0.38 
53 
Table 5.1(b) (continued) 
GRBF GRBF IRBF MRBF LRBF CCRBF QRB] 
MSE fMDMtestl" 
(3) Comoared with ARf 1) 
Univariate 
Analysis 1(a) 0.21 0.22 0.23 0.40 0.45 0.42 0.38 
Analysis 1 (b) -0.004 0.57 1.15 1.36 -0.07 0.10 0.67 
Analysis 2(a) 0.76 0.86 0.82 0.76 0.59 0.45 0.78 
Analysis 2(b) 0.38 0.86 0.82 0.76 0.59 0.45 0.78 
Analysis 3(a) 0.73 0.83 0.84 0.86 0.51 0.77 0.85 
Analysis 3(b) 0.98 0.89 0.84 0.86 0.51 0.77 0.85 
Multivariate fn 
Analysis 4(a1) 0.65 0.83 0.71 1.99* 2.06' X 1.67 
Analysis 4(a2) 1.59 1.51 1.68 1.74 2.06' X 1.67 
Analysis 4(b) 0.15 0.06 0.43 -0.05 -0.02 1.56 -0.67 
Analysis 4(c) 1.33 1.27 0.29 1.56 1.59 0.87 1.96 
Analysis 4(d) 1.30 0.40 -0.20 0.31 0.69 0.86 0.05 
Analysis 5(a) 1.04 1.27 0.22 0.31 0.79 0.72 0.65 
Analysis 5(b) 0.57 1.04 0.16 -0.33 -0.77 0.55 0.17 
Analysis 5(c) 1.12 0.96 0.32 -0.04 0.35 1.26 0.71 
Analysis 5(d) 1.12 0.73 0.45 0.90 0.38 1.26 1.83 
Correct Direction fPT test) * 
AR(1) 1.90 
MA(1) 1.66 
Univariate 
Analysis 1(a) 1.43 1.43 1.43 0.99 0.99 1.69 0.99 
Analysis 1(b) 1.20 1.67 2.14* 1.74 1.69 2.12* 1.21 
Analysis 2(a) 0.99 1.23 1.46 1.69 1.23 1.93 1.69 
Analysis 2(b) 0.73 1.23 1.46 1.69 1.23 1.93 1.69 
Analysis 3(a) 1.23 1.23 1.46 1.46 0.99 1.72 1.69 
Analysis 3(b) 1.23 0.97 1.46 1.46 0.99 1.72 1.69 
Multivariate rn 
Analysis 4(a1) 1.31 1.74 1.23 1.68 1.67 X 1.69 
Analysis 4(a2) 1.93 1.46 1.46 1.68 1.67 X 1.69 
Analysis 4(b) 0.73 0.96 1.68 0.73 1.21 Z58* 0.97 
Analysis 4(c) 1.67 1.44 1.67 1.43 1.67 2.52* 1.91 
Analysis 4(d) 0.49 0.95 0.96 0.96 0.95 3.02* 1.94 
Analysis 5(a) 1.72 1.46 1.48 1.93 0.97 1.69 2.64 
Analysis 5(b) 1.72 0.97 0.96 1.44 0.72 1.69 1.78 
Analysis 5(c) 1.95 0.73 1.06 0.97 0.74 2.64* 2.18 
Analysis 5(d) 1.95 0.97 0.99 1.21 1.43 2.64* 1.74 
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Table 5.1(b) (continued) 
GRBF CRBF ERBF MRBF LRBF CCRBF QRBF 
Correct Direction ( y- test) ' 
AR(1) 3.56 
MA(1) 2.72 
Univariate 
Analysis 1(a) 2.03 2.03 2.03 0.96 0.96 2.83 1.68 
Analysis 1(b) 1.42 2.74 4.50* 3.00 2.83 4.43* 1.44 
Analysis 2(a) 0.96 1.48 2.10 2.83 1.48 3.66 2.83 
Analysis 2(b) 0.52 1.48 2.10 2.83 1.48 3.66 2.83 
Analysis 3(a) 1.48 1.48 2.10 2.10 0.96 2.90 2.83 
Analysis 3(b) 1.48 0.94 2.10 2.10 0.96 2.90 2.83 
Multivariate Ci\ 
Analysis 4(a1) 1.68 3.00 1.48 2.78 2.74 X 2.83 
Analysis 4(a2) 3.66 2.10 2.10 2.78 2.74 X 2.83 
Analysis 4(b) 0.52 0.90 2.78 0.52 1.44 6.55* 0.94 
Analysis 4(c) 2.74 2.06 2.74 Z01 2.74 6.24* 3.60 
Analysis 4(d) 0.24 0.89 0.90 0.91 0.89 9.00* 3.74 
Analysis 5(a) 2.90 2.10 2.17 3.66 0.94 2.83 6.85 
Analysis 5(b) 2.90 0.94 0.91 Z06 0.51 2.83 3.13 
Analysis 5(c) 3.74 0.52 1.11 0.94 0.53 6.85* 4.68 
Analysis 5(d) 3.74 0.94 0.96 1.44 2.03 6.85* 3.00 
better than their corresponding RBF models in analysis 1(a) and are similar to the MA(1) 
model. Now the IRBF model predicts the direction best. In general, based on the average 
RMSE and average correct direction criteria, the CCRBF and MRBF models are similar to the 
MA(1) model. 
Analysis 2(a\. No rescaling of inputs / regularization term / Lag length equal to one. 
Comparing the results with those of analysis 1(a), some RBF models improve slightly 
based on the average RMSE and average correct direction criteria. However, the results are 
very similar to those of analysis 1(a). 
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Analysis 2(b\. No rescaling of inputs / regulaiization term / Lag length is selected from one to 
three lags by minimizing the BIC value. 
The results are similar to those of analysis 2(a). This is because except for the GRBF 
model, all other RBF models also choose one lagged value as input. 
Analysis 3fd) : Rescaling of inputs / regularization term / Lag length equal to one. 
In general, the forecasting results do not improve on those of 2(a). 
Analysis Rescaling of inputs / regularization term / Lag length selected from one to 
three lags by minimizing the BIC value. 
The results are similar to those of analysis 2(a). Again, most RBF models choose one 
lagged value as input. 
5.2.1.2 Multivariate analyses 
Analysis 4(al.\. Long-term interest rate differential (LRl) / Lag length equal to one / width r = 
0.1. 
The long-term interest rate used for estimation for Germany is the yield on public 
sector bonds (7-15 years), and for the U.S. it is the yield on 10-year Treasury notes. 
Based on the average RMSE criterion, almost all RBF models are no worse than the 
MA(1) model. Note that the IRBF model is best based on the average RMSE criterion but it 
is not as good at predicting the direction. Based on average correct direction, except for the 
GRBF and IRBF models, all other RBF models predict the direction similarly to the MA(1) 
and AR(1) models. Overall, most of these multivariate models seem to improve on their 
corresponding univariate models discussed in analysis 3(a). 
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Analysis 4fa2\. Long-term interest rate differential (LRl) / Lag length equal to one / width 
r= 1. 
The results of using a larger width r = 1 for the relevant RBF models are examined. 
Now, the IRBF (r = 1) model is not so impressive compared with the IRBF (r = 0.1) model 
based on the average RMSE criterion. However, it can predict the direction slightly better. 
The GRBF (r = 1) model also predicts the direction better than the GRBF (r = 0.1) model. For 
other RBF models the results are similar to their corresponding models in analysis 4<al) and 
are similar to the MA(1) model. 
Analysis 4(b\. Long-term interest rate differential (LRl) / Lag length selected from one to 
three lags by minimizing the BIC value. 
The same data is used as in analysis 4(a). In general, the forecasting results are worse 
than those of analysis 4(a) except that the CCRBF model can predict the direction well. 
Therefore, it seems that using more than one lagged value of long-term interest rates as inputs 
does not improve forecasting performance. 
Analysis 4(c\. Long-term interest rate differential (LR2) / Lag length equal to one / width 
r= 1. 
The long-term interest rate used for estimation for Germany is the yield on public 
sector bonds (more than three years), and for the U.S. it is the yield on lO-year Treasury 
notes. 
Based on average RMSE and average correct direction criteria, the forecasting results 
are similar to those of analysis 4(a2). However, the results are not so similar if the forecasts 
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are compared by each individual time period. Also, the forecasting results are better than 
those of the univariate analysis 3(a). 
Analysis 4(d): Long-term mterest rate differential (LR2) / Lag length selected from one to 
three lags by minimizing the BIC value. 
The same data is used as in analysis 4(c). In general, except that the CCRBF model 
improves in predicting the direction, other RBF models are worse than their corresponding 
models in analysis 4(c). 
Analvsis 5fa): Short-term interest rate differential (SRI) / Lag length equal to three. 
The short-term interest rate used for estimation for Germany is the call money rate, 
and for the U.S. it is the Federal fimds rate. 
Based on average RMSE and average correct direction criteria, all RJBF models are no 
worse than their corresponding univariate models. The reason for this is that the lag length is 
also equal to three. See Table D.9 in Appendix D for further reference. However, they are all 
worse than the MA(1) models based on the RMSE criterion. Based on the average correct 
direction criterion, the QRBF model predicts better than all other models. 
Analvsis 5(b): Short-term interest rate differential (SRI) / Lag length selected from one to 
three lags by minimizing the BIC value. 
The same data is used as in analysis 5(a). Based on average RMSE and average 
correct direction criteria, most of the RBF models are worse than their corresponding RBF 
models in analysis 5(a). 
Analvsis 5(cV Short-term interest rate differential (SR2) / Lag length equal to three. 
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The short-term interest rate used for estimation for Germany is the call money rate, 
and for the U.S. it is the three-month Treasury bill rate. 
Comparing analysis 5(a) with 5(c), both results are similar based on the average 
RMSE criterion. However, most of the RBF models are not as good in predicting the 
direction as their corresponding models in analysis 5(a). Only the CCRBF model improves, 
especially in predicting the direction. Furthermore, the results of these two analyses are 
different if compared by individual time period. 
Overall, the CCRBF and QRBF models predict the direction feirly well. 
Analysis 5(d): Short-term interest rate differential (SR2) / Lag length selected from one to 
three lags by minimizing the BIC value. 
The same data is used as in analysis 5(c). The forecasting results of the RBF models 
are generally similar to those of analysis 5(c). The reason is that some RBF models also select 
the lag length equal to three. 
5.2.2 Statistical hypothesis tests 
All of the models discussed above are investigated together. 
• MDMtest 
(1) Only the MA(1) model is significantly different from the random walk model at the 5% 
level. The AR(1) model and all the univariate and multivariate RBF models are not 
significantly different from the random walk model at the 5% level. 
(2) The AR(1) model and all the imivariate and multivariate RBF models are not significantly 
different from the MA(1) model at the 5% level. 
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(3) Only some multivaiiate RBF models using long-term interest rates as economic variables, 
that is, MRBF in analysis 4(al) and LRBF in analyses 4(al) and 4(a2), are significantly 
different fi-om the AR(1) model at the 5% level. All other univariate and multivariate RBF 
models are not significantly different fi^om the AR(1) model at the 5% level. 
• PT and X ~ independence tests 
The results of the PT and x ' independence tests are consistent. Only the IRBF and 
CCRBF models in analysis 1(b), CCRBF models in analysis 4(b)-(d) and 5( c)-(d), and the 
QRBF model in analyses 5(a) and 5(c ) reject the null hypothesis that a given model is of no 
value in predicting the direction of exchange rate at the 5% level. That is, only these models 
can predict the direction with statistical significance. The AR(1), MA(1) and all other RBF 
models do not reject the null hypothesis. 
5.2.3 Conclusions of univariate and multivariate analyses 
The following conclusions are derived after considering the statistical hypothesis tests. 
(1) Rescaling the input seems to be uimecessary for the univariate RBF analyses. 
(2) Whether or not a regularization term is included in the cost fimction does not seem to 
make much difference in the forecasting of the univariate RBF models. 
(3) According to the results of all three hypothesis tests, for all univariate RBF(l) models 
using ±e same number of inputs as the statistical AR(1) model, the resulting forecasts are 
not statistically different from those generated by the AR(1) model. 
(4) The random walk model is worse than aU other models according to the descriptive 
average RMSE criterion. Only the MA(1) model is significantly different fi-om the random 
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walk model based on the MSE caiterion, according to the MDM test. Even the AR(1) and 
all RBF models are not significantly different from the random walk model according to 
the MDM test. However, the AR(1) and all RBF models are not significantly different 
from the MA(1) model by using the MDM test, either. And only three out of the 105 
investigated RBF models are significantly different from the AR(1) model according to 
the MDM test. Overall, forecasts from all of the investigated models are feiiiy qmilar 
based on the MDM test. 
(5) Only nine out of the 105 investigated RBF models are significant in predicting the future 
direction. More precisely, only the univariate IRBF and CCRBF models using more than 
one-lagged inputs, the multivariate CCRBF models including long-term or short-term 
interest rates as inputs, and the multivariate QRBF models including short-term interest 
rates as inputs, can predict the correct direction with statistical significance. Overall, the 
CCRBF models generally forecast the correct direction better than most other RBF 
models. 
(6) The MA(1), AR(1) and all investigated RBF models not mentioned in (5) are not 
statistically significant in predicting the correct direction. 
(7) The multivariate RBF models including one lagged value of the long-term interest rate 
seem to improve forecasts relative to thdr corresponding univariate RBF models based on 
the descriptive RMSE criterion in some time periods, and are competitive with the MA(1) 
model based on the MDM test. However, these RBF models are not significantly dififerent 
from the random walk model. Furthermore, among these RBF models, only the CCRBF 
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models using one lagged value of the long-term interest rate can predict the correct 
direction with statistical significance. 
(8) The multivariate RBF models including three lagged values of the short-term interest rates 
do not seem to improve on point forecasts. However, the CCRBF models in analysis 5(c) 
and QRBF models estimated in analyses 5(a) and 5(c) predict the direction with statistical 
significance. 
5^ Japanese Yen 
Seven RBF models are compared with an MA(1) model, an AR(3), and a random walk 
model in each part of the following analysis. The results are summarized in Tables 5.2(a)-(c) 
on the following pages. In total, 42 (21 univariate and 21 multivariate) RBF models are 
investigated. 
5.3.1 Model comparison using descriptive average RMSE and average correct 
direction criteria 
Summary of findings: Based on the average RMSE criterion, the random walk model 
is worst. Some localized RBF models are no worse than the MA(1) model, and most RBF 
models are better than the AR(3) model. Based on the correct direction criterion, almost all 
RBF models are better than the MA(1) and AR(3) model. 
5.3.1.1 Univariate analyses 
The following analyses compare the RBF models using the same three lagged values for inputs 
as in the statistical AR(3) model. This research also investigates the RBF models selecting 
fi-om one to three lagged values as inputs by minimizing the BIC value. However, the RBF 
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Table 5.2 Descriptive evaluation criteria and hypothesis tests (Japanese yen) 
(a) Descriptive evaluation criteria: one-month-ahead prediction (Japanese yen) 
GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
Averaae RMSE 
Random Walk 
AR(3) 
MA(1) 
0.0303 
0.0293 
0.0289 
Univariate 
Analysis 1 
Analysis 2 
Analysis 3 
0.0294 
0.0289 
0.0288 
0.0292 
0.0288 
0.0289 
0.0293 
0.0289 
0.0289 
0.0292 
0.0291 
0.0291 
0.0290 
0.0300 
0.0301 
0.0293 
0.0293 
0.0295 
0.0292 
0.0290 
0.0296 
Multivariate (i\ 
Analysis 4 
Analysis 5(a) 
Analysis 5(c) 
0.0288 
0.0288 
0.0288 
0.0292 
0.0289 
X 
0.0293 
0.0288 
X 
0.0292 
0.0289 
0.0289 
0.0303 
0.0293 
0.0292 
0.0298 
0.0295 
0.0294 
0.0300 
0.0295 
0.0295 
AR(3) 
MA(1) 
0.44 
0.42 
Averaae Correct Direction (% of accuracy) 
Univariate 
Analysis 1 
Analysis 2 
Analysis 3 
0.47 
0.51 
0.49 
0.53 
0.54 
0.54 
0.50 
0.54 
0.54 
0.50 
0.47 
0.53 
0.57 
0.51 
0.53 
0.54 
0.43 
0.44 
0.50 
0.53 
0.49 
Multivariate en 
Analysis 4 
Analysis 5(a) 
Analysis 5(c) 
0.56 
0.51 
0.53 
0.54 
0.57 
X 
0.57 
0.54 
X 
0.51 
0.56 
0.56 
0.46 
0.53 
0.54 
0.50 
0.44 
0.46 
0.44 
0.46 
0.47 
Note: X indicates that the relevsmt model does not fit the data well ta some time periods, hence the results 
for the model are not shown. 
" Reject the mill hypothesis of equal mean squared error if the test statistic value is greater than 
(^71,0.025) = 1.99 . 
 ^ Rqect the null hypothesis of independence if the test statistic value is greater than A'^ (0,l) = L96. 
Rqect the null hypothesis of independence if the test statistic value is greater than jjf "(i.o.os) = 3.841. 
• Significant at 5% level. 
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Table 5.2 (continued) 
(b) MDM test: one-month ahead prediction (Japanese Yen) 
GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
MSE rMDMtestt" 
(1) Compared with Random Walk 
AR(3) 
MA(1) 
Univariate 
Analysis 1 
Analysis 2 
Analysis 3 
Multivariate (/) 
Analysis 4 
Analysis 5(a) 
Analysis 5(c) 
0.69 
0.79 
0.66 
0.86 
0.92 
0.92 
1.04 
0.95 
0.78 
1.02 
0.97 
0.77 
1.01 
0.95 
0.74 
0.98 
0.98 
0.84 
1.00 
X 
0.68 
0.84 
0.83 
0.75 
0.96 
0.95 
0.80 
0.44 
0.44 
0.26 
0.80 
0.82 
0.51 
0.60 
0.64 
0.51 
0.57 
0.57 
0.62 
0.77 
0.70 
047 
0.76 
0.75 
AR(3) 
Univariate 
Analysis 1 
Analysis 2 
Analysis 3 
Multivariate (/) 
Analysis 4 
Analysis 5(a) 
Analysis 5(c) 
-2.03 
( 2 )  Compared with MAfI) 
-0.96 
-0.23 
-0.16 
-0.18 
-0.19 
-0.23 
-0.35 
-0.05 
-0.22 
-0.54 
-0.25 
-0.26 
-0.62 
-0.18 
-0.12 
-0.62 
-0.06 
X 
-0.57 
-0.49 
-0.47 
-0.58 
-0.38 
-0.32 
-0.50 
-1.35 
-1.39 
-1.60 
-0.68 
-0.55 
-0.66 
-0.79 
-0.96 
-1.80 
-0.83 
-0.80 
-0.67 
-0.47 
-0.88 
-1.12 
-0.81 
-0.72 
Univariate 
Analysis 1 
Analysis 2 
Analysis 3 
Multivariate (/) 
Analysis 4 
Analysis 5(a) 
Analysis 5(c) 
(3) Compared with ARf3) 
-0.19 
0.33 
0.37 
0.20 
0.25 
0.20 
0.27 
0.40 
0.27 
-0.19 
0.20 
0.19 
0.07 
0.29 
0.35 
-0.28 
0.43 
0.15 
0.02 
0.02 
-0.19 
0.05 
0.12 
0.51 
-1.00 
-1.04 
-1.29 
-0.18 
-0.02 
-0.19 
-0.37 
-0.60 
-0.72 
-0.49 
-0.53 
0.12 
0.07 
-0.58 
-1.03 
-0.50 
-0.43 
64 
Table 5.2 (continued) 
(c ) PT and x ^ tests; one-month ahead prediction (Japanese Yen) 
GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
Correct Direction (PT test) ^ 
AR(3) 
MA(1) 
-0.95 
-1.43 
Univariate 
Analysis 1 
Analysis 2 
Analysis 3 
Multivariate 
-0.48 
0.25 
-0.25 
0.51 
0.76 
0.76 
0.00 
0.76 
0.76 
0.00 
-0.49 
0.50 
1.23 
0.25 
0.49 
0.75 
-1.20 
-0.96 
0.00 
0.52 
-0.24 
Analysis 4 
Analysis 5(a) 
Analysis 5(c) 
0.99 
0.26 
0.53 
0.74 
1.27 
1.35 
1.23 
0.76 
X 
0.25 
1.06 
1.06 
-0.72 
0.50 
0.76 
0.00 
-0.75 
-0.52 
-0.97 
-0.96 
-0.73 
Correct Direction ( y- tgstj 
AR(3) 
MA(1) 
0.89 
2.01 
Univariate 
Analysis 1 
Analysis 2 
Analysis 3 
Multivariate rn 
0.23 
0.06 
0.06 
0.25 
0.58 
0.58 
0.00 
0.58 
0.58 
0.00 
0.24 
0.25 
1.48 
0.06 
0.24 
0.55 
1.42 
0.90 
0.00 
0.26 
0.06 
Analysis 4 
Analysis 5(a) 
Analysis 5(c) 
0.96 
0.07 
0.28 
0.53 
1.60 
1.79 
1.48 
0.58 
X 
0.06 
1.11 
1.11 
0.61 
0.25 
0.58 
0.00 
0.55 
0.26 
0.94 
0.91 
0.52 
models using one or two lagged values as inputs generally show autocorrelation in the 
residuals for most of the six time periods. Therefore, only the results of the RBF models using 
three lagged values as inputs are discussed here. 
Analysis I. No rescaling of inputs / no regularization term / Lag length equal to three. 
Based on the average RMSE criterion, the MA(1) model is best. Based on both the 
average RMSE and average correct direction criteria, the LRBF model is better than other 
RBF models, and is similar to the MA(1) model based on the average RMSE criterion. 
Analysis 2: Rescaling inputs / regularization term / Lag length equal to three. 
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Comparing the results with those of analysis 1, only the GRBF, CRBF, IRBF and 
QRBF models show improved forecasting ability based on the average RMSE and average 
correct direction criteria, and they are no worse than the MA(1) model. These three localized 
RBF models also perform better than the MA(1) model in the first four time periods in terms 
of these criteria. 
Analysis 3. Rescaling of inputs / regularization term / Lag length equal to three. 
Comparing the results with those of analysis 2, the GRBF, CRBF, and IRBF models 
show no improvement in forecasting ability but still outperform the other RBF models. 
S.3.1.2 Multivariate analyses 
The multivariate RBF models using one or two lagged values of all variables as inputs 
have autocorrelated residuals. Therefore, the following multivariate analyses discuss only the 
RBF models that use three lagged values for each variable as inputs. 
Analysis 4: Long-term interest rate differential (LR) / Lag length equal to three. 
The long-term interest rate used for estimation for Japan is the yield on central 
government bonds, and for the U.S. it is the 5deld onlO-year Treasury aotes. 
Based on the average RMSE criterion, except for the GRBF model, almost all other 
multivariate RBF models performed no better than the corresponding univariate RBF models. 
However, the GRBF, CRBF, and IRBF models performed slightly better based on the average 
correct direction criterion. 
Analysis 5(a)\ Short-term interest rate differential (SRI) / Lag length equal to three. 
The short-term interest rate used for estimation for Japan is the call money rate, and 
for the U.S. it is the Federal fimds rate. Based on the average RMSE and average correct 
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direction criteria, most of the RBF models do not show remarked improvement in forecasting 
ability compared with the corresponding univariate RBF models. 
Analysis 5fcY Short-term interest rate (SR2) / Lag length equal to three. 
The short-term interest rate used for estimation for Japan is the call money rate, and 
for the U.S. it is the 3-month Treasury bill rate. 
The residuals of the CRBF and IRBF models indicate autocorrelation in some of the 
six time periods. Therefore, the results for these models are not discussed here. Also, most 
RBF models do not show remarked improvement in forecasting ability compared with the 
corresponding univariate RBF models. 
5.3.2 Statistical hypothesis tests 
All the models discussed above are investigated together. 
• MDMtest 
(1) None of the models is signijBcantly different from the random walk model at the 5% level. 
(2) None of the univariate and multivariate RBF models are significantly different from the 
MA(1) model at the 5% level. Only the AR(3) model is significantly different from the 
MA(1) model at the 5% level. 
(3) None of the univariate and multivariate RBF models are significantly different from the 
AR(3) model at the 5% level. 
• PT and X ' independence tests 
The results of the PT and x ^ independence tests are consistent. None of the models 
regects the null hj^jothesis that a given model is of no value in predicting the direction of 
67 
change. That is, none of the model can predict the direction with statistical significance at the 
5% level. 
5.33 Conclusions of univariate and multivariate analyses 
The following conclusions are derived after considering the statistical hypothesis tests. 
(1) Rescaling the input values seems to be unnecessary for the univariate RBF models. 
(2) For most univariate RBF models, adding a regularization term in the cost fiinction seems 
to result in some improvement in forecasting ability based on the descriptive evaluation 
criteria. However, based on the statistical tests, the forecasting results are not very 
different fi"om the results obtained for the corresponding RBF models without using a 
regularization term in the cost fimction. 
(3) Most of the univariate RBF(3) models are no worse than the AR(3) model based on the 
descriptive RMSE criterion and can predict the correct direction better than the AR(3) 
model. However, according to the results of the three statistical hypotheses tests, none of 
the univariate RBF(3) models using the same number of inputs as the statistical AR(3) 
model seems to forecast with statistical difference from the AR(3) model. 
(4) Based on the descriptive average RMSE value over all six time periods, the random walk 
model is worse than all other models. The nonlocalized LRBF model in analysis 1 and 
most of the three localized RBF models explored in analyses 2(a) through 5(c ) are 
competitive with the MA(1) model. The MDM tests indicate that none of the RBF models 
is significantly different from the random walk model, the MA(1) model and the AR(3) 
model based on the MSB criterion. The MDM tests indicate that the AR(3) model is 
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significantly different fi-om the MA(1) model based on the MSE criterion. In general, the 
forecasts from all of these models seem to be similar based on the MDM test. 
(5) Almost all RBF models predict the correct direction better than the MA(1) and AR(3) 
models. However, according to the direction hypothesis tests, none of these predictions is 
statistically significant. 
(6) Based on the average RMSE criterion, adding three lagged values of long-term or short-
term interest rates as explanatory variables generally does not improve the point 
forecasting ability of most RBF models. Based on the average correct direction criterion, 
some localized RBF models may help predict the correct direction better. However, they 
cannot predict the correct direction with statistical significance. 
(7) Overall, the localized RBF models seem to forecast better than the nonlocalized RBF 
models. 
5.4 Italian Lira 
Seven RBF models are compared with an MA(1) model, an AR(1) model and a 
random walk model in each part of the following analysis. The forecasting results of the 
imivariate and multivariate analyses are summarized in Tables 5.3(aHc) on the following 
pages. In total, 56 (42 univariate and 14 multivariate) RBF models are investigated. 
5.4.1 Model comparisons using descriptive average RMSE and average correct 
direction criteria 
Summary of findings; Based on the average RMSE criterion, the random walk model 
is worst. Most RBF models are no worse than the AR( 1) model. Only the CCRBF and QRBF 
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Table 5.3 Descriptive evaluation criteria and hypothesis tests (Italian lira) 
(a) Descriptive evaluation criteria: one-month-ahead prediction (Italian lira) 
GRBF CRBF ERBF MRBF LRBF CCRBF QRBF 
Averaae RMSE 
Random Walk 0.0203 
AR(1) 0.0192 
MA(1) 0.0183 
Univariate 
Analysis 1(a] 0.0191 0.0191 0.0191 0.0194 0.0193 0.0195 X 
Analysis 1(b) 0.0190 0.0191 0.0191 0.0190 0.0193 0.0185 X 
Analysis 2(a) 0.0191 0.0191 0.0192 0.0193 0.0191 0.0191 0.0192 
Analysis 2(b) 0.0191 0.0191 0.0192 0.0193 0.019 0.0192 0.0192 
Analysis 3(a) 0.0191 0.0191 0.0192 0.0193 0.0191 0.0192 0.0194 
Analysis 3(b) 0.0191 0.0191 0.0192 0.0193 0.0189 0.0185 0.0188 
Multivariate 
Analysis 4(a) 0.0194 0.0192 0.0189 0.0192 0.0187 0.0182 0.0183 
Analysis 4(b) 0.0189 0.0189 0.0191 0.0192 0.0188 0.019 0.0191 
Averaae Correct Direction (% of accuracy) 
AR(1) 0.60 
MA(1) 0.63* 
Univariate 
Analysis 1(a) 0.63* 0.63* 0.63* 0.60 0.58 0.50 X 
Analysis 1(b) 0.63* 0.63* 0.63* 0.60 0.58 0.58 X 
Analysis 2(a) 0.58 0.58 0.60 0.60 0.60 0.58 0.60 
Analysis 2(b) 0.58 0.58 0.60 0.60 0.60 0.58 0.58 
Analysis 3(a) 0.58 0.58 0.60 0.60 0.57 0.60 0.61 
Analysis 3(b) 0.58 0.58 0.60 0.60 0.61 0.60 0.60 
Multivariate 
Analysis 4(a) 0.64* 0.63* 0.61 * 0.61 * 0.65* 0.64* 0.67* 
Analysis 4(b) 0.60 0.58 0.58 0.56 0.65* 0.61 0.61 
Note: X indicates that the relevant model does not fit the data well in some time periods, hence 
the results for the model are not shown. 
" Rejea the null hypothesis of equal mean squared error if the absolute value of the test statistic 
is greater than /(7i,0.025) s 1.99; ''An un^riined value indicates that the numerical test value 
is around the critical value". 
Reject the mill liypothesis of independence if the test statistic value is greater than A^(0,i) = l96 . 
Reject the null hypothesis of independence if the test statistic value is greater than jjf ^ (i.o.o3) = 3-841. 
* Significant at the 5% level. 
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Table 5.3 (continued) 
(b) MDM test: one-month ahead prediction (Italian Lira) 
GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
MSE fMDMtest^^ 
f1^ Compared with Random Walk 
AR(1) 1.13 
MA(1) 1.71 
Univariate 
Analysis 1(a) 1.39 1.39 1.39 1.07 1.12 0.92 X 
Analysis 1(b) 1.46 1.39 1.39 1.72 1.12 0.96 X 
Analysis 2(a) 1.30 1.26 1.32 1.27 1.39 1.31 1.26 
Analysis 2(b) 1.30 1.26 1.32 1.27 1.65 1.28 1.25 
Analysis 3(a) 1.48 1.36 1.18 1.10 1.44 1.36 1.43 
Analysis 3(b) 1.48 1.36 1.18 1.10 1.82 1.99* 1.87 
Multivariate r/t 
Analysis 4(a) 1.06 1.30 1.59 1.39 1.60 2.18* 1.98 
Analysis 4(b) 1.59 1.65 1.40 1.38 1.39 1.89 1.52 
( 2 )  Compared with MAf 1) 
AR(1) -2.10* 
Univariate 
Analysis 1(a) -1.98 -1.96 -1.98 -2.53 * -3.51 * -2.55 * X 
Arralysis 1(b) -1.95 -1.96 -1.98 -2.18* -3.51 * -1.99* X 
Analysis 2(a) -2.07 • -Z17* -3.34* -2.47 * -1.52 -1.41 -1.62 
Analysis 2(b) -2.07 * -2.17 * -3.34* -2.47 * -1.56 -1.46 -1.67 
Analysis 3(a) -1.36 -1.46 -1.92 -2.46* -1.44 -1.36 -1.58 
Analysis 3(b) -1.36 -1.46 -1.92 -2.46* -1.29 -0.36 -1.53 
Multivariate (n 
Analysis 4(a) -1.71 -1.50 -1.18 -1.46 -0.60 0.42 -0.17 
Analysis 4(b) -1.01 -1.29 -1.54 -1.70 -1.54 -1.69 -1.70 
(3) Compared with ARM) 
Univariate 
Analysis 1(a) 0.94 1.01 1.00 0.03 -0.03 -0.02 X 
Analysis 1(b) 1.25 1.01 1.00 1.02 -0.03 0.16 X 
Analysis 2(a) 1.47 1.33 0.97 0.49 1.43 0.49 1.10 
Analysis 2(b) 1.47 1.33 0.97 0.49 1.02 0.39 0.92 
Analysis 3(a) Z22 * 1.75 0.87 0.52 0.70 0.42 -0.59 
Analysis 3(b) 2.22 1.75 0.87 0.52 1.47 1.54 1.36 
Multivariate (i\ 
Analysis 4(a) -0.37 0.50 1.44 0.38 1.34 2.22* 2.12 
Analysis 4(b) 1.30 0.88 0.97 0.46 1.83 0.74 0.31 
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Table 5.3 (continued) 
(c) PT and x ' tests: one-month ahead prediction (Italian Lira) 
GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
Correct Direction (PT test) ^ 
AR(1) 1.63 
MA(1) 2.14* 
Univariate 
Analysis 1(a) 2 . 0 8 '  2.08* 2.08* 1.71 1.41 0.38 X 
Analysis 1(b) 2.11 * 2.08* 2.08* 1.67 1.41 1.54 X 
Analysis 2(a) 1.45 1.45 1.71 1.71 1.71 1.71 1.41 
Analysis 2(b) 1.45 1.45 1.71 1.71 1.67 1.45 1.49 
Analysis 3(a) 1.41 1.45 1.71 1.71 1.19 1.85 1.63 
Analysis 3(b) 1.41 1.45 1.71 1.71 1.89 1.81 1.67 
Multivariate rn 
Analysis 4(a) 2.45* 224* 2.02* 2.02* 2.58* 2.36* 2.84* 
Analysis 4(b) 1.71 1.49 1.54 1.06 2.56* 1.93 1.93 
Correct Direction ( test) 
AR(1) 2.62 
MA(1) 4.53 • 
Univariate 
Analysis 1(a) 4.25* 4.25* 4.25* 2.88 1.96 0.14 X 
Analysis 1(b) 4.38* 4.25* 4.25* 2.74 1.96 2.35 X 
Analysis 2(a) 2.07 2.07 2.88 2.88 2.88 1.96 2.88 
Analysis 2(b) 2.07 2.07 2.88 2.88 2.74 2.07 2.20 
Analysis 3(a) 1.96 2.07 Z88 2.88 1.40 3.38 2.62 
Analysis 3(b) 1.96 2.07 2.88 2.88 3.51 3.24 2.74 
Multivariate 
Analysis 4(a) 5.92* 4.93* 4.04* 4.04* 6.59* 5.51 * 7.95* 
Analysis 4(b) 2.88 2.01 2.35 1.11 6.44* 3.66 3.66 
models are no worse than the MA(1) model. Based on the correa direction criterion, some 
RBF models are no worse than the AR(1) or MA(1) model. 
5.4.1.1 Univariate analyses 
Analysis l(dS\ No rescaling of inputs / no regularization term / Lag length equal to one. 
The three localized RBF models that are better than other RBF models are worse than 
the MA(1) model based on the RMSE criterion, but are similar to the MA(1) model in 
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predicting the correct direction. 
Analysis 1(7)) : No rescaling of inputs / no regularization term / Lag length selected from one 
to three lags by minimizing the BIC value. 
Comparing the results with those of analysis 1(a), based on the average RMSE 
criterion, only the MRBF and CCRBF models improve because only these models select more 
lagged values as inputs. Most of the other models still select one lagged value as an input. 
Even the CCRBF model predicts similarly to the MA(1) model. However, it does not predict 
the direction as well as most of the other models. 
Analysis 2fa\. No rescaling of inputs / regularization term / Lag length equal to one. 
Comparing the results with those of analysis 1(a), based on the average RMSE and 
average correct direction criteria, only the LRBF, CCRBF, and QRBF models improve 
slightiy. However, all RBF models are worse than the MA(1) model. 
Analysis 2(b\. No rescaling of inputs / regularization term / Lag length selected from one to 
three lags by minimizing the BIC value. 
The results are similar to those of analysis 2(a). This is because, except for the LRBF 
model, all RBF models select one lagged value as input. 
Analysis 3fa): Rescaling of inputs / regularization term / Lag length equal to one. 
Comparing the results with those of analysis 2(a), based on the average RMSE and 
average correct direction criteria, most RBF models are similar to those of analysis 2(a). 
Analysis 3fb\. Rescaling of inputs / regularization term / lag length selected from one to three 
The LRBF, CCRBF, and QRBF models are better than those of analysis 3(a), based on 
value. 
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the RMSE cnterion. Other RBF models do not change because they still select one lagged 
value as input. 
5.4.1.2 Multivariate anafyses 
Data for the Italian short-term interest rate are not available for some months of the 
relevant research period. Therefore, only results using long-term interest rates are discussed 
below. 
Analysis 4(d): Long-term interest rate differential (LRl) / Lag length equal to three. 
The long-term interest rate used for estimation for Italy is the yield on long-term 
government bonds and for the U.S. it is the yield on 10-year Treasury notes. 
Based on both evaluation criteria, all the RBF models generally improve compared 
with their corresponding univariate RBF models using three lagged values as inputs (see Table 
D.32 in Appendix D for reference). Furthermore, most of the RBF models predict the correct 
direction better than the MA(I) model. The results also show that the CCRBF and QRBF 
models are competitive with the MA(1) model. 
Analysis 4(b\. Long-term interest rate differential (LRl) / Lag length selected from one to 
three lags by minimizing the BIC value. 
The same data is used as in analysis 4(a). Based on the average RMSE criterion, 
except for the GRBF, CRBF, and MRBF models, the forecasting results of for RBF models 
are worse than those obtained in analysis 4(a). None of the RBF models is better than the 
MA(1) model. 
Based on the average correct direction criterion, almost all RBF models are worse 
than those of their corresponding RBF models in analysis 4(a). 
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5.4.2 Statistical hj^thesis tests 
All the models discussed above are investigated together. 
• MDMtest 
(1) Only the CCRBF model in analyses 3(b) and 4(a) are significantly different fi^om the 
random walk model at the 5% level. The QRBF model in analysis 4(a) may be significantly 
different from the random walk model at the 5% level (because the MDM statistic value is 
near the critical value threshold). The AR(1), MA(1), and all other univariate and 
multivariate RBF models are not significantly different fi-om the random walk model at the 
5% level. 
(2) Only the GRBF, CRBF, IRBF models in analyses 3(a)-(b), the LRBF, CCRBF, QRBF 
models in analyses 2(a)-3(b), and all RBF models in the multivariate analyses 4(a)-(b) are 
not significantly different from the MA(1) model at the 5% level. 
(3) Only the GRBF models in analysis 3(a)-(b), and the CCRBF and QRBF models in analysis 
4(a) are significantly different from the AR(1) model at the 5% level. All other univariate 
and multivariate RBF models are not significantly different from the AR(1) model at the 
5% level. 
• PT and X  ^ independence tests 
The results of the PT and x ^ independence tests are consistent. The GRBF, CRBF 
and IRBF models in analyses l(a)-(b), all RBF models in analysis 4(a), the LRBF model in 
analysis 4(a)-(b), and the MA(1) model reject the null hypothesis that the given model is of no 
value in predicting the correct direction. That is, these models can predict the correct direction 
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with statistical significance at the 5% level. The AR(1) and all other RBF models do not reject 
this null hypothesis. 
5.43 Conclusions of univariate and multivariate analyses 
The following conclusions are derived after considering the statistical hypothesis tests. 
(1) Rescaling the input seems to be unnecessary for most of the univariate RBF models except 
for the CCRBF model in analysis 3(b), which is statistically different fi^om the random 
walk model based on the MDM test. 
(2) Adding a regularization term in the cost flmction does not seem to result in much 
improvement in predicting the correct direction when using univariate localized RBF 
models. 
C3) In a. comparison of the results of univariate RBF models using one lagged value as input 
with those of the AR(1) model, almost all RBF models are no worse than the AR(1) 
model based on the RMSE criterion. However, the GRBF model in analysis 3(a) is 
significantly different fi"om the AR(1) model based on the MDM test. Based on the correct 
direction criterion, some RBF models are generally no worse than the AR(1) model. 
However, according to the direction tests, only the GRBF, CRBF and IRBF models in 
analysis 1(a) can predict the correct direction with statistical significance and are better 
than the AR(1) model. 
(4) The random walk model is worse than all other models based on the descriptive average 
RMSE criterion. Only the CCRBF models in analyses 3(b) and 4(a) (and probably the 
QRBF model in analysis 4(a)) are significantly different from the random walk model at 
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the 5% level. However, these three models are not significantly different fi-om the MA(1) 
model at the 5% level. 
(5) Only the MA(1) model, the univariate localized RBF models using one lagged value as 
input, and the multivariate RBF models with lag length equal to three can predict the 
correct direction with statistical significance. 
(6) The multivariate CCRBF and QRBF models that include three lagged values of the long-
term interest rate as inputs are no worse than the MA(I) model based on descriptive 
average RMSE and average correct direction criteria. It seems that the long-term interest 
rate may have more explanatory power in predicting the correct direction than in 
predicting the point forecasts, because aU multivariate RBF models using long-term 
interest rates as economic variables rqect the null hypothesis that the given model is of no 
value in predicting the correct direction. 
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CHAPTER 6. EMPIRICAL RESULTS USING QUARTERLY DATA 
This chapter discusses one-quarter-ahead forecasting results for three exchange rates; 
the German Mailc, the Japanese Yen, and the Italian Lira related to US$. Only multivariate 
RBF models are estimated. For each time period, the results of the estimated multivariate RBF 
models are compared with those of a random walk model and a corresponding forward rate. 
The economic variables used are short-term and long-term interest rates, and the money 
supply. 
For each exchange rate, two types of multivariate analysis are undertaken. Analysis I 
exanrines the RBF models with eight lagged values of own exchange rate and long-tenn or 
short-term interest rates as inputs. Analysis n investigates the RBF models with eight lagged 
values of the money supply as additional inputs. The results of using different input lag lengths 
are also investigated. Since quarteriy data are used for estimation, a two year (eight quarter) 
period of input lagged values are usually investigated. After trying different lag lengths, it was 
fovmd that RBF models using eight lagged values of each input variable generally have the 
best model explanatory power. For most of the empirical RBF models, the number of 
parameters which are the weights connecting hidden-layer and output-layer are fewer than the 
number of inputs. Therefore, unless otherwise indicated, the RBF models below use eight 
lagged values for each input variable. 
In general, seven types of RBF models are compared in each analysis. However, if a 
RBF model does not fit the data well in some time period, then its results are not discussed. A 
r^ularization term is used in the cost function for all RBF models of the three exchange rates. 
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The three critena used to evaluate out-of-sample forecasting performance are RMSE, 
correct direction, and speculative direction. All RBF models are compared with the random 
walk model based on the RMSE and speculative direction criteria. In addition, all RBF models 
are compared with the forward rate forecast based on the RMSE and correct direction 
criteria. These evaluations are based mostly on the average forecasting results obtained over 
six sliding window time periods. The model description and results for individual time periods 
are provided in Appendix E for fiirther reference. 
In addition, some statistical hypothesis tests of these three evaluation criteria are 
conducted. The MDM test is used to check whether the drfiference in mean squared error 
(MSE) for two models is statistically significant. Each RBF model is compared with a random 
walk model and with a forward rate forecast. Two direction tests (PT test and 
independence test) are applied to the correct direction and speculative direction criteria to 
investigate whether the given model can predict the relevant direction of change with 
statistical significance. 
The following discussion first compares the forecasting results obtained for different 
models making use of the three descriptive evaluation criteria, and then investigates the 
statistical significance of these descriptive criteria by conducting statistical hypothesis tests. At 
the end of this discussion, summary conclusions are provided for each exchange rate. 
As mentioned in chapter 4, different widths r are examined for the GRBF, CRBF, 
IRBF, and MRBF models. In the following discussion, only RBF models using a specific 
width that generally perform well across the six sliding window time periods are chosen for 
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discussion. However, in order to make sure that the residuals of the models are white noise, 
the RBF models chosen for discussion may have different width value for each time period. 
6.1 German Mark 
The results of the following analyses are sunamarized in the Table 6. l(aHc) on the 
following pages. In total 56 multivariate RBF models investigated. 
6.1.1 Model comparisons using three descriptive criteria 
In the following four analyses, the residuals of the MRBF, LRBF, CCRBF, and QRBF 
models are not white noise in some periods. However, their results are included in Table 
6.1(a) for reference. 
As detailed fiirther below, based on the average correct direction criterion, all RBF 
models generate better forecasts than the forward rate. Based on the average speculative 
direction criterion, however, all RBF models generate worse forecasts than the random walk 
model. 
Based on the average RMSE criterion, all localized RBF (GRBF, CRBF, and IRBF) 
models generate better forecasts than the random walk model and the forward rate. On the 
other hand, almost all nonlocalized RBF (MRBF, LRBF, CCRBF, and QRBF) models 
generate worse forecasts than the random walk model, and most of them also generate worse 
forcasts than the forward rate. 
In general, localized RBF models perform better than the nonlocalized RBF models 
based on the three descriptive evaluation criteria. 
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Table 6.1 Descriptive evaluation criteria and hypothesis tests (Quarteriy German mark) 
(a) Descriptive evaluation criteria: one-quarter-ahead prediction (German mark) 
GRBF CRBF IRBF MRBF- LRBF CCRBF ORBF 
Average RMSE 
Random Walk 0.0441 
Forward 0.0451 
Multivariate Id )  
Analysis 1(a) 0.0368 0.0389 0.0396 p.04651 p.0433] (0.0447] p.0445] 
Analysis 1(b) 0.0398 0.0389 0.0383 P0482] P.0446] P.0477] P.04411 
Analysis 2(a) 0.0410 0.0427 0.0426 [0.0446] [0.0482] P.0S33] P.04e01 
Anatysis 2(b) 0.0406 0.0412 0.0420 P.0458] [0.0452] P.GS02] P.04491 
Multivariate II a + \ 
Analysis 3(a) 0.0416 0.0388 0.0400 X X X P.0472] 
Analysis 3(b) 0.0398 0.0377 0.0402 X X p.04861 P.04791 
Ana^^4(a) 0.0428 0.0403 0.0415 X X X P.OS001 
Analysis 4(b) 0.0419 0.0404 0.0419 X X X P.0S24] 
Averaae Correct Direction (% of accuracy) 
Forward 0.25 
Multivariate Id) 
Analysis 1(a) 0.71 * 0.67* 0.67* p.461 [0.46] [0.50] p.541 
Analysis 1(b) 0.63* 0.63* 0.71 * [0.42] [0.461 10.50] p.46] 
Analysis 2(a) 0.67* 0.67* 0.63* [0.67] • (0.381 P.58] P.S41 
Analysis 2(b) 0.54 0.67* 0.58 (0.421 P-SO] P.5Q1 P.67]-
Multivariate II (i^-h/TW 
Analysis 3(a) 0.63* 0.67* 0.58 X X X P.421 
Ana^s 3(b) 0.63* 0.67* 0.58 X X P«] p.42] 
Analysis 4(a) 0.58 0.67* 0.63* X X X P-46] 
Analysis 4(b) 0.54 0.67* 0.63* X X X p.331 
Note; X indicates tbat the relevant model does not 6t the data well in some time periods, hence the results for 
the model are not shown. 
' [ ]' indicates that the residuals of MRBF, LRBF, CQIBF and QRBF are not white noise in some time 
periods. 
" Rejea the null hypothesis of equal mean squared error if the absolute value of the test statistic is greater 
than f(23.0.025) = 2.069 . 
'' Rejea the null hypothesis of independence if the test statistic value is greater than N(0,i)=i.96; 
" Reject the null hypothesis of independence if the lest statistic value is greater than  ^(i,o.o3) = 3.841 
* Significant at the 5% level. 
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Table 6.1(a) (continued) 
GRBF CRBF KBF MRBF- LMF CCRBF QRBF 
Avefaoe Speculative Direction (% of accuracy) 
Random walk 0-79 * 
Multivariate I( i) 
Analysis 1(a) 0.71 * 0.63 0.71 * p.901 p.&q P.461 p.541 
Analysis 1(b) 0.67 0.63 0.67* IP.421 p.421 P.461 p.541 
Analysis 2(a) 0.63* 0.67* 0.67* p.631 p.42] P.631 p.58] 
Analysis 2(b) 0.58 0.71 * 0.58 IP.541 p.501 p.501 P.S81 
Multivariate 11 r'j-t-.l/T* 
Analysis 3(a) 0.54 0.63 0.67* X X X p.501 
Analysis 3(b) 0.58 0.75* 0.71 * X X p.&q [0-42] 
Analysis 4(a) 0.58 0.58 0.67* X X X p.42] 
Analysis 4(b) 0.54 0.58 0.63* X X X P.331 
(b) MDM test: one-quarter-ahead prediction (German mark) 
GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
MSEfMDMtest)" 
(1) compared with Random Walk 
Forward -0.42 
Xfultivartate I( i) 
Analysis 1(a) 1.30 1.52 1.23 [-0.26] [ 0.20] [-0.20] [ 0.05] 
Analysis 1(b) 0.72 1.04 1.07 [-0.45] [0.10] [-0.87] [0.18] 
Analysis 2(a) 0.89 0.72 0.39 [-0.07] [-0.54] [-1.15] [-0.50] 
Analysis 2(b) 0.69 0.88 0.37 [-0.19] [-0.03] [-1.18] [0.01] 
Multivariate 11 fi + ,1/1 
Analysis 3(a) 0.48 1.68 1.03 X X X [-0.41] 
Analysis 3(b) 1.05 1.50 0.77 X X [-0.71] [-0.86] 
Analysis 4(a) 0.39 1.13 0.78 X X X [-0.76] 
Analysis 4(b) 0.51 1.13 0.73 X X X [-0.94] 
( 2 )  compared with Forward Rate 
Multivariate Id ) 
Analysis 1(a) 1.48 1.73 1.41 [-0.21] [ 0.29] [-0.12] [0.17] 
Analysis 1(b) 0.83 1.18 1.21 [-0.39] [ 0.18] [-0.74] [ 0.32] 
Analysis 2(a) 1.04 0.89 0.51 [ 0.00] [-0.49] [-1.11] [-0-34] 
Analysis 2(b) 1.01 0.48 -0.11 [0.04] [ 0.15] [-1.14] [0.15] 
Multivariate II f i  +• ,1/1 •> 
Analysis 3(a) 0.58 1.82 1.15 X X X [-0.34] 
Analysis 3(b) 1.16 1.66 0.89 X X [-0.67] [-0.74] 
Analysis 4(a) 0.50 1.28 0.92 X X X [-0.74] 
Analysis 4(b) 0.62 1.28 0.86 X X X [-0.92] 
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Table 6.1 (continued) 
(c ) PT and x ^ tests: one-qiiarter-ahead prediction (German mark) 
GRBF CRBF IRBF MRBF LRBF CCRBF QRBI 
ni Correct Direction fPTtest 
Fonvard -1.67 
Kfultivariate I(i\ 
.Analysts l(a} 3.21 * 2.65* 265* p.431 [0.461 p.a5i [1.261 
Analysis 1(b) i1S* 2.15* 321 * p.001 [0.001 p.831 [0.421 
.Analysis 2(a) Z89* 265* 215* [2541* [-0.«1 [1.691 [1.291 
Analysis 2(b) 1.38 289* 1.69 pool [0.851 p.851 [2541 
Multivetriate ZT fi + A/fTS 
.Analysis 3(a) 2.57* 265* 1.77 X X X [0.001 
Analysis 3(b) Z29' 265* 1.69 X X p.001 [0.001 
.Analysis 4(a) 1.77 289* 229* X X X [0.421 
Analysis 4(b) 1.38 289* 257* X X X [-0.851 
( 2 )  Correct Direction f  tes t )^  
Fotwaid Z67 
Multivariate I(i) 
Analysis 1(a) 9.88* 6.75* 6.75* IP.181 p.201 P®] [1.521 
Analysis 1(b) 4.44* 4.44* 9.88* pool P.001 P.671 p.171 
Analysis 2(a) 8.00* 6.75* 4.44* [6.171* P.171 [2741 [1.60] 
Analysis 2(b) 1.82 8.00* 274 P-OO] P-Q91 Pffll [6.17] 
Multivariate 11 ( i-t-K/TW 
Analysis 3(a) 6.32* 6.75* 3.00 X X X p.001 
Analysis 3(b) 5.04* 6.75* 274 X X p.001 poq 
Analysis4(a) 3.00 8.00* 5.04* X X X p.171 
Analysis 4(b) 1.82 8.00* 6.32* X X X p.691 
Ml SoeculativB Direction fPTtest  ^ b 
Random Walk 233 * 
Multivariate I(i) 
Analysis 1(a) zee* 1.48 219* [0.111 [0.501 [•0.351 [0.421 
Analysis 1(b) 1.71 1.34 203* [-0.731 [-0.761 [•0.361 [0.421 
Analysis 2(a) 206* 203* 203* [1.341 [•0.771 [1.261 [0.871 
Analysis 2(b) 1.11 266* 0.97 [0.501 [0.11] [0.191 [057] 
Mtdtivariate II (i-t-K/TW 
Analysis 3(a) 1.39 1.69 203* X X X [0.11] 
Analysis 3(b) 1.74 295* 219* X X [0.501 [-0.801 
Analysis 4(a) 1.74 1.74 236* X X X [-0.801 
Analysis 4(b) 1.39 1.74 206* X X X [-i.&q 
( 2 )  SoecuiativeOirection ( test) c 
Random Walk 8J22 * 
Multivariate I( 
Analysis 1(a) 6.77* 210 4.61 * p.011 P.241 p.121 P.17] 
Analysis 1(b) 2.82 1.73 3S6* p.511 P-®1 P-12I p.171 
Analysis 2(a) 4.06* 3.96* 356* [1.731 P.S51 [1.511 P.731 
Analy^2^) 1.19 6.77* 051 P.2^ p.011 p.o<q P51] 
Multivariate 11 (i •*. ) 
.Analysis 3(a) 1.85 274 356* X X X p.011 
•Analysis 3(b) 2.90 8.36* 4.61 * X X P-241 p.621 
Analysis 4(a) 2J90 290 5.34* X X X P.621 
Analysis 4(b) 1.85 290 4.06* X X X [2591 
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6.1.1.1 Multivariate analysis I: using an interest rate as the economic variable 
Analysis IfaY Long-term interest rates differential (LRl). / Lag length eqiial to eight. 
The long-term interest rate used for estimation for Germany is the yield on public 
sector bonds (7-15 years), and for the U.S. it is the yield on lO-year Treasury notes. 
Overall, the GRBF model is better than most other models based on all three 
evaluation criteria. 
Analysis Kb)-. Long-term interest rate differential (LR2). / Lag length equal to eight. 
The long-term interest rate used for estimation for Germany is the yield on the public 
sector bonds (more than three years), and for the U.S. it is the yield on the 10-year Treasury 
notes. 
Based on the average RMSE criterion, most of the RBF models perform no better 
than the corresponding RBF models in analysis 1(a). The average forecasting results of the 
best three models (GRBF, CRBF, and IRBF) are competitive with those of the corresponding 
RBF models in analysis 1(a). Also, except for the ERBF model, the RBF models do not 
improve in terms of forecasting the correct direction and the speculative direction. Based on 
all three evaluation criteria, the IRBF model shows better overall performance than most of 
other RBF models. 
Analysis 2(d\-. Short-term interest rate differential (SRI). / Lag length equal to eight. 
The short-term interest rate used for estimation for Germany is the call money rate and 
for the U.S. it is the Federal fimds rate. 
The best three RBF models (GRBF, CRBF, and IRBF) are generally no better than the 
corresponding RBF models using long-term interest rates as inputs in analysis 1(a). 
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Analysis 2(b\. Short-term interest rate differential (SR2). / Lag length equal to eight. 
The short-term interest rate used for estimation for Germany is again the call money 
rate and for the U.S. it is now the 3-month Treasury bill rate. 
The GRBF, CRBF, and IRBF models are slightly better than the corresponding RBF 
models in analysis 2(a). Based on the two direction criteria, the GRBF and IRBF models are 
worse than the corresponding RBF models in analysis 2(a). 
6.1.1.2 Multivariate analysis 11: using an interest rate and the money supply (Ml) as 
economic variables 
Similar to the findings in analyses l(a)-2(b), the residuals of the nonlocalized MRBF, 
LRBF, CCRBF, and QRBF models in some periods are not white noise. Furthermore, the 
MRBF, LRBF, CCRBF models forecast poorly in the first period because of overfitting the 
data. Therefore, the following results generally only compare the GRBF, CRBF, and IRBF 
models (with the QRBF model listed only for reference) with the corresponding RBF models 
in analyses l(a)-2(b) to see whether the inclusion of the money supply as input variable can 
improve on forecasting. Moreover, these three models are also compared with the 
corresponding RBF models in analyses 1(a) and 1(b), which so fer generally forecast best 
based on the descriptive RMSE and direction criteria. 
Analysis 3(a); Long-term interest rate differential (LRl) / Ml differential / Lag length equal 
to eight. 
The same interest rates are used as in analysis 1(a). The GRBF and IRBF models are 
worse than the corresponding models in analysis 1(a) based on the average RMSE, correct 
direction and speculative du-ection criteria. The CRBF model is similar to its corresponding 
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CRBF model in analysis 1(a). Even the average forecasting results are similar. However, the 
results of each individual time period are different. Overall, it seems that the money supply 
does not help improve on forecasting. 
Analysis 5(b); Long-term interest rate drSerential (LR2) / Ml differential / Lag length equal 
to eight. 
The same interest rates are used as in anal3^ 1(b). Compared with analysis 1(b), the 
GRBF and IRBF models generally do not improve. Nevertheless, the CRBF model improves 
,especially based on the average RMSE and speculative direction criteria. Overall, this CRBF 
model is competitive with the GRBF model in analysis 1(a) and the IRBF model in analysis 
1(b), ^^ch both only use long-term interest rates as the economic variable. 
Analysis 4(a); short-term interest rates differential (SRI) / Ml differential / Lag length equal 
to eight. 
The same interest rates are used as in analysis 2(a). Compared with analysis 2(a), the 
three localized RBF models generally do not improve in forecasting, except that the CRBF 
and IRBF models improve based on the average RMSE criterion. Overall, the forecasting 
results are no better than those obtained for the models in analyses 3(a) and 3(b). 
Analysis 4(b) ; Short-term interest rate differential (SR2) / Ml differential / Lag length equal 
to eight. 
The same interest rates are used as in analysis 2(b). Compared with analysis 2(b), the 
three localized RBF models generally do not improve in fbrecastrng except that the CRBF 
model improved based on the RMSE criterion and the IRBF model improves based on the 
86 
two direction criteria. Overall, the general forecasting results are no better than those obtained 
for the corresponding models in analyses 3(a) and 3(b). 
6.1  ^ Statistical hypothesis tests 
All the models discussed above are investigated together. 
• MDM test 
(1) The forward rate and all multivariate RBF models are not significandy different from the 
random walk model at the 5% level. 
(2) No multivaiiate RBF model is significantly different from the forward rate model at the 
5% level. 
• FT and X  ^ independence tests 
The results of the PT and x ^ independence tests are consistent. 
(1) Coirect direction; the CRBF models in all analyses, the GRBF models in analyses 1(a)-
2(a), 3(a)-(b), the IRBF models in analyses l(a)-2(a), 4(a)-(b), the MRBF model in 
analysis 2(a), and the QRBF model in analysis 2(b) all reject the null hypothesis that the 
given model is of no value in predicting the correct direction, implying that these models 
can predict the correct direction with statistical significance at the 5% level. The forward 
rate and all other RBF models do not rqect the null hypothesis. 
(2) Speculative direction: the random walk model, the IRBF models in all analyses except in 
analysis 2(b), the GRBF models in analyses 1(a) and 2(a), and the CRBF models in 
analyses 2(a)-(b) and 3(b) all reject the null hypothesis that a given model is of no value in 
predicting the speculative direction, implying that these models can predict the speculative 
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direction with statistical significance at the 5% level. All other RBF models do not reject 
the null hypothesis. 
6.13 Condusions of muhivariate analyses I and n 
The following conclusions are derived after considering the statistical hypothesis tests. 
(1) Overall, based on all three descriptive evaluation criteria, and using only interest rates as 
economic variables, the localized GRBF, CRBF, and IRBF models are better than 
nonlocalized RBF models. Also, these localized RBF models are better than the random 
walk model and the forward rate based on the descriptive average RMSE or correct 
direction criteria. However, the MDM tests indicate that there is no significant difference 
of mean squared error between the RBF model and the random walk model or the forward 
rate. Also, the direction hypothesis tests indicate that ahnost all the localized GRBF, 
CRBF, IRBF models can predict the correct direction with statistical significance and 
confirm that the forward rate forecast cannot predict the correct direction with statistical 
significance. Furthermore, based on the average speculative direction criterion, all RBF 
models are worse than the random walk model. However, the direction hypothesis tests 
indicate that some of the localized RBF models can predict the speculative direction with 
statistical significance. 
(2) The localized RBF models using a long-term interest rate as the economic variable seem 
to possess better e}q}lanatory power than the corresponding models using a short-term 
interest rate as the economic variable, especially based on the average RMSE criterion. 
The GRBF model in analysis 1(a) and the IRBF model in analjrsis 1(b), which use long-
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term interest rates as economic variables, forecast better than most other models based on 
all three criteria. 
(3) The RBF models using a short-term interest rate and Ml as the economic variables 
generally do not forecast better than the corresponding RBF models using a long-term 
interest rate and Ml as the economic variables. 
(4) The CRBF model discussed in analysis 3(b), which uses a long-term interest rate and Ml 
as the economic variables, seems to be competitive with these RBF models that use only a 
long-term interest rate as an economic variable. Most of the other RBF models using the 
additional Ml variable do not seem to improve on forecasting, however, which casts 
doubt whether Ml helps to forecast the movement of the German Mark exchange rate. 
Moreover, based on the average speculative direction criterion, all of the multivariate RBF 
models perform worse than the random walk model. 
(5) The forward rate is generally worse than the random walk and most of the multivariate 
RBF models based on either the average RMSE or the correct direction criteria. However, 
the MDM tests indicate that there is no significant difference of mean squared error 
between the forward rate and the RBF model or between the forward rate and the random 
walk model. The PT and direction tests confirm that the forward rates cannot predict 
the speculative direction with statistical significance. 
6.2 Japanese Yen 
The results of the following analyses are summarized in Tables 6.2(a)-(c) on following 
pages. In total, 49 multivariate RBF models are investigated. 
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Table 6.2 Descriptive evaluation criteria and hypothesis tests (Quarteriy Japanese yen) 
(a) Descriptive evaluation criteria: one-quarter-ahead prediction (Japanese yen) 
GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
Average RMSE 
Random walk 0.0680 
Forward 0.0673 
Multivariate Id ) 
Analysis 1(a) 0.0630 0.0618 0.0641 0.0617 P.0625] P.062g] p.a63q 
Anatysis 1(b) 0.0624 0.0633 0.0624 [0.060  ^ [0.06431 P0646] P.CS92] 
Anafysis 2(a) 0.0545 0.0536 0.0565 0.0536 0.0538 X 0.0491 
Analysis 2(b) 0.0602 0.0568 0.0584 0.0556 0.0580 0.0547 0.C640 
Multivariate U 'i 
Analysis 3(a) 0.0618 0.0619 0.0607 0.06S1 p.06201 0.0757 0.0624 
Analysis 4(a) 0.0588 0.0690 X 0.0682 (0.06061 0.0662 0.0648 
Analysis 4(b) 0.0566 0.0605 0.0684 0.0575 10.057  ^ P.0568] [0.0572] 
Averaae Correct Direction (% of accuracy) 
Forward 0.58 
Multivariate /(i ) 
Aoalysis 1(a) 0.58 0.58 0.58 0.58 P-67] p.631 P.751* 
Analysis 1(b) 0.71 * 0.63 0.67 p.71]* P-SB] P.83]* p.75]* 
Analysis 2(a) 0.67 0.75* 0.63 0.71 * 0.71 * X 0.67 
Analj^2(b) 0.63 0.67 0.67 067 0.67 075 * 0.63 
Multivariate 11 (i 
Analysis 3(a) 0.67 0.63 0.71 0.58 [0.631 0.67 0.75 * 
Analysis 4(a) 0.54 0.63 X 0.67 p.58] 0.75 * 0.71 * 
Analysis 4(b) 0.63 0.67 0.63 0.67 [0.75]* p.671 [0.67] 
Averaae Soeculative Direction (% of accuracv) 
Forward 0® 
Multivariate I ( 
Analysis 1(a) 0.58 0.58 0.67 0.46 p.631 P.67] p.58] 
Analysis 1(b) 0.75* 0.54 0.63 [0.58] (0.54! P.71]* p.75]* 
Analysis 2(a) 0.79* 0.79* 0.75* 0.75 * 0.75 * X 0.88 * 
Analysis 2(b) 0.67 0.75* 0.71 * 0.^  • 0.75 * 079 * 0.79 * 
Multivariate 11 r/ + A/n'> 
Analysis 3(a) 058 0.75* 0.71 * 0.63 p.671 054 0.75 • 
Analysis 4(a) 0.67 0.71 * X 0.71 * [0.67] 0.79 * 0.79 * 
Analysis 4(b) 0.83* 0.67 0.71 * 0.71 * p.71]* p.75]* p.71]* 
Note; X indicates that the relevant model does not fit the data well in some time periods, hence the results for the model 
are not shown. 
'[ ]' indicates that the residuals of its corresponding RBF model are not white noise in some time periods. 
" Rqect the null hypothesis of equal mean squared error if the absolute value of the test statistic 
is greater than /(23,0.025) = 2.069. 
Rqect the null hypothesis of independence if the test statistic value is greater than N(0,1 )=1.96. 
Rqect the null hypothesis of independence if the test statistic value is greater than Z[\ja.05) ^  ~ 
* Significant at 5% level. 
aa.; Not available. 
90 
Table 6.2 (continued) 
(b) MDM test: one-quarter-ahead prediction (Japanese yen) 
GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
MSEfMDM test)" 
(1) compared with Random Walk 
Forward -011 
Multivariate Id)  
Analysis 1(a) 0.49 1.11 0.32 0.64 IP.67] [1:291 [0.56] 
Analysis 1(b) 151 1.18 1.25 P-sei P.931 [100] [1.74] 
Analysis 2(a) Z6S' 2.58* 2.09* Z40* iS3* X Z82 
Analysis 2(b) 1^7 Z10* 1.56 2.16* 2.20* Z30* 2.52 
Multivariate 11 
Analysis 3(a) 1.19 1.53 2.24 0.24 11.56] -1.08 1.32 
Analysis 4<a) 1.49 Z12* X 4J91 * [1.461 1.55 2.70 
Analysis 4(b) Z04- 1.46 2.Z7' 2.S5* [2.621* [1.85] [2.37] 
(2) comoared with Forward Rate 
Multivariate I(i\ 
Analysis 1(a) 0.82 1.71 0.54 0.95 [1.02] [1.40] P.91] 
Analysis 1(b) 1.68 1.86 1.80 [1.351 [1.72] [1.13] [2.411 
Analysis 2(a) 2.99 • 2.77* 2.29* 1.88 Z64* X 3.16 
Analysis 2(b) 1.61 1.57 1.71 257* ZS7' 2.19* 3.02 
Multivariate 11 (i + ,1/1 
Analysis 3(a) 1.56 2.24* 2.40* 0.31 [1.98] <3.28* 1.17 
Analysis 4(a) 1.49 Z04* X 4.50* [1.57] 1.70 2.75 
Analysis 4(b) 3.38- 4.21 * 2.38* 2.72* (2.iq* [1.77] [2.72] 
Table 6.2 (contmued) 
(c ) PT and x ^ tests: one-quarter-ahead prediction (Japanese yen) 
Random 
Walk Forward GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
f 1) Correct Direction ( PT test) b 
Forward 0.00 
Multivariate 1( i \  
Analysis 1(a) 0.26 0.26 0.26 0.26 [1.51] (1.011 [24  ^
Anal)  ^1(b) 2.24* 0.96 1.50 (2.001* (0.381 [3.291* [244r 
Analysis 2(a) 1.50 2.43' 1.01 1.97 * 157 * X 1.50 
Analysis 2(b) 0.96 1.57 1.50 1.50 1.50 272 * 1.01 
Multivariate /7 r/ + A/H 
Analysis 3(a) 1.79 1.23 ZOO 0.49 (0.951 1.50 239* 
Analysis 4(a) O.QB 1.01 X 1.50 [0-601 239 * 205* 
Analysis 4(b) 1.01 1.47 1.01 1.09 (2441* [1-57] [1.47] 
( 2 )  Correct Direction ( test) c 
Forward n.a. 
Multivariate I(i) 
Analysis 1(a) 0.06 0.06 0.06 0.06 [2.191 [ 0S7] [5.7ir 
Analysis 1(b) 4.80* 0.88 Z14 3.82* 0.14 (10.361 * (5.7ir 
Analysis 2(a) 2.14 5.66* 0.97 3.70* 3.70 * X 214 
Analysis 2(b) 0.87 2.37 Z^ 4  Z14 214 7.07 * 0.97 
Multivariate II a -i- ,1/11 
Analysis 3(a) 3.05 1.46 3.82 0.23 0.87 [ 2141 5.49* 
Analysis 4(a) 0.06 0.97 X 2.14 0.34 [ 5.401* 4.03* 
Analysis 4(b) 0.97 Z06 0.97 1.14 (5.711* ( 2371 [2061 
M) Soeculative Direction ( PT test 
Random Walk n.a. 
Multivariate I(i) 
Analysis 1(a) 0.88 0.88 153 -051 (1.381 [ 1-691 (0.881 
Analysis 1(b) Z65* 0.46 1.26 lP-961 (0.421 ( 2001* [254r 
Analysis 2(a) 253* 2.93* Z54* 250* 254* X 3.38* 
Analysis 2(b) 1.93 2.50* zoa' 265* 265* 3.38 * aoi * 
Multivariate 11 a 
Analysis 3(a) 0.96 Z54* 2.15' 1.29 (1,77] 0.43 254* 
Analysis 4(a) :.77 Z15- X 209* (1.771 293 * 293* 
Analysis 4(b) 3.34* 1.77 Z15* 215* (2151* ( 2541* (215r 
Soeculative Direction ( r test) C 
Random Walk n.a. 
Multivariate Id ) 
Analysis 1(a) 0.75 0.75 3.56 0  ^ [1-821 [ 2.741 (0.751 
Analysis 1(b) 6.75* 0.20 1.51 p.891 (0.171 ( 4.201* (6.17r 
Analysis 2(a) 822' 8.22* 6.17* 6.00* 6.17* X 10.97* 
Analysis 2(b) 3.56 6.00* 4.20* 6.75* 6.75* 1057 * 8.71 * 
Multivariate II tni 
Analysis 3(a) 0.89 6.17* 4.44* 1.60 p.001 0.18 6.17* 
Analysis 4(a) 3.00 4.44* X 420' p.001 8.22 * 8.22* 
Analysis 4(b) 10.67* 3.00 4.44* 4.44* (4.4^* ( 6.171* [4.4^* 
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6.2.1 Model comparison using three descriptive criteria 
The residuals of some of the nonlocalized RBF models in some time periods are not 
white noise. However, their results are included in Tables 6.2(a)-(c) for reference.As will now 
be described in detail, based on the three descriptive criteria; average RMSE, correct 
direction, speculative direction, almost all RBF models are no worse than the random walk 
model or the forward rate. 
6.2.1.1 Multivariate analysis I: Using interest rate as the economic variable. 
Analysis Ud): Long-term interest rate differential (LR) / Lag length equal to eight. 
The long-term interest rate used for estimation for Japan is the yield on central 
government bonds, and for the U.S. it is the yield on 10-year Treasury notes. 
The MRBF model is worse than the random walk model in predicting the speculative 
direction. All other RBF models are no worse than the random walk model or the forward 
rate based on the three descriptive evaluation criteria,. 
The LRBF, CCRBF, and QRBF models perform markedly better than most of the 
other RBF models based on the two direction criteria. However, the residuals of these models 
are not white noise. 
Analysis KTj): Long-term interest rate differential (LR) / Lag length equal to seven. 
The same data is used as in analysis 1(a), but with seven lagged values of each input 
variable instead of eight. 
Compare the forecasting results with those of analysis 1(a) based on the average 
RMSE criterion, except all RBF models except the GRBF, IRBF, MRBF, and QRBF models, 
perfonn worse than the corresponding models in analysis 1(a). In contrast, most of the RBF 
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models improve on predicting the correct direction. Based on the average correct direction 
criterion, the CCRBF model performs best. The QRBF model is best based on the average 
RMSE and speculative direction criteria and is also good at predicting the correct direction. 
However, since the residuals of nonlocalized RBF models are not white noise in some time 
periods, the forecasting results of these models need to be interpreted with caution. Therefore, 
attention is focused on comparing the localized GRBF, CRBF, and IRBF models. The three 
localized RBF models generally perform better than the corresponding RBF models in analysis 
1(a), especially in predicting the correct direction. The GRBF model performs well based on 
all three criteria. 
Analysis 2^a): Short-term interest rate differential (SRI) / Lag length equal to eight. 
The short-term interest rates used for estimation for Japan is the call money rate, and 
for the U.S. rt is the Federal fiands rate. 
Compared with analysis 1(a), the results of almost all RBF models are generally better 
based on all three evaluation criteria. Compared with analysis 1(b), the results of almost all 
RBF models are especially better based on the RMSE and speculative direction criteria. The 
QRBF model is best based on the RMSE and correct direction criteria. Note that, in the 6'*' 
time period, except for the IRBF and QRBF models, all RBF models are now better than the 
random walk model based on the RMSE criterion. Therefore, inclusion of a short-term 
interest rate as an input variable seems to improve on models using a long-term interest rate as 
input variable as in analyses 1(a) and 1(b). 
Analysis 2(b\. Short-term imerest rate differential (SR2) / Lag length equal to eight. 
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The short-term interest rate used for estimation for Japan is the call money rate, and 
for the U.S. it is the three-month Treasury bill rate. 
Compared with analysis 2(a), the results are slightly worse. However, the results are 
generally no worse than the results obtained with models using a long-term interest rate as 
input variable in analysis 1(a). 
6.2.1.2 Multivariate analysis 11 :Usmg interest rates and the money supply (Ml) as 
economic variables 
Analysis Sfa); Long-term interest rate differential (LR) / Ml differential / Lag length equal to 
eight. 
The long-term interest rates are the same as in analysis 1(a). Compared with analysis 
1(a), some models seem to improve in forecasting, especially in predicting the correct and 
speculative directions. The IRBF and QRBF models improve in forecasting based on all three 
criteria. The QRBF model is best in predicting the correct and speculative directions. 
However, when compared with models that only use short-term interest rates as inputs (i.e. 
those discussed in analysis 2(a)), the Ml variable does not appear to help much to improve on 
forecasting, especially based on the RMSE and speculative direction criteria. 
Analysis 4(a): Short-term interest rate differential (SRI) / Ml differential / Lag length equal 
to eight. 
The interest rates are used are the same as in analysis 2(a). Except for some 
nonlocalized RBF models that improve on predicting the correct direction, the RBF 
models for this case perform worse than the corresponding models in analysis 2(a) based 
on all three descriptive criteria. Thus, except for helping some non-localized RBF models 
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to predict the correct direction, the Ml variable does not appear to help in forecasting the 
Yen/US$ exchange rate, especially based on the RMSE and speculative direction criteria. 
Analysis 4(b); Short-term interest rate difference (SR2) / Ml differential / Lag length 
equal to eight 
The interest rates used are the same as in analysis 2(b). The GRBF model ahows 
improved forecasting ability based on the RMSE and speculative direction criteria, and the 
LRBF and QRBF models shows improved ability to predict the correct direction. However, 
the other RBF models generally do not do no show any improvement in forecasting ability 
based on these three criteria. Furthermore, almost all RBF models perform worse than the 
corresponding models in analysis 2(b), which only use short-term interest rates as economic 
variables. 
6.2.2 Statistical hypothesis tests 
The models discussed above are investigated together. 
• MDM test 
(1) Most RBF models that include short-term interest rates as economic variables ( analyses 
2(a), 2(b) and 4(b)), together with the CRBF, MRBF and QRBF models in analysis 4(a), 
are significantly different fi-om the random walk model at the 5% level. The forward rate 
and all multivariate RBF models that include long-term interest rates as economic 
variables ( analyses l(a)-(b) and 3(a)) are not significantly different fi^om the random walk 
model at the 5% level. 
(2) All RBF models that only use long-term interest rates as economic variables are not 
significantly different fi-om the forward rate model at the 5% level. Most RBF models in 
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analyses 2(a) and 4(b), all nonlocaUzed RBF models in analysis 2(b), the CRBF, IRBF, 
LRBF, CCRBF models in analysis 3(a), and the CRBF, MRBF and QRBF models in 
analysis 4(a) are significantly different from the forward rate model at the 5% level. 
• PT and X  ^ independence tests 
Except for the correct direction test of the IRBF model in analysis 3(a), the results of 
the PT and x ^ independence tests are consistent. 
(1) Correct direction; The forward rate and most of the RBF models in analyses 1(a), 2(b), 
and 3(a)-4(b) do not reject the null hypothesis that the given model is of no value in 
predicting the direction of exchange rate at the 5% level. Other RBF models such as 
GRBF, MRBF, CCRBF, and QRBF models in analysis 1(b) and the CRBF, MRBF and 
LRBF models in analysis 2(a) reject the null hypothesis that the given model is of no value 
in predicting the correct direction at the 5% level. 
(2) Speculative direction; Almost all the RBF models in analyses 2(a), 2(b), 4(a) and 4(b), the 
GRBF, CCRBF, QRBF models in analysis 1(b), and the CRBF, IRBF and QRBF models 
in analysis 3(a) rqect the null hypothesis that the given model is of no value in predicting 
the speculative direction at the 5% level. All other RBF models do not reject this null 
hypothesis. 
6.2.3 Conclusions of Multivariate analysis I and n 
The following conclusions are derived after considering the statistical hypothesis tests. 
(I) Overall, ahnost all RBF models that include interest rates as economic variables are better 
than the random walk model, based on the average RMSE and speculative direction 
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ciiteria. The inclusion of interest rates thus seems to help explain exchange rate 
movements. Moreover, the short-term interest rate seems to help more in forecasting than 
the long-term interest rate. 
(2) Comparing analyses 2(a) and 2(b) with analysis 1(a), the RBF models that use short-term 
interest rates as economic variables seem to have better forecasting ability than the 
corresponding RBF models that use long-term interest rates, especially when measured by 
the RMSE, correct direction, and the speculative direction criteria. Most of the RBF 
models discussed in analysis 2(a) perform better than the random walk model for all six 
sliding window periods based on the RMSE criterion. 
(2) The hypothesis tests confirm that the best RBF models are those that use only short-term 
interest rates as economic variables, especially for Japan using the call money rate and the 
U.S. using the Federal fimds rate. Overall, the inclusion of Ml does not seem to help 
explain the movement of the Yen/US$ exchange rate. 
(4) All RBF models perform no worse than the forward rate based on the average RMSE and 
correct direction criteria. 
6.3 Italian Lira 
The results of the following analyses are summarized in Table 6.3(a)-(b) on the 
following pages. The short-term interest rate data for Italy are not complete for the early 
periods of this research time fi^me. Therefore, only long-term interest rates are investigated 
for the Italian Lira. In total, 14 multivariate RBF models are investigated. 
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Table 6.3 Descriptive evaluation criteria and hypothesis tests (Quarteriy Italian lira) 
(a) Descriptive evaluation criteria: one-quarter-ahead prediction (Italian lira) 
0.0414 Random walk 
Forward 
Multivariate Id ) 
Analysis 1 
Multivariate 11 (i + Afl) 
Analysis 2 
GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
Average RMSE 
0.0383 0.04 0.0383 0.0454 [0.041 [0.0397 0.0386 
0.0409 0.039 0.0396 x x x x 
0.0445 
Forward 
Multivariate Id ) 
Analysis 1 
Multivariate 11 (i + \ 
Analysis 2 
0.41 
Average Correct Direction (% of accuracy^ 
0.58 0.49 0.54 0.40 [0.40] [0.58] 0.68' 
0.54 0.60 0.63 * x x x x 
Random walk 0-58 
Multivariate I( i ) 
Analysis 1 
Multivariate II ( /  +  Xf l )  
Analysis 2 
Average Speculative Direction <% of accuracy) 
0.68 0.68 0.68 0.53 [0.61] [0.69] 0.82' 
0.64 0.82 * 0.78 * x x x x 
Note; X indicates that the relevant model does not fit the data well in some time periods, hence the results for 
the model are not showiL 
' [ ]' indicates that the residuals of its corresponding RBF model are not white noise in some rimp! periods. 
" Reject the null hypothesis of equal mean squared error if the absolute value of the test statistic is greater 
than /(2L0.025) = 2.08. 
'' Rqea the null hypothesis of indepeodence if the test statistic value is greater than N(0,1>=1.%. 
Rqea the null hypothesis of independence if the test statistic value is greater than Z(i.o.o5)  ^ - • 
* Significant at the 5% level. 
n.a. Not available. 
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Table 6.3 (continued) 
(b) MDM, PT and x tests: one-quarter-ahead prediction (Italian Lira) 
GRBF CRBF ERBF MRBF LRBF CCRBF QRBF 
MSE fMDM test)" 
Compared with Random Walk 
Forward -0-47 
Multivariate Id ) 
Analysis 1 
Multivariate 77 r/ -i- /UT> 
Analysis 2 
Multivariate 1 
Analysis 1 
Multivariate 11 (i + \/f\ 
Analysis 2 
Forward na-
Multivariate Id ) 
Analysis 1 
Multivariate 11 (i + Afl) 
Analysis 2 
Forward n.a. 
Multivariate Id ) 
Analysis 1 
Multivariate II ( i +A/1) 
Analysis 2 
Random walk 0.00 
Multivariate Id ) 
Analysis 1 
Multivariate 11 (i + hn  ^
Analysis 2 
Random walk n.a. 
Multivariate I ( i ) 
Analysis 1 
Multivariate 77 (/ + MY) 
Analysis 2 
1.18 0.73 0.82 -0.57 [0.18] [0.64] 0.92 
0.70 0.85 0.79 x x x x 
(2) Compared with Forward rate 
2.33* 1.85 1.90 -0.38 [0.91] [1.67] 2.84' 
1.45 4.22 * 3.59* x x x x 
Correct Direction ( PT test) ^ 
0.97 0.45 -0.54 0.82 [-0.42] [1.45] 245' 
0.82 1.88 217* 
Correct Direction ( x' test) 
0.90 0.20 0.28 0.65 [0.17] [2.01] 5.71 
0.65 3.38 4.48 * x 
Speculative Direction (PT test 
1.54 1.54 0.44 1.70 [1.19] [1.70] 3.33* 
1.08 3.11 * 2.52* x X x x 
Speculative Direction f test) 
2.26 2.26 0.19 2.76 [1.35] [2.76] 10.54 
1.12 9.21 * 6.05* X X X X 
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63.1 Model comparisons using three descriptive criteria 
As explained in detail below, based on the three descriptive evaluation criteria, the 
RBF models generally perform no worse than the random walk model and the forward rate. 
6.3.1.1 Multivariate anafyszs I: Using interest rates as economic variables. 
Analysis 1: Long-term interest rates differential (LR) / Lag length equal to eight. 
The long-term interest rate used for estimation for Italy is the yield on long-term 
govenmient bonds and for the U.S. it is the yield on the 10-year Treasury notes. 
Except for the MRBF and LRBF models, all RBF models perform better than the 
random walk model and the forward rate based on the three descriptive evaluation criteria. 
The forward rate is worse than the random walk model based on the RMSE criterion. Overall, 
the QRBF model performs best based on the correct and speculative direction criteria and 
second best based on the RMSE criterion. 
6.3.1.2 Multivariate analysis Z7; Using interest rates and the money supply (Ml) as 
economic variables. 
Analysis 2 . Long-term interest rate differential (LR) / Ml differential / Lag length equal 
to eight. 
The interest rates used are the same as in analysis 1. The MRBF, LRBF, CCRBF, and 
QRBF models do not fit the first sliding window time period data well. Therefore, the 
forecasting results are not shown here. 
Compared with analysis 1, the GRBF model does not show improved forecasting 
ability based on any of the three descriptive evaluation criteria. However, the CRBF model 
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does show improved forecasting ability based on all of these criteria. The IRBF model does 
not improve based on the RMSE criterion, but does improve based on the two direction 
criteria, especially the speculative direction criterion. It appears that the inclusion of Ml as an 
uiput variable may help in predicting the correct direction of the Lira/US$ exchange rate when 
using the localized RBF models. However, the QRBF model that only uses the long-term 
interest rate as an economic variable outperforms the localized RBF models that add Ml as an 
additional economic variable. 
6^  ^ Statistical Hypothesis tests 
The models discussed above are investigated together. 
• MDM test 
(1) The forward rate and all RBF models are not significantly diJBferent fi-om the random walk 
model at the 5% level. 
(2) Only the GRBF and QRBF models in analysis 1 and the CRBF and IRBF models in 
analysis 2 are significantly different fi-om the forward rate model at the 5% level. 
• PT andx ^ independence tests 
The results of the PT and x ^ independence tests are consistent. 
(1) Only the QRBF model in analysis 1 and the IRBF model in analysis 2 reject the null 
hypothesis that the given model is of no value in predicting the correct direction at the 5% 
level. 
(2) Only the QRBF model in analysis 1 and the CRBF and IRBF models in analysis 2 rqect 
the null hypothesis that the given model is of no value in predicting the speculative 
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direction at the 5% level. 
6^3 Conclusions of Multivariate analysis I and n 
The following conclusions are derived afler considering the statistical hypothesis tests. 
(1) Most RBF models that use long-term interest rates as economic variables forecast better 
than the random walk model and forward rate, based on each of the three descriptive 
evaluation criteria. However, the MDM tests indicate that the forecasts obtained using the 
RBF models are not significantly different from the forecasts obtained using the random 
walk model, although ±e forecasts from some of RBF models are significantly different 
from the forward rate forecasts. 
(2) The forward rate forecasts are worse than the forecasts obtained using the random walk 
model, based on the RMSE criterion. However, the MDM tests indicate that the forward 
rate forecasts are not significantly different from the forecasts obtained using the random 
walk model. 
(3) Overall, the QRBF model that use long-term interest rates as economic variables perform 
best based on the correct and speculative direction criteria, and second best based on the 
RMSE criterion. The direction tests show that this QRBF predict both correct and 
speculative directions with statistical significance. 
(4) The CRBF and IRBF models that use long-term interest rates and Ml as economic 
variables perform similarly to the QRBF model using only long-term interest rates as 
economic variables, according to all hypothesis tests. Therefore, even though the inclusion 
of Ml helps some RBF models to forecast better, the effect appears to be small. 
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CHAPTER 7. SUMMARY OF FINDINGS 
7.1 Findings for One-month-ahead Forecasting for All Three Exchange Rates 
(1) Whether the input is rescaled or a regularization term is incorporated into the cost 
function does not seem to make much difference in forecasting for most of the univariate 
RBF models. 
(2) For the German mark anri Japanese yen: According to the results of all three hypothesis 
tests, all univariate RBF(A^) models using the same nimaber of inputs as the statistical 
AR.(^) model forecast similarly to the AR(A:) model. For the Italian lira, some univariate 
localized RBF(^) models are better than the AR(A) model based on the results of 
hypothesis tests. 
(3) The univariate RBF analyses indicate that, except for the German mark RBF models in 
analysis 1(a),' most of the other RBF models using the BIC as the lag length selection 
criterion often choose the same lag length as the AR(A:) model selected by using the AIC 
and SBC criteria. In addition, multivariate RBF models using a fixed nimiber of lagged 
inputs of own exchange rate and interest rate as inputs generally have better forecasting 
results than their corresponding mtiltivariate RBF models that may select different lag 
lengths by using the BIC criterion over six sliding-window time periods. 
(4) For all three exchange rates, when forecast accuracy is measured by the descriptive 
average RMSE criterion, some of the RBF models are competitive with the MA(1) model 
and are better than the AR model. The random walk model is worse than all other 
' These RBF models do not rescale the input and do not include a regularization term in the cost fimction. 
models. For the German mark, only the MA(1) model is significantly different fi'om the 
random walk model based on the MDM test. However, all RBF models and the AR(1) 
model are not significantly diflferent fi^om the MA(1) model based on the MDM test. Most 
of the RBF models are not significantly different from the AR(1) model by using the 
MDM test. For the Japanese yen, the MDM tests indicate that all RBF models are not 
significantly different from the random walk, MA(I), and AR(3) models. For the Italian 
lira, a few nonlocalized RBF models in some analyses are significantly different from the 
random walk model or the AR(1) model. However, these RBF models are not 
significantly different from the MA(1) model. See Table 7.1 for details. 
Table 7.1 Summary of MDM tests based on the mean squared error 
Random walk MA AR 
(jerman 
mark 
RBF no no yes (LRBF, MRBF 
using one-lagged 
long-term interest 
rate as input) 
MA yes — no 
AR no no — 
Japanese 
yen 
RBF no no no 
MA no — yes 
AR no yes — 
Italian 
lira 
RBF yes (one univariate 
CCRBF model; and 
two multivariate 
CCRBF and QRBF 
models using three-
lagged long-term 
interest rates as 
inputs) 
1) yes (some univariate 
RBF models); 
2) no (other models 
including the two 
multivariate CCRBF and 
QRBF models using three-
lagged long-term interest 
rates as inputs) 
yes (the two 
multivariate CCRBF 
and QRBF models 
using three-lagged 
long-term interest 
rates as inputs, and 
one univariate 
GRBF model) 
MA no — yes 
AR no yes — 
Note; yes (no) indicates there is (there is not) a statistical difference in the mean squared error of 
the two models based on the MDM test 
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(5) For the German mark, only a few RBF models investigated are significant in predicting 
the future direction. For the Japanese veiL no RBF models are significant in predicting the 
future direction. For the Italian lira, all multivariate RBF models and some univariate 
localized RBF models investigated are significant in predicting the correct direction. For 
all three exchange rates, the AR models are not significant in predicting the correct 
direction based on the direction tests. Except for the MA(1) model of the Italian lira, the 
MA(1) models of other exchange rates are not significant in predicting the correct 
direction based on the direction tests. See Table 7.2 for details. 
Table 7.2 Summary of direction tests based on the "correct direction" criterion 
German mark Japanese 
yen 
Italian lira 
RBF yes ( univariate IRBF. CCRBF 
and multivariate CC31BF using 
long-term and three-lagged 
short-term interest rates, and 
QRBF using three-lagged short-
term interest rates as economic 
variables) 
no yes (all multivariate RBF 
models using three lagged 
long-term interest rates as 
economic variables; and three 
univariate localized RBF 
models) 
MA no no yes 
AR no no no 
Note; yes (no) indicates that the model can (cannot) predict the coirect direction with 
statistical significance based on two direction hypothesis tests 
(6) For the German mark, the multivariate RBF models using one lagged value of the long-
term interest rate are competitive with the MA(1) model based on the MDM test. 
However, they are not significantly different firom the random walk model. Among all 
multivariate RBF models that use one lagged value of the long-term interest rate as 
econotnic input, only the CCIRBF model can predict the direction with statistical 
significance. For the Japanese yen, adding three lagged values of the long-term interest 
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rates as explanatory variables generally does not appear to help predict point forecasts for 
most of the RBF models. They seem to help predict the direction better by using the 
localized RBF models, but this result is not statistically significant. For the Ttalian T .ira the 
CCRBF and QRBF models including three-lagged values of the long-term interest rate are 
no worse than the MA(I) model based on the average RMSE and average correct 
direction criteria. It seems that the long-term interest rate may have more explanatory 
power in predicting the correct direction of Italian lira, because all multivariate RBF 
models using three lagged values of long-term interest rates as economic variables can 
predict the direction with statistical significance. 
(7) For the German mark- the multivariate RBF models including three lagged values of the 
short-term interest rates do not seem to improve on point forecasts. However, the CCRBF 
models^ in analysis 5(c) and the QRBF models estimated in analyses 5(a) and 5(c) predict 
the direction with statistical significance. For the Japanese Yea, adding the short-tenn 
interest rate as an explanatory variables does not seem to improve forecasting performance 
beyond that of the univariate RBF models. 
IJl Findings for One-quarter-ahead Forecasting for AD Three Exchange Rates 
(1) For the German mark, forecasts from the localized GRBF, CRBF, and IRBF models using 
interest rates as economic variables are better than those from the random walk model or 
the forward rate based on the descriptive average RMSE or correct direction criteria. The 
localized RBF models using long-term interest rates as economic variables seem to have 
' These RBF models all use thiee-l^ ged values of shoit-term interest rate. 
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better explanatory ability than the corresponding RBF models using short-term interest 
rates as economic variables, especially based on the average RMSE criterion. 
However, the MDM tests indicate that there is no significant difference of mean 
squared error between the RBF model and the random walk model or forward rate. The 
direction hypothesis tests indicate that most of the localized RBF models can predict the 
correct direction with statistical significance. Furthermore, based on the descriptive 
averse speculative direction criterion, all RBF models are worse than the random walk 
model. However, the hypothesis tests indicate that some of these localized RBF models 
can also predict the speculative direction with statistical significance. 
f2) For the Japanese yen, almost all forecasts generated from the RBF models using interest 
rates as economic variables are better than those from the random walk model or forward 
rate based on three descriptive criteria. The short-term interest rate seems to help more in 
forecasting than the long-term interest rate. The three statistical hypothesis tests confirm 
that the best RBF models are those using only short-term interest rates, especially for 
Japan using the call money rate and the U.S. using the Federal fiinds rate as economic 
variables. 
(3) For the Italian lira, most forecasts from the RBF models using long-term interest rates as 
economic variables are better than those from the random walk model or forward rate 
based on three descriptive criteria. However, the MDM tests indicate that all RBF models 
are not significantly different from the random walk model, and only some RBF models 
are significantly different from the forward rate forecast based on the mean squared error. 
Only the QRBF using the long-term interest rate, and the IRBF using the long-term 
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interest rate (with or without Ml) can predict both the correct direction and the 
speculative direction with statistical significance. 
(4) Table 7.3 summarizes (1), (2) and (3). 
(5) The forward rate is generally worse than forecasts fi^om the random walk model or RBF 
models based on the descriptive criteria. However, ±e MDM tests indicate that the 
forward rate forecast is not significantly different fi"om the forecasts of the random walk 
model for all three exchange rates, and is significantly different firom the forecasts of some 
RBF models of the Japanese yen and Italian lira only. 
Table 7.3 Summaries of hypothesis tests 
a) Summary of MDM test based on the mean squared error" 
Random walk Forward 
German mark RBF no no 
Forward no — 
Japanese yen RBF yes [for most of 
multivariate RBF models 
including shoit^rm 
interest rates (with or 
without Ml) as inputs] 
yes (for most of multivariate RBF 
models including short-term 
interest rates (with or without Ml) 
as inputs; also few RBF models 
including both laig-term interest 
rates and Ml as inputs) 
Forward no — 
Italian lira RBF no yes (GRBF and QRBF including 
IcHig-term interest rates as inputs; 
CRBF and IRBF including Icmg-
term interest rates and Ml as 
inputs) 
Forward no — 
" yes (no) indicates there is (there is not) a statistical difference in the mean squared error of 
the two models based on the MDM test 
Note: yes (no) indicates that the model can (cannot) predict the correct direction with 
statistical significance based on two direction hypothesis tests. 
 ^Note: yes (no) indicates that the model can (cannot) predict the speculative direction with 
statistical significance based on two direction hypothesis tests. 
'' The nonlocahzed CCRBF and QRBF models only long-term interest rates as economic variables 
also can predia the speculative direction with statistical significance, however, the residuals of these 
RBF mo l^s are not white noise. 
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Table 7.3 (continued) 
(b) Summary of direction tests based on the 'correct direction' * 
German mark Japanese yen Italian lira 
RBF yes [most of 
localized RBF 
models using long-
teim and shoit-term 
interest rates (widi 
or without Ml) as 
eomomic variables; 
especially for the 
CRBF models in all 
analyses] 
yes [some nonlocalized RBF 
models using short-term interest 
rates (with or without Ml) as 
economic variables; tme QRBF 
model using both long-term interest 
and Ml as ectxiomic variables; and 
(ne GRBF model using the Img-
tenn interest rate and one CRBF 
model using the shoit-^rm interest 
rate as eomomic variable] 
yes (QRBF using 
Img-term interest 
rates as economic 
variables; and 
IRBF using both 
Icxig-term interest 
rates and Ml as 
eomomic 
variables) 
Forward no no no 
(c) Summary of direction tests based on the "speculative direction"" 
German mark Japanese yen Italian lira 
RBF yes [some localized 
RBF models using 
long-term or short-
term interest rates 
(with or without Ml) 
as economic 
variables; 
especially for the 
IRBF models in 
aknost all analyses] 
yes [most RBF 
models using short -
term interest rates 
(with or without Ml) 
as economic 
variables; and GRBF 
using long-term 
interest rates, and 
CRBF, ERBF, and QRBF 
using both long-term 
interest rates and Ml 
as economic 
variables) ^ 
yes (QRBF using 
long-term interest 
rates as economic 
variables; and CRBF 
and IRBF using both 
long-term interest rates 
and Ml as economic 
variables) 
RW yes no no 
The direction tests indicate that all forward rates for all three exchange rates cannot predict 
the direction with statistical significance. 
(6) For all three exchange rates, most of the RBF models using the additional Ml variable do 
not seem to improve forecasting performance. 
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(7) The results show that the localized RBF models may be more flexible in model estimation 
because the residuals of some higher dimensional nonlocalized RBF models are not white 
noise and their forecasting results are not good. 
I l l  
CHAPTER 8. CONCLUSIONS AND FUTURE WORK 
8.1 Conclusions 
In general, statistical hypothesis tests provide a more objective way to compare 
forecasting performance among different models than descriptive evaluation criteria. All tested 
models for all three exchange rates perform better than a random walk model based on the 
descriptive average RMSE criterion. However, the MDM hypothesis tests for equal mean 
squared errors indicate that only some of these models are statistically different from the 
random walk model. Moreover, although some models appear to be very competitive with 
one another based on the descriptive evaluation criteria, hypothesis tests indicate that these 
models are statistically different. Furthermore, models that forecast best based on one 
evaluation criterion is not necessary best based on the other evaluation criteria. Overall, RBF 
models are better at predicting the correct direction and the speculative direction than at 
predicting point forecasts. Therefore, different RBF models may be favored by different end-
users of the forecasts. 
For one-month-ahead forecasting of the three exchange rates, only a few nonlocalized 
RBF (CCRBF and QRBF) models for the Italian lira and the MA(1) model for the German 
mark are statistically different from the random walk model based on the MDM test of equal 
mean squared error. Furthermore, when compared pairwise with the random walk, MA(1), 
and AR(^) models using the MDM test, no RBF model dominates all of these three 
benchmark models across all three exchange rates. Based on the correct direction test, some 
German mark RBF models (one univariate localized IRBF, the nonlocalized univariate and 
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muhivaiiate CCRBF, and the multivariate QRBF), some Italian RBF models (all multivariate 
RBF, and three localized univariate RBF), and the MA(1) model can predict the correct 
direction with statistical significance. The RBF models of the monthly Japanese yen are similar 
to the random walk, MA(1) and AR(3) models based on all hypothesis tests. Finally some 
multivariate CCRBF and QRBF models can predict correct direction reasonably weU for the 
monthly German mark, and can also predict both point forecasts and correct direction well for 
the monthly Italian lira. 
Regarding one-quarter-ahead forecasting for the three exchange rates, only the 
Japanese yen RBF models using short-term interest rates (with or without the Ml) as inputs 
are statistically different jfrom a random walk model based on the MDM test of equal mean 
squared error. Quarterly models that can predict the correct direction with statistical 
significance include some localized German mark RBF models, some nonlocalized and two 
localized Japanese yen RBF models, and one nonlocalized QRBF model and one localized 
IRBF model of the Italian lira. Some quarterly RBF models can predict the speculative 
direction with statistical significance. These include a few localized RBF models and a random 
walk model of the German mark, almost aU Japanese yen RBF models using short-term 
interest rates as economic inputs, and one QRBF model and two localized RBF models of the 
Italian lira. 
In general, forward rates are worse than the forecasts obtained fi-om most of the tested 
models; they feiled to predict the correct direction with statistical significance for any of the 
three exchange rates using quarterly Hata 
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For one-quarter-ahead forecasting, the muMvariate RBF models using interest rates as 
economic variables do have some forecasting value for all three exchange rates. For one-
month-ahead forecasting, except for the Japanese yen, most of the univariate RBF exchange 
rate models generally do not forecast better than the corresponding multivariate RBF models 
using interest rates as economic variables. Furthermore, the inclusion of interest rates 
generally helps more in one-quarter-ahead forecasting than in one-month-ahead forecasting. In 
the presence of the interest rates, the inclusion of the Ml variable as an additional economic 
variable does not seem to help much in forecasting for any of the three exchange rates. 
The results show that the localized RBF (GRBF, CRBF, and IRBF) models are more 
flexible in model estimation. The reason for this appears to be that the width of the localized 
radial basis functions can be selected to make the areas of significant activation values of these 
radial basis flmctions cover the input space better, and to ensure the residuals of the localized 
RBF models are white noise. For all three quarterly exchange rates, the residuals of some 
higher dimensional nonlocalized RBF models are not white noise and their forecasting results 
are not good. However, when the residuals of the nonlocalized CCRBF and QRBF models are 
white noise, these two types of RBF models usually forecast quite well, especially with regard 
to the direction of change. 
Overall, the estimation results show that the RBF model specifications evolve over the 
six sliding window periods, especially when quarterly RBF data are used. In contrast, the 
monthly AR and MA model specifications are fixed over the six sliding window periods and 
are only evolved through changing parameters. Therefore, the more flexible RBF model 
specifications evolved through training procedures may improve out-of-sample forecasting. 
114 
8.2 Future Work 
Many issues may be investigated fiirther concerning the application of neural network 
models for time series forecasting. The following discussion only addresses a few issues 
among the many possible areas. 
The research may be extended to other exchange rates. Furthermore, the results 
obtained from the multivariate RBF models need to be compared with linear multivariate 
models. 
Tests exist for choosing the appropriate lag length for input variables for statistical 
parametric models. To apply the neural network model for time series forecasting, the lag 
length selection problem needs to be investigated fiirther. 
Most economic time series data are nonstationary. There may be some nonlinear 
cointegration relationships between exchange rates and economic variables. Therefore, instead 
of using just differenced form data, level form data may also be estimated for comparison 
[Swanson and White (1997)]. 
In this research, some statistical hypothesis tests were conducted to evaluate out-of-
sample forecasting performance among competing models. Alternatively, error bars for the 
forecasts of competing models could be compared. A forecast that has a smaller error bar is 
preferred to a model that has a larger eiror bar. The derivation of the error bars for RBF 
models needs to be researched more [Weigend (1996)]. 
Better performance might be achieved by allowing the width (scale factor) r for the 
localized and multiquadric radial basis fiinctions to be different at different locations [Girosi 
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(1992), and Hardy (1990)] instead of using a constant width r for aU the radial basis functions 
in the same RBF model. That is, instead of having 
^ (JQ = exp( J—^), j = I k . 
a different width may be implemented for each Gaussian radial basis function, so that 
{ X - C  
(pj{X) = exp(- -y-'-)' 
The latter method has been investigated in this research. However, the forecasting results 
were no better than those of RBF models that implemented a constant value of r at different 
locations and hence are not reported in this thesis. Further investigation could be made by 
using a simulated annealing algorithm to search for an appropriate width (scale factor) for 
the localized and multiquadric radial basis functions during the training process to determine 
better location positions for these functions. 
The RBF models evaluated in this research are the approximation of real-valued 
functions R" —> R. If the forecasting purpose focuses only on the prediction of the future 
direction of a variable, then the RBF models could be designed to solve the classification 
problems R" ^ B, where R are the real values and 5 is {0, M 
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APPENDIX A. TABLES OF LITERATURE REVIEW 
Al. Conventional Statistical Estimation/Forecasting of Exchange Rates 
Table Al.l Linear Multivariate Analyses 
Author Model Currency Time Period Out-of-Sample 
Forecast 
Rolling 
Regression 
Estimation and / or Forecast 
Performance 
Evaluation 
Criteria 
1) 
Meese 
and 
RogolT 
(1983) 
hereafter 
called 
M-R(I983) 
1) floxiblo price (FLMA): F-B model 
2) sticky price (SPMA); D-F model 
3) Hooper- Morton :H-M model 
4) sU univariato time series models 
}) unrestricted VAR model 
6) forward rate 
7) random walk (r.w.) with drift model 
8) r.w. model 
1)$/0M 
2)Vyen 
3) S/{pound 
4) traded 
weighted $ 
1973/3-
1981/6 
(total) 
1973/3-
1976/11 
(estimate) 
1976/12-
I98I/6 
forecast 1,3,6,12 
months 
ahead 
yes 1) fails to improve on the 
r.w. model. 
1)ME 
2)MA1-: 
3)RM8E 
2) 
Woo (1985) 
1) monetary model (use m, y as 
explanatory variables). 
2) (add lagg^ term or exchange rate), 
fit both VAR(endogenous) model 
and other exogenous model. 
l)DM/$ 1974/3-
1981/10 
1980/3-1981/10 
forecast 2 ,3,4,6,12 
months ahead 
yes 1)8tnictural model 
outperforms the r.w. 
model and its own 
oonstrained equivalent 
(a pure lime series model) 
2)reason of (1), might 
due to "laRged term". 
1)MAE 
2)RMSE 
3) 
Somuiath 
(1986) 
1) use same models as M-R (1983), 
Bilson wealth (Frankel (1979)) 
and Branson ct al.( 1977) model. 
2) add one lagged term of exchange 
rate. 
1)I)M/S 1975-
1978/1 
1978/12-
forecast 1,3,6,12, 
month ahead 
yea 1) Bilson model; FLMA 
(use m, y as explanatory 
variables) performs best. 
1)ME 
2)MAE 
3)RMSE 
0 1 00 
1) use M-R( 1983) model, and also 
AR(1) and AR (2) models. 
2) Kalman Fihcr (time-varying 
parameletv). 
li
s
.
 
1974/1-
1985/10 
(142#) 
I980/M985/I0 
forecast 1,3 ,6, 12 
24,36 months 
ahead 
yes 1) structural model still 
performs unimpressively 
out of sample after 
considering structural 
instability by using 
Kalman Filter. 
1)ME 
2) MAE 
3)RMSE 
4)U 
Table Al.l (continued) 
Author Model Currency Tinte Out-of-Sample Rolling Estimation and / or Forecast Evaluation 
Period Forecast Regression Performance Criteria 
5) I) use FLMA and SPMA l)S/poimd 1973/3- forecast yes 1) ex-post forecasts for $/D 1)ME 
Wolff, C.C.P. asinM-R 1983 2)$/DM 1984/4 1,3,6,12,24 compare favorably with 2) MAE 
(1987) models, with /or 3)$/ye« (total) montlw ahead those of r.w. model (with 3)RM8R 
without an augmented or without augmented real 
term of real exchange 1973/3- exchange rate). 
te(n\ (Balasaa typo 1981/6 
changes in real and 1973/3-
exchange rate). 1976/! 1 
2) also include lagged one (estimate) 
terms of all dependent 
and independent 
variables. 
3) Kalman Filter (time-
varying para meten). 
6) l)u8oVARfor l)$/pound 1973/3- 1977/11-1984/4 yes 1) the results are mixed. 1)MH 
Wolff, C.C.P. exogenous variables 2)$n)M 1984/4 2) 4 (cross rates and $/DM) 2) MAE 
(1988) only. 3) Slym forecast period out of 6 exchange rales do 3) RMSF. 
2) use one constant term 4) pound/mark k-1,3,6,12,24 not outperform the r.w. 
and 11 seasonal S) pound/yen ahead model. 
dummy variables in 6) mark/yen 
VAR. 
3) also investigate cross 
exchange rate. 
4) explanatory variables 
(m, y, i, n,q),where q is 
real exchange term, 
using relative prices or 
traded and non traded 
goods. 
7) 1) use M-R (1983) 1) S^ound 1973/3- 1980/4-1981/6 no 1) multi-step forecast. 1)ME 
Sdiinasi aiid models. 2)$/DM 1981/6 forecast stochastic coelllciaU 2) MAE 
Swamy (1989) 2) compare fixed and 3)$/yen muhi-stcp method is better than tliose 3) RMSE 
stochastic coetncients 1973/3- of fixed ooefllcicnt models 
with or without a 1980/3 and r.w. model. 
lagged exdiange rate. 2) SPMA (1)-F) model is 
most accurate for S/pound, 
$/I)M. 
3) M-M model is tlie best for 
$/yen. 
Table Al.l (continued) 
Aiitlior Model Currency Time 
Period 
Out-of-Sample 
Forecast 
Rolling 
Regression 
Estimation and / or Forecast 
Perfotmance 
Evaluation 
Criteria 
8) 
Booihe and 
Olassinan 
(1987a) 
1)Frankel( 1979) real 
interest difTerence (RID) 
model, usuig (m, i: short tenn 
rate, y, 11.) as explanatory 
variables. 
2) compare constrained witli 
unconstrained model. 
3) add lagged tenns or all 
variables. 
4) compare with AR( 1), 
forward rate, r.w. model. 
1)CD/$ 
2) DM/$ 
1974/3-
1976/11 
(estimate) 
1976/12-
1984/9 
yes 1) r.w. pedbrms best in forecast 
accuracy. 
2) r.w. is l^t ill profitability ibr 
DM/$. 
3) CD/$ profltability rank is 
difTercnl from forecast aoairacy. 
DRMSE 
2) 
profitability 
in forward 
market 
speculation 
9) 
Doolheand 
Olassman 
(1987b) 
1)R!D 
2) FI.MA 
3)SPMA 
l)DM/$ 1) 1974/7-
1978/2 
2) 1974/7-
1980/4 
3) 1979/10-
1984/3 
X X 1) discuss (he "nonstationary " property 
of variables and point out tlie 
mistakes of previous studies using 
RID model without considering llie 
"nonstationarity" of variables. 
X 
10) 
Mec8o(l986) 
1) examine CI between exchange 
rate and (ni, y) variables. 
1)$/pound 
2)$/DM 
3) $/yai 
1973-1982 X X 1) reject the joint hypothesis 
of no bubble and stable 
autoregressive proccss for 
relative money supply and 
real income for $/I)M, 
$/pound. 
2) No CI between exchange 
and eoonomiu variables. 
X 
11) 
Daillic and 
Selover 
(1987) 
1) use Keynesian view or 
monetary model and Dombush 
(1976) monetary model 
(m,y,l,p) as explanatory 
variables. 
2) use linKle-Orangcr CI test. 
1)S/pound 
2) $mM 
3) $/yat 
4) $/CD 
5)$/FF 
1973/3-
1983/12 
(130#) 
X X 1) use Engle-Qranger CI procedure 
found no CI bctwem exdiange 
rate and Auidamental variables. 
2) PPP CI test, only $/FF seems to 
satisfy, other currencies siiow no 
CI for PPP relationship. 
X 
Note: X indicates "no analysis". 
Table Al.l continued) 
Author Model Currency Time 
Period 
Out-of-San^U 
Forecast 
Rolling 
Regression 
Estimation and / or Forecast Performance Evaluation 
Criteria 
12) 
McNown and 
Wallace 
[1989) 
1) use monetary model (Johnson 
1972), use variables (ni, y, i). 
Z) also use Gngle and Chwger CI 
procedure. 
1)$ 2) DM 
1) FF 4) yen 
5) CD 
6)pound 
use $, pound, DM 
as 3 diflerent 
l>ases 
1973/4-
J 970/7-
1972/6-
x X 1) among 24 cases studied, only FP/$ with 
coimnon parameter restriction show CI. 
K 
13) 
Kearny and 
MacDoiiald 
(1990) 
1) FLMA and RID using Englo-
Orangcr CI procedure to 
examine the role of 
fundamental economic 
variables in explaining 
movements in the A$/$. 
2) Ihey mentioned that many 
studies for FLMA model using 
short mil rate as approximator 
for expected inflation, they 
thought that long-term 
interest rate minht be better. 
1) Australian$/$ 
(A$/$) 
1984/1-
1986/12 
(small sample 
lizo) 
X X 1) CIs existed for most equations which indicated 
that those ecunomio variables in the FI ,MA and 
RID models were capable of explaining long-
tenn movement in tlie AustralianS/$. However 
some coefllcients are not so significant, thus, tlie 
support for monetary model is limited. 
2) show no overdiooting or speculative 
bubbles. 
)) tests shows consistence with rational 
expectation and coefficient restrictioti 
suggested by the monetary model. 
K 
14) 
PiUl8(l993) 
1) use Engle-Oranger CI procedure. 
2) test exchange rate between (y, m) 
and (y, m, real exchange rate) CI 
relationship. 
1)S/pound 
2)$/DM 
})$/FF 
1973/3-1989/5 X X 1) CI resulta support the Auidamental 
detemtination for tlie S/pound, $/DM but 
not for $/FF(possible bubble). 
X 
15) 
MacDonald and 
raylor(l991) 
1) use Johansen procedure to test CI 
between exchange rate and 
fundamental variables. 
2) FLMA(m, y and long term 
interest rate i). 
1)$/pound 
2)$/DM 
J) $/ya( 
1976/1-
1990/12 
X X 1) only in-sample analysis. 
2) $/pound and $/yai :at least 2 CI's 
relationship. 
}) $/DM : one CI relationship. 
4) monetary model does provide a valid 
explanation of the long run nominal 
exdiange rates fur 3 key curroicies 
}) especially for $/DM, a number of popular 
monetary restrictions all can not be 
rejected, may reconsider the monetary 
model at least as long i\m model for 
nominal exdiango rate. 
X 
Table Al.l (continued) 
Author Model CuiTcncy Time 
Period 
Out-of-
Sainple 
Forecast 
Rolling 
Regression 
Estimation and / or Forecast Perfonnanoe Evaluation 
Criteria 
16) 
MacDonald and 
Taylor (1993) 
1) forward looking rational 
expectation monetary model. 
2) Johansen C! test on exchange 
rate and (m, y, i2) and (m, y), 
where i2 is short term interest 
rate. 
S/DM 1976/1-
1990/12 
(total) 
1976/1-
1988/12 
(oilinule) 
1989/1-
1990/12 
yes 1) 3 CI's for exchange rate witli 
(m, m' ,y, y' i, i'); fit VAR 12 lags. 
2) one CI (or exchangp rale between (m, m', y, 
y'), fit VAR using 8 lags. 
)) CI test supports flexible price monetary 
model as long run equilibrium model, and use 
exdiangp rate and(y, m, i) to fit ECM model. 
/Vnd found a restricted ECM outperformed 
r.w. model. 
4) r^ect rational expectation conditions and 
speculative bubble. 
oompare RSE 
of model vs 
RSE of r.w. 
17) 
MacDonald and 
Taylor (1994) 
1) Fl.MA monetary approach; 
(m,y,il) 
2) RID:(m.y,il,i2) 
il: long-term rate 
i2; short run rate 
S/pouiid 1974/1-1990 
(total) 
1976/1-
1988/12 
(etiinule) 
1989/1-
1990/ 
12 
yes 1) use Johnsen procedure found 3 CPs, but use 
Engle and Granger procedure found no CI. 
2) unrestricted monetary model is valid for 
analyzing long-run KR. 
)) fit ECM and found unrestricted monetary 
model with short run dynamics outperform 
r.w. 
RSE 
18) 
Dritkill el al. 
(1992) 
1) develop and test a monetary 
rational expectations model. 
Tor Swiss franc/S by oonsidaing 
"imperfect capital substitutabilhy 
, currcnt account elTect, and 
PPP does not have to hold" 
concepts. 
Swiss franc/$ 1976/111-
1987/1V 
(total) 
1)1976/111-
1984/IV 
(estimate) 
k" 1.2,3,4 
quarters 
ihead 
1)1985/1-
1986:1V 
yes 1) treat m, y, p, as exogenous variables. 
2) fit VAR differenced foim 
}) did not use trade balance or capital account 
data due to well known errore in the data. 
4) outperfonned the r.w. with drill model. 
5) reject joint hypothesis of structural model 
and rational expectations. 
RMSE 
19) 
lloquoand l^itir 
(1993) 
1) unrestricted level formed 
VAR,BVAR and structural 
Cl/KCM model. 
2) using 5 variables: log of 
exchange rate index; 3-montli 
forward rate; CA/ODP, logof 
relative price. 
)) BVAR parametcis, 
0.1,0.25,0.3, 
w-0.1,0.13 
d=l,2 
A$/$ 1976:1-
1990:1 
1990:11-
1991:1 
1)BVAR is betterthan VAR. 
2) use EngloOronger CI procedure and found 
structural model better than muhivariate time 
scries models. 
RMSU 
Table Al.I (continued) 
Author Model Currency Time 
Period 
Out-of-
Sample 
Forecast 
Rolling 
Regression 
Estimation and / or Forecast Perfomianoe Evaluation 
Criteria 
20) 1) use Drinkil! et al. 1992 model. l)$/yen 1973/3- 1983/1- 1) MVAR an BVAR are better than FVAR. I)biu leil 
lAuetal. (1994) 2) use (e, m, p, y, i2, tr,), where 2) $/Cl) 1989/12 1989/12 2) monetaaary/asset model in a V/VR 2) 
tr: trade balMioe. 3) $/DM (total) k"l,3.6.12 representation docs have forecasting value ioTonmllontl 
3) compare FVAR (unstricted), for some exchange rates. cooloal lost 
3) nuikot 
liming leil 
(dlroctioail 
MVAR(mi)(od). BVAR 1973/3- 3) FVAR: biased and efdiibiled no sisiificant 
(Bayiiesian) with paramcteni 1982/12 information content or market timing 
(X.dw)" (0.2,1,0.5) (citinulo) ability. leil) 
4) did not use CI proooduro. 4) MVAR, BVAR: less biased and show in 
informotion content and/or market timing 
ability. 
3) MV/VR: most signiflcant infonnation 
content 
6) BV/VR: least bias. 
7) MVAR and V/VR: equal in market timing 
8) MVAR,BVAR most suocessAil in forecasting 
$/CD, less sucoessHil in predicting $/yai, but 
no value in predictmg $/DM. 
4)MK 
9)RMSU 
21) 1) compare both Johansen and l)$/pound 1973:1- 1987:1- yes 1) No CI for 3 M-R(1983) monetary models. l)RMSP„ 
Snrantia end Ecgle -Granger CI procedures. 2)DM/pound 1990:111 1990:111 2) CI in MlilP.PB models for DM/pound, 2)U 
Stewart (199S) 2) fit selective ECM. 3)yoii/paund quarterly k=l,2,3,.. FF^ound, yen/pound, but no CI for 
3) fit both level and difiermoed 4)FF^ound data .,10 $/pound, thus fit ECM model for those 3 
fonns of VAR,DVAR(with (total) quarters CI exchange rates using boU) MUIP and PB 
pBTamotera (X.^0.1,0.2) — ahead variables. 
,(w=0.3.0.5,0.8). 8 1973:Q2- 3) MUIP is better than PB models. 
combination. I990:Q2 4) MIJIP for l)M/pound, FF/pound is better 
4) use M-R (1983) three models (estimate) than r.w. model, but for yen/^ound is 
and develop MUIP (modefied worse tlian r.w. 
uncovered interest parity),and 5) MIJIP is better than BVAK in longer term. 
PH (portfolio balance model. BVAR is better in shorter term (up to 3-4 
3) for nP model, some data are quartets). 
not available, thus they only 6) level fonns of VAR.BVAR are better tlian 
use part ofttiose variables. differaioed forms. 
7) BV/VR is better than VAR. 
Table A1.2. Nonlinear Multivariate Analysis 
Author Model Currency Time 
Period 
Out-of-
Saniple 
I-'orocast 
Rolling 
Regression 
Estimation and / or Forecast Perfonnanoo Evaluation 
Criteria 
22) 
Meese and Roso 
(1991) 
1) use M-R (1983) 3 structural 
models and 2 additional 
variants of niondary models. 
2) use parametric and 
nonparametric techniques to 
examine nonlinearity. 
3) use nonparamctric (locally 
weigt^ted regression) analysis 
try to flt nonlinear structural 
model. 
1)$/C1) 
2)$a)M 
3) $/yon 
4) $/pound 
1974-
1987 
monthly 
1984/1-
1987/ 
12 
y<a 1) nonlinear approach seans not promising. 
2) il-M (sticky price model incorporate trade 
balance tenn outperforms r.w. model by RMSK 
criteria. But ether fails to outpetfonns r.w. 
model. 
3)t))ey claimed that poor structural model 
petformanoe can not be attributed to 
nonlinearity arising from tlme-detbrmalion or 
improper functional form. 
1)MU 
2)MAK 
3)RMSH 
Table A1.3. Univariate Analysis 
Autlior Model Currency Time 
Period 
Out-of-
Sample 
Forecast 
Rolling 
Regression 
l^imation and / or Forecast Perfomiance F.valuation 
Criteria 
1) 
Diebold and Nasoii 
(1990) 
1) nonparametric, nonlinear (locally 
weighted regression). 
2) univariate analysis to forecast: 
Aln e (dilTerenoe of log exchange 
rate). 
10 currencies 1973/1/3-
1987/9/23 
weekly data 
5-701# 
702-768# 
one step 
iliead 
and also k-'4 
8, 
12 
yes 1) nonlinear did not improve on r.w. 
2) they suggested extend to multivariate 
model. 
MSPH 
2) 
Nachane and Kay 
[1992) 
1) r.w, 2) ARMA 3) bilinear 
4) state dependent model 
5) dynamic linear model 
5) ARCH 7) 0ARCn8) OARCII-M 
lOcurrcncies 1973-1-
1990/3 
Dontlily 
1990/3-
k- 1-12 
yes 1) linear ARMA poor forecast. 
2) ARCH,aARCn,ARCH-M in general is 
better than r.w. 
3) oilier models except dynamic linear model 
do not have impressive perfonnance. 
4) use Hsich (1989) and other methods to test 
nonlinearily, 10 currciicics except DM 
rcject linearity. 
U(h) 
also test stationarity, linearity, Gaussian 
assumption. 
J) 
Lye and Martin 
[1994) 
1) aENTS(g«neralized exponential 
non-linear time series) vs 
SETAR(self-exciting threshold 
autoregressive models)— 
parametric model. 
S/A$ 1977/1-
1990/10 
monllily 
1989/11-
1990/10 
k -1 
no 1) GRNl'S model is bcUer Uian SFiTAR. 
2) did not compare with linear model. 
RMSF, 
4) 
Satchell and 
rimmermann 
[1995) 
1) compare nonlinear, nonparametrtc, 
nearest neighbor forecasting 
alggrilhm witit r.w. model and AR( 1). 
)) use 1000 moving window recuisively 
to reestimate tiie model. 
15 currencies I9I0/I/I-
1992/12/31 
ihily 
k =l yes 1)nonlinear model's MAE and MSPRare 
higher tlian r.w., AR( 1). 
2) Uul nonluicar model correctly forecast tlie 
sign oflhe change in a statistically 
proportion of this time period for about 
half of Uie investigated currencies. 
3) probability of correctly predicted tlie si^i 
of daily exdiango rale diaiigp use 
nonlinear is higher than that of r.w. 
4) and the payoff from a trading model based 
on the nonlinear model is higher than tliat 
of basing on buy and hold strategy from a 
r.w. model. 
5) lust nonlinearily, showed Uiat nonlinearity 
existed in lliese exchanse rates. 
1)MAE 
2)M8PE 
3)inarkct-
limwg-test 
A2. Artificial Neural Networks Application in Financial and Economic Series Forecasting 
Table A2.1 Multivariate Analyses of Exchange Rates Forecasting 
Author ANN model Learning 
Algorithm 
Other Model Target 
Output 
Time 
Period 
Out-of-
Sample 
Forecast 
Estimation and / or Forecast 
Perfomianoe 
Evaluation 
Criteria 
1) 
Wcigflid 
elal. 
(1992) 
1) feedforward ftilly connected ANN with 
several inputs and S hidden neurons and 
2 output neurons. 
2) inputs include DM, yen, Swiss franc, 
pound, CD vs S rates's Monday retums 
and DM's 43 past daily retums, and 11 
trends, volatility of $/DM and Monday 
prices of $/DM and average of other 
rates to forecast Tuesday relum (AIn el) 
and si^ of return of $/DM. all input 
data are rescaled to |0,11 range. 
3) hidden neurons use tanh flinction and 
linear for the relum output and sigmoid 
Amction for the sign output. 
4) learning algorithm minimizes the cost 
Amction which includes both error tenn 
and weight elimination temi. 
HP with 
weigjit decay 
x (no analysis) Tuesday 
1) return of 
S/DM 
2) sign of 
return 
197 J/5/5-
1984/12/3 
weekly 
data 
(estimation 
period) 
1)1973/5/5 
-1984/12/3 
2)1984/12/ 
10-
1987/5/8 
I) out of sanyle correlation of 
forecast and target values are 0.2. 
*** the model did not use any 
Auidaniontal input, e g. interest rate. 
mmimuni 
quadratic error; 
min cross 
entropy error. 
2) 
Qreen 
and 
Pearacn 
(1994) 
1) choose 5 inputs from 26 selection 
(including FF, DM, yeti, Swiss if, 
pound level and volatility; interest rate, 
and other technical indicators, etc.) 
hybrid BP 
and Cauchy 
algorithm 
univanate 
ARMA 
$/pound daily 
rate 
1988/1-
(4 and 1/2 
years) 
1992/4-
1993/3 
one day 
ahead 
I) ANN is belter tlian univariate 
ARMA. 
«**tliey claimed that ARMA model 
needs to be retrained when now data 
are available. /\NN does not have to be 
retrained so often because short term 
decay is not so strong. 
3) 
Poddig 
and 
Rehkugler 
(1996) 
1) fn both multilayer feedforward and 
recurrent nelwoilcs. 
2) fit separate individual country models 
and also integrated world (3 countries) 
models for bond, stock and exchange 
rates (yen/S, DM/S), use fundamental 
and technical variables. 
3) use/\NN as nonlinear analysis of 
integrated financial maikcls combine 3 
countries and 3 assets (bond, stock, 
exchange rates) use recurrent networks 
to forecast eaci) asset. 
4) forecast 6 monti) ahead of 3 assets. 
(InPt - liiPt-6) 
DP 
weight 
pnuiing 
(Finnofiy 
Zimmer-
mann in 
muhilayer 
feed-forward 
networks) 
) stepwise 
muhivariatc 
regression 
(foodlbrward 
and 
backward) 
t) r.w. and 
nartingale model 
3 countries 
stock, bond 
and exdiange 
rates 6 montli 
ahead return 
1980/1-
1991/ 
II 
montlily 
Jackknifu 
procedure 
cross-
validation 
1991/12-
1993/11 
1) traditional regression model can 
not outperform tlio r.w. model. 
2) integrated using tedmical 
indicators as inputs perfomis 
best. 
3) ovai use cross validation 
procedure to choose ANN 
models, however, the out of 
sample forecast results are still 
not satisfactory. 
4) Uiey suggest dioose inputs 
carcflilly ui stead of relying on 
tlie ANN to optimize tlie inputs 
selection. 
1) MSB 
2) II 
3) % of correct 
sign 
4) avaagv and 
standard 
deviation 
of trading 
retum 
5) Shaipe ratio 
6) Profit index 
Table A2.2 Univariate Analysis of Exchange Rates Forecasting 
Author ANN model Ixaming Other Model Target Time Period Oul-of- Estimation and / or Forecast Evaluation 
Algorithm Output Sample Performance Criteria 
Forecast 
I) 1) feedforward muhilayer. CIii» I) Exponailial US/DM 1988-1989 k°l and I) In gieneral NN 
Refaies 2) use CT^ t algorithm to algorithm smoothing hourly hourly data muhi- perfomi belter. 
(1993) constructively add neurons of hidden 2) ahead rate slep 2) trading results based on 
layer during training. Aulotegicnion rinit200 — multi-step forecast make 
3) multi-step ahead forecast using one 3)BP NN days' hourly use 60 favorable proflls. 
step ahead forecast fed back as input. data for days'a 
training houriy 
data for 
forecast 
Table A2.3 Multivariate Analyses of Other Financial and Economic Series 
Author ANN model Learning 
Algorithm 
Other Model 
Output 
Time Period Oul-of -
Sample 
Forecast 
Estimation and / or 
I'orocast Perfonnanoe 
Evaluation 
Criteria 
I) 
Chakraborty et 
at. (1992), 
1) multivariate (trivariate) lime series analysis. 
2) use normalized inputs from 3 flour price series 
witlt lag terms for each indevidual flour price. 
3) fully connected foeforward ANN, try 6x6x I, 
and 8x8x1 ANN, etc.(use one output neuron) 
4) one-lag ahead forecast for next 10 months 
using actual past values, for multi-lag forecast 
for next 10 months using iterated way with 
predicted values as input data. 
also compare with univariate ANNs. 
BP VARMA 
Tiaoand 'I'say 
(1989) 
model 
logofuidices 
of monthly 
flour prices 
of 3 cities 
1972/8-
1980/1 
(estimation) 
90# 
1980/2-
1980/11 
2) 
RMSU for 
trivariate /VNN is 
better than 'I'iao 
and Tsay (1989) 
VARMA model. 
8x8x1 ANN is 
best. 
RMSE 
2) Kimoto el al 
(1993) 
1) multilayer fully connected feedforward ANNs. 
2) inputs include economic indexes, technical 
indicators and previous stock index value, 
input data aretransfomied by logarithm or 
other ways. 
3) input and output values are nocmalizod into 
fO,l|rango. 
4) usesiginoidinoutputneuron. 
5 )  use moving window to estimate and forecast. 
6) 2/3 data for learning sd, and 1/3 data set for 
lest set. 
7) also use the predicted out as sig^ial for a trading 
system. 
variant of 
BP 
multiple 
regression 
weekly return 
of Topi X 
stock index 
(Ainit) 
1985/1-
1989/9 
33# 
use inovmg 
window size 
-6,12,18,24 
to forecast 
one montli 
returns 
1987/1-
1989/9 
use correlation 
valuation of 
predicted and 
target values, ANN 
is belter than the 
multiple regression. 
con'etation 
coefllcicnt 
Table A2.3 (continued) 
Author ANN model Ixaming 
Algoritlim 
Other 
Model 
Target 
Output 
Time 
Paiod 
Out-of -
Sample 
Forecast 
Estimation and / or 
Forecast Performance 
Evaluation 
Criteria 
3) 
Onidnitiiki 
and Osbum 
(1993) 
1) 24 X 8 X 2 xl (2 hidden layers) 
2) 24 inputi include diange and volatility of gold, S'&l* 
index futures; M1 and conunitnients of market 
participants. 
3) entirely data set ooveni 90 months, thoy adaptively 
train 41 ANNs with diRerent 15-month (raining set to 
test over 75 months. 
BP X monthly price 
change of 
S&P and 
gold Aitures. 
1983/1-
1990/9 
1) predicting change of 
price andtraduig 
return based on the 
prediction of the 41 
simulated NNs seems 
to be promising 
4) 
Baestanes 
and 
Van den 
(1995) 
1) use 17 variables (level, logfirithms, %, seasonally 
adjusted), also include one lagtenn of stock index 
level. 
2) one hidden layer and input layer also directly 
connected to (he output layer. 
3) output range |0,1). 
4) they also do variable contribution analysis. 
BP OI.S 
regression 
monthly 
return of 
Amesterdan 
stock market 
return 
1979/11-
1991/3 
1990/4-
1991/3 
10# 
I) /\NN outperforms 
Ol^ regression. 
5) 
Yang(1995) 
1) BP model with dual NNs to catch long term and short 
(erm trend, and the result was used as a trading sigpal 
in a trading system. 
2) sliding window. 
3) use technical indicators and stock market volume as 
input. 
4) use gmetic algoritlim(OA) with conjugate gradient 
algorithm to derive the weights within the input and 
hidden layer, then use regression methods to get the 
weights associated with the hidden layer and output 
layer. 
BP 
with 
OA witli 
conjugate 
(Masters 
1993) 
X llong Kong, 
Taiwan 
,Japan 
Kto^ index 
3-day ahead 
(rend of stock 
movement 
1987-1991 1992-1993 1) the trading resuh 
based on the ANN 
was favorable. 
6) 
Steiner 
and 
Wittkempa 
(1995) 
1) Feedforward and recurrent ANN forecast return of a 
single stock. (5 ANNs). 
2) inputs include daily prices and tumoven of stock 
prices and other stodc indexes. 
3) linearly rescale inputs and output into (0,1) range. 
4) use 1983 data to estimate model to forecast 1984, 
(hen use 1984 data to recstimate model to forecast 
1983 return, etc. 
BP linear 
regression 
stock return 
(daily) 
1983-1986 1984-1986 1) In gaieral ANNs 
perfomi better than 
regression. 
2) recurrent model 
perfonm better. 
MAE 
7) 
Kaastra and 
Boyd (1995) 
1) variables feedforward net.(also include lag (enn), all 
variables are preprooessed by 3-period moving 
average and (hen use mean standard /deviation to 
rescale into (0,11 rangc.(|t±2o), to approadi more 
unifonn distribution and surpass outlier elfect. 
2) for 6 commodides forecast 1 -9 months ahead, lit total 
54 ne(s.(rit one ANN for each forecast period). 
BP ARIMA monthly 
futures 
trading 
volume 
1977-1993 1-9 montlis 
ahead 
1) in general ANN 
outperfonned r.w. 
model and ARIMA in 
longer period. 
2) is best in first 
period(because inputs 
arc 3-period MA). 
RMSE 
MAPE 
11 
Table A2.3 (continued) 
Author ANN model Learning 
Algoritlun 
Oilier 
Model 
Targrt 
Ouiput 
Time 
Period 
Out-of -
Sample 
Forecast 
F^imation and / or 
Forecast Perfoimance 
Evaluation 
Criteria 
8) 
Ankcnbrand 
and 
Tomassini 
(1995) 
1) 3x2x1 with sigmoid function. 
2) only use fundamental data as inputs, whidi ore 
rescalcd into |-111 range. Take log on 2 stock 
indices, due to outliers. l.agterms are not included. 
3) output is AIn Pt. monthly log dilTcraioe, output is 
rescaled into (0.2,0.8) range. 
DP univariate 
Box-
Jenkin 
Swiss stock 
index 
(Old or 
month 
closing 
price) 
1987/1-
1994/ 
12 
84# 
10# 
(use every 
9lh data) 
1) results Tor ANN are 
Tavorable. 
nonnalize 
M8K 
9) 
Rerenca and 
Bolland 
(1996) 
1) 10x4x1 (run 30 times). 
2) do input variables sensitive analysis. 
3) inputs are rescaled into (0,1). 
4) use reduced window size to test the model stability 
until last window size is 4 years. 
BP stepwise 
linear 
regression 
FTSK all 
sliare index 
quarterly 
return 
1973-
1990 
80# 
1991/1-
1994/2 
40# 
1) ANN is better than 
stepwise linear 
regression. 
10) 
Browiistone 
(1996) 
1) feedrorward, and add number of neurons gradually. 
2) 49x8x1. 
3) use Neurashell program. 
4) inputs normallized into (0.000001,0.99999). 
BP 4 muKiple 
linear 
regression 
(M1.R) 
ITSFv 100 
sliare index, 
S day ahead 
and 2S day 
ahead 
1985/2/6-
1700# 
1991/8/1 
3 
200# 
1) ANN is acairate in 
5 day ahead 
prediction 
2) MLR can predict 
total accuracy better 
3) ANN results sliow 
that prediction based 
on least MSF. beats 
little relationship to 
that or measured by 
overall percentage 
accuracy. 
DRMSF. 
2) MSB 
3) total 
accuracy 
Table A2.4 Univariate Analyses of Other Financial and Economic Series Forecasting 
Author ANN model Ivcaming 
Algorithm 
Otlier Model Fargpl Output I'ime Period Dut-of-Sample 
Forecast 
Estimation and / or Forecast Peiformanw P.valuation 
Criteria 
1) 
Tang era/. 
(1990 
1) feedfoiward ANN univariate time 
serieH. 
Z) 1x6x1 ; 6x6x1 ; 12x12x1 ',24x24x1 
BP Box-Jenkin 
time series 
model 
1) international 
airiine 
passaiger 
2) domestic car 
sale 
)) foreigi car 
sale 
k=1.6, 12.24 
ahead 
1) for time series witli long memory 
(more lag inputs), ANN and Box-
Jenkin model are comparable. 
2) for short memory series (with fewer 
lag inputs) ANN oirtpeiform Box-
Jenkin model. 
)) /VNNs are good at forecast longer 
period ahead. 
forecast error 
2) 
Sharda and 
Patil(1993) 
1) Teedrorward, oiie hidden layer 
ANN. 
2) use 13 annual data, 20 quailerly 
data and 68 monthly series. 
3) nonnalize input and output data 
with |0t| range. 
BP Box-Jenkin 
time series 
individual 
output for 
tliose series 
different 
time 
horizon 
animally 
data k'6; 
quarterly 
data k"8; 
monthly 
data, k"-18 
1) for long memory series both 
ANN and Box-Jenkin series 
botli perform well. 
2) with Box-Jenkin slightly better 
for short term forecast. 
3) for short run memory, ANN is 
better. 
1)MAPK 
2)APK 
3) 
Blake el at. 
(1995) 
1) compare BP, jump connection 
and recurrent ANNs. 
2) discuss variables nonstationary 
and seasonal problems and 
compare several NNs with 
stationarized and deseasonalized 
inputs. 
3) fit NNs with variables both 
transfomied and raw data 
respodively. 
4) fit models for 7 different time 
horizon series. 
5) use internal cross validation set, 
choose randomly 12% from 
training data Tor feedforwad NNs 
(but Tor recuircnt NNs, not choose 
randomly). 
Box-Jenkin 
model 
7 series 
short run 
and long nm 
ahead 
different 
horizon 
short run 
and long run 
ahead 
1) NNs in general are better than 
Box-Jenkin model. 
2) preprocess the input data(take 
logfirithm, difference, 
deseasonalized) will be helpful, 
but seems not so important as 
dioosingthe riglit NN structure 
3) increase the number of inputs 
and neurons do not necessarily 
in^rove the forecasting 
1)MSF. 
2) average 
relative 
variance 
4) 
Koh7Adi el 
at. (1996) 
1) 6x5x1 feedforward ANN, which 
repeats times for successive 3 
years walkforward or sliding 
windows. 
2) chaos view nonlinearity. 
3) cross validation set and training 
set contain 75-90% data and out 
of sample set use 10%. 
4) N-Train NN software. 
BP ARIMA montlily 
cattle and 
wheat price 
1950-
1969 
1952-
1972 
sliding 
window 
1970/-1990/ 
12 
1) by MSR criteria, ANN is better 
than AKIMA model. 
2) ANN can capture turning point 
of both wheat and cattle prices. 
3) AKIMA c«n only capture the 
fuming point of wheat price. 
1)MSE, 
2)MAli 
3)MAPK 
4)llcnrikson 
andMerton 
tunitng 
point 
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APPENDIX B. RBF FORMULA AND FIGURES, MODEL SELECTION 
CRITERIA, AND O" MATRIX 
B.1 Radial Basis Functions 
Seven radial basis functions are used for this research. Figure B. 1 depicts the relevant 
functions. The first four fiinctions are described in Orr (1996), and the linear and cubic 
functions are discussed in Girosi (1994) and Powell (1987, 1992). 
(1) Gaussian function : (GRBF) 
^j(^ = exp(- Ik-C.I  ) »  
where X denotes the input vector, is the center vector and is the radius ( or width) of 
the radial basis function of the jth hidden-layer unit. 
(2) Cauchv function: (CRBF) (5) Linear function: (LRBF) 
x-c.  + r. 
<f>AX) = x-c.  
(V Irtverse Multiquadric function: (IRBF) (6) Square (Quadratic) function ;(QRBF) 
Vk-Cj+r/ • 
(4) Multiquadric function: (MRBF) (7) Cubic function : (CCRBF) 
i,,{X) = \X-C, 
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Gaussian 
-1 -1 
Inverse Multiquadric 
-1 -1 
Cauchy 
Multiquadric 
-1 -1 
Figure B. 1. Seven radial basis functions. 
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Linear Cubic 
Figure B.l. (continued) 
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B2. BIC, GCV and LOO 
1. BIC 
m + (ln(OT)-l>J Y^P^Y 
BIL.- — , 
m - S  m  
where: Y = the actual output of the m training cases; is the transpose of 
Y-, 
P = /„-0(cD^<D + /l/J-<I>^ 
where 4) and X are defined as in chapter 3; /„ is the identity matrix; and 
S = m- trace{P) . If there is no regularization term in the cost function, then 
trace(P) = m-k and 6= k, where k is the number of hidden units. 
2. LOO 
LOO 
m 
3 GCV 
mY^P^Y GCV = {m-S)' 
B.3 (!>'' : candidate O matrix 
During the training process, if three radial basis functions with three different widths (r = a, b, or c) are centered on top of 
each input point of the training data, the candidate <!> matrix (O'') for selection will be expressed as follows. 
= 
mxm 
nw 
Pm 
3'A 
•^luK 
( with the width "a" ) (with the width "b") ( with the width "c") 
where <!>''(, = ), is the value of the jth transfer ftinction (with width r) evaluated at the ith input vector , and there are m 
n-dimensional input vectors. A', = (Jc,, / = l,2,.,.,w. 
If an additional bias term is adopted, then the matrix will have an additional last column with components equal to 1. 
The final O matrix chosen after the training process is the subset of the candidate <!>'' matrix. 
135 
APPENDIX C. DATA 
C.1 Data Resources 
The data sets include monthly series from March 1973 to June 1996, and quarterly 
data from 1973;Q1 to 1996;Q2. 
Bilateral exchange Rates 
1. average monthly data; [Source: Federal Reserve Board data base; Federal Reserve 
Statistical Release 5] 
2. end-of-quarter data (both spot and forward rates); [Source; International Financial 
Statistics] 
Money supply (end of period, seasonal Ml): [Source; OECD Main Economic Indicators] 
C.1.1 Specific data for each country 
• Germany 
Long-term interest rate (LR)—Bond yields (public sector bonds) 
1. LRl (more than 3 years); [Source; OECD Main Economic Indicators] 
2. LR2 (7-15 years); this data series combine two data series, before January 1987 the 
series use bonds (more than three years) yields, start from January 1987, the data series 
use bonds (7-15 years) yields. 
[Source; OECD Main Economic Indicators; OECD monthly Financial Statistics] 
Short-term interest rates (SR)—Call money rate (money market rate) 
[Source; International Financial Statistics] 
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• Japan 
Lon -^term interest rate (LR)—Yields on the central government bonds 
[Source; OECD Main Economic Indicators] 
Short-term interest rates (SR)—Call money rate (money market rate) 
[Source; International Financial Statistics] 
• Italy 
Lon -^term interest rate (LR)—Yield on the long-term goverrmient bonds 
[Source; OECD Main Economic Indicators] 
• Unites States [Source; Federal Reserve Board data base ] 
Long-term interest rate (LR)—yield on the ten year Treasury notes 
Short-term interest rates (SR^ 
1. SRI— three-month Treasury bill rate 
2. SR2— Federal funds rate 
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C.2 Descriptive Statistics Of Three Exchange Rates 
Table C.2.1 German mark (quarterly) 
(a) Training set (first difference of natural logarithm of German mark) 
Period 75:2-92:4 75:4-93:2 76.2-93: 4 76:41-94:2 77:2-94:4 77:4-95:2 
Mean -0.0053 -0.0064 -0.0054 -0.0060 -0.0061 -0.0072 
Std 0.0663 0.0647 0.0653 0.0653 0.0652 0.0664 
Min -0.1505 -0.1505 -0.1505 -0.1505 -0.1505 -0.1505 
Max 0.1391 0.1391 0.1391 0.1391 0.1391 0.1391 
0(12) 14.6493 13.8491 15.4741 15.8583 15.5740 16.0664 
Skewness 0.2475 0.2142 0.1789 0.2059 0.2125 0.1919 
Kurtosis -0.4446 -0.3987 -0.4863 -0.4729 -0.4673 -0.5394 
JB 1.4258 1.1311 1.2130 1.2954 1.3070 1.4314 
Note : 0(12) is the Ljung-Box Q statistic; iqect the null hypothesis of no autocorrelation if the value 
of 0(12) is greater than 
JB represents the Jarque-Bera test (Normality test); rejea the null hypothesis that the series are 
independent normally distributed if the value of JB is greater than ^(o.os.2) = 5.991. 
* Significant at the 5 % level. 
(b) Test set 
Period 93:1-93:4 93:3-94:2 94:1:94:4 94:3-95:2 95:1-95:4 95:3-96:2 
Mean 0.0168 -0.0141 -0.0271 -0.0356 -0.0193 0.0238 
Std 0.0470 0.0522 0.0198 0.0533 0.0631 0.0093 
Min -0.0413 -0.0469 -0.0469 -0.1127 -0.1127 0.0103 
Max 0.0636 0.0636 0.0003 0.0003 0.0251 0.0308 
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Table C.2.2 Japanese yen (quarterly) 
(a) Training set (first difference of natural logarithm of Japanese yen) 
Period 75:2-92:4 75:4-93:2 76:2-93:4 76:41-94:2 77:2-94:4 77:4-95:2 
Mean -0.0121 -0.0147 -0.0139 -0.01501 -0.0144 -0.0161 
Std 0.0613 0.0620 0.0627 0.0632 0.0630 0.0641 
Min -0.1698 -0.1698 -0.1698 -0.1698 -0.1698 -0.1698 
Max 0.1142 0.1142 0.1142 0.1142 0.1142 0.1142 
0(12) 9.3022 9.9323 10.6770 11.9390 12.8749 15.3350 
Skewness -0.3984 -0.2928 -0.2978 -0.2536 -0.2826 -0.2382 
Kuitosis -0.3068 -0.4695 -0.5215 -0.6093 -0.5690 -0.6971 
JB 2.2298 1.7733 1.9621 1.9811 2.0175 2.2017 
Note ; same as in Table C.2.1. 
(b) Test set 
Period 93:1-93:4 93:3-94:2 94:1:94:4 94:3-95:2 95:1-95:4 95:3-%:2 
Mean -0.0273 -0.0187 -0.0286 -0.0394 0.0076 0.0643 
Std 0.0667 0.0601 0.0413 0.0550 0.1146 0.0576 
Min -0.0861 -0.8097 -0.8097 -0.1100 -0.1100 0.0291 
Mm 0.0618 0.0618 0.0130 0.0130 0.1501 0.1501 
Table C.2.3 Italian lira (quarterly) 
(a) Training set ( first difference of natural logarithm of Italian lira) 
Period 75:2-92:4 75:4-93:2 76:2-93: 4 76:41-94:2 77:2-94:4 77:4-95:2 
Mean 0.0119 0.0114 0.0100 0.0086 0.0086 0.0087 
Std 0.0641 0.0642 0.0603 0.0608 0.0611 0.0615 
Min -0.1259 -0.1259 -0.1259 -0.1259 -0.1259 -0.1259 
Max 0.2064 0.2064 0.1764 0.1764 0.1764 0.1764 
0(12) 7.5558 9.7920 15.3067 14.8220 14.4382 14.0087 
Skewness 0.5496 0.5611 0.2717 0.3121 0.3137 0.2943 
Kuitosis 0.4606 0.4419 -0.1895 -0.2461 -0.2865 -0.3633 
JB 3.7766 3.8867 1.0364 1.3931 1.4781 1.5075 
Note : same as in Table C.2.1. 
(b) Test set 
Period 93:1-93:4 
Mean 0.0368 
Std 0.0542 
Min -0.0348 
M^ 0.0830 
93:3-94:2 94:1:94:4 94:3-95:2 95:1-95:4 95:3-96:2 
0.0068 -0.0111 0.0083 -0.0070 -0.0166 
0.0557 0.0422 0.0459 0.0388 0.0050 
•0.0559 -0.0559 -0.0422 -0.0422 -0.0222 
0.0742 0.0459 0.0484 0.0484 -0.0100 
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APPENDIX D DETAILED TABLES FOR CHAPTER 5 
German Mark 
Univariate analyses (monthly data) 
Cntefia Period Model 
R.W. AR(1) MAfI) GRBF CRBF IRBF MRBF LRBF CCRBF ORBF 
RMSE 1 0.0248 0.0245 0.0235 0.0247 0.0247 0.0247 0.0247 0.0241 0.0248 0.0244 
2 0.0239 0.0233 0.0224 0.0231 0.0232 0.0232 0.023 0.0222 0.0233 0.0234 
3 0.01S3 0.0184 0.0189 0.018 0.0182 0.018 0.0177 0.017 0.0179 0.0177 
4 0.0269 0.0254 0.0256 0.0249 0.0249 0.0249 0.0247 0.0245 0.02S2 0.0247 
5 0.0278 0.0277 0.0269 0.0276 0.0275 0.0275 0.0275 0.0282 0.0273 0.0247 
6 0.0184 0.0186 0.0176 0.0193 0.0193 0.0193 0.0196 0.0202 0.0189 0.0193 
Averaoe 0.023S 0.0230 0.0225 0.0229 0.0230 0.0229 0.0229 0.0227 0.0229 0.0229 
Conect 
Direction 
1 05833 0.5833 0.6667 0.6667 0.6667 05833 0.5833 05667 05833 
2 0.5833 03 05833 05833 05833 05833 05833 0.6667 05 
3 0.6867 0.5 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
4 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
5 0.5 0.6667 0.4167 0.4167 0.4167 0.4167 0.4167 0.4167 0.4167 
6 0.6667 0.6667 05 05 05 0.4167 0.4167 05 05 
Aveiaqe 0.6111 05972 05833 05833 05833 05556 05556 05972 0.5556 
No. of 
centers 
1 2 2 2 2 2 2 4 
2 2 2 2 2 2 2 4 
3 2 2 2 2 2 2 5 
4 2 2 2 2 2 2 4 
5 2 2 2 2 2 2 4 
6 2 2 2 2 2 2 7 
Notes: Lag lea^  is equal to 1. 
GRBF.CRBFJRBFJ^ ilRBF use width (r) = 0.1 
Table D.2. German Mark analysis 1(b) 
Critena Period Model 
R.W. AR(1) MW1) GRBF CRBF IRBF MRBF LRBF CCRBF ORBF 
RMSE 1 0.0248 0.0245 0.0235 0.0245 0.0246 0i)246 0.0243 0.0245 0.0245 0.0244 
2 0.0239 0.0234 0.0224 0.0233 0.0233 0.0234 0.023 0.0229 0.0233 0.0228 
3 0.0193 0.0184 0.0189 0.0184 0.0182 0.0181 0.0179 0.0178 0.0181 0.0177 
4 0.0269 0.0254 0.0256 0.0252 0.0253 0.0252 0.0246 0.0245 0.0244 0.0247 
5 0.0278 0.0277 0.0269 0.0274 0.0271 0.0271 0.0268 0.0282 0.0263 0.0277 
6 0.0184 0.0186 0.0176 0.0192 0.0192 0.0183 0.0191 0.0202 0.0188 0.0193 
Average 0.0235 0.0230 0.0225 0.0230 0.0229 0.0228 0.0226 0.0230 0.0226 0.0228 
Correct 1 05833 05833 0.6667 0.6667 0.6667 0.6667 05667 0.6667 05833 
Direction 2 05833 05 05833 05833 05833 05833 0.6667 0.6667 05833 
3 0.6667 05 05833 05667 0.6667 0.6667 0.75 0.5833 0.6667 
4 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
5 05 0.6667 0.4167 05 05 05 0.4167 0.6667 0.4167 
6 0.6667 0.6667 05 05 0.6667 05 0.4167 0.4167 05 
Average 0.6111 0.5972 05694 05972 0.6250 0.5972 05972 0.6111 05694 
No. of 1 2 2 2 2 2 2 4 
centers 2 2 2 2 2 2 2 11 
3 2 2 2 2 2 2 5 
4 2 2 2 2 2 2 4 
5 2 2 2 2 2 2 4 
6 2 2 2 2 2 2 7 
No. of 1 2 2 2 3 3 3 1 
lag 2 3 3 3 3 3 3 2 
3 3 3 3 3 3 3 1 
4 3 3 3 3 1 3 1 
5 2 3 3 3 1 3 1 
6 2 2 3 3 1 3 1 
N<xes: Lag loi^  is selected from lag 1 tolag3 by nmiimizingtheBIC value. 
GRBF,CRBF4RBF.MRBF use width ( r) - 0.1 
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Table D.3. German Mark analysis 2(a) 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RIMSE 1 0.0248 0.02« 0.0235 0.0246 0.0245 0.0246 0.0246 0.0246 0.0247 O.Q2« 
2 O.QZ39 0.0234 0.0224 0.0229 0.0229 0.023 0.0231 0.0729 0.0233 0.0231 
3 0.0193 0.0184 0.0189 0.0179 0.0179 0.0179 0.018 0.0179 0.0183 0.0181 
4 0.0269 0.0254 0.0256 0.0248 0.0249 0.0249 0.0249 0.0255 0.0252 0.0251 
5 0.0278 0.0277 0.0269 0.0273 0.0273 0.0273 0.0273 0.0274 0.0272 0.0272 
6 0.0184 0.0186 0.0176 0.0193 0.0193 0.0192 0.0191 0.0188 0.0188 0.019 
Average 0.0235 0.0230 0.0225 nnrM 0.0228 0.0228 0.0228 0.0229 0.0229 0.0229 
Conect 
Diiectian 
1 0.5833 0.5833 0.5833 0.5833 0.6667 0.6667 0.5833 0.6657 0.6667 
2 0.5833 0.5 0.5833 0.5833 0.6667 0.6667 0.5833 0.6667 0.6667 
3 0.8867 0.5 0.6667 0.75 0.6667 0.75 0.6667 0.75 0.75 
4 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
5 0.5 0.6667 0.4167 0.4167 0.4167 0.4167 0.4167 0.4167 0.4167 
6 0.6667 0.6667 0.4167 0.4167 0.4167 0.4167 0.5 0.5 0.4167 
Average 0.6111 0.5972 0.5556 0.5694 0.5833 0.5972 0.5694 0.6111 0.5972 
No. of 
ccntefs 
1 9 9 9 8 6 7 6 
2 5 9 10 8 8 7 6 
3 S 17 7 7 4 10 S 
4 8 14 7 6 3 7 7 
S 8 7 7 7 3 7 6 
6 8 7 7 7 3 7 5 
Notes; Laglcng  ^is equal to 1. 
Except that IRBF.MRBF in periods 3.4 use width (R) = 0.G6, all others use P=0.1 . 
Table D.4. German Mark analysis 2(b) 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0248 0.0245 0.0236 0.0248 0.02« 0.0246 0.02  ^ 0.0246 0.0247 0.0245 
2 0.0239 0.0234 0.0224 0.0229 0.0229 0.023 0.0231 nirrpQ 0.0233 0.0231 
3 0.0193 0.0184 0.0189 0.0182 0.0179 0.0179 0.018 0.0179 0.0183 0.0181 
4 0.0269 0.0254 0.0256 0.0249 0.0249 0.0249 0.0249 0.0255 0.0252 0.0251 
5 0.0278 0.0277 0.0269 0.0273 0.0273 0.0273 0.0273 0.0274 0.0272 0.0272 
6 0.0184 0.0186 0.0176 0.0193 0.0193 0.0192 0.0191 0.0188 0.0188 0.019 
Average 0.0235 0.0230 0.0225 0.0229 0.0228 0.0228 0.0228 0.0229 0.0229 0.0229 
Correct 
Direction 
1 0.5833 0.5833 0.5833 0.SB33 0.6667 0.6667 0.5833 0.6667 0.6667 
2 0.5833 0.5 0.5833 0.5833 0.6667 0.6667 0.5S33 0.6667 0.6667 
3 0.6667 0.5 0.5833 0.75 0.6667 0.75 0.6667 0.75 0.75 
4 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6687 0.6667 
5 0.5 0.6667 0.4167 0.4167 0.4167 0.4167 0.4167 0.4167 0.4167 
6 0.6667 0.6667 0.4167 0.4167 0.4167 0.4167 05 0.5 0.4167 
Average 0.6111 0.5972 0.5417 0.5694 0.5B33 0.5972 0.5694 0.6111 0.5972 
No. of 
centBTs 
1 2 9 9 8 6 7 6 
2 5 9 10 8 8 7 6 
3 2 17 7 7 4 10 S 
4 8 14 7 6 3 7 7 
S 8 7 7 7 3 7 6 
6 8 7 7 7 3 7 S 
no. of 
lag 
1 2 1 1 1 1 1 
2 1 1 1 1 1 1 
3 3 1 1 1 1 1 
4 1 1 1 1 1 1 
5 1 1 1 1 1 1 
6 1 1 1 1 1 1 
Notes: Except ttiat IRBF.MRBF in periods 3,4 use width (r) = 0.Q6. all others use r=0.1. 
Lag leo^ h is selected fixxn lag 1 to Ug 3 by miniznizing the BIC value. 
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Table D.5. German Mark analysis 3(a) 
Criteria Period Model 
R.W. AR(1) MA{1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0248 0.0245 0.0236 0.0245 0.0245 0.02« 0.0246 0.0246 0.0247 0.0246 
2 0.0239 0.0234 0.0224 0.0229 0.0228 0.0229 0.0231 0.023 0.0233 0.0231 
3 0.0193 0.0184 0.0189 0.0179 0.0179 0.0179 0.018 0.0179 0.0181 0.0182 
4 0.0269 0.0254 0.0256 0.0248 0.0248 O.Q2« 0.025 0.0255 0.0252 0.025 
5 0.0278 0.0277 0.0269 0.0273 0.0273 0.0273 0.0273 0.0275 0.0272 0.0271 
6 0.0184 0.0186 0.0176 0.0193 0.0193 0.0192 0.0191 0.019 0.0188 0.0192 
Averaqe 0.0236 0.0230 0.0225 0.0228 0.0228 0.0228 0.0228 0.0229 0.0229 0.0229 
Correct 1 0.5833 05B33 0.5833 0.6667 0.6667 0.6667 0.5833 0.6667 0.6667 
Diredion 2 0.5B33 0.5 0.5833 0.5833 0.5833 0.5833 05833 0.6667 0.6667 
3 0.6867 0.5 0.75 0.6667 0.75 0.75 0.6667 0.6667 0.6667 
4 0.6867 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
5 0.5 0.6667 0.4167 0.4167 0.4167 0.4167 0.4167 0.4167 0.4167 
6 0.6867 0.6667 0.4167 0.4167 0.4167 0.4167 0.4167 0.5 0.5 
Average 0.6111 0.5972 0.5694 0.5694 0.5833 0.5833 aS5S6 0.S972 5972 
No. of 
centon 
1 S 8 10 8 7 7 4 
2 5 10 10 4 7 3 
3 10 4 10 4 2 3 
4 s 6 6 3 8 3 
5 8 6 6 3 7 3 
6 7 16 6 2 8 3 
Notes; Lag Img i^ is equal to I. 
GRBF.CRBFJRBF>IRBF use width (r) = 1. 
Table D.6. German Mark analysis 3(b) 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0248 0.0245 0.0235 0.0244 0.0245 0.0245 0.0246 0.0246 0.0247 0.0246 
2 0.0238 0.0234 0.0224 0.0229 0.0227 0.0229 0.0231 0.023 0.0233 0.0231 
3 0.0193 0.0184 0.0189 0.0181 0.0179 0.0179 0.018 0.0179 0.0181 0.0182 
4 0.0269 0.0254 0.0256 0.0252 0.0249 0.0249 0.025 0.0255 0.0252 0.025 
5 0.0278 0.0277 0.0269 0.0272 0.0273 0.0273 0.0273 0.0275 0.CE72 0.0271 
6 0.0184 0.0186 0.0176 0.0188 0.0193 0.0192 0.0191 0.019 0.0188 0.0192 
Average 0.0235 0.0230 0.0225 0.0228 0.0228 0.0228 0.0228 0.0229 0.0229 0.0229 
Correct 
Direction 
1 0.5833 0.5833 0.6667 0.6667 0.6667 0.6667 0.5833 0.6667 0.6667 
2 0.5B33 0.5 0.5833 0.5 0.5833 0.5833 0.5833 0.6667 0.6667 
3 0.6667 05 0.5833 0.6667 0.75 0.75 0.6667 0.6667 0.6667 
4 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
5 OS 0.6667 0.4167 0.4167 0.4167 0.4167 0.4167 0.4167 0.4167 
6 0.6667 0.6667 0.5 0.4167 0.4167 0.4167 0.4167 0.5 0.5 
Average 0.6111 0.5972 0.5684 0.5556 0.5833 0.SB33 0.5556 05972 05972 
No. of 
ceiilBih 
1 3 8 10 8 7 7 4 
2 3 3 10 4 7 3 
3 3 4 10 4 2 3 
4 3 6 6 8 3 3 
5 3 6 6 3 7 3 
6 3 16 6 2 8 3 
No. of 
lag 
1 3 1 1 1 
2 3 3 1 1 
3 3 1 1 1 
4 3 1 1 1 
5 3 1 1 1 
6 3 1 1 1 
Notes: G.C.IRBF choose from Iag1 (p I^ ), 
Laglen  ^is selected fixm lag 1 to 
Iag2(r=1). lag (r=1); MRBF choose from I 
lag 3 by miniioiangtfie BIC value. 
(r=1). Iag2(r=1). Iag3(r=0.5) 
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Table p.7. German Mark analysis 4(a2)—LRl 
Criteria penxl Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF U?BF CCRBF QRBF 
RMSE 1 0.0248 0.0245 0.0236 0.0248 0.0249 0.0248 0.0249 0.0247 0.0245 0.0248 
2 0.0239 0.0234 0.0224 0.0231 0.0229 0.023 0.0231 0.0228 0.0234 0.0232 
3 0.01 S3 0.0184 0.0189 0.0175 0.0172 0.0172 0.0172 0.0172 0.0178 0.0176 
4 0.0269 0.0254 0.0256 0.0243 0.0239 0.0239 0.024 0.0241 0.0245 0.0244 
5 0.0278 0.0277 0.0269 0.0266 0.0266 0.0265 0.0266 0.0269 0.0267 0.0269 
6 0.0184 0.0186 0.0176 0.0187 0.0187 0.0187 0.0185 0.0185 0.018 0.0185 
Average 0.023B 0.0230 0.0225 0.0225 0.0224 0.0224 0.0224 0.0224 0.0225 0.0226 
Cocreet 
Direction 
1 0.5833 0.5833 0.6667 0.5833 0.5833 0.5B33 0.5833 0.5833 0.5833 
2 0.5833 0.5 0.5833 0.5 0.5 0.5833 0.5833 0.5833 0.5833 
3 0.6667 0.5 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
4 0.6657 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
5 0.5 0.6667 05 05 0.5 0.5833 0.5 0.5B33 05 
6 0.6667 0.6667 0.5833 0.5833 0.5833 05 0.5833 0.5833 0.5833 
Average 0.6111 0.5972 0.6111 05833 0.5833 0.5972 0.5972 0.6111 0.5972 
No. of 
centers 
1 2 3 4 5 3 2 3 
2 2 3 4 5 3 2 3 
3 2 3 5 7 3 2 2 
4 2 3 5 5 3 2 3 
5 3 3 5 5 3 2 3 
6 3 3 4 4 3 2 3 
Notes : Laglcnj^ i is equal to 1. 
Width: GRB. CRBF. IRBF.MRBF(r=1) 
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Table D.8. Gennan Mark Univariate analysis [this is used to compare with multivariate 
analysis in analysis 4(a)] 
Cnteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 •.0248 0.0245 0.0235 0.Q2'C 0.0244 0.0242 0.0246 0.0246 0.0247 0.0246 
2 0.0239 0.0234 0.0224 0.0227 0.0227 0.0226 0.0229 0.023 0.0233 0.0232 
3 0.0193 0.0184 0.0189 0.0177 0.0176 0.0176 0.018 0.0179 0.0181 0.0181 
4 0.0269 0.0254 0.0256 0.0251 0.0251 0.0251 0.0255 0.0255 0.0252 0.025 
5 0.0278 0.0277 0.0269 0.0281 0.0276 0.028 0.0274 0.0275 0.0272 0.0271 
6 0.0184 0.0186 0.0176 0.0195 0.0192 0.0198 0.0187 0.019 0.0188 0.0192 
Average 0.0236 0.0230 0.0225 0.0229 0.0228 0.0229 0.0229 nrmo 0.0229 0.0229 
Correct 
Directjon 
1 0.5833 0.5833 0.6667 0.5 0.5 0.5833 0.5833 0.6667 0.6667 
2 0.5833 05 0.6667 0.5 0.5 05833 0.5833 0.6667 0.5833 
3 0.6667 C.5 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
4 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
5 0.5 0.6667 0.4167 0.4167 0.5 0.4167 0.4167 0.4167 0.4167 
6 0.6667 0.6667 0.4167 0.4167 0.5 0.5 04167 05 0.5 
Average 0.6111 0.5972 0.5834 05278 0.5556 0.5665 0.5556 0.5973 0.5834 
No. of 
centets 
1 3 4 4 6 7 7 4 
2 3 4 4 8 4 7 3 
3 3 4 S 4 4 2 3 
4 3 4 4 3 3 8 3 
5 3 3 4 3 3 7 3 
6 3 3 4 3 2 8 3 
Notes : Lag Iea0h is equal to 1. 
Width: GRB. CRBF {r=Q3)\ IRBF,MRBF(r=0.1) 
Table D.9. German Mark Univariate analysis [this is used to compare with multivariate 
analysis in analysis 5(a) and 5( c)] 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0248 0.0245 0.0236 0.0244 0.02-^  0.0251 0.0251 0.0247 0.0243 0.025 
2 0.0239 0.0234 0.0224 0.0229 0.0227 0.0234 0.0237 0.0233 0.024 0.0238 
3 0.0193 0.0184 0.0189 0.0181 0.0182 0.018 0.0182 0.0182 0.0186 0.0183 
4 0.0269 0.0254 0.0256 0.0252 0.0252 0.0251 0.0253 0.0254 0.0256 0.0257 
5 0.0278 0.0277 0.0269 0.0272 0.0272 0.0274 0.0271 0.0273 0.0274 0.0273 
6 0.0164 0.0186 0.0176 0.0188 0.019 0.0189 0.0181 0.0181 0.0181 0.0178 
Average 0.0235 0.0230 0.0226 0.0228 nOTTR 0.0230 0.0229 0.0228 00230 0.0230 
Correct 
Direction 
1 05833 0.5833 0.6667 0.6667 0.5 0.4167 0.5833 0.5833 0.6667 
2 05833 05 0.5833 0.5 05833 0.5833 05833 0.4167 0.6667 
3 0.6667 05 0.5833 0.5833 0.75 0.5833 0.5833 0.5833 0.6667 
4 06667 06667 0.6667 0.6667 0.6667 0.75 0.6667 0.75 0.75 
5 05 06667 0.4167 0.4167 0.4167 0.5 04167 0.4167 0.5 
6 0.6667 0.6667 0.5 0.4167 0.4167 0.6667 0.6667 0.6667 0.75 
Average 0.6111 0.5972 0.5656 0.5417 0.5556 0.5833 0.5833 0.5696 0.6667 
No. of 
centers 
1 3 3 4 3 3 2 2 
2 3 3 4 3 3 2 2 
3 3 3 7 4 3 2 2 
4 3 3 S 3 3 4 2 
5 3 3 S 3 3 3 2 
6 3 3 4 3 3 3 2 
Notes: Lag length is equal to 3. 
Width: GRB, CRBF, IRBF (r=1); MRBF (r=0.5). if MRBF(r=1), r-square Is not good. 
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Multivariate analyses (monthly data) 
Table D.IO. German Mark analysis 4(al)—LRl 
Critena Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.Q248 0.0245 0.0236 0.0239 0.0241 0.0238 0.0247 0.0247 0.0245 0.0246 
2 0.0239 0.0234 0.0224 0.0212 0.0218 0.0213 0.0229 0.0228 0.0234 0.0232 
3 0.0193 0.0184 0.0189 0.0174 0.0177 0.0173 0.0174 0.0172 0.0178 0.0176 
4 0.0269 0.0254 0.0256 0.0244 0.0223 0.0223 0.0242 0.0241 0.0245 0.0248 
5 0.0278 0.0277 0.0269 0.0274 0.0281 0.0259 0.0269 0.0269 0.0267 0.0268 
6 0.0184 0.0186 0.0176 0.02 0.0194 0.0192 0.0186 0.0185 0.018 0.0185 
Avefage 0.0236 0.0230 0.0225 0.0224 0.0222 0.0216 0.0224 00224 nnry; 0.0226 
Correct 1 0.SS33 0.5833 0.5 0.5833 0.5833 0.5833 0.5B33 0.5833 0.SB33 
Direction 2 0.5833 0.5 0.5 0.5833 0.5 0.5833 0.5833 O.SB33 0.5833 
3 0.6067 0.5 0.6667 0.6667 0.5833 0.6667 0.6667 0.6667 0.6667 
4 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6867 0.6667 
5 0.5 0.6667 0.5 0.5 0.5 0.5 0.5 0.5833 0.5 
6 0.6667 0.6067 0.5833 05833 0.5833 0.5833 0.5833 05833 0.5833 
Avetage 0.6111 0.9972 0.5694 0.3972 0.5694 0.5972 05972 0.6111 0.S972 
No. of 
ceiitBifc 
1 5 4 6 3 3 2 3 
2 5 4 6 3 3 2 3 
3 5 4 6 3 3 2 2 
4 5 4 4 3 3 2 3 
5 8 4 4 3 3 2 3 
6 4 4 4 3 3 2 3 
Notes : Lag length is equal to 1. 
Width: GRB, CRBF (r=0.2); lRBF.MRBF(r=0.1) 
Table p. 11. German Mark analysis 4(b) 
Catena ^ -J I'cnoa Model 
R.W. AR(1) MA<1) GRBF CRBF IRBF MRBF Lf^  CCRBF QRBF 
RMSE 1 0.0248 0.0245 0.0235 0.0244 0.0242 0.0252 0.0249 0.0247 0.0248 0.0254 
2 0.0239 0.0234 0.0224 0.0222 0.0233 0.0234 0.0234 0.0232 0.0234 0.0236 
3 0.0193 0.0184 0.0189 0.0173 0.0171 0.0176 0.0174 0.0176 0.0178 0.0176 
4 0.0269 0.0254 0.0256 0.0243 0.0233 0.0223 0.0242 0.0245 0.0245 0.0246 
5 0.0278 0.02T7 0.0269 0.0282 0.0285 0.0279 0.028 0.0278 0.0267 0.0278 
6 0.0184 0.0186 0.0176 0.0208 0.0211 0.0192 0.0202 0.0202 0.0182 0.0198 
Average 0.0235 0.0230 0.0225 0.0229 0.0229 0.0226 0.0230 0.0230 0.0226 0.0231 
Correct 1 05833 05833 05833 05833 0.6667 05833 05833 0.6667 0.5 
Direction 2 05833 05 05 05833 05833 05 0.5833 05833 05 
3 0.6667 05 05833 0.6667 0.6667 0.6667 0.6667 0.6667 05833 
4 0.6667 0.6687 0.6667 05833 05667 0.6667 0.75 0.6667 0.75 
S 05 0.6667 05 0.4167 0.4167 0.4167 0.4167 05833 0.4167 
6 0.6667 0.6667 0.4167 05 05833 0.4167 0.4167 0.6667 05833 
Average 0.6111 05972 0.5417 05556 05972 0.5417 0.5694 0.6389 05556 
No. of 1 3 3 4 3 4 2 2 
ceiiteis 2 4 4 4 3 4 2 2 
3 4 3 4 3 4 2 2 
4 3 5 4 3 4 2 3 
5 4 4 5 3 3 2 3 
6 3 5 4 3 3 3 3 
No. of 1 2 2 2 2 2 2 3 
lag 2 2 3 2 2 2 1 2 
3 2 2 2 1 3 1 1 
4 3 2 1 1 3 1 3 
5 2 2 2 2 2 1 2 
6 2 2 1 2 2 3 2 
Notes: Lagleo i^ssdeded&omlag I toUg3 by imniimzingtfaeBIC value. 
GRBF.CRBF select from Iag1(r=0.2), Iag2(r=0.5):lag3(r=1); IRBF.MRBF select from Iag1(r=0.1), 
Iag2(r=0.5);lag3(r=1) 
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Table D. 12. German Mark analysis 4(c) 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0245 0.0236 0.0251 0.0251 0.0251 0.0251 0.0251 0.0254 0.0245 
2 0.0238 0.0234 0.0224 0.0231 0.0232 0.0232 0.0234 aQ23 0.0234 0.0236 
3 0.0193 0.0184 0.0189 0.0172 0.0172 0.0172 0.0171 0.0169 0.0175 0.0175 
4 0.0269 0.0254 0.0256 0.0235 0.0234 0.0235 0.0232 0.0236 0.Q239 0.0244 
5 0.0278 0.0277 0.0269 0.0264 0.Q2G5 0.0265 0.0265 0.0267 0.0265 0.0266 
6 0.0184 0.0186 0.0176 0.0190 0.0191 0.0189 0.0189 0.019 0.0188 0.0186 
Average 0.023S 0.0230 0.0225 0.0224 0.0224 0.0224 0.0223 0.0224 0.0226 nryyy; 
Correct 
OiracSon 
1 0.SB33 0.5833 0.5 0.5 0.5 0.5 0.5833 0.4167 0.5833 
2 0.5833 0.5 0.5833 0.5833 0.5B33 0.5833 0.5833 0.5833 0.5833 
3 0.6667 0.5 0.6667 0.6667 0.6667 0.6667 0.6667 0.75 0.75 
4 0.6667 0.6667 0.6667 0.75 0.75 0.6667 0.6667 0.8333 0.6667 
5 0.5 0.6667 0.5833 0.5 0.5 0.5 0.5 0.6667 0.5 
6 0.6667 0.6667 0.5833 0.5 0.5833 0.5833 0.5833 0.5 0.5833 
Average 0.6111 0.5972 0.5972 0.5833 0.5972 0.5833 0.5972 O.S250 0.6111 
No. of 
caiiteifc 
1 3 3 S 4 4 2 3 
2 3 3 5 5 3 2 3 
3 3 3 S 10 4 2 2 
4 3 3 S s 3 2 3 
S 3 3 5 5 3 2 3 
6 3 3 5 4 3 3 3 
N'otes: Lagleag i^ isequalto 1. 
GRB. CRBF, IRBF.MRBF use width (r) = 1. 
Table D. 13. German Mark analysis 4(d) 
Criteria period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0248 0.0245 0.0235 0.0233 0.0247 0.026 0.0249 0.0252 0.0249 0.0251 
2 0.0239 0.0234 0.0224 0.0230 0.0236 0.024 0.0233 0.023 0.024 0.0236 
3 0.0193 0.0184 0.0189 0.0178 0.0176 0.0178 0.0171 0.0174 0.0175 0.0175 
4 0.0269 0.0254 0.0256 0.0241 0.0239 0.0233 0.0238 0.0241 0.0239 0.0245 
5 0.0278 0.0277 0.0269 0.0274 0.0268 0.0273 0.0276 0.0271 0.0265 0.0273 
6 0.0184 0.0186 0.0176 0.0201 0.0202 0.0205 0.0203 0.0194 0.0185 0.0199 
Average 0.0235 0.0230 0.0225 0.0226 0.0228 0.0231 0.0228 0.0227 0.0225 0.0230 
Correct 
Direction 
1 0.5833 0.5833 0.5833 0.5 0.5 0.5833 0.5833 0.5833 0.5833 
2 0.5833 0.5 0.5 0.5833 05833 0.5833 05833 0.5833 0.5833 
3 0.6667 0.5 0.5833 0.5833 0.6667 0.6667 0.5833 0.75 0.75 
4 0.6667 0.6667 0.5833 0.6667 0.6667 0.6667 0.6667 0.8333 0.75 
5 0.5 0.6667 0.5 0.5 0.4167 0.4167 0.4167 0.6667 0.5 
6 0.6667 0.6667 0.4167 0.5 0.5 0.4167 0.5 0.5833 0.5 
Average 0.6111 0.5972 0.5278 0.5556 0.S556 0.5556 0.5556 0.6667 0.6111 
No. of 
centers 
1 5 2 3 4 4 2 2 
2 3 2 4 4 4 2 3 
3 4 4 6 10 4 2 2 
4 5 4 5 4 3 2 3 
S 4 3 5 3 3 2 2 
6 3 4 5 3 3 2 3 
No. of 
lag 
1 2 2 2 2 2 2 3 
2 3 2 2 2 2 3 3 
3 2 2 2 1 3 1 1 
4 2 3 2 2 2 1 3 
5 3 2 2 2 3 1 3 
6 2 2 2 2 3 3 2 
Notes: Lag lengh is sdeatd from lag 1 tolag3 by nmiiiniziiigtheBIC vahie. 
GRBF.CRBF, IRBF, MRBF select from Iag1 (r=1), Iag2(r=0.5), Iag3(r=1). 
146 
Table D. 14. German Mark analysis 5(a) 
Criteria period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0248 0.0245 0.0235 0.0243 0.0238 0.0249 0.0247 0.0243 0.0242 0.0249 
2 O.QZ39 0.0234 0.0224 0.0230 0.0227 0.0232 0.0238 0.0231 0.0241 0.0236 
3 0.0193 0.0184 0.0189 0.0184 0.0184 0.0184 0.0181 0.0183 0.018 0.0179 
4 0.0269 0.0254 0.0256 0.0252 0.0253 0.0252 0.02S2 0.025 0.0251 0.0252 
5 0.0278 0.0277 0.0269 0.0269 0.027 0.027 0.027 0.0271 0.0273 0.0266 
6 0.0184 0.0186 0.0176 0.0188 0.0191 0.0189 0.0185 0.0191 0.0177 0.018 
Average 0.0236 0.0230 0.0225 0.0228 0.0227 0.0229 0.0229 0.0228 0.0227 0.0227 
Comect 
Direction 
1 0.5833 0.5833 0.6667 0.6667 0.S833 0.6667 0.6667 0.5833 0.6667 
2 05833 0.5 0.5833 0.5 0.5 0.6667 0.5833 0.5833 0.6667 
3 0.6667 0.5 0.5833 0.SB33 0.5833 0.5833 05833 06667 0.6667 
4 0.6667 0.6667 0.6667 0.6667 0.75 0.75 0.6667 0.5833 0.6667 
5 0.5 0.6667 0.5833 0.9833 0.5833 0.4167 0.4167 0.4167 0.5833 
6 0.6667 0.6667 0.5 05 0.5 0.5833 0.4167 0.75 0.6667 
Average 0.6111 0.3972 0.5972 0.5833 0.5833 0.6111 0.5556 0.5972 0.6528 
No. of 
centers 
1 3 3 5 5 4 2 2 
2 4 3 S S 4 2 4 
3 3 5 7 s 5 2 2 
4 4 4 6 5 6 2 3 
5 4 4 6 4 4 2 3 
6 4 4 4 4 4 2 3 
Notes : Lagleogb is equal to 3. 
Width: GRB. CRBF, IRBF (r=1); MRBF(f=0.5) 
Table D. 15. Gennan Mark analysis 5(b) 
Criteria period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0248 0.0245 0.0235 0.0243 0.0244 0.0246 0.0246 0.0245 0.0247 0.0244 
2 0.0238 0.0234 0.0224 0.023 0.0227 0.0232 0.0233 0.0233 0.0241 0.0235 
3 0.0193 0.0184 0.0189 0.0184 0.0184 0.0182 0.0184 0.0183 0.018 0.0179 
4 0.0269 0.0254 0.0256 0.0252 0.0253 0.0252 0.0252 0.0253 0.0251 0.0252 
5 0.0278 0.0Z77 0.0269 0.0269 0.CET5 0.0274 0.0275 0.Q2B 0.0273 0.0274 
6 0.0184 0.0186 0.0176 0.0197 0.0191 0.0194 0.0193 0.0195 0.0177 0.018 
Average 0.0235 0.0230 0.0225 0.0229 0.0229 0.0230 0.0231 0.0232 0.0228 0.0227 
Correct 1 0.5833 0.5833 0.6667 0.6667 0.6667 0.6667 0.5833 0.5B33 0.5833 
Direction 2 0.5833 0.5 0.5833 0.5 0.5 0.5833 0.SB33 05833 0.5833 
3 0.6667 0.5 0.5S33 0.5833 0.6667 0.6667 0.5833 0.6667 0.6667 
4 0.6667 0.6667 0.6667 0.6667 0.6667 0.75 0.6667 0.5833 0.6667 
5 0.5 0.6667 05833 0.4167 0.4167 0.4167 0.4167 0.4167 0.4167 
6 0.6667 0.6667 0.5 05 0.4167 0.4167 0.4167 0.75 0.6667 
Average 0.6111 05972 05972 0.5556 0.5556 0.5833 0.5417 0.9972 0.9972 
No. of 1 3 3 4 3 4 3 2 
centers 2 4 3 5 3 4 2 3 
3 3 S 7 7 S 2 2 
4 4 4 5 S 4 2 3 
S 4 3 5 5 4 2 3 
6 3 4 S 5 4 2 3 
No. of 1 3 2 1 1 1 1 1 
lag 2 3 3 2 1 1 3 1 
3 3 3 1 1 3 3 3 
4 3 3 1 3 1 3 3 
5 3 1 1 1 1 3 1 
6 2 3 1 1 1 3 3 
Notes: Lag l«0h is sdectfd from lag 1 to lag 3 by minimizing the BIC value. 
Width: GRBF.CRBF. IRBF (r=1), MRBF (r=0.5). 
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Table D. 16. German Mark analysis 5(c) 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0248 0.0245 0.0235 0.0244 0.0243 0.0249 0.0252 0.0248 0.0242 0.0249 
2 0.0239 0.0234 0.0224 0.0228 0.0228 0.0236 0.0236 0.0235 0.0233 0.0235 
3 0.0193 0.0184 0.0189 0.0181 0.0181 0.0181 0.018 0.0181 0.0182 0.018 
4 0.0269 0.0254 0.0256 0.0255 0.0249 0.0251 0.02SO 0.0249 0.0251 0.0254 
5 0.027S 0.0277 0.0269 0.0271 0.0272 0.0269 0.0272 0.0271 0.0268 0.0267 
6 0.0184 0.0186 0.0176 0.0184 0.0193 0.0188 0.019 0.0192 0.0178 0.0178 
Average 0.0236 0.0230 0.0225 0.0227 0.0228 0.0229 0.0230 0.0229 0.0226 0.0227 
Conect 
Directian 
1 0.5833 0.5833 0.6667 0.6667 0.4167 0.5 0.5 0.5833 0.6667 
2 0.5833 0.5 0.5 0.5 0.5833 0.5833 0.5833 0.5833 0.6667 
3 0.6667 0.5 0.5833 0.5833 0.6667 0.75 0.6667 0.6667 0.5833 
4 0.6667 0.6667 0.75 0.6667 0.6667 0.6667 0.6667 0.75 0.6667 
5 0.5 0.6667 0.5833 0.4167 0.5833 0.4167 0.4167 0.5833 0.5 
6 0.6667 0.6667 0.5833 0.4167 0.4167 0.4167 0.4167 0.75 0.6667 
Average 0.6111 05972 0.6111 05417 0.5556 0.5556 05417 0.6628 0.6250 
No. of 
centers 
1 3 4 4 4 3 2 2 
2 2 3 S 4 2 3 
3 3 3 7 5 2 2 
4 2 3 6 4 2 2 
5 2 3 5 4 2 4 
6 2 3 4 4 2 2 
Notes : Lag lengh is equal to 3. 
Width; GRB, CRBF. IRBF. MRBF (r=1). 
Table D. 17. German Mark analysis 5(d) 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0248 0.0245 0.0235 0.0244 0.0243 0.0244 0.0246 0.0245 0.0242 0.0248 
2 0.0238 0.0234 0.0224 0.0228 0.0223 0.0229 0.0231 0.0232 0.0233 0.0232 
3 0.0193 0.0184 0.0189 0.0181 0.0181 0.0179 0.0182 0.0182 0.0182 0.018 
4 0.0269 0.0254 0.0256 0.0255 0.0249 0.025 0.0250 0.0252 0.0251 0.025 
5 0.0278 0.0277 0.0269 0.0271 0.0272 0.0276 0.0272 0.0276 0.0268 0.027 
6 0.0184 0.0186 0.0176 0.0184 0.0196 0.0194 0.019 0.0191 0.0178 0.0178 
Average 0.0235 0.0230 0.0225 0.0227 0.0228 0.0229 0.0229 0.0229 0.0226 0.0226 
COOBCt 
Direction 
1 0.5833 0.5833 0.6667 0.6667 0.5833 0.6667 0.6667 0.5833 0.5833 
2 0.5833 0.5 0.5 0.5 0.5833 0.5833 0.5833 0.5833 0.5833 
3 0.6667 0.5 0.5833 0.5833 0.5833 0.6667 0.6667 0.6667 0.5833 
4 0.6667 0.6667 0.75 0.6667 0.6667 0.6667 0.6667 0.75 0.6667 
S 0.5 0.6667 0.5833 0.4167 0.4167 0.4167 0.4167 0.5833 0.5 
6 0.6667 0.6667 0.5833 0.5 0.5 0.4167 0.5 0.75 0.6667 
Averaqe 0.6111 0.5972 0.6111 0.5556 0.5556 0.5695 0.5833 0.6528 0.9972 
No. of 
centers 
1 3 4 3 3 4 2 3 
2 2 3 3 3 4 2 3 
3 3 3 4 4 3 2 2 
4 2 3 4 4 3 2 3 
S 2 3 4 3 3 2 3 
6 2 4 4 3 3 2 2 
No. of 
lag 
1 3 3 1 1 1 3 1 
2 3 3 1 1 1 3 1 
3 3 3 1 1 1 3 3 
4 3 3 1 3 1 3 1 
5 3 3 1 1 1 3 1 
e 3 1 1 1 1 3 3 
Notes; Lag Iea0h is sdecSed fiom lag 1 to tag3 by nunimiziiigthe BIC vahw. 
GRBF.CRBF. IRBF select from lag=1 (r=0.5), Iag2(r=1) arxl Iag3(r=1); MRBF select frotn lagi (r=0.5). Iag2(r=1). 
Iag3(r=05) 
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Japanese Yen 
Univariate analyses (monthly data) 
Table D.18. apanese Yen analysis I 
Criteria Period Mode) 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 O.Q2« 0.025 0.0246 0.0248 0.0248 0.0259 0.0248 0.0245 0.0235 0.0245 
2 •.•208 0.0245 0.02« 0.0243 0.0247 0.0239 0.0248 0.0239 0.0237 0.024 
3 0.C3213 0.0235 0.0234 0.023 0.023? 0.0231 0.0224 0.0228 0.0224 0.0228 
4 0.0364 0.C336 0.0834 0.0326 0.0319 0.0322 0.0825 0.0329 0.033 0.0333 
5 0.0453 0.0368 0.0384 0.0394 0.0387 0.0889 0.0388 0.089 0.0359 0.0394 
6 0.0334 00301 0.0293 0.0322 0.0318 0.0017 0.0319 0.031 0.0334 0.0316 
Average 0.0303 0.0298 0.0289 0.0294 0.0292 0.0293 0.0292 0.0290 0.0293 0.0292 
CoCTCCt 1 0.5 0.5 0.5 0.5833 0.5 0.5 0.5 0.5 0.5 
Oirection 2 0.3333 0.3333 0.4167 0.5 0.4167 0.5 0.5833 0.5 0.5 
3 0.3333 0.3333 0.5 0.5B33 0.SB33 0.SB33 0.5833 0.5833 0.5 
4 0.4167 0.4167 0.5 0.5833 0.5833 0.5 0.5833 0.5 0.4167 
5 0.5833 0.5 0.5 0.5B33 0.5833 0.5 0.6667 0.5833 0.5833 
6 0.5 0.4167 0.4167 0.3333 0.3833 0.4167 0.5 0.5833 0.5 
Aveiage 0.4444 0.4167 0.4722 0.5278 0.5000 O.SOOO 0.5694 0.5417 0.5 
No. of 1 2 2 2 2 3 2 7 
centers 2 2 2 2 2 2 2 2 
3 2 2 2 2 2 2 2 
4 2 2 2 2 2 2 2 
5 2 2 2 2 2 2 7 
6 2 2 2 2 2 2 6 
Notes : Lag length is equal to 3. 
Widlh; GRB (r=1);CRBF. IRBF MRBF {p=0.1) 
Table D.19. Fapanese Yen analysis 2 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0245 0.025 0.0246 0.0233 0.0229 0.0232 0.0236 0.0252 0.0236 0.0233 
2 0.0206 0.0245 0.02« 0.0231 0.0235 0.0232 0.0231 0.0251 0.0223 0.0227 
3 0.0213 0.0236 0.0234 0.0222 0.0225 0.0223 0.022 0.023 0.0218 0.0219 
4 0.0364 0.0336 0.0834 0.0825 0.0815 0.0819 0.0326 0.0328 0.0338 0.0831 
5 0.0453 0.0393 0.0384 0.0398 0.0396 0.0309 0.0403 0.0409 0.0418 0.0404 
6 0.0334 0.0801 0.0298 0.0824 0.0827 0.0327 0.0329 0.0332 0.0325 0.0326 
Average 0.0803 0.0293 0.0289 0.0289 0.0288 0.0289 0.0291 0.0800 0.0298 0.0290 
Correct 1 05 05 05833 05833 05833 05 05 05 05 
Direction 2 0.3333 03333 05 05833 0.5833 0.4167 05 0.3333 05 
3 0.3333 0.3333 05833 05833 05833 0.5833 05 0.4167 0.5833 
4 0.4167 0.4167 05 0.5833 0.5833 05 05833 05 0.5833 
5 05833 05 05 0.5833 0.5833 05 05833 0.5 0.5833 
6 05 0.4167 0.4167 03333 03333 03333 0.4167 03333 0.4167 
Average 0.4444 0.4167 05139 05417 05417 0.4722 05139 0.4306 05278 
No. of 
centers 
1 4 3 4 4 4 14 3 
2 3 3 4 3 3 11 4 
3 3 3 4 5 3 13 3 
4 2 3 3 3 3 11 3 
S 3 3 3 2 3 11 3 6 3 3 3 3 3 11 3 
Notes: Lag length is equal to 3. 
Width: GRB (r=0.2);CRBF. IRBF MRBF (r=0.1) 
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Table D.20. Japanese Yen analysis 3 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF GRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0245 0.025 OJDOAB 0.0232 0.0233 0.0233 0.0233 0.0251 0.0238 0.0237 
2 0.0208 0.0245 0.0242 0.0231 0.0232 0.0234 0.0232 0.0251 0.0229 0.0232 
3 0.0213 0.0235 0.0234 0.0222 0.0224 0.0227 0.0224 0.0232 0.0221 0.0222 
4 0.0364 0.QQ36 0.0334 0.0324 0.032 0.0315 0.0324 0.0328 0.0338 0.0334 
5 0.0453 0.0353 0.0384 0.0399 0.0399 0.0396 0.0403 0.04S 0.042 0.0419 
6 0.0334 0.0001 0.0293 0.0321 0.0326 0.0327 0.0333 0.0332 0.0326 0.0332 
Average O.C303 0.0293 0.0289 0.0288 0.0289 0.0289 0.0291 0.0301 0.0295 0.0296 
Correct 
Direction 
1 0.5 0.5 0.5 0.5B33 0.5833 0.5 0.5 0.5 0.5 
2 0.3333 03333 0.5 0.5833 0.5833 0.5833 0.5 0.3333 0.5 
3 0.3333 0.3333 0.5B33 0.5B33 OSB33 0.5833 0.5833 0.3333 0.4167 
4 0.4167 0.4167 0.5 0.5833 0.5833 0.5833 0.5833 0.5 0.5 
S 0.5833 0.5 0.5 0.5833 0.5833 0.5833 0.5B33 05833 0.5833 
6 0.5 0.4167 03333 0.3333 0.3333 0.3333 0.4167 0.4167 0.4167 
Average 0.4444 0.4167 0.4861 0.5417 0.5417 0.5279 0.5278 0.4444 0.4861 
No. of 
centers 
1 3 5 3 3 3 2 2 
2 3 3 3 3 3 2 2 
3 3 3 3 3 3 2 2 
4 3 3 3 3 3 2 2 
5 3 •? 3 3 3 2 2 
6 2 3 3 3 3 2 2 
Notes : Lag length is equal to 3. 
Width: GRB, CRBF(r=2): IRBF MRBF (r= 1) 
Table D.21. Japanese Yen univariate analysis [this is used to compare with multivariate 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 00245 0.025 0.0246 0.0233 0.0235 0.0233 0.0236 0.0251 0.0238 0.0237 
2 0.0208 0.0245 0.024Z 0.0231 0.0233 0.0234 0.023 0.0251 0.0229 0.0232 
3 0.0213 0.0235 0.0234 0.0222 0.0222 0.0227 0.022 0.0232 0.0221 0.0222 
4 0.0364 0.0336 0.0334 0.0325 0.0323 0.0315 0.0327 O.CS28 0.0338 0.0334 
5 0.0453 0.0393 0.0384 0.03S8 0.0401 0.03S6 0.0406 0.0409 0.042 0.0418 
6 0.0334 0.0301 0.0293 0.0324 0.0327 0.0327 0.0328 0.0332 0.0326 0.0332 
Average 0.0303 0.0233 0.0289 0.0289 0.0290 0.0289 0.0291 0.0301 0.02S6 0.0296 
Correct 
Direction 
1 05 0.5 0.5833 0.5833 0.5833 0.5 0.5 0.5 0.5 
2 0.3333 0.3333 0.5 0.5833 0.5833 0.5833 0.5 03333 0.5 
3 0.3333 0.3333 0.5833 0.5833 0.5833 0.5833 0.5833 0.3333 0.4167 
4 0.4167 0.4167 05 0.5833 0.5B33 0.5833 0.5833 0.5 0.5 
5 0.5833 05 0.5 0.5 0.5833 05833 0.5833 0.5833 0.5833 
6 0.5 0.4167 0.4167 0.4167 0.3333 0.3333 0.4167 0.4167 0.4167 
Average 0.4444 0.4167 0.5139 0.5417 0.5416 0.5278 0.527B 0.4444 0.4861 
No. of 
centers 
1 4 5 3 5 3 2 2 
2 3 5 3 5 3 2 2 
3 3 5 3 5 3 2 2 
4 3 5 3 5 3 2 2 
5 3 4 3 5 3 2 2 
6 3 4 3 4 3 2 2 
Notes : Lag length is equal to 3. 
Width: GRB. CRBF(r=Z5): IRBF MRBF (r=1) 
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Table D.22. Japanese Yen univariate analysis [this is used to compare with 
multivariate analysis in analysis 5(c)] 
Criteria Period 
R.W. AR(1) MA(1) GRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0245 0.025 0.0246 0.0237 0.0236 0.0251 0.0238 0.0237 
2 0.020B 0.0245 0.0242 0.0232 0.023 0.0251 0.0229 0.0232 
3 0.0213 0.0235 0.0234 0.0222 0.022 0.0232 0.0221 0.0222 
4 D.0364 0.0336 0.0334 0.0326 0.0327 0.032B 0.0338 0.0334 
S 0.0«3 0.0393 0.0384 0.0«B 0.0«6 o.o«g oxyez 0.0418 
6 0.0334 0.0301 0.0293 0.0325 0.0328 0.0332 0.0326 0.0332 
Average 0.0303 0.0293 0.0289 0.0291 0.0291 0.0001 0.0295 0.0296 
COfTBCt 
Direeton 
1 0.5 05 05833 05 05 05 05 
2 03333 0.3333 0.4167 05833 05 03333 05 
3 03333 03333 0.5833 05833 0.5833 0.3333 0.4167 
4 0.4167 0.4167 0.5 05S33 05833 05 05 
S 05833 05 0.5 05833 05833 05833 05833 
6 05 0.4167 0.4167 03333 0.4167 0.4167 0.4167 
Aveiage 0.4444 0.4167 0.5000 0.5278 05278 0.4444 0.4861 
No. of 
centers 
1 7 5 3 2 2 
2 5 6 3 2 2 
3 7 6 3 2 2 
4 9 6 3 2 2 
5 4 6 3 2 2 
6 4 4 3 2 2 
Notes : Lag length is equal to 3. 
Width: GRB (r=3); MRBF (r= 1) 
Multivariate analyses (monthly data) 
Table D.23. Japanese Yen analysis 4 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0245 0.025 0.0246 0.0222 0.0225 0.0237 0.0226 0.0258 0.0235 0.0244 
2 0.0208 0.0245 0.02^  0.0222 0.0226 0.0228 0.0227 0.02S9 0.0224 0.0232 
3 0.0213 0.0235 00234 0.0227 0.0226 0.0221 0.0222 0.0223 0.0225 0.0226 
4 0.0364 0.0336 0.0334 0.0326 0.0329 0.0332 0.0333 0.0334 0.034 0.0336 
5 0.0453 0.0383 0.0384 0.0402 0.0417 0.0411 0.0413 0.0409 0.0«9 0.0422 
6 0.0334 0.0301 0.0293 0.0328 0.0331 0.0332 0.0331 0.0337 0.0332 0.03  ^
Average 0.0303 O.QQSS 0.0289 0.0288 0.0292 0.0293 0.0292 0.0303 0.0298 0.0300 
Correct 
Direction 
1 05 05 05833 05833 0.5833 05833 05 05 05 
2 03333 03333 05833 0.5 05833 0.5 0.3333 0.4167 0.4167 
3 03333 0.3333 05 05 0.5 05 0.4167 0.4167 0.4167 
4 0.4167 0.4167 05 0.5 0.5833 05 05 05 05 
5 0.5833 05 0.6667 0.6667 0.6667 0.5833 05833 0.6667 0.5833 
6 05 0.4167 05 05 05 0.4167 0.4167 05 0.25 
Avoiaae 0.4444 0.4167 05556 05417 05694 05139 0.4583 05000 0.4445 
No. of 
Leiiteis 
1 4 5 5 4 4 3 2 
2 4 4 4 4 3 3 2 
3 4 4 4 4 4 3 2 
4 4 4 5 4 3 2 2 
5 4 4 6 4 4 2 3 
6 4 4 4 4 3 3 2 
Notes : Lag length is equal to 3. 
Width: GRB. CRBF(r=2.5): IRBF MRBF (r= 1) 
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Table D.24. Japanese Yen analysis 5(a) 
Critena Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0245 0.025 0.0246 0.0232 0.0228 0.0237 0.023 0.0237 0.0237 0.0239 
2 0.0206 0.0245 0.0242 0.0224 0.0231 0.023 0.0223 0.0241 0.0228 0.0224 
3 0.0213 0.0235 0.0234 0.0218 0.0219 0.0225 0.0217 0.0223 0.0221 0.0218 
4 0.0364 0.0336 0.0334 0.0323 0.0324 0.0315 0.0328 0.0327 0.0336 0.0332 
5 0.0453 0.0393 0.0384 0.0402 0.0406 0.0GG6 0.041 0.0403 0.0414 0.0423 
6 0.0334 0.0301 0.0293 0.0329 O.GS25 0.0325 0.0328 0.0327 0.0334 0.0336 
Average 0.0303 0.0293 0.0289 0.0288 0.0289 0.0288 0.0289 0.0298 0.0296 0.0295 
Correct 
Oirectian 
1 0.5 0.5 0.5 0.5833 0.5833 0.5833 0.5833 0.5 0.5 
2 0.3333 0.3333 0.5833 0.5B33 0.5333 0.5833 0.5833 0.4167 
3 0.3333 0.3333 0.5833 0.5833 0.5833 0.5833 0.5833 0.3333 0.5833 
4 0.4167 0.4167 0.5 0.6667 0.5833 0.5833 0.5 05 0.5 
5 0.5833 0.5 0.5 0.6667 0.5833 0.5833 0.5833 0.5833 0.4167 
6 0.5 0.4167 0.4167 0.3333 0.3333 0.4167 0.3333 0.4167 0.3333 
Average 0.4444 0.4167 0.51 0.5694 0.5417 0.5556 0.S278 0.4444 0.4583 
No. of 
ccntBfs 
1 3 5 4 5 3 2 2 
2 3 3 3 4 3 2 3 
3 3 5 3 5 3 2 3 
4 3 S 3 4 3 2 3 
S 3 S 3 4 3 2 3 
6 3 3 3 4 3 2 3 
Notes : Lag length is equal to 3. 
Width: GRB, CRBF(r=2): IRBF(r=1): MRBF (r= 1.5) 
Table D.25. Japanese Yen analysis 5(c) 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0245 0.025 0.0246 0.023 0.0232 0.024 OQ238 0.0239 
2 0.0208 0.0245 0.02^  0.0224 0.0227 0.024Z 0.0226 0.0222 
3 0.0213 0.0235 0.0234 0.0214 0.0218 0.0224 0.0218 0.0215 
4 0.0364 0.0336 0.0334 0.0325 0.0324 0.031 0.0336 0.0334 
5 0.0«3 0.0393 0.0384 0.0<104 0.0403 0.0407 0.0416 O.OC7 
6 0.0334 0.0301 0.0293 0.033 0.0333 0.0322 0.0329 0.0336 
Average 0.03C3 0.0293 0.0289 0.0288 0.0289 0.0292 0.0294 0.0295 
Correct 
Direction 
1 0.5 0.5 0.5 0.5833 0.S833 05 05 
2 0.3333 0.3333 0.5833 0.5 0.5833 0.4167 0.5 
3 0.3333 0.3333 0.6667 05833 0.5B33 0.4167 0.5833 
4 0.4167 0.4167 0.5 0.5833 0.5833 OS 05 
5 0.5833 0.5 05 0.5833 0.5833 0.5833 0.5 
6 0.5 0.4167 0.4167 0.5 0.3333 0.3333 0.25 
Average 0.4444 0.4167 0.5278 0.55556 0.5417 0.4583 0.4722 
No. of 
centers 
1 5 4 3 2 2 
2 4 3 3 2 3 
3 6 3 3 2 2 
4 5 3 3 2 2 
5 5 3 3 2 2 
6 4 3 3 2 2 
Notes ; Lag length is equal to 3. 
Width: GRB (r=3); MRBF(r=1) 
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Italian Lira 
Univariate analyses (monthly data) 
Table D.26. Italian Lira analysis 1(a) 
Critena Period IM006I 
R.W. AR(1) MA(H GRBF CRBF IRBF MRBF LRBF CCRBF 
RMSE 1 0.034 0.0299 0.0279 0.0292 0.0291 0.0292 0.0294 0.0293 0.0294 
2 0.0237 0.0211 0.0191 0.0213 0.0213 0.0213 0.0210 0.0212 0.0216 
3 0.017 0.01 SB 0.016 0.0156 0.0156 0.0156 0.0160 0X1158 0.0164 
4 0.0216 0.0229 0.0212 0.0229 0.0229 0.0229 0.0228 0.0233 0.0221 
S 0.0178 0.0188 0.0176 0.0191 0.0191 0.0191 0.0191 0.0192 0.0188 
6 0.0077 0.007 0.008 0.0066 o.ooe 0.0066 0.0079 0.007 0.0087 
Average 0.0203 0X)192 0.0183 0.0191 Q.0191 0.0191 0.0194 0.0193 0.0195 
Correct 
Directian 
1 0.6667 0.75 0.6667 0.6667 0.6667 05667 0.6667 0.6667 
2 0.75 0.8333 0.75 0.75 0.75 0.75 0.75 0.6667 
3 0.6667 05833 0.6667 0.6667 0.6667 05833 05833 0.4167 
4 05 05 05 05 0.5 0.4167 0.5 0.4167 
5 03 05833 05 05 05 05833 05 05 
6 0.5 05 0.6667 0.6667 0.6667 05833 05 0.3333 
Averaqe 05972 0.6250 0.6250 0.6250 0.6250 05972 05833 05000 
No. of 
centers 
1 2 2 2 2 2 2 
2 2 2 2 2 2 2 
3 2 2 2 2 2 2 
4 2 2 2 2 2 2 
5 2 2 2 2 2 2 
6 2 2 2 2 4 2 
Notes: Lag length is equal to 1. 
GRBF.CRBFJRBF_V£RBF use width (r) = 0.1 
Table D.27. Italian Lira analysis 1(b) 
Criteria Period -« - ' fMooet 
R.W. AR(1) MA(1) GRBF CRBF IRBF lURBF LRBF CCRBF 
RMSE 1 0.034 0.0299 0.0279 0.0292 0.0291 0.0292 0.0294 0.0292 0.0268 
2 0.0237 0.0211 0.0191 0.0213 0.0213 0.0213 0.0210 0.0201 0.0197 
3 0.017 0.0158 0.016 0.0156 0.0156 0.0156 0.0163 0.0163 0.0162 
4 0.0216 0.0229 0.0212 0.0229 0.0229 0.0229 0.0216 0.024 0.0214 
5 0.0178 0.0188 0.0176 0.0187 0.0191 0.0191 0.0183 0.0188 0.0181 
6 0.0077 0.007 0.008 0.0066 0.0065 0.0066 0.0076 0.0075 0.0086 
Average 0.0203 0.0193 0.0183 0.0190 0.0191 0.0191 0.0190 0.0193 0.0185 
Correct 1 0.6667 0.75 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
Direction 2 0.75 0.8333 0.75 0.75 0.75 0.75 0.75 0.75 
3 0.6667 0.5833 0.6667 0.6667 0.6667 0.5833 05833 0.5833 
4 05 05 05 05 05 0.4167 0.4167 0.4167 
5 05 05833 05 05 05 05 05 05 
6 05 05 0.6667 0.6667 0.6667 0.6667 05833 0.5833 
Average 05972 0.6250 0.6250 0.6250 0.6250 05972 0.5833 0.5833 
No. of 1 2 2 2 2 2 2 
centers 2 2 2 2 2 2 2 
3 2 2 2 2 2 2 
4 2 2 2 3 2 2 
5 4 2 2 2 2 2 
6 2 2 2 2 2 2 
No. of 1 1 1 1 1 2 3 
lag 2 1 1 1 1 2 3 
3 1 1 1 3 3 3 
4 1 1 1 3 2 3 
5 2 1 1 3 3 3 
6 1 1 1 3 3 3 
Notes; Lag length is selected firom lag 1 to lag 3 by minimiTing the BIC value. 
GRBF.CRBFJRBFAIRBF use widtfi ( r ) = O.I 
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Table D.28. Italian Lira analysis 2(a) 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.034 0.02S9 0.0279 0.0293 0.0293 0.0292 0.0293 0.0297 0.0299 0.0296 
2 0.0237 0.0211 0.0191 0.0212 0.0211 0.021 0.0211 0.0212 0.0215 0.0212 
3 0.017 0.0158 0.016 0.0159 0.0159 0.016 0.016 0.016 0.016 0.0161 
4 0.0216 0.0229 0.0212 0.0224 0.CQ24 0.0226 0.0226 0.022 0.022 0.0223 
5 0.0178 0.0188 0.0176 0.0185 0.0186 0.0188 0.0188 0.0182 0.0182 0.0185 
6 0.0077 0.007 0.008 0.0072 0.0072 0.0074 0.0078 O.CX)75 0.0072 0.0075 
Average 0.0203 0.0193 0.0183 0.0191 0.0191 0.0192 0.0193 0.0191 0.0191 0.0192 
Correct 
Direction 
1 0.6667 0.75 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
2 0.75 0.8333 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
3 0.6667 0.SB33 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 
4 0.5 0.5 0.4167 0.4167 0.4167 0.4167 0.4167 0.5 0.4167 
5 0.5 0.5833 0.5833 0.5833 0.5833 0.5833 0.5833 0.5 0.5833 
6 0.5 0.5 0.5 0.5 0.5833 0.5833 0.5833 0.5 0.5833 
Average 0.5972 O.S250 0.5B33 0.5833 0.5972 0.S972 0.5972 0.5833 0.5972 
No. of 
centers 
1 2 2 6 8 2 6 2 
2 2 2 6 8 2 5 2 
3 2 2 4 7 2 S 2 
4 2 2 5 7 2 5 2 
5 2 2 5 S 2 7 12 
6 2 2 S S 2 7 3 
Notes : Lag length is equal to I. 
GRBF.CRBFJRBFAIRBF use witSh ( r) = 0.1 
Table p.29. Italian Lira analysis 2(b) 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.034 0.0299 0.0279 0.0293 0.0293 0.0292 0.0293 0.0297 0.0299 0.0296 
2 0.0237 0.0211 0.0191 0.0212 0.0211 0.021 0.0211 0.0187 0.0215 0.0212 
3 0.017 0.0158 0.016 0.0159 0.0159 0.016 0.016 0.0163 0.016 0.0161 
4 0.0216 0.0229 0.0212 0.0224 0.0224 0.0226 0.0226 0.0225 0.022 0.0223 
5 0.0178 0.0188 0.0176 0.0185 0.0186 0.0188 0.0188 0.0193 0.0182 0.0186 
6 0.0077 0.007 0.Q0B 0.C072 0.0072 0.0074 0.0078 0.0077 0.0077 0I»77 
Average 0.0203 0.0193 0.0183 0.0191 0.0191 0.0192 0.0193 0.0190 0.0192 0.0192 
Correct 
Direction 
1 0.6667 0.75 0.6667 0^667 0.6667 0.6667 0.6667 0.6667 0.6667 
2 0.75 0.8333 0.75 0.75 0.75 0.75 0.8333 0.75 0.75 
3 0.6667 0.5833 0.5833 03833 03833 03833 0.5833 03833 0.5833 
4 0.S 0.5 0.4167 0.4167 0.4167 0.4167 0.4167 0.5 0.4167 
S 0.5 03833 03833 03833 03833 03833 0.4167 03 0.5833 
6 0.5 0.5 03 03 03833 03833 0.6667 03 03 
Average 0.5972 0.6250 03833 03833 03972 03972 0.5972 03833 0.5833 
No. of 
centers 
1 2 2 6 8 2 6 2 
2 2 2 6 8 2 5 2 
3 2 2 4 7 2 5 2 
4 2 2 5 7 2 5 2 
5 2 2 5 5 2 7 12 
6 2 2 5 5 3 8 3 
No. of 
bg 
1 1 1 1 1 2 1 1 
2 1 1 1 1 3 1 1 
3 1 1 1 1 3 1 1 
4 1 1 1 1 3 1 1 
S 1 1 1 1 2 1 1 
6 1 1 1 1 3 3 3 
Notes : Lag length is selected from lag I to lag 3 by TninitntTing the BIC value. 
GRBF.CRBF4RBF JkJRBF use width ( r) = 0.1 
154 
Table D.30. Italian Lira analysis 3(a) 
Critefia Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.034 0.0298 0.0279 0.Q2S6 0.0294 0.0294 0.02S3 0.0299 0.03 0.0312 
2 0.0237 0.0211 0.0191 0.0213 0.0212 0.0211 0.0211 0.0212 0.0216 0.0218 
3 0.017 0.01 SB 0.016 0.0163 0.0159 0.0161 0.016 0.016 0.016 0.0163 
4 0.0216 0.0229 0.0212 0.0221 0.0223 0.0224 0.0226 0.0221 0.022 0.022 
5 0.0178 0.0188 0.0176 0.0184 0.0185 0.0187 0.0188 0.0182 0.0182 0.018 
6 0.0077 0.007 0.0(38 0.0071 0.0072 0.0074 0.0077 0.0072 0.0071 0.0071 
Average 0.0203 0.0193 0.0183 0.0191 0.0191 0.0192 0.0193 0.0191 0.0192 0.0194 
Correct 
Direction 
1 0.6667 0.75 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
2 0.75 0.8333 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
3 0.6667 0.SB33 0.5833 0.5833 0.SB33 0.5833 0.5833 0.5833 0.5833 
4 0.5 0.5 0.5 0.4167 0.4167 0.4167 0.4167 05 0.5 
5 05 0.5833 0.5 0.5833 0.5833 0.5833 0.5 0.5 05 
6 0.5 0.5 0.5 0.5 0.5833 0.5833 0.5 0.5833 0.6667 
Average 0.S972 0.6250 0.5833 0.5833 0.3972 0.3972 0.5694 0.5972 0.6111 
No. of 
centBfs 
1 2 2 3 8 2 2 2 
2 2 2 3 8 2 2 2 
3 2 2 3 7 2 2 2 
4 2 2 3 7 2 2 2 
5 2 2 4 5 2 2 2 
6 2 2 8 5 2 2 2 
Notes ; Lag length is equal to I. 
GRBF.CRBFJRBFJ^RBF use width ( r) = 1 
Table D.S 1. I^an Lira analysis 3(b) 
Criteria Period Mode) 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.034 0.0299 0.0279 0.0295 0.0294 0.0294 0.0293 0.0297 0.0278 0.0287 
2 0.0237 0.0211 0.0191 0.0213 0.0212 0.0211 0.0211 0.0186 0.0205 0.0206 
3 0.017 0.0158 0.016 0.0163 0.0159 0.0161 0.016 0.0163 0.0164 0.0162 
4 0.0216 0.0229 0.0212 0.0221 0.0223 0.0224 0.0226 0.0224 0.0211 0.0217 
5 0.0178 0.0188 0.0176 0.0184 0.0186 0.0187 0.0188 0.0185 0.0175 0.0182 
6 0.0077 0.007 0.008 0.0071 0.0072 0.0074 0.0077 0.0077 0.0081 0.0072 
Average 0.0203 0.0193 0.0183 0.0191 0.0191 0.0192 0.0193 0.0189 0.0185 0.0188 
Correct 1 0.6667 0.75 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
Direction 2 0.75 0.8333 0.75 0.75 0.75 0.75 0.8333 0.75 0.75 
3 0.6667 05833 05833 05833 05833 05833 05833 0.6667 0.5833 
4 0.5 05 0.5 0.4167 0.4167 0.4167 05 05 0.4167 
5 0.5 05833 05 0.5833 05833 05833 0.4167 05 0.5 
6 0.5 05 05 05 05833 05833 0.6667 05 0.6667 
Average 05972 0.6250 0.5833 05833 05972 05972 0.6111 05972 0.5972 
No. of 1 2 2 3 8 2 2 2 
centers 2 2 2 3 8 3 2 2 
3 2 2 3 7 3 3 2 
4 2 2 3 7 3 3 2 
5 2 2 4 5 2 4 2 
6 2 2 8 5 3 2 2 
No. of 1 1 1 1 1 2 3 2 
centers 2 1 1 1 1 3 3 2 
3 1 1 1 1 3 3 2 
4 1 1 1 1 3 3 2 
S 1 1 1 1 3 3 2 
6 1 1 1 1 3 3 3 
Notes : Lag length is selected from lag 1 to lag 3 by TninimiTrng the BIC value. 
GRBF,CRBFJRBF>IRBF use width (r) = 1 
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Table D.32. Italian Lira univariate analysis [this is used to compare with 
multivariate analysis in analysis 4(a)] 
Ciiiena Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.034 0.0299 0.0279 0.0321 0.0305 0.0303 0.0299 0.0298 0.0278 0.0288 
2 0.0237 0.0211 0.0191 0.0218 0.0207 0.0207 0.0212 0.0186 0.0205 0.021 
3 0.017 0.0158 0.016 0.016 0.0161 0.0159 0.0161 0.0163 0.0164 0.016 
4 0.0216 0.0229 0.0212 0J)227 0.0223 0.0227 0.0224 0.0224 0.0211 0.0223 
5 0.0178 0.0188 0.0176 0.0187 0.0195 0.0186 0.0186 0.0185 0.0175 0.0173 
6 0.0077 0.007 0.00S 0.0083 0.0075 0M76 0.0076 osxm 0.0081 00072 
Averaae 0.0203 0.0193 0.0183 0.0199 0.0194 0.0193 0.0193 0.0189 0.0186 0.0188 
Correct 
DireOian 
1 0.6667 0.75 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
2 0.7S 0.8333 0.75 0.75 0.75 0.75 0.8333 0.75 0.75 
3 0.6667 0.5833 05833 05833 0.6667 05833 05833 0.6667 05833 
4 0.S 05 0.4167 0.5 0.4167 0.4167 05 05 05 
5 0.S 05833 05 0.5833 05 05 0.4167 05 05 
6 0.5 05 05 0.5 05 05 0.6667 05 0.6667 
Average 05972 0.6250 0569S 05972 05834 05695 0.6111 05972 0.6111 
No. of 
colters 
1 5 8 3 2 2 
2 6 7 3 2 2 
3 3 4 3 3 2 
4 S 7 3 3 2 
5 6 4 2 4 2 
6 6 6 3 2 2 
Notes ; Lag length is equal to 3. 
Width: GRB ,CRBF(r=1.5); IRBF.MRBF (r= 1) 
Multivariate analyses 
Table D.33. Italian Lira analysis 4(a)—LR 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.034 0.0298 0.0279 0.0308 0.0302 0.0297 0.0096 0.0281 0.0268 0.0276 
2 0.0237 0.0211 0.0191 0.0215 0.0203 0.0203 0.021 0.02 0.0204 0.0202 
3 0.017 0.01 SB 0.016 0.01 S3 0.0154 0.0149 0.0155 0.0161 0.016 0.0159 
4 0.0216 0.0229 0.0212 0.0222 0.0227 0.0221 0.0225 0.0222 0.0208 0.0217 
5 0.0178 0.0188 0.0176 0.0186 0.0184 0.0184 0.0187 0.0179 0.0174 0.0175 
6 0.G077 0.007 0.008 0.0078 0.0083 0.0062 0.0081 0.0079 0.0078 0.0071 
Average 0.0203 0.0193 0.0183 0.0194 0.0192 0.0189 0.0192 0.0187 0.0182 0.0183 
Correct 
Direction 
1 0.6667 0.75 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
2 0.75 0.8333 075 0.75 0.75 0.75 0.75 0.75 0.75 
3 0.6667 0.5833 0.75 0.75 0.75 0.75 0.6667 0.6667 0.6667 
4 0.5 0.5 0.S833 0.5833 0.5833 0.5833 0.4167 0.5 0.5 
5 0.5 0.5833 0.5 0.S 0.4167 0.5 0.6667 0.5833 0.6667 
6 0.5 0.5 0.5833 0.5 0.5 0.4167 0.75 0.6667 0.75 
Average 0.9972 0.625D 0.6389 0.6250 0.6111 0.6111 0.6S28 0.6389 0.6667 
No. of 
centers 
1 3 3 4 3 4 2 2 
2 3 5 4 4 3 2 3 
3 4 5 4 4 3 2 2 
4 4 5 4 4 2 2 2 
5 5 5 6 4 2 3 2 
6 6 6 5 4 3 3 3 
Notes ; Lag length is equal to 3. 
Width;GRB.CRBF(r=1.5): IRBF.MRBF (r=1) 
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Table 3.34. Italian Lira analysis 4(b)—^LR 
Criteria Period Model 
R.W. AR(1) MA(1) GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.034 0.0299 0.0279 0.0296 0.G302 0.0297 0.0293 0.0281 0.029 0.0306 
2 0.0237 0.0211 0.0191 0.0212 0.0203 0.0202 0.0211 0.0195 0.0218 0.0211 
3 0.017 0.0158 0.016 0.0155 0.0156 0.0163 0.016 0.0161 0.0163 0.0163 
4 0.0216 nrma 0.0212 0.0218 0.0219 0.0221 0.0222 0.0233 0.0218 0.0216 
5 0.0178 0.0188 0.0176 0.0183 0.0164 0.0184 0.0187 0.0179 0.0174 0.0179 
6 0.0077 0.007 0.006 0.0072 0.0072 0.0062 0.0081 0.0079 0.0078 0.0071 
Average 0.0203 0.0193 0.0183 0.0189 0.0189 0.0191 0.0192 0.0188 0.0190 0.0191 
Correct 1 0.6667 0.75 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 0.6667 
Direction 2 0.75 0.8333 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
3 0.6667 0.5833 0.6667 0.6667 0.5833 0.5833 0.6667 0.5833 0.5833 
4 0.5 0.5 0.5 0.5 0.5833 0.4167 0.4167 0.4167 0.4167 
5 0.5 0.5833 0.5833 0.5 0.4167 0.5 0.6667 0.5833 0.5 
6 0.5 0.5 0.4167 0.4167 0.5 0.4167 0.75 0.6667 0.75 
Average 0.5972 0.6250 0.5972 0.5833 0.5833 05B56 0.6528 0.6111 0.6111 
No. of 
centers 
1 2 4 4 3 4 2 2 
2 2 4 4 3 4 2 2 
3 2 2 4 3 3 2 2 
4 2 2 4 3 4 2 2 
5 2 6 6 4 2 3 2 
6 2 2 5 4 3 3 3 
No. of 
centers 
1 3 3 1 3 2 1 
2 3 2 1 2 1 2 
3 1 2 1 3 1 2 
4 1 3 1 2 1 2 
5 3 3 3 3 3 2 
6 1 3 3 3 3 3 
Notes: Lag length is selected from lag 1 to lag 3 by minimi-Ting the BIC value. 
GRBF.CRBF select frofn lagi (r=1). Iag2(r=1 ):lag3(r=1 .S);IRBF. MRBF select from lagi (r=1). 
Iag2(r=1):lag3(r=1) 
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APPENDK E DETAILED TABLES FOR CHAPTER 6 
German Mark 
Multivariate analysis (quarterly data) 
Table E. 1. German Mark Analysis 1(a): quarterly data (LRl) 
Criteria Period Model 
R.W. Forward GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.044 0.0418 0.0404 0.0429 0.0445 0.0578 0.054 0.0606 0.066 
2 0.0474 0.0488 0.0296 0.0281 0.0301 0.0365 0.0382 0.0314 0.0382 
3 0.0321 0.0356 0.0171 0.0274 0.0258 0.0287 0.0234 Q.CB42 0.0283 
4 0.0583 0.0569 0.0419 0.0482 0.0487 0.0684 0.0457 0.0599 0.0636 
5 0.068 0.0572 0.0437 0.0488 0.048 0.0434 0.0475 0.C653 0.0S27 
6 0.0251 0.0294 0.0481 0.0377 0.QQ83 0.054 0.0511 0.0267 0.0378 
Average oxmi 0.0451 0.0368 0.0388 0.0396 0.0465 0.0433 0.0447 0.0445 
Correct 
Direction 
1 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
2 0.25 1 1 1 0.75 0.5 0.75 0.75 
3 0 1 0.75 0.75 0.25 0.5 0.25 0.5 
4 0.25 0.75 0.75 0.75 0.25 0.75 0.25 0.5 
5 0.25 0.5 0.5 0.5 0.5 0.25 0.5 0.5 
6 0 0.2S 0.25 0.25 0.25 0 0.5 0.25 
Average 0.25 0.71 0.67 0.67 0.46 0.46 0.50 0.54 
Speculative 
Direction 
1 0.S0 0.75 0.S0 0.50 0.50 0.30 0.50 0.50 
2 0.75 1.00 1.00 1.00 0.75 0.50 0.75 0.75 
3 1.00 1.00 0.75 0.75 0.75 0.50 0.25 0.50 
4 0.75 0.75 0.75 0.75 0.25 0.75 0.25 0.50 
5 0.75 0.50 0.50 0.75 0.50 0.50 0.50 0.50 
6 1.00 0.25 0.25 0.50 0.25 0.50 0.50 0.50 
Average 0.79 0.71 0.63 0.71 0.50 0.54 0.46 0.54 
No. of 
centers 
1 14 16 14 14 16 13 4 
2 14 10 10 11 18 5 4 
3 S 10 10 14 12 5 4 
4 5 8 12 20 13 5 4 
5 5 8 8 19 12 4 4 
6 7 8 10 22 20 4 4 
Widtfi(r) 1 1.4 1.2 03 0.5 
2 1.5 1.2 0.7 0.5 
3 1.3 1.1 0.6 0.5 
4 1.3 OS 0.8 0.5 
5 1.3 03 0.6 05 
6 1.2 0.9 0.6 0.5 
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Table E.2. German Mark Analysis 1(b): quarterly data (LR2) 
Critefia Period Model 
R.W. Forward GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.044 0.0418 0.0406 0.0416 0.0424 0.063S O.OS55 0.05B7 0.0538 
2 0.0474 0.0«6 0.026 0.Q29S 0.0314 0.0467 0.0G62 0.0452 0.0416 
3 0.0321 0.0356 0.0294 0.0267 0.0204 0.0366 0.0368 0.0279 0.029 
4 0.G683 0.0569 0.0481 0.CB12 0.0458 0.0482 0.0481 0.0643 0.053 
5 0.058 0.0572 0.0«7 0.0416 0.0466 0.0469 0.047 0.0653 0.0629 
6 0.0251 0.0294 0.046 0.0433 0.0431 0.0471 0.046 0.0336 0.0343 
Average 0.04« 0.0«1 0.0396 0.QQ89 0.0883 0.0482 0.0446 0.0477 0.0441 
Correct 
Direction 
1 0.75 0.75 0.75 0.75 0.5 05 0.5 0.5 
2 0.25 1 1 1 0.75 0.75 0.75 0.5 
3 0 0.75 0.75 1 0.25 0.25 0.5 0.5 
4 0.25 0.5 0.5 0.75 0.25 0.25 0.25 0.5 
5 0.25 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
6 0 0.25 0.25 0.25 0.25 05 0.5 0.25 
Average 0.25 0.63 0.63 0.71 0.« 0.46 0.50 0.46 
Speculative 
Direction 
1 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
2 0.75 1.00 1.CX) 1.00 0.75 0.75 0.50 0.75 
3 1.00 0.75 0.75 1.00 0.25 0.25 O.SO 0.50 
4 0.75 0.50 0.50 0.75 0.25 0.25 0.25 0.50 
5 0.75 0.75 0.75 0.50 0.50 0.50 0.50 0.50 
6 1.00 0.50 0.25 0.25 0.25 0.25 0.50 0.50 
Average 0.79 0.67 0.63 0.67 0.42 0.42. 0.46 0.54 
No. of 
centers 
1 18 11 11 20 12 6 5 
2 18 10 10 24 26 3 5 
3 12 10 8 13 13 6 4 
4 15 16 12 15 15 6 4 
S 9 15 9 14 14 6 5 
6 9 8 9 14 14 6 4 
Wklth(r) 1 1.6 1.2 0.8 0.1 
2 1.6 1.2 0.7 0.1 
3 1.5 1.1 0.8 0.1 
4 1.6 05 1.2 0.1 
5 1.6 1.7 1.2 0.1 
6 1.6 1.1 1.2 0.1 
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Table E.3. German Mark Analysis 2(a): quarterly data (SRI) 
Criteria Period Model 
R.W. Forward GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.044 0.0418 0.042 0.0443 0.04S3 0.0613 0.0604 0.0972 0.0482 
2 0.0474 0.0468 0.0334 0.0365 0.0337 0.0306 0.0334 0.0448 0.0499 
3 0.0321 0.0366 0.0264 0.0296 0.0211 0.0279 0.0326 0.0325 0.0263 
4 0.0583 0.0669 0.0484 0.0612 0.0515 0.0529 0.CE22 0.0568 0.0569 
5 0.058 0.0572 0.0493 0.0621 0.06 0.054 0.0555 0.0667 0.0668 
6 0.0251 0.0294 0.0466 0.0434 0.0499 0.0407 0.0548 0.0316 0.0379 
Avetage 0.04« 0.0461 0.0410 0.0427 0.0426 0.0446 0.0482 0.0533 0.0460 
Comet 
Direction 
1 0.75 0.75 0.76 0.75 0.75 0.5 0.5 0.75 
2 0.25 1 1 0.5 0.75 0.5 0.75 0.5 
3 0 1 0.75 1 0.75 0.25 0.75 OS 
4 0.25 0.75 0.75 0.75 0.75 0.25 0.75 0.75 
5 0.25 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
6 0 0 0.25 0.25 0.5 0.25 025 0.25 
Average 0.25 0.67 0.67 0.63 0.67 0.38 0.58 0.54 
Speculative 
Direction 
1 0.50 0.50 0.50 0.25 0.50 OSD 0.25 0.50 
2 0.75 0.75 1.00 1.00 0.75 0.75 0.50 0.60 
3 1.00 1.G0 0.75 1.00 0.75 0.25 0.75 0.50 
4 0.75 0.75 0.75 0.75 0.75 0.25 0.75 0.75 
5 0.75 O.SD 0.50 0.50 0.50 0.90 0.75 0.75 
6 1.00 0.25 0.50 0.50 0.50 0.25 0.75 0.50 
Average 0.79 0.63 0.67 0.67 0.63 O.'Q 0.63 0.58 
No. of 
centers 
1 5 2 8 22 24 7 3 
2 18 17 17 26 20 3 7 
3 6 2 8 21 20 3 6 
4 6 14 14 9 19 3 3 
5 7 13 11 9 34 3 3 
6 7 15 10 9 19 3 6 
Wic#h(r) 1 0.8 0.5 0.5 0.7 
2 1.6 03 1.0 0.8 
3 1.0 0.5 0.5 0.8 
4 1.0 0.8 0.5 0.8 
5 1.0 0.9 0.5 0.8 
6 1.5 0.7 0.9 1.0 
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Table E.4. German Mark Analysis 2(b): quarterly data (SR2) 
Criteria Period Model 
R.W. Forward GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.044 0.0418 0.0095 0.0456 0.0412 0.0558 0.0552 0.054 0.0501 
2 0.0474 0.0408 0.0258 0.0354 0.0299 0.0327 0.0304 0.0448 0.0472 
3 0.0321 0.03S6 0.0248 0.0217 0.0212 0.031 0.0376 0.006 0.032 
4 0.0SB3 0.0569 0.0517 0.0469 0.051 0.0619 0.0493 0.0496 0.0543 
5 0.a6B 0.0572 0.0BD7 0.0503 0.0521 0.0533 0.0485 0.0609 0.0525 
6 0.0251 0.0294 0.QB07 0.044 0.0562 0.05 0.0605 0.066 0.0333 
Average 0.04« 0.0«1 0.0«6 0.0412 O.O<Q0 0.0458 0.0452 0.0502 0.0449 
Correct 
Direction 
1 0.75 0.75 0.75 0.75 0.5 0.5 0.75 0.75 
2 0.25 0.75 1 0.75 0.75 0.75 0.5 0.75 
3 0 0.5 0.75 0.75 0.25 0.25 0.25 0.75 
4 0.25 0.5 0.75 0.5 0.25 0.75 075 0.75 
5 0.25 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
6 0 0.25 0.25 0.25 0.25 0.25 0.25 0.5 
Average 0.25 0.54 0.67 0.58 0.4Z 050 0.50 0.67 
Speculative 
Directian 
1 0.50 0.75 0.75 0.50 0.50 050 0.25 0.50 
2 075 075 1.00 1.00 1.00 0.75 075 0.50 
3 1.00 075 0.75 0.75 0.25 0.25 0.50 0.75 
4 0.75 0.50 0.75 O.SO 0.50 0.75 0.75 0.75 
5 0.75 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
6 1.00 0.25 0.50 0.25 0.50 0.25 0.25 0.50 
Average 0.79 0.58 071 0.58 0.54 0.50 0.50 0.58 
No. of 
centers 
1 6 10 9 14 14 2 3 
2 20 11 20 13 19 2 3 
3 18 11 10 17 21 14 4 
4 12 17 20 13 16 4 4 
5 12 14 18 18 11 21 5 
6 10 7 19 20 17 21 4 
WKlth(r) 1 13 0.8 0.8 0.1 
2 1.3 0.8 0.8 0.2 
3 1.4 0.7 0.8 0.2 
4 1.0 0.8 0.8 0.3 
5 1.0 0.8 0.8 0.3 
6 1.0 0.8 0.8 0.2 
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Table E.5. German Mark Analysis 3(a): quarteriy data (LRl / N 
Crtteria Period Model 
R.W. Forvrard GRBF CRBF IRBF QRBF 
RMSE 1 0.044 0.0418 0.0464 0.0455 0.0472 0.0661 
2 0.0474 0.0«8 0.0368 o.oas2 0.0887 0.0434 
3 0.0321 0.0366 0.0173 0.0203 0.0229 0.034 
4 0.0563 0.0639 0.0476 0.0«1 0.0463 0.0531 
5 0.058 0.0572 0.048 0.0489 0.0454 0.0462 
6 0.0251 0.0294 0.QS35 0.0336 0.0386 0.0404 
Average 0.0442 0.0451 0.0416 0.0388 0.0400 0.0472 
Correct 1 0.75 0.75 0.75 0.75 0.75 
Direction 2 0.25 1 1 0.75 0.5 
3 0 0.75 0.75 0.5 0.25 
4 0.25 0.5 0.75 0.75 0.25 
5 0.25 0.5 0.5 0.5 0.5 
6 0 0.25 0.25 0.25 0.25 
Average 0.25 0.63 0.67 058 0.42 
Speculative 1 0.S0 0.50 0.50 0.90 0.50 
Direction 2 0.75 0.75 0.75 0.75 0.75 
3 1.00 0.75 1.00 0.75 0.50 
4 0.75 0.50 0.75 0.75 0.25 
5 0.75 0.50 050 0.75 0.50 
6 1.00 0.25 0.25 0.50 0.50 
Average 0.79 0.54 0.63 0.67 0.50 
No. of 1 11 11 16 7 
centers 2 8 11 10 5 
3 8 11 10 5 
4 8 6 10 9 
5 8 4 10 6 
6 22 6 10 5 
Width(r) 1 1.5 1.5 1.0 
2 1.4 1.5 1.0 
3 1.4 1.4 1.0 
4 1.4 1.5 1.0 
5 1.4 1.5 1.0 
6 1.6 1.2 0.9 
1) 
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Table E.6. German marie Analysis 3(b): quarterly data (LR2 / Ml) 
Criteria Period Model 
R.W. Forward GRBF CRBF IRBF CCRBF QRBF 
RMSE 1 a044 0.0418 0.0455 0.0«7 0.0623 0.0816 0.0608 
2 0.0474 0.0498 0.0375 0.035 0.0418 0.0429 0.0456 
3 0.0321 0.0356 0.0182 0.0226 0.0217 0.0315 0.031 
4 0.06B3 0.0569 0.0479 0.0442 0.0442 0.0466 0.055 
5 0.058 0.0572 0.0476 0.0449 0.0419 0.0662 0.0542 
6 0.0251 0.0294 0.0^ 1 0.0339 0.0395 0.033 0.041 
Average 0.04<Q 0.0«1 0.0398 0.0377 0.0402 0.0486 0.0479 
Cofrect 
Direction 
1 0.75 0.75 0.75 0.75 0.5 0.5 
2 0.25 0.75 1 0.5 05 05 
3 0 0.75 0.75 0.75 0.25 0.25 
4 0.25 0.5 0.75 0.75 0.25 0.5 
5 0.25 0.5 0.5 0.5 0.5 0.5 
6 0 0.5 0.25 0.25 0.5 0.25 
Average 0.2S 0.63 0.67 0.58 0.42 O.'Q 
Speculative 
Direeticn 
1 0.50 0.50 0.75 0.50 0.50 0.90 
2 0.75 0.75 1.00 0.7S 0.75 0.50 
3 1.00 0.75 1.00 1.00 0.50 0.25 
4 0.75 0.50 0.75 0.75 0.25 O.SO 
5 0.75 0.50 0.75 0.75 0.75 0.50 
6 1.00 0.50 0.25 0.50 0.50 0.25 
Average 0.79 0.58 0.75 0.71 0.54 0.42 
No. of 
centers 
1 11 16 13 6 7 
2 16 13 19 4 9 
3 8 4 11 6 6 
4 8 14 10 20 5 
5 8 10 10 3 5 
6 5 6 10 6 6 
W"Klth(r) 1 1.5 1.4 1.3 
2 1.4 1.5 1.3 
3 1.4 1.3 1.1 
4 1.4 1.4 1.4 
5 1.4 1.4 1.5 
6 1.3 1.2 OS 
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Table E.7. GCTman mark Analysis 4(a): qviarteriy data (SRI / Ml) 
Criteria Period Model 
R.W. Forward GRBF CRBF IRBF QRBF 
RMSE 1 0.044 0.0418 0.0436 0.0451 0.0461 0.0875 
2 0.0474 0.0498 0.0427 0.0405 0.0349 0.0499 
3 0.0321 0.C356 0.0243 0.0202 0.022 0.0328 
4 0.0683 0.0569 0.0482 0.0467 0.0485 0.0454 
5 0.0S3 0.0572 0.0602 0.0473 0.051 0.0432 
6 0.0251 0.0294 0.0475 0.0419 0.0465 0.0411 
Average 0.04« 0.0451 0.0«8 0.0403 0.0415 0.0500 
Correct 
Direction 
1 0.75 0.75 0.75 0.75 0.5 
2 0.25 0.75 1 1 0.5 
3 0 0.5 0.75 0.5 0.25 
4 0.25 0.5 0.7S 0.75 0.5 
5 0.25 0.5 0.5 0.5 0.5 
6 0 0.5 0.25 0.25 0.5 
Average 025 0.58 0.67 0.63 0.46 
Speculative 
Direction 
1 0.50 0.50 0.50 0.50 025 
2 0.75 0.75 0.75 1.00 0.50 
3 1.00 0.75 0.75 1.00 025 
4 0.75 0.50 0.75 0.78 0.50 
5 0.75 0.50 0.50 0.50 0.50 
6 1.00 0.50 0.25 0.25 0.50 
Average 0.79 0.58 0.58 0.67 0.42 
No. of 
centers 
1 2 10 10 12 
2 2 8 12 11 
3 23 7 14 9 
4 23 32 14 9 
5 17 14 13 11 
6 15 8 34 8 
Width(r) 1 1.0 0.8 0.6 
2 1.0 0.8 0.6 
3 1.3 0.8 0.6 
4 1.3 0.8 0.6 
5 1.4 0.8 0.8 
6 1.3 0.8 0.6 
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Table E.8. German mark Analysis 4(b): quarterly data (SR2 / Ml) 
Criteria Period Model 
R.W. Forward GRBF CRBF IRBF QRBF 
RMSE 1 0.044 0.0418 0.0436 0.0448 0.0459 0.0949 
2 0.0474 0.0«8 0.0428 0.0405 0.0376 0.0458 
3 0.0321 0.0056 0.0229 0.0203 0.0228 0.Q347 
4 0.0683 0.0569 0.0429 0.0471 0.0408 0.0481 
5 0.058 O.CS72 0.0503 0.0479 0.05 0.0464 
6 0.0251 0.0294 0.0488 0.0416 0.045 0.0442 
Average 0.04«Q 0.0451 0.0419 0.0404 0.0419 0.0524 
Cotrect 
•irecbon 
1 0.75 0.75 0.75 0.75 0.5 
2 0.25 0.75 1 1 O.S 
3 0 0.5 0.75 0.75 0.25 
4 0.25 0.5 0.75 0.5 0.25 
5 0.25 0.5 0.5 0.5 0.5 
6 0 0.25 0.25 0.25 0 
Average 0.25 0.54 0.67 0.63 0.33 
Speculative 
Direction 
1 0.50 0.50 0.5 0.50 0.00 
2 0.75 075 0.75 0.75 0.50 
3 1.00 0.75 0.75 0.75 0.25 
4 0.75 0.50 0.75 0.75 0.25 
5 0.75 0.50 0.5 0.50 0.50 
6 1.00 025 0.25 0.50 0.50 
Average 0.79 0.54 0.58 0.63 0.33 
No. of 
centers 
1 2 10 10 6 
2 2 8 12 9 
3 12 7 10 11 
4 18 18 13 7 
5 21 18 13 10 
6 16 8 7 11 
Wkfth(r) 1 1.0 0.8 0.7 
2 1.0 0.8 0.7 
3 1.2 0.8 0.7 
4 1.6 0.8 0.8 
5 1.5 08 0.8 
6 1.2 0.8 0.8 
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Table E.9 Japanese Yen Analysis 1(a): quarteriy data (LR-lag8) 
Criteria Period Model 
R.W. Forward GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0638 0.0617 0.0573 0.0581 0.0596 0.0681 0.0601 0.0623 0.0646 
2 0.0653 0.0536 0.0619 0.0506 0.0635 0.0485 0.0603 0.0548 0.0527 
3 0.0458 0.0435 0.0313 0.0316 0.0358 0.0334 0.0338 0.0397 0.0337 
4 0.0618 0.0538 0.0436 0.0452 0.0<C2 0.0369 0.0413 0.0604 0.0404 
5 0.0886 0.1007 0.0985 0.0932 0.0862 0.0859 0.0828 0.0657 0.0955 
6 0.0614 0.0806 0.0845 0.0817 0.0882 0.0863 0.0863 0.0646 0.0838 
Average 0.0680 0.0674 0.0630 0.0618 0.0641 0.0617 0.0625 0.0629 0.0634 
Comet 
Direction 
1 0.75 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
2 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
3 0.75 0.75 0.75 0.75 0.75 1 0.5 1 
4 0.75 0.75 0.75 0.75 0.75 1 0.75 1 
5 0.5 0.5 0.5 0.5 0.5 OS 0.75 0.75 
6 0 0.25 0.25 0.2S 0.25 0.25 0.5 0.5 
Average 0.58 0.58 0.58 0.58 0.58 0.67 0.63 0.75 
Specubbve 
Directian 
1 0.25 0.50 0.50 0.50 0.50 0.50 0.S0 0.50 
2 OJS 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
3 0.50 0.75 0.50 0.75 0.50 0.75 1.00 0.75 
4 0.50 0.S0 0.75 0.75 0.25 0.50 0.90 0.50 
5 0.50 0.50 0.50 0.75 0.25 0.75 0.75 0.50 
6 1.00 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
Average 0.50 0.58 0.58 0.67 0.46 0.63 0.67 0.58 
No. Of 
centers 
1 10 10 11 6 11 11 8 
2 10 12 9 6 19 19 5 
3 9 12 10 14 6 35 7 
4 9 10 14 9 13 9 4 
5 9 11 6 9 7 4 8 
6 11 7 6 24 7 9 6 
Width(r) 1 1.5 1.0 1.0 1.0 
2 1.5 1.8 1.0 1.5 
3 1.5 ZO 1.0 1.0 
4 1.5 1.8 1.5 1.0 
S 1.5 1.8 1.5 1.0 
6 1.5 1.3 1.5 20 
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Table E. 10. Japanese Yen Analysis 1(b): quarteriy data (LR-lag7) 
Critena Period Model 
R.W. Focward GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0639 0.0617 0.0581 0.CB75 0.0605 0.0688 0.0685 0.0639 0.0609 
2 0.0553 0.0536 0.0531 0.0491 0.062 0.0653 0.0537 0.0625 0.0449 
3 0.045B 0.0435 0.0412 0.0381 0.G39S 0.0303 0.0433 0.0406 0.0306 
4 0.0618 0.0538 0.0492 0.0496 0.0444 0.0337 0.06 0.0S32 0.0376 
5 0.0686 0.1007 0.0881 0.0981 0.0934 0.0867 0.0927 O.OB37 0.086 
6 0.0814 0.0808 0.0849 0.0872 0.0841 0.0965 0.0876 0.0836 0.0865 
Average 0.0680 0.0674 0.0624 0.0633 0.0624 0.0604 0.0643 0.0646 0.0592 
Correct 
Oiredion 
1 0.75 0.75 05 0.75 0.5 0.75 0.76 0.75 
2 0.75 0.75 0.75 1 0.75 0.75 0.75 1 
3 0.75 0.75 0.75 05 1 0.5 0.75 1 
4 0.75 1 0.75 0.5 1 0.75 1 1 
5 0.5 0.75 0.5 0.:^  o.-re 0.5 1 0.5 
6 0 0.25 0.5 0.5 0.25 0.25 0.75 0.25 
Average 0.58 0.71 0.63 0.67 0.71 0.58 0.83 0.75 
Speculative 
Direction 
1 0.25 0.75 0.50 0.75 0.50 0.75 0.75 075 
2 0.25 0.75 0.75 0.75 0.75 0.50 0.75 1.00 
3 0.50 0.75 0.50 0.75 0.75 0.50 0.50 0.75 
4 0.50 0.75 0.25 0.50 0.75 0.50 0.75 0.75 
5 0.50 0.75 0.75 0.SD 0.50 0.50 0.75 075 
6 1.00 0.75 0.50 0.50 0.25 0.50 0.75 0.50 
Average 0.50 0.75 0.54 0.63 0.58 0.54 0.71 0.75 
No. of 
cecTters 
1 6 8 13 7 10 6 5 
2 7 8 19 5 10 2 6 
3 10 8 13 4 7 8 4 
4 15 8 16 4 7 3 4 
5 20 13 9 11 19 3 7 
6 15 9 12 9 25 4 4 
WKtth(r) 1 1 0.8 1 1 
2 1 0.8 1.8 1 
3 1.5 0.8 1.5 1 
4 2 1 1.5 1 
5 1.5 0.5 1.5 1 
6 1.5 1.4 1.6 1 
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Table E.l Japanese Yen Analysis 2(a): quarterly data (SRl-lag8) 
Critena Period Model 
R.W. Fonvatd GRBF CRBF IRBF MRBF LRBF QRBF 
RMSE 1 0.0639 0.0617 0.0554 0.0508 O.OS27 0.0508 O.OG58 0.0519 
2 G.0S53 0.0636 0.0418 0.0059 0.0429 0.0443 0.0438 0.028 
3 0.045B 0.0435 0.0348 0.0359 0.0412 0.0362 0.0008 0.023 
4 0.0618 0.0638 0.0379 0.046 0.0431 0.0413 0.0433 0.0327 
5 0.0996 0.1007 0.0775 0.0735 0.0777 0.071 0.0753 0.0748 
6 0.0614 0.0906 0.0793 0.0788 0.CB16 0.0783 0.0744 0.0641 
Average 0.0680 0.0674 0.0545 0.0635 0.0565 0.0536 0.0539 0.0481 
Correct 
Direction 
1 0.75 0.5 0.75 0.75 0.75 0.75 0.75 
2 0.75 0.75 1 0.75 0.75 0.75 1 
3 0.75 05 0.5 0.5 0.5 0.5 0.5 
4 0.75 0.5 0.5 0.5 0.5 0.5 0.5 
5 0.5 1 1 0.75 1 1 1 
6 0 0.75 0.75 0.5 0.75 0.75 0.25 
Average 0.S8 0.67 0.75 0.63 0.71 0.71 0.67 
Speculattve 
Direction 
1 0.25 0.75 0.75 0.75 0.75 0.75 0.75 
2 0.25 1.00 1.00 0.75 1.C0 0.75 1.00 
3 0.50 0.75 0.75 0.75 0.75 0.75 0.75 
4 0.50 0.50 0.50 0.50 0.50 0.50 0.75 
5 0.50 1.00 1.00 1.C0 0.75 1.00 1.00 
6 1.00 0.75 0.75 0.75 0.75 0.75 1.00 
Average 0.50 0.79 0.79 0.75 0.75 0.75 0.88 
No. of 
centers 
1 4 14 9 10 16 11 
2 4 10 10 14 16 8 
3 11 13 12 19 14 8 
4 14 9 9 11 10 6 
5 14 9 9 15 13 10 
6 14 11 14 8 15 8 
Wi(#h(r) 1 3.5 3.5 1.5 1.0 
2 3.5 3.5 1.5 1.0 
3 3.5 30 1.5 1.0 
4 3.5 3.5 1.5 1.0 
5 3.5 3.5 1.5 1.0 
6 35 3.5 1.5 1.0 
Table E. 12. Japanese Yen Analysis 2(b): quarterly data (SR2-lag8) 
CrSeria Period Model 
R.W. Fotward GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0639 0.0617 0.0454 0.0«7 0.0517 0.0638 0.0SB4 0.0569 0.065 
2 0.aS53 0.0636 0.0474 0.0«5 0.0514 0.0468 0.0464 0.0413 0.0416 
3 0.0«8 ao<G6 0.0439 O.OS 0.0498 0.0279 0.0889 0.0007 0.0257 
4 0.0618 0.0538 0.0471 0.0537 0.0389 0.037 0.0397 0.0535 0.035 
5 0.0096 0.1007 0.0878 0.0708 0.0726 0.0826 0.087 0.0789 0.0822 
6 0.0814 0.0908 0.0907 0.0718 0.0864 0.0852 0.0775 0.0698 0.0848 
Average 0.0680 0.0674 0.0602 0.0668 0.0584 0.0656 0.0580 0.0547 0.0640 
Cocrect 
Direction 
1 0.75 0.75 0.75 0.5 0.5 0.5 0.75 0.75 
2 0.75 0.75 0.75 o.'re 0.75 0.75 1 0.75 
3 0.75 0.5 0.5 0.5 0.5 0.5 0.75 0.5 
4 0.75 0.5 0.25 0.5 0.5 0.5 0.25 0.5 
5 0.5 0.75 1 1 1 1 0.75 0.75 
6 0 0.5 0.75 0.75 0.75 0.75 1 0.5 
Average 0.58 0.63 0.67 0.67 0.67 0.67 0.75 0.63 
Speculative 
Direction 
1 0.25 0.75 0.75 0.75 0.50 0.50 0.75 0.75 
2 0.25 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
3 0.50 0.75 0.75 0.75 0.75 0.75 1.00 0.75 
4 0.50 0.75 0.50 0.50 0.75 0.75 0.50 0.75 
5 0.50 0.50 0.75 0.75 1.00 1.00 0.75 1.00 
6 1.00 0.50 1.00 0.75 0.75 0.75 1.00 0.75 
Average 0.50 0.67 0.75 0.71 0.75 0.75 0.79 0.79 
No. of 
centers 
1 7 9 7 11 17 12 4 
2 9 21 6 10 14 19 5 
3 7 15 16 6 15 12 6 
4 7 21 19 5 5 20 6 
5 4 14 16 5 5 28 6 
6 4 15 5 5 10 22 6 
Width(r) 1 1.5 Z5 ZO 1.0 
2 1.5 2.5 2.0 1.0 
3 1.5 2.5 2.0 1.0 
4 1.5 2.5 2.0 1.0 
5 1.5 2.5 ZO 1.0 
6 1.5 2.5 2.0 1.0 
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Table E. 13. Japanese Yen Analysis 3(a): quarterly data (LRl+Ml-IagS) 
Criteria Period Model 
R.W. Foiward GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0639 0.0617 0.0532 0.053 0.0674 0.0432 0.06 0.0602 0.0669 
2 0.CB53 0.0536 0.063 0.0636 0.0462 0.065 0.049 0.0824 0.0639 
3 0.045B 0.0436 0.034 0.0364 0.0389 0.0374 0.0089 0.0624 0.0352 
4 0.0618 0.0S38 0.0472 0.0604 0.0«8 0.0634 0.0548 0.0678 0.0585 
5 0.GQ96 0.1007 0.0937 0.0901 0.089 0.0989 0.0946 0.0909 0.0791 
6 0.0814 0.0008 0.0697 0.0881 0.0826 0.0907 0.0847 0.1007 0.081 
Average 0.0680 0.0674 0.0618 0.0619 0.0607 0.0648 0.062 0.0757 0.0624 
Correct 1 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
Diredicn 2 0.75 0.75 0.75 0.75 0.5 0.75 0.5 0.75 
3 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
4 0.75 0.75 0.75 0.75 0.5 0.5 0.5 0.75 
5 0.50 0.75 0.50 0.75 0.5 0.5 0.75 0.75 
6 0.00 0.25 0.25 0.5 0.25 0.5 0.75 0.75 
Average 0.58 0.67 0.63 0.71 0.54 0.63 0.67 0.75 
Speculative 1 0.25 0.75 0.75 0.75 1.00 0.75 0.75 0.75 
Direction 2 0.25 0.75 0.75 0.75 0.50 0.^  0.5 0.75 
3 0.50 0.75 0.75 0.75 0.50 0.75 0.5 0.5 
4 0.50 0.25 0.75 0.5 0.25 0.25 0.25 0.75 
5 0.50 0.50 0.75 0.75 0.50 0.75 0.5 0.75 
6 1.00 0.50 0.75 0.75 0.50 0.75 0.75 1.00 
Average 0.50 0.58 0.75 0.71 0.54 0.67 0.54 0.75 
No. of 1 13 13 11 12 11 15 11 
centers 2 14 15 9 14 7 12 11 
3 19 19 18 16 21 30 8 
4 13 17 15 18 19 11 6 
5 11 9 17 15 7 31 6 
6 10 9 15 13 15 32 9 
Width (r) 1 2.0 1.5 0.8 3.0 
2 2.0 1.5 0.9 3.5 
3 1.5 1.1 0.8 4.0 
4 1.6 1.5 1.5 3.5 
5 25 1.5 1.5 3 
6 2.5 1.5 1.5 3 
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Table E. 14. Japanese Yen Analysis 4(a): quarterly data (SRl+Ml-lag8) 
Criteria Period Model 
R.W. Foraaid GRBF CRBF MRBF U?BF CCRBF QRBF 
RMSE 1 0.0639 0.0617 0.043 0.0493 0.0499 0.0496 0.0445 0.0885 
2 0.0553 0.0536 0.0444 0.0491 0.05 0.051 0.0446 0.0<Q4 
3 0.045B 0.0435 0.0387 o.oa6i 0.0351 0.0402 0.0053 0.0291 
4 0.0618 0.0538 0.0537 0.0492 0.067 0.0536 0.0393 0.0527 
5 0.0996 0.1007 0.089 0.0914 0.0684 0.0812 0.0791 0.0815 
6 0.0814 0.0806 0.0839 0.0788 0.0689 0.0884 0.0944 0.0843 
Average 0.0680 0.0674 0.0588 0.0550 0.0582 0.0606 0.0562 0.0548 
Comet 
Direction 
1 0.75 0.75 0.7S 0.75 0.75 1.00 1.00 
2 0.75 0.75 0.75 0.75 0.75 0.7^  1.00 
3 0.75 0.50 0.75 0.75 0.50 050 0.50 
4 0.75 OSS 0.25 0.25 0.25 0.75 0.25 
5 050 050 0.75 0.75 0.75 0.75 0.75 
6 0.00 0.50 050 0.75 0.50 0.75 0.75 
Average 0.58 0.54 0.63 0.67 0.58 0.75 0.71 
Speculative 
Direction 
1 0.25 1.00 0.75 0.75 0.75 1 1.00 
2 0.25 0.75 0.75 0.75 0.75 0.75 1.00 
3 0.50 0.75 0.75 0.50 0.75 0.75 0.75 
4 0.50 0.50 0.75 0.50 0.50 0.5 0.50 
5 0.50 0.50 0.75 0.75 0.75 0.75 0.75 
6 1.00 0.50 0.50 1.00 O.SO 1 0.75 
Average 0.50 0.67 0.71 0.71 0.67 0.79 0.79 
No. of 
centers 
1 5 10 9 24 9 8 
2 9 6 11 10 10 8 
3 11 12 8 18 21 9 
4 11 9 18 25 21 7 
5 18 11 11 30 19 10 
6 10 18 20 9 15 6 
Width (r) 1 3.5 3.0 1.0 
2 5.0 4.0 1.0 
3 3.5 4.0 1.0 
4 3.5 4.0 1.0 
5 3.5 4.0 1.5 
6 3.5 3.0 1.0 
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Table E.15. Japanese Yen Analysis 4(b): quarterly data (SRl+Ml-lagS) 
Ciiteria Period Model 
R.W. Forward GRBF CRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0639 0.0617 0.0<QS 0.0491 0.0«3 0.045 0.049 0.0«3 0.0462 
2 0.0553 O.OS36 0.0416 0.0637 0.0«8 0.0487 0.0498 0.0465 0.0441 
3 0.0458 0.0435 0.028 0.0351 0.0354 0.0056 0.0355 0.035 0.0315 
4 0.0618 0.0638 0.0«4 0.0541 0.0488 0.0501 0.0482 0.05Q9 0.0487 
5 0.0996 0.1007 0.0914 0.0891 0.0879 0.0852 0.0845 0.0817 0.0847 
6 0.0814 0.0908 0.0866 0.082 0.0793 0.0803 0.0773 0.0782 0.0882 
Average 0.0680 0.0674 0.0566 0.0605 0.0584 0.0575 0.0574 0.0558 0.0572 
Correct 1 0.75 1 0.75 0.75 0.75 0.75 0.75 0.75 
Direction 2 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
3 0.75 0.5 0.75 0.5 0.5 0.5 0.5 0.5 
4 0.75 0.5 0.25 0.5 0.25 0.75 0.25 0.5 
5 0.5 0.5 0.75 0.75 0.75 1 0.75 1 
6 0 0.5 0.75 0.5 0.75 0.75 1 0.5 
Average 0.58 a63 0.67 0.63 0.67 0.75 0.67 0.67 
Speculative 1 0.25 1.00 0.75 0.75 0.75 0.75 0.75 0.75 
Direction 2 0.25 1.00 0.75 0.75 0.75 0.75 0.75 0.75 
3 0.50 1.00 0.50 0.75 0.75 0.75 0.75 0.75 
4 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 
5 0.50 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
6 1.00 0.75 0.75 0.^  0.75 0.75 1.00 0.75 
Average 0.50 0.83 0.67 0.71 0.71 0.71 0.75 0.71 
No. of 1 5 10 11 8 7 12 9 
centers 2 4 9 9 8 8 16 8 
3 4 6 9 9 9 13 9 
4 7 14 11 11 8 12 8 
5 8 10 11 9 16 7 8 
6 4 6 9 9 6 9 9 
WKlth(r) 1 4 3 2 1 
2 4 3 3 1 
3 4 3 3 1 
4 3 3 2 1 
5 3 3.5 2 1 
6 4 3.5 3 1 
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Table E. 16. Italian Lira Analysis 1: quarterly data (LR) 
Criteria Period Model 
R.W. Foraard GRBF GRBF IRBF MRBF LRBF CCRBF QRBF 
RMSE 1 0.0656 0.0S01 0.0430 0.0<C0 0.0365 0.0454 a0425 0.0376 0.0<GO 
2 O.OC7 0.0«6 0.0459 0.0414 0.0446 0.0452 0.0491 0.0404 0.0440 
3 0.CM27 0.0510 0.04448 0.0446 0.0426 0.0606 O.C608 0.0450 0.0614 
4 0.0456 0.0468 0.0438 0.0523 0.0628 0.0693 O.OS37 0.0461 0.0367 
5 0.0343 0.0401 0.0344 0.0413 0.0432 0.0335 0.0369 0.0414 0.0353 
6 0.0171 0.0289 0.0180 0.0182 0.0129 0.0287 0.0159 0.0275 0.0221 
Average 0.0414 0.0445 0.0383 0.04 0.0383 0.0454 0.0415 0.0397 0.0386 
Correct 
Direction 
1 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
2 0.5 0.5 0.5 0.5 0.5 0.5 0.75 0.75 
3 0.33 0.33 0.33 0.33 0.67 033 0.67 0.33 
4 0.67 0.67 0.33 0.67 0 0.33 0.33 1 
5 0.25 0.5 0.25 0.25 0.5 0 0.5 0.75 
6 0 0.75 0.75 0.75 0 0.5 0.5 0.5 
Average 0.41 0.58 0.49 0.54 0.40 0.40 0.58 0.68 
Speculative 
Direction 
1 0.25 0.75 0.50 0.75 0.75 0.75 0.50 1.00 
2 0.9D 0.50 0.75 0.75 0.50 0.50 0.75 0.75 
3 0.66 0.67 1.00 1.00 0.67 0.67 1.00 0.67 
4 0.33 0.67 0.33 0.33 0 0.00 0.67 1.00 
5 0.75 0.75 0.75 0.25 0.30 0.75 0.75 0.75 
6 1.00 0.75 0.75 1.00 0.75 1.00 0.50 0.75 
Average 0.58 0.68 0.68 0.68 0.S3 0.61 0.69 0.82 
No. of 
centers 
1 4 4 8 4 7 3 4 
2 6 4 6 5 4 3 4 
3 14 5 5 5 4 3 5 
4 5 6 4 14 8 5 3 
5 5 6 8 4 4 2 3 
6 3 5 6 3 6 3 4 
Widtfi(r) 1 2.5 1.5 1.5 1.0 
2 3.0 1.5 1.5 1.0 
3 1.0 1.0 1.0 1.0 
4 2.5 1.0 0.9 1.0 
5 3.0 3.0 1.5 1.0 
6 2-0 ZS 1.5 1.0 
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Table E. 17. Italian Analysis 2: quarterly data (LR / Ml) 
Criteria Period Model 
R.W. Fomard GRBF GRBF IRBF 
RMSE 1 0.0696 0.0601 0.0510 0D460 0.C619 
2 0.CV87 0.0«8 0.0450 0.0484 0.0470 
3 0.0427 0.0510 0.0411 0.0483 0.0447 
4 0.0456 0.0468 0.0497 0.0432 0.0439 
5 0.0343 0.0401 0.0381 0.0351 0.0349 
6 0.0171 0.0289 0.0205 0.0149 0.0154 
Average 0.0414 0.0445 0.0409 0.CS93 0.0396 
Correct 
Direction 
1 0.75 0.5 0.75 0.75 
2 0.5 0.75 0.5 0.75 
3 033 0.67 0.67 0.33 
4 0.67 0.33 0.67 0.67 
S 025 0.5 0.25 0.5 
6 0 0.5 0.75 0.75 
Average 0.41 0.54 0.60 0.63 
Speculative 
Direction 
1 0.25 0.50 1.00 0.50 
2 0.50 0.75 0.50 0.60 
3 0.66 1.00 1.00 1.00 
4 0.33 0.33 0.67 0.67 
5 0.75 0.50 1.00 1.00 
6 1.00 0.75 0.75 1.00 
Average 0.58 0.64 0.82 0.78 
No. of 
centers 
1 14 10 7 
2 7 7 16 
3 14 16 10 
4 13 13 16 
5 14 12 16 
6 5 15 8 
Width(r) 1 Z5 25 1.5 
2 2.5 2.0 1.0 
3 ZO 1.5 1.0 
4 ZO 1.5 1.0 
5 1.5 1.0 1.0 
6 3.0 1.5 1.0 
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