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Cecilia Laschi1
1 The BioRobotics Institute, Scuola Superiore Sant’Anna, Pontedera, Italy, 2 Morphology, Evolution and Cognition Lab, 
University of Vermont, Burlington, VT, USA
This paper reports the design process, the implementation, and the results of a novel 
robotic contest addressing soft robots, named RoboSoft Grand Challenge. Application-
oriented tasks were proposed in three different scenarios where soft robotics is partic-
ularly lively: manipulation, terrestrial, and underwater locomotion. Starting from about 
60 expressions of interest submitted by international teams distributed across the world, 
19 robots were eventually selected to participate in the challenge in two of the initially 
proposed scenarios, i.e., manipulation and terrestrial locomotion. Results highlight both 
the effectiveness and limitations of state of the art soft robots with respect to the selected 
tasks. The paper will also focus on some of the advantages and disadvantages of contests 
as technology-steering mechanisms, including what we called “reductionist design,” a 
phenomenon in which simplistic solutions are devised to purposely tackle the proposed 
tasks, possibly hindering more general and desired technological advancements.
Keywords: soft robotics, robot manipulation, robot locomotion, robotic challenge, robot competition
1. INtRodUCtIoN
The Olympic creed: “The most important thing in life is not the triumph, but the fight; the essential 
thing is not to have won, but to have fought well.” has ubiquitous consensus in sport as well as in 
robotic contests. Challenging long-term goals foster innovation, from single components to system 
integration procedures (Masters and Delbecq, 2008), regardless of the success of each specific robot 
during the competition. Moreover, hands-on competitions have significant educational potential 
at all levels of academic training, from undergraduate to graduate courses (Murphy, 2000; Wyffels 
et al., 2011). In the past decades competitions and challenges spread over several domains of robotics 
(Dias et al., 2016); an heterogeneous (yet not exhaustive) list is presented in Table 1 and includes 
the renown Darpa Robotic Challenge (DRC) (Guizzo and Ackerman, 2015), euRathlon (Schneider 
et al., 2015), RoCKIn (Lima et al., 2014), European Robotic Challenges (EuRoCs), Mohamed Bin Zayed 
International Robotic Challenge (MBZIRC), the UAE drones for good award, RoboCup (Kitano et al., 
1998), Cybathlon (Riener and Seward, 2014), to mention a few.
Often based on multi-disciplinary domains, robotic contests stimulate advancements in different 
areas, from hardware to algorithmic development. It is, however, possible to classify these events in 
two broad categories: competitions and challenges. Competitions are more similar to sport events, 
where well-defined rules allow to compare performance of teams (possibly encompassing both robots 
and humans) in tasks that are generally already solved by the state of the art technology. An example 
of competition is the RoboCup Soccer: Small Size category, where well-defined wheeled vehicles move 
in a soccer-like playground with the purpose of scoring more goals than the opponent team. On the 
tABLe 1 | A list of events related to robotics, with the aims declared by organizers, labeled as challenges and competitions.
event name Aim Address to type
DRC (Darpa Robotic Challenge) To catalyze focused efforts to spur innovation in robotics Companies and academia Challenge
euRathlon To challenge intelligence and autonomy of robots in realistic mock scenarios Universities, research labs,  
or industry
Competition 
Mohamed Bin Zayed International 
Robotic Challenge (MBZIRC)
To demonstrate the current state of the art and to inspire the future of robotics Universities, research labs,  
or industry
Challenge
RoboCup To promote robotics and AI research, by offering a publicly appealing, but 
formidable challenge
Companies and academia Competition 
RoCKIn To foster scientific progress and innovation in cognitive systems and robotics 
through the design and implementation of competitions
Mainly universities Competition 
EuRoCs To strengthen collaboration and cross-fertilization between the industrial and the 
research community via three industrially relevant challenges
Companies and academia Challenge
Cybathlon To facilitate conversation between academia and industry, to facilitate discussion 
between technology developers and people with disabilities, and to promote the 
use of robotic assistive aids to the general public
Companies and academia Competition 
UAE drones for good award To find solutions that will improve peoples lives and provide positive technological 
solutions to modern day issues
Companies and academia Competition 
ELROB To demonstrate and compare the capabilities of unmanned systems in realistic 
scenarios and terrains
Companies and academia Competition 
ESA Lunar Robotic Challenge To gain a valuable insight into the challenges astronauts will face when operating 
robots on the lunar surface
Academia (students) Challenge 
HuroCup To emphasizes the development of flexible, robust, and versatile human-like robots 
that can perform many different tasks in different domains
Academia (students) Competition 
SAUC-E To design and build an autonomous underwater vehicle (AUV) capable of 
performing realistic missions
Academia (students) Competition 
SAUVC To provide students an opportunity to experience the challenges of AUV system 
engineering and develop skills in the associated technologies
Academia (students) Competition 
First Lego League To involve kids in engineering and scientific work Academia (students) Competition 
This list is not complete, and it is just intended to offer an overview of the different challenges/competition in several diverse domains.
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other hand, robotic challenges are usually task-oriented events 
that propose activities at the very edge of the state of the art: an 
example is the DRC, where robots are demanded to move and 
operate in unstructured scenarios. It is not uncommon, in chal-
lenges, to observe robots obtaining a null score in one or more 
tasks, despite the quality of the implemented technical solution.
Despite the specificities of each robotic challenge, we can 
identify three general common objectives. The first one is to push 
forward the state of the art, promoting new ways to solving the 
proposed tasks, or to approach the development of the required 
technical solutions; the second one is to steer and canalize 
technological development toward the solution of significant 
societal and industrial challenges, with the aim of increasing the 
impact of robotic research (Masters and Delbecq, 2008); the third 
one is to enable the benchmarking of different robotic solutions 
through task-based scoring systems, which allow to assess and 
compare extremely heterogeneous and complex systems, such as 
robots (Ferri et al., 2015). These wide-range goals are particularly 
important for emerging fields, which often experience rapid 
development in conceptually different directions: this is the case 
for Soft Robotics.
Soft robotics is a growing and highly multi-disciplinary field, 
which proposes to endow robots with unprecedented capabili-
ties not only through sophisticated control systems but also by 
exploiting material and morphological properties, incorporat-
ing the use of soft materials into robotics control. This allows 
to alleviate the computational burden of the controller and to 
better cope with unpredictable unstructured environment, like 
in search and rescue and disaster response operations, as well as 
in medical and human assistance tasks (Kim et al., 2013; Laschi 
and Cianchetti, 2014). This ground-breaking approach requires 
to rethink all the conventional stages of robot development, from 
design to fabrication and, finally, control (Rus and Tolley, 2015): 
in order to better cope with these dares, coordinated efforts are 
desirable.
Under the Future and Emerging Technologies scheme, the 
European Commission funded a Coordination Action (CA) 
called RoboSoft, with the aim of assisting soft robotics research-
ers to combine their endeavors to maximize the opportunities 
and to materialize the huge potential impact of this field. Within 
the framework of the RoboSoft CA, a competitive event regard-
ing soft robots appeared timely to pursue the above-mentioned 
general objectives of robotic challenges in the specific context of 
soft robotics, as well as to demonstrate the capabilities of state of 
the art soft machines in realistic mock environments. Therefore, 
the RoboSoft Grand Challenge was developed as an instrument 
to show the potential of soft robotics to push forward the state 
of the art of this discipline, and to foster collaborations among 
different research groups worldwide. To the best of authors’ 
knowledge, no challenge existed before that was specifically 
designed for soft robots. The only competition devoted to soft 
robotics is the initiative of the Soft Robotics Toolkit (SRT) 
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(SoftRoboticsToolkit, 2016), where open-ended designs can 
be submitted for evaluation by a panel of qualified judges. In 
the 2015–2016 editions of the competition, entries had to use 
at least one technological element of the SRT and 2/5 – 2/5 of 
the score was assigned to the design and documentation, while 
1/5 was assigned to the implementation and actual demonstra-
tion. Conversely to the SRT competition, the RoboSoft Grand 
Challenge (RSGC) aims to enhance and showcase the capabili-
ties of soft robots in realistic mock scenario, with the ambitious 
aim of demonstrating the added value of soft robots in terms 
of interaction with the environment, adaptability, and resilience. 
On the one hand, RSGC was designed to demonstrate that soft 
robots are capable of performing traditional robotics duties (e.g., 
pick and place); on the other, a goal was to show how soft robots 
can exploit softness to accomplish tasks that are very difficult 
for their rigid counterpart (e.g., manipulation of fragile objects, 
adaptation to the environment).
2. desIGN oF the Robosoft  
GRANd ChALLeNGe
2.1. event definition
The first edition of the RSGC was a task-oriented challenge, where 
the robots were asked to solve not only tasks that traditionally 
appear in robotic competitions but also some that were purpose-
fully designed. Indeed, being devoted to highlighting soft robots 
capabilities – which have not been challenged so far – scenarios 
and tasks could not be entirely drawn from other challenges, 
but had, in some cases, to be designed entirely from scratch. 
Another difficulty that had to be taken into account lies in the 
heterogeneity of the soft robotics field, which encompasses very 
different, and rapidly evolving, platforms and technologies for 
what concerns actuation, fabrication, sensing, and control. These 
aspects increased the difficulty of defining the challenge, which 
had to be a good trade off between being feasible (to showcase the 
state of the art and encourage a wide participation) and arduous 
(to stimulate the field). To solve this design conflict, an extensive 
overview of state of the art soft robots was performed, followed 
by an analysis of the most commonly required tasks in current 
robotics challenges/competitions. In some cases, these tasks 
were reinterpreted to adjust the difficulty level to the state of the 
art of soft robots. In others, new tasks were devised ad  hoc in 
order to promote the adoption of soft technologies and challenge 
soft robots with tasks that they are expected to be able to solve, 
that are, in turn, extremely difficult – or even impossible – for 
completely rigid machines.
In order to respect the heterogeneity of the field, we did not 
define by regulation what kind of soft robots could compete in 
the challenge, which would have restricted the participation to 
those robots only that are compliant with our definition of a 
soft machine. Soft robotics includes very different technological 
solutions, exploiting e.g., shape memory alloys (Seok et al., 2013), 
silicone rubber and pneumatic actuation (Shepherd et al., 2011), 
tendon-driven actuation (Arienti et al., 2013), tensegrity mecha-
nisms (Kim et  al., 2014), vibration and deformation of alloys 
(Yu and Iida, 2014), granular jamming (Steltz et al., 2009), and 
many more, thus, that a focused definition would also be ardu-
ous. Instead, we pushed on the capabilities which we consider 
 fundamental for the soft robots, namely resilience, mechanical 
compliance, and delicate interaction with the environment, 
together with strength and dexterity. Scenarios and tasks were, 
thus, designed to highlight soft robots features and skills, without 
imposing rules on the design and technologies adopted to realize 
the robots. The only constrains imposed to participants are related 
to logistics (i.e., maximum power supply available, security rules, 
etc.) and about the maximum size and weight of the robots. 
Dimensions influence the design of the whole competition field, 
so it had to be known a priori. Since robot miniaturization was 
not considered a crucial aspect in this moment, a comfortable 
bounding cube of side 0.6 m was selected, which already includes 
most of the existing soft robots.
Another general remark concerns autonomy. Several events 
stress or directly aim at increasing robots autonomy (both in 
the sense of embedding all subsystems into the robot – e.g., 
have robots carrying their own power supply and actuation 
 systems – and to increase autonomous operation). As an example, 
RoboCup Soccer Leagues require each robot to be autonomous, 
and the team is required to act as a whole in order to realize an 
effective and coordinated behavior, which requires sophisticated 
control algorithms, while organizers of euRathlon report that 
autonomous operations are far from being perfect among the 
competing robots, and aim at increasing its importance in future 
editions. Autonomy is certainly a key issue to the success of 
robotics, and this kind of challenges/competitions – in which 
consolidated platforms and technologies are adopted to realize 
the competing robots – are better suited to stimulate development 
in this direction. Soft robotics, however, is a young niche of robot-
ics, and many challenges are still to be solved for what concerns 
basic technologies for robot mechanical design, sensing, and 
actuation. Also, morphology and control are tightly coupled in 
these machines, which pose additional challenges. Finally, most 
soft robots require to date external equipment to operate (power 
supply, electronics, actuation systems, etc.). In some cases minia-
turizing and embedding these equipments into the robots is not 
a technical issue, but only a monetary one, which we would not 
enforce to participants. Thus, the RSGC did not impose strong 
constraints or rewards related to the autonomy of the competing 
robots: nevertheless, we will see in the tasks implementation in 
Section 2.3 and in the scoring systems in Section 3 how tethered 
robots are, implicitly, slightly penalized. With this overall view of 
the event, we now describe the actual scenarios where the robots 
competed.
2.2. scenarios definition
To define suitable domains and scenarios for the RSGC, we per-
formed a deep survey of the state of the art of soft robotics. This 
discipline is steeply growing, and from the seminal review paper 
of Trivedi et al. (2008) the field was subject to several evolutions; 
to date, the most recent review paper on soft robotics (Rus and 
Tolley, 2015) identifies four possible application domains for soft 
robots: locomotion, manipulation, wearable, and soft cyborgs. 
This review agrees with our survey on the most relevant domains 
influenced by soft robotic, which identified three niches: (1) the 
FIGURe 1 | the Robosoft Grand Challenge aims to highlighting soft 
robots capabilities together with traditional ones.
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terrestrial locomotion, where a great number of bio-inspired 
(Belanger et  al., 2000; Mezoff et  al., 2004; Lin et  al., 2013; 
Umedachi et al., 2016) (inspired by worms, caterpillars, and their 
gaits) (Jayaram and Full, 2016) (insects) (Chrispell et al., 2013; 
Cicconofri and DeSimone, 2015) (snakes) or build from scratch 
robots (Kim et al., 2014; Li et al., 2016) are under development; 
(2) the underwater locomotion (Fiazza et  al., 2010), mainly 
inspired by fishes (Clark et al., 2015), turtles (Song et al., 2016), 
crabs (Calisti et  al., 2016), chephalopods (Arienti et  al., 2013; 
Cianchetti et al., 2015), rays (Urai et al., 2015), or other aquatic 
animals; and (3) manipulation, either at the level of grippers 
(Manti et al., 2015; Fakhari et al., 2016; Shintake et al., 2016), arms 
(Cianchetti et al., 2014; Elango and Faudzi, 2015; Katzschmann 
et al., 2015; Deashapriya et al., 2016; Sun et al., 2016), or other 
devices (Deng et al., 2016).
The selected domains were declined in three realistic 
mock scenarios: a terrestrial race, an underwater race, and 
a manipulation field. Inside each domain, there are several 
possible implementations, for example, the terrestrial race 
could be a sprint competition, the underwater race could be 
based on Simultaneous Localization and Mapping (SLAM), the 
manipulation could be related to industrial environment and 
so on. To cover as much as possible the potential applications 
of soft robotics, we decided to implement complex mock sce-
narios which allowed the robot to show several capabilities: the 
terrestrial race was based on a simulated emergency situation, 
where the robot was demanded to move over unstructured, 
fragile, and unstable environments; the underwater race was 
based on a navigation and interaction scenario, where the 
robot was demanded to precisely move through waypoints, 
then gently (but firmly) interact with the environment in order 
to remove some objects; finally, the manipulation scenario 
replicated structured environments, in which robots had to 
demonstrate both dexterity, gentle interaction, and strength. 
A resuming picture of the features that were expected in the 
various scenarios is presented in Figure 1. Each scenario was 
split-down into tasks, whose scoring and evaluation mecha-
nisms are designed in order to capture the expected capabilities 
of the robots.
2.3. tasks definition
Task definition is the core phase of the challenge design. We 
considered four aspects/features during tasks selection:
 1. soft-related capabilities to be shown
 2. scenario-related traditional tasks
 3. traditional/soft-related tasks relationship
 4. feasibility/challenge trade-off
The selection process then took four consecutive steps, 
which would possibly iterate upon evaluation. To begin with, 
soft-related tasks were proposed with the aim of highlighting 
specific capabilities of soft robots. Envisaged tasks were (s1) 
jump from high positions; (s2) reduce body dimension; (s3) 
adapt to the environment; (s4) perform delicate contact; and (s5) 
gently manipulate (grasp/move/interact) objects. Subsequently, 
traditional scenario-related tasks were proposed to highlight 
the performance of soft robots against common robotic duties. 
In the scenarios we wanted to develop, traditional tasks were 
individuated as: (t1) move over uneven terrains; (t2) move over 
obstacles (stairs/debris); (t3) exert forces to the environment; 
and (t4) manipulate complex (size/weight/shape) objects. Then 
the relationships among soft and traditional tasks were taken 
into account, with the goals of avoiding the redundant demon-
stration of the same capabilities, and increase the complexity of 
the challenge with conflictual tasks, i.e., soft task (s4) – delicate 
contact could be in contrast with the traditional (t3) – exert 
forces to the environment, while (s2) – reduce body dimen-
sion could be in contrast with (t2) – move over obstacles. This 
process led to formalizing three fields for each scenario, which 
were then qualitatively evaluated by predicting the performance 
of state of the art robots in those tasks. Although this qualita-
tive evaluation was mainly inductive, it guided us in tuning the 
complexity level of the tasks, so that desired advancements with 
respect to the state of the art could be within the reach of the 
teams.
After this process, the terrestrial locomotion scenario 
 (locomotion race) was proposed with the following tasks:
 1. A sand box representing the ground outside a collapsed build-
ing, a traditional locomotion task.
 2. A sliding aperture representing a narrow aperture in a build-
ing that the robot should enter, demonstrating shrinking 
capabilities.
 3. A stair that the robot should negotiate, moving both upward 
and downward.
 4. A congested, unstable environment (common in search and 
rescue and disaster response scenarios) which could col-
lapse if the robot exerted too much force onto the structural 
elements.
The three-dimensional model of the terrestrial race can be 
seen in Figure 2, together with the actual implementation: the 
overall dimensions of the field were about 9 m length and 2 m 
wide. Teams were allowed to skip some tasks and move directly to 
the next one, but were not allowed to go back. The manipulation 
scenario was structured in the following tasks:
FIGURe 4 | the underwater race was made of three tasks,  
and checkpoints were positioned at the surface of the water.
FIGURe 3 | the manipulation scenario was made of three tasks, 
which can be approached from two sides (with and without a mobile 
base). Picture (A) shows the CAD model, picture (B) shows the actual 
implementation.
FIGURe 2 | the locomotion scenario was made of four tasks 
separated by checkpoint tiles. Picture (A) shows the CAD model, picture 
(B) shows the actual implementation.
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 1. Pick and place of different objects
 2. Arm positioning
 3. Door opening
The objects in the first task were selected to highlight gentle 
contact and adaptability, while the arm positioning task required 
also dexterity. The door opening is a classical manipulation task, 
which jointly demonstrates strength and dexterity. This scenario 
was implemented as a structured environment, shown in Figure 3. 
Teams had two options to cope with the tasks: in the first one, the 
(mobile) robot moved itself toward the manipulation area and 
performed the demanded tasks. In the second option, teams were 
allowed to attach their robots to a linear slider. In this scenario, 
teams were allowed to tackle tasks in the order they prefer. Finally, 
the underwater race scenario encompassed the following tasks:
 1. A navigation task
 2. A sliding aperture the robot should enter
 3. A manipulation task, where some objects should be removed 
from the ground of the pool
The robot was deployed from a platform about 50 cm above 
the water. The robot should be resilient to this small “jump,” thus 
demonstrating easy deployment. The first task of this scenario 
required to navigate toward two buoys placed at different heights 
from the bottom of the pool, which is a traditional navigation 
task. The second task was to move inside an aperture that can 
be reduced or increased in dimension, thus demonstrating 
squeezing capabilities, while the third task required to remove 
the infesting algae without dislodging fragile elements (such as 
amphorae and corals). A depiction of the field model is presented 
in Figure  4. The scoring was defined based on the illustrated 
tasks, and the challenge development was initiated. The overall 
design of the fields was revealed to the participants together with 
challenge rules (Figure 5), so that they were able to replicate the 
fields for their own convenience and tests: later on, actual com-
mercial materials detailed the design, so that each team was able 
to actually build a copy of the scenario.
FIGURe 6 | the RsGC raised worldwide interest, with 17 teams participating from 4 different continents which proposed 19 robots. Financial support 
was provided to selected teams for traveling, accommodation and meals, for a maximum of two members for each selected team.
FIGURe 5 | the schedule of the challenge organization, with the principal phases and the number of entries each phase highlighted.
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3. ChALLeNGe deVeLoPMeNt, 
CoNtest RULes, ANd sCoRING
The involvement of the teams started with a first phase that was 
called “expression of interest.” During this phase, participants 
interested in the challenge submitted an intent form that con-
tained the essential information to understand the technical 
solution proposed and the scenarios which they would like to deal 
with. This phase was intended to perform a preliminary evalua-
tion on the robots expected during the challenge, and to estimate 
the number of participants. Once completed, a “pre-selection 
phase” started, where teams should demonstrate the current 
development and the envisioned performances of their robots via 
submitted videos and technical documents. Skills to be shown 
in the videos were directly related to scenarios and tasks: teams 
should demonstrate some basic capabilities (forward locomotion 
and shrinking for locomotion race; picking of objects and arm 
positioning for manipulation scenario; swimming and shrinking 
for underwater race) that would allow them to be competitive 
during the challenge. We judged skills on a do-it base. When a 
certain skill was not properly shown, we asked for additional vid-
eos or explanations, so that further submissions were admitted. It 
is worth to mention that other challenges (DRC, MBZIRC, UAE 
Drones for good, etc.) perform evaluation in a one-step fashion, 
thus merging our expression of interest and pre-selection phases. 
The additional effort required in splitting the evaluation in two 
phases is motivated by the novelty of both the scientific field (soft 
robotics, where technologies are still not well assessed) and the 
evaluation technique (challenge for soft robots in realistic mock 
scenarios). For small and new events, such as the RSGC, the 
expression of interest gives an initial evaluation on the number of 
participants, acceptance of the challenge, and appropriateness of 
the tasks. This will mitigate the drawbacks, and allow to perform 
corrective actions, in case of negative feedback.
Upon evaluation, selected teams were allowed to move to the 
next phase, which was the “registration phase” where teams actu-
ally subscribed for certain scenarios of the challenge. A timetable 
of the early phases of the challenge development, together with 
the number of teams is reported in Figure 5, while a diagram 
of the actual countries which participated in the challenge is 
presented in Figure 6. It appeared that from the initial number 
of expression of interests, only one-third of the participants were 
eventually able to compete in the RSGC (about 20 over 60). The 
expression of interests was almost equally divided among the 
7Calisti et al. RoboSoft Grand Challenge
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three scenarios: 23 entries were for the terrestrial race, 21 for the 
manipulation, and 16 for the underwater race. Being a novel event 
targeting a specific subfield of robotics, the initial 60 expression of 
interests were unexpected (yet welcome): out of these 60 entries, 
about half only actually submitted the pre-selection material. It 
is worth to mention that, while the terrestrial and manipulation 
entries suffered from a moderate reduction, the underwater race 
dropped from 16 to only 2 entries. Additional six entries were not 
admitted to the challenge due to the extremely preliminary state 
of the submitted material, which prevented a proper evaluation: 
the final pool of 23 participants (submitted for participation into 
terrestrial race and manipulation) posed already logistic chal-
lenges for the competition, which was intended to be performed 
in 2  days (the first one for testing the robots and the second 
one for the actual challenge). Four robots retired prior to the 
beginning of the challenge due to unexpected logistic problems 
of the teams, so that a final number of 19 robots (submitted from 
17 different teams) participated in the challenge: 12 in the ter-
restrial race and 7 in the manipulation scenario. Although we 
did not collect data on teams composition, we noticed that teams 
were mostly made of an experienced researcher (PostDoc) and 
a few PhD students. Only one team was from a High School. 
The dimension of teams varied significantly, ranging from 2 to 
almost 10 members. Due to a lack of participants, the underwater 
race was not organized.
The challenge scenarios were implemented via a tile system, 
i.e., the challenge field was made of several tiles stitched together. 
As shown in Figures 2 and 3, each tile represented one task, thus 
saying that a robot completed a tile is equivalent to say that it 
completed a task. A tile system has the advantage of providing a 
flexible implementation, so that the challenge can be extended, 
reduced, or modified by replacing one tile only. Specific check-
points were defined inside the scenarios to provide the starting 
positions for the various trials. A maximum number of three 
attempts for each task could be performed, after which the task 
was considered not completed and the robot was moved by the 
team to the next checkpoint. A fraction of the total points was 
assigned to the robot in case the task was partially completed. 
The number of trials required to complete a task also affected 
the scoring, i.e., the maximum score was earned by complet-
ing the task during the first attempt, then the score decreased 
at each subsequent attempt. Details of the tasks that should be 
performed, and how the task was considered partially or totally 
completed, are reported to better understand what the robots 
were demanded to do.
In the locomotion race, see Figure 2, task 1 was a sand box 
~2 m long and 1 m wide. It had about 1.5 cm of sand with fine 
granularity (i.e., washed and sterilized river sand). From the 
starting tile to the sand tile, the ground was uneven, thus, a 
small step of few centimeters was required to enter into and 
exit from the tile. The task was considered partially solved if 
the robot reached at least the middle of the tile. The task 2 was 
a wall tile made of three rigid PVC elements that were moved 
to reduce the dimension of an aperture. Approximately, the 
aperture was a square of side s, where s was decided by teams 
prior to the competition. Before starting the terrestrial race, 
the teams should inform the judges about how challenging the 
aperture should be for their robot, i.e., to which extent their 
robot is able to squeeze (or deform), and enter apertures smaller 
than the nominal robot dimension (with respect to the loco-
motion direction) rd. The more the aperture was reduced, the 
highest the number of points that was awarded to the robot for 
correctly negotiating this obstacle. Approximately if s = rd/1.1, 
tile points were multiplied by 1.1, if s = rd/1.2 base points were 
multiplied by 1.2 and so on. This mechanism was crucial, as 
it highlighted the adaptability of the soft robots, but it could 
entail gray areas in the regulation. We tried to implement this 
mechanism in a fair and quantitative manner by resorting to the 
following rules and considerations. First of all, each team had 
to declare the locomotion direction of their robots. Judges then 
measured the frontal projection of the robot with respect to 
the declared direction. The maximum dimension of the frontal 
section was then used as rd. Robots were evaluated in one of the 
stances (if robots were able of multi-modal locomotion) used 
for locomotion, decided by the teams, and robots were allowed 
to change stance to enter the aperture. Judges supervised and 
approved the participants evaluation to ensure a fair compari-
son among different robots and, in case of discrepancies among 
participants and judges’ evaluation, the latter one was used for 
the calculation of the points (it is worth to mention that only for 
one robot judges evaluation was conflictual with participants’ 
ones). The task 3 was a stair tile where a two-step stair (step 
height about 5 cm), should be negotiate by moving upward and 
downward. This is a classic test for robot locomotion, which was 
considered partially solved if the robot was at least able to climb 
the stair, and was considered completely solved if the robot was 
also able to climb down reaching back the ground. Finally, in 
task 4, we presented an unstable environment made of rubber 
tubes held in place by magnets. Rubber tubes represented the 
collapsible elements of a congested environment. Robots had 
to navigate through the tubes without dislodging them. As in 
the wall tile, also in this case the tubes were moved according 
to the nominal dimension of the robot, rd, so that the distance 
among the tubes was approximately of the same size of the 
robot. The robot could touch the tubes, but should not push 
them away from their original location. If up to two tubes were 
dislodged, the task was considered partially achieved. If more 
than two tubes were dislodged, the task was considered not 
achieved. If no tubes were moved, the task was fully solved. It 
is worth to mention that external cables (e.g., for power supply, 
pneumatic actuation) were considered part of the robots, which 
implicitly penalized tethered robots (more prone to dislodging 
the unstable elements by trapping them with their cables) over 
untethered ones.
In the manipulation scenario, see Figure 3, the pick and place 
task (task 1) was made of two subspaces, one (a) where some 
objects (four different ones) were placed and the other (b) where 
a collecting basket was fixed. Ten objects were revealed during 
the testing day, and only four objects were used the day of the 
challenge. The four objects were: an empty ice cream cone, a 
wrench, a squared box, and a bottle full of water. The maximum 
dimension of the objects did not exceed a cubic bounding box 
of 1000 cm3 in volume and a weight of 0.5 kg. The objects had 
to be collected inside the basket. Moving an object from side (a) 
tABLe 3 | scoring of the manipulation.
Not half Full 1° 2° 3°
Task 1 – Object 1 handled 0 0.5 1 0.25 0.125 0
Task 1 – Object 2 handled 0 0.5 1 0.25 0.125 0
Task 1 – Object 3 handled 0 0.5 1 0.25 0.125 0
Task 1 – Object 4 handled 0 0.5 1 0.25 0.125 0
Task 2 – Can 1 reached 0 0.5 1 0.25 0.125 0
Task 2 – Can 2 reached 0 0.75 1 0.375 0.1875 0
Task 2 – Can 3 reached 0 1 2 0.5 0.25 0
Task 3 – Door opened 0 1.5 3 0.75 0.375 0
Points were assigned for completing partially (half) or totally (full) a task, and additional 
points were awarded if completing the task in the first or second trial.
tABLe 2 | scoring of the terrestrial race.
Not half Full 1° 2° 3°
Task 1 – Sand 0 0.5 1 0.25 0.125 0
Task 2 – Aperture 0 2 4 1 0.5 0
Task 3 – Stair 0 1 2 0.5 0.25 0
Task 4 – Debris 0 2 4 1 0.5 0
The points of task 2 were further multiplied by the shrinking factor. Point were assigned 
for completing partially (half) or totally (full) a task, and additional points were awarded if 
achieved in the first or second trial.
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to side (b) without succeeding in placing it into the basket was 
worth a fraction of the points that were earned with a correct 
placement inside the basket. If an object was damaged during the 
pick and place operation, the robot did not earn points, no matter 
if it managed to move the object to the side (b) or even placing 
the object into the basket. The task 2 was the positioning task 
(reaching), where robots had to demonstrate their dexterity by 
touching three cans placed inside small apertures opened in a 
wall. The tile featured three different lanes from (i) to (iii). Robots 
should reach the cans by starting from a frontal position with 
respect to the can they had to touch. This was to prevent robots 
from starting from lane (i) and touch the can of line (ii), avoiding 
the corresponding rubber tube (thus, without really negotiating 
it). The first lane (i) was the simplest one, as the robot can freely 
elongate to touch the can without the need to negotiate any 
obstacle. In the second one (ii), a fixed rubber tube was placed 
between the can and the robot, so that a low degree of dexterity 
was required to the manipulator. Finally, in lane (iii), there were 
three rubber tubes between the can and the robot, which had to 
be negotiated by the manipulator. The aim was to increase the 
difficulty of the task depending on the lane that was faced. If a 
manipulator reached beyond the tubes without hitting the target 
can, the task was considered partially accomplished. Finally, the 
task 3 was a tile with a small door with a horizontal handle placed 
at mid height. To open the door, coordination and strength are 
required. A stable grasp of the handle should be achieved and 
maintained during the opening manoeuvre. The task was con-
sidered completely solved if the handle was turned and the door 
opened. Task was considered partially completed if the handle 
was rotated but door was not opened.
The scoring was assigned by judges, supervising the competi-
tion both for correctness and assessment, according to the com-
pletion criteria specified for each task. Scoring was weighted with 
respect to the task difficulties and to the soft skills demonstrated, 
so that soft-related tasks earned more points than traditional 
ones. Scoring tables are reported in Tables 2 and 3: the regula-
tion also promoted the successful completion of the tasks, that is 
 scoring full-task in the third attempt resulted in more points than 
scoring half-task in the first try. The maximum time allowed to 
complete the scenarios was 20 min for the locomotion race and 
25 min for the manipulation. After the clearance of each scenario, 
teams were allowed to move all the necessary equipment to the 
next scenario, and to check robot functionalities. Each team was 
allowed to quickly fix, reprogram, and test the robot before the 
next scenario. However, major hardware modifications were not 
allowed (i.e., adding or removing parts/tools). Violating this rule 
resulted in disqualification, but no improper behaviors were 
reported.
4. oVeRALL ChALLeNGe ResULts
The RSGC event started with the test drive, the day before the 
actual challenge, which was intended to allow the teams to test 
the actual challenge fields and to have a feedback on the robot 
performance, but no scoring was recorded. Quick robots were 
able to perform tests in all the scenarios, less fast ones focused 
instead on specific parts of the challenge, that they considered 
particularly challenging. All robots except four (two in manipu-
lation, the others in locomotion) performed the test drive. Two 
of the robots that did not benefit from the test drive suffered 
from severe malfunctioning that prevented them from partici-
pating to the actual challenge: nevertheless they were allowed 
to perform demonstrations of specific part of the scenarios; the 
other two were able to recover from the failure and participate in 
the challenge. During the day of the challenge, three more robots 
suffered from unexpected malfunctioning, which resulted in 
a severe decrease of the performance for two robots (one in 
manipulation, one in locomotion) and in a small decrease for 
the third (in locomotion). A fourth one experienced a severe 
malfunctioning but it was quickly fixed, so that the failure did 
not influence the performance of the robot. The overall score 
for the terrestrial and manipulation scenarios are presented in 
Table 4, while in Tables 5 and 6 tasks results are presented. The 
winning robots are depicted in Figure 7: the Grand Challenge 
winner, that is the robot that earned the highest number of 
points participating and scoring in all scenarios, was an origami-
wheeled vehicle featuring a flexible arm and pincher (ranking 
second in the locomotion race, and first in the manipulation 
scenario); the locomotion race was ruled by a wheeled robot 
with inflatable air chambers; and the manipulation scenario was 
won by a pneumatic fiber-reinforced gripper (actually, this robot 
ranked second after the Grand Challenge winner, but since a 
robot could not be awarded twice by regulation, the robot shifted 
to the winning position).
Results for the locomotion race presented significant vari-
ability: two robots performed the whole scenario and earned the 
same amount of points, so that the winner was decided by the 
completion time, while four robots did not perform even the sim-
plest tile, Table 4. Among the latter, two were severely impaired, 
so that their bad performance could not be related to specific 
tABLe 6 | Results of the Manipulation scenario, expanded by tasks.
score Mean nMean 
Task 1.1 1.25 1.25 0 0 1.13 0 0 0.52 0.41
Task 1.2 1.25 0 0 1.13 0 0 0 0.34 0.27
Task 1.3 1.25 1.25 0 0 0 0 0 0.36 0.29
Task 1.4 1.13 1.25 0 0 0 0 0 0.34 0.27
Task 2.1 1.25 1.25 1 1.25 1.13 1.25 0.75 1.13 0.9
Task 2.2 1.88 1.88 1.88 1.5 1.88 1.69 0 1.53 0.81
Task 2.3 2.5 0 2.5 1.5 0 0 0 0.93 0.37
Task 3 3.75 3.75 3.75 1.5 2.25 2.25b 0a 2.46 0.66
Scores identified by arepresent robots experiencing malfunctioning during the race, while bdenotes malfunction before the contest.
tABLe 5 | Results of the terrestrial race, expanded by tasks.
score Mean nMean
Task 1 1.25 1.25 0.75 0.75 1.13 1.13 0 0.75 0 0 0 0 0.58 0.47 (0.7)
Task 2 6.67 6.67 7.5 5 0 4.5 5.36 6.41 0 0 0 0 3.51 0.47 (0.7)
Task 3 2.5 2.5 0 0 2.5 0 0 0 0 0 0 0 0.63 0.25 (0.38)
Task 4 5 5 5 3 5 3 3 0a 0b 0a 0 0 2.42 0.48 (0.73)
Scores identified by arepresent robots experiencing severe malfunctioning during the race, while bbefore the contest. Mean and normalized-mean values are reported, while in 
brackets the normalized-mean is considered only for the robot who actually earned some points.
tABLe 4 | Results of the terrestrial race and manipulation scenario.
Position terrestrial Manipulation
score time score time
1 15.4 2:33 14.3 20:26
2 15.4 7:50 10.6 23:55
3 13.3 16:10 9.1 24:49
4 8.8 19:46 6.9 24:53
5 8.6 7:57 6.4 25:00
6 8.6 15:30 5.2 24:51
7 8.4 18:46 0.8 25:00
8 7.2 20:00
9 0 –
10 0 –
11 0 –
12 0 –
Mean 7.1 7.6
Time is reported in the format mm:ss.
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technical solutions implemented; the remaining two based the 
locomotion on ground friction, so that their performance was 
significantly affected by the difference between their testing 
surface and the actual substrate of the challenge. Noticeably, the 
robot that ranked sixth in the final scoring, Table 4, had a similar 
friction problem experienced during the day of the trial: that team 
worked overnight to fix the problem by changing the skin of their 
robot, and they moved from a null to a reasonably good score. 
Participating robots performed effectively at least three out the 
four proposed tasks: sand, aperture, and unstable elements tiles 
were performed by almost all the robots, Table 5, with a normal-
ized mean score of about 0.5, which rises to a significant 0.7 if 
only the robots who actually scored some points are considered 
(normalization with respect to the maximum score). Although 
robots seemed able to tackle soft-related tasks easily, mean score 
in the third task (stairs) dropped to about 0.3 (0.4 if considering 
the subset of scoring robots), and was performed by three robots 
only, Table 5.
Results for the manipulation scenario present a lower vari-
ability than locomotion ones (see SD bars in Figure 8), especially 
considering that no robot scored 0, and that the last robot in the 
ranking, Table 4, stopped working right after the beginning of the 
trial. Operational time is much higher than for locomotion, and 
some robot did not finish the track due to a lack of time rather 
than a lack of capabilities. However, the intra-task variability 
was much higher, Table  6: the pick and place task was easily 
performed for the fragile object (ice cream cone, task 1.1), while 
the other objects were slightly more difficult. However, most of 
the robots started from the door and the positioning tiles, and 
gave up due to the lack of time for the pick and place task. With 
respect to the positioning tile, it appeared that the most challeng-
ing part was the third line (Figure 3), where three vertical tubes 
stood in between the robot and the target: the mean score drops 
dramatically from the 0.91 and 0.8 of the first two lines to 0.37 of 
the third line.
Finally, we compared our results with the data available for 
other task-related challenges, specifically with the Darpa Robotic 
Challeng (DRC) and the euRathlon (data are available from 
corresponding websites). DRC is a task-oriented challenge that 
features legged vehicles which should perform complex tasks 
in a congested environment; while the euRathlon challenges 
underwater, ground and air vehicles in exploration and interac-
tion tasks: we consider such challenge of comparable difficulties 
in the respective, different fields. We reported both trials and final 
score of the DRC, while for the euRathlon were selected scenarios 
where at least five teams participated; thus, the Land–Air–Sea 
scenario, the Land 1 and Land 2 scenarios, the Sea 1 and Sea 2 
scenarios, and the Air 1. The data were normalized with respect 
to the maximum score, and then they were reported in Figure 8: 
results are characterized by mean values included between 0.3 
FIGURe 8 | Comparison among task-oriented challenge results 
(normalized with respect to the maximum score being achieved). All 
results are included between 0.3 and 0.6, with the majority of them between 
0.4 and 0.6.
FIGURe 7 | the Grand Challenge winner (A) had origami wheels and a flexible manipulating arm (white, in the back). The locomotion race winner (B) had 
inflatable air-chambers attached to a wheeled device, while the manipulation winner (C) featured a pneumatic three-finger gripper.
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and 0.6, with most of the data included between 0.4 and 0.6. DRC 
challenge results greatly improved with respect to the trial ones, 
passing from the 0.3–0.4 interval to the 0.4–0.6. SD of the results, 
illustrated as the error bars in the picture, is also similar for all the 
challenges: the smallest one was obtained for the DRC trial, while 
the highest was derived from the Land1 data of the euRathlon 
competition.
5. dIsCUssIoN ANd LessoNs LeARNt
By analyzing the amount of submitted entries (intent forms), 
we considered that the RSGC was timely organized, and it hit a 
fertile discipline of robotics, which still requires standardization 
and benchmarking. The initial distribution of entries among 
the three proposed scenarios confirmed also that the applica-
tion fields were correctly envisaged by the organizers and in 
literature (Kim  et  al., 2013; Rus and Tolley, 2015); however, 
the abrupt drop in the underwater submissions (pre-selection 
material) outnumbered the expected physiological decrease 
experienced by terrestrial and manipulation entries (Figure 5). 
Although we have no feedback to understand this reduction, 
we hypothesize two reasons for that: the first one is that state 
of the art underwater soft robots are still very far from real-
world application standards. This could be related to the main 
motivation behind the development of underwater soft robots, 
which is most of the time the analysis of biological models to 
gather fundamental insights about behaviors or locomotion. 
An example is the octopus-inspired arm developed in the 
framework of the OCTOPUS project (Laschi et al., 2012), which 
included biological insights about the muscular structure of the 
animal, and that was further developed in an application-driven 
prototype, by abstracting the anatomy of the animal but obtain-
ing a more reliable device (Ranzani et  al., 2016). The second 
reason is that underwater robotics poses additional constrains 
on communication, control, and design: wireless communica-
tion via traditional means (e.g., radio frequency or wi-fi) is 
not possible underwater, thus, it requires acoustic modems or 
tethered systems; state of soft robots control is still not adequate 
to properly operate underwater robots (which requires to take 
into account effects arising from drag, buoyancy, added masses, 
etc.); finally, all devices should be carefully insulated in order to 
work underwater and avoid rapid degradation of the prototypes 
or the catastrophic failure of the robot. It is possible that some 
of the teams that expressed interest for the underwater race did 
underestimate the complexity associated with designing and 
controlling a soft robots for aquatic operation, which requires a 
number of additional technical skills and facilities.
Although quantitative data are not available, it is also pos-
sible that this reduction was associated to the complexity of 
the underwater tasks that the robots were demanded to solve 
during the challenge. The underwater competition scenario 
was indeed slightly more challenging than the others. Task 1 
required 3D goal directed locomotion (hitting a number of 
buoys placed at different depths). Task 2 required the robot 
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to squeeze into an aperture, with the additional dare of doing 
so underwater (where robot control and/or teleoperation is 
more challenging). Task 3 required to navigate an unstable 
environment, with the added challenge of performing some 
kind of manipulation in order to selectively eradicate a number 
of objects (mimicking algae). In future editions, this scenario 
could be very easily simplified in order to increase participa-
tion, e.g., by proposing planar locomotion and by reducing 
manipulation efforts.
These argumentations should not suggest that, on the con-
trary, developing a reliable terrestrial soft robot is a far easier 
task with state of the art technology. Especially for locomotion, 
we noticed a great variety of different solutions, comprising 
wheeled systems, legged robots (from four to six legs), rolling 
ones, robots based on vibration, origami robots, snake-like 
ones, reconfigurable robots, worm-inspired robots, and even 
ameba-inspired ones. All this variety was exposed to a even 
more vast number of different failures, comprising (but not 
limited to) leakage of air in pneumatic systems, explosion of 
air chambers, detachment of tendons, mechanical failure of the 
supporting structures, and detachment of electric cables from 
soft bodies. The deployment and the repeated, reliable use of soft 
robots appears to be still a significant challenge, coherently with 
the relatively young history of this field and the small number 
of real-world devices currently in use. With respect to manipu-
lation, we noticed two main approaches to the challenge: one 
where the robot had a clear distinction between a rigid arm and a 
soft gripper; the second where the whole arm is flexible and soft. 
The latter approach had the potential to solve the whole tasks 
of the scenario, as the Grand Challenge winner did: conversely 
the manipulation winner completely failed positioning task 2.1 
(Table 6) but performed very well in all the other tasks. In gen-
eral, it appeared that the soft gripper technologies are already 
adaptable, effective solutions which can be employed jointly 
with traditional components. As a critic recap of the state of the 
art of soft robotics we can say that, in locomotion, soft robots 
demonstrated augmented, focused capabilities with respect to 
the soft-related tasks, such as delicate contact and adaptability 
of the body: on the other hand, they still have to demonstrate 
their effectiveness on traditional complex tasks. It is worth to 
mention that the stair tile (task 3) was extremely challenging for 
the robots (Table 5). This could be related to the fact that gaits 
traditionally used in soft locomotion (e.g., crawling, inching, 
rolling, etc…) inherently suffer from high obstacles. One solu-
tion could be to perform multi-modal locomotion, changing 
from a crawling to a climbing gait when required. However, 
this aspect remains unchallenged by the vast majority of soft 
robots in the state of the art. In manipulation, flexible arms and 
deformable grippers demonstrated exciting progress both on 
soft-related tasks, such as delicate manipulation and adaptive 
arm positioning, and in traditional tasks, such as pick and place 
and door opening.
By analyzing the robots participating in the challenge, some-
times we noticed what we called a “reductionist design.” With 
this term, we mean the design process that develops a simplified 
yet effective robot purposely suited for the event and the scor-
ing system: while this is perfectly correct and sometimes even 
smarter than producing more complex designs, it renounces to 
one of the fundamental goals of robotic challenges, which is to 
push forward the state of the art. This is a fault of task-oriented 
challenges, which allow turnarounds with out-of-the-box solu-
tions: as in the DRC not walking was a big advantage (Guizzo 
and Ackerman, 2015), similarly hybrid soft-rigid solutions 
performed amazingly in the overall RSGC. With this respect, 
we consider the first objective of the challenge only partially 
achieved. As a matter of fact, we notice small progresses beyond 
the state of the art. Presented solutions were mostly optimiza-
tions or refinements of current soft technologies. However, this 
result was in line with the scale (related to prizes, size of com-
munity, and novelty of the field) of the proposed challenge, so 
that disruptive innovations were really unlikely to be developed. 
Greater monetary prizes and focused objectives could further 
progress the technologies of the field, while the RSGC proved 
that a lively community of soft roboticists is ready to compete at 
the edge of the state of the art.
It is worth to mention, however, that the overall performances 
of the robots were in line with other task oriented challenges, 
and difficulty seemed appropriate to include enough techni-
cal improvements without proposing unattainable tasks. Soft 
robotics seems mature and flexible enough to answer to specific 
robotic duties in realistic mock scenarios. By the effective 
completion of most of the proposed tasks, RSGC proved that 
soft solutions (from design to fabrication) are ready to be part 
of the innovation chain, and that they can be tailored to tackle 
specific niches. From the results of the competition, it appears 
that all teams were able to steer the development of their soft 
robots toward the accomplishment of traditional and innovative 
robotic tasks.
The RSGC provided a useful benchmarking tool, which 
allowed to highlight the performance and limitation of cur-
rent soft robots. Some technical solutions clearly emerged 
as predominant for certain tasks. For example, even if soft 
locomotion features extremely different gaits (legged, crawl-
ing, inching, serpentine, rolling, etc.) deformable wheels 
greatly outperformed other solutions with respect to the 
speed of locomotion. Moreover, we noticed that sophisticated 
gaits and actuation systems were usually not underpinned by 
refined control and sensing systems. Mostly, they relied on 
open-loop controls or on operators, which however proved 
not to be enough effective on the presented scenarios. From 
the first edition of the RSGC, it is not possible to properly rate 
soft technologies, and it is also beyond the scope of this paper. 
The number of participant robots and the trials are still low 
to produce a meaningful statistic on what technology is best 
suited for a certain task. However, from RSGC clearly emerged 
that is possible to quantitatively compare performance of soft 
robots and, to date, RSGC is the only challenge that assess 
performance of soft robots on realistic scenarios. While single 
components (actuators, algorithms, sensors, etc.) are already 
evaluated by means of quantitative criteria, RSGC was the first 
attempt to benchmark whole soft robotics systems. Further edi-
tions or similar contests could enlarge the sample and highlight 
predominant solutions, so that more insights could be provided 
to soft robotics researchers.
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In conclusion, contests, such as the RSGC, proved to be effec-
tive in benchmarking and steering soft technologies, while they 
appear to have limited impact on pushing forward the state of the 
art. We envisage that soft robotics contests, with tasks tailored on 
specific societal and industrial needs, and with greater monetary 
prizes than the one proposed in the RSGC, will be proficient 
methodologies to boost the novel field of soft robotics.
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