The chlorophyll-a (Chla) products of seven processors developed for the Medium Resolution Imaging Spectrometer (MERIS) sensor were evaluated. The seven processors, based on a neural network and band height, were assessed over an optically complex water body with Chla concentrations of 8.10-187.40 mg·m −3 using 10-year MERIS archival data. These processors were adopted for the Ocean and Land Color Instrument (OLCI) sensor. Results indicated that the four processors of band height (i.e., the Maximum Chlorophyll Index (MCI_L1); and Fluorescence Line Height (FLH_L1)); neural network (i.e., Eutrophic Lake (EUL); and Case 2 Regional (C2R)) possessed reasonable retrieval accuracy with root mean square error (R 2 ) in the range of 0.42-0.65. However, these processors underestimated the retrieved Chla > 100 mg·m −3 , reflecting the limitation of the band height processors to eliminate the influence of non-phytoplankton matter and highlighting the need to train the neural network for highly turbid waters. MCI_L1 outperformed other processors during the calibration and validation stages (R 2 = 0.65, Root mean square error (RMSE) = 22.18 mg·m −3 , the mean absolute relative error (MARE) = 36.88%). In contrast, the results from the Boreal Lake (BOL) and Free University of Berlin (FUB) processors demonstrated their inadequacy to accurately retrieve Chla concentration > 50 mg·m −3 , mainly due to the limitation of the training datasets that resulted in a high MARE for BOL (56.20%) and FUB (57.00%). Mapping the spatial distribution of Chla concentrations across Lake Kasumigaura using the seven processors showed that all processors-except for the BOL and FUB-were able to accurately capture the Chla distribution for moderate and high Chla concentrations. In addition, MCI_L1 and C2R processors were evaluated over 10-years of monthly measured Chla as they demonstrated the best retrieval accuracy from both groups (i.e., band height and neural network, respectively). The retrieved Chla of MCI_L1 was more accurate at tracking seasonal and annual variation in Chla than C2R, with only slight overestimation occurring during the springtime.
Introduction
The concentration of water constituents can fluctuate significantly over a short time period, making it necessary to continuously monitor bodies of water [1] . Unlike in situ campaigns that provide point measurements, remote sensing techniques can detect the spatial and temporal variation in water bodies [2] [3] [4] . Water leaving reflectance, particularly in the visible and near infrared (NIR) region of the electromagnetic spectrum, provides quantitative and qualitative information of water constituents [5] . In clear waters, the optical properties are mainly governed by phytoplankton; the blue and green spectral region are commonly used to retrieve chlorophyll-a (Chla), the primary pigment of phytoplankton used to carry out photosynthesis [6, 7] . Chla retrieval in turbid waters shifts from the blue and green to the red and NIR spectral region to avoid high absorption of colored dissolved organic matter (CDOM) and non-algal particles (NAP) [8] [9] [10] .
Monitoring the water quality of oceans from space started in 1978 with the use of the Coastal Zone Color Scanner (CZCS) sensor [11] [12] [13] [14] . Since then, several other ocean color sensors such as the Sea-viewing Wide Field-of-view (SeaWiFS), Moderate Resolution Imaging Spectroradiometer (MODIS), and Medium Resolution Imaging Spectrometer (MERIS) have been employed to monitor water quality of the open ocean as well as inland lakes [15, 16] . The MERIS sensor and its follow-up mission (i.e., Ocean and Land Color Instrument sensor (OLCI)) contain some unique bands (i.e., 620-and 709-nm bands) that have not been incorporated in other ocean color sensors [13, 17, 18] . Kutser et al. [19] demonstrated the importance of the 620-nm band to distinguish the cyanobacterial blooms from other algae blooms. Furthermore, the floating brown algae Sargassum was first detected from space using the 709-nm band [20] .
Several algorithms based on band height have been developed for the MERIS sensor; namely, the fluorescence line height (FLH) [21] , the maximum chlorophyll index (MCI) [22, 23] , and the maximum peak height (MPH) [24] . The regression approach (e.g., linear) is required to establish a relationship between the Chla indices (i.e., FLH and MCI) and measured Chla. The derived relationships are limited to the characteristics of the incorporated dataset and are sensitive to seasonal or regional variations [18, 25] . The neural network can provide an alternative solution to overcome the complexity of turbid water bodies with the ability to include optical and physical information of the remote sensing process (e.g., inherent and apparent optical properties) during the training stage [26] , particularly when simulated reflectance is used to train the neural network. Simulated reflectance spectra are created through a relationship between the water leaving reflectance, inherent optical properties, and the concentration of water quality constituents [27] . Four algorithms based on the neural network have been developed for the MERIS sensor to retrieve water leaving reflectance as well as the water constituents' concentrations from MERIS L1b data. The four algorithms are Eutrophic Lake (EUL) [28] , Boreal Lake (BOL) [28] , Case 2 Regional (C2R) [29] and the Free University of Berlin (FUB) [30] . Numerous studies that adopted these neural network algorithms only performed atmospheric correction for the MERIS L1B data without performing an evaluation for the Chla produced from these algorithms [16, 17, [31] [32] [33] .
Researchers have compared the Chla retrieval accuracy of the above-mentioned algorithms over different lakes in Europe and Canada. Ruiz-Verdú et al. [34] performed an evaluation for EUL, BOL, and C2R using 11 lakes in Finland, Germany, and Spain. Odermatt et al. [35] compared EUL, C2R and FUB for Greifensee Lake in Switzerland. The algorithms that were compared within the two studies were both based on the neural network and their results revealed that the EUL processor was the most accurate algorithm. Inter-comparison between the band height and neural network algorithms showed that the band height algorithms outperformed the neural network as reported by Binding et al. [36] and Lankester et al. [37] .
Although there have been comparisons of the retrieval accuracy for some of these algorithms, there has been no previous study that has conducted an inter-comparison of these seven algorithms. In addition, the upper limit of Chla concentrations during the above-mentioned studies were less than 70 mg·m −3 [35] [36] [37] , which does not represent highly turbid water bodies. The aim of the current study was to investigate the performance of the seven algorithms over a complex water body (i.e., Lake Kasumigaura), which is characterized by a trophic environment covering broad statuses (i.e., mesotrophic to hypertrophic). The evaluation was conducted over a MERIS lifetime between 2002 and 2012. Consequently, the objectives of the study were to: (1) evaluate the performance of the MERIS seven algorithms using a synchronized dataset between in situ measurements and 10-years of MERIS data; and (2) assess the retrieval accuracy of the seven algorithms to capture the spatial and temporal variation of Chla concentrations.
Methods

In Situ Measurements
Lake Kasumigaura (36 • 2'57"N; 140 • 22'45"E), the second largest lake in Japan, is a shallow water body with an average depth of 4 m and surface area of 220 km 2 ( Figure 1) . A total of 56 rivers flow and carry large amounts of nutrients into the lake, leading to rapid deterioration of its water quality [38] . Since 1977, the National Institute for Environmental Studies (NIES) has performed monthly measurements (i.e., 12 campaigns a year) to collect water samples from ten sites ( Figure 1 ) within its periphery. Water samples were collected in a column water sampler 2-m in length at the water surface. Chla was measured using the absorption spectrum method. Water samples were filtered through pre-combusted glass fiber filters. The pigments were extracted by soaking the filter with the material retained in 10 mL methanol for 12 h at 3 • C before being centrifuged to clarify the solution. The absorption coefficients at 630-, 645-, 665-, and 750-nm were measured to obtain the Chla concentration as follows:
where a 630 , a 645 , and a 665 refer to the absorption coefficients at 630-, 645-and 665-nm subtracted from the absorption coefficients at 750-nm [39, 40] . Monthly in situ measurements were continuously archived online and freely available through the database of Lake Kasumigaura [39] . The current study conducted a comprehensive evaluation of seven processors developed for the MERIS sensor, as discussed later in Section 2.2. The corresponding water quality parameters during 2002-2012 (i.e., MERIS sensor lifetime) are summarized in Table 1 . Chla ranged from 6.80-223.50 mg·m −3 , while TSM ranged from 6.30-118.30 g·m −3 . Chla concentrations revealed that the trophic status of Lake Kasumigaura varied from mesotrophic (i.e., Chla ranged from 2.5-8.0 mg·m −3 ) to hypertrophic (i.e., Chla > 25 mg·m −3 ) [41] .
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Methods
In Situ Measurements
Lake Kasumigaura (36°2'57''N; 140°22'45''E), the second largest lake in Japan, is a shallow water body with an average depth of 4 m and surface area of 220 km 2 ( Figure 1 ). A total of 56 rivers flow and carry large amounts of nutrients into the lake, leading to rapid deterioration of its water quality [38] . Since 1977, the National Institute for Environmental Studies (NIES) has performed monthly measurements (i.e. 12 campaigns a year) to collect water samples from ten sites ( Figure 1 ) within its periphery. Water samples were collected in a column water sampler 2-m in length at the water surface. Chla was measured using the absorption spectrum method. Water samples were filtered through pre-combusted glass fiber filters. The pigments were extracted by soaking the filter with the material retained in 10 mL methanol for 12 h at 3 °C before being centrifuged to clarify the solution. The absorption coefficients at 630-, 645-, 665-, and 750-nm were measured to obtain the Chla concentration as follows: Chla and TSM stand for chlorophyll-a and total suspended matter concentrations; SD denotes standard deviation; and n represents the number of sampling points.
Medium Resolution Imaging Spectrometer (MERIS) Chlorophyll-a Processors
The MERIS sensor onboard the European Environmental Satellite (ENVISAT) is an ocean color sensor designed to monitor changes in water quality of Case 1 waters (e.g., open ocean) and Case 2 waters (e.g., coastal areas). The mission of MERIS lasted for 10 years (March 2002 to April 2012) [42, 43] . The Ocean Land Colour Instrument (OLCI) sensor launched in 2016 has a similar configuration to MERIS and is considered as the follow-up to the MERIS mission. The MERIS sensor provides radiance measurements at 15 bands in the spectral range of 412.5-900 nm with narrow bandwidths ( Table 2 ). The products of MERIS have two spatial resolutions: 300 m and 1200 m for full-resolution (FR) and reduced resolution (RR), respectively. The MERIS sensor is composed of five cameras sharing a large field of view (68.5 • ) and an area of 1150 km [44] . MERIS provides global coverage of the Earth within three days [44] .
Seven algorithms were proposed to retrieve Chla concentrations or Chla-related products (i.e., indices that can be correlated with Chla concentrations) from the MERIS data. Four out of the seven algorithms are based on neural networks (NN) including Eutrophic Lake (EUL), Boreal Lake (BOL), Case 2 Regional (C2R), and Free University of Berlin (FUB); the other three algorithms rely on band height (i.e., Fluorescence Line Height (FLH), Maximum Chlorophyll Index (MCI), and Maximum Peak Height (MPH)). These algorithms are available as plug-in processors with the BEAM V5.0 software (Envisat/Brockman Consult, Hamburg, Germany).
EUL, BOL, and C2R processors have the same structure as they consist of two NNs (i.e., inverse and forward NNs): the inverse NN to execute atmospheric correction and the forward NN to retrieve inherent optical properties (IOPs), and subsequently provide the concentrations of the water constituents [28, 29] . The inverse NN requires MERIS L1b top-of-atmosphere (TOA) radiances (i.e., MERIS 15 bands) as well as some ancillary data (e.g., solar flux, sea surface pressure) as input to generate atmospherically corrected water-leaving reflectance at 12 bands (i.e., bands 1-10, 12 and 13). Eight out of these 12 atmospherically corrected bands (MERIS bands 2-7 and 9), as well as three relevant angles (sun zenith angle, viewing zenith angle, and azimuth difference angle), were then input into the forward NN to generate three IOPs at 443-nm (i.e., the absorption coefficient of phytoplankton (a pig ), the absorption coefficient of CDOM (a CDOM ), and particle scattering (b tsm )) [28, 29] . The Chla and TSM concentrations were then estimated from a pig , and b tsm , respectively ( Table 3) .
The difference between the EUL, BOL, and C2R processors are the training datasets used to train each processor [16] as well as the in situ data used to define the statistical properties of a simulated data set. The EUL processor collects the in situ measurements from Spanish lakes (Chla of range 1-120 mg·m −3 , TSM of 0.425-51 g·m −3 , and a CDOM (443) of 0.1-3 m −1 ) [28] . The in situ measurements of the BOL processor were collected from Finnish lakes (Chla of 0.5-50 mg·m −3 , TSM of 0.1-20 g·m −3 , and a CDOM (443) of 0.25-10 m −1 ) [28] . The in situ measurements of C2R processor were collected from many sites (i.e., North Sea, Baltic Sea, Mediterranean Sea and North Atlantic) with concentrations of 0.016-43.181 mg·m −3 , 0.0087-51.9 g·m −3 , and 0.005-5 m −1 for Chla, TSM, and a CDOM (443), respectively [29] .
Schroeder et al. [30] developed the FUB processor to retrieve the concentrations of Chla, TSM, and a CDOM along with the water leaving reflectance at eight bands (MERIS bands 1-7 and 9), from MERIS L1b TOA radiance using four separate NNs that were run simultaneously. The four NN models were trained using extensive radiative transfer simulations that covered a wide range of constituent concentrations in ranges of 0.05-50 mg·m −3 , 0.05-50 g·m −3 and 0.005-1 m −1 for Chla, TSM, and a CDOM (443), respectively. Table 3 summarizes the ranges of IOPs and concentrations used to train the NN processors, along with the relationships between the IOPs and concentrations.
Eutrophic Lake (EUL), Boreal Lake (BOL), Case 2 Regional (C2R), and Free University of Berlin (FUB). Schroeder et al. [30] a pig (443), and a CDOM (443) denote the absorption coefficients of phytoplankton and colored dissolved organic matter at 443-nm; Chla and TSM represent the concentrations of chlorophyll-a and total suspended matter; and b TSM (443) refers to the total scattering coefficient of TSM at 443-nm band.
The sun-induced chlorophyll fluorescence peak at 865-nm is strongly correlated with Chla concentration [45] . Gower et al. [21] proposed the Fluorescence Line Height (FLH) algorithm to retrieve Chla concentration from MERIS TOA radiance by measuring the height of radiance at 681-nm above a linear baseline connecting the radiances at 665-nm and 709-nm as follows:
where L 665 , L 681 , and L 709 denote MERIS TOA radiances at bands 7, 8 and 9, respectively; and k represents a coefficient with a value of 1.005 to reduce the influence of thin cloud. MERIS band 8 shifted from the fluorescence peak at 685-nm to 681-nm to avoid the effects of oxygen absorption at 687-nm [21] . Similarly, the MCI algorithm was developed for MERIS data to detect harmful algal blooms (HABs), such as the red tide, by determining the height of radiance at 709-nm over a baseline between radiance values at 681-nm and 754-nm [23] :
where L 681 , L 709 , and L 754 refer to MERIS TOA radiance at bands 8, 9 and 10, respectively. Both FLH and Maximum Chlorophyll Index (MCI) algorithms can also be applied to atmospherically corrected water-leaving reflectance [46] . MERIS TOA radiance spectra are characterized by high radiance values in the short wavelengths owing to the Rayleigh scattering of sunlight in the atmosphere and a dip in the radiance spectrum at 760-nm due to oxygen absorption [22, 47] , as shown in Figure 2 . Unlike FLH and MCI, both of which have fixed bands, the maximum peak height (MPH) algorithm searches for the maximum peak height among multiple red and NIR bands (i.e., MERIS bands 8, 9 and 10) [24] . Bands 7 and 14 are used as a baseline to find the band of maximum height. The MPH algorithm requires the bottom of the Rayleigh reflectance (BRR) as an input to produce Chla concentrations. Rayleigh correction removes the influence of gaseous absorption (i.e., water vapor (H 2 O) and ozone (O 3 )) and molecular Rayleigh scattering (not aerosol) from MERIS TOA radiance [48, 49] . The bottom-of-Rayleigh reflectance processor was used to perform Rayleigh correction. The MPH can be estimated as:
where ρ BRR 665 and ρ BRR 885 refer to the BRR at 665-nm and 885-nm, respectively; ρ BRR max represents the maximum peak height at three candidate bands (i.e., MERIS bands 8, 9, and 10) over the linear baseline between MERIS band 7 and band 14; and λ max denotes the wavelength of the ρ BRR max .
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where L665, L681, and L709 denote MERIS TOA radiances at bands 7, 8 and 9, respectively; and represents a coefficient with a value of 1.005 to reduce the influence of thin cloud. MERIS band 8 shifted from the fluorescence peak at 685-nm to 681-nm to avoid the effects of oxygen absorption at 687-nm [21] . Similarly, the MCI algorithm was developed for MERIS data to detect harmful algal blooms (HABs), such as the red tide, by determining the height of radiance at 709-nm over a baseline between radiance values at 681-nm and 754-nm [23] :
where L681, L709, and L754 refer to MERIS TOA radiance at bands 8, 9 and 10, respectively. Both FLH and Maximum Chlorophyll Index (MCI) algorithms can also be applied to atmospherically corrected water-leaving reflectance [46] . MERIS TOA radiance spectra are characterized by high radiance values in the short wavelengths owing to the Rayleigh scattering of sunlight in the atmosphere and a dip in the radiance spectrum at 760-nm due to oxygen absorption [22, 47] , as shown in Figure 2 . Unlike FLH and MCI, both of which have fixed bands, the maximum peak height (MPH) algorithm searches for the maximum peak height among multiple red and NIR bands (i.e. MERIS bands 8, 9 and 10) [24] . Bands 7 and 14 are used as a baseline to find the band of maximum height. The MPH algorithm requires the bottom of the Rayleigh reflectance (BRR) as an input to produce Chla concentrations. Rayleigh correction removes the influence of gaseous absorption (i.e. water vapor (H2O) and ozone (O3)) and molecular Rayleigh scattering (not aerosol) from MERIS TOA radiance [48, 49] . The bottom-of-Rayleigh reflectance processor was used to perform Rayleigh correction. The MPH can be estimated as:
where ρ 665 and ρ 885 refer to the BRR at 665-nm and 885-nm, respectively; ρ represents the maximum peak height at three candidate bands (i.e. MERIS bands 8, 9, and 10) over the linear baseline between MERIS band 7 and band 14; and denotes the wavelength of the ρ . 
MERIS Image Processing
A total of 503 MERIS L1b images of 300 m full resolution were available for Lake Kasumigaura between 2002 and 2012 on Earthnet Online, provided by the European Space Agency [50] . However, only 122 clear and partially clear images out of 503 could be used, as summarized in Table 4 . A synchronization process was executed to match the monthly field campaigns that were performed by NIES during 2002-2012 with the 122 images, resulting in five images acquired on the same day as the field campaigns (hereafter, same day) and eight images with a one-day difference (hereafter, 1-day difference) ( Table 5 ). The 1-day difference images were employed based on the assumption that there were no significant changes in the Chla concentrations during the day recorded due to stable weather conditions (Salem et al. (2017a) , Table S1 in Supplementary Material). Several studies have adopted a similar approach, such as Campbell et al. [51] for MERIS data across the Burdekin Falls Dam, Australia. In general, the number of clear images (122 images) and synchronized images (13 images) were relatively few, owing to the high cloud coverage over Japan, with an average monthly sunshine ranging 31-64% at the Mita Station (the nearest weather station to Lake Kasumigaura) [52] The matched-up images were processed using seven processors (EUL, BOL, C2R, FUB, FLH, MCI, and MPH processors) to retrieve Chla concentrations or Chla indices following the flowchart illustrated in Figure 4 . A smile correction was performed on the MERIS L1b images to adjust the variation in the central wavelength among the pixels of an image for a given band [44] . The variation in the central wavelength per pixel can be in the range of 0.1 nm for one camera and within 1.7 nm between the five cameras [53] . The land detection expression for EUL, BOL, and C2R processors was modified to 'toa_reflec_10 > toa_reflec_6 AND toa_reflec_13 > 0.01' for a better representation of the coastline between the lake and land, as indicated by Binding et al. [36] . As many of the lakes' pixels were inaccurately masked as land for the FLH, MCI, and MPH processors, the 'l1_flags. LAND_OCEAN' statement was removed from their default mask expression to enable them process to all land and ocean pixels. Instead, a shapefile of Lake Kasumigaura, downloaded from the Japanese National Land Numerical Information database [54], was used to mask the land pixels around the lake. In addition, pixels with a radiance at 865-nm greater than 15 mW•m −2 •sr −1 •nm −1 were manually flagged and excluded from calculations for FLH and MCI to remove pixels with strong sunlight, haze, or cloud, as reported by Gower et al. [23] . Aside from these changes, all other default settings for the seven processors were used to process the MERIS L1b data. 
Accuracy Assessment
Root mean square error (RMSE) and the mean absolute relative error (MARE) [55] were used to assess the accuracy of Chla retrieval as follows: The matched-up images were processed using seven processors (EUL, BOL, C2R, FUB, FLH, MCI, and MPH processors) to retrieve Chla concentrations or Chla indices following the flowchart illustrated in Figure 4 . A smile correction was performed on the MERIS L1b images to adjust the variation in the central wavelength among the pixels of an image for a given band [44] . The variation in the central wavelength per pixel can be in the range of 0.1 nm for one camera and within 1.7 nm between the five cameras [53] . The land detection expression for EUL, BOL, and C2R processors was modified to 'toa_reflec_10 > toa_reflec_6 AND toa_reflec_13 > 0.01' for a better representation of the coastline between the lake and land, as indicated by Binding et al. [36] . As many of the lakes' pixels were inaccurately masked as land for the FLH, MCI, and MPH processors, the 'l1_flags. LAND_OCEAN' statement was removed from their default mask expression to enable them process to all land and ocean pixels. Instead, a shapefile of Lake Kasumigaura, downloaded from the Japanese National Land Numerical Information database [54] , was used to mask the land pixels around the lake. In addition, pixels with a radiance at 865-nm greater than 15 mW·m −2 ·sr −1 ·nm −1 were manually flagged and excluded from calculations for FLH and MCI to remove pixels with strong sunlight, haze, or cloud, as reported by Gower et al. [23] . Aside from these changes, all other default settings for the seven processors were used to process the MERIS L1b data. The matched-up images were processed using seven processors (EUL, BOL, C2R, FUB, FLH, MCI, and MPH processors) to retrieve Chla concentrations or Chla indices following the flowchart illustrated in Figure 4 . A smile correction was performed on the MERIS L1b images to adjust the variation in the central wavelength among the pixels of an image for a given band [44] . The variation in the central wavelength per pixel can be in the range of 0.1 nm for one camera and within 1.7 nm between the five cameras [53] . The land detection expression for EUL, BOL, and C2R processors was modified to 'toa_reflec_10 > toa_reflec_6 AND toa_reflec_13 > 0.01' for a better representation of the coastline between the lake and land, as indicated by Binding et al. [36] . As many of the lakes' pixels were inaccurately masked as land for the FLH, MCI, and MPH processors, the 'l1_flags. LAND_OCEAN' statement was removed from their default mask expression to enable them process to all land and ocean pixels. Instead, a shapefile of Lake Kasumigaura, downloaded from the Japanese National Land Numerical Information database [54], was used to mask the land pixels around the lake. In addition, pixels with a radiance at 865-nm greater than 15 mW•m −2 •sr −1 •nm −1 were manually flagged and excluded from calculations for FLH and MCI to remove pixels with strong sunlight, haze, or cloud, as reported by Gower et al. [23] . Aside from these changes, all other default settings for the seven processors were used to process the MERIS L1b data. Processing flowchart of MERIS L1b images to retrieve chlorophyll-a concentrations or indices related to chlorophyll-a concentrations using neural network and band height processors. chl_conc indicates the chlorophyll-a (Chla) concentration retrieved from the EUL, BOL, and C2R processors; algal_2, and chl stand for the retrieved Chla of FUB and MPH processors, respectively; and FLH and MCI denote indices correlated with Chla concentrations.
Root mean square error (RMSE) and the mean absolute relative error (MARE) [55] were used to assess the accuracy of Chla retrieval as follows: 
Root mean square error (RMSE) and the mean absolute relative error (MARE) [55] were used to assess the accuracy of Chla retrieval as follows:
where Chla i , M and Chla i ,R represent the measured and retrieved Chla concentrations, respectively; and n is the number of samples.
Results and Discussion
Characteristics of Synchronized Measurements
The synchronization process between the MERIS data and in situ measurements at Lake Kasumigaura from 2002 to 2012 resulted in 130 match-ups (13 images × 10 sampling stations for each image). Nevertheless, the final number of match-ups varied for each processor based on the flags present in Levels 1 and 2. The match-ups were 77 for EUL, BOL and C2R; 79 for FUB; 101 for MPH; and 86 for FLH and MCI. Descriptive statistics of water quality parameters for the in situ measurements of the match-ups are summarized in Table 1 (some match-up measurements were noted as valid for some processors and invalid for others). The measurements covered a wide range of trophic status for the same day (Chla = 8.1-187.4 mg·m −3 , TSM = 11.6-47.75 g·m −3 ) and 1-day difference (Chla = 18.0-164.07 mg·m −3 , TSM = 10.7-71.2 g·m −3 ). These measurements confirmed the characteristic of Lake Kasumigaura as a complex turbid water body.
Evaluation of Chlorophyll-a Retrieval Processors
Five out of the seven processors (EUL, BOL, C2R, FUB, and MPH) provide Chla concentrations, whereas the other two processors (FLH_LI and MCI_L1) produce indices. The retrieved Chla from the five processors were compared with the in situ measured Chla to evaluate their performances, as shown in Figure 5 . In general, the same day and 1-day difference match-ups were regularly distributed across different Chla concentrations without any special trend ( Figure 5 ), revealing the applicability of the assumption for the one-day difference between the in situ measurements and MERIS data acquisition. EUL, BOL, and C2R considerably underestimated the Chla concentration with an upper limit for the retrieved Chla of 50 mg·m −3 (Figure 5a-c) . Although the training dataset for the EUL processor used Chla concentrations that ranged from 1-120 mg·m −3 (Table 3) , the processor failed to retrieve Chla concentrations higher than 50 mg·m −3 (Figure 5a) , with retrieval accuracies of 0.42, 55.46 mg·m −3 , and 61.68% for the coefficient of determination (R 2 ), RMSE, and MARE, respectively. The BOL processor had the lowest retrieval accuracy with a R 2 of 0.26 (Figure 5b) , whereas C2R outperformed the other processors with R 2 , RMSE, MARE of 0.52, 49.38 mg·m −3 , and 54.34%, respectively (Figure 5c ). Although the measured Chla in Lake Kasumigaura ranged between 8.10-187.40 mg·m −3 , the retrieved Chla concentrations were <50 mg·m −3 , due to the characteristics of the training datasets for these processors (Chla concentrations covered ranges of 0.5-50 mg·m −3 and 0.016-43 mg·m −3 for the BOL and C2R processors, respectively) as shown in Table 3 . (Figure 5d ). In contrast to the four NN processors (EUL, BOL, C2R, and FUB), the MPH processor overestimated the retrieved Chla up to 390 mg•m −3 ( Figure 5e ). As a result, the MPH introduced the highest RMSE and MARE of 106.77 mg•m −3 and 144.45%, respectively.
Processors Adjustment
As clearly shown in Figure 5 , the five processors either underestimated or overestimated the retrieved Chla. A regression approach was therefore used to adjust the inaccurate Chla retrieval from the five processors. In addition, the regression approach was also incorporated to establish a Although the FUB processor was the second most accurate processor (R 2 = 0.41, RMSE = 34.71 mg·m −3 , MARE = 69.26%), it appeared that the processor inaccurately retrieved the Chla concentration at 100 mg·m −3 for many measured match-ups in the range of 25-180 mg·m −3 (Figure 5d ). In contrast to the four NN processors (EUL, BOL, C2R, and FUB), the MPH processor overestimated the retrieved Chla up to 390 mg·m −3 ( Figure 5e ). As a result, the MPH introduced the highest RMSE and MARE of 106.77 mg·m −3 and 144.45%, respectively.
As clearly shown in Figure 5 , the five processors either underestimated or overestimated the retrieved Chla. A regression approach was therefore used to adjust the inaccurate Chla retrieval from the five processors. In addition, the regression approach was also incorporated to establish a relationship between the measured Chla and the indices of the FLH_L1 and MCI_L1 processors.
The derived relationship was used to retrieve Chla concentrations from the indices of FLH_L1 and MCI_L1. Salem et al. [56] found that the differences in retrieval accuracies among linear, quadratic polynomial, and power regression approaches were relatively small for the measured dataset. Linear regression was therefore adopted during this research. The match-ups for each processor were split into a 7:3 ratio for calibration to drive the relationship between the measured Chla and the processors' outputs (which could be Chla concentrations or indices and validation stages), respectively.
The performance of each processor in terms of R 2 , as well as the derived relationship, are summarized in Table 6 for the calibration stage. The MCI_L1 outperformed the other processors (R 2 = 0.65), as shown in Figure 6f . The second tier of processors was the FLH_L1 and C2R with R 2 of 0.55 and 0.52, respectively (Figure 5c,e) . The FLH_L1 provided positive values for Chla concentrations ≤10 mg·m −3 as the influence of fluorescence at 681-nm was much stronger than the influence of particle scattering at 709-nm. However, particle scattering significantly increased the radiance at 709-nm for Chla concentrations above 10 mg·m −3 , creating negative FLH height values at 681-nm from the baseline between 665-nm and 709-nm [57] (Figure 6e ). Figure 5b shows the BOL processor had the lowest retrieval accuracy (R 2 = 0.27). The poor retrieval accuracy of the BOL processor was attributed to the fact that the Finnish lakes used to train the processor are not eutrophic water bodies, therefore resulting in unrealistically low Chla concentrations, as reported by Shi et al. [16] . Table 6 . The performance of the investigated processors for the current study and some recent studies. The seven processors in Figure 6 were classified into two groups-the first group consisted of EUL, C2R, MCI_L1, and FLH_L processors; and the second group consisted of BOL, FUB, and MPH processors. The first group showed a relatively close similarity between the measured and retrieved Chla concentrations (Figure 5a,c,e,f) . The second group, on the other hand, failed to retrieve Chla concentrations from MERIS data by producing the same retrieved Chla concentration under different conditions. For example, the BOL processor retrieved Chla concentrations around 50 mg·m −3 for the measured Chla in the range of 25-180 mg·m −3 for many stations (Figure 6b) . Similarly, the FUB retrieved inaccurate Chla concentrations of around 120 mg·m −3 (Figure 6d ). The MPH also had a similar trend of around 40 mg·m −3 ; however, this trend was located within the limits of the retrieved Chla, thus demonstrating the need to revise the conditions and thresholds of MPH to find the possible causes of this error.
Processors
During the validation stage, the outputs of each processor (Chla concentrations or indices) were substituted into the derived relationship from the calibration stage to obtain the retrieved Chla concentrations. The MCI_L1 algorithms had the highest R 2 of 0.65 and the lowest RMSE of 22.18 mg·m −3 among the seven processors (Figure 7f ). The second most accurate processors were FLH_L1 (R 2 = 0.56, RMSE = 25.80 mg·m −3 , MARE = 34.52%) and C2R (R 2 = 0.53, RMSE = 26.34 mg·m −3 , MARE = 48.73%), as illustrated in Figure 7e ,c respectively. Though both FLH_L1 and MCI_L1 processors were developed to monitor turbid water bodies, they were found to be able to retrieve low Chla concentrations, as shown in Figures 6f and 7e , respectively.
Although the EUL processor was developed for turbid Case 2 waters and trained with Chla concentrations up to 120 mg·m −3 (Table 3) , it showed intermediate retrieval accuracy with R 2 , RMSE, and MARE of 0.42, 29.67 mg·m −3 and 33.38%, respectively. The retrieved Chla was consistent with the in situ measured Chla for the EUL, C2R, FLH_L1, and MCI_L1 processors, and generally followed the 1:1 line for Chla concentrations ≤100 mg·m −3 . However, the four processors tended to underestimate the retrieved Chla concentrations >100 mg·m −3 (Figure 7a,c,e,f) .
The BOL, FUB, and MPH processors introduced the highest MARE values of 56.20, 57.00 and 59.54%, respectively. The limitation of the three processors to accurately retrieve Chla concentrations from the MERIS data was evident from the data, as shown in Figure 7b ,. The MCI_L1 and FLH_L1 processors required MERIS L1b radiance as an input, which avoided errors arising from atmospheric correction. In addition, the NN processors incorporated a regression approach to adjust their outputs, which revealed the need to retrain the NN processors with a simulated dataset covering wider trophic statuses to retrieve accurate products without a regression approach. The FLH_L1 and MCI_L1 processors provided high retrieval accuracy during the calibration and validation stages of the current study, as well as for other studies that compared the NN processors with the band height processors (Table 6 ). Consequently, the MCI_L1 and FLH_L1 processors are recommended for MERIS data. n denotes the number of samples used during the validation stage (n represents 30% of total match-ups available for each processor).
To further investigate the ability of the seven processors to capture the spatial distribution of Chla concentrations throughout Lake Kasumigaura, two MERIS images-one acquired on 7 December 2011 and another on 14 May 2009-were selected to represent moderate and high Chla concentrations, respectively. For each image, Chla concentrations or indices were generated using the seven processors and the relationships derived during the calibration stage were used to provide the adjusted Chla concentrations, as shown in Figure 8a -g,i-s. The measured Chla at ten sampling points are illustrated in Figure 8h ,t. The measured Chla concentrations were interpolated using the Kriging technique [58] via, ArcGIS 10.3 to produce the spatial distribution of the measured Chla across the lake as shown in Figure 8i ,u.
The measured Chla in Figure 8h ,t indicated that Lake Kasumigaura was y-shaped with relatively high Chla concentrations along both of its branches due to nutrient-rich inflow from rivers near St. 1 (Sakura and Hanamura River) and St. 6 (Koise River). However, the remainder of the lake was subjected to relatively moderate Chla concentrations. The EUL, C2R, FLH_L1, and MCI_L1 processors introduced a relatively accurate trend for Chla distribution when compared with the measured Chla (Figure 8a The seven processors represented two categories: neural networks and band height processors. One processor was selected from each category to evaluate their retrieval accuracy over the 10-year MERIS mission. The MCI_L1 and C2R processors were selected as they not only provided the highest R 2 values during the calibration and validation stages but also represent band height and NN processors, respectively. A total of 122 clear or partially clear MERIS images were first processed using MCI_L1 and C2R processors following the procedure shown in Figure 4 . Next, the relationships derived during the calibration stage were used to obtain the retrieved adjusted Chla. Chla concentrations have been measured monthly at ten stations at Lake Kasumigaura since the 1970s by NIES [39] . (Figure 9a,d) . Diatoms usually bloom between April and June in Lake Kasumigaura [40] , which might have caused this error-further investigation is necessary to examine the possible influence of phytoplankton species on the processors' performances. The main limitation of performing a quantitative evaluation of the retrieved Chla from the MCI_L1 and C2R processors was that there are only 13 out of the 122 images synchronized the in situ measurements with only one-day difference. To overcome this limitation, the measured Chla were linearly interpolated to match the dates of the MERIS images. The comparison between the measured interpolated Chla and the retrieved Chla demonstrated that the MCI_L1 provided better retrieval accuracy than C2R in terms of R 2 at St. 7 (R 2 = 0.56) and St. 9 (R 2 = 0.35), as shown in Figure 9b ,e, respectively.
Conclusions
Seven Chla retrieval processors developed for the MERIS data were evaluated throughout the 10-year MERIS lifetime. An evaluation of five out of the seven processors that provide direct Chla concentrations revealed that these processors tended to underestimate (EUL, BOL, C2R, and FUB), or overestimate (MPH) the retrieved Chla. These results emphasize the importance of performing local calibration for the retrieved Chla. The MCI_L1 processor outperformed the seven processors during the calibration (R 2 = 0.65) and validation stages (R 2 = 0.65), despite the fact that the MCI processor was not developed for low Chla concentrations. Although the EUL, C2R, MCI_L1, and FLH_L1 provided acceptable accuracies for the validation stage, they underestimated the retrieved Chla for Chla concentrations > 100 mg·m −3 . Thus, these results revealed the limitations of band height algorithms to eliminate the influence of other constituents, particularly with high concentrations as reported by [13] and emphasize the importance of including high Chla concentration during the training stage of NN processors, especially before incorporating these processors with the OLCI sensor. The ability of the seven processors to capture the spatial distribution of Chla across the lake was investigated for moderate and high concentrations in 2011 and 2009, respectively. EUL, C2R, FLH_L1, and MCI_L1 could generally capture the trend of Chla across the lake for moderate and high concentrations. MCI was accurate for moderate Chla, whereas C2R estimated an accurate trend for high Chla. The BOL and FUB processors failed to capture the Chla distribution across the lake for both moderate and high Chla. In addition, the comparison between MCI_L1 and C2R processors versus the 10-years of measured Chla showed that both processors could follow the seasonal and annual patterns of Chla concentration as a whole. However, MCI_L1 provided better retrieval accuracy than C2R with a slight overestimation of retrieved Chla during the springtime. In general, the performance of band height processors (MCI_L1 and FLH_L1) outperformed the neural network processors as shown in our results and the previous studies that were described in this paper. These results can be attributed to two factors: (1) the band height processors incorporated MERIS TOA radiance, which led to the avoidance of errors arising from atmospheric correction, which was in contrast with the NN processors that performed atmospheric correction; and (2) the simulated datasets that were used to train the NN processors could not represent the various trophic statuses of Case 2 water.
