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THE	EFFECT	OF	MIXED	FONT	ITEMS	ON	LEXICAL	DECISION	PERFORMANCE	ARIELLE	B.	CENIN	
ABSTRACT	The	multistream	model	of	word	perception	(Allen,	Smith,	Lien,	Kaut,	&	Canfield,	2009)	suggests	that	word	identification	generally	involves	whole-word	information,	but	that	when	the	orthographic	form	of	a	letter	string	is	not	standard,	processing	occurs	analytically	and	is	slower.	For	example,	within-item	case	transitions	slow	responses	in	lexical	decision	experiments,	in	which	participants	are	required	to	decide	if	a	letter	string	is	or	is	not	a	word;	a	within-item	font	transition	may	have	a	similar	effect.		Letters	within	a	font	are	distinct	yet	related,	and	are	constrained	on	several	parameters	to	facilitate	processing	(Sanocki	&	Dyson,	2012).	Font	tuning	allows	design	commonalties	to	be	utilized	by	the	perceptual	system	when	processing	subsequent	items,	and	changes	in	font	slow	processing	because	the	translation	rules	cannot	be	carried	over	(Walker,	2008).	We	conducted	two	experiments	to	investigate	the	effect	of	font	variation	on	lexical	decision	performance.	Experiment	1	addressed	whether	between-item	font	variation	interferes	with	judgments	of	lexicality.	Planned	contrasts	showed	a	marginal	difference	in	response	times	between	pure-font	and	intermixed-font	blocks	(t(1,	23)=	1.45,	p=	0.07).	Although	the	results	do	not	pose	a	strong	challenge	to	the	idea	that	decisions	on	lexicality	are	not	interfered	with	by	random	trial-to-trial	variation	in	font,	response	times	in	intermixed	font	blocks	tended	to	be	slower	than	responses	in	pure	font	blocks.	Experiment	2	investigated	the	effect	of	within-item	font	transition	on	lexical	decision	performance.	The	significant	main	effect	of	font	
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homogeneity	(t(1,	23)=	1.76,	p=	0.04)	showed	that	responses	to	heterogeneous	font	items	were	slower	than	responses	to	homogeneous	font	items.	The	results	of	Experiment	2	supported	the	hypothesis	that	a	within-item	font	transition	slows	lexical	decision	performance.
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	 					 CHAPTER	I	INTRODUCTION	The	process	of	visual	word	recognition	has	undergone	much	debate.	Most	theorists	favor	the	analytic	approach,	and	argue	that	forming	representations	of	letters	is	necessary	for	forming	representations	of	words	(e.g.,	McClelland	&	Rumelhart,	1981;	Besner	&	Johnston,	1989;	Dehaene,	Cohen,	Sigman,	&	Vinckier,	2005;	Grainger	&	Jacobs,	1996).	Whereas	analytic	models	reason	that	whole-word	information	is	not	necessary	for	processing,	holistically	biased	models	propose	that	multiple	channels	are	responsible	for	processing	both	whole-word	(holistic)	and	letter-level	(analytic)	information	(Allen,	Smith,	Lien,	Kaut,	&	Canfield,	2009).	These	channels,	each	sensitive	to	certain	spatial	frequency	information	(e.g.,	high,	low)	process	in	parallel.	Thus,	the	speed	at	which	an	item	is	identified	depends	on	the	familiarity	of	its	orthographic	form.	For	example,	compared	to	homogeneous	case	items	(e.g.,	travel),	items	with	a	single	case	transition	(e.g.,	TRAvel)	have	been	shown	to	impair	lexical	decision	performance	(Allen,	Smith,	Lien,	&	Watt,	in	preparation).	It	is	unclear	how	a	straightforward	analytic	model	would	account	for	observed	processing	differences	between	mixed-case	and	homongeneous-case	
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stimuli,	whereas	such	differences	are	consistent	with	predictions	of	holistically	biased	models.		If	a	case	transition	impairs	lexical	decision	performance	because	the	case	transition	disrupts	normal	orthographic	form,	then	a	within-item	font	transition	may	have	the	same	effect.	Font	designs	vary	on	several	parameters,	thus	making	different	fonts	appear	dissimilar	in	weight,	contrast,	size,	and	angle	(Sanocki	&	Dyson,	2012).	As	such,	the	primary	question	to	be	addressed	in	this	thesis	is	what	impact	a	within-item	font	transition	has	on	lexical	decision	performance.	First,	models	of	visual	word	recognition	are	reviewed.	Next,	font	design	parameters	will	be	discussed.	Design	parameters	are	followed	by	a	review	of	font	tuning.	Then,	literature	on	mixing	font	will	be	reviewed.	The	Introduction	will	culminate	in	the	description	of	the	experiments.	
Models	of	Visual	Word	Recognition	An	important	issue	in	visual	word	recognition	is	whether	words	are	formed	on	the	basis	of	abstract	letter	units	or	whether	they	are	formed	on	the	basis	of	global	word	shape.	Although	early	research	showed	that	words	might	be	identified	by	the	use	of	word	shape	(e.g.,	Cattell.	1886),	most	theorists	currently	favor	models	in	which	words	are	formed	analytically	from	component	letters	(Forster,	1976;	Grainger	&	Jacobs,	1996;	McClelland	&	Rumelhart,	1981;	Perea	&	Rosa,	2002).	In	general,	analytical	models	suggest	that	information	about	the	physical	stimulus	is	lost	early	in	the	process	of	word	recognition,	so	the	particular	form	a	letter	takes	is	irrelevant	to	processing.	Therefore,	analytical	models	tend	to	predict	that	performance	on	items	with	case	transitions	should	not	be	slower	than	the	slower	of	
	3	
homogeneous	uppercase	and	lowercase.	Additionally,	the	effect,	if	any,	of	mixed-case	items	should	be	the	same	for	words	and	nonwords.	However,	others	argue	that	word	shape	plays	a	role	in	visual	word	recognition	and	words	may	be	identified,	under	certain	conditions,	on	the	basis	of	holistic	properties	(Allen,	Wallace,	&	Weber,	1995;	Healy	&	Cunningham,	1992;	Perea	&	Rosa,	2002).			Allen,	Smith,	Lien,	Kaut	and	Canfield	(2009)	proposed	the	multistream	model,	according	to	which	words	can	be	formed	either	via	word-level	codes,	or	via	letter-level	codes	as	in	analytical	models.	According	to	the	multistream	model,	the	spatial	frequency	information	of	a	word	is	the	basic	unit	of	analysis.	As	such,	words	that	are	orthographically	familiar	(e.g.,	high	frequency	words)	can	be	identified	by	the	fast,	low	frequency	sensitive,	word-level	channel,	whereas	words	that	are	not	orthographically	standard	(e.g.,	words	that	contain	case	transitions)	must	be	processed	by	the	slow,	high	frequency	sensitive,	letter-level	channels.		As	such,	the	time	required	to	identify	a	word	may	provide	evidence	about	the	mechanisms	involved.	For	example,	in	lexical	decision	experiments	in	which	participants	decide	whether	each	presented	letter	string	is	or	is	not	a	word,	responses	to	homogeneous	case	strings	(e.g.,	travel,	TRAVEL)	are	faster	than	responses	to	mixed-case	items	(e.g.,	traVEL	and	TRAvel).	From	the	perspective	of	the	multistream	model,	reaction	time	is	slower	on	mixed-case	items	because	the	orthographic	form	is	not	standard,	thus	the	slower,	letter-level	streams	win	the	race	to	process	the	high	spatial	frequency	information	contained	in	the	letter	string	(Allen	et	al.,	2009).		The	slower	reaction	times	for	mixed-case	than	homogeneous-case	words	may	also	be	due	to	differences	in	attentional	priority.	For	example,	research	
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suggests	that	slowed	processing	of	mixed-case	items	is	caused	by	the	size	difference	between	the	uppercase	and	lowercase	letters.	With	mixed-case	words,	differences	in	letter	size	may	disrupt	the	formation	of	word	units	and	encourage	inappropriate	perceptual	grouping	of	same-size	or	same-case	letters.	That	is,	uppercase	letters	may	disrupt	whole-word	processing	because	they	appear	larger	than	the	lowercase	letters	in	a	word.	For	example,	Humphreys,	Mayall,	and	Cooper	(2003)	developed	the	“buried-word	task”	(i.e.,	PIG	in	sPrInG)	in	order	to	investigate	the	influence	of	case	transition	on	attention	to	subparts	of	words.	The	results	showed	that	case	mixing	impaired	the	identification	of	whole-words,	but	facilitated	the	identification	of	buried	words,	relative	to	when	buried	words	were	presented	in	homogeneous-case	letter	strings.		
Font	Design	The	individual	letters	within	a	high-quality	font	type	are	designed	to	be	distinct	yet	related	in	order	to	facilitate	reading	(Sanocki	&	Dyson,	2012).	Distinctiveness	allows	each	letter	to	be	easily	discriminated	from	others	in	the	alphabet.	However,	relatedness	is	equally	important	in	font	design	as	balance	and	uniformity	across	letters	is	necessary	for	whole-word	processing	(Carter,	Day,	&	Meggs,	1985;	Cheng,	2005;	Sanocki	&	Dyson,	2012).	Thus,	the	letters	within	a	font	type	are	constrained	on	several	parameters	in	order	to	achieve	cohesiveness;	this	is	done	so	that	commonalties	may	be	utilized	by	the	perceptual	system	when	processing	subsequent	letters.	This	mechanism	is	termed	font	tuning	and	has	been	shown	to	increase	processing	efficiency	(Walker,	2008).	For	example,	letters	within	a	font	share	similar	features	such	as	letter	weight,	contrast	between	strokes,	angle	
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of	stress,	and	the	reference	frame	(Sanocki	&	Dyson,	2012;	see	Figures	1	and	2).	Letter	weight	depends	on	the	overall	thickness	of	the	strokes	in	a	letter,	and	can	be	either	heavy	or	light.	Contrast	between	strokes	refers	to	the	difference	between	the	thinnest	and	thickest	strokes	in	a	letter.	Angle	of	stress	is	shown	in	the	contrast	between	round	strokes	of	the	letter,	and	can	be	vertical	or	oblique.	The	reference	frame	determines	the	overall	size	of	a	font,	and	governs	the	cap	height,	x-height,	and	baseline	of	letters.	These	design	parameters	often	vary	among	fonts.	As	a	result,	when	different	fonts	in	the	same	point	size	are	mixed,	the	letters	appear	diverse	in	terms	of	reference	frame,	weight,	contrast,	and	angle.		Although	mixing	font	within	a	letter	string	increases	the	distinctiveness	of	individual	letters,	it	slows	the	identification	of	the	letter	string	(Gauthier,	Wong,	Hayward,	&	Cheung,	2006).	Therefore,	mixing	font	within	a	letter	string	is	likely	to	produce	the	same	pattern	of	results	as	shown	with	mixed-case	items.	In	the	experiments	conducted	for	this	thesis,	we	investigated	the	effect	of	within-item	font	changes	on	lexical	decision	performance	utilizing	two	dissimilar	fonts.	The	fonts	chosen	for	these	experiments	(i.e.,	Garamond	&	Arial Black)	are	dissimilar	in	numerous	characteristics.	Thus,	a	within-item	font	transition	using	these	fonts	may	make	font	tuning	more	difficult,	as	well	as	disrupt	holistic	processing.	That	is,	
Figure	2.	Example	of	the	systematic	reference	frame.	(From	Sanocki	and	Dyson,	2012).	
Figure	1.	Examples	of	letter	weight,	contrast	between	strokes,	and	angle	of	stress.	(From	Sanocki	and	Dyson,	2012).	
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mixed-font	items	may	require	letter-level	processing	and	slow	lexical	decision	performance.	
Font	Tuning	The	study	of	font	tuning	is	the	study	of	how	changes	in	font	are	processed.	For	example,	when	an	individual	begins	to	read	text	presented	in	a	novel	font	type,	he	or	she	must	determine	the	“translation	rules”	for	that	particular	font.	This	is	likely	to	slow	processing	and	lead	to	more	errors	(Walker,	2008).	Consequently,	when	font	is	mixed	between	strings,	the	degree	of	similarity	between	fonts	is	an	important	factor	(Sanocki,	1992;	Walker,	2008;	Sanocki	&	Dyson,	2012).	For	example,	when	font	types	with	similar	design	parameters	are	mixed	between	items,	the	reader	is	able	to	use	similar	translation	rules	to	continue	fluent	reading.	However,	when	the	font	types	are	more	dissimilar,	the	reader	may	struggle	with	letter	identification	and	processing	may	be	slowed.	Walker	(2008)	used	two	dissimilar	fonts,	Cooper Black	and	Palatino Italic,	in	a	variant	of	a	lexical	decision	task	in	which	each	target	word	or	nonword	string	was	presented	with	a	distractor	consonant	string;	the	two	strings	were	arranged	vertically,	and	which	stimulus	was	in	the	upper	position	was	unpredictable.	On	any	trial,	the	target	string	and	the	irrelevant	consonant	string	were	either	in	the	same	font	or	different	fonts.	The	function	of	the	consonant	string	was	to	determine	if	“the	translation	rules	applied	to	one	portion	of	text	are	removed	from	working	memory	before	the	next	portion	of	text	is	dealt	with”	(Walker,	2008,	p.	1034).	That	is,	by	presenting	the	target	string	and	distractor	consonant	string	simultaneously,	the	time	between	presentations	was	reduced;	this	allowed	for	pairs	of	target	strings	and	
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consonant	strings	to	appear	with	equal	probability	in	either	of	the	two	fonts,	and	for	successive	pairs	to	be	equally	likely	to	appear	in	the	same	font	or	in	different	fonts.	Participants	were	instructed	to	avoid	responding	to	the	consonant	string,	and	to	decide	if	the	target	stimulus	was	or	was	not	a	word.	Walker	found	that	lexical	decision	responses	were	quicker	when	the	target	and	distractor	strings	were	presented	in	the	same	font	than	in	different	fonts,	from	which	he	argued	that	slower	responses	to	targets,	when	the	target	and	distractor	were	in	different	fonts,	was	because	the	differences	in	font	design	made	font	tuning	more	difficult	for	the	reader.	Tran,	Joyce,	and	Cottrell	(2004)	performed	multidimensional	scaling	on	dissimilarities	among	15	fonts;	the	dissimilarity	measure	was	based	on	a	principal	components	analysis	of	filtered	images	of	all	letters	in	each	of	the	fonts.	Their	two-	dimensional	solution	is	shown	in	Figure	3.	Distances	between	fonts	“were	defined	as	one	minus	the	average	correlations	between	their	corresponding	letters”	(Tran	et	al.,	2004,	p.	3).	The	results	showed	that	fonts	such	as	XeroxSerifNarrow	and	Mirror	are	dissimilar	in	design.	On	one	end	of	the	spectrum,	font	types	have	characteristics	such	as	heavy	letter	weight,	low	contrast	between	strokes,	vertical	angle	of	stress,	and	a	large	reference	frame.	On	the	contrasting	end	of	the	spectrum,	fonts	have	low	letter	weight,	high	contrast	between	strokes,	oblique	angle	of	stress,	and	a	smaller	reference	frame.	Sanocki	&	Dyson	(2012)	posited	that	when	fonts	with	highly	similar	design	characteristics	are	
Figure	3.	Multidimensional	scaling	solution	of	similarities	among	15	fonts.	(From	Tran,	Joyce,	and	Cottrell,	2004).				
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presented	together,	font	tuning	is	facilitated.	For	example,	fonts	such	as	Optima	and	
Bookman Old Style	have	similar	global	information.	Thus,	when	a	within-item	transition	occurs	with	these	two	fonts,	the	translation	rules	from	one	can	be	applied	to	the	other,	which	should	allow	a	reader	to	rapidly	identify	the	item.	However,	when	the	fonts	are	greatly	dissimilar,	font	tuning	would	be	more	difficult	and	word	identification	may	be	slowed.	Additionally,	the	extent	to	which	processing	is	slowed	may	depend	on	the	degree	of	dissimilarity	between	two	fonts	(Sanocki	&	Dyson,	2012).			 Moret-Tatay	and	Perea	(2011)	conducted	lexical	decision	experiments	in	which	stimulus	items	were	in	Lucida Bright	and	Lucida Sans—	two	fonts	from	the	same	family.	The	fonts	differed	only	in	the	absence	or	presence	of	serifs.	Words	and	nonwords	were	presented	in	either	pure-font	or	mixed-font	blocks.	In	mixed-font	blocks,	both	fonts	were	presented	in	random	order.	The	results	showed	no	difference	in	reaction	time	on	mixed-font	blocks	compared	to	pure-font	blocks.	However,	in	the	pure-font	blocks,	reaction	times	for	words	in	sans	serif	font	were	slightly	faster	than	those	for	words	in	serif	font	This	result	slightly	contradicts	the	theory	of	font	tuning	and	provides	evidence	that	between-item	variation	in	font	does	not	necessarily	interfere	with	lexical	decision	performance.	The	purpose	of	our	Experiment	1	is	to	ascertain	whether	this	is	the	case	for	the	fonts	that	we	have	chosen	(i.e.,	Garamond	and	Arial Black)	to	investigate	the	effects	of	within-item	font	transitions	on	lexical	decision	performance.	
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Font	Mixing	Gauthier,	Wong,	Hayward,	&	Cheung	(2006)	asked	participants	to	search	for	a	target	letter	within	10	x	10	matrices.	Participants	began	the	search	task	by	identifying	the	first	letter	in	the	matrix	as	the	target	letter.	Next,	they	were	asked	to	scan	the	matrix	left	to	right,	top	to	bottom	until	they	found	the	target	letter.	The	letter	immediately	following	was	the	new	target	letter.	This	target	scanning	process	was	continued	until	the	end	of	the	matrix	was	reached.	In	their	experiment,	five	different	fonts	(i.e,	Georgia,	Croissant,	Larabi,	Trebuchet,	and	Angelus)	were	used	in	three	different	types	of	matrices:	baseline,	regular,	and	mixed.	In	baseline	matrices,	all	100	letters	were	in	the	same	font,	with	matrices	in	each	of	the	five	fonts;	in	regular	matrices,	the	letters	in	each	row	were	in	the	same	font,	but	font	changed	between	rows;	and	in	mixed	matrices,	the	font	assigned	to	each	position	was	random.	The	results	showed	that	searches	were	faster	and	more	accurate	when	all	letters	in	the	matrix	were	in	the	same	font	than	when	the	letters	in	the	matrix	varied	in	font.	Furthermore,	the	search	was	significantly	faster	and	more	accurate	in	the	regular	matrix	condition	than	in	the	mixed	matrix	condition.		Sanocki	(1987)	developed	two	fonts	that	were	similar	in	overall	letter	size,	but	differed	on	several	properties	including	the	extent	and	details	of	terminations,	basic	shape	of	parts,	line	thickness,	and	spatial	dimensions.	Participants	completed	a	letter-nonletter	task	in	which	they	were	asked	to	discriminate	between	strings	with	all	letters	and	strings	with	one	nonletter.		(Nonletters	were	made	by	either	adding	or	removing	one	segment	of	a	letter.)	Font	was	either	consistent	within	strings	or	mixed	within	strings.	Results	showed	faster	response	times	for	same-font	strings	
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than	for	mixed-font	strings.	Furthermore,	Sanocki	(1992)	asked	participants	to	complete	a	letter-nonletter	task	in	which	strings	were	presented	in	two	fonts	that	differed	in	shape,	size,	and	presence	or	absence	of	serifs.	Results	showed	that	reaction	time	was	slowed	significantly	when	transitioning	from	gothic	(i.e.,	sans	serif)	to	serif	font.	It	was	suggested	that	serifs	added	a	higher	level	of	complexity,	which	resulted	in	slower	processing	compared	to	items	in	gothic	font.		
Present	Experiments	The	purpose	of	these	experiments	was	to	determine	if	a	within-item	font	transition	interferes	with	lexical	decision	performance.	This	question	would	be	most	interestingly	addressed	under	conditions	in	which	between-item	variation	in	font	does	not	impair	performance;	the	purpose	of	Experiment	1	was	to	investigate	the	effect	of	between-item	variation	in	font.	Moret-Tatay	and	Perea	(2011)	found	that	between-item	variations	in	font	did	not	interfere	with	lexical	decision	performance.	It	is	of	interest	to	see	if	similar	results	are	found	with	the	fonts	that	we	have	chosen,	given	that	these	fonts	are	not	part	of	the	same	font	family.		The	fonts	we	have	chosen	for	the	present	experiments,	Garamond	and	Arial 
Black,	are	dissimilar	on	several	parameters,	including	the	absence	or	presence	of	serifs,	letter	weight,	contrast	between	strokes,	and	the	reference	frame.	When	presented	in	the	same	point-size,	Arial	Black	appears	significantly	larger	than	Garamond.	However,	the	proportional	discrepancy	between	these	two	fonts	has	been	addressed	in	the	current	experiment	so	that	items	in	Garamond	are	the	same	size	as	those	in	Arial	Black	(i.e.,	items	in	Garamond	are	set	to	36-point	font	while	items	in	Arial	Black	are	set	to	28-point	font).		This	is	a	novel	approach,	as	most	
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research	on	mixing	high	quality	font	has	not	attempted	to	manipulate	point	size	to	make	spatial	parameters	appear	equal	(e.g.	Walker,	2008;	Gauthier	et	al.,	2006).		Previous	research	has	shown	that	differences	in	spatial	parameters	generally	slow	processing	and	word	identification	in	mixed-font	items	(Sanocki	&	Dyson,	2012).	By	making	contrast	between	strokes,	letter	weight,	and	the	absence	or	presence	of	serifs	the	primary	discrepancies,	we	hope	to	gain	further	insight	on	how	high	spatial	frequency	information	is	processed	in	mixed-font	items.		The	purpose	of	Experiment	1	was	to	determine	whether	variation	in	font	across	trials	interferes	with	judgments	of	lexicality.		Four	blocks	of	stimuli	were	presented.		In	two	of	the	blocks,	all	stimuli	were	the	same	font—Arial	Black	in	one	block	and	Garamond	in	the	other—and	in	the	other	two	blocks,	stimuli	of	these	two	fonts	were	randomly	intermixed.	The	purpose	of	Experiment	2	was	to	investigate	the	effect	of	within-item	font	transition	on	lexical	decision	performance.	Each	block	consisted	of	randomized	trials	presented	in	both	homogeneous-font	and	mixed-font	format.
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					 CHAPTER	II	EXPERIMENT	1	
Method	
Participants.	Undergraduate	Psychology	students	at	Cleveland	State	University	participated	in	this	experiment.	They	were	recruited	through	SONA	Research	Participation	System,	and	were	compensated	with	research	credit	upon	completion	of	the	experiment.	Participants	were	asked	to	report	whether	English	is	their	first	language.	
Materials.	A	master	list	of	256	words	was	used;	from	each	word,	a	corresponding	pseudoword	was	created	by	changing	one	letter	(e.g.,	“down”	and	“dowy”).		Words	were	4-	and	6-letters	long,	and	were	either	high	or	low	frequency.	The	Kučera	and	Francis	(1967)	frequencies	per	million	are	as	follows:	high	frequency,	4-	letter:	M=	430,	SD=	243;	high	frequency,	6-	letter:	M=	186,	SD=	145;	low	frequency,	4-	letter:	M=	19,	SD=	5;	low	frequency,	6-	letter:	M=	20,	SD=	6.	See	Appendix	A	for	the	complete	stimulus	list.	For	each	item	on	the	master	list,	two	image	files	were	created:	one	in	Arial	Black	28	point	font	(AA)	and	one	in	Garamond	36	point	font	(GG).	For	each	participant,	128	words	were	randomly	selected	from	the	master	list;	these	and	the	
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complementary	128	pseudowords	were	used.	Thus,	no	participant	saw	both	a	word	and	its	corresponding	pseudoword.		Unique	stimulus	lists	were	generated	for	each	participant	containing	a	random	half	of	the	items	from	each	of	the	eight	stimulus	classes	formed	by	crossing	two	levels	of	Lexicality	(word,	pseudoword),	two	levels	of	Frequency	(high,	low),	and	two	levels	of	Length	(4-,	6-	letter).		These	were	assigned	at	random	to	conditions	and	lists,	subject	to	the	constraint	that	each	pure	font	list	had	eight	items	from	each	of	the	eight	Lexicality	x	Frequency	x	Length	classes,	and	each	of	the	intermixed	list	had	four	items	from	each	of	the	16	Font	x	Lexicality	x	Frequency	x	Length	classes.	Figure	4	illustrates	examples	of	parts	of	the	stimulus	lists	for	Experiment	1.		
Design.	For	Experiment	1,	a	2	(Lexicality:	word,	pseudoword)	x	2	(Block	Type:	pure-font,	intermixed-font)	x	2	(Font:	Arial	Black,	Garamond)	x	2	(Length:	4-,	6-	letter)	x	2	(Frequency:	high,	low)	within-subjects	design	was	used.	The	variables	measured	were	response	time	(in	ms)	and	accuracy.	For	each	participant,	there	were	two	pure-font	blocks—one	Arial	Black	and	one	Garamond—and	two	intermixed	font	blocks	in	which	the	font	of	items	varied	randomly	between	trials,	subject	to	the	constraints	imposed	by	the	construction	of	trial	blocks	(described	above).		For	each	participant,	the	order	of	pure	and	intermixed	blocks	alternated,	and	this	was	counterbalanced	across	participants:	For	half	of	the	participants,	the	
Figure	4.	Examples	of	pure-font	and	intermixed	stimulus	lists	for	Experiment	1.	The	left	column	shows	part	of	a	GG	(pure	Garamond)	list;	the	center	column	shows	part	of	an	AA	(pure	Arial	Black)	list;	and	the	third	column	shows	part	of	an	intermixed	list.	
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first	trial	block	was	a	pure-font	block;	for	the	other	half,	the	first	trial	block	was	an	intermixed-font	block.		Within	this	balancing	plan,	for	half	of	the	participants,	the	Arial	Black	block	was	the	first	pure-font	block;	for	the	other	half	of	the	participants,	the	Garamond	block	was	the	first	pure-font	block.		
Procedure.	Participants	performed	the	lexical	decision	task	on	a	desktop	computer.	SuperLab	4.0	was	used	to	run	the	experiment	and	collect	data	for	analysis.	The	participant	was	instructed	to,	as	quickly	and	accurately	as	possible,	decide	if	the	letter	string	presented	on	each	trial	was	a	word	or	not	a	word.	The	participant	was	asked	to	press	the	left	(red)	button	if	the	string	was	not	a	word,	and	the	right	(green)	button	if	the	string	was	a	word.	Each	trial	began	with	a	300	ms	warning	cross,	followed	by	a	300	ms	blank,	followed	by	a	stimulus	that	was	presented	until	the	participant	responded;	response	time	was	measured	from	the	onset	of	the	stimulus	to	the	response.	Following	a	response,	there	was	a	500	ms	blank.		Each	participant	first	completed	a	series	of	practice	blocks.	The	practice	consisted	of	four	blocks—one	in	Garamond,	one	in	Arial	Black,	and	two	with	intermixed	font—	with	eight	trials	each,	where	the	order	of	pure	and	intermixed	blocks	alternated.	For	half	the	participants,	the	first	block	was	pure	font,	and	for	the	other	half	the	first	block	was	intermixed;	this	was	done	to	match	the	construction	of	the	blocks	in	Experiment	1.	Participants	were	required	to	score	87%	correct	or	above	on	the	practice	in	order	to	continue	on	to	Experiment	1.	If	the	participant	did	not	reach	this	criterion,	he	or	she	was	asked	to	complete	a	second	practice.	If	the	participant	did	not	reach	the	cutoff	for	accuracy	after	the	second	practice,	their	data	
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was	not	included	in	the	analysis.	After	the	participant	completed	the	four	experimental	blocks,	he	or	she	was	debriefed.	
Results		 Data	were	collected	from	28	participants	in	order	to	obtain	analyzable	data	from	24.	One	participant	did	not	satisfy	the	pre-established	criterion	in	the	practice	blocks	(i.e.,	87%)	and	three	participants’	data	were	not	included	in	the	analysis	due	to	programming	errors.	For	each	participant,	for	each	of	words	and	pseudowords,	error	rate	and	median	response	times	on	correct	trials	were	found	for	each	of	the	16	conditions	that	resulted	from	crossing	completely	two	levels	of	block	type,	two	levels	of	font,	two	levels	of	frequency,	and	two	levels	of	length.		(For	pseudowords,	frequency	was	defined	by	the	frequency	of	the	word	from	which	the	pseudoword	was	created.)		
Response	times	to	words.		Table	B1	in	Appendix	B	shows	means	and	standard	deviations	of	response	times	for	words	for	each	Block	Type	x	Frequency	x	Length	x	Font	conditions.	Fifteen	contrasts	that	correspond	to	the	four	main	effects	and	all	interactions	of	an	analysis	of	variance	were	calculated	(See	Appendix	C	for	contrast	tables).	However,	we	were	interested	in	and	planned	to	examine	only	the	four	main	effects—Block	Type	(pure	vs.	intermixed),	Font	(Arial	Black	vs.	Garamond),	Length	(4-	vs.	6-	letter),	and	Frequency	(high	vs.	low)—and	the	two-way	interaction	of	Block	Type	x	Font.	For	contrasts	that	tested	directional	questions,	t	statistics	and	one-tailed	p-values	are	reported;	for	contrasts	that	tested	non-directional	questions,	
F	statistics	are	reported.	The	main	effects	of	frequency	and	length	were	analyzed	to	see	if	effects	common	in	results	of	previous	lexical	decision	experiments	are	also	in	
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these	data.	Specifically,	we	were	interested	in	whether	responses	to	6-letter	items	were	slower	than	those	to	4-letter	items,	and	whether	responses	to	low	frequency	words	were	slower	than	those	to	high	frequency	words.	The	main	effect	of	Length	(t(23)=	3.86,	one	sided,	p=	0.0004;	η2	p	=	0.39)	was	significant,	with	slower	response	times	to	6-letter	words	(M=	753,	SD=	211)	than	to	4-letter	words	(M=	696,		SD=	124)	(see	Figure	5).	The	main	effect	of	Frequency	(t(23)=	6.28,	one	sided,	
p=.000001;	η2	p	=	0.63)	was	also	significant,	with	slower	responses	to	low	frequency	words	(M=	756,	SD=	208)	than	to	high	frequency	words	(M=	684,	SD=	123)	(see	Figure	6).	These	results	were	consistent	with	those	of	many	other	lexical	decision	experiments.		For	Experiment	1,	the	main	question	was	whether	responses	in	the	intermixed-font	blocks	are	slower	than	responses	in	pure-font	blocks.	Although	the	effect	of	Block	was	not	statistically	significant	(t(23)=	1.46,	one	sided,	p=	0.08;	η2	p	=	0.08),	responses	in	the	intermixed-font	blocks	tended	to	be	slower	(M	=	735,	SD	=	191)	than	those	in	the	pure-font	blocks	(M	=	714,	SD	=	158).	Font	(F(1,	23)=	0.73,	p=	
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Figure	5.		Mean	response	times	(in	ms)	for	words	in	Experiment	1,	by	length.	
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Figure	6.	Mean	response	times	(in	ms)	for	words	in	Experiment	1,	by	frequency	
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0.40;	η2	p	=	0.03),	and	the	Block	Type	x	Font	interaction	(F(1,	23)=	0.24,	p=	0.63;	η2	p	=	0.01)	were	not	statistically	significant.	The	remaining	10	contrasts	were	combined	into	a	residual	term,	which	was	not	statistically	significant	(F(10,	230)=	1.20,	p=	0.29;	η2	p	=	0.05).		
Error	rates	to	words.	Table	B2	in	Appendix	B	shows	means	and	standard	deviations	of	error	rates	for	words	for	each	Block	Type	x	Frequency	x	Length	x	Font	condition.	For	error	rates	for	words,	the	main	effect	of	Frequency	(t(23)=	4.01,	one	sided,	p=	.0003;	η2	p	=	0.41)	was	significant,	in	which	error	rate	was	lower	for	high	frequency	than	low	frequency	words	(high	frequency:	M=	0.02,	SD=	0.05;	low	frequency:	M=	0.04,	SD=	0.08)	(see	Figure	7).	The	effects	of	Block	Type	(t(23)=	0.54,	one	sided,	p=	0.30;	η2	p	=	0.01),	Font	(F(1,	23)=	2.62,	p=	0.12;	η2	p	=	0.10),	Block	Type	x	Font	(F(1,	23)=	2.33,	p=	0.14;	η2	p	=	0.09),	and	Length	(t(23)=	1.51,	one	sided,	
p=	0.07;	η2	p	=	0.09)	were	not	statistically	significant	(4-	letter:	M=	0.03,	SD=	0.07;	6-	letter:	M=	0.04,	SD=	0.07)	.	However,	the	residual	term	(F(10,	230)=	2.34,	p=	0.01;	η2	p	=	0.09)	was	statistically	significant.	Therefore,	the	residual	was	decomposed	into	the	10	1	degrees	of	freedom	components	representing	all	two-way	(except	Block	Type	x	Font)	and	three-way	interactions	of	Block	Type,	Font,	Frequency,	and	Length,	and	the	four-way	interaction	of	these	variables.	The	following	have	p-values	of	0.05	and	
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Figure	7.	Mean	error	rates	for	words	in	Experiment	1,	by	frequency.	
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below:	Frequency	x	Length	(F(1,	23)=	4.10,	p=	0.04;	η2	p	=	0.15),	Block	Type	x	Frequency	x	Length	(F(1,	23)=	6.28,	p=	0.02;	η2	p	=	0.21),	and	Block	Type	x	Font	x	Frequency	x	Length	(F(1,	23)=	4.33,	p=	0.05;	η2	p	=	0.16).		
Response	times	to	pseudowords.	See	Table	B3	in	Appendix	B	for	means	and	standard	deviations	for	response	times	to	pseudowords	for	each	Block	Type	x	Frequency	x	Length	x	Font	condition.	For	response	times	to	pseudowords,	the	main	effect	of	Length	was	significant	(t(23)=	3.23,	one	sided,	p=	0.002;	η2	p	=	0.31),	with	slower	responses	to	6-	letter	pseudowords	than	to	4-	letter	pseudowords	(6-	letter:	M=	1052,	SD=	656;	4-	letter:	M=	942,	SD=	448)	(see	Figure	8).	The	effects	of	Block	Type	(t(23)=	0.70,	one	sided,	p=	0.25;	η2	p	=	0.02),	Font	(F(1,	23)=	0.00003,	p=	0.10;	η2	p	=	0.000001),	Block	Type	x	Font	(F(1,	23)=	0.11,	p=	0.74;	η2	p	=	0.005),	and	Frequency	(F(1	,23)=	2.48,	p=	0.13;	η2	p	=	0.10)	were	not	statistically	significant.	The	residual	term	also	was	not	statistically	significant	(F(10,	230)=	0.60,	p=	0.81;	η2	p	=	0.03).	
Error	rates	to	pseudowords.	See	Table	B4	in	Appendix	B	for	means	and	standard	deviations	for	error	rates	to	pseudowords	for	each	Block	Type	x	Frequency	x	Length	x	Font	condition.	For	error	rates	to	pseudowords,	the	main	effects	of	Block	Type	(t(23)=	1.74,	one	sided,	p=	0.05;	η2	p	=	0.12)	and	Frequency	were	
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Figure	8.	Mean	response	times	(in	ms)	for	pseudowords	in	Experiment	1,	by	length.	
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significant	(t(23)=	1.68,	one	sided,	p=	0.05;	η2	p	=	0.11).	For	Block	Type,	error	rates	to	pseudowords	were	greater	in	pure	font	blocks	than	in	intermixed	font	blocks	(pure:	M=	0.09,	SD=	0.12;	intermixed:	M=	0.07,	SD=	0.11)	(see	Figure	9).		For	Frequency,	error	rates	to	pseudowords	were	higher	for	“low	frequency”	(M=	0.08,	SD=	0.12)	than	for	“high	frequency”	items	(M=	0.07,	
SD=	0.12)	(see	Figure	10).	The	effects	of	Font	(F(1,	23)=	0.83,	p=	0.37;	η2	p	=	0.03),	Block	Type	x	Font	(F(1,	23)=	0.25,	p=	0.62;	η2	p	=	0.01),	and	Length	(t(23)=	0.71,	one	sided,	p=	0.24;	η2	p	=	0.02)	were	not	statistically	significant.	Also,	the	residual	term	was	not	significant	(F(10,	230)=	1.47,	p=	0.15;	η2	p	=	0.06).	
Discussion	The	significant	main	effects	of	Length	and	Frequency	were	consistent	with	those	of	many	other	lexical	decision	experiments.	That	is,	responses	to	6-	letter	words	were	slower	than	those	to	4-	letter	words,	and	responses	to	low	frequency	words	were	slower	than	those	to	high	frequency	words.	Furthermore,	the	main	effect	of	Block	Type	was	not	statistically	significant,	nor	was	the	interaction	between	
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Figure	9.	Mean	error	rates	to	pseudowords	in	Experiment	1,	by	block	type.	
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Figure	10.	Mean	error	rates	for	pseudowords	in	Experiment	1,	by	frequency.	
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Block	Type	x	Font.	Although	on	average,	there	was	a	tendency	for	responses	to	be	faster	in	pure	than	in	intermixed	blocks,	there	was	also	tendency	for	responses	to	be	more	errorful	in	pure	than	intermixed	blocks.	Therefore,	the	results	of	Experiment	1	showed	that	random	trial-to-trial	variation	in	font	did	not,	overall,	affect	performance,	and	that	there	were	no	overall	differences	between	the	fonts.	These	results	are	consistent	with	the	idea	that,	for	the	fonts	studied,	decisions	about	lexicality	are	not	substantially	affected	by	random	trial-to-trial	variation	in	font.
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	 CHAPTER	III	EXPERIMENT	2	
Method	
Participants.	Undergraduate	Psychology	students	at	Cleveland	State	University	participated	in	this	experiment.	They	were	recruited	through	SONA	Research	Participation	System,	and	were	compensated	with	research	credit	upon	completion	of	the	experiment.	Participants	were	asked	to	report	whether	English	is	their	first	language.	
Materials.	The	same	master	list	of	256	words	and	corresponding	pseudowords	used	for	Experiment	1	was	used.	(See	Appendix	A	for	the	complete	stimulus	list).	Items	were	assigned	to	lists	subject	to	the	constraint	that	each	list	contained	two	items	from	each	of	the	Lexicality	x	Font	x	Frequency	x	Length	classes.	There	were	four	blocks	in	which	all	item	types	were	randomly	intermixed.		For	each	item	on	the	master	list,	four	image	files	were	created:	one	in	Arial	Black	28	point	font	(AA);	one	in	Garamond	36	point	font	(GG);	one	transitioning	from	Arial	Black	to	Garamond	(AG);	and	one	transitioning	from	Garamond	to	Arial	Black	(GA).		
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Unique	stimulus	lists	were	generated	for	each	participant:		For	each	participant,	128	words	were	randomly	selected	from	the	master	list,	with	32	from	each	of	the	four	Frequency	(high,	low)	x	Length	(4-,	6-	letter)	classes;	these	and	the	complementary	128	pseudowords	were	used.	Thus,	no	participant	saw	both	a	word	and	its	corresponding	pseudoword.		From	each	class	items	were	allocated	at	random	to	the	four	levels	of	Font	(Arial	Black,	Garamond,	Arial	Black-to-Garamond,	Garamond-to-Arial	Black);	we	call	pure	Garamond	and	pure	Arial	Black	items	homogeneous-font	stimuli,	and	stimuli	that	transitioned	from	Garamond-to-Arial	Black	or	from	Arial	Black-to-Garamond	heterogeneous-font	stimuli.	Figure	11	illustrates	examples	of	parts	of	the	stimulus	list	for	Experiment	2.		
Design.	A	2	(Lexicality:	word,	pseudoword)	x	4	(Font:	AA,	GG,	AG,	GA)	x	2	(Frequency:	high,	low)	x	2	(Length:	4-,	6-	letter)	within-subjects	design	was	used.	The	variables	measured	were	response	time	(in	ms)	and	accuracy.		
Procedure.	The	apparatus	and	procedure	were	identical	to	those	in	Experiment	1.	
Results	Data	were	collected	from	29	participants	in	order	to	obtain	analyzable	data	from	24.	Four	participants	did	not	satisfy	the	pre-established	criterion	in	the	
Figure	11.	Example	of	stimulus	list	for	Experiment	2.	Homogeneous	font	items	and	heterogeneous	font	items	were	randomly	intermixed.	
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practice	blocks	(i.e.,	87%)	and	one	participant’s	data	were	not	included	in	the	analysis	due	to	a	programming	error.	Experiment	2	addressed	whether	a	within-item	font	transition	slows	lexical	decision	performance.	Response	times	and	error	rates	were	examined	separately	for	words	and	pseudowords.	A	set	of	15	contrasts	was	performed	to	examine	the	effect	of	font	homogeneity	(homogeneous	vs.	heterogeneous),	and	then	within	each	of	these	stimulus	types,	the	effects	of	font,	frequency,	length,	and	the	2-	and	3-way	interactions	of	these	three	variables.	We	were	specifically	interested	in	the	main	effect	of	Stimulus	Type	(homogeneous	vs.	mixed):	Are	responses	to	heterogeneous	font	stimuli	(e.g.,	down,	down)	slower	than	those	to	homogeneous	font	stimuli	
(e.g.,	down,	down)?	Then,	separately	for	homogeneous	and	heterogeneous	font	trials,	we	tested	the	effects	of	the	two	font	instantiations	(AA	vs.	GG,	AG	vs.	GA),	frequency	(high	vs.	low),	and	length	(4-	vs.	6-	letter).	(See	Table	C2	of	Appendix	C	for	the	contrasts).	As	planned,	we	aggregated	the	2-	and	3-way	interactions	of	font,	frequency,	and	length	at	each	level	of	font	homogeneity	into	a	residual	that	we	also	tested.		
Response	times	to	words.	See	Table	B5	in	Appendix	B	for	means	and	standard	deviations	for	response	times	to	words	for	each	Font	x	Frequency	x	Length	condition.	The	contrast	that	compared	homogeneous	and	heterogeneous	font	items	was	statistically	significant	(t(23)=	1.77,	one	sided,	p=	0.045;	η2	p	=	0.12),	which	showed	that	a	within-item	font	transition	affected	performance.	This	finding	supported	the	hypothesis	that	a	within-item	font	transition	slows	lexical	decision	performance,	with	slower	responses	to	heterogeneous	font	items	than	to	
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homogeneous	font	items	(homogeneous:	M=	672,	SD=	108;	heterogeneous:	M=	678,	SD=	142)		(see	Figure	12).		There	was	a	significant	effect	of	frequency	within	each	of	homogeneous	fonts	and	heterogeneous	fonts	(Frequency	within	homogeneous	fonts:	t(23)=	2.43,	one	sided,	p=	0.01;	η2	p	=		0.20;	Frequency	within	heterogeneous	fonts:	t(23)=	2.91,	one	sided,	p=	0.004;	η2	p	=	0.27)	(see	Figure	13).	Responses	to	low	frequency	words	were	slower	than	responses	to	high	frequency	words	at	each	level	of	font	homogeneity	(for	homogeneous,	for	high	frequency:	M=	654,	SD=	102;	low	frequency:	M=	682,	SD=	113;	for	heterogeneous,	for	high	frequency:	M=	653,	SD=	122;	low	frequency:	M=	694,	SD=	155).	Finally,	the	contrast	for	word	length	within	heterogeneous	fonts	(t(23)=	5.10,	one	sided,		p=	.00002;	η2	p	=	0.53)	was	significant,	but	not	within	homogeneous	fonts	(t(1,	23)=	1.22,	one	sided,	p=	0.12;	η2	p	=	0.06);	responses	to	6-	letter	words	were	slower	than	responses	to	4-	letter	words	(for	heterogeneous,	for	6-	letter:	M=	689,	
SD=	159;	4-	letter	words:	M=	657,	SD=	119;	for	homogeneous,	for	6-	letter:	M=	672,	
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Figure	12.	Mean	response	times	(in	ms)	to	words	in	Experiment	2,	by	font.	
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Figure	13.	Mean	response	times	to	words	(in	ms)	in	Experiment	2,	by	frequency.	
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SD=	115;	4-	letter:	M=	663,	SD=	101)	(see	Figure	14).		However,	the	contrasts	comparing	font	instantiation	within	homogeneity	and	heterogeneity	were	not	significant	(AA	vs.	GG:	(F(1,	23)=	0.11,	p=	0.74;	η2	p	=	0.005;	AG	vs.	GA:	(F(1,	23)=	0.09,	p=	0.76;	η2	p	=	0.004).	The	remaining	eight	contrasts	were	combined	into	a	residual	term,	which	was	not	statistically	significant	(F(8,	184)=	0.40,	p=	0.92;	η2	p	=	0.02).		
Error	rates	to	words.	See	Table	B6	in	Appendix	B	for	means	and	standard	deviations	for	error	rates	to	words	for	each	Font	x	Frequency	x	Length	condition.	The	effect	of	font	homogeneity	(t(23)=	0.93,	one	sided,	p=	0.18;	η2	p	=	0.04)	was	not	significant;	(for	homogeneous	fonts,	M	=	0.04.	SD=	0.06,	and	for	heterogeneous	fonts,	M	=	0.05,	SD=	0.09).	For	error	rates	to	words,	the	main	effect	of	word	frequency	was	significant	within	homogeneous	font	(t(23)=	2.16,	one	sided,	
p=	0.02;	η2	p	=	0.17)	and	
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Figure	14.	Mean	response	times	(in	ms)	to	words	in	Experiment	2,	by	length.	
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Figure	15.	Mean	error	rates	to	words	in	Experiment	2,	by	frequency.		
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heterogeneous	font	(t(23)=	2.00,	one	sided,	p=	0.03;	η2	p	=	0.15).		That	is,	error	rate	was	lower	for	high	frequency	words	than	for	low	frequency	words	(for	homogeneous,	for	high	frequency:	M=	0.03,	SD=	0.07;	low	frequency:	M=	0.06,	SD=	0.08;	for	heterogeneous,	for	high	frequency:	M=	0.04,	SD=	0.08;	low	frequency:	M=	0.06,	SD=	0.09)	(see	Figure	15).	The	effects	of	Length	within	homogeneous	font	stimuli	(t(23)=	0.17,	one	sided,	p=	0.43;	η2	p	=	0.01)	and	heterogeneous	font	stimuli	(t(23)=	0.04,	one	sided,	p=	0.48;	η2	p	=	0.00007)	were	not	significant.	Also,	the	effects	of	font	within	homogeneous	font	stimuli	(F(1,	23)=	0.15,	p=	0.70;	η2	p	=	0.006)	and	heterogeneous	font	stimuli	(F(1,	23)=	0.29,	p=	0.59;	η2	p	=	0.01)	were	not	significant.	Finally,	the	residual	term	was	not	statistically	significant	(F(8,	184)=	1.16,	p=	0.33;		η2	p	=	0.05).		
Response	times	to	pseudowords.	See	Table	B7	in	Appendix	B	for	means	and	standard	deviations	of	response	times	to	pseudowords	for	each	Font	x	Frequency	x	Length	condition.	The	effect	of	font	homogeneity	was	not	significant	(t(23)=	0.13,	one	sided,	p=	0.45;	η2	p	=	0.0007).	For	response	times	to	pseudowords,	the	effect	of	frequency	within	homogeneous	font	(t(23)=	2.65,	one	sided,	p=	0.007;	η2	p	=	0.23)	was	significant,	but	the	effect	of	frequency	within	heterogeneous	font	was	not	significant	(t(23)=	0.89,	one	sided,	p=	0.19;	η2	p	=	0.03).	Results	showed	that	responses	to	“low	frequency”	pseudowords	were	slower	than	responses	to	“high	frequency”	pseudowords	(for	homogeneous,	for	“low	frequency”:	M=	827,	SD=	208;	“high	frequency”:	M=	794,	SD=	155;	for	heterogeneous,	for	“low	frequency:	M=	816,	
SD=	173;	“high	frequency”:	M=	805,	SD=	173)		(see	Figure	16).		Length	was	
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significant	within	homogeneous	font	(t(23)=	2.98,	one	sided,	p=	0.003;	η2	p	=	0.28)	and	heterogeneous	font	(t(23)=	5.27,	one	sided,	
p=	.00001;	η2	p	=	0.55).	Overall,	responses	to	6-	letter	pseudowords	were	slower	than	responses	to	4-	letter	pseudowords	(6-	letter	homogeneous:	M=	840,	SD=	217;	4-	letter	homogeneous:	M=	782,	SD=	136;	6-letter,	heterogeneous:	M=	849,	
SD=	187;	4-	letter,	heterogeneous:	M=	770,	SD=	147	(See	Figure	17).		The	effects	of	font	instantiation	within	homogeneous	font	stimuli	(F(1,	23)=	0.78,	p=	0.39;	η2	p	=	0.03)	and	heterogeneous	font	stimuli	(F(1,	23)=	1.11,	p=	0.30;	η2	p	=	0.05)	were	not	sigificant.	Finally,	the	residual	term	was	not	statistically	significant	(F(8,	184)=	0.44,	
p=	0.90;	η2	p	=	0.02).		
Error	rates	to	pseudowords.	See	Table	B8	in	Appendix	B	for	means	and	standard	deviations	for	error	rates	to	pseudowords	for	each	Font	x	Frequency	x	
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Figure	16.	Mean	response	times	(in	ms)	to	pseudowords	in	Experiment	2,	by	frequency.		
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Figure	17.	Mean	response	times	(in	ms)	to	pseudowords	in	Experiment	2,	by	length.		
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Length	condition.	The	effect	of	font	homogeneity	was	not	significant	(t(23)=	0.63,	one	sided,	p=	0.27;	η2	p	=	0.02).		For	error	rates	to	pseudowords,	frequency	within	homogeneous	font	(t(23)=	2.61,	one	sided,	
p=	0.008;	η2	p	=	0.23)	was	significant;	however,	the	effect	of	frequency	within	heterogeneous	font	was	not	significant	(t(23)=	0.50,	one	sided,	p=	0.31;	η2	p	=	0.01).	For	frequency	within	homogeneous	font,	error	rate	was	lower	on	“high	frequency”	pseudowords	than	“low	frequency”	pseudowords	(for	homogeneous,	for	“high	frequency”:	M=	0.10,	SD=	0.12;	“low	frequency”:	M=	0.15,	SD=	0.17;	for	heterogeneous,	for	“high	frequency":	M=	.11,	SD=	.13;	for	“low	frequency”:	M=	.12,	SD=	.14)		(See	Figure	18).	The	effect	of	length	within	homogeneous	font	(t(23)=	1.72,	one	sided,	p=	0.05;	η2	p	=	0.11)		was	significant,	while	the	effect	of	length	(t(23)=	1.45,	one	sided,	p=	0.08;	η2	p	=	0.08)	
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Figure	18.	Mean	error	rates	to	pseudowords	in	Experiment	2,	by	frequency.	
0	0.05	
0.1	0.15	
0.2	
homogeneous	 heterogeneous	
Er
ro
r	
Ra
te
	
Font	
4-letter	6-letter	
Figure	19.	Mean	error	rates	to	pseudowords	in	Experiment	2,	by	length.	
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within	heterogeneous	font	stimuli	was	not	significant.	For	length	within	homogeneous	fonts,	error	rate	was	lower	for	4-	letter	pseudowords	than	for	6-	letter	pseudowords	(for	homogeneous,	for	4-	letter:	M=	0.11,	SD=	0.15;	6-	letter:	M=	0.14,	SD=	0.15;	for	heterogeneous,	for	4-	letter	M=	0.10,	SD=	0.12;	6-	letter:	M=	0.12,	
SD=	0.14)	(see	Figure	19).	The	effects	of	font	instantiation	within	homogeneous	font	(F(1,	23)=	1.68,	p=	0.21;	η2	p	=	0.07)	and	heterogeneous	font	(F(1,	23)=	1.44,	one	sided,	p=	0.24;	η2	p	=	0.06)	were	not	significant.	Finally,	the	residual	term	was	not	statistically	significant	(F(8,	184)=	0.70,	p=	0.69;	η2	p	=	0.03).		
Discussion		 The	significant	main	effect	of	font	homogeneity	for	response	times	to	words	indicated	that	a	within-item	font	transition	slows	lexical	decision	performance.	The	significant	effect	of	frequency	within	both	homogeneous	font	and	heterogeneous	font	showed	that,	overall,	responses	to	low	frequency	words	were	slower	than	responses	to	high	frequency	words.	The	significant	effect	of	length	within	heterogeneous	font	showed	that	responses	to	6-	letter	items	were	slower	than	responses	to	4-	letter	items,	and	responses	were	slower,	but	not	significantly	so,	for	6-letter	than	4-letter	homogeneous	font	words.	Finally,	the	comparison	of	font	instantiation	within	homogeneity	and	heterogeneity	was	not	significant,	which	may	be	attributed	to	the	changes	in	point-size	used	for	these	fonts	in	this	experiment.	It	may	be	that	any	effects	of	size	difference	were	attenuated	by	making	items	in	Garamond	the	same	size	relative	to	items	in	Arial	Black.	Furthermore,	the	interactions	that	were	combined	into	a	residual	term	may	show	interesting	effects	
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that	were	not	examined	by	the	planned	contrasts	for	this	thesis;	further	discussion	of	these	effects	is	found	in	the	General	Discussion	below.	 	
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	 CHAPTER	IV	GENERAL	DISCUSSION	For	Experiment	1	the	main	question	was	whether	responses	in	the	mixed	font	blocks	are	slower	than	responses	in	pure	font	blocks.	The	results	of	Experiment	1	showed	that	random	trial-to-trial	variation	in	font	does	not	substantially	slow	lexical	decision	performance	and	there	were	no	overall	differences	between	the	fonts.	Furthermore,	the	main	effects	of	length	and	frequency	were	consistent	with	previous	lexical	decision	experiments.	Although	there	was	no	strong	evidence	for	slowed	performance,	this	may	be	attributed	to	speed-accuracy	trade	off.	Specifically,	for	response	times	to	words	there	was	a	marginal	difference	in	reaction	time	in	which	responses	in	intermixed	font	blocks	were	slightly	slower	than	responses	in	pure	font	blocks.	However,	for	error	rates	to	pseudowords	there	was	a	significant	effect	of	block	that	showed	lower	error	rates	in	intermixed	font	blocks	than	in	pure	font	blocks	For	Experiment	2	the	key	question,	specifically	for	words,	was	whether	responses	to	heterogeneous	font	items	are	slower	than	responses	to	homogeneous	font	items.	The	results	of	Experiment	2	supported	this	hypothesis	and	showed	that	a	within-item	font	transition	slows	lexical	decision	performance.	The	effects	of	
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frequency	and	length	showed	results	consistent	with	other	lexical	decision	experiments,	in	which	responses	to	low	frequency	items	were	slower	than	high	frequency	items,	and	responses	to	6-	letter	items	were	slower	than	responses	to	4-	letter	items.	Although	the	effect	of	length	was	not	significant	for	homogeneous	font	words	in	Experiment	2,	responses	were	marginally	slower	for	6-letter	homogeneous	font	words	than	for	4-letter	ones.		In	addition,	the	frequency	effect	appears	bigger	for	heterogeneous-font	than	for	homogeneous-font	words,	although	given	the	planned	analyses	conducted,	this	cannot	be	definitively	stated.	But	in	general,	it	seems	that	for	words,	the	manipulations	that	slow	performance	(lower	frequency;	more	letters)	had	more	of	an	effect	for	heterogeneous	font	items	than	for	homogeneous	font.			Within	homogeneous	font	and	heterogeneous	font,	no	differences	were	found	between	the	particular	fonts	used.		However,	there	may	be	font	effects	that	were	not	detected	in	these	analyses.		For	example,	in	Experiment	2	responses	to	high	frequency	words	in	homogeneous	font	were	slightly	slower	when	presented	in	Garamond	than	when	presented	in	Arial	Black	(Garamond,	high	frequency:	M=	656,	
SD=	105;	Garamond,	low	frequency:	M=	682,	SD=	112;	Arial	Black,	high	frequency:	
M=	652,	SD=	99;	Arial	Black,	low	frequency:	M=	682,	SD=	114).	Furthermore,	for	heterogeneous	font	items,	the	relative	slowness	of	responses	to	6-	vs.	4-letter	words,	and	low	vs.	high	frequency	words,	was	larger	for	items	presented	in	the	Arial	Black-	Garamond	transition	than	for	items	presented	in	the	Garamond-	Arial	Black	transition	(AG,	4-	letter:	M=	659,	SD=	101;	AG,	6-	letter:	M=	701,	SD=	165;	GA,	4-	letter:	M=	655,	SD=	137;	GA,	6-	letter:	M=	678,	SD=	113;	AG,	high	frequency:	M=	
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654,	SD=	99;	AG, low	frequency:	M=	706,	SD=	165;	GA,	high	frequency:	M=	652,	SD=	145;	GA,	low	frequency:	M=	700,	SD=	145).	These	marginal	effects	of	slowed	performance	may	be	attributed	to	the	serifs	in	Garamond.	Although	serifs	increase	the	distinctiveness	of	letters,	they	are	predominantly	high	spatial	frequency	information	(Arditi	&	Cho,	2005;	Perea,	2013;	Perea	&	Rosa,	2002).	Thus,	they	may	require	processing	by	the	slower,	analytic	channels	proposed	in	the	multistream	model.	That	is,	serifs	may	serve	as	visual	noise	and	consequently	slow	processing	when	transitioning	from	a	sans	serif	font	(e.g.,	Arial	Black).	This	is	consistent	with	results	from	Sanocki	(1992),	where	reaction	time	was	slowed	significantly	when	transitioning	from	gothic	(i.e.,	sans	serif)	to	serif	font.	Future	research	should	investigate	whether	similar	results	occur	with	a	font	transition	between	two	sans	serif	fonts	that	differ	on	several	other	design	characteristics,	such	as	Century 
Gothic	and	Bauhaus	(e.g.,	down),	or	Impact	and	Comic Sans	(e.g.,	down).		In	this	thesis,	font	size	was	manipulated	in	order	to	make	items	in	Garamond	the	same	size	relative	to	items	in	Arial	Black.	However,	a	limitation	of	this	is	that	the	font	sizes	used	(Garamond	36	point,	Arial	Black	28	point)	were	larger	than	those	used	in	other	lexical	decision	experiments.	For	example,	it	is	possible	that	a	greater	effect	may	have	been	shown	if	the	items	were	smaller	and	the	task	was	more	difficult	(e.g.,	Garamond	20	point,	Arial	Black	16	point)	(see	Figure	20).		
Figure	20.	Example	of	the	differences	in	font	size	between	those	used	in	this	thesis	(Garamond	36	point,	Arial	Black	28	point)	and	a	smaller	version	suggested	for	future	research	(Garamond	20	point,	Arial	Black	16	point).	
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	Although	font	mixing	was	associated	with	poorer	performance	on	a	lexical	decision	task,	there	may	also	be	positive	implications	for	this	effect.	For	example,	one	implication	lies	in	the	potential	use	of	these	effects	for	the	creation	of	a	dysfluent—or	completely	mixed	design—font	type	for	dyslexia.	Individuals	with	dyslexia	experience	difficulty	with	reading	fluency	and	comprehension,	which	leads	to	difficulty	with	memory	and	retrieval	of	information.	It	is	possible	that	the	use	of	a	dysfluent	font	would	force	the	reader	to	process	words	analytically	rather	than	holistically,	which	may	facilitate	reading	and	comprehension.	Furthermore,	those	who	do	not	have	difficulty	reading	may	also	benefit	from	the	use	of	a	dysfluent	font.	That	is,	if	the	text	is	more	difficult	to	read,	then	it	may	require	more	attention	and	lead	to	better	memory	of	the	information.		Researchers	debate	whether	words	are	formed	on	the	basis	of	letter	units	or	on	the	basis	of	global	word	shape.	Analytical	models	suggest	that	words	are	formed	analytically	from	component	letters,	and	would	predict	that	performance	on	heterogeneous	font	items	should	not	be	slower	than	performance	on	homogeneous	font	items.	However,	others	argue	that	words	are	processed	on	the	basis	of	holistic	properties.	The	multistream	model	suggests	that	words	can	be	identified	from	either	word-level	codes	or	letter-level	codes	(Allen	et	al.,	2009).	Overall,	the	results	of	these	experiments	provide	evidence	for	the	multistream	model,	which	posits	that	homogeneous	font	items	are	processed	by	the	fast,	holistic	channel	and	that	heterogeneous	font	items	are	processed	through	the	slower,	analytic	channels.	
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APPENDIX	B		Response	Times	and	Error	Rates	to	Words	and	Pseudowords	for	Experiments	1	and	2.	 			 	
Table	B2.	Error	rates	to	words	
Experiment	1	Block	Type	 Frequency	 Length	 Font	 N	 M	 SD	I	 H	 4	 A	 24	 0.01	 0.03		 	 	 G	 24	 0	 0		 	 6	 A	 24	 0.04	 0.07		 	 	 G	 24	 0.005	 0.02		 L	 4	 A	 24	 0.07	 0.10		 	 	 G	 24	 0.02	 0.05		 	 6	 A	 24	 0.03	 0.07		 	 	 G	 24	 0.06	 0.09	P	 H	 4	 A	 24	 0.005	 0.02		 	 	 G	 24	 0.01	 0.03		 	 6	 A	 24	 0.01	 0.04		 	 	 G	 24	 0.04	 0.07		 L	 4	 A	 24	 0.05	 0.09		 	 	 G	 24	 0.03	 0.05		 	 6	 A	 24	 0.04	 0.07		 	 	 G	 24	 0.02	 0.06	
Table	B1.	Response	time	to	words	
Experiment	1	Block	Type	 Frequency	 Length	 Font	 N	 M	 SD	I	 H	 4	 A	 24	 671	 112		 	 	 G	 24	 653	 84		 	 6	 A	 24	 701	 114		 	 	 G	 24	 712	 140		 L	 4	 A	 24	 742	 120		 	 	 G	 24	 730	 143		 	 6	 A	 24	 832	 358		 	 	 G	 24	 840	 230	P	 H	 4	 A	 24	 677	 132		 	 	 G	 24	 668	 105		 	 6	 A	 24	 709	 135		 	 	 G	 24	 679	 153		 L	 4	 A	 24	 725	 156		 	 	 G	 24	 702	 112		 	 6	 A	 24	 777	 214		 	 	 G	 24	 772	 202	
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APPENDIX	B		Response	Times	and	Error	Rates	to	Words	and	Pseudowords	for	Experiments	1	and	2.	 				 	
Table	B4.	Error	rates	to	pseudowords	
Experiment	1	Block	Type	 Frequency	 Length	 Font	 N	 M	 SD	I	 H	 4	 A	 24	 0.07	 0.11		 	 	 G	 24	 0.05	 0.10		 	 6	 A	 24	 0.02	 0.06		 	 	 G	 24	 0.06	 0.12		 L	 4	 A	 24	 0.06	 0.10		 	 	 G	 24	 0.06	 0.12		 	 6	 A	 24	 0.07	 0.10		 	 	 G	 24	 0.11	 0.12	P	 H	 4	 A	 24	 0.06	 0.10		 	 	 G	 24	 0.10	 0.11		 	 6	 A	 24	 0.07	 0.13		 	 	 G	 24	 0.10	 0.13		 L	 4	 A	 24	 0.09	 0.16		 	 	 G	 24	 0.05	 0.09		 	 6	 A	 24	 0.09	 0.13		 	 	 G	 24	 0.10	 0.09	
Table	B3.	Response	time	to	pseudowords	
Experiment	1	Block	Type	 Frequency	 Length	 Font	 N	 M	 SD	I	 H	 4	 A	 24	 952	 610		 	 	 G	 24	 914	 403		 	 6	 A	 24	 1011	 577		 	 	 G	 24	 1017	 396		 L	 4	 A	 24	 949	 317		 	 	 G	 24	 953	 571		 	 6	 A	 24	 1157	 1051		 	 	 G	 24	 1142	 992	P	 H	 4	 A	 24	 924	 328		 	 	 G	 24	 919	 441		 	 6	 A	 24	 1036	 547		 	 	 G	 24	 974	 364		 L	 4	 A	 24	 924	 272		 	 	 G	 24	 1000	 570		 	 6	 A	 24	 1025	 386		 	 	 G	 24	 1058	 623	
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APPENDIX	B		Response	Times	and	Error	Rates	to	Words	and	Pseudowords	for	Experiments	1	and	2.	 	 			 	
Table	B5.	Response	time	to	words	
Experiment	2	Font	 Frequency	 Length	 N	 M	 SD	AA	 H	 4	 24	 655	 90		 	 6	 24	 648	 109		 L	 4	 24	 677	 106		 	 6	 24	 686	 124	AG	 H	 4	 24	 642	 101		 	 6	 24	 665	 98		 L	 4	 24	 676	 101		 	 6	 24	 736	 208	GA	 H	 4	 24	 630	 96		 	 6	 24	 674	 180		 L	 4	 24	 681	 165		 	 6	 24	 720	 120	GG	 H	 4	 24	 646	 91		 	 6	 24	 667	 117		 L	 4	 24	 675	 116		 	 6	 24	 690	 111	
Table	B6.	Error	rates	to	words	
Experiment	2	Font	 Frequency	 Length	 N	 M	 SD	AA	 H	 4	 24	 0.02	 0.08		 	 6	 24	 0.02	 0.08		 L	 4	 24	 0.07	 0.09		 	 6	 24	 0.05	 0.06	AG	 H	 4	 24	 0.03	 0.06		 	 6	 24	 0.03	 0.06		 L	 4	 24	 0.08	 0.12		 	 6	 24	 0.05	 0.09	GA	 H	 4	 24	 0.02	 0.10		 	 6	 24	 0.05	 0.07		 L	 4	 24	 0.05	 0.08		 	 6	 24	 0.04	 0.07	GG	 H	 4	 24	 0.02	 0.04		 	 6	 24	 0.04	 0.07		 L	 4	 24	 0.05	 0.07		 	 6	 24	 0.04	 0.07	
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APPENDIX	B		Response	Times	and	Error	Rates	to	Words	and	Pseudowords	for	Experiments	1	and	2.	 					 	
Table	B7.	Response	time	to	pseudowords	
Experiment	2	Font	 Frequency	 Length	 N	 M	 SD	AA	 H	 4	 24	 786	 162		 	 6	 24	 823	 181		 L	 4	 24	 800	 115		 	 6	 24	 866	 310	AG	 H	 4	 24	 750	 149		 	 6	 24	 838	 174		 L	 4	 24	 768	 139		 	 6	 24	 864	 194	GA	 H	 4	 24	 775	 141		 	 6	 24	 857	 207		 L	 4	 24	 789	 164		 	 6	 24	 840	 178	GG	 H	 4	 24	 749	 121		 	 6	 24	 822	 149		 L	 4	 24	 792	 143		 	 6	 24	 851	 213	
Table	B8.	Error	rates	to	pseudowords	
Experiment	2	Font	 Frequency	 Length	 N	 M	 SD	AA	 H	 4	 24	 0.08	 0.10		 	 6	 24	 0.12	 0.11		 L	 4	 24	 0.13	 0.18		 	 6	 24	 0.18	 0.17	AG	 H	 4	 24	 0.09	 0.12		 	 6	 24	 0.11	 0.13		 L	 4	 24	 0.07	 0.12		 	 6	 24	 0.11	 0.14	GA	 H	 4	 24	 0.10	 0.11		 	 6	 24	 0.12	 0.13		 L	 4	 24	 0.13	 0.11		 	 6	 24	 0.14	 0.15	GG	 H	 4	 24	 0.06	 0.12		 	 6	 24	 0.12	 0.14		 L	 4	 24	 0.13	 0.17		 	 6	 24	 0.13	 0.15	
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eneous
	
Hetero
geneou
s	
	
	
Arial	(A
A)	
Garam
ond	(G
G)	
Arial	(A
G)	
Garam
ond	(G
A)	
	
	
Low	
High	
Low	
High	
Low	
High	
Low	
High	
	
	
4	
6	
4	
6	
4	
6	
4	
6	
4	
6	
4	
6	
4	
6	
4	
6	
C1	H
omoge
neity	
-1	
-1	
-1	
-1	
-1	
-1	
-1	
-1	
1	
1	
1	
1	
1	
1	
1	
1	
C2	S
t	within
	Ho	
-1	
-1	
-1	
-1	
1	
1	
1	
1	
0	
0	
0	
0	
0	
0	
0	
0	
C3	F
	within
	Ho	
-1	
-1	
1	
1	-
1	-
1	1
	1
	0
	0
	0
	0
	0
	0
	0
	0
	
C4	L
	within
	Ho	
-1	
1	-
1	1
	-1
	1	
-1	
1	
0	
0	
0	
0	
0	
0	
0	
0	
C5	S
t	x	F	w
in	Ho	
-1	
-1	
1	
1	
1	
1	-
1	-
1	0
	0
	0
	0
	0
	0
	0
	0
	
C6	S
t	x	L	w
in	Ho	
-1	
1	-
1	1
	1
	-1
	1	
-1	
0	
0	
0	
0	
0	
0	
0	
0	
C7	F
	x	L	win
	Ho	
-1	
1	
1	-
1	-
1	1
	1
	-1
	0	
0	
0	
0	
0	
0	
0	
0	
C8		S
t	x	F	x	L
	win	Ho
	-1
	1
	1
	-1
	1	
-1	
-1	
1	
0	
0	
0	
0	
0	
0	
0	
0	
C9	S
t	within
	Het	
0	
0	
0	
0	
0	
0	
0	
0	-
1	-
1	-
1	-
1	1
	1
	1
	1
	
C10	
F	withi
n	Het	
0	
0	
0	
0	
0	
0	
0	
0	-
1	-
1	1
	1
	-1
	-1
	1	
1	
C11	
L	withi
n	Het	
0	
0	
0	
0	
0	
0	
0	
0	-
1	1
	-1
	1	
-1	
1	-
1	1
	
C12	
St	x	F	w
in	Het	
0	
0	
0	
0	
0	
0	
0	
0	-
1	-
1	1
	1
	1
	1
	-1
	-1
	
C13	
St	x	L	w
in	Het	
0	
0	
0	
0	
0	
0	
0	
0	-
1	1
	-1
	1	
1	-
1	1
	-1
	
C14	
F	x	L	w
in	Het	
0	
0	
0	
0	
0	
0	
0	
0	-
1	1
	1
	-1
	-1
	1	
1	-
1	
C15	
St	x	F	x
	L	win	
Het	
0	
0	
0	
0	
0	
0	
0	
0	-
1	1
	1
	-1
	1	
-1	
-1	
1	
	
