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Abstract
The Arctic is one of the regions that experienced the fastest and highest warming
of the planet during the recent decades, and changes in its environment had
worldwide implications. Studying climate changes during the past is essential
for a comprehensive understanding of the climate system, particularly to provide
insights into the processes involved in the recent Arctic warming, in order to
assess future global climate changes. Information about past climate evolution
can be extracted from “proxy” data, while climate models can be used to interpret
the observed changes. In this doctoral thesis, we have taken advantage of the
complementarity of model results and proxy data, through data assimilation, to
provide reliable simulations of the Arctic climate over the past millennium that are
in agreement with all the possible sources of information: proxies, physics of the
model and external forcings. Those simulations have then been used to analyse
the role played by different forci...
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INTRODUCTION
1.1 Generalities on Arctic climate changes
The Arctic is the northernmost region of the Earth, surrounding the North
Pole. Different limits defining this region have been proposed. Most com-
monly, the Arctic is defined as the area located north of the Arctic Circle, an
imaginary circle at 66.56◦N which corresponds to the approximate limit lat-
itude of the midnight Sun or the polar night, that is, the latitude at which
the Sun is above or below the horizon for 24 continuous hours during the sol-
stices. Alternatively, the region can be limited by the mean July 10◦C isotherm,
corresponding roughly to the northernmost tree line. The boundary of this re-
gion is also sometimes taken at 60◦N, and this is the definition we adopt in
the context of this thesis. With its cold weather and vast ice-covered ocean,
the Arctic is one of the most inhospitable regions of the globe, but also one of
the most interesting and important place to study. Indeed, the Arctic environ-
ment is extremely vulnerable to climate change, and because it interacts with
the climate of the entire Northern Hemisphere, through the atmosphere and
oceans, changes in Arctic environmental conditions have worldwide impli-
cations (http://nsidc.org/cryosphere/arctic-meteorology/arctic.html, ACIA,
2005).
1
2 Introduction
The reasons justifying the interest in the Arctic region can be summarized as
follows. The Arctic is one of the regions that experienced the fastest and high-
est warming in recent decades (ACIA, 2005). During the past century, the
average surface temperature in the Arctic has increased by about 0.09◦C per
decade, which is about twice the global mean value (ACIA, 2005). Climate
projections presented in the recent report of the Intergovernmental Panel of
Climate Change (IPCC, 2013) suggest that this strong warming will continue
and range from approximately 2◦C to 10◦C by the year 2100 in winter, and
from about 1◦C to 5◦C in summer, depending on the model and forcing sce-
nario. This warming is associated with a substantial melting of sea ice (Fig.
1.1). The IPCC states that the annual mean Arctic sea ice extent has very
likely decreased with a rate between 3.5 and 4.1% per decade over the pe-
riod 1979-2012, corresponding to a decrease of 0.45 to 0.51 million km2 per
decade (Vaughan et al., 2007). Those changes in sea ice, as well as in snow
cover, affect the atmospheric and oceanic circulations and the Earth’s energy
balance, which can in turn impact the regional or global climate. Therefore,
because of this essential role played by the Arctic climate at global scale, it is
primordial to understand the processes involved in Arctic warming and their
global implications in order to be able to assess global climate changes and
their impacts (ACIA, 2005).
Figure 1.1: Arctic sea ice on September 16, 2012, identified as the minimum extent
reached in 2012, compared to the averaged sea ice minimum from 1979 to 2010 (yellow line)
(http://www.nasa.gov/topics/earth/features/2012-seaicemin.html).
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For instance, the snow and sea ice are two prominent features of the Arctic
and play a key role in the climate changes, in particular because of their high
reflectivity, low thermal conductivity and because of the high latent heat re-
quired to melt the snow/ice. They are associated with positive feedbacks that,
along with other processes, result in what is called the Arctic amplification,
which corresponds to the fact that temperature changes in the Arctic tend to
be larger than those of the Northern Hemisphere or the globe as a whole (Ser-
reze and Barry, 2011). When talking about Arctic amplification, the principal
process brought to the table is the snow and ice albedo feedback, although it
is also strongly influenced by changes in atmospheric and oceanic poleward
heat transport, by the water vapour feedback (due to the greenhouse effect of
additional water vapour), the lapse rate feedback (associated with the vertical
structure of the warming) and the cloud feedbacks (changes in the effect of
clouds on Earth’s radiative balance) (Pithan and Mauritsen, 2014). Here, only
the processes linked to sea ice and snow will be described. The snow and ice
albedo feedback is associated to a reduction of sea ice or snow extent that has
the effect of increasing an initial warming. If the temperature becomes higher,
the high albedo of sea ice and snow is replaced by the lower albedo of wa-
ter and land surfaces, that subsequently absorb more solar radiation, leading
to an additional heating of the surface and further loss of sea ice and snow.
This feedback does work in reverse too. Another influence of snow and sea
ice retreat concerns the modifications in the exchange of heat fluxes between
ocean and atmosphere. Indeed, a smaller or thinner sea ice cover leads to a
lesser insulation effect and then to an increased heat flux from the relatively
warm ocean to the cold atmosphere in winter. Those feedbacks have a strong
seasonal expression, since the winter in the Arctic is characterized by a low
amount or absence of sunlight and a sea ice extent (about 15 millions km2)
more than double the extent in summer (about 6 millions km2). Another neg-
ative feedback that has the potential to affect Arctic climate and cause global
effects results from the reduction in the intensity of the global-scale oceanic
overturning circulation. This is discussed in more details in Section 1.5.
Putting the recent Arctic climate change in a longer-term context is certainly
useful to improve our understanding of the important mechanisms taking
place in this region and their relative contributions to the observed variabil-
ity. In this thesis, we focus our attention on the time period spanning the last
millennium. This period turns out to be most relevant to assess the potential
uniqueness of recent events (Jones and Mann, 2004). Indeed, the principal nat-
ural factors responsible for climate variability during the past millennium, as
for instance the Earth’s orbital geometry, were not very different compared to
the actual period. The climate variability during the last millennium is then
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supposed to be similar to the variability during the present century without
taking into account the human influence. The comparison between the recent
period and the previous centuries can thus be used to estimate the importance
of the anthropogenic forcings on present and future climate changes. Further-
more, the study of the climate of the last millennium provides insights on the
main mechanisms and feedbacks controlling the climate that could help the
general understanding of Arctic climate.
The Arctic climate is a complex system, and the physical processes that have
to be combined to explain the climate changes taking place in this region are
numerous. Part of the variability observed in the Arctic climate can be re-
lated to external forcings which perturb the radiative balance of the Earth.
However, significant part of the variability cannot be linked to any modifica-
tion in external forcing, but rather to the internal dynamics of climate, that is,
the variability associated with the chaotic nature of the system. For the last
millennium, external forcings play a dominant role at hemispheric scale, but
their contributions to the climate variability compared to internal variability
become weaker for smaller spatial and temporal scales (Hawkins and Sutton,
2009). At regional scale and at mid- and high latitudes, the dominant cause of
climate changes is generally the internal variability (Goosse et al., 2005).
The different external forcings are usually divided into two categories, accord-
ing to their origin: natural or anthropogenic. Depending on the timescale
considered, the dominant forcing factors may vary. The variations in green-
house gas concentrations, in total solar irradiance, in the Earth’s orbital pa-
rameters, in land use and land cover, and in volcanic activity are the main nat-
ural preindustrial external forcings responsible for climate variability during
the last millennium. Other forcings such as dust or other natural aerosols may
have also played a role, but they are not yet sufficiently documented (Moberg,
2013). In absence of human interference, variations in greenhouse gas concen-
trations results from natural feedbacks between the carbon cycle and climate
changes. Those variations are reconstructed from ice core analysis. Since the
beginning of the industrial period, the human influence on the atmospheric
composition has increased dramatically. The higher emissions of greenhouse
gases have resulted in an increase in radiative forcing of up to 2.5 Wm−2 com-
pared to the preindustrial period (Forster et al., 2007). Additionally, during the
industrial period, other anthropogenic forcings, that were nonexistent or not
important before, have influenced the climate: the variations in tropospheric
ozone and atmospheric aerosols such as anthropogenic sulfate aerosol load.
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The forcing due to changes in the Earth’s orbital geometry is the only one that
can be computed numerically based on astronomical considerations (Berger
et al., 1993). It modifies the amount of solar energy received in a particular
season and location. This astronomical forcing plays a much weaker role dur-
ing the past millennium than over much longer time-scales, when it can be a
dominant forcing. The magnitude of the influence of this forcing on the cli-
mate of the last millennium strongly depends on the considered time of the
year and location, but for some latitudes and seasons, it can be locally as large
as the radiative forcing changes due to changes in anthropogenic greenhouse
gas concentrations. The release of aerosols into the atmosphere during ma-
jor volcanic eruptions affects the climate at both regional or large-scale. By
reflecting the solar radiation back to space, these aerosols lead to a negative
radiative forcing. Large individual volcanic eruptions can represent a forc-
ing twice as large as the current greenhouse gas forcing, but their effect on
climate last only for a few years (Moberg, 2013). The volcanic activity his-
tory is typically reconstructed from sulphate aerosol layers in ice cores (e.g.
Crowley et al., 2008). One of the most uncertain and controversial forcing
is the one related to solar irradiance variability. The solar irradiance forcing
shows an 11-year cycle and has a relatively small amplitude compared to the
volcanic or greenhouse gas forcing for instance. The proxy indices that seem
to correlate with the total solar irradiance variations measured over the very
short satellite period (3 last decades) are sunspot numbers, which are avail-
able back to the beginning of 17th century, and isotopic information recorded
in tree rings or ice cores. Due to the high uncertainty concerning the long-term
variations in solar irradiance during the last millennium, a set of alternative
forcings of different magnitudes have been proposed, ranging from a 0.04 to
0.4% increase in total solar irradiance between a specific period, the Maunder
minimum (1645-1715), and the recent solar minima (Schmidt et al., 2012). The
land use change forcing has been estimated from historical evidence such as
deforestation or maps and reconstructions of agricultural areas (Ramankutty
and Foley, 1999; Pongratz et al., 2008). The increasing albedo associated with
the land changes results in an increasing negative radiative forcing over the
last 3 centuries. The magnitude of this change is ten times smaller than the
one of the greenhouse gas forcing, and of opposite sign (Moberg, 2013).
Internal dynamics, through the interactions between the various elements of
the climate system, can be an important cause of climate variability in the
absence of any significant change in external forcing. Much of the observed
changes in the Arctic are thought to be related to patterns of atmospheric cir-
culation. A major mode of atmospheric variability in the Northern Hemi-
sphere is the Arctic/North Atlantic Oscillation (AO/NAO) (ACIA, 2005). It
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is characterized by relatively high frequency variations. The NAO is linked
to the co-variability in sea level pressure between the Icelandic Low and the
Azores High. The pressure difference between these regions is responsible for
westerly winds characterizing the atmospheric circulation in the North At-
lantic at mid-latitudes. A positive NAO index corresponds to a higher than
normal pressure in the Azores High and a lower than normal pressure in the
Icelandic Low, leading to stronger than average westerlies. If the pressure is
lower than normal in the Azores High and higher than normal in the Icelandic
Low, the index is negative and the westerlies are weaker than the mean. The
AO, defined as the leading mode of variability of the Northern Hemisphere
sea level pressure, is a larger scale oscillation of the pressure between subtrop-
ical areas and high latitudes. It is highly correlated with the NAO, which is
usually considered as a regional manifestation of the AO.
Identifying and analysing in detail the different contributions to climate vari-
ability in the Arctic over the last millennium is our main objective. Even
though numerous studies are devoted to the reconstruction of the climate con-
ditions that prevailed during the last millennium, the understanding of the
climate changes over this period is still fragmentary. One of the principal lim-
itations for reconstructing temperature variations during the last millennium
is certainly the lack of direct meteorological measurements that were not avail-
able prior to the mid-19th century. Before the instrumental period, the absence
of direct climate observations urges us to rely on other types of information
present in natural archives, that can provide an estimation of both the climate
conditions and of the forcing factors that drive the climate (see Section 1.2
for more information on those proxy data). These data are, however, char-
acterized by a poor temporal and geographical distribution, especially in the
Arctic, and their number is still relatively low. Also, their reliability as indi-
cators of climate varies from one to the other, and the reconstructed climate
signal or forcing history are thus associated with a relatively large degree of
uncertainty. In complement to those data, numerical models of the climate
system, driven by the estimated external forcings, can be used to interpret
the observed changes and to analyse the response of the system to changes
in the forcings (see Section 1.3 for more information). However, models are
also characterized by deficiencies, and no matter how complex they are, they
can never be expected to reproduce exactly the real climate. In this thesis, we
combined those two ways of analysing past climate changes, proxy data and
climate models, to take advantage of the different information provided by
both of them. The studies performed in this context contributed to the devel-
opment of a method of data assimilation, which is addressed in Section 1.5.
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1.2 Proxy data and proxy-based climate reconstructions
The proxy data are natural indirect indicators that contain biological, chemi-
cal or physical properties that are related to climate phenomena. In addition
to the natural archives, written archives from historical documents can also
be a source of information. The temporal resolution recorded in the proxies
varies according to the type of indicator. Some of them, such as sediment
cores or pollen, have poor chronologies and are thus only useful to describe
changes at decadal to centennial or even longer time scales. Higher-resolution
proxy records are needed when the interest is focused on the past millennium.
Annually or seasonally resolved proxies can be obtained from historical doc-
uments, corals, ice cores, lake sediment cores, and from the most important
and geographically widespread proxies used to reconstruct climate over the
past millennium: growth and density measurements from tree rings. For a
complete review of proxy records, the reader can refer, for instance, to Jones
and Mann (2004) and Jones et al. (2009).
The amount of proxy data spanning the past one or two millennia has in-
creased very rapidly during the last decades and is now quite substantial
(Ljungqvist, 2009). Those proxy records can be assembled together, using sta-
tistical models, to produce a climate reconstruction over the past centuries.
Because of the indirect nature of the proxy informations and the fact that they
include non-climatic noise, a relatively high level of uncertainty is related to
the data. In order to be reliable, those reconstructions, based on indirect cli-
mate indicators, need to be calibrated and independently validated against in-
strumental data during a common period of overlap (Jones and Mann, 2004).
Many of the studies dealing with climate reconstructions based on proxy data
are devoted to the reconstruction of regional, hemispheric or global mean tem-
perature (e.g. Mann et al., 2008; Crowley, 2000; Overpeck et al., 1997; Kaufman
et al., 2009; Ljungqvist, 2010; Moberg et al., 2005), while some others are fo-
cused on spatial patterns of past surface temperature (e.g. Briffa et al., 1994;
Rutherford et al., 2005; Luterbacher et al., 2004; Mann et al., 2009; Xoplaki et al.,
2005). Finally, other studies have also focused on the reconstruction of differ-
ent climate variables and indices (see the review of Jones and Mann, 2004),
but in the context of this thesis, we will only concentrate on temperature re-
constructions.
We basically describe here two approaches for combining proxies: the “com-
posite plus scale” (CPS) method, used to reconstruct large-scale mean climate,
and the “climate field reconstruction” (CFR) methods, to reconstruct spatial
patterns of past climate changes. The first technique aims at selecting proxy
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series (either of the same or different type) assumed to be sensitive to a cer-
tain climatic signal, temperature for instance, and at assessing which part of
the year the proxy responds to. After scaling the proxy data to the local in-
strumental data, they are composited (averaged) and the resulting series is
regressed or scaled against the equivalent instrumental series to form a re-
gional or hemispheric reconstruction of surface temperature (e.g. Mann et al.,
2008). In the CFR approaches, the proxy network is calibrated against the spa-
tial information contained within the instrumental temperature field over the
period of overlap between the proxy and instrumental data (Mann et al., 2009).
This kind of method makes use of the covariance within the proxy data, within
the instrumental data and between proxy and instrumental data. Although
very different methods are applied in CPS or CFR approaches, those recon-
structions are generally based on a regression relationship, often linear, be-
tween the proxy and a particular climate variable (the temperature in this con-
text) over a calibration period, and it is assumed that this relationship is sta-
tionary (i.e., the proxy-temperature relationship does not change over time).
The fundamental assumption of stationarity concerns both relationships be-
tween local proxies and local climate, and between local and large-scale cli-
mates, i.e., teleconnections (Mann et al., 1998, 1999; Lohmann et al., 2005;
Groll and Widmann, 2006; Trenberth et al., 2007). However, this assumption
of stationarity for local climate and for the fidelity of teleconnections needs to
be verified (www.assessment.ucar.edu/paleo/past_stationarity.html#telecon-
nection, Ammann and Wahl, 2007).
Reconstructing climate variations in the Arctic region from proxy records is
still a challenge, mainly because of the spatially incomplete and noisy in-
formation they provide. In order to obtain a large-scale spatial coverage,
a multi-proxy approach has to be preferentially considered, since different
types of proxies are distributed differently around the globe. Only a few high-
resolution temperature reconstructions based on proxy records are available
for the Arctic. Before Kaufman et al. (2009) did propose their quantitative
reconstruction of decadally resolved summer Arctic temperature for the last
2000 years, the longest existing multi-proxy temperature reconstruction for
the Arctic was the one of Overpeck et al. (1997). This last reconstruction spans
the last four centuries. More recently Shi et al. (2012) presented a new Arctic
summer temperature reconstruction with annual resolution based on multi-
proxy records for the period covering the last 1400 years, using a novel en-
semble method. Finally, the Past Global Changes (PAGES) 2k Network has
assembled together a considerable number of high-resolution proxies and pro-
posed a reconstruction for the past 2000 years (PAGES 2k Consortium, 2013).
All those reconstructions have demonstrated that recent warmth is anoma-
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lous compared to previous centuries (Fig. 1.2). But, although the temperature
changes are similar from one reconstruction to another, there are also clear
differences, bringing into question the accuracies and uncertainties of each
reconstruction.
Figure 1.2: Proxy-based reconstructions over the past millennium of Arctic summer temper-
atures of Kaufman et al. (2009) in red, Shi et al. (2012) in yellow, and of Arctic annual mean
temperature of PAGES 2k Consortium (2013) in blue (a 21-year running mean has been applied
to this time series) and Overpeck et al. (1997) in green. The reference period is 1900-1970.
1.3 Modelling of Arctic climate changes
While proxy-based reconstructions provide information only for a limited num-
ber of climate variables, climate model simulations include a more complete
representation of past climate states. When driven by appropriate external
forcing changes, climate models can provide very useful insights concerning
physical and dynamical processes that may have governed the climate system
evolution during the last centuries. These models contain interactive repre-
sentations of the physical behaviour of the atmosphere, ocean and sea ice, and
sometimes of the carbon cycle, the vegetation dynamics and the ice sheets.
Different types of models are available, that differ in their temporal and spa-
tial resolution and on the degree of simplification of the description of the
processes governing climate. We can distinguish models with a highly simpli-
fied representation of the dynamics of the system (Energy Balance Models or
EBMs) from those which try to account for all the important properties of the
system at a high-resolution (General Circulation Models or GCMs). Between
those two extremes, EMICs (Earth System Models of Intermediate Complex-
10 Introduction
ity) propose more sophisticated atmospheric and oceanic components than
EBMs, but still include simplifications and parameterisations for some pro-
cesses to enhance the computational efficiency. All these types of models have
their advantages and brought different insights according to the scientific ob-
jectives. For instance, the simplest models do not take into account the high
frequency variability of the atmosphere, and are then lacking any representa-
tion of internal variability. The simulated changes are thus, to a large extent,
only a response to the external forcings. These models have the advantage to
be very efficient in terms of computational time and can thus be used to per-
form easily a large number of simulations to improve our understanding of
this response. Nevertheless, it is difficult to perform model-data comparisons
with these simulations, particularly at regional scale where the role of internal
variability can be very important. More complex models are thus needed to
represent the variability on interannual to centennial timescales. In this the-
sis, an EMIC is used, to take advantage of both the possibilities to perform
numerous simulations because of its low demand of computational time, and
to provide simulations that include the contributions from internal and forced
variations. These conditions fit well with the requirements needed to perform
this thesis’ tasks and follow its objectives, as will be explained in the next sec-
tions.
The Paleoclimate Modeling Intercomparison Project Phase 3 (PMIP3) was cre-
ated to coordinate climate modelling activities, using GCMs and EMICs, over
different past time periods, such as the last millennium. One of its task was
to select a complete compilation of forcing reconstructions for this period
(Schmidt et al., 2011), that were used to run most of the simulations presented
in this thesis (some of these forcings are represented in Fig. 1.3). A group of
approximately 15 models of different complexities have been driven by those
forcings in the context of this project of intercomparison (https://pmip3.lsce.
ipsl.fr). As an illustration, the available results of the mean Arctic surface
temperature for five of these simulations are illustrated in Fig. 1.4. All re-
sults show relatively low temperatures between the 16th and 19th centuries,
and a large warming during the 20th century. The differences in the high
frequency variability between the different simulations are attributable, for
instance, to the different resolutions of the models, the different representa-
tions of the system dynamics, or the choice of initial conditions. Furthermore,
each simulation represents a possible evolution of the internal variability of
the climate system, but almost certainly not the one followed in the real world
(Goosse et al., 2008). Under these conditions, it is generally impossible to state
if a particular difference between models is due to deficiencies in models and
forcings, or simply to a different realisation of internal variability. This is why,
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when it is possible, performing an ensemble of simulations with a particular
model is very useful. Such an ensemble is obtained with exactly the same
forcing but slightly varying the initial conditions to end up with a range of in-
dependent samples of the internal variability. The consistency between model
and proxy data can then be verified if the data are well within the range of
the ensemble of simulations. If an ensemble is available, the mean over all the
members can be used to isolate and analyse the forced response of the system,
as the internal variability is filtered by the averaging procedure.
Figure 1.3: Estimates of past changes in annual mean radiative forcing (Wm−2), as used in
Crespin et al. (2012): solar forcing in green, volcanic forcing in blue, and greenhouse gas forcing
in red. See Section 3.2 for references. A 25-year running mean has been applied to the time series.
1.4 Combining proxy data and model simulations
Separating the contributions of external forcings to the one of internal variabil-
ity in present and past climate changes has been an arduous task of a number
of recent studies (e.g. Jungclaus et al., 2010; Spangehl et al., 2010; Stendel et al.,
2006; Hegerl et al., 2007; Crowley, 2000; Bauer et al., 2003; Goosse et al., 2005).
Especially at regional scale, the role played by the internal variability is very
important and can even mask the role of external forcing. For example, it is
very hard to disentangle the response of atmospheric circulation to an external
forcing from the internal variability of the system. As mentioned previously,
climate model simulations can be used to isolate the response to external forc-
ing, without forgetting that forcing reconstructions are also characterized by
a certain degree of uncertainty. Having an ensemble of simulations is useful
to sample the internal variability, but by using only the model results, it is
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Figure 1.4: Anomaly in Arctic annual mean surface temperature (◦C) simulated by 5 different
GCMs: CCSM4 (USA) in red, GISS-E2-R (USA) in blue, IPSL-CM5A-LR (France) in green, MPI-
ESM-P (Germany) in cyan, and Bcc-csm1-1 (China) in magenta. A 21-year running mean has been
applied to the time series. The reference period is 1900-1970. (Data collected and processed by F.
Klein).
not possible to determine which realisation is the closest to the real climate
(Goosse et al., 2006b). In that sense, empirical information contained in proxy
data can give an insight about the “real” evolution of climate conditions, but
as they also include a component of non-climatic noise, it can be difficult to es-
timate the climatic signal and its causes. From this, it can be clearly deduced
that very interesting insights can be obtained by combining the information
available from observations and from model simulations. This is done by the
means of a data assimilation method. The principle of this process is to op-
timise the agreement between model results and the proxy or instrumental
data.
The general idea of data assimilation is to find, given a set of model variables
contained in a vector x, an optimal analysis xa for this set of variables, having
a set of observed variables y0 and a background knowledge xb of the vector
x. This last one is generally obtained using model simulations starting from
a preceding analysis and run over the previous time interval (Kalnay, 2003).
Mathematically, the computation of the analysis can be represented by
xa = xb +W(y0 − H(xb)) (1.1)
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where W is a weight matrix determined by accounting for uncertainties in
model results and observations, and H is the observation operator, that per-
forms a transformation of model results before they are compared to data.
This transformation is needed because the variables y0 and xb are not usually
obtained at the same locations, or because observations could provide a dif-
ferent variable than the one of the model.
This approach, consisting in integrating a model forward in time and updat-
ing periodically its solution using available observations before continuing
the integration, is called sequential assimilation, also known as filter. Many
data assimilation methods exist, based on different implementations to com-
pute the analysis: nudging, Kalman filter, particle filter (Kalnay, 2003; van
Leeuwen, 2009). Other techniques directly minimise a cost function, and are
called variational data assimilation methods. The use of data assimilation
techniques is relatively new in paleoclimate, while it is standard in meteo-
rology for weather forecasting, to determine the initial conditions at a cer-
tain time from which the subsequent evolution of the system is deduced.
Differences in the amount of data (hundreds of thousands of observations
for weather forecast versus a few tens to hundreds of proxy data over the
past millennium) and in the spatial and temporal resolutions (data available
for weather forecast every few hours versus seasonal or annual resolution of
proxy data) make it difficult to implement the standard methods applied in
weather forecast over several centuries. For instance, assimilation methods
are generally optimised for situations where a large set of reliable physical
measurements is available, which is the case for weather forecasting or reanal-
ysis projects, but not for paleoclimatology, where proxy data are sparse and
have larger uncertainties. Also, these sophisticated methods used for weather
forecasting are computationally expensive, and applying them over long time
periods such as the last millennium is nearly impossible using a model with
high CPU time requirement such as GCMs.
Because of these difficulties, only a few studies applying data assimilation
over the last millennium have been performed (Widmann et al., 2010). The
first technique proposed (von Storch et al., 2000) consisted in a nudging tech-
nique in which the atmospheric circulation is modified to remain close to a
large-scale pattern reconstructed from the proxies. Later, van der Schrier and
Barkmeijer (2005) proposed a more sophisticated method in which an artificial
forcing is added to the model to ensure that the atmospheric circulation stays
close to a reconstructed one. The approach proposed in this thesis, first pre-
sented in Goosse et al. (2006b), does not make direct use of information about
the atmospheric circulation, which is only available over selected regions or
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periods. This method aims at combining the results of an ensemble of climate
simulations with the proxy data available at a specific time and location. It is
based on a particle filter, which is one of the main ensemble methods along
with the ensemble Kalman filter. A disadvantage of the latter compared to
the particle filter is that the analysis is linearised and that it assumes Gaussian
distributions. The particle filter does not imply a modification of the solu-
tions provided by the model, contrary to the ensemble Kalman filter. The idea
of particle filtering is to approximate the statistical behaviour of the nonlin-
ear model by a finite ensemble of simulations, called particles, which are ini-
tialised from slightly different states. In order to sample as many realisations
of internal variability as possible, a high number of ensemble members is re-
quired. The climate model used to run the ensemble of simulations must then
not be too demanding in terms of computational cost. Then, at some specific
time (after one year of simulation in our studies), a weight is attributed to each
particle, based on its agreement with the proxy data available at that time. In
our studies, the target variable is the surface air temperature. In a simple ver-
sion of the particle filter, the model-data agreement is computed according
to the Euclidian distance between model results and proxy data. We select,
among the different realisations of model’s internal variability, the one that is
the closest to the climate state inferred from this data. This particle is then
used as the basis for the initial condition of the new ensemble of simulations
performed until the next assimilation step, and the procedure is repeated. In a
more advanced version of the particle filter, the particle filtering with sequen-
tial resampling (van Leeuwen, 2009), the weight attributed to each particle is
computed assuming a Gaussian likelihood. The particles are then resampled
according to their weight: large-weight particles are duplicated in proportion
to their weight while small-weight particles are simply eliminated. The best
estimate of the state is then given by the sum of the results of each particle
multiplied by the corresponding weight. A small perturbation is then added
to the duplicated particles before they are again propagated forward in time
by the model. More detailed explanations of these techniques are given in
Chapters 2 and 4, and the reader is referred to Dubinkina et al. (2011) for a
complete presentation.
An important issue about the data assimilation method is the size of the en-
semble of particles. Geophysical systems such as the atmosphere or the ocean
have a large number of degrees of freedom, that have to be represented by an
ensemble of model simulations. Unfortunately, for high dimensional systems,
the particles tend to drift apart during their evolution and, after a few data
assimilation steps, none or a too limited number of ensemble members may
be close to the assimilated data. Consequently, all except one particles have
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weights close to zero and the filter becomes degenerated. The statistical infor-
mation in the ensemble that has collapsed to a single particle could then be
too low to be meaningful.
The size of the ensemble has then to be chosen carefully, so that the ensem-
ble reproduces the observational data correctly, at a reasonable computational
cost and avoiding filter degeneracy. In paleoclimatology, the fact that observa-
tions have larger uncertainties than in meteorology, and that observations are
sparse and available at seasonal resolution at best, implies that a small num-
ber of the degrees of freedom of the system can be reconstructed, and there
is thus a larger chance to find particles that have a good agreement with the
data in a small sample (Dubinkina et al., 2011). It has been demonstrated in
other studies (Dubinkina et al., 2011; Goosse et al., 2006b) that it is possible
to reproduce large-scale annual mean temperature patterns over a wide re-
gion with a number of particles of the order of 100. The way the ensemble of
particles is generated is also an important issue. The perturbation applied to
create the ensemble must ensure a good spread of atmospheric and oceanic
variables within the ensemble members. This is done by perturbing the atmo-
spheric streamfunction in the simple data assimilation method, and the sur-
face temperature in the more advanced technique. These techniques favour
the generation of rapid perturbations in the atmospheric dynamics, but not in
the ocean. Even if the second choice of perturbation ensures a better disper-
sion of oceanic variables than the first one, ongoing studies still focus on the
way to perturb surface and subsurface oceanic variables to enlarge the range
of oceanic states in the ensemble.
1.5 Contributions and outline of the thesis
The principal goal of this thesis is to study the physical processes ruling the
changes of Arctic climate over the last millennium and, in particular, to sep-
arate the contribution of internal versus forced variability. In this context, a
first priority is to provide estimates of past Arctic climate variations as reli-
able as possible. We thus aim to take advantage of the complementarity of
model results and proxy data, through data assimilation. Compared to stud-
ies using only empirical information from proxy data, or relying only on a
particular numerical model, our data assimilation method yields a climate re-
construction that follows the actual realisation of past climate variability as
represented in proxy data, and that is consistent with basic climate physics
and dynamical processes represented in the model. Some methodological is-
sues rose throughout the evolution of this thesis and had to be tackled, moving
us temporarily away from our initial goal of providing a comprehensive un-
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derstanding of past Arctic climate changes.
The data assimilation method based on a particle filter has been used in this
thesis in its simplified and advanced versions, and has led to one first author
publication in the journal Climate of the Past (Crespin et al., 2009), four pub-
lications of which I am coauthor (Goosse et al., 2009, 2010b, 2012b; Dubinkina
et al., 2011) and several other studies (Goosse et al., 2012c,a; Mairesse et al.,
2013; Mathiot et al., 2013; Zunz et al., 2013). All these studies have proven
that the particle filter works efficiently and provides promising results to im-
prove our understanding of past climates. The climate model used in this
context is LOVECLIM (Goosse et al., 2010a), an EMIC well suited for the re-
quirement of the data assimilation method. Indeed, because of its coarse res-
olution compared to GCMs, and the simplifications applied, particularly in
the atmospheric component, it is affordable to perform large ensembles of
long past climate simulations. This model has demonstrated to be suitable to
study past climate changes, particularly at mid- and high latitudes, and has,
for instance, be involved in an intercomparison project of a group of EMICs
that contributed to the 5th Assessment Report of the IPCC, Working Group 1.
My contribution to this project resulted in three coauthored publications (Eby
et al., 2013; Zickfeld et al., 2013; Weaver et al., 2012).
LOVECLIM reproduces correctly the major characteristics of present-day and
past climates. For instance, the large-scale structure of the near-surface cir-
culation is well reproduced. In the Northern Hemisphere, the first principal
component of the geopotential height at 800 hPa in LOVECLIM is an annu-
lar mode similar to the AO (Goosse et al., 2005). The simulated geopotential
height decreases as expected with latitudes, and presents local minima in the
North Altantic and the North Pacific. Compared to observations, the sim-
ulated winds are weaker in both hemispheres, except for the Aleutian low,
because the model underestimates the gradients of geopotential height. The
direction of the winds east of Greenland are also wrong, because the simulated
geopotential height minimum is located too far eastwards, over Baffin Bay in-
stead of Iceland (Goosse et al., 2010a). It is important to keep in mind when
interpreting our results that LOVECLIM’s representation of atmospheric dy-
namics is simpler than in complex GCMs, and the interpretation of dynamical
processes have then to be taken with caution. For instance, our model does
not include an interactive representation of stratospheric dynamics, and this
may explain the small magnitude of the simulated changes in the NAO/AO in
response to changes in external forcings. Indeed, changes in solar irradiance,
for example, can lead to modifications in the stratosphere that influence in
turn the atmospheric circulation. In LOVECLIM, changes in atmospheric cir-
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culation due to changes in solar irradiance are related to different processes:
for instance, a warming at high latitudes due to forcing changes leads to a
decrease of geopotential height at 800 hPa, and thus to stronger winds at
mid-latitudes (positive NAO/AO index). Additionally, the model formula-
tion leads to strong biases that cannot be reduced without affecting the main
advantages of LOVECLIM. The most significant biases occur at low latitudes.
Indeed, the temperature is overestimated and the atmospheric circulation is
too weak in the subtropics. Furthermore, the model does not reproduce some
dominant modes of variability in these regions, like ENSO. The land surface
model in LOVECLIM is also rather simple compared to GCMs and the land
use changes must be applied in LOVECLIM only through a reduction in the
area covered by trees and an increase in grassland. The vegetation changes
affect the land-surface albedo and surface evaporation.
The present thesis consists of four studies, each of them presented in a differ-
ent chapter, two of them in their original peer-reviewed journal publication
versions. In Chapter 2, we present the results obtained using the simple par-
ticle filter over the last millennium with the model LOVECLIM constrained
by the proxy-based reconstructions of local temperature of Mann et al. (2008).
Our analysis focuses on a substantial warm event that occurred in the Arctic
during the period 1470-1520, with the objective to propose an hypothesis for
the mechanisms that were dominant at that time. In this case, internal variabil-
ity of the system seems to be the responsible for the changes in atmospheric
circulation that leads to the warming. This chapter has been published in Cli-
mate of the Past (Crespin et al., 2009).
Following this study of the Arctic climate variability, we focus on the analy-
sis of the responses to external forcings taken individually, on an annual and
seasonal point of view. Chapter 3 takes advantage of about fifty simulations
that were run with LOVECLIM in the context of PMIP3 by A. Mairesse, with-
out data assimilation. The new forcing reconstructions proposed by PIMP3
were used individually to drive an ensemble of simulations. We then exam-
ine the contribution of each individual forcing to the large seasonal contrast
in temperature changes observed during the last millennium. The main factor
responsible for the seasonal differences in those experiments is the astronom-
ical forcing, and more surprisingly, we conclude that the response to land use
changes has a significant impact on the Arctic temperature, even though those
changes are localised at lower latitudes. In parallel, the results obtained in
this chapter provide an important conclusion concerning the interpretation of
proxy-based reconstructions used in other studies. Our results highlight the
importance of a correct estimation of the season represented in proxy data, in
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order to avoid a significant bias in their calibration against a much different
annual or seasonal mean temperature. This study has been published in the
journal The Holocene (Crespin et al., 2012).
Chapter 2 has put in evidence the skills and weaknesses of the data assimi-
lation technique and demonstrates that several improvements were possible.
The following Chapters 4 and 5 revisit the method and contribute to the devel-
opment of a more advanced version of the particle filter. The most important
improvements of this new method are a better use of the information available
within the ensemble and the inclusion of the uncertainties of proxy-based re-
constructions in the data assimilation process. More specifically, Chapter 4
deals with the reconstruction of the North Atlantic meridional overturning
circulation (MOC). A study of the MOC is justified by the very important role
it plays in the Northern Hemisphere climate, particularly in the North Atlantic
and Arctic regions. The formation of North Atlantic deep waters takes place
in the high latitudes of the North Atlantic Ocean leading to a southward deep
current of cold water. Any change in the climate conditions of those regions
can influence the behaviour of the MOC, by modifying the density of water
at the surface of the deep convection zones. In turn, a change in the intensity
of the MOC can substantially influence the climate of the Northern Hemi-
sphere, following modifications of the northward ocean heat transport. For
these reasons, the knowledge of recent variations of the MOC intensity, which
are still very uncertain because of the lack of direct observations, has to be
improved. In this context, sophisticated methods using complex models and
a large quantity of surface and subsurface oceanic data have been used, but
have the disadvantage to provide reconstructions that can only be obtained
over the last few decades (e.g. Wunsch and Heimbach, 2006; Stammer et al.,
2002; Balmaseda et al., 2007). The goal of this study presented in Chapter 4 is
to test a new methodology that enables the reconstruction of the MOC evolu-
tion over time periods such as the last century or the last millennium, using
the data assimilation method and only the little amount of data available over
these periods, that is, data of surface temperature and pressure. The results
obtained using twin experiments turn out to be more satisfying when the data
of temperature are used to constrain the model rather than the pressure data.
We then propose a reconstruction of the MOC evolution for the past 155 years,
based on instrumental data of surface temperature. Unfortunately, the diver-
sity of reconstructions of the MOC presented in other studies prevents us to
give more precisions about the validity of our method.
In Chapter 5, we conduct experiments applying the advanced particle filter,
hoping to obtain a robust reconstruction of Arctic climate over the last millen-
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nium. To increase the spatial distribution of proxy data in the region, a new
set of proxies provided by PAGES2k has been utilized in addition to those al-
ready used in Chapter 2. Those new proxies were furnished without being
processed. So, a first step of this study consisted in their selection and calibra-
tion against temperature observations. During this process, we became aware
of the impact of the calibration method used to reconstruct past temperatures
on the results of our simulations with data assimilation. The magnitude of the
reconstructed variability has to be high enough to be correctly assimilated, in
order to include the right amplitude of the climatic signal during the assim-
ilation procedure. Besides, because of the uncertainty in proxy data, linked
to the non-climatic noise recorded by the proxies (a residual variance uncor-
related with the true state of the climate), the total variance is overestimated
by the proxy-based reconstruction, but this can be taken into account by the
assimilation process. The best simulation obtained shows good correlations
with proxy data at the exact location where those data are available, but is not
able to follow the signal where no proxy exists. This is probably due to the
small number of proxies available and to inconsistencies between proxy se-
ries. We conclude on the necessity to apply a spatial filter to the proxy-based
reconstructions before the assimilation process to obtain coherent spatial pat-
terns of anomalies that could be reproduced by the model.
In Chapter 6, we finally conclude the thesis with a summary of the most im-
portant findings and perspectives.
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THE 15TH CENTURY ARCTIC WARMING
This Chapter is based on the following paper: Crespin, E., Goosse, H., Fichefet, T.,
Mann, M. E., 2009. The 15th century Arctic warming in coupled model simulations
with data assimilation. Climate of the Past 5, 389–401.
Abstract
An ensemble of simulations of the climate of the past millennium conducted
with a three-dimensional climate model of intermediate complexity are con-
strained to follow temperature histories obtained from a recent compilation of
well-calibrated surface temperature proxies using a simple data assimilation
technique. Those simulations provide a reconstruction of the climate of the
Arctic that is compatible with the model physics, the forcing applied and the
proxy records. Available observational data, proxy-based reconstructions and
our model results suggest that the Arctic climate is characterized by substan-
tial variations in surface temperature over the past millennium. Though the
most recent decades are likely to be the warmest of the past millennium, we
find evidence for substantial past warming episodes in the Arctic. In partic-
21
22 The 15th century Arctic warming
ular, our model reconstructions show a prominent warm event during the
period 1470-1520. This warm period is likely related to the internal vari-
ability of the climate system, that is the variability present in the absence of
any change in external forcing. We examine the roles of competing mech-
anisms that could potentially produce this anomaly. This study leads us to
conclude that changes in atmospheric circulation, through enhanced south-
westerly winds towards northern Europe, Siberia and Canada, are likely the
main cause of the late 15th/early 16th century Arctic warming.
2.1 Introduction
Studies of the Arctic climate indicate a considerable warming in this region in
recent decades. For the past 100 years, the Arctic has warmed twice as much
as the global average (Trenberth et al., 2007). This warming has been asso-
ciated with a substantial diminution of sea ice thickness (Serreze et al., 2000)
and extent (Meier et al., 2005).
While recent Arctic warmth appears anomalous, observational and proxy data
indicate substantial long-term temperature variability in the region. A multi-
decadal interval of relative warmth, for example, can be found during the
early 20th century, between the 1920s and 1940s, when conditions were only
slightly less warm than today (Johannessen et al., 2004). While instrumental
temperature data are relatively sparse during the first half of the last century,
the early 20th century Arctic warm period appears to have been characterized
by a large-scale spatial pattern different from the current warm period. The
early 20th century warming was largely confined to the Arctic alone (i.e. the
region north of 60◦N), while the recent warming has been more widespread,
with a pronounced warming in the Eurasian mid-latitudes (Kuzmina et al.,
2008; Trenberth et al., 2007; Johannessen et al., 2004; Overland et al., 2004).
The dynamical processes underlying those two Arctic warm periods are also
likely different. For the most recent decades, it is almost certain that the an-
thropogenic greenhouse gas forcing has dominated over the contribution from
internal variability (defined here as the variability related to the internal dy-
namics of the climate system, i.e. that would be present in the absence of any
change in natural or anthropogenic forcing) (Johannessen et al., 2004), though
the extent of the role played by natural multidecadal variability has not yet
been entirely resolved (Polyakov and Johnson, 2000). By contrast, during the
early 20th century when anthropogenic forcing was considerably weaker than
today, the observed Arctic warming was likely due, at least in substantial part,
to the natural variability of the climate system. The natural external forcing
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resulting from solar irradiance variations and volcanic eruptions could have
played some role in this early warming, but the precise role is difficult to as-
sess due to the uncertainties in the forcings. It has been proposed that the
early 20th century warming was caused by increased southwesterly winds
and oceanic heat transport into the Barents Sea region (Bengtsson et al., 2004;
Overland et al., 2004; Rogers, 1985). There is evidence that these changes were,
in turn, associated with purely internal, multidecadal oscillatory variability of
the climate system (Bengtsson et al., 2004; Johannessen et al., 2004; Overland
et al., 2004; Delworth and Mann, 2000; Delworth and Knutson, 2000; Przyby-
lak, 2000; Mann and Park, 1994).
The absence of widespread direct instrumental data before the mid-19th cen-
tury at high latitudes (though there are sparse records reaching back to the late
18th century (e.g. Moberg et al., 2003; Vinther et al., 2006)) requires the use of
climate “proxies”, such as tree rings, ice cores, lake sediments and histori-
cal documents, from which we can infer some key characteristics of climate
changes in past centuries. Such compilations for high northern latitudes (e.g.
Jiang et al., 2005; Jennings and Weiner, 1996; Massé et al., 2008; D’Arrigo and
Jacoby, 1993; Jacoby and D’Arrigo, 1989; Overpeck et al., 1997; Ogilvie and
Jónsson, 2001) suggest that similar Arctic warm events may have occurred in
past centuries. In this study, we focus on the evidence and dynamical expla-
nations for any such extended periods of Arctic warmth during the past mil-
lennium. Proxy reconstructions of global or hemispheric mean surface tem-
perature (e.g. Mann et al., 1999; Briffa et al., 2001; Jones et al., 2001; Esper
et al., 2002; Mann and Jones, 2003; Jones and Mann, 2004; Mann et al., 2005b;
Jansen et al., 2007; Mann et al., 2008) reveal the existence of a period of mod-
est large-scale warmth covering the 10th to 12th centuries, though it does not
rival current warmth. This so-called “Medieval Warm Period” is followed by
a period of relative large-scale coolness over the 15th-19th centuries known
as the “Little Ice Age”. At the hemispheric or global scale, these tempera-
ture changes are largely consistent with the response of the climate system
to external changes over the past millennium in natural (and after the 19th
century, anthropogenic) radiative forcing (e.g. Crowley, 2000). At regional or
local scales, however, the influence of the forced response of the climate may
be overwhelmed by the contribution of internal climate dynamical processes
(Goosse et al., 2005).
In this study, we seek, as in previous studies (e.g. Goosse et al., 2008), to merge
the observational information contained in available proxy records with the
physical and dynamical constraints present in forced climate model simula-
tions to interpret past climate changes. Our focus is on using such analyses
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to interpret the impacts of large-scale dynamics, as well as radiative forcing
changes, on the inferred pattern of past regional temperature changes.
We employed LOVECLIM1.1 (Goosse et al., 2007) for our model simulations.
A set of five different experiments covering the past millennium were run
with data assimilation. More specifically, the evolution of the model was con-
strained by selecting, among all available realisations, the realisation of the
internal variability that most closely matches the information from the prox-
ies. Those estimates of past climate changes based on model simulations us-
ing data assimilation will be referred to as “reconstructions”, even though
the methodology used in this framework differs from the more traditional,
statistically-based approach to reconstructing climate over the past millen-
nium. The model simulations allow us to advance hypotheses about the mech-
anisms associated with any particular interval of Arctic regional warming. We
performed a parallel ensemble of simulations without data assimilation. The
ensemble mean in the latter case can be used to define the response of the sys-
tem to the external forcing alone, since the influence of the natural internal
variability, which differs from one realisation to another, is heavily damped
by the averaging process. Comparisons between these two parallel sets of ex-
periments allow us to isolate the relative contributions of both external forcing
and internal variability.
We first describe the model and experimental design, the forcings applied and
the data assimilation technique. The assimilated proxy records are taken from
a recent compilation (Mann et al., 2008) of a large network of high-resolution
(that is, decadally or annually-resolved) climate proxy data. Our focus is on
a particularly warm event taking place during the period 1470-1520 that is
evident in the proxy data. Using the model data assimilation experiments,
we analyse the role of various physical and dynamical processes that appear
responsible for the pattern of the observed Arctic warmth, and demonstrate
that this pattern likely arises from dynamical variability.
2.2 Model description and experimental design
The different simulations examined in this study were performed with LOVE-
CLIM1.1 (Driesschaert et al., 2007; Goosse et al., 2007), a three-dimensional
climate model of intermediate complexity which includes representations of
the atmosphere, the ocean and sea ice, the terrestrial biosphere, the oceanic
carbon cycle and the polar ice sheets. As the last two components were not
activated in this study, they will not be described here. The atmospheric com-
ponent of LOVECLIM is ECBILT2 (Opsteegh et al., 1998), a quasi-geostrophic
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model of horizontal resolution T21 and three vertical levels, with simple pa-
rameterisations for the diabatic heating due to radiative fluxes, the release of
latent heat, and the exchanges of sensible heat with the surface. The oceanic
component is CLIO3 (Goosse and Fichefet, 1999). This model is made up of
a primitive-equation, free-surface ocean general circulation model coupled to
a thermodynamic-dynamic sea-ice model. Its horizontal resolution is 3◦ in
longitude and latitude, and there are 20 unevenly spaced vertical levels in
the ocean. The terrestrial vegetation module VECODE (Brovkin et al., 2002)
computes annually the evolution of trees, grass and deserts. It has the same
resolution as ECBILT. More information about the model can be obtained at:
http://www.astr.ucl.ac.be/index.php?page=LOVECLIM%40Description.
All the simulations were driven by the same forcings. The model includes
three natural forcings, namely the changes in the Earth’s orbital parameters,
the volcanic activity and the variations in solar irradiance, as well as three
anthropogenic forcings, i.e., the changes in greenhouse gas concentrations, in-
cluding tropospheric ozone, the variations in sulphate aerosol loading, and
the forcing due to changes in land-use. The temporal evolution of some of
these forcings is shown in Fig. 2.1. The variations of the Earth’s orbital param-
eters follow Berger (1978). The effect of volcanism is derived from Crowley
(2000) and is included through changes in solar irradiance. The evolution of
solar irradiance follows the reconstruction of Muscheler et al. (2007). The total
solar irradiance changes have been scaled to provide an increase of 1 Wm−2
between the Maunder minimum and the late 20th century. The evolution of
greenhouse gas concentrations is based on a compilation of ice cores measure-
ments (J. Flueckiger, pers. comm., 2004). The influence of anthropogenic sul-
phate aerosols is taken into account through a modification of surface albedo
(Charlson et al., 1991). The changes in land-use are based on Ramankutty
and Foley (1999) and are applied in the model through a reduction in the area
covered by trees and an increase in grassland as VECODE does not include a
specific vegetation type corresponding to cropland.
The goal of this study is to obtain a simulation of the Arctic climate for the
last millennium that is not only consistent with our model and the forcings
applied, but also with the data available for that period. For that purpose,
we constrain the model results using the recent compilation of well-calibrated
surface temperature proxy records of Mann et al. (2008) and a new version
(see Goosse et al., 2009) of the data assimilation technique described in Goosse
et al. (2006b). We proceed in the following manner: we start the simulation at
the year 1000, from a condition obtained from a long simulation covering the
whole Holocene (Goosse et al., 2007). By introducing small perturbations in
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Figure 2.1: (a) Global mean radiative forcing (Wm−2) used to drive LOVECLIM simulations
for the last 1000 years associated to variations in the total solar irradiance based on Muscheler
et al. (2007). (b) Radiative forcing (Wm−2) associated to volcanic activity according to Crowley
(2000) for the region including latitudes from 35◦N to 90◦N, incorporated in LOVECLIM through
a modification in the solar irradiance. (c) Time series of CO2 concentrations (ppmv).
the atmospheric streamfunction, we generate an ensemble of 96 simulations
for a short period of time (1, 5, 10 or 20 years). We choose the number of
ensemble members for technical reasons: we want around a hundred simu-
lations in order to have enough realisations of the internal variability of the
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system, and it is easier to run 96 simulations in parallel (3 groups of 32 simu-
lations, each of them on 32 CPUs of a cluster). Then, we select among those
96 representations of the model internal variability the one that is the clos-
est to the proxy records available for the period of time investigated. This is
achieved by using the following cost function:
CFk(t) =
√
n
∑
i=1
wi(Fobsi (t)− Fkmodi (t))2 (2.1)
CFk(t) is the value of the cost function for each member k of the ensemble for
a particular period t. n is the number of proxies used in the model/data com-
parison. Fobs(t) is the value of the variable F (the surface temperature in this
case) in the proxy records at the location where they are available, and Fkmod(t)
is the value of the same variable simulated by the model in the simulation k at
the same location as the proxy record. wi is a weight factor. The experiment k
which minimizes the cost function CFk(t) is selected for that particular period
of time, and the end of this simulation is used as the basis for the initial condi-
tion of the new ensemble of simulations performed over the next period. The
procedure follows in the same way for the whole millennium. As this method
requires a large number of simulations, LOVECLIM coarse resolution and low
computer-time requirements are appropriate.
A set of 56 annual or decadally-resolved proxy series (or regional composites
thereof) screened for a local temperature signal (Mann et al., 2008) is used to
constrain the model. The proxy data set is derived largely from tree-rings, ice
cores, some lake sediments and historical documents. The screening proce-
dure retains only those proxy data exhibiting a statistically significant corre-
lation with local (5 degree latitude x longitude) gridbox instrumental surface
temperature data (Brohan et al., 2006) during the calibration interval (1850-
1995). When proxy records reflect temperature variations at sub-annual res-
olution, they are averaged to obtain annual mean values. All proxy records
available over a gridbox region are averaged to produce a regional gridbox
composite. The proxy gridbox series are then decadally-smoothed using a low
pass filter, and averaged and scaled to the same mean and decadal standard
deviation as the associated instrumental gridbox temperature series over the
calibration period. For the purpose of the ensuing analysis, we have kept only
those records available back to the year 1400, and which extend through 1995.
The proxy data are primarily terrestrial, and cover tropical, extratropical, and
polar regions, though the greatest coverage is provided northward of 30◦N.
The locations of the proxy gridbox series available in the Arctic region over
the time interval of our analysis are shown in Fig. 2.3. The available data sam-
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ple Scandinavia, Siberia and western North America, while there is a dearth
of coverage in certain regions such as eastern North America.
We present in this paper the results obtained from 5 different numerical ex-
periments using data assimilation. They start from the same initial conditions,
but use different approaches to placing constraints on the model and different
periods of time in the computation of the cost function. In the first exper-
iment, the weight factors wi are the same for all the proxy records and the
cost function is evaluated for 1-year averages. In the other four simulations,
in order to give a larger weight to proxies which are more reliable, the value
of the weight factors wi is proportional to the correlation between the proxy
records and the observations of temperature obtained during the instrumen-
tal period. In these 4 experiments, the averaging period in the computation of
the cost function is set to 1, 5, 10 and 20 years, in order to test if this has an
impact on our results. For instance, for 20-year mean, processes responsible
for interannual variability may be filtered, while they can play an important
role in the selection of the best experiment when 1-year mean are analysed.
These different experiments allow us to test the robustness of our results, by
assuring that we obtain similar and internally consistent results regardless of
the precise method by which we constrain the model evolution to be consis-
tent with the proxy data. The ensemble mean over the 5 experiments provides
a better estimate of the true climatic variability by averaging out the ‘noise’,
while the within-ensemble variance provides an appropriate estimate of the
component of uncertainty associated with the sensitivity to the precise con-
straint method used.
In addition, an ensemble of 10 simulations was performed without data as-
similation. This ensemble was run with the same model and the same forc-
ings used in the simulations with data assimilation, but with slightly different
initial conditions used for each ensemble member. The ensemble mean allows
us to diagnose the response of the system only to the external forcings, and
by comparing it with the experiments with data assimilation, we can attempt
to separate the relative roles of internal variability and external forcing in the
observed climate history.
2.3 Validation of the assimilation method using modern
observations
In order to test the ability of the model to follow true, observed changes
when using the method described in Section 2.2, a validation exercise was
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performed in which we assimilated HadCRUT3 annual surface temperature
observations (Brohan et al., 2006) between years 1850 and 2000. In the first
experiment, we constrained the model with observed temperatures over the
region located northward of 30◦N. We divided this region into six boxes: At-
lantic, Pacific, Europe, Asia, America and Arctic. The average surface tem-
perature over each box was computed for both the observational data and the
model results, using only those locations where observations are available,
and the cost function was then evaluated using these six averages. This ap-
proach insures that each region has the same weight, even if one region has
less data than another (this approach is similar to that used for examining
surface temperatures in the Southern Hemisphere by Goosse et al. (2009)). In
a second experiment, we constrained the model using only the instrumental
surface temperature observations at gridboxes where proxy data are available.
This exercise was used to establish whether the model can successfully repro-
duce a coherent evolution of the surface temperature field when constrained
only with relatively sparse data, as it is the case when using proxy networks
such as that used in our current study.
Figure 2.2 shows the results from these model simulations. Each experiment
was conducted twice, using an averaging period of 1 and 5 years, respectively,
for the computation of the cost function. The agreement between the simu-
lated surface temperatures and observations in the Arctic (region northward
of 64◦N) is reasonably good for the 20th century. The experiments performed
with the complete HadCRUT3 data set (dark and light blue curves) are very
close to the observations (red curve). Likewise, the experiments using the
sparser “proxy site” observations (dark and light green curves), are also in
good agreement with the observations. While the sparseness of the available
proxy data is a primary limiting factor with the technique used in this study,
we nevertheless find that the model yields satisfactory results for the Arctic,
even when constrained by relatively sparse observations at high latitudes (23
series north of 55◦N in this case).
2.4 Comparison of model results with proxy data
Before analysing the climate evolution obtained in our simulations over the
past millennium, we sought to establish the robustness of the technique of
data assimilation and the quality of model results by comparing them with
the proxy records used to constrain the model. The comparison between the
annual mean surface temperature anomaly pattern directly indicated by the
proxies and the model simulation (we have retained only those model loca-
tions where proxy information is available) is shown in Fig. 2.3. We chose
30 The 15th century Arctic warming
Figure 2.2: Anomaly in annual mean surface temperature (◦C) in the Arctic over the last 150
years. The red line is the HadCRUT3 data set (Brohan et al., 2006). The dark and light blue lines
are the results from model simulations using the complete HadCRUT3 data set to constrain the
model, for the cost function evaluated for 1 and 5 years averages respectively. The dark and light
green lines are the results from model simulations constrained by data from HadCRUT3 only at
the locations where proxies are available, for the cost function evaluated for 1 and 5 years averages
respectively. An 11-year running mean has been applied to the time series. The reference period
is 1960-2000.
to examine a representative set of warm and cold periods, averaged over 50
years, which take place during years 1470-1520 and 1600-1650, respectively.
In general, the spatial pattern of surface temperature simulated in the model
is reasonably close to the proxy data, although some substantial local differ-
ences can be observed, for example over the North American region. Possible
explanations for these local discrepancies are that (i) the proxies contain size-
able non-climatic sources of noise or bias which are not correlated over local
scales, and that (ii) the model may be deficient in representing the variability
at such scales (i.e. one model gridbox). Both factors could lead to substan-
tial local differences between model results and the proxy observations. On
the other hand, as shown in Fig. 2.4, the model results exhibit a better agree-
ment with proxy records at regional scales. The temporal evolution of sur-
face temperature averaged over three representative regions where proxies
are available (boxes in Fig. 2.3a define these different regions), indicates good
agreement between the surface temperature computed in each one of the 5
model simulations and the proxy-based reconstruction. For the average over
each region, we measure the misfit between model results (mean of the 5 ex-
periments) and proxy series by calculating the root mean-square error (RMSE)
for the period 1400-1995. In the first (RMSE = 0.08) and second (RMSE = 0.1)
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regions, all simulations are in good agreement with the proxy records. The
third region (RMSE = 0.21) presents good results as well, although some dis-
crepancies with proxy data and a larger variance between model simulations
is observed. For instance, the amplitude of the early 17th century cooling in
that region is larger in the proxies than in the different model simulations, and
this minimum is shifted.
Figure 2.3: Anomaly in annual mean surface temperature (◦C) during a warm and a cold pe-
riod in the proxy data (left column) and the model results averaged over the 5 simulations (right
column). The model results are shown only at the locations where the proxies are available. (a)
1470-1520 and (b) 1600-1650. The reference period is 1600-1950. The boxes in (a) correspond to
the regions over which averages are performed to obtain the time series shown in Fig. 2.4.
In Fig. 2.4d, we compare the annual mean surface temperature averaged
over the whole Arctic obtained in the different simulations with the high-
32 The 15th century Arctic warming
Figure 2.4: (a) Time series of the anomaly in annual mean surface temperature (◦C) over the last
600 years for the region in the box A in Fig. 2.3. The black line is the mean over the 5 model
simulations, the red line is the average over the 6 proxy data contained in box A in Fig. 2.3, and
the grey lines are the results of the 5 different model simulations. (b) Same as a) for the mean
over box B in Fig. 2.3 (5 proxies). (c) Same as a) for the mean over box C in Fig. 2.3 (2 proxies).
(d) Anomaly of annual mean surface temperature in the Arctic for the last 600 years. The Arctic
area corresponds to the mean over all longitudes between 64◦N and 80◦N. The red curve is the
reconstruction of Overpeck et al. (1997). A 51-year running mean has been applied to all time
series. The reference period is 1600-1950.
2.5. The 1470-1520 warm period 33
latitude summer-weighted annual temperature reconstruction of Overpeck
et al. (1997). It is worth mentioning that this reconstruction is not totally inde-
pendent from ours, since some of their proxies are also included in this study.
The “Little Ice Age” and subsequent warming recorded by this compilation
are reproduced in the model simulations. The agreement between model and
proxy data is quite good overall, though the mid-19th century is colder in the
Overpeck et al. (1997) reconstruction than in our model. The model also tends
to simulate slightly too high temperatures at the end of the 20th century.
2.5 The 1470-1520 warm period
The annual mean surface temperature in the Arctic in the 5 simulations includ-
ing data assimilation (Fig. 2.5a, blue curve) shows the relative warmth during
the first five centuries that is evident in hemispheric climate reconstructions
(e.g. Jansen et al., 2007; Mann et al., 2008). The mean surface temperature
northward of 64◦N during the 12th century is about 0.2◦C warmer than over
the reference period 1600-1950. The cooling that follows, starting at the be-
ginning of the 13th century, is interrupted by some warming periods. Two
important peaks of temperature are observed during the periods 1400-1450
and 1470-1520. They correspond to the warmest periods of the last millen-
nium before the industrial period for the mean over the 5 experiments, i.e.
that, in our simulations, they are warmer than the so-called “Medieval Warm
Period” in the Arctic. The “Little Ice Age” then follows, with relatively cool
temperatures during the 16th, 17th and 19th centuries. From the beginning of
the 20th century to the present, there was an abrupt increasing trend in surface
temperature, associated with anthropogenic forcing.
As an expected result of the data assimilation method, from the 14th century
onwards, the mean over the Arctic of the proxy data used to constrain the
model (Fig. 2.5b, red curve) exhibits almost the same temperature evolution
than the mean of the model results taken only at the locations where the prox-
ies are available (Fig. 2.5b, black curve). In particular, we observe in the proxy
series the two maxima of temperature during the years 1400-1450 and 1470-
1520. Their presence in our simulation with data assimilation is thus clearly
related to the signal recorded by the proxies. For the first 4 centuries, the
model is less constrained by the proxies, the number of proxies available dur-
ing this period being probably too small in the Arctic region. The largest dis-
crepancy is observed at the end of the 12th century where proxies recorded a
clear cooling.
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Figure 2.5: Anomaly in annual mean surface temperature (◦C) in the Arctic over the past millen-
nium. (a) The blue line is the average over the 5 model simulations performed with data assim-
ilation, and the grey lines are the mean plus and minus one standard deviation of the ensemble.
The green curve is the mean of an ensemble of 10 simulations made without data assimilation.
(b) The red line corresponds to the average of the proxy series used to constrain the model over
the Arctic. The black line represents the mean of the 5 model simulations with data assimilation
averaged over the grid points where proxies are available. A 51-year running mean has been
applied to the time series. The reference period is 1600-1950.
The scatter between the 5 experiments with data assimilation (Fig. 2.5a, grey
curves) is measured by the standard deviation of the 5 members. During the
first 4 centuries of the last millennium, a fewer number of proxies is avail-
able. The variance between the different model simulations is thus larger than
for the next centuries. The low standard deviation observed for the 15th cen-
tury period (standard deviation = 0.06◦C) indicates a good agreement between
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model results.
To interpret the simulated temperature changes, we compare our experiments
with data assimilation with those without data assimilation (forced response).
The peak medieval Arctic warmth is greater in the simulations without data
assimilation (Fig. 2.5a, green curve). Averaged over the years 1100 to 1150,
the temperature is almost 0.5◦C higher than the mean over the reference pe-
riod in the forced response. The millennial-scale cooling trend (approximately
half a degree over the millennium) is thus more pronounced in the forced re-
sponse than in the simulations with data assimilation. Several causes might
be responsible for this discrepancy. The forcing used in the model (and thus
the forced response) is uncertain and prone to potential systematic error (e.g.
Jones and Mann, 2004). Internal variability of the system at any low-frequency
may induce a cooling in the Arctic, counterbalancing the effect of the forcing.
On the other hand, there are uncertainties in the proxy temperature recon-
structions themselves, which become increasingly substantial in the earlier
centuries of the past millennium (Mann et al., 2008) and the number of proxies
available for the data assimilation is low during the first 4 centuries. Although
this difference between the simulations with data assimilation and without is
intriguing, we will thus focus in this study on a period for which we have
more data and thus likely more robust results: the period 1470-1520, corre-
sponding to warmest period of the millennium before the 20th century.
The first maximum of temperature observed during the period 1400-1450 ap-
pears consistent with the forcing: it has low volcanic activity and is preceded
by a maximum of the solar forcing (0.5 Wm−2) (see Fig. 2.1). By contrast, the
second maximum of temperature taking place during the period 1470-1520 is
less clear in the forced response of the model. It is possible that the response of
the model to the external forcings is actually not correct and that the data as-
similation technique takes charge to head the system in the good direction. For
instance, the response of the atmospheric circulation to external forcings, such
as solar and volcanic forcings, is weak in LOVECLIM (Goosse and Renssen,
2004), while it has been suggested that the Arctic Oscillation/North Atlantic
Oscillation (e.g. Shindell et al., 2001) and El Niño-Southern Oscillation (Mann
et al., 2005a) response to external radiative forcings has a strong impact on
past regional climatic changes. However, the period 1470-1520 corresponds
to a minimum (−0.3 Wm−2) in the solar forcing which would rather lead to a
cooling over large parts of the Arctic, even if the dynamical response is taken
into account (Shindell et al., 2001), and it does not include any explosive vol-
canic events (Fig. 2.1). It is thus difficult to envision a substantial role for
external forcings. It appears considerably more likely that this event arises
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simply as a realisation of the internal variability of the system.
In order to find the causes of the changes in temperature during the period
1470-1520 simulated by our model including data assimilation, we analyse
the anomalies in atmospheric and oceanic heat transports, an information not
available from proxy records. The mean of the 5 model simulations performed
with data assimilation is used in the following patterns.
The simulated spatial distribution of annual surface temperature anomaly for
the warm period averaged over the years 1470 to 1520 (Fig. 2.6), shows an
overall warming over the Arctic region. The few proxy records available in
this region (23 proxy series north of 55◦N) for that period are in good agree-
ment with the model results (Fig 2.3a). This pattern is robust in our model as
each individual simulation gives similar ones (not shown). The largest warm-
ing is observed in the Canadian Archipelago and Eurasian Arctic, with the
maximum in the Barents Sea, whose temperature is almost 0.6◦C higher than
in the reference period.
Figure 2.6: Anomaly in annual mean surface temperature (◦C) over the 1470-1520 warm period
for the model results averaged over the 5 simulations with data assimilation. The reference period
is 1600-1950.
The pattern of the annual mean anomaly of the geopotential at 800 hPa, av-
eraged over the period 1470-1520 (Fig. 2.7), is consistent with the particu-
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larly warm conditions of that period. The negative anomaly west of Iceland
produces an increased inflow of warm air coming from the south, leading to
the warming over northern Europe, the Barents Sea and the western Siberian
region. Similarly, the negative anomaly centered over the Bering Strait in-
duces a warming over Canada. By contrast, in regions characterized by winds
anomaly coming from the north, such as the Baffin Bay and the eastern Siberia,
the temperature anomaly is weak and even negative in some regions. The
geopotential anomaly corresponds thus to the right combination of anomalies
in both the Atlantic and Pacific sectors that leads to a warming of nearly all
regions in the Arctic and a clear signal on the regional mean shown in Fig. 2.6.
Figure 2.7: Anomaly in annual mean 800 hPa geopotential height (m) over the 1470-1520 warm
period for the model results averaged over the 5 simulations with data assimilation. The reference
period is 1600-1950.
The pattern of surface temperature anomaly in the simulation performed with-
out data assimilation for the period of interest 1470-1520 (not shown) is not at
all similar to the one observed in the simulation with data assimilation. A
weak cooling (up to −0.1◦C relative to the reference period) is even observed
over large areas in North America and Siberia. The pattern of anomaly of
the 800 hPa geopotential height is neither similar. This clearly shows that, if
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not helping the model through constraining internal variability in the simu-
lations, the external forcings are not able to induce a large-scale warming as
described in the proxies (Fig 2.3a) and thus the role of these external forcings
in our model is weak.
The behaviour of the sea ice is consistent with the evolution of the surface
temperature. For the whole Arctic, we notice a decrease of approximatively
2% in sea ice area and 6% in sea ice volume between the periods 1250-1300 and
1470-1520. The decrease in annual mean sea ice concentration is the largest in
the Eurasian Arctic and the North of Canada, while a small increase is seen in
Chukchi Sea (Fig. 2.8) compared to the reference period. A minimum in sea
ice concentration anomaly is seen in the Barents Sea, with a decrease of almost
3% averaged over the whole period (this is mainly a winter signal, since there
is no sea ice in that region during the summer).
Figure 2.8: Anomaly in annual mean sea ice concentration over the 1470-1520 warm period for
the model results averaged over the 5 simulations with data assimilation. The reference period is
1600-1950.
Many studies have shown that a link may exist between anomaly in sea ice
concentration and changes in atmospheric circulation (e.g. Slonosky et al.,
1997; Alexander et al., 2004). In particular, because of the simulated reduc-
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tion of sea ice cover in winter in the Barents Sea, the cold atmosphere is less
isolated from the ocean, and is thus warmed by the oceanic heat fluxes. This
warming can then impact on the atmospheric circulation. For instance, a re-
duction in Barents Sea ice coverage can trigger an important local decrease in
atmospheric pressure, and thus, an enhanced cyclonic atmospheric circulation
(e.g. Guemas and Salas-Mélia, 2008). This anomaly in atmospheric circulation
enhances the northward inflow of warm air into the Barents Sea region, favor-
ing further melt of sea ice. Such a positive feedback mechanism has also been
suggested previously by Goosse et al. (2003) in a study using an earlier ver-
sion of LOVECLIM. Bengtsson et al. (2004) proposed as well that the anomaly
in atmospheric circulation during the early 20th century warming in the Arc-
tic was most likely induced by a reduced sea ice cover, mainly in the Barents
Sea and that this circulation anomaly in turns strongly influences the ice con-
centration. Such a positive feedback could thus also play a role in both the
persistence of the anomaly in atmospheric circulation and in sea ice concen-
tration in the region of the Barents Sea during the period 1470-1520 obtained
here.
Changes in oceanic circulation could also have an impact on regional tem-
perature changes during the last millennium. However, the model does not
simulate any clear oceanic signal during the period 1470-1520. For instance,
Fig. 2.9 shows that the meridional transport of heat in the North Atlantic
Ocean towards the Arctic does not experience any large variations over the
last millennium in our simulations. Consequently, our results do not support
attribution of the warming observed in the Arctic Seas during the period 1470-
1520 to changes in oceanic circulation. A slight increase in the poleward heat
transport is observed in our simulations over the course of the past millen-
nium, bearing some similarity with the trend shown in Fig. 2.5a. Nevertheless,
changes are not significantly different from zero. This weak oceanic response
in the model may be due to the experimental design: we are not constraining
directly the oceanic changes since the proxies selected for the data assimilation
are located only on continents and continental shelves. Though some oceanic
proxies at high latitudes are available, including, for instance, records derived
from benthic and planktonic foraminifera, stable isotopes and diatom assem-
blages (Sicre et al., 2008; Eiríksson et al., 2006; Lund et al., 2006; Klitgaard Kris-
tensen et al., 2004; Jiang et al., 2002; Mikalsen et al., 2001; Black et al., 1999),
the number of continuous high-resolution marine sedimentary proxy records
in the Arctic Ocean over the past millennium is rather small. Furthermore, the
uncertainty associated with the calibration and dating of the marine records
is generally larger than with other types of proxy records (Jones and Mann,
2004). As a consequence, incorporating such proxy data into our data assim-
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ilation procedure is not currently feasible. Most studies suggest that some
regional temperature variability coincides with changes of oceanic circulation
in the North Atlantic region, in particular, some indicate a role of the ocean
in the Atlantic decadal variability. However, none of these studies highlight
particular conditions during our period of interest that would suggest a clear
underestimation of the role of the ocean in our simulations.
Figure 2.9: Anomaly in meridional heat transport in the North Atlantic Ocean at 70◦N (PW) for
the average over the 5 model simulations performed with data assimilation, the grey lines are the
mean plus and minus one standard deviation of the ensemble. A 51-year running mean has been
applied to the time series. The reference period is 1600-1950.
To conclude this section, we have compared qualitatively our model results
with proxy data that have not been used in the data assimilation process.
Some recent proxy-based reconstructions agree pretty well with our warm
conditions during the 15th and early 16th century. For instance, a record of
temperature based on sedimentary diatoms from a lake in Northern Fennoscan-
dia (Weckström et al., 2006) shows a warm period during 1470-1500, which
suits very well to our results. Bird et al. (2009) identified two relatively warm
periods from 1350 to 1450 and 1500 to 1620 in a varve-based record from a lake
in Alaska. The climate record inferred from varved lake sediments on North-
east Baffin Island studied by Thomas and Briner (2009) also suggests that the
warmest pre-20th century interval during the last millennium occurred be-
tween 1375 and 1575. Finally, in an ice core record from Lomonosovfonna,
Svalbard (Kekonen et al., 2005), the 15th and mid-16th century corresponds
to the warmest part of the δ18O profile. Sodium and chloride concentrations
are high during this period, which is explained in the study of Kekonen et al.
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(2005) by a smaller sea ice extent, which allowed an increased sea-salt aerosols
transport form the ocean. This reduced sea ice area is in accordance with the
results obtained in our study. Furthermore, the higher sodium and chloride
concentrations might possibly also suggest an increase in southerly winds in-
tensity during that period, as proposed in our study.
2.6 Conclusions
In our simulations using LOVECLIM with data assimilation, we find the warm-
est pre-industrial conditions in the Arctic to have occurred during the period
1470-1520. During this period, the simulated temperatures are even higher
than during the so-called “Medieval Warm Period”. As the forced response of
the model does not produce such an event, this warm period is interpreted as
having resulted from internal adjustments of the climate system.
The advantage of the data assimilation technique used in this study is that
we obtain a reconstruction of the climate of the past that is consistent with
the proxy records, the forcing applied and the physical and dynamical pro-
cesses included in the model. We can then provide additional information on
a plausible large-scale pattern associated with the warming recorded locally
in the proxies and on the dynamical processes that were responsible for this
warming. There are still some limitations with this new method, and further
refinements will be attempted in future studies. When combining proxies and
model results, we benefit from the advantages of both proxies and models,
but this also leads to some limitations. The assimilation of proxy data insures
that the reconstructed climate follows, if imperfectly, the actual realisation of
internal climate variability experienced in the past climate evolution, while
the use of physically-based model insures that the estimated climate history
is consistent with basic climate physics and dynamical processes. This latter
property of our approach allows us, furthermore, to interpret the estimated
past climate history in terms of climate dynamical hypotheses. We cannot,
however, deduce a precise explanation for the pattern of anomalies evident
at any particular time, or the precise reason for the long-term persistence of
particular patterns.
While not constituting a conventional detection/attribution analysis, our ap-
proach can nonetheless establish whether observed changes are consistent
with the modelled response to forcing. For those changes which appear un-
related to any forcing, the most reasonable remaining hypothesis is that they
arise from the internal variability of the system, though we cannot, of course,
completely rule out a bias in the forcing time series used or in the model re-
42 The 15th century Arctic warming
sponse to the forcing. It is important to keep in mind that LOVECLIM is a
model of intermediate complexity and, by definition, its representation of at-
mospheric dynamics is simpler than in climate general circulation models.
Such a simplified model is required in the context of studies such as ours,
due to the high computational demand of the data assimilation technique.
While LOVECLIM has been successfully employed in a number of past stud-
ies focused on the climate variability of the past millennium (e.g. Goosse et al.,
2005), some caution is nonetheless advised in interpreting the dynamical re-
sponse of the atmosphere to past forcing. For instance, the data assimilation
scheme can induce a particular phase of the NAO during some periods that
would be interpreted based only on LOVECLIM results as mainly due to in-
ternal variability, while in the real world (and in more sophisticated models),
this can be largely attributed to a response of the system to the forcing and
a much weaker contribution of the internal variability. Nevertheless, the vol-
canic and solar forcing did not appear to be particularly important during the
period analysed here.
Another limitation of our study is the low amount of data available. Because
of the absence of proxy records in the central Arctic, our simulated pattern
of anomaly can thus not be validated by observations there. Our results are
then presented as hypotheses of changes, which could then be tested when
new reconstructions become available, and used to provide information about
mechanisms which could possibly explain the observed changes. It should be
reminded that our results are certainly more robust in areas where a lot of
proxies are available, such as over Scandinavia and Siberia.
Our model results clearly show that the simulated 1470-1520 Arctic warming
is almost entirely explainable in terms of changes in atmospheric circulation,
with a clear influence of the negative geopotential anomalies west of Iceland
and in the North Pacific. The decrease in sea ice concentration in the Barents
Sea region associated with the warming probably contributes to the persis-
tence of those anomalies, at least in the European sector.
The patterns of surface temperature and sea level pressure over the years 1470-
1520 is somewhat similar to the early 20th century Arctic warm event. The
available data indicates that the winter times in the 1920s were characterized
by increased warm air inflow into Europe, while the Baffin Bay experienced
a cooling (Overland et al., 2004; Bengtsson et al., 2004). The pattern of sea
level pressure (SLP) anomalies during this period is comparable with the pat-
tern of the 1470-1520 warming period obtained in our model reconstructions
(the geopotential height being the closest variable to the SLP in the model).
2.6. Conclusions 43
The early 20th century warm event might thus not have been unique in the
recent past. Furthermore, the negative anomaly centered over Bering Strait
is responsible of the warming over the Canadian Archipelago. The relatively
large event during the period 1470-1520 appears thus as a consequence of co-
incident changes in the European and Pacific sectors that also play a role in
variations of Arctic climate during the 20th and early 21st centuries (e.g. Over-
land and Wang, 2005).
No robust change in the patterns of oceanic circulation could be found in our
model results to explain the changes observed in the Arctic Seas during the
1470-1520 warm event. The absence of strong response of the ocean in our
simulations covering the past millennium may be due to the data assimila-
tion and in particular to the lack of well calibrated oceanic proxies for the
past millennium. Evidence has indeed been provided in past studies (e.g.
Delworth and Mann, 2000; Knight et al., 2005) for the existence of a mode of
multidecadal variability in the North Atlantic, related to fluctuations in the in-
tensity of the thermohaline circulation. Such persistent patterns of variability
could explain some of the low-frequency temperature variability observed at
high latitudes (Zhang et al., 2007). The intensification of the Atlantic water in-
flow to the Arctic, which appears to explain some of the recent warming of the
Arctic Ocean (Zhang et al., 1998; Gerdes et al., 2003), could provide an analog
for past episodes of Arctic warming. As a consequence, additional work will
be required both in terms of the implementation of the data assimilation tech-
nique and the inclusion of additional marine proxies, to investigate the role of
oceanic circulation in past changes in the Arctic.
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ANNUAL AND SEASONAL RESPONSES TO
EXTERNAL FORCINGS
This Chapter is based on the following paper: Crespin, E., Goosse, H., Fichefet,
T., Mairesse, A., Sallaz-Damaz, Y., 2012. Arctic climate over the past millennium:
Annual and seasonal responses to external forcings. The Holocene 23, 321–329.
Abstract
The annual and seasonal temperatures in the Arctic over the past 1150 years
are analysed in simulations performed with the three-dimensional Earth sys-
tem model of intermediate complexity LOVECLIM forced by changes in solar
irradiance, volcanic activity, land use, greenhouse gas concentrations and or-
bital parameters. The response of the system to individual forcings for each
season is examined in order to evaluate the contribution of each forcing to the
seasonal contrast. For summer, our results agree relatively well with the re-
construction of Kaufman et al. (2009). Our modelling results suggest that the
temperature changes during this period were characterized by large seasonal
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differences. In particular, while annual mean temperatures display a decreas-
ing trend during the preindustrial period, spring temperatures appear to rise.
The variations in the Earth’s orbital parameters are the main cause for those
seasonal differences. Larger climate variations are simulated in autumn com-
pared to the other seasons in response to each forcing, particularly in response
to changes in greenhouse gas concentration during the industrial period and
in response to land use forcing, which surprisingly has a significant impact on
Arctic temperature. These contrasting changes for the different seasons also
underline the need for an adequate estimate of the season represented by a
proxy.
3.1 Introduction
Many studies have been devoted to the reconstruction and understanding of
the annual mean, large-scale temperature changes over the past millennium,
using both proxy-based reconstructions and models (e.g. Crowley, 2000; Briffa
et al., 2001; Jones and Mann, 2004; Rutherford et al., 2005; Osborn and Briffa,
2006; Osborn et al., 2006; González-Rouco et al., 2006; Mann et al., 2008, 2009;
Jones et al., 2009; Goosse et al., 2010b). Less attention has been paid to seasonal
trends at the regional scale, except maybe for Europe (see, for instance, Luter-
bacher et al., 2004; Xoplaki et al., 2005; Goosse et al., 2006a; Guiot et al., 2010;
Hegerl et al., 2011). However, it is important to improve our knowledge of the
evolution of seasonal temperatures, because they may behave very differently
from the annual ones (Jones et al., 2003; Bauer and Claussen, 2006). This has
been clearly shown over the last 150 years, as the instrumental records exhibit
a larger warming over the Northern Hemisphere in winter than in summer
(Jones et al., 2003). These differences between changes in annual and seasonal
temperatures can be explained by the response of the climate system to a spe-
cific forcing which may vary from one season to another and from one region
to another (Zveryaev and Gulev, 2009; Bauer and Claussen, 2006; Shindell
et al., 2003). For instance, over the preindustrial period, Shindell et al. (2003)
showed that solar and volcanic forcings lead to spatially and seasonally dif-
ferent climate responses in the Northern Hemisphere. When analysing the
average over the Northern Hemisphere in the CLIMBER model, Bauer and
Claussen (2006) identified the changes in orbital parameters as responsible
for an increase in seasonal differences in the temperature over the past mil-
lennium, and the deforestation and variations in atmospheric carbon dioxide
concentration as the main forcings responsible for a decrease in this difference
over the past century.
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None of the above mentioned studies has specifically investigated the Arctic
climate. However, a deeper analysis of this region is justified by placing the
rapid and large temperature variations observed in the Arctic during the last
century in a wider context (e.g. McBean et al., 2005; Serreze and Francis, 2006).
Additionally, a polar amplification of temperature changes is simulated in cli-
mate models driven by an increased radiative forcing, because of positive cli-
mate feedbacks involving, among other processes, albedo changes due to the
decrease in sea ice and snow coverages (e.g. Holland and Bitz, 2003; Serreze
and Francis, 2006). An evaluation of model behaviour at the scale of the mil-
lennium thus appears to be of interest.
Multi-proxy climate reconstructions are currently available for the Arctic re-
gion (Overpeck et al., 1997; Kaufman et al., 2009). The most recent one (Kauf-
man et al., 2009) consists of decadally resolved summer proxy temperature
records covering the past 2000 years. According to this reconstruction, a long-
term decreasing trend in summer Arctic temperatures occurs over this period,
except for the last century, and is attributed to the steady reduction in sum-
mer insolation. However, because of the lack of widespread data and since
most proxies do not reflect annual conditions but just the ones of the warmest
months of the year, much less information is available on changes in the an-
nual cycle through time. Climate model simulations are thus necessary, in
complement to the proxy-based reconstructions, to help to confirm the pro-
posed hypotheses and to improve the understanding of climate variations in
this region, both for annual and seasonal means.
In this framework, the goal of this study is to document the differences in
the Arctic temperature changes over the past millennium between the vari-
ous seasons and to understand the causes of those differences. To do so, we
analyse the annual and seasonal responses of the Arctic climate to natural and
anthropogenic forcings such as solar, volcanic, astronomical, greenhouse gas
and land use, in the Earth system model of intermediate complexity LOVE-
CLIM (Goosse et al., 2010a). With a coarser spatial resolution and a simpler
representation of the physical processes than in climate general circulation
models, LOVECLIM has the advantage of being much faster than the latter
and, consequently, of being affordable for performing the large ensembles of
long simulations required here. These advantages inevitably come with some
limitations, such as, for instance, a smoothed topography and a lack of a repre-
sentation of stratospheric dynamics. However, the model is suitable for study-
ing long-term climate changes at mid- and high latitudes (Goosse et al., 2010a).
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The present paper is organized as follows. First, a brief description of the
model and forcings used is presented in Section 3.2. The evolution of the sim-
ulated temperatures over the last millennium in response to the different forc-
ings is analysed in Section 3.3, a subsection being devoted to the contribution
of each forcing. A final discussion of the results follows in Section 3.4, includ-
ing a brief discussion of the implications of our results for the calibration and
interpretation of proxy data.
3.2 Model description and experimental design
The simulations analysed here were conducted with the Earth system model
of intermediate complexity LOVECLIM1.2 (Goosse et al., 2010a). This three-
dimensional model includes representations of the atmosphere, the ocean and
sea ice, the land surface and its vegetation, the carbon cycle and the polar ice
sheets. However, the last two components are not activated in this study. The
atmospheric component, ECBilt2 (Opsteegh et al., 1998), is a quasi-geostrophic
model with a resolution of 5.6◦ in longitude and latitude and three vertical lev-
els. The oceanic component, CLIO3 (Goosse and Fichefet, 1999), is a primitive-
equation, free-surface ocean general circulation model, with a resolution of 3◦
in longitude and latitude, and 20 unevenly spaced vertical levels. It is coupled
to a thermodynamic-dynamic sea ice model, where sea ice is assumed to be-
have as a two-dimensional viscous-plastic continuum for the computation of
sea ice dynamics. Its representation of sensible heat storage and vertical heat
conduction within the snow and ice are based on a three-layer model, and
the energy budget at the bottom and top boundaries of the snow-ice cover
and in leads determines the vertical and lateral growth and decay of sea ice
(Fichefet and Morales Maqueda, 1997). The component representing the ter-
restrial vegetation is named VECODE (Brovkin et al., 2002) and simulates the
annual evolution of trees, grassland and deserts, at the same resolution as
ECBilt. The computed vegetation changes affect both the surface albedo, sur-
face evaporation and water storage. LOVECLIM has been used successfully in
many studies focused on recent, past or future climate changes at hemispheric
and regional scales (e.g. Renssen et al., 2005; Driesschaert et al., 2007; Crespin
et al., 2009; Goosse et al., 2005, 2006a). More information about LOVECLIM is
available at: www.climate.be/LOVECLIM.
All the simulations start at year 850 AD and end in 2000 AD, following the
experimental design of the third phase of the Paleoclimate Modelling Inter-
comparison Project (PMIP3) until the year 1850 AD, and the fifth phase of
the Coupled Model Intercomparison Project (CMIP5) afterwards. The ini-
tial conditions come from a 1000-year long, quasi-equilibrium run, using the
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greenhouse gas and astronomical forcings corresponding to 850 AD. The sim-
ulations are driven by the forcings adopted by PMIP3 (v1.0), i.e., variations
in solar irradiance, volcanic activity, orbital parameters, land use and green-
house gas concentrations (Schmidt et al., 2011). The solar irradiance follows
the reconstruction from Delaygue and Bard (2011) between 850 and 1609 AD,
and from Wang et al. (2005) between 1610 and 2000 AD. The Earth’s orbital
parameters vary according to the calculations of Berger (1978). The forcing
due to volcanic activity is derived from Crowley et al. (2008) and is imple-
mented through anomalies in solar irradiance at the top of the atmosphere.
The anthropogenic land use changes are based on the reconstruction of global
agricultural areas and land cover of Pongratz et al. (2008) from 850 to 1700
AD and on the reconstruction of Ramankutty and Foley (1999) from 1700 AD
onwards. This forcing is applied in LOVECLIM through a reduction in the
area covered by trees and an increase in grassland since VECODE does not in-
clude a specific vegetation type corresponding to cropland. The evolutions of
the concentration of the main greenhouse gases (CO2, CH4, and N2O) are pro-
vided by Joos and Spahni (2008). For a detailed description of all these forcing
reconstructions, see Schmidt et al. (2011). After 1850 AD, the changes in sul-
fate aerosol load are taken into account through modifications in the surface
albedo (Charlson et al., 1991), and the variations in tropospheric ozone con-
centration are included after 1950 AD. In addition to the simulations includ-
ing all those forcings, the contribution of each of them (with the exception of
sulfate aerosol and ozone, because of our focus on the whole millennium) is
evaluated in a set of experiments driven by one forcing at a time.
Each experiment set consists of an ensemble of ten simulations with identi-
cal forcing, in which the different members differ only in their initial condi-
tions, with a small noise being added to the atmospheric streamfunction (as
in Goosse et al., 2010b). The ensemble mean of these simulations provides
an estimate of the response of the system to each forcing, as the influence of
the natural variability simulated by the model, which differs in each member
of the ensemble, is reduced by the averaging process. In our study, winter is
taken as the months of January, February and March (JFM), spring as April,
May and June (AMJ), summer as July, August and September (JAS), and au-
tumn as October, November and December (OND). This choice is justified by
the fact that, in the Arctic, spring starts later than at mid-latitudes, the maxi-
mum sea ice extent being observed for instance in February-March (Chapman
and Walsh, 1993; Stroeve et al., 2007; Comiso and Nishio, 2008). Furthermore,
this definition groups months with similar tendencies and thus gives more
contrasted results between the seasons, as discussed in the next section. In the
following analysis, the Arctic is defined as the region located north of 64◦N.
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3.3 Temperature response to different forcings
3.3.1 Response to greenhouse gas forcing
The climate response to changes in greenhouse gas concentrations is rather
weak in the Arctic during the first centuries of the millennium (Fig. 3.1a). In
contrast, a rapid rise in surface temperature is simulated after 1850 AD. The
temperature difference due to the greenhouse gas forcing between the last and
first decades of the 20th century for the Arctic region amounts to 1.7◦C in our
simulations. The corresponding value for the Northern Hemisphere is much
lower (0.7◦C), in accordance with the Arctic amplification of the warming.
The temperature increase varies considerably between the seasons. The max-
imum change occurs in autumn (2.5◦C between the end and the beginning
of the 20th century), and the smallest increase in summer (0.9◦C). During au-
tumn, the direct effects of the temperature-albedo feedback are relatively weak
at high latitudes, because of the weak incoming solar radiation. It is likely the
insulation effect of sea ice which is instead responsible for the larger tempera-
ture response to the forcing in this season compared to the others. The process
leading to this has been observed and explained in other studies (e.g. Manabe
et al., 1992; Vavrus et al., 2012). During summer, the amount of heat stored
in the Arctic Ocean increases with the rise of greenhouse gas concentrations.
This absorption of heat by the ocean is enhanced by the decrease in surface
albedo resulting from the reduction in sea ice extent. However, the tempera-
ture variability and the response to the forcing are relatively low in summer,
as temperatures remain mainly at the freezing point due to the melting of sea
ice. In contrast, a decrease in the ice cover in summer has a large impact on
the temperature in autumn and winter. During these seasons, the production
of sea ice is slowed down because of the increased summer heat storage in
the mixed layer of the ocean. The thinner and less extensive ice cover allows
greater heat transfer from the ocean towards the cooler atmosphere and thus
a large air temperature increase. This process appears valid in the response of
LOVECLIM to each of the forcings, as shown in the following sections. This
is confirmed by the changes in sea ice extent (average over area with at least
15% sea ice concentration), depicted in Fig. 3.6 for the response to all forcings
combined, which indicate a decrease in sea ice extent that is almost twice as
large in summer as the other seasons between 1850 and 2000 AD.
3.3.2 Response to volcanic forcing
As only a few major eruptions took place between 850-1200 AD, the Arctic
mean temperature is relatively stable during that period in our simulations
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Figure 3.1: Anomaly in annual and seasonal mean surface temperature (◦C) in the Arctic (north
of 64◦) over the last 1150 years as simulated by LOVECLIM in response to different forcings. Each
time series represents the mean of an ensemble of 10 simulations. The annual mean is displayed
in black, the winter (JFM) in blue, the spring (AMJ) in green, the summer (JAS) in yellow, and the
autumn (OND) in red. The reference period is 1850-1980 AD. A 31-year running mean has been
applied to the time series.
driven by the volcanic forcing only (Fig. 3.1b). For the last 800 years, a long-
term cooling trend is observed, because of the higher frequency of eruptions,
in addition to the abrupt temperature drops coinciding with the strong vol-
canic eruptions. Over the 1150 years of simulation, this cooling rate is equal
to −0.016± 0.006◦C per century (95% confidence interval for the trend).
A cooling is observed after a major eruption in all seasons. No significant sea-
sonal contrast is observed over the last millennium in our simulations, except
a larger temperature response in autumn than for other seasons. For instance,
in some periods with intense volcanic activity, such as between 1745-1775 AD
and 1810-1840 AD, during autumn the temperature drops by up to 1.2◦C (av-
eraged over a 31-year period), while in summer the difference reaches only
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0.45◦C. The end of the last century also presents large seasonal differences
with a drop in autumn and winter temperatures of almost 0.6◦C, but with five
times smaller changes in summer and spring. These seasonal differences can-
not be explained by the seasonal variability of the forcing itself, since on av-
erage it is the strongest during winter and spring and the weakest in autumn.
Here again, it is suggested that it is the insulation effect of sea ice which leads
to this larger response, as explained in the previous section.
3.3.3 Response to solar forcing
Changes in irradiance due to variations in solar activity have little influence
on the temperature evolution in the Arctic during the last millennium in our
simulations. The temperature response (Fig. 3.1c) is relatively weak, with a
small long-term cooling trend until 1850 AD (−0.013± 0.006◦C per century)
and a small warming during the last 150 years (0.14 ± 0.08◦C per century).
Decadal-to-centennial fluctuations correspond roughly to positive and nega-
tive anomalies in solar activity, suggesting a simple, quasi-linear response to
the forcing (after applying a 31-year running mean, the correlation between
the solar forcing and the ensemble mean temperature response to this forcing
in the Arctic is 0.57). These numbers should, however, be taken with caution.
The signal is small, with a standard deviation of the temperature in the ensem-
ble mean of simulations run with solar forcing reaching 0.08◦C, compared to
0.06◦C in a control experiment without forcing. Ten ensemble members is too
few in this case to precisely assess the contribution of solar forcing compared
to a run without forcing, but we can confidently state that it is weak.
Whilst the Arctic receives little to no incoming solar radiation during winter,
summer is characterized by high amount of incoming solar radiation due to
the long period when the Sun is above the horizon. Nevertheless, as observed
in Fig. 3.1c, the seasonal responses to solar forcing do not display large dif-
ferences. This weak seasonal contrast is due to the low absorption of solar
radiation by the surface, even during summer (because of the high albedo of
sea ice and snow) and to a memory effect related to sea ice, explained in Sec-
tion 3.3.1: a summer warming induces a decrease in ice thickness, leading to
larger oceanic heat fluxes towards the atmosphere in autumn and winter, and
thus to a surface temperature increase during these seasons, although no di-
rect effect of solar radiation is expected at high latitudes.
We must caution that the solar forcing selected in this study, and this is also
the case for the other alternative solar reconstructions proposed by PMIP3
(v1.0, Schmidt et al., 2011), has a substantially smaller amplitude compared
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to some reconstructions used previously to drive models over the last millen-
nium. This choice is justified from our present-day understanding of solar
physics (e.g. Foukal et al., 2006). However, uncertainties remain large. Using
an alternative reconstruction displaying larger variations, such as the one of
Shapiro et al. (2011) included in those proposed in the version 1.1 of PMIP3
forcings (Schmidt et al., 2012), would lead to a more significant contribution of
solar forcing to temperature changes during the past millennium. A new set of
simulations would be required to estimate the influence of this forcing. How-
ever, we can infer from the quasi-linear behaviour of the temperature response
to the solar forcing that this response will not change much qualitatively, but
its magnitude would be much larger, as the Shapiro et al. (2011) reconstruc-
tion presents a TSI amplitude variance one order of magnitude larger than the
reconstruction used in this study.
3.3.4 Response to land use changes
Surprisingly, the temperature evolution in the Arctic is strongly influenced by
the deforestation taking place at lower latitudes. The land use forcing pro-
duces a significant cooling that reaches an annual mean of almost 0.6◦C over
the last four centuries (Fig. 3.1d). This forcing leads to different magnitudes of
temperature change for the various seasons. The largest cooling is observed
in autumn, where it reaches almost 1◦C since 1600 AD. The cooling is substan-
tially weaker during summer, reaching only 0.3◦C.
This strong cooling is investigated in more detail by depicting the geograph-
ical distribution of the temperature response to deforestation (Fig. 3.2). The
land use changes at mid-latitudes lead to a cooling in the entire Arctic re-
gion in winter, spring and autumn, when comparing the periods 1950-2000
AD and 1550-1600 AD. In summer, the signal is less clear, with still an overall
cooling, but also a warming in some regions (Siberia and Canada). No sig-
nificant change in either atmospheric or oceanic circulations is noticed in our
simulations (not shown). Therefore, these temperature anomalies must be ex-
plained by radiative and thermodynamical effects rather than dynamical ones.
Deforestation has an impact both on the surface albedo and evaporation in
LOVECLIM. The first effect induces a cooling, as the albedo of forests is lower
than the one of grass or crops. This difference in albedo becomes larger when
snow covers the deforested areas. Moreover, the initial cooling associated
with deforestation is responsible for a delayed melting of the snow, thus lead-
ing to an additional increase in surface albedo and a subsequent cooling (Fig.
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Figure 3.2: Surface temperature difference (◦C) in the Arctic between 1950-2000 AD and 1550-
1600 AD for the four seasons simulated by LOVECLIM, driven only by the land use forcing.
3.3b,c). The impact of changes in albedo is thus mostly visible during spring.
As discussed above, the autumn and winter coolings are a consequence of the
changes occurring during the other seasons (insulating effect of the sea ice),
since little to no solar radiation reaches the surface during large parts of these
seasons.
In summer, the reduced evapotranspiration, and hence the reduced surface
latent heat flux (Fig. 3.3d), due to the decreasing number of trees in some re-
gions, warms up the surface locally. However, the temperature trend in the
Arctic during this season remains negative over the last 400 years, because of
the cooling during the other seasons. In the Arctic, the sea ice concentration
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increases by up to 10% in some regions in summer. The Arctic Ocean is thus
more insulated from the cooler atmosphere, and the surface cooling is rein-
forced, mainly in autumn and winter, when the cooling in the centre of the
Arctic is very large. This also increases the albedo and the amount of heat
needed to melt the more extensive ice cover in summer. The net effect in this
season is a cooling that overwhelms the influence of the slight warming at
mid-latitudes due to the lower latent heat fluxes.
Figure 3.3: Difference in (a) annual mean tree fraction (%), (b) snow depth over land (m) in
spring, (c) surface albedo in spring and (d) surface latent heat flux (Wm−2) in summer between
1950-2000 AD and 1550-1600 AD as simulated by LOVECLIM driven only by the land use forcing.
3.3.5 Response to astronomical forcing
The variations in the Earth’s orbital parameters over the last millennium are
associated with a 20-day shift in the perihelion, but also changes in eccentric-
ity and obliquity (Berger et al., 1993; Schmidt et al., 2011). This forcing induces
negligible changes at the hemispheric scale on an annual average, but its ef-
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fect can be more important for specific months at particular latitudes (Bauer
and Claussen, 2006). In our simulations, contrasted temperature trends for
the different seasons are observed. Indeed, the temperature response to the
astronomical forcing is characterized by a positive trend during the spring,
contrary to the other seasons which display negative trends (Fig. 3.1e). While
the annual mean temperature in the Arctic decreases by about 0.15◦C during
the last millennium, the spring temperature experiences a rise of about 0.25◦C.
Figure 3.4 displays the insolation difference at 75◦N between 1900-2000 AD
and 850-950 AD for the different months of the year along with the tempera-
ture difference in the Arctic for the same periods. During the first months of
the year, an increase in insolation is observed, with the largest change occur-
ring in April (1.5Wm−2). The anomaly becomes negative after May, reaches its
lowest value in July (−4 Wm−2) and remains negative throughout the entire
summer season. The region north of 75◦N receives no solar radiation dur-
ing November, December and January. The temperature response follows the
forcing, but with a time-lag of one to two months, reflecting the thermal iner-
tia of the system. The spring months then exhibit a warming, which reaches
a maximum in May. The rest of the year displays a cooling, with the highest
negative temperature anomaly occurring at the beginning of the autumn. The
temperature difference between the months of May and September reaches up
to 0.8◦C.
Figure 3.4: Insolation difference (Wm−2) at 75◦N (blue line) and temperature difference (◦C)
in the Arctic as simulated by LOVECLIM driven only by the orbital forcing (red line) between
1900-2000 AD and 850-950 AD.
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Bauer and Claussen (2006) also showed that the astronomical forcing plays
a role in their climate simulations over the last millennium. However, they
document a temperature difference of 0.1◦C only between winter (DJF) and
summer (JJA) for the land areas located between 30 and 70◦N. For this region,
LOVECLIM displays a similar result. This is smaller than the result for the
Arctic region in our simulations and clearly indicates that the astronomical
forcing plays a more important role over the last millennium in the Arctic
than at lower latitudes. This is mostly due to the fact that modifications in
obliquity have a stronger influence at high, compared to low, latitudes (Berger
et al., 1993) and to the positive feedbacks amplifying the changes.
3.3.6 Response to all forcings
In response to all forcings combined, the annual mean Arctic surface temper-
ature (Fig. 3.1f) decreases slowly during the last millennium after a warm
period around the 11th and 12th centuries, which is often referred to as the
Medieval Warm Period. The impact of large volcanic eruptions is clear during
the mid-13th, mid-15th, late 17th and early 19th centuries. During the indus-
trial period, the warming due to the increase in greenhouse gas concentrations
is attenuated by the cooling effect resulting from land cover changes (and sul-
fate aerosol loads changes that are not studied here). The climatic response to
all forcings corresponds more or less to the sum of the contributions of each
individual forcing. Indeed, the RMSE between the response to all the forcings
combined and the sum of the responses to each single forcing, after applying a
31-year running mean, is equal to 0.15◦C. If we use this linearity, we can esti-
mate the relative contribution of the different forcings to the cooling trend on
an annual mean over the period 900-1850 AD. It amounts to 35± 18% for the
volcanic forcing, 28± 12% for the astronomical forcing, 27± 12% for the solar
forcing and 20± 12% for the land use forcing, while the trend of the green-
house gas forcing is positive.
The low-frequency temperature evolution in the Arctic over the last millen-
nium has similarities with that simulated by many models at the hemispheric
scale and in the different latitude bands of the Northern Hemisphere (e.g.
Crowley, 2000; Bauer and Claussen, 2006; Osborn and Briffa, 2006; Osborn
et al., 2006; González-Rouco et al., 2006; Goosse et al., 2010b). However, its
amplitude is significantly higher in the Arctic region because of the existing
feedbacks related to snow and sea ice, pointing out an Arctic amplification of
climate changes. The seasonal contrast is also much more pronounced in the
Arctic than at the hemispheric scale in our simulations. The astronomical forc-
ing seems to strongly contribute to the seasonal differences of the temperature
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evolution during the last millennium, as the opposing seasonal temperature
trends (positive in spring and negative for the other seasons) observed in the
response to the astronomical forcing are also simulated by the model when
driven by all the forcings.
Kaufman et al. (2009) attributed the millennial-scale cooling in the Arctic to
the reduction in summer (defined here as the mean of June, July and August)
insolation due to the variations in orbital parameters. If we again estimate the
contribution of the different forcings to the cooling trend in our simulations
but now for summer (over the period 900-1850 AD), we obtain a contribu-
tion of 22± 11% for the volcanic forcing, 57± 5% for the astronomical forcing,
12± 5% for the solar forcing, 15± 5% for the land use forcing and a positive
trend for the greenhouse gas forcing. This confirms the role of orbital forcing
proposed by Kaufman et al. (2009), but emphasizes that volcanic, land use and
solar forcings also play a role in the cooling trend modelled by LOVECLIM.
The time series of the model outputs and proxy-based data are depicted in
Fig. 3.5. One sees a relatively good agreement between them (even though
the mean of June, July and August does not exhibit the largest cooling in our
simulation, since the temperature trend in June is still positive). The low fre-
quency variability of our simulation is lower than in the Kaufman et al. (2009)
reconstruction. This might be related to the climate sensitivity of the model
or to the forcing applied. Averaging over the ensemble might also play a role,
as this reduces the multidecadal internal variability. On the other hand, the
amplitude of the changes is strongly seasonally-dependent and a small bias in
the attribution of the signal of the proxy to a specific month in the Kaufman
et al. (2009) reconstruction might also have a large impact on the model-data
comparison. The reconstruction is, however, within the uncertainty range of
the simulations, represented by two standard deviations of the ensemble, with
the exception of two particular periods. Between years 900 AD and 1000 AD,
the reconstruction shows a warming that is not simulated by the model. The
model also fails in reproducing the mid-20th century warming (Goosse et al.,
2010a). It thus appears that our experimental design satisfactorily captures
the long-term trends but is not able to simulate these observed multidecadal
fluctuations. The cause of this discrepancy will be investigated in a forthcom-
ing study devoted to the origins of the warm periods in the Arctic.
In contrast, the comparison of our summer model results with the Kinnard
et al. (2011) reconstruction of August Arctic sea ice extent is less satisfactory
(Fig. 3.6, model results are represented for summer but do not differ much
from the August mean). The magnitude of the changes is much larger in the
reconstruction throughout the whole period. The decrease in sea ice extent
3.4. Discussion and conclusions 59
Figure 3.5: Anomaly in temperature (◦C) averaged over the months of June, July and August in
the Arctic over the last 1150 years. The black line is the mean of an ensemble of ten simulations
using LOVECLIM driven by all the forcings. The grey lines are the mean plus and minus two
standard deviations of the ensemble. The red line corresponds to the reconstruction of Kaufman
et al. (2009). The reference period is 855-1855 AD. An 11-year running mean has been applied to
the model time series.
during the industrial period started earlier in the model than in the reconstruc-
tion and the decreasing trend is much larger in the latter. Compared to obser-
vations, the decline in summer sea ice extent in the Arctic is underestimated
in LOVECLIM. The trends computed between 1979 and 2007 AD are equal
to −0.056× 106 km2/yr in the observations and −0.046± 0.013× 106 km2/yr
in the model (Goosse et al., 2010a). Note that the trend in the Kinnard et al.
(2011) reconstruction during this very recent period is likely influenced by the
use of the 40-year filter. Additionally, the reconstruction is characterized by
a period with reduced sea ice extent during the late 16th and early 17th cen-
turies (period with particularly low temperatures) which is not simulated by
the model. However, before 1200 AD, the reconstruction and the model agree
on periods with relatively low sea ice extent and, between 1200 and 1450 AD,
an extensive sea ice extent is present in both of them.
3.4 Discussion and conclusions
This study aimed at improving our understanding of the evolution of the
Arctic temperature during the last millennium using the Earth system model
of intermediate complexity LOVECLIM. The modelled temperature response
to external forcings agrees reasonably well with the reconstructed tempera-
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Figure 3.6: Anomaly in annual mean sea ice extent (area with at least 15% sea ice concentration)
in the Northern Hemisphere (106 km2) over the last 1150 years as simulated by LOVECLIM in
response to all forcings. Each time series represents the mean of an ensemble of 10 simulations.
The annual mean is displayed in black, the winter (JFM) in blue, the spring (AMJ) in green, the
summer (JAS) in yellow, and the autumn (OND) in red. A 31-year running mean has been applied
to the time series. The 40-year smoothed reconstructed August Arctic sea ice extent from Kinnard
et al. (2011) is displayed in purple. The reference period is 1850-1980 AD.
ture of Kaufman et al. (2009). Volcanic, astronomical, greenhouse gas and,
to a smaller extent, solar forcings all contribute to the simulated tempera-
ture changes over the 1150 years of simulation. More surprisingly, land use
changes in mid-latitudes also have a significant impact on Arctic tempera-
tures. An Arctic amplification of the temperature changes is simulated in the
responses to each of the forcings.
Our results show considerable differences between the four seasons. This sea-
sonal contrast is mainly caused by the variations in orbital parameters of the
Earth, which induce an increase of 1.5 Wm−2 in spring insolation and a de-
crease of 4 Wm−2 in summer insolation at 75◦N during the past millennium.
This astronomical forcing is larger than at lower latitudes and amplified more
strongly in the Arctic by positive feedbacks involving snow and sea ice. This
leads to larger differences between the seasons in that region compared to
lower latitudes, with a positive long-term temperature anomaly trend during
spring and a negative one during the three other seasons. During the 20th
century, the larger autumn and winter warming trends are due to a stronger
response to the variations in greenhouse gas concentrations during these sea-
sons than in summer. The land use forcing has an opposite effect over this
period: it leads to a larger cooling in spring, autumn and winter than in sum-
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mer in the Arctic. In the study of Bauer and Claussen (2006), comparable
results have been found for land areas from 30 to 70◦N, except for the cooling
obtained in response to land use forcing which is larger in summer than in
winter in their study, in contrast to our results.
The contributions of the solar and volcanic forcings to the seasonal differ-
ences are relatively small for the past millennium in our simulations. Nev-
ertheless, in addition to the direct radiative impact of volcanic eruptions or
changes in solar irradiance, the dynamical response of the system can yield
contrasting changes between the seasons in some regions, in particular over
the mid-latitude continents. Indeed, the warming of the stratosphere (by ab-
sorption of both solar and terrestrial radiations) after a large volcanic eruption
in the tropics is larger at low than high latitudes, leading to a strong merid-
ional temperature gradient, especially during winter. The resulting changes
in tropospheric circulation can induce a winter warming over the continents,
which overwhelms the direct radiative cooling effect of volcanic eruptions
(Robock, 2000). Furthermore, the tropospheric circulation can also be affected
by variations in solar irradiance, which influences the distribution of ozone
in the stratosphere, affecting in turn its temperature and winds (e.g. Shindell
et al., 2001). Because of the absence of a representation of the dynamics of the
stratosphere in LOVECLIM, these effects can not be studied here (Goosse and
Renssen, 2004). Since the radiative scheme used in the model is very simple, it
was also not possible to include solar spectral irradiance variations (Schmidt
et al., 2012), which also have a clear impact on stratospheric dynamics. These
constitute limitations to our study that must be kept in mind when interpret-
ing our results. Finally, our results clearly depend on the choice of forcings.
Alternative reconstructions (such as Shapiro et al. (2011) for the solar forcing
and Kaplan et al. (2011) for the land use forcing) could lead to different results,
although we do not expect that they would qualitatively affect our conclu-
sions. The response to the alternative vegetation reconstruction is particularly
difficult to assess, as the Kaplan et al. (2011) reconstruction is based on a very
different assumption from the reconstruction used in this study. However, we
expect a noticeable impact in the Arctic of land use changes at lower latitudes.
The significant seasonal contrast in trends underlined by our simulations may
have consequences for the interpretation of the reconstructions of past tem-
perature based on proxy-data. Indeed, our study indicates that some sea-
sons are less representative of annual conditions than others. Because many
proxies record changes during a specific part of the year or season (e.g. Jones
and Mann, 2004), the calibration against annual temperatures may thus be
biased (Briffa and Osborn, 2002; Jones et al., 2003, 2009). For the 20th cen-
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tury, the trends have the same sign for all seasons and the correlation between
proxy records and instrumental observations may be relatively similar for all
of them. Unfortunately, looking at our model simulations, it is apparent that
seasonal differences have not been stationary through the past millennium,
with seasonal contrast being larger at the beginning than the end of the mil-
lennium. If the modelled temperature curves are scaled over the warming of
the past 100 years, the difference between summer and spring temperature
anomalies at the beginning of the millennium amounts to 0.6◦C in our exper-
iments. This points out the need to carefully determine the season that most
influences the proxies, as the May-June signal, for instance, is clearly different
from that of July-August.
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TESTING A NEW DATA ASSIMILATION
METHOD USING A PARTICLE FILTER TO
RECONSTRUCT THE EVOLUTION OF THE
NORTH ATLANTIC MERIDIONAL
OVERTURNING CIRCULATION
4.1 Introduction
Because of the lack of direct observations, our knowledge of the variations
of the North Atlantic meridional overturning circulation (MOC) intensity and
the role they played in past climate changes is very uncertain. By combin-
ing available data with model results using a new data assimilation method,
we aim in this chapter to test a methodology to reconstruct past changes in
the intensity of the MOC over long time periods. Data such as instrumental
observations of surface temperature (Brohan et al., 2006) and pressure (Al-
lan and Ansell, 2006) are available over approximately the last 160 years. Sea
surface salinity data is not sufficiently spatially and temporarily sampled be-
fore 1960 (Bingham et al., 2002) and we will therefore not employ them in
this study. If we want to move further in the past, proxy-based reconstruc-
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tions of surface temperature (e.g. Mann et al., 2009) and more precisely sea
surface temperature (e.g. Keigwin, 1996; Calvo et al., 2002; Jiang et al., 2005;
Sejrup et al., 2010; Sicre et al., 2011; Spielhagen et al., 2011) are available but
the temporal and spatial coverage is lower and the uncertainties of the data
larger. Considering the nature of the available data, the procedure introduced
in the present chapter seeks to reproduce correctly the evolution of the inten-
sity of the MOC assimilating only surface data of temperature and pressure.
We follow the hypothesis that the link between the atmosphere and the MOC
is sufficiently strong so that atmospheric variability controls the evolution of
the MOC strength. For instance, previous studies using the model LOVE-
CLIM proved that the wind forcing plays a substantial role in maintaining the
MOC (Timmermann and Goosse, 2004). The main question that we try to an-
swer in the present study is: is the knowledge of those surface data enough to
reproduce adequately the evolution of the intensity of the MOC in our model
or is it impossible to avoid using 3D data when seeking for reconstructing the
MOC?
4.2 The North Atlantic meridional overturning circulation
4.2.1 Importance and past evolution of the MOC
The Atlantic meridional overturning circulation is one of the main agent re-
sponsible for the northward transport of heat in the North Atlantic Ocean.
Indeed, at the surface, it carries northward warm tropical water via the Gulf
Stream and the North Atlantic Drift, while a deep current of cold water flows
southward (e.g. Bindoff et al., 2007; Lozier, 2012). This plays an important
role in the Northern Hemisphere climate, since the release of the transported
heat to the atmosphere contributes to the warming of Northern Europe, for
example. It was proposed that variations in the MOC intensity may influence
substantially the climate of the Northern Hemisphere, with global impacts,
because of the associated modifications in the ocean heat transport (e.g. Vel-
linga and Wood, 2002). For these reasons, the analysis of such changes in the
strength of the MOC during the recent and deeper past and in the future has
been the focus of attention of numerous studies. However, robust conclusions
regarding past changes in the strength of the MOC and underneath mecha-
nisms are still lacking on all timescales (Bindoff et al., 2007). For instance,
climate model intercomparison studies suggest that an increase in the concen-
tration of greenhouse gases due to human activities could cause a weakening
of the MOC strength (Gregory et al., 2005; Schmittner et al., 2005). Neverthe-
less, in spite of major efforts from several observational and modelling stud-
ies on observing this behaviour (see the sections below), it is still impossible
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to affirm that the MOC associated to the present anthropogenic warming is
currently slowing (Kerr, 2005).
It has been proposed that the climate of the North Atlantic region over the past
millennium or during the Holocene has been influenced by fluctuations in the
intensity of the MOC (Wanamaker et al., 2012; Denton and Broecker, 2008;
Keigwin and Boyle, 2000). For instance, over the past millennium, events
such as the Medieval Climate Anomaly (MCA) and the Little Ice Age (LIA)
may have been influenced by the variations in the amount of heat transported
by the MOC from lower to higher latitudes (Trouet et al., 2012; Miller et al.,
2012), but the precise role played by those variations is still unknown. There
are also evidences of several abrupt climate changes caused by sudden mod-
ifications of strength of the MOC during the last glacial period, the so-called
Dansgaard-Oeschger events (Broecker and Denton, 1989), but the detailed de-
scription of those events should still be refined. As a consequence, large efforts
are made in the observational data and modelling communities to character-
ize the MOC behaviour over the recent and distant past (see Sections 4.2.2 and
4.2.3), but the acquisition of new proxy data containing information about the
MOC variability remains essential for the understanding of the link between
MOC and climate changes (Wanamaker et al., 2012).
4.2.2 Observational estimates of the MOC variability
We describe here several recent studies whose goal was to provide continuous
time series of the MOC. Five shipbased transatlantic sections at 26.5◦N avail-
able for the period 1957-2004 were used to estimate the intensity of the MOC
(Bryden et al., 2005). This study inferred a slowing of 30% (6 Sv) of the MOC
between 1957 and 1992. However, even if this data highlights high short-term
variability, the temporal sampling is too sparse to accurately estimate decadal
variability or trends and the results are thus not highly robust (Cunningham
et al., 2007). In 2004, a unique effort to provide a continuous monitoring of
the MOC at the same latitude (26.5◦N) started. It consists of measurements
of zonal density gradients by moored profilers or sensors, completed by ca-
ble voltage measurements of mass transport across the Florida Straits, and
satellite-based observations of wind stress (Cunningham et al., 2007; Baehr
et al., 2007; Hirschi et al., 2003). Observations have also been taken at other
locations, such as five hydrographic sections at 48◦N (Lumpkin et al., 2008)
between 1993 and 2000, and the transport at 41◦N has been studied using
satellite observations of sea surface height, combined with temperature, salin-
ity and velocity data from profiling floats (Willis, 2010). More recently, an
assessment of the variability of the MOC and associated heat flux across a
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Greenland to Portugal line over 1993-2010 has been presented from six re-
peats of the OVIDE section, satellite altimetry and Argo float measurements
(Mercier et al., 2013). Other processes related to MOC local changes have also
been measured, such as the flux of the deep western boundary current (Schott
et al., 2006), the convective activity in the Labrador Sea (Våge et al., 2009), or
surface heat and freshwater fluxes (Josey et al., 2009).
On the basis of the available observations, Cunningham and Marsh (2010)
mention in a recent review that observational estimates of the MOC during
the 1990s and early 2000s generally show a decrease of its intensity, with
magnitudes ranging from 1 to 3 Sv (e.g. Lherminier et al., 2007; Josey et al.,
2009; Grist et al., 2009). However, no consensus is reached yet, since, for
instance, another study (Lumpkin et al., 2008) shows no clear change in the
MOC strength.
The data sets described above provide reliable information about the state of
the MOC but are available for a very short time period, that is less than a
decade. If we move back in time, we do not have any information aside from
the data of Bryden et al. (2005) for the last 50 years, which are too scattered in
time. To go back further in time, given the lack of longer instrumental records,
geological proxy data able to provide information about the MOC are needed.
For instance, Wanamaker et al. (2012) linked a shell-derived 14C record from
the North Icelandic shelf with the ocean circulation and concluded that the
surface MOC was strong in medieval times and weak during the LIA, thus
amplifying the warm conditions of the MCA and the cold conditions of the
LIA in the North Atlantic region. Foraminifera from sediment cores in the
Florida Straits were also used to show that the Gulf Stream experienced a
reduced flow during the LIA (Lund et al., 2006).
4.2.3 Modelling studies of MOC changes
Models have also been used to study past changes of the MOC. A comparison
of the different studies conducted is not straightforward, because of differ-
ences in the definitions and metrics used. A simple method using the avail-
able surface data is based on the close connection deduced from model results
between the MOC and the large-scale sea surface temperature (SST) anoma-
lies (Latif et al., 2006, 2004; Knight et al., 2005). In these studies, it is indeed
suggested that the North Atlantic SST anomalies are a good predictor of the
MOC anomalies, and by simply computing the difference in the observed SST
between two regions located in the North and South Atlantic, we can infer the
strength of the MOC. However, these findings are based on the results of a
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particular climate model and more studies on the subject are thus necessary
(Latif et al., 2004). Other modelling studies use oceanic and coupled climate
model simulations to estimate the MOC variability (e.g. Swingedouw et al.,
2013; Menary et al., 2013; Grist et al., 2009; Lozier et al., 2010; Drijfhout and
Hazeleger, 2007; Böning et al., 2006; Marsh et al., 2005), but each individual
study relies on the physics of a particular model, and could lead to different re-
sults. Finally, a different and more complex approach consists of ocean reanal-
ysis experiments using advanced data assimilation techniques (Lee et al., 2011;
Baehr, 2010; Balmaseda et al., 2007). Dynamically consistent oceanic state es-
timates can be obtained combining all available large-scale 3D ocean data sets
and general circulation models. This has first been done for a 10-year period
starting in 1992 (Wunsch and Heimbach, 2006; Stammer et al., 2002) and has
then been extended back to 1952 (Köhl and Stammer, 2008).
No consensus can be found between all these different modelling studies, nei-
ther in the magnitude nor the sign of the MOC changes (Lozier et al., 2010;
Cunningham and Marsh, 2010). The results can be divided in two opposing
groups, either showing an increase or a decrease of the MOC intensity over
the last few decades. Among the studies inferring an increase, Latif et al.
(2006) suggest that the MOC strength increases since the 1980s, applying the
proposed relationship between SST gradients and the MOC strength to SST
observations. Knight et al. (2005) also infer an increase in the intensity of the
MOC between the 1970s and 2000. A period of strong MOC is also suggested
around 1950, compared to two weaker periods around 1920 and 1970. Menary
et al. (2013) also suggest a 20% increase in the strength of the MOC between
1860 and 2005 and attribute a role in this strengthening to the anthropogenic
aerosol forcing. Lozier et al. (2010) found a slight strengthening of the MOC
in the subpolar gyre and a slight weakening in the subtropical one. Finally, ac-
cording to the reanalysis from Lee et al. (2011) and Köhl and Stammer (2008),
the MOC increased over the last 6 and 4 decades (before 2000) respectively.
On the other hand, several studies propose that a slowdown of the MOC took
place in the recent decades, such as the one of Balmaseda et al. (2007) for the
period 1959-2006. A comparison between 16 CMIP5 (Coupled Model Inter-
comparison Project) models is presented in Menary et al. (2013). The majority
of model time series of MOC strength show a stable or declining AMOC since
1860; only two models exhibit a strengthening. The study of Drijfhout and
Hazeleger (2007) also mention a weakening of the MOC in response to differ-
ent increasing greenhouse gas concentration scenarios. Seemingly in opposi-
tion to Lozier et al. (2010), Marsh et al. (2005) simulation proposes a decline
of the MOC in the northeast Atlantic of ∼20% over the 1990s, and an increase
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in the subtropics, simulated at location where monitoring in underway. Grist
et al. (2009), on the other hand, do not detect a trend within the high multi-
decadal variability over the period 1958-2007. Baehr et al. (2007) study come
to a similar conclusion.
4.3 Data assimilation method and experimental design
The evident conflicts between the results obtained by the different studies pre-
sented in the previous section justify the need for further investigations con-
cerning the behaviour of the MOC. The absence of agreement between them
unables us to draw solid conclusions about the past and current states of the
MOC. The disadvantage of the more complete short-term studies available
is that they make use of advanced techniques which require high computa-
tional time, complex climate models and subsurface oceanic data, and are then
available only for the past few decades, 50 years uttermost. In this study, we
present, in complement to all these different methods, an alternative approach
to reconstruct the temporal evolution of the MOC for time periods extending
from a century to a millennium, making use of a new data assimilation tech-
nique consisting in a particle filter.
4.3.1 The particle filter
The data assimilation method used in this study differs from the one presented
in Chapter 2. Let’s first recall the principle of this method, which was success-
fully applied in different past climate studies (e.g. Goosse et al., 2009; Crespin
et al., 2009; Goosse et al., 2010b). In this method, the different members of an
ensemble of model simulations and a proxy-based reconstruction of annual
surface temperature, interpolated on the model grid, are compared using the
Euclidean distance between the data and the model results (Eq. 2.1) to iso-
late, at each step of the analysis, the member of the ensemble that best repro-
duces the climate state represented by the proxies. If we call “particles” the
different members of the ensemble of simulations, then this data assimilation
method retains only one particle at each assimilation step, the closest one to
the data. Taking into account that the average number of particles used in the
published experiments mentioned above is almost a hundred, retaining only
a single particle and discarding all the others results in the lost of a big part
of the information from the ensemble. Furthermore, the uncertainty on proxy
data was neglected in this method, leading to another important simplifica-
tion.
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In this chapter, we test a more sophisticated data assimilation scheme corre-
sponding to an approach in which the information within the ensemble is used
more efficiently. This is done by applying a particle filter with resampling, as
described in van Leeuwen (2009). At each assimilation step, we select a signif-
icant fraction of the particles, each of them associated with a weight related to
its agreement with observational data. It works in the following way. Starting
from specified conditions, a different initial state is created for each particle
by adding a small perturbation to the atmospheric streamfunction in the same
way as in Chapter 2. The particles are propagated in time with the climate
model for a period of one year. We assume that this finite number of ran-
dom model states or particles represents well enough the statistical behaviour
of the system. Then, we associate to each particle a weight that is computed
according to its likelihood, which is computed from the difference between
observations interpolated on the model grid and the simulated results at all
available locations. The likelihood, which is based on a Gaussian probability
density, is defined as the conditional probability of the observations given the
model solution, i.e., it registers how “likely” is the observed data given the
model state. The weight for each member of the ensemble i is computed as
follows:
wi =
exp
[
−1
2
(d− H(ψi))TC−1(d− H(ψi))
]
N
∑
j=1
exp
[
−1
2
(d− H(ψi))TC−1(d− H(ψi))
] (4.1)
Each ψi is a vector representing a variable of one of the N members of the en-
semble, d is the observational data that contains information about that vari-
able, H is an operator that selects the model values only at the grid points
where the observations are available, and C is the error covariance matrix of
the data. This last element corresponds to the discrepancy between the model
results and the observations and adds up two different matrices, describing
the instrument or the proxy errors (assumed to be uncorrelated) and an error
of representativeness, corresponding to the misfit between the spatial scale
of a coarse resolution model such as LOVECLIM and the spatial scale of the
observational data. The latter is approximated using the internal variability
of the model (the covariance between states variables in a long control model
run), including a scale parameter chosen to be of the order of one but that
could vary between applications. The fact that the uncertainties in the ob-
servations play a role in the computation of the likelihood constitutes an im-
provement compared to the previous version of the method where data were
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considered as perfect.
After a weight is attached to each particle, we proceed to the resampling fol-
lowing Liu and Chen (1998). The particles with largest weights are duplicated
multiple times, while small weight particles are eliminated. The best estimate
of the state is given by the sum of the results of each particles multiplied by
the corresponding weight. The number of copies of high-weight particles is
proportional to their weight, and the total number of particles remains equal
to N. The new weight of each particle is then set to one, and the atmospheric
streamfunction of the copied particles is perturbed again to obtain different
model initial states for the next step. The model is then propagated again in
time until the subsequent year and the whole procedure is repeated until the
final year. More details about the method are given in Dubinkina et al. (2011).
When using a particle filter, caution has to be taken to avoid filter degener-
acy. This may occur when, after a few analysis steps, the large majority of
particles drift far away from the observations. Consequently, only one or a
very low number of particles get all the weights while all the other particles
have an almost zero weight. The following steps of assimilation will then start
from a very reduced number of model states and the system has high proba-
bility to be maintained in a state differing significantly from the observations.
Note that the previous version of the method can be considered as a degener-
ated particle filter, as only one particle was kept at each assimilation step. A
particle filter can degenerate because of the large spatial and temporal scales
involved in the problem, and the large space state cannot be entirely repre-
sented by the particles. In order to avoid dealing with this filter degeneracy,
the computation of the annual mean is performed and a spatial filter retaining
only the large-scales is applied to the data before calculating the likelihood, as
this helps reducing the number of degrees of freedom of the climate system.
Indeed, filtered fields have lower spatial degrees of freedom and lower dimen-
sionality of state space. The number of particles needed to represent all these
degrees of freedom is required to be large, in order to cover a sufficiently wide
range of internal variability compared to the observed one. Besides, the num-
ber should be small enough to avoid prohibitive computational costs. The use
of an intermediate complexity model such as LOVECLIM is then adequate for
its implementation, because of its key advantage regarding low computing
demands (reduced mainly thanks to important simplifications applied to the
atmospheric component). A too small number of members may also cause a
problem of degeneracy of the method, that is why the choice of the number of
particles needed to reproduce correctly the observations has to be determined
properly.
4.3. Data assimilation method and experimental design 71
4.3.2 Twin experiments
The present study focuses first on testing the ability of the new data assimila-
tion method to detect changes in the MOC at decadal timescales in an ide-
alized framework. As the main source of data over past periods consists
of surface observations of temperature and, since the mid-19th century, sur-
face observations of pressure, these data will be assimilated in the model with
the purpose to try reproducing correctly the evolution of the MOC intensity.
However, as we do not have any accurate reconstruction of MOC variability
for the past centuries, the results that could be obtained after assimilating ob-
servations of surface temperature or pressure cannot be compared with or val-
idated by real observations of the state of the MOC. A way to test the validity
of the method, i.e., to determine if the data and the assimilation scheme could
work for real data, is then to perform what is called “twin experiments”, also
referred to as perfect model approach. In these experiments, the assimilated
data is extracted from a simulation performed by the same model than the one
used to run the data assimilation experiments, replacing the real observations
(after adding a small perturbation). This data, called pseudo-observations, is
assimilated in a model run starting from independent initial conditions. The
target, the MOC intensity, is then well defined and is used to test whether the
state of the MOC can be estimated correctly by this method. The advantage
of this procedure is that it allows us focusing just on the data assimilation me-
thod, as uncertainties in forcing or model physics have no influence on the
results.
4.3.3 Experiments over the period 1850-2005
In a second phase, we perform simulations using real observations of surface
temperature from the HadCRUT3 dataset (Brohan et al., 2006). The experi-
ments start in 1850 and run for 155 years. The data assimilation method is
used in the same way than before. All natural and anthropogenic forcings
described in Chapter 3 are used. One experiment is conducted using all the
available data north of 30◦N and another using only the data in the North At-
lantic region. Those two experiments are performed to test the robustness of
the results. For comparison, an ensemble of 10 experiments without data as-
similation is also performed over the same period and with the same forcings.
The mean over those 10 members is presented in the Section 4.4.
4.3.4 Experimental design
The Earth system model of intermediate complexity LOVECLIM (Goosse et al.,
2010a), described briefly in Chapters 2 and 3, was used to perform all the fol-
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lowing simulations. A first run was performed, starting from equilibrium ini-
tial conditions, to generate the data used as the pseudo-observations for the
subsequent data assimilation experiments. No external forcings were used
in this simulation. The last 100 years of the simulation, which was run for
500 years, were taken as pseudo-observations, to ensure an equilibrium state.
We make sure afterwards to start our data assimilation experiments from dif-
ferent initial conditions than those of the pseudo-observations, since starting
from “perfect” initial conditions is not conceivable in real test cases. In order
to mimic the error associated with real instrumental or proxy data, a Gaussian
error term or noise was added to these pseudo-observations.
In a first step, in order to compare the new particle filter with the previous
method used in Chapter 2 (referred to as the simplified version of the method
from now on), we use the maximum of the MOC strength as the observed
variable. This corresponds to the most favorable case in which the MOC is
already well-known from observations. Of course, having direct observations
of the MOC would exempt us from doing data assimilation. The purpose of
this approach is actually to test the improvements of the new particle filter
concerning the spread of oceanic variables in the ensemble. Then, two dif-
ferent variables were used as pseudo-observations to perform different test
cases: the surface temperature and the 800 hPa geopotential height, which
corresponds to the variable closest to surface pressure in the model.
A spatial filter is applied to the data before calculating the likelihood. This fil-
ter emphasizes the contribution of large-scale structures by removing spatial
variations with scales lower than a few thousand kilometers. We also restrict
the data assimilation to the region northwards of 30◦N. This region is selected
because the skill of LOVECLIM is much higher in the extra-tropics than in
tropical regions (Goosse et al., 2010a). These two factors help reducing the de-
grees of freedom. The optimal choice concerning the number of particles has
been studied in Goosse et al. (2006b) and Dubinkina et al. (2011). Some test
run with different total number of particles were also carried out in the context
of the present study. We used 96 particles, as those experiments have shown
that such a number represent a good compromise between a good agreement
between model results and observations and a reasonable computational cost.
In real cases, the error of the observational data is derived from the charac-
teristics of instruments and of the observation network. In the case of the
twin experiments, the value is taken according to the Gaussian noise added
to the pseudo-observations. For the parameter scaling the representativeness
error, some freedom is available. In the case of experiments with pseudo-
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observations, the error of representativeness is small and hence the parameter
too. Only the tests with the most satisfactory results are shown in the follow-
ing section. For the simulation over the period 1850-2005, all the natural and
anthropogenic forcings described in Chapter 3 are used. The initial conditions
come from a long simulation run over the past millennium.
4.4 Results of the simulations performed with LOVECLIM
4.4.1 Test of the validity of the method
We first present the idealized experiments carried out in order to test the va-
lidity of the method, assuming that we do have reliable observations of the
MOC strength. In LOVECLIM, we use the maximum of the intensity of the
MOC in the North Atlantic between latitudes 45◦N and 75◦N as an index of
the MOC strength. A first experiment was performed using the simplified ver-
sion of the technique, assimilating directly pseudo-observations of the MOC
maximum, in which we added a Gaussian error term of standard deviation
0.5 Sv (about 1/4 of the variable standard deviation) to represent the uncer-
tainty (an observation error). This test identifies a weakness of the simplified
method when dealing with oceanic variables. In Chapter 2, we showed a very
weak oceanic response to temperature changes in our model, probably due to
the experimental design (Fig. 2.9). Goosse et al. (2010b) also pointed out that
the dynamics of the ocean may not be perturbed enough during the genera-
tion of the different members of the ensemble. Those are created by introduc-
ing small perturbations in the quasi-geostrophic potential vorticity field of the
atmosphere, thus favouring the generation of rapid perturbations in the atmo-
spheric dynamics rather than in the ocean. This leads to a very small range
of oceanic states in the model, as can be seen in Fig. 4.1a, where, at each time
step, all the particles of the ensemble are represented in grey and the best one
in black. Each particle propagates in similar directions, resulting in oceanic
states that can quickly differ from the observations (in blue). Once the initial
model states are far from the observations, the probability to find a particle
close to the observations in the very small range of oceanic states obtained
after one year of simulation becomes very low. We can then point out here
that, unless we have a significant range in the initial conditions in the data
assimilation procedure, the model cannot be constrained properly to follow
the observations. Perturbing only the initial conditions of the best member of
the ensemble at each time step is thus not sufficient to obtain a large enough
range of climate states in the ocean.
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Figure 4.1: Time series of the annual mean of the MOC maximum in the North Atlantic (Sv). The
blue line represents the pseudo-observations with a 0.5 Sv range, and the black line corresponds
to the result of the model simulations performed with (a) the simplified version of the technique
and (b) the particle filter, accompanied at each assimilation step by all 96 members of the ensemble
in grey. The assimilated variable is the maximum of the MOC in the North Atlantic.
When using the new particle filter, on the other hand, a much larger disper-
sion of the initial conditions at the beginning of each time step can be obtained
(Fig. 4.1b), since the different members are not generated from only one sin-
gle model state but from a larger ensemble of initial conditions. The spread
within the ensemble members is much more important and the observations
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are then more likely to fall within the range of simulated model states. This
leads to a huge improvement in the results, with a correlation between the
pseudo-observations and the model results obtained applying the particle fil-
ter reaching 0.93.
4.4.2 Assimilating pseudo-observations of temperature and
geopotential height
As direct MOC observations are not available in real conditions, we now want
to test if the assimilation of pseudo-observations of surface temperature (taken
over the entire region north of 30◦N) using the new particle filter helps the
model to reproduce correctly the changes in MOC strength. A Gaussian er-
ror term of standard deviation 0.5◦C is added to the pseudo-observations of
temperature to mimic the instrumentation error. In addition, in order to take
into account the uncertainties related to the estimation of forcings used in cli-
mate model simulations, each particle is driven by a small random forcing,
following a Gaussian distribution. The results obtained in this experiment
prove that knowing only the surface temperature data can help constraining
the evolution of the MOC. Figure 4.2 presents this evolution, in blue for the
pseudo-observations and in black for the mean of the model ensemble, plus
and minus one standard deviation of the ensemble (in grey). The correlation
Figure 4.2: Time series of the annual mean of the MOC maximum in the North Atlantic (Sv). The
blue line represents the pseudo-observations, and the black line corresponds to the result of the
model simulation constrained by pseudo-observations of surface temperature using the particle
filter. The grey lines are the mean of the ensemble plus and minus one standard deviation of the
ensemble.
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between the MOC pseudo-observations and the MOC obtained by the model
with data assimilation is equal to 0.69. It can be observed that the pseudo-
observations of the MOC lie within one standard deviation of the ensemble
mostly in the second half of the simulation. At the beginning of the simula-
tion, the model needs some time to adjust after being started from an initial
state differing from the pseudo-observations, as it can be seen by the disagree-
ment between the two curves during the first two decades of the experiment.
Without taking into account these two decades, the computation of the corre-
lation reaches 0.79.
The changes in meridional oceanic heat transport are depicted in Fig. 4.3.
For this variable, the decadal variability is also similar between the pseudo-
observations and the model results, except at the beginning of the simula-
tion that presents a much lower variability. Regarding the surface tempera-
ture (not shown), the variable that has been assimilated, the correlation be-
tween the mean Northern Hemisphere temperature derived from the pseudo-
observations and the model results is also equal to 0.7, and the variability of
the modeled temperature is smaller than in the pseudo-observations, a classi-
cal feature in data assimilation methods using ensembles (Annan and Harg-
reaves, 2012).
Figure 4.3: Time series of the annual mean meridional oceanic heat transport in the North At-
lantic Ocean at 30◦N (PW). The blue line represents the pseudo-observations, and the black line
corresponds to the result of the model simulation constrained by pseudo-observations of surface
temperature using the particle filter. A 5-year running mean has been applied to the time series.
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In another experiment, we assimilate the 800 hPa geopotential height. This
variable is the closest to the surface pressure in LOVECLIM. This experiment
(Fig. 4.4) was conducted to evaluate the capacity of the model to reproduce
the MOC with the information of wind patterns. The MOC is characterized
by both a density-driven circulation (often called thermohaline circulation)
and a wind-driven circulation, and the latter one plays a substantial role in
maintaining the MOC (e.g. Timmermann and Goosse, 2004). Constraining the
model with data of geopotential height could thus help reaching our goal. We
obtain a correlation of 0.55, which is reasonable but less satisfying than the
experiment with pseudo-observations of temperature.
Figure 4.4: Time series of the annual mean of the MOC maximum in the North Atlantic (Sv). The
blue line represents the pseudo-observations, and the black line corresponds to the result of the
model simulation constrained by pseudo-observations of 800 hPa geopotential height using the
particle filter. The grey lines are the mean of the ensemble plus and minus one standard deviation
of the ensemble.
4.4.3 Assimilating real surface temperature observations
Considering that observations of surface temperature provide a good con-
straint to the MOC, and keeping in mind the weaknesses of the method (dis-
cussed also in Section 4.5), we used this property to study the behaviour of the
MOC during the past 155 years by assimilating instrumental data of surface
temperature (Brohan et al., 2006). The comparison between two different ex-
periments, one performed using all the data available in the Northern Hemi-
sphere northwards of 30◦N (ALL experiment) and another one using only the
data of the North Atlantic region (0◦- 80◦W, 0◦- 75◦N) (ATL experiment), pro-
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vides an estimate about the robustness of the results. Indeed, as an impor-
tant constraint of the MOC is coming from the North Atlantic in LOVECLIM,
significant differences between the two experiments would indicate that the
model is not constrained enough by the surface temperature.
The first verification consists of checking whether the observations of surface
temperature have been assimilated correctly in the model. The evolution over
the last 155 years of the mean surface temperature in the region northwards
of 30◦N is depicted in Fig. 4.5. The ALL and ATL experiments (in blue and
green respectively) follow correctly the observations (in black). The peak of
temperature observed around the year 1940 is satisfactorily reproduced in the
data assimilation experiments. This constitutes an improvement compared
to simulations without data assimilation (in red), since LOVECLIM does not
simulate it when using only the natural and anthropogenic forcings. The cor-
relation between the observations and the ALL and ATL experiments reaches
0.80 and 0.79, respectively, without applying any temporal filter, but this is not
different from the correlation between the observations and the no assimilated
experiment.
The MOC corresponding to that state of the climate can now be analysed and
compared with other studies. The evolutions of the MOC strength in the ALL
Figure 4.5: Anomaly in annual mean surface temperature (◦C) for the Northern Hemisphere
(region north of 30◦N) over the past 155 years. The ALL experiment is in blue, the ATL experiment
in green, the mean of an ensemble of 10 simulations made without data assimilation in red, and
the observations in black. An 11-year running mean has been applied to the time series. The
reference period is 1880-1950.
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and ATL experiments show similar tendency and decadal variability (Fig. 4.6)
(Corr = 0.42). Both experiments agree on a general decrease of the intensity of
MOC since 1860 (−0.10± 0.04 Sv/decade in ALL and −0.15± 0.03 Sv/decade
in ATL). This trend is close to the one obtained in the simulation without data
assimilation (−0.07± 0.02 Sv/decade) and is thus likely related to the model
response to forcing changes. ALL and ATL also display some clear episodes
where the MOC strengthened. The most important peaks of the MOC are
found approximately in 1860, 1920 and 1980 in both experiments. The sim-
ulation without data assimilation behaves in a similar way but with a lower
decreasing trend and lower decadal variability. The assimilation of surface
temperature in LOVECLIM results in a stronger decrease of the MOC than
the one obtained using only external forcings.
Figure 4.6: Time series of the annual mean of the MOC maximum anomaly in the North Atlantic
(Sv). The ALL experiment is in blue, the ATL experiment in green, and the mean of an ensemble
of 10 simulations made without data assimilation in red. An 11-year running mean has been
applied to the time series. The reference period is 1880-1950.
Among the observational and modelling studies focusing on MOC changes
over the last decades (Sections 4.2.2 and 4.2.3), some of them agree with our
decreasing MOC, such as the studies presented in Menary et al. (2013) suggest-
ing a decline in the MOC since 1860. The comparison is less convincing when
it concerns very short time scales. For instance, in the review of Cunningham
and Marsh (2010), the MOC between the 1990s and early 2000s showed a de-
crease in many studies, with a magnitude from 1 to 3 Sv. This is difficult to
compare with LOVECLIM results, since no consistent trend between ATL and
ALL is discernible for that short time period. Balmaseda et al. (2007) found a
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decline of around 6 Sv during the period 1995-2005 at 25◦N. Our simulations
also suggest a decline but not such large amplitude. Our results also agree in
part with the results of Köhl and Stammer (2008), who proposed an increase
of the MOC of 4 Sv from the 1960s to the mid-1990s, followed by a decline.
Our increase is not as high as theirs and ends approximately a decade earlier.
In their study, Swingedouw et al. (2013) simulate two MOC maxima around
1980 and 1995. In our model, we find the first one, but the MOC then de-
creased almost continuously until the end of the simulation. Finally, a recent
set of 10 ocean reanalyses reveals a general increase in the MOC magnitude at
45◦N from 1960 to the mid 1990s followed by a decrease thereafter (Pohlmann
et al., 2013). These results are in agreement with ours, with the difference that
the strengthening of the MOC ends a decade earlier in LOVECLIM. The con-
clusions proposed by the existent studies are so diverse that we can state that
the agreement between different reconstructions of the MOC changes over the
last decades is not better between the different studies together than between
LOVECLIM results and the other studies.
The processes responsible for those changes in the MOC can now be briefly
discussed, a deeper analysis being out of the scope of this study. The main
cause of a decline of the MOC in the North Atlantic in LOVECLIM is an in-
crease of the surface temperature. If a warming of the air occurs, the ocean
heat transfer from the ocean to the atmosphere is reduced, especially during
winter, the season with the highest depth of convection. This results in an
increase of the surface water temperature and hence a decrease of its density.
A decrease in the surface heat flux from the ocean to the atmosphere and in
the depth of convection can indeed be seen in the Nordic Seas in our simu-
lations during a decrease of the MOC such as for instance between 1920 and
1950 (not shown). In our experiments, the peaks of high or low MOC intensity
corresponds then approximately to periods of low or high air surface temper-
ature in the North Atlantic, respectively, with a lag of several years due to the
thermal inertia of the system.
4.5 Conclusions
First, we have proved that the new data assimilation method works success-
fully and constitutes a big improvement compared to the previous simplified
version of the method (in which only one particle is kept at each assimila-
tion step). The tests carried out within this study have highlighted the fact
that a better use of the information within the ensemble is needed during
the assimilation process compared to the previous method, otherwise the me-
thod might become degenerative. This is especially true when one deals with
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oceanic variables. When one uses the particle filter with the same number of
particles, the range of model states obtained at each time step is found to be
wider and the chance to find a good analog of the observations within this
range is bigger. This new data assimilation method has been used success-
fully in different studies about past climate (Dubinkina et al., 2011; Goosse
et al., 2012c,b,a; Mathiot et al., 2013; Mairesse et al., 2013). The tests performed
here contributed to its implementation.
In the twin experiments, we are able to satisfactory reproduce the evolution
of the intensity of the MOC in our model using the information obtained
from annual mean surface temperature. Less satisfactory results are obtained
when one assimilates the geopotential height, suggesting that wind patterns
may not constraint sufficiently the evolution of the MOC. We also tried to
assimilate temperature and geopotential height at the same time, and no im-
provement is shown either. In this case, the degrees of freedom of the system
are probably too high and the sample is then probably too small to have the
chance to find particles displaying reasonable agreement with both the tem-
perature and geopotential height.
The results obtained from the experiments using pseudo-observations of tem-
perature suggest that our method can propose a reasonable reconstruction of
the MOC evolution for the last 155 years making use only of surface air tem-
perature data. The results display a general decline of the MOC over this
period but with some episodes of stronger intensity. A LOVECLIM simula-
tion without data assimilation for the same period also shows a decreasing
trend, but with a much lower decadal variability. The higher variability of
the MOC obtained with the assimilation of surface temperature data in the
model is consistent with the simulated temperature. For instance, the data
assimilation helps the model to follow the 1940 peak of temperature, and con-
sequently simulates a MOC minimum at this time, which was not present in
the experiment without data assimilation. We have to keep in mind that those
results depend on the physics of LOVECLIM, and the use of a different model
could of course lead to different results. However, the method ensures that
the results obtained are in agreement not only with the physics of the model,
but also with the observational data.
Although our results are in good agreement with some other studies, several
other ones do not present the same conclusions. According to Balmaseda et al.
(2007), no consistent evidence of a trend in the MOC over the last 50 years
exists because of the conflict between observational and modelling studies.
Cunningham and Marsh (2010) also warn that the available observations of
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the MOC are still not long enough to detect a trend or to attribute some climate
variability to MOC changes, and that another several decades of measurement
would be necessary. However, for the most recent period, i.e., the last decade,
observations of the strength of the MOC show a decline, which is suggested by
Robson et al. (2014), using observations and model simulations, to be part of a
long-term reduction of the MOC instead of a temporary fluctuation. Here we
propose a new reconstruction of the evolution of the MOC but, for the reasons
just mentioned, it is impossible to further test its validity compared to other
studies. The twin experiments gives reasonably good results, but certainly not
sufficiently good to be confident about our method being able to provide a
totally reliable reconstruction. The differences and lack of robustness between
the tests conducted here (ALL and ATL experiments, and several other similar
tests not shown) lead us to conclude that, even if the information of surface
temperature helps to constrain the MOC, it is not enough to have an accurate
estimate of interannual variations of the MOC. A solution, for instance, would
be to use a more complete set of data in the assimilation process to even better
constrain the ocean dynamics, essentially 3D oceanic data. However, this is
unfortunately not conceivable for long-term studies, as this kind of data is
available only for the recent decades. The study presented in this chapter
has thus pointed out the interest but also the limitations of our methodology,
leaving the question about past reconstructions of the MOC still open.
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ASSIMILATION OF INDIVIDUAL ARCTIC
PROXY RECORDS IN LOVECLIM: IMPACT
OF THE CALIBRATION METHOD ON THE
RESULTS
5.1 Introduction
Different statistical methods can be used to calibrate proxy records against
local temperatures and to combine them in order to provide reconstructions
of hemispheric or global mean temperature, or to reconstruct entire climate
fields, e.g. spatial patterns of past surface temperature (Section 1.2). In the
previous studies performed using our data assimilation methods, both local
and field reconstructions of surface temperature based on proxy records were
used. First, 56 individual local proxy-based reconstructions of temperature
(Mann et al., 2008) have been directly assimilated in LOVECLIM using the
simplified data assimilation method (Crespin et al., 2009; Goosse et al., 2009,
2010b). The selected time series span at least the last 6 centuries and were
scaled locally to instrumental data as described in Chapter 2. Second, in more
recent studies (Goosse et al., 2012c,b), the improved version of the data as-
similation method (detailed in Chapter 4) has been applied in LOVECLIM.
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In those studies, the data constraint is not anymore based on the individual
proxies but on the large-scale surface temperature spatial reconstruction from
Mann et al. (2009), which spans the past 1500 years and uses a larger net-
work of 1209 proxies. The 56 individual series used in the first studies were
processed to obtain a homogeneous data set. The records with sub-annual
resolution were converted to annual mean values, and the records available
only at decadal resolution were interpolated to annual resolution. As both an-
nually and decadally-resolved records were selected, they were all decadally-
smoothed in order to have a common effective temporal resolution. If a grid-
box of the model included more than one proxy, the average was taken before
being scaled to the nearest instrumental grid box. The second reconstruction
also has a decadal resolution and focuses on large-scale features (Mann et al.,
2009). Those procedures result in smoothed time series, or spatially smoothed
fields, that can be efficiently assimilated in LOVECLIM (e.g. Goosse et al.,
2010b, 2012c,b).
Because of this temporal and/or spatial filtering, part of the information in-
cluded in the recorded signal is lost. Consequently, in the present study, we
conduct simulations with the new data assimilation method (Section 4.3.1) but
using directly the raw local proxy-based reconstructions, taking advantage of
additional proxies available over the Arctic to complete the coverage in this
region. The aim of this chapter is similar to the one of Chapter 2, that is, to
obtain a model simulation of past Arctic climate that would be in good agree-
ment with all proxies located in that region. Like in Chapter 2, the a priori
goal was to provide a deeper understanding of mechanisms explaining warm
episodes during the past millennium, but, as explained below, our focus pro-
gressively changed to methodological issues. The novelty of the present study
is the use of the improved version of the data assimilation method and an en-
larged proxy coverage, as well as different ways to process proxy data before
the assimilation. The additional proxy series are selected according to the
significance of their correlation with local temperature, in order to obtain an
estimate of temperature variations at the model grid scale (see Section 5.2.2).
The time series are centered and scaled to produce an estimate of the target
climate variable. The scaling coefficient can be determined in various ways
(Jones et al., 2009). Here we focus on the influence of the choice of this co-
efficient on the results of our data assimilation simulations. Three different
ways to determine this coefficient of calibration are tested: (1) matching the
variance of the record to the one of the temperature record, (2) regression of
the proxy record onto the temperature (direct regression), and (3) regression
of the temperature onto the proxy record (inverse regression). By using the
raw individual proxies, we do not have to rely on reconstructions that assume
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a stability of the teleconnections (Section 1.2) as done in the previous simula-
tions with data assimilation using this new method. However, we still have
to rely on the stationarity of the link between the proxy time series and local
temperature.
In the first part of this chapter, we present the experimental design, and we
describe the proxy network as well as the different calibration methods. The
results obtained using reconstructions calibrated in different ways are com-
pared in Section 5.3.1, and the results of the most satisfying simulations are
analysed and described in more detail in Section 5.3.2.
5.2 Method and data
5.2.1 Proxy data set
The additional proxy data used in this study have been compiled by the PA-
GES Working Group on Arctic climate during the last two millennia (Arctic2k,
http://www.pages-igbp.org/workinggroups/arctic2k). This group is part of
the PAGES 2k Network, composed by 9 regional working groups, focusing on
8 continental-scale regions and the oceans (PAGES 2k Consortium, 2013). In
this framework, 52 time series have been selected for the Arctic region, defined
as the region located north of 60◦N. The climate parameter recorded by those
proxies is considered to be the temperature, but the relationship between the
signal and temperature is not always thought to be linear. The part of the year
represented in the signal varies between the different proxy records. Some of
them reflect annual conditions, but many are representative of just one month
or season. The proxy sources are diverse but are essentially coming from lake
sediments, ice cores and tree rings, and to a lesser extent from speleothems,
marine sediments and historic documents. The set of proxy data is publicly
available (PAGES 2k Consortium, 2013).
After a selection among those records, explained in the following subsection,
10 series have been retained here (Table 5.1). Eight of those proxies come from
tree rings and two from ice cores. The period covered by the records starts in
-100 AD for the longest and 1259 AD for the shortest time series, and finishes
between 1973 AD and 2007 AD. Those new records were combined with the
proxy series from Mann et al. (2008), already used in Chapter 2, to obtain a
good coverage for the whole Northern Hemisphere. The locations of all the
proxies in the Arctic are depicted in Fig. 5.1.
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Figure 5.1: Location of the model gridboxes that contains the 26 proxies in the Arctic region. The
red boxes are the 10 new proxies from PAGES 2k and the blue ones are from Mann et al. (2008).
5.2.2 Screening procedure
The new proxy records were required to meet a series of objective criteria to
be included in the study. First, they must extend back to at least 1400 AD, as in
Chapter 2. Secondly, only the proxy records having an annual resolution have
been kept, corresponding to 34 over the 52 proxies of the database. Lower
resolution proxies, such as those derived from marine sediment cores for in-
stance, were excluded since they do not allow a meaningful calibration against
instrumental data. They have indeed too few degrees of freedom over the in-
strumental period, with data available only for the last one or two centuries at
the best. Finally, the proxies had to be significantly correlated with co-located
instrumental temperature data. In order to be coherent when merging the
two data sets, a similar screening procedure as in Mann et al. (2008) is applied
here. Each series was required to have a statistically significant correlation
(p < 0.10) with the closest instrumental surface temperature gridbox. This
correlation is computed over the entire common time period between proxy
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and instrumental data to have the largest number of degrees of freedom (Ta-
ble 5.1). It is estimated for annual, seasonal or monthly averages according to
the seasonal sensitivity of the proxy.
The instrumental data used to assess the climate signal in the proxy is the
HadCRUT3 surface temperature observations (Brohan et al., 2006), with 5◦×
5◦ resolution. This calibration against local temperature instrumental data is
challenging in a region such as the Arctic, where data are very sparse. In the
case instrumental data are not available in the gridbox where the proxy record
is located, a neighboring grid point is taken.
5.2.3 Calibration of proxies against instrumental temperature data
After the screening of the proxy data, the local temperature is reconstructed
through a linear regression using the HadCRUT3 data. Simple standard meth-
ods determine the relationship between the two series over a calibration pe-
riod during which they are both available. The climate variable of interest
is then deduced from this relationship over the whole reconstruction period
(e.g. Juckes et al., 2007). According to the method employed, different ways
to carry out this operation can be considered (Jones et al., 2009). In this study,
three different approaches of calibration have been used and tested. First, the
variance of the proxy record is matched to the one of the instrumental record.
We have also considered two different linear regression models, the direct and
indirect regression, differing on the choice of the variable considered indepen-
dent and the variable considered dependent. These different approaches are
explained in the following subsections.
Matching variance
The calibration is performed here as it was done, for instance, by Mann et al.
(2008) in the CPS (composite-plus-scale) approach (see also Mann and Jones,
2003; Moberg et al., 2005; D’Arrigo et al., 2006). This scaling approach consists
in adjusting the mean and variance of the proxy to the instrumental temper-
ature data over the calibration period (here the entire common time period
between proxy and instrumental data). Each proxy record is first standard-
ized by removing the long-term mean and by dividing it by the standard de-
viation. The proxy series is then centered so that the mean of the time series
is equal to the mean of the target instrumental series, over the defined pe-
riod of overlap, and finally multiplied to have the same standard deviation
as the nearest available proxy data. This technique, referred to as “inflating“
in statistical downscaling, is not meaningful according to von Storch (1999),
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because it does not guarantee that the climatic signal have the right variance,
since all local variability is not related to large-scale variability.
Direct regression
The direct regression is another CPS method (e.g. Briffa and Osborn, 2002).
In this approach, we are interested in predicting the temperature T from the
proxy time series P, and choose the temperature T as the dependent variable
and the proxy data P as the independent variable. The corresponding equa-
tion is
T = αP+ β
where the equation coefficients α and β are determined by least square fit. This
approach is known to significantly underestimate the amplitude of the vari-
ability and of the trends (e.g. Christiansen, 2011). Indeed, the reconstructed
amplitudes are scaled by the correlation between T and P: α = σP,T/σ2P, where
σP,T denotes the covariance and σ2P the variance. Then α = ρσT/σP, where ρ is
the correlation between T and P (ρ < 1, mostly on the order of 0.2 to 0.6 (Table
5.1)). Then, the variance of the estimated temperature T∗ is σ2T∗ = ρ
2σ2T < σ
2
T
(von Storch et al., 2004).
Indirect regression
Here, the calibration of each proxy against local temperature is done by re-
gressing the proxy on the instrumental data and then by inverting the regres-
sion slope to predict the local temperature at each proxy location (Moberg,
2012). This is done, for instance, in the so-called LOC (local) method (Chris-
tiansen, 2011; Christiansen and Ljungqvist, 2011). The proxy data P is then the
dependent variable and the temperature T is the independent variable. The
indirect regression equation is
P = γT + δ
where the equation coefficients γ and δ are determined by least square fit. The
equation relating a proxy P to the corresponding local temperature T is then
T = (P− δ)/γ
The disadvantage of this method is that, preserving the low-frequency vari-
ability, it results in an exaggerated high-frequency variability (Moberg, 2012).
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5.2.4 Experimental design
The model LOVECLIM, described in Sections 2.2 and 3.2, is constrained by
the proxy-based reconstructions calibrated as explained in Section 5.2.3 us-
ing a particle filter. The data assimilation method is applied as in Chapter 4.
Please refer to Section 4.3.1 for the details about this technique. The version
of the model used here, LOVECLIM1.3, slightly differs from the version used
in the 3 previous chapters, the main improvement is in the way the perturba-
tions within the ensemble are applied in order to avoid a bias present in the
previous approach. The perturbed variable is now the air surface temperature
instead of the atmospheric streamfunction, as tests using this methodology
have shown that it assumes a more symmetric distribution of the ensemble
around its mean compared to the previous one. The experiments starts in 850
AD, the initial conditions being derived as for the simulations presented in
Chapter 3. Three different simulations are conducted, differing in the way
the assimilated reconstructions are calibrated: matching variance, direct re-
gression and indirect regression. They are named VAR, DIR and IND, respec-
tively. As the indirect regression calibration method provides a more noisy
signal than the direct regression method, a larger proxy error is chosen in this
case. This choice is made arbitrarily here. The value of the error is 2.0◦C for
IND, compared to 0.5◦C for VAR and DIR. The scaling factor for the error of
representativeness is fixed to 1.5. The choice of a different proxy error or scal-
ing factor would lead to a different number of particles kept at each analysis
step.
Acronym Data assimilation method Proxy series assimilated
NOD None, Ensemble mean None
ONE None, Single simulation None
SPA Particle filter Spatial reconstruction (Mann et al., 2009)
OLD Simplified particle filter (Mann et al., 2008) + new set of proxies,
variance matching calibration
VAR Particle filter (Mann et al., 2008) + new set of proxies,
variance matching calibration
DIR Particle filter (Mann et al., 2008) + new set of proxies,
direct regression calibration
IND Particle filter (Mann et al., 2008) + new set of proxies,
indirect regression calibration
Table 5.2: List of the experiments performed or analysed in this study.
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A simulation, named OLD, is also run with the previous version of the data as-
similation method (Chapter 2), using the proxies calibrated by matching vari-
ance. As the proxy records from Mann et al. (2008) end in 1996, the simulations
are stopped at this time. Those simulations are compared with a simulation
(SPA) in which the spatial reconstruction of temperature of Mann et al. (2009)
was assimilated. The results of this experiment are discussed in Goosse et al.
(2012c,b). An ensemble of 10 simulations without data assimilation (NOD) is
also provided as a reference. This ensemble is similar to the one described in
Chapter 3, but runs with the version 1.3 of LOVECLIM. Both the ensemble
mean and a single member of this ensemble (ONE) are analysed, the latter be-
ing used to estimate the magnitude of the internal climate variability of LOVE-
CLIM without data assimilation. A summary of the different experiments is
given in Table 5.2.
5.3 Results
5.3.1 Comparison of the different simulations
By comparing the different types of simulations described above, this section
aims to answer some questions about the methodology, both about the data
assimilation method employed and about the proxy data used and the way to
treat them. We can summarize those questions as follows.
• What are the skills and improvements of the new data assimilation me-
thod compared to the previous one?
• Are local constraints obtained by individual proxies enough to obtain
good results at a much larger scale?
• What is the best way to calibrate local proxies in data assimilation ex-
periments?
The main results of this section are grouped in Tables 5.3 to 5.7, where the
model results are compared to proxy data through the computation of corre-
lations. They are separated in two periods: the last 1150 years and the last 150
years. The surface temperature results of all the simulations performed in the
framework of this study, for each location where the new proxies are avail-
able, are depicted in Fig. 5.2. The proxy-based reconstructions that have been
calibrated by variance matching are also depicted. The reconstructions cali-
brated in a different way have the same evolution but different variances. The
results are compared with the PAGES2k proxy-based reconstruction of Arctic
temperature and the available instrumental data (Fig. 5.4 and 5.5).
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Simulations without and with data assimilation
As already pointed out in the previous chapters of this thesis, the simula-
tions performed with LOVECLIM without data assimilation, driven by an-
thropogenic and natural forcings over the last millennium, are able to capture
the general tendencies of regional or global mean climate, but have nearly
no skill at the local scale compared to observational and proxy data. As ex-
pected, the simulations with data assimilation using the new set of proxies
(OLD, VAR, DIR and IND) provide surface temperatures that are locally much
more consistent with those assimilated proxies than the results obtained from
the simulations without data assimilation (NOD). This is true for the period
covering the last millennium (Table 5.3, Fig. 5.2) as well as the industrial pe-
riod (Table 5.4). The mean of the correlation between model and proxies at the
10 locations is almost zero for the NOD experiment for both periods.
The model results over the industrial period have also been compared with
the instrumental data that have been used to calibrate the assimilated new set
of proxies (Brohan et al., 2006). The correlation between those instrumental
data and the proxies that passed the screening procedure is never very high,
due to the fact that proxy data include not only a climatic signal, but also a
residual variance, uncorrelated with the true state of the climate, considered
as noise. On average for the 10 new proxies, this correlation is 0.43 (Table
5.1). The relatively weak common climatic signal between model results and
HadCRUT3 data suggests that the signal to noise ratio is small in the prox-
ies. The correlations between model simulations with data assimilation and
the proxies over the industrial period are similar, and even better at some
locations (Table 5.4). Unfortunately, the correlations between the simulated
local temperature and the instrumental data at the locations of proxies (Table
5.5) are far from reaching the correlations obtained over the calibration period
between the proxy and instrumental data. The improvement brought by data
assimilation is much larger when the proxy themselves are considered instead
of the HadCRUT3 data. This means that the simulations with data assimila-
tion are not able to extract the climatic signal from the proxies but follow as
well the non-climatic noise.
On a regional average over the Arctic (defined as the region located north-
ward of 60◦N), the quality of the results is not considerably different in the
model without data assimilation than in the experiments with data assimila-
tion. The correlation over the last millennium between the mean of the proxies
in that region (10 new proxies + 16 proxies from Mann et al. (2008)) and the
NOD experiment is nearly the same as the mean of the correlations for the four
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Figure 5.2: Time series of the proxy-based reconstructions calibrated by variance matching
(black, right axis) and the surface temperature anomaly (◦C) for the different model simulations
(left axis): NOD (yellow), OLD (gray), VAR (blue), DIR (red), IND (green), for seasonal or annual
mean, depending on the part of the year influencing the proxy signal (Table 5.1). The reference
period is 1901-1970. A 41-year running mean has been applied to the time series. The correlation
between each time series and the proxy-based reconstruction is given in Table 5.3.
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mentioned simulations with data assimilation (Table 5.6). The correlation for
the last 150 years is a little bit smaller in NOD compared to the others but re-
mains similar. The reason of this relatively good correlation between the Arc-
tic mean proxy series and NOD is interpreted here by the fact that the forcing
anomalies are sufficiently strong to drive the dominant long-term tendencies.
A single simulation (ONE) has a lower correlation, since the noise due to the
internal variability masks the forced signal, which is not the case in an ensem-
ble mean, where this noise is reduced because of the averaging. The results
of the correlation with NOD have, however, to be taken with caution, because
even though some long-term trends are correct, the multidecadal variability is
less consistent. Some special events are not captured in this simulation, as for
instance the warming peak in the 1930s (Figs. 5.3 and 5.4).
Proxy NOD ONE SPA OLD VAR DIR IND
1 0.11 0.04 0.24 0.22 0.34 0.32 0.27
2 0.02 0.02 -0.04 0.21 0.30 0.09 0.60
3 0.04 0.07 0.08 0.42 0.51 0.22 0.82
4 0.10 0.02 0.20 0.34 0.43 0.15 0.71
5 0.03 0.00 -0.02 0.41 0.66 0.48 0.70
6 0.00 0.03 0.10 0.68 0.60 0.50 0.66
7 0.10 0.04 0.10 0.52 0.53 0.45 0.58
8 0.08 0.00 0.12 0.21 0.39 0.30 0.35
9 0.04 -0.01 0.03 0.66 0.78 0.66 0.81
10 0.23 0.09 0.31 0.16 0.41 0.35 0.27
Mean 0.08 0.03 0.11 0.38 0.50 0.35 0.58
Table 5.3: Local correlation for the 1147 years of simulations (850-1996) between the surface
temperatures from each simulation and the individual proxy data.
Simple and improved data assimilation methods
The improvement obtained using the particle filter instead of the previous
data assimilation method has already been illustrated for the ocean in the
experiments performed in Chapter 4. In this study, the difference is not as
marked, but some improvement can be pointed out, particularly at local scale.
The comparison between experiments OLD and VAR over the entire past mil-
lennium (Table 5.3, Fig. 5.2) indicates a better correlation between individual
proxies and model results at the proxy locations, at every point except one.
The mean of the correlations at the 10 locations rises from 0.38 to 0.50. This
indicates a better capacity of the particle filter to capture the local information
of proxy records.
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Proxy NOD ONE SPA OLD VAR DIR IND
1 0.34 0.11 0.37 0.2 0.44 0.45 0.42
2 0.02 -0.06 -0.03 0.03 0.3 0.04 0.57
3 0.11 0.07 0.15 0.35 0.59 0.28 0.69
4 0.10 0.07 0.12 0.37 0.41 0.18 0.72
5 -0.10 -0.13 -0.1 0.26 0.66 0.45 0.68
6 0.07 -0.09 0.24 0.48 0.54 0.46 0.59
7 0.05 -0.04 0.16 0.46 0.59 0.47 0.66
8 0.10 -0.02 0.17 0.15 0.53 0.28 0.36
9 0.12 -0.01 0.06 0.58 0.86 0.71 0.85
10 0.30 0.26 0.51 0.07 0.42 0.46 0.37
Mean 0.11 0.02 0.16 0.30 0.53 0.38 0.59
Table 5.4: Local correlation over the period 1850-1996 between the surface temperatures from
each simulation and the individual proxy data.
Location NOD ONE SPA OLD VAR DIR IND
1 0.11 0.1 0.22 0.14 0.32 0.24 0.28
2 0.26 0.14 0.34 0.29 -0.01 0.28 0.33
3 -0.15 -0.03 -0.01 0.17 0.04 -0.07 0.11
4 0.07 -0.02 0.09 0.11 0.14 0.07 0.31
5 -0.13 -0.37 -0.05 -0.16 0.11 -0.13 0.08
6 0.12 -0.03 0.16 0.12 0.2 0.17 0.14
7 -0.10 -0.22 0.15 -0.14 0.08 -0.06 0.07
8 0.20 0.01 0.17 0.16 0.39 0.19 0.35
9 0.03 -0.09 0.18 0.07 -0.13 -0.1 -0.09
10 0.23 0.15 0.25 0.22 0.29 0.4 0.29
Mean 0.06 -0.04 0.15 0.10 0.14 0.10 0.19
Table 5.5: Local correlation over the period 1850-1996 between the surface temperatures from
each simulation and the HadCRUT3 data, at the locations of the new proxy data.
Nevertheless, this seems not to be enough to improve the constraint at a larger
scale. The correlation between the model results averaged over the Arctic re-
gion and the mean of the proxies is lower when using the particle filter (Table
5.6, Fig. 5.3). That means that the model, trying to follow as closely as possi-
ble each individual proxy (the correlation is sometimes locally higher between
model simulations and proxies than between proxies and instrumental data),
fails to catch the more global picture. This will be discussed in more detail
in Section 5.4. Focusing the analysis over the last 150 years, the conclusions
remain the same.
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Figure 5.3: Anomaly in annual mean surface temperature (◦C) averaged over the Arctic for the
different model simulations: NOD (yellow), OLD (gray), VAR (blue), DIR (red), IND (green). The
black line corresponds to the average of the proxy series used to constrain the model over the
Arctic (calibration of the new proxies using variance matching). The reference period is 1901-
1970. A 41-year running mean has been applied to the time series. The correlation between each
time series and the proxies is given in Table 5.6.
An additional experiment has been run using the particle filter and only the
proxies from Mann et al. (2008), as in Chapter 2, to analyse the effect of adding
the new proxies (not shown). As expected, the correlation with the individual
new proxies is similar to NOD. Those proxies are not used in the assimilation
process and the constraint from the selected data is not able to bring consis-
tent information at the location of those new proxies. However, interestingly
enough, the correlation for the Arctic region between this experiment and the
PAGES2k reconstruction over the last 1150 years (0.42), or the correlation with
the mean of all the proxies over the last 150 years (0.73), is higher than for the
experiments using also the 10 new proxies. This suggests that an incoherence
between these new proxies prevents the model to find spatial patterns in good
agreement with the Arctic mean (see Section 5.4).
Spatial and individual proxy-based reconstructions
The experiment conducted with a spatial reconstruction (SPA) demonstrates
the higher consistency between model results and the assimilated data when
the latter are processed and filtered via a statistical model (reconstruction from
Mann et al. (2009)). Implicitely, using such an approach is a convenient way
to take into account the limitations of the model. The filtering process reduces
considerably the noise in the proxies, and the spatial coherency within the
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Figure 5.4: Anomaly in annual mean surface temperature (◦C) averaged over the Arctic for the
different model simulations: NOD (yellow), OLD (gray), VAR (blue), DIR (red), IND (green).
The black line corresponds to the average of the proxy series used to constrain the model over
the Arctic (calibration of the new proxies using variance matching) and the purple line to the
HadCRUT3 data (Brohan et al., 2006). The reference period is 1901-1970. A 21-year running mean
has been applied to the time series. The correlation between each time series and the proxies is
given in Table 5.6.
data is much better compared to individual proxy records. Consequently, the
model can more easily follow this clear large-scale spatial structure and then
the Arctic mean. Indeed, the correlation between the Arctic mean tempera-
ture from the spatial reconstruction (not shown) and the model results is high
in the SPA experiment (almost 0.80), and the correlation between the mean of
the individual proxies and SPA is also higher than the correlations between
the mean of the individual proxies and the experiments with assimilation of
these proxies (Table 5.6). The correlation between the SPA experiment and
the PAGES2k reconstruction is less satisfactory, which is explained by the fact
that the selected proxy data and the reconstruction method are not the same
than those of the spatial reconstruction. It is, however, the highest from all the
experiments. On the other hand, this high consistency at the scale of the Arc-
tic comes along with a much lower local correlation with the new individual
proxy data, reaching a mean similar to NOD (0.11) (Table 5.3). Nevertheless,
at the locations of the new proxies, the local correlation between model results
and the spatial reconstruction assimilated in SPA is good, averaging 0.66 for
the 5 series available in this area. This proves that there is not much local com-
mon signal between the individual new proxies and the spatial reconstruction
from Mann et al. (2009).
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Corr with NOD ONE SPA OLD VAR DIR IND
850-1996 Proxies mean 0.33 0.17 0.50 0.40 0.20 0.30 0.38
Pages2k 0.41 0.21 0.48 0.35 0.29 0.32 0.36
1850-1996 Proxies mean 0.50 0.24 0.63 0.62 0.48 0.55 0.67
HadCRUT3 0.48 0.28 0.60 0.47 0.38 0.44 0.47
Table 5.6: Correlation for the periods 850-1996 and 1850-1996 between Arctic mean temperature
for each simulation and different time series: the mean over the Arctic of the set of proxy-based
reconstructions used in this study (calibrated by variance matching, except for DIR and IND,
where the corresponding calibration method is used), the Arctic reconstruction of PAGES2k, and
the HadCRUT3 data averaged over the Arctic.
Effect of the proxies calibration method
Among the three different simulations using the particle filter (VAR, DIR and
IND), the one that assimilates the proxies having been calibrated with the indi-
rect regression method, IND, provides the best results, both at local and Arctic
scales (Tables 5.3 to 5.6, Figs. 5.2 and 5.3). The local temperature correlations
with the local proxy time series are better than any other simulation, reaching
up to 0.82 at one location point, and the comparison with the Arctic mean se-
ries has a similar value than in OLD. On the other hand, the DIR experiment
is clearly the less satisfactory one, with local correlations with the proxies sim-
ilar to OLD.
The results obtained assimilating the new set of proxies are unfortunately not
entirely satisfactory for Arctic mean conditions, since they do not bring any
improvement to the agreement with Arctic mean proxy-based temperature
reconstructions or HadCRUT3 data (Table 5.6). Here again, an incompatibil-
ity between the various proxies according to the physics of the model might
be a possible explanation (see Section 5.4). The model is probably not able to
follow all the time series simultaneously. As the average of the available prox-
ies over the Arctic are not necessarily representative of the mean conditions
in that region, the comparison is also made for the reconstruction of Arctic
temperatures from the PAGES2k group (Table 5.6). The comparison with this
reconstruction gives the same conclusions (Fig. 5.5, the only depicted experi-
ment is IND to improve readability). The correlation between the mean of the
individual proxy-based and PAGES2k reconstructions is 0.60 over the period
850-1996 and 0.74 over 1850-1996.
In addition to the information brought by the correlations, the magnitude of
the signal for the last 150 years has been estimated by computing the stan-
dard deviation of temperature time series from simulations and proxy-based
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reconstructions (Table 5.7). This enables us to assess if the signal simulated
by LOVECLIM preserves the amplitude of the observed one. The variances of
NOD and ONE experiments inform us about the magnitude of the forced and
natural variabilities respectively, simulated by LOVECLIM during this period
and at these particular locations. An individual simulation is characterized
by a standard deviation of 1.75 on average, while the ensemble mean of ten
simulations has a value smaller by a factor of 2.8 (the reduction of the inter-
nal variability in an ensemble mean decreases as the inverse square root of
the number of members, a factor three in this case). Compared to the corre-
sponding standard deviation in the HadCRUT3 temperature data, which is
approximately 1.50 (same as proxies VAR in Table 5.7), it shows the expected
lack of variability in NOD, confirmed when looking at the time series depicted
in Fig. 5.2. The standard deviation in SPA is of the same order of magnitude
as in NOD and has then the same problem. Concerning the other data assim-
ilation experiments, their variances strongly depend on the method selected
to calibrate the proxies and the data assimilation method. As only one mem-
ber is kept during the data assimilation procedure in OLD, the variance is not
reduced by an average of several ensemble members. It is thus of the same or-
der as ONE and very similar to the instrumental data or the assimilated proxy
VAR variances. The signal simulated in DIR appears clearly underestimated,
just as the signal recorded in the proxy-based reconstructions calibrated by di-
rect regression, and has a similar amplitude as in NOD. The calibration via the
Figure 5.5: Anomaly in annual mean surface temperature (◦C) averaged over the Arctic for
the IND simulation (green) and the PAGES2k reconstruction (black) with error bars (grey). The
reference period is 1901-1970. A 41-year running mean has been applied to the time series. The
correlation between the time series is given in Table 5.6.
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indirect regression and the variance matching leads to higher variances of the
proxy-based reconstructions that consequently drive a higher variance of the
simulation which uses them. This still leads to a clear underestimation of the
variance in VAR. The indirect regression overestimates the variability of the
proxy-based reconstructions inducing a higher variability in IND, but which is
much lower than the one of the reconstructions themselves. So, the IND sim-
ulation has the advantage of following the low frequency forced signal, but
without neglecting the high frequency variability, resulting in a variance not
so far from the instrumental data. It is important to note at this point that the
amount of kept particles in VAR, DIR and IND are approximately the same,
20, 25 and 24%, respectively, and the ensemble mean is then not responsible
for the difference in the computed variances. Furthermore, the local variance
in IND is similar to the one of OLD, but the local correlation is much lower for
the latter, meaning that a large part of the variability is unconstrained noise.
5.3.2 Warm periods
The previous section has allowed selecting IND as the simulation that is the
most consistent with the proxy-based temperature reconstructions at both lo-
cal and Arctic scales. We focus here on five 40-year long warm periods ob-
served during the last 1000 years in the mean of the 26 proxy series located
north of 60◦N (Fig. 5.6). Specifically, the goal is to understand, by analysing
the spatial patterns of anomalies, the reasons for potential mismatches be-
tween the results of IND, the assimilated proxy series, and other statistical
reconstructions. The results are also compared to NOD to identify the forced
signal in LOVECLIM. Considering the low skills of the method, we will not
enter into much details, as these results are not presented as a realistic rep-
resentation of past climate changes, but just as a qualitative indication of the
behaviour of our model with data assimilation. The five warm periods were
chosen as the five maxima in the time series of the proxy data average over
the Arctic, after applying a 41-year running mean (black curve in Fig. 5.3).
The first warm period (990-1030) is characterized by much warmer conditions
in the mean of the proxies than in the model simulations (Fig. 5.3). Posi-
tive anomalies of surface temperature (compared to the period 1600-1950) are
recorded in all the proxies, except for 2 proxies located in Alaska and the Cana-
dian Archipelago (Fig. 5.6). The variability of the signal of some proxies is
particularly large (Fig. 5.2), and the temperature anomaly recorded is proba-
bly exaggerated by the calibration using the indirect regression method. This
seems particularly clear for the northernmost proxy (proxy 3), the one situated
near Svalbard, which probably highly influences the warming observed in the
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Figure 5.6: Anomaly in annual mean surface temperature (◦C) over 5 different warm periods for
the proxy-based reconstructions calibrated by indirect regression and the NOD and IND simula-
tions (3 first columns) (note that the scale is different in the different columns). Anomaly in annual
mean geopotential height at 800 hPa (m2s−2) over the 5 warm periods for the IND simulation (last
column). The reference period is 1600-1950.
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Barents Sea in IND. The NOD experiment displays also a warming but the
signal is more homogeneous, with a maximum west of Svalbard. A cooling
present in NOD over Baffin Bay is also shifted westwards in IND, likely fol-
lowing the signal of the cooler proxy located in Alaska. In this region, a record
became available after year 1200, close to the longer one. These two proxies
seem to be in contradiction with each other over a large period (correlation
of 0.04 ). The dynamics of the model is not able to follow the two opposite
anomalies in neighboring grids and will favor the negative anomaly in the 3
following warm periods. Periods spanning 1405-1445 and 1480-1520 present
similar patterns of anomaly. The main differences before and after the assimi-
lation of proxy-based reconstructions is an important cooling over Greenland
in NOD almost nonexistent in IND (here again, two opposite estimates of sur-
face temperature are deduced from the proxies in this area), a stronger warm-
ing over the Barents Sea in IND (always imposed by the very warm proxy near
Svalbard), and a stronger and more extended cooling in Alaska and northern
Canada. As there is no difference between the external forcing applied in
the simulations with and without data assimilation, the differences between
the spatial patterns of surface temperature between NOD and IND can be ex-
plained by dynamical changes. The magnitude of the changes in atmospheric
circulation are generally higher in IND than in NOD in the different warm
periods (not shown). The spatial patterns of anomaly related to the first three
warm periods in IND (Fig. 5.6) are explained by similar modes in the model:
lower geopotential height over the Nordic Seas and Greenland, and higher
geopotential height over the Eurasian Arctic. This leads to a strengthening
of the southerly winds in the Barents Seas. A lower geopotential height over
the Canadian Archipelago and a higher one over the Pacific Ocean explain the
cooling over Alaska by enhanced northerly winds. The 1480-1520 period was
analysed also in Chapter 2. The spatial pattern of anomaly obtained with the
previous data assimilation method is not consistent everywhere with the new
one. The warming over the Barents Sea is common to both simulations and
is explained by the negative anomaly in geopotential height over Greenland.
However, while the previous method presents a warming over the Canadian
Archipelago, IND suggests a cooling there, which is most probably due to the
constraint of the cold proxy in Alaska that was not present before. The lower
geopotential height present over Alaska in the previous simulation, is now lo-
cated over the Canadian Archipelago.
During the relatively warm episode which occurs between 1725 and 1765, the
period known as the Little Ice Age, the warming of the Arctic deduced from
the proxy records is less obvious in IND. A cooling over a large area, not sim-
ulated in NOD, seems to predominate. Three proxies located in the western
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Siberian region (around 70◦E) record a cooling that is probably responsible
for the changes in wind patterns (enhanced winds from Siberia to the north)
and then for the cooling in central Arctic, northern Canada and Alaska. The
increase of mean surface temperature starting at the end of the 17th century in
IND ends earlier than in the proxies, and the temperature is already decreas-
ing when the maximum is reached in the proxies (Fig. 5.3).
The warming over the period 1920-1960 is more spatially homogeneous. All
the proxies indicate a warming, expect one over Greenland that is not fol-
lowed by the model. The higher warming over Svalbard leads to a higher
warming over that region in IND, as in the other periods. The mean tempera-
tures during this period are not correctly represented in LOVECLIM without
data assimilation (Fig. 5.4), the warming of the 20th century is constant and
does not peak around 1930 as it should according to the proxy or instrumental
data. In this case, the data assimilation helps the model in the good direction,
provided that the variability of the assimilated proxies is not underestimated
as it is in DIR.
5.4 Discussion and conclusions
Our simulations without data assimilation have informed us that LOVECLIM
fails to reproduce the observed local changes in the Arctic over the last mil-
lennium, but that the forcings anomalies are sufficiently strong to drive the
principal tendencies for the large-scale or globally averaged changes. In an
attempt of improving the local agreement, the use of data assimilation proves
to be an efficient and robust constraint on the simulated climate variability, as
already showed in previous studies using data assimilation over the last mil-
lennium (Crespin et al., 2009; Goosse et al., 2010b, 2012c,b). The improvement
at the scale of the Arctic is, however, relatively low.
The possible reasons that could explain the mediocre correlation of the av-
eraged conditions between model results and proxy data in the Arctic are
numerous. Firstly, the comparison between the Arctic mean simulated tem-
perature and the mean of the 26 assimilated proxies has to be tempered, as the
number of those proxies is probably too small to estimate correctly the mean
over the region. Indeed, the proxy records do not cover the entire region, but
just some specific locations that might not be representative of the averaged
conditions. Furthermore, the model results and proxy data do not necessarily
represent the climate at the same scale, the model gridbox representing much
larger-scale conditions than the proxy data which can be influenced by local
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climate variations.
Secondly, the proxy information can be in disagreement with the physics of
the model. The proxy series themselves are characterized by a high uncer-
tainty concerning their ability to reproduce both high and low frequency cli-
mate variations, and contains then a big part of non-climatic information.
There is also uncertainties in the forcing and in certain physical processes sim-
ulated by LOVECLIM. The fact that our model simulations with data assimila-
tion are not strongly correlated with the instrumental data, but present much
better correlations with the proxy series over that period, suggests that the
model might be reproducing a large part of the non-climatic noise recorded in
the proxies. Also, the individual proxies are not correlated one to the other,
and certain patterns imposed by the proxies may present spatial inconsisten-
cies that the model will be unable to follow. Opposite information between the
signals recorded by nearby located proxies can lead to bias in the teleconnec-
tions simulated in the model. Ideally, the model should follow the proxy time
series that are the most consistent with the large-scale dynamics of the model.
For instance, Mairesse et al. (2013) arrive to the same conclusion concerning
proxies of the Holocene. The comparison of our results with the experiment
SPA suggests that the statistical models used to spatially reconstruct tempera-
ture from proxy data are more efficient than the climate simulation with data
assimilation used here to get rid of the noise in the proxies. The filtering pro-
cesses applied in those reconstructions reduce the spatial inconsistencies that
exist with individual and non-treated proxies. This advantage comes along
with the disadvantage of a reconstruction based on the stability of teleconnec-
tions, as discussed in Section 1.2.
Keeping in mind the limitations of the proxies, one goal of the present study
was to determine the best way to calibrate the proxy series using instrumen-
tal data. In our study, the best calibration option is the indirect regression.
This is consistent with the assumption of the data assimilation technique that
the assimilated data contain both the climatic signal and an additional noise.
Because of the assumed presence of non-climatic noise, the magnitude of the
variance of assimilated data has then to be higher than the one of the less noisy
observations. This is obtained using the indirect regression, contrarily to the
direct regression which underestimates the variance of the signal. This result
is in agreement with the study of Sundberg et al. (2012) who also propose to
use indirect regression in their statistical framework for evaluation of climate
model simulations.
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Finally, we have shown that the skill of our method is low at local scale. The
model is able to follow the signal recorded in the assimilated proxies, but is not
able to reconstruct the signal where no proxy series exists. Furthermore, the
method is extremely sensitive to one additional proxy, and thus to the poten-
tial biases in this proxy. This leads us to conclude on the necessity of applying
a spatial filter to the proxy-based reconstructions before assimilation, since the
model is not able to filter the signal during the process. This seems particu-
larly essential when the information recorded in different proxies seems too
disparate. A larger number of climatic proxies and a spatial filtering of those
proxies appear then to be required to get the best of the assimilation method
in the present framework.
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CONCLUSION
In this final section, a synthesis of the answers to the main questions raised
in the introduction of this thesis is proposed. The principal limitations of our
methodology are then summarized, and, finally, some perspectives for future
studies are presented.
The main goal of this PhD thesis was to propose an interpretation of some im-
portant past changes in the Arctic climate and possible explanations of their
origins. In this context, the data assimilation technique proved to be a very
useful tool. It can provide information that cannot be obtained using uniquely
the “ground truth” (that is the proxy data), such as physically consistent large-
scale patterns, climate variables not recorded in the proxies, etc. This allows
formulating hypotheses of dynamical processes and mechanisms that could
explain the observed changes in past Arctic climate.
The first application of the data assimilation method led us to propose a mech-
anism explaining the cause of a particularly warm period simulated in the
Arctic at the end of the 15th century, a period that appears in our simulations
to be one of the warmest episodes of the last millennium before the industrial
period. As expected, the simulations obtained follow the signal recorded in
the majority of the proxies. The results obtained with data assimilation, used
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in conjunction with those from simulations without data assimilation (which
estimate the response of the system to external forcings), helped us to establish
qualitatively the role of internal versus external causes in Arctic climate vari-
ations. In particular, the changes occurring during the 15th century warming
appear to be related to the internal variability of the system. In parallel to the
simulation with data assimilation, we took advantage of a set of simulations
run with different external forcings taken individually, in order to clarify the
role played by each of them in the observed variations of past Arctic climate
as summarized below.
The analysis of the role of internal variability and external forcings in the ob-
served changes was a central theme of this thesis, and was successfully ac-
complished. Our approach permitted to estimate whether a particular event
appeared related to any forcing or not. The main outcomes resulting from this
analysis are as follows. The relative contribution of forced and internal vari-
ability is principally dependent on the time scale. External forcings seem to
play a larger role for low frequency variations, while at shorter time scales,
such as multidecadal variations, the response generally appears largely dom-
inated by internal variability. Such events can be identified if they are repro-
duced by the model only if it is constrained by data assimilation. The different
external forcings all contribute to the simulated temperature changes, but in
different proportions, and with some marked differences according to the pe-
riod of the year considered. The influence of the astronomical forcing, for
instance, is very low on an annual average, but it plays a dominant role on
long-term trends with a magnitude (and sign) that differs from one season to
another. It is at the origin of the positive long-term temperature trend in spring
and of the negative one during the other seasons, before the beginning of the
industrial period. The magnitude of the response to greenhouse gas and, more
surprisingly, land use forcings is also different between seasons. On the other
hand, the impact of solar and volcanic forcings is similar throughout the year.
Finally, the responses to all the external forcings are amplified in the Arctic
region by positive feedbacks involving sea ice and snow.
Despite those satisfactory results, many aspects of the data assimilation me-
thod appeared to leave considerable room for improvement. A main part of
this thesis was devoted to this improvement of the methodology, keeping in
mind the original aim to obtain a satisfactory reconstruction of Arctic past cli-
mate as a necessary step for a better understanding of the dynamics of the
system. A better use of the information contained in the different ensemble
members, a more efficient way to generate the different initial conditions for
each member, and the inclusion of proxy data uncertainties, were some as-
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pects of the method that were refined in collaboration with colleagues of the
Georges Lemaître Centre for Earth and Climate Research. In the context of this
thesis, we first tackled the problem of the oceanic variability which appeared
unconstrained by the data assimilation process in our first experiments. How-
ever, it is essential to estimate correctly the changes of oceanic heat transport
from the North Atlantic to the Arctic. To respond to this concern, we tested
a new methodology to reconstruct past changes of the MOC. With a series of
simulations that contributed to the development of a new version of the data
assimilation method, we proved that this new version brought large improve-
ments to the results. We were able to satisfactorily estimate past changes of the
MOC in twin experiments using only annual mean surface temperature data.
The lack of robustness among the existent reconstructions of the MOC unfor-
tunately prevented us to validate our methodology in realistic conditions.
With the revisited and improved version of the data assimilation method, we
undertook another attempt of reconstructing and interpret climate changes of
the past millennium in the Arctic. A major novelty, additionally to the new
data assimilation method, was to extend the set of assimilated proxies. Those
new proxies were not treated the same way as the ones used in our first study.
The results obtained after their assimilation opened a new important question
on the best way to calibrate the proxy data against observed temperature data
to take the recorded signal into account in an optimal way during the assimi-
lation process. Our conclusion is that a calibration by indirect regression must
be preferred, leading to a variance of the assimilated data larger than the one
of the instrumental observations.
Limitations
The results obtained in this thesis have to be interpreted taking into account
the limitations of our methodology. An important obstacle is the lack of avail-
able proxy data, particularly in the Arctic region. Although important efforts
are being made to increase the coverage in that region, there are still important
gaps. Because of this, the results of the simulations with data assimilation are
less robust in areas with poor data coverage as, for instance, in regions such
as eastern Siberia or northern Canada and over the oceans. Another problem
concerning proxy data is the incompatibility that they sometimes present be-
tween each other. When the local temperature reconstructions derived from
nearby proxies are inconsistent according to the model physics, i.e., the model
is not able to follow the constraint imposed by the proxy time series, the data
assimilation is not performed properly in that region, the system being gener-
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ally not able to distinguish which one is the most reliable.
We also have to keep in mind that LOVECLIM is an Earth system model of
intermediate complexity, with a coarse resolution and a highly simplified rep-
resentation of the atmospheric dynamics. The dynamical response of the at-
mosphere to forcings can thus be biased, and we may attribute to an internal
cause a change that should in reality be attributed to a response to an ex-
ternal forcing. More generally, it is challenging to determine the origin of a
particular pattern observed during a past period and the true role of internal
variability compared to the forced one in circulation changes. For instance,
when attributing a change to the internal variability of the system rather than
to an external cause, we cannot exclude a bias in the model response to the
forcings, but also in the reconstructions of forcings used in our simulations.
Indeed, our results depend on our choice of forcing estimates and their uncer-
tainties. Selecting another solar forcing, for example, could lead to different
conclusions on the interpretation of past climate changes.
Finally, because of the low robustness of some of our results, one of the aims
of this thesis could not be totally achieved: the uncertainties in the simulations
with data assimilation did not allow us to perform an extensive analysis of the
mechanisms driving the climate variability. More particularly, we could not
conclude our study of warm episodes of the last millennium in the Arctic and
their common characteristics, with the purpose to be placed in the context of
the recent warming. For instance, the pattern of temperature anomaly of the
late 15th century that was studied in Chapter 2 had some similarities with the
one obtained with new additional proxies in Chapter 5, but also clear differ-
ences. In particular, the cold conditions imposed by a new proxy in Alaska
induced a pattern of atmospheric circulation that was different in this region
from the one obtained in Chapter 2. Therefore, it was not possible to study
with high confidence the processes responsible for the changes at that period.
This leads to the conclusion that significant problems may result from the as-
similation of a limited number of proxies and that the sensitivity of the method
to the addition of one or few supplementary proxies must be tested whenever
this is possible.
Perspectives
The interesting results obtained within this PhD thesis can certainly be used
as a base for further work. Here are some hints that should be addressed in
priority:
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First, it would be very interesting to compare our interpretation of the origin
of past climate variations in the Arctic with those obtained by more sophisti-
cated models, in order to assess the robustness of our conclusions. Simulations
covering the last millennium performed with GCMs have become available in
recent years, and their more complex representation of atmospheric processes
could provide complementary or alternatives explanations concerning these
processes.
Determining the number of proxies needed to have a good representation of
Arctic mean conditions is an important issue. In this context, perfect model
studies could probably provide useful informations, but a high quantity of
tests would be needed if using the methodology applied here. Although a
larger amount of proxies series would benefit to our methodology, the first
aspect that needs to be refined in order to obtain more robust results concerns
the way to treat the proxy data before or during their assimilation. Indeed,
it is not useful to add more proxies, i.e. to increase the number of degrees
of freedom of the system, if there is an incompatibility between them accord-
ing to the physics of the model. Increasing the number of particles to deal
with a larger number of degrees of freedom would be of limited help in this
case. Instead, the focus should be put on the way to extract the common cli-
matic signal in the proxy data before the assimilation, in order to get rid of
the spatial inconsistencies. Indeed, the data assimilation method proved to be
efficient when used with smoothed data. Our approach consisting in assimi-
lating raw proxies was probably too optimistic and demanding in the present
framework. Our model, struggling to follow each individual time series, is
unable to reconstruct properly the large-scale patterns from noisy local proxy
data. The reason for this behaviour is still an open question. But including an
additional constraint from the mean of the proxies in the computation of the
likelihood seems promising.
The results obtained by data assimilation could also be used to identify the
key locations where additional proxy data should be collected, because of a
poor coverage, or inconsistencies between the signals recorded by the prox-
ies. Identifying those inconsistencies could help to understand the differences
between our results and the reconstructions based on statistical methods, but
this would require additional experiments using different sets of proxies to
constrain the model.
Another aspect that must be improved is the way we include the uncertain-
ties of the proxies in the assimilation process. We could, for instance, give less
weight in the computation of the likelihood to those proxies that display a
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smaller correlation with instrumental estimates. However, this step is not ef-
fortless, since the proxy non-climatic signals are difficult to estimate. The clas-
sical statistical methods are used to identify a relationship between proxy data
and a single climate variable that is assumed to be dominant. This is done usu-
ally by linear regression. However, this assumption of linear and stationary
relationships is not always satisfying. To avoid this aspect, a promising me-
thod is the forward proxy modelling, which estimates directly from a model
output the variable recorded in the archive. This approach could certainly
contribute to reduce the uncertainties in the quantification of the model-data
agreement (Hughes et al., 2010). This is a challenging process, but the satis-
factory results obtained with our method up to now seems to justify, however,
additional investigations of more sophisticated approaches.
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