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Abstract
In this paper we present a new type of fractional operator, the Caputo–Katugampola
derivative. The Caputo and the Caputo–Hadamard fractional derivatives are special cases of
this new operator. An existence and uniqueness theorem for a fractional Cauchy type problem,
with dependence on the Caputo–Katugampola derivative, is proven. A decomposition formula
for the Caputo–Katugampola derivative is obtained. This formula allows us to provide a
simple numerical procedure to solve the fractional differential equation.
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1 Introduction
Fractional calculus is a natural extension of ordinary calculus, where integrals and derivatives are
defined for arbitrary real orders. Since 17th century, when fractional calculus was born, several
different derivatives have been introduced: Riemann-Liouville, Hadamard, Grunwald–Letnikov,
Caputo, just to mention a few [13, 14, 17], each of them with its own advantages and disadvantages.
The choice of an appropriate fractional derivative (or integral) depends on the considered system,
and for this reason we find a large number of works devoted to different fractional operators. On the
other hand, it is natural to look for and study generalized fractional operators, for which the known
ones are particular cases. Recently, U. Katugampola presented new types of fractional operators,
which generalize both the Riemann–Liouville and Hadamard fractional operators [9, 10, 11].
In this paper we present a new fractional operator, called the Caputo–Katugampola derivative,
which generalizes the concept of Caputo and Caputo–Hadamard fractional derivatives (Section 2).
The new operator is the left inverse of the Katugampola fractional integral and keeps some of the
fundamental properties of the Caputo and Caputo–Hadamard fractional derivatives. In Section 3
we study a fractional differential equation (FDE), where the differential operator is the Caputo–
Katugampola derivative, showing an existence and uniqueness theorem for the Cauchy type prob-
lem. Section 4 provides an approximated expansion of the Caputo–Katugampola derivative, that
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involves only the first-order derivative. Applying this formula to a given Caputo–Katugampola
fractional Cauchy problem we obtain a sequence of systems of N+1 ordinary differential equations
with N +1 initial conditions, where N ∈ N. A sequence (xN ) of the solutions to those systems of
ODE’s converges to the solution of the fractional problem. The numerical procedure to solve the
fractional differential equation is presented in Section 5 throughout an example. Finally, Section 6
contains some conclusions.
2 Caputo–Katugampola fractional derivative
In [9], the author introduced new fractional integral operators, called the Katugampola fractional
integrals, in the following way:
Iα,ρa+ x(t) =
ρ1−α
Γ(α)
∫ t
a
τρ−1
(tρ − τρ)1−α
x(τ)dτ,
Iα,ρb− x(r) =
ρ1−α
Γ(α)
∫ b
t
τρ−1
(τρ − tρ)1−α
x(τ)dτ,
where 0 < a < b < ∞, x : [a, b] → R is an integrable function, and α ∈ (0, 1) and ρ > 0 two
fixed real numbers. Then, in [10], it appeared a generalization to the Riemann–Liouville and
Hadamard fractional derivatives, called the Katugampola fractional derivatives:
Dα,ρa+ x(t) =
ρα
Γ(1− α)
t1−ρ
d
dt
∫ t
a
τρ−1
(tρ − τρ)α
x(τ)dτ,
and
Dα,ρb− x(t) =
−ρα
Γ(1− α)
t1−ρ
d
dt
∫ b
t
τρ−1
(τρ − tρ)α
x(τ)dτ.
The relation between these two fractional operators is the following:
Dα,ρa+ x(t) = t
1−ρ d
dt
I1−α,ρa+ x(t) and D
α,ρ
b− x(r) = −t
1−ρ d
dt
I1−α,ρb− x(r).
Also, when α > 0 is an integer, these fractional integrals are generalizations of the n-fold integrals∫ t
a
τρ−11 dτ1
∫ τ1
a
τρ−12 dτ2 . . .
∫ τn−1
a
τρ−1n x(τn) dτn
and ∫ b
t
τρ−11 dτ1
∫ b
τ1
τρ−12 dτ2 . . .
∫ b
τn−1
τρ−1n x(τn) dτn,
respectively.
Motivated by those definitions, we introduce a new fractional derivative as follows.
Definition 1. Let 0 < a < b < ∞, x : [a, b] → R be an integrable function, and α ∈ (0, 1) and
ρ > 0 two fixed reals. The left and right Caputo–Katugampola fractional derivatives of order α
are defined by
CDα,ρa+ x(t) = D
α,ρ
a+ [x(t) − x(a)] =
ρα
Γ(1− α)
t1−ρ
d
dt
∫ t
a
τρ−1
(tρ − τρ)α
[x(τ) − x(a)]dτ,
and
CDα,ρb− x(t) = D
α,ρ
b− [x(t) − x(b)] =
−ρα
Γ(1− α)
t1−ρ
d
dt
∫ b
t
τρ−1
(τρ − tρ)α
[x(τ) − x(b)]dτ,
respectively.
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Observe that, when x(a) = 0 (resp. x(b) = 0), the left (resp. right) Caputo–Katugampola and
the Katugampola fractional derivatives coincide. Moreover, there exists a relation between these
two types of fractional derivatives. Namely, if both types of fractional derivative exist, then
CDα,ρa+ x(t) = D
α,ρ
a+ [x(t)− x(a)] = D
α,ρ
a+ x(t) −D
α,ρ
a+ x(a) = D
α,ρ
a+ x(t) −
x(a)ρα
Γ(1− α)
(tρ − aρ)−α, (1)
and
CDα,ρb− x(t) = D
α,ρ
b− [x(t)− x(b)] = D
α,ρ
b− x(t) −D
α,ρ
b− x(b) = D
α,ρ
b− x(t) −
x(b)ρα
Γ(1− α)
(bρ − tρ)−α.
Theorem 1. Let x ∈ C1([a, b]). Then,
CDα,ρa+ x(t) =
ρα
Γ(1− α)
∫ t
a
(tρ − τρ)−αx′(τ)dτ,
and
CDα,ρb− x(t) =
−ρα
Γ(1− α)
∫ b
t
(τρ − tρ)−αx′(τ)dτ.
Proof. Taking
u′(τ) = τρ−1(tρ − τρ)−α and v(τ) = x(τ) − x(a),
and then integrating by parts we obtain
CDα,ρa+ x(t) =
ρα
Γ(1− α)
t1−ρ
d
dt
∫ t
a
u′(τ)v(τ)dτ.
We may now differentiate the integral, with respect to variable t, to conclude that
CDα,ρa+ x(t) =
ρα
Γ(1− α)
∫ t
a
(tρ − τρ)−αx′(τ)dτ.
The second formula can be proven in a similar way.
Remark 1. Observe that, from Theorem 1, we immediately obtain the following:
CDα,ρa+ x(t) = I
1−α,ρ
a+
(
τ1−ρ
d
dτ
x
)
(t) and CDα,ρb− x(t) = I
1−α,ρ
b−
(
−τ1−ρ
d
dτ
x
)
(t), (2)
where I1−α,ρa+ and I
1−α,ρ
b− denote the left and right Katugampola fractional integrals.
Remark 2. Although in Definition 1 we put α ∈ (0, 1), it is possible to define the Caputo–
Katugampola fractional derivatives for an arbitrary α > 0. Let n be the smallest integer greater
than α. Then, the left and right Caputo–Katugampola fractional derivatives of order α > 0 are
defined by
CDα,ρa+ x(t) =
ρα−n+1
Γ(n− α)
∫ t
a
τ (ρ−1)(1−n)
(tρ − τρ)α−n+1
x(n)(τ)dτ,
and
CDα,ρb− x(t) =
(−1)nρα−n+1
Γ(n− α)
∫ b
t
τ (ρ−1)(1−n)
(τρ − tρ)α−n+1
x(n)(τ)dτ,
respectively. In this case, when ρ = 1, we obtain the left and right Caputo fractional derivatives
(cf. [13]), and for ρ → 0+, attending that limρ→0+(t
ρ − τρ)/ρ = ln(t/τ), we obtain the left and
right Caputo–Hadamard fractional derivatives as defined in [5, 8].
Now let us prove that the left and the right Katugampola fractional integrals are bounded in
the space of continuous functions.
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Theorem 2. The operators Iα,ρa+ and I
α,ρ
b− are linear and bounded from C([a, b]) to C([a, b]), i.e.,∥∥Iα,ρa+ x∥∥C ≤ Kα,ρ ‖x‖C , ∥∥Iα,ρb− x∥∥C ≤ Kα,ρ ‖x‖C , with Kα,ρ = ρ−αΓ(α + 1)(bρ − aρ)α, (3)
where ‖x‖C = max
t∈[a,b]
|x(t)|.
Proof. For any x ∈ C([a, b]), one has∣∣∣∣ρ1−αΓ(α)
∫ t
a
τρ−1
(tρ − τρ)1−α
x(τ) dτ
∣∣∣∣ ≤ ρ1−αΓ(α) ‖x‖C
∫ t
a
τρ−1
(tρ − τρ)1−α
dτ
≤
ρ−α
Γ(α+ 1)
(bρ − aρ)α ‖x‖C .
In the case of the right Katugampola fractional integral, the proof is similar.
Using the above lemma, one can show the following theorem concerning continuity of the
Caputo–Katugampola fractional derivatives.
Theorem 3. Let x ∈ C1([a, b]). Then, the Caputo–Katugampola fractional derivatives CDα,ρa+ x
and CDα,ρb− x exist and are continuous on the interval [a, b]. Moreover,
CDα,ρa+ x(t) = 0 at t = a, and
CDα,ρb− x(t) = 0 at t = b.
Proof. Knowing that
CDα,ρa+ x(t) = I
1−α,ρ
a+
(
τ1−ρ
d
dτ
x
)
(t),
by Theorem 2, we get a continuity of CDα,ρa+ x. In order to prove the second part, we start with
the formula
CDα,ρa+ x(t) =
ρα
Γ(1− α)
∫ t
a
(tρ − τρ)−αx′(τ)dτ,
that holds for all t ∈ [a, b]. Now, letting M = maxt∈[a,b] |t
1−ρx′(t)|, we obtain
∣∣CDα,ρa+ x(t)∣∣ ≤M ρα−1Γ(2− α) (tρ − aρ)1−α.
Therefore, CDα,ρa+ x(t) = 0 at t = a. One can obtain the results for the right Caputo-Katugampola
fractional derivative in a similar way.
In the space C1([a, b]) we consider the norm
‖x‖C1 := max
t∈[a,b]
|x(t)|+ max
t∈[a,b]
|x′(t)|.
Also, we define the two subspaces Ca([a, b]) and Cb([a, b]) of the space C([a, b]) by
Ca([a, b]) := {x ∈ C([a, b]) : x(a) = 0} ,
and
Cb([a, b]) := {x ∈ C([a, b]) : x(b) = 0} ,
endowed with the norm
‖x‖C := max
t∈[a,b]
|x(t)|.
Theorem 4. The Caputo–Katugampola fractional derivatives CDα,ρa+ and
CDα,ρb− are bounded
operators from C1([a, b]) to Ca([a, b]) and Cb([a, b]), respectively. Moreover,∥∥CDα,ρa+ x∥∥C ≤M‖x‖C1 and ∥∥CDα,ρb− x∥∥C ≤M‖x‖C1 ,
where
M =
ρα−1(bρ − aρ)1−α
Γ(2− α)
max{a1−ρ, b1−ρ}.
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Proof. It is an immediate consequence of (2) and Theorem 2.
Under appropriate assumptions, the Caputo–Katugampola fractional derivatives and Katugam-
pola fractional integrals are inverse operations of each other. In fact, we have the following.
Theorem 5. Let x ∈ C([a, b]). Then,
CDα,ρa+ I
α,ρ
a+ x(t) = x(t).
Proof. Using formula (1), by Theorem 3.2 in [10], we have
CDα,ρa+ I
α,ρ
a+ x(t) = D
α,ρ
a+ I
α,ρ
a+ x(t) −
ρα
Γ(1− α)
(tρ − aρ)−α
[
Iα,ρa+ x(t)
]
|t=a
= x(t) −
ρα
Γ(1− α)
(tρ − aρ)−α
[
Iα,ρa+ x(t)
]
|t=a.
On the other hand, since x is a continuous function, there exists M = maxt∈[a,b] |x(t)|. Then,
∣∣Iα,ρa+ x(t)∣∣ ≤M ρ1−αΓ(α)
∫ t
a
τρ−1
(tρ − τρ)1−α
dτ
=M
ρ−α
Γ(1 + α)
(tρ − aρ)α,
and Iα,ρa+ x(t) = 0 at t = a. Thus,
CDα,ρa+ I
α,ρ
a+ x(t) = x(t).
Theorem 6. Let x ∈ C1([a, b]). Then,
Iα,ρa+
CDα,ρa+ x(t) = x(t)− x(a).
Proof. By Theorem 4.1 in [9] and by the definition of the Katugampola fractional integral, we
have
Iα,ρa+
CDα,ρa+ x(t) = I
α,ρ
a+ I
1−α,ρ
a+ (t
1−ρx′(t)) = I1,ρa+ (t
1−ρx′(t))
=
∫ t
a
τρ−1τ1−ρx′(τ)dτ = x(t)− x(a).
Lemma 1. For v > 0, define
x(t) =
(
tρ − aρ
ρ
)v
and y(t) =
(
bρ − tρ
ρ
)v
.
Then,
CDα,ρa+ x(t) =
ρα−vΓ(1 + v)
Γ(1 − α+ v)
(tρ − aρ)v−α and CDα,ρb− y(t) =
ρα−vΓ(1 + v)
Γ(1 − α+ v)
(bρ − tρ)v−α.
Proof. By Theorem 1,
CDα,ρa+ x(t) =
ρα
Γ(1− α)
∫ t
a
(tρ − τρ)−αvτρ−1
(
τρ − aρ
ρ
)v−1
dτ.
Performing the change of variables u = (τρ − aρ)/(tρ − aρ), and using the Beta function B(·, ·),
we get
CDα,ρa+ x(t) =
ρα−vv
Γ(1− α)
(tρ − aρ)v−α
∫ 1
0
(1− u)−αuv−1du
=
ρα−vv
Γ(1− α)
(tρ − aρ)v−αB(1− α, v)
=
ρα−vv
Γ(1− α)
(tρ − aρ)v−α
Γ(1− α)Γ(v)
Γ(1− α+ v)
=
ρα−vΓ(1 + v)
Γ(1 − α+ v)
(tρ − aρ)v−α.
The second formula can be proven in a similar way.
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Remark 3. If ρ = 1, then we obtain the power function x(t) = (t − a)v, and as ρ → 0+, we
get x(t) = (ln(t/a))v. The expressions obtained in Lemma 1 coincide with the ones given in
Property 2.16 [13] and Property 2.6 [8].
Let us recall the definition of the Mittag–Leffler function.
Definition 2. The Mittag–Leffler function with dependence on two parameters µ and β is defined
by the series
Eµ,β(x) =
∞∑
k=0
xk
Γ(µk + β)
, µ > 0 andβ > 0.
where µ, β ∈ C, Re(µ) > 0, Re(β) > 0. When µ, β ∈ R and µ, β > 0, the series is convergent. As
a particular case, when β = 1, we obtain
Eµ(x) =
∞∑
k=0
xk
Γ(µk + 1)
, µ > 0.
When µ = 1, the Mittag–Leffler function reduces to the exponential function, E1(x) = exp(x).
Lemma 2. For µ > 0, β ≥ 1 and λ ∈ R, we have
CDα,ρa+
(
(tρ − aρ)β−1Eµ,β [λ(t
ρ − aρ)µ]
)
=
{
ρα(tρ − aρ)β−α−1Eµ,β−α [λ(t
ρ − aρ)µ] if β > 1
λρα(tρ − aρ)µ−αEµ,µ−α+1 [λ(t
ρ − aρ)µ] if β = 1
and
CDα,ρb−
(
(bρ − tρ)β−1Eµ,β [λ(b
ρ − tρ)µ]
)
=
{
ρα(bρ − tρ)β−α−1Eµ,β−α [λ(b
ρ − tρ)µ] if β > 1
λρα(bρ − tρ)µ−αEµ,µ−α+1 [λ(b
ρ − tρ)µ] if β = 1
.
Proof. Let β > 1. Using Lemma 1, we have the following
CDα,ρa+
(
(tρ − aρ)β−1Eµ,β [λ(t
ρ − aρ)µ]
)
=
∞∑
k=0
λk
Γ(µk + β)
CDα,ρa+ (t
ρ − aρ)µk+β−1
=
∞∑
k=0
λk
Γ(µk + β)
ραΓ(µk + β)
Γ(µk + β − α)
(tρ − aρ)µk+β−α−1
= ρα(tρ − aρ)β−α−1Eµ,β−α [λ(t
ρ − aρ)µ] .
For β = 1, we have that
CDα,ρa+ (Eµ,1 [λ(t
ρ − aρ)µ]) = CDα,ρa+ 1 +
∞∑
k=1
λk
Γ(µk + 1)
CDα,ρa+ (t
ρ − aρ)µk
=
∞∑
k=1
λk
Γ(µk + 1)
ραΓ(µk + 1)
Γ(µk − α+ 1)
(tρ − aρ)µk−α
= λρα(tρ − aρ)µ−α
∞∑
k=0
λk
Γ(µk + µ− α+ 1)
(tρ − aρ)µk
= λρα(tρ − aρ)µ−αEµ,µ−α+1 [λ(t
ρ − aρ)µ] .
The formula for the right fractional derivatives can be proven in a similar way.
In particular, setting µ = β = 1, we get the formulas for the fractional derivative of the
exponential functions:
CDα,ρa+ (exp [λ(t
ρ − aρ)]) = λρα(tρ − aρ)1−αE1,2−α [λ(t
ρ − aρ)]
and
CDα,ρb− (exp [λ(b
ρ − tρ)]) = λρα(bρ − tρ)1−αE1,2−α [λ(b
ρ − tρ)] .
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Observe that, for ρ = 1 and α→ 1−, we obtain the usual derivative of the exponential function:
d
dt
(exp [λ(t− a)]) = λ exp [λ(t− a)] .
For α = µ > 0 and λ ∈ R, we have
CDα,ρa+ (Eα [λ(t
ρ − aρ)α]) = λραEα [λ(t
ρ − aρ)α]
and
CDα,ρb− (Eα [λ(b
ρ − tρ)α]) = λραEα [λ(b
ρ − tρ)α] .
3 Caputo–Katugampola fractional Cauchy problem
Consider the nonlinear fractional differential equation of order α ∈ (0, 1),
CDα,ρa+ x(t) = f(t, x(t)), t ∈ [a, b], (4)
with the initial condition
x(a) = xa, xa ∈ R, (5)
where f : [a, b] × R → R is a continuous function with respect to all its arguments. We seek
conditions that guarantee the existence and uniqueness of solution to problem (4)–(5) in the
following set of functions
U :=
{
x ∈ C([a, b]) : CDα,ρa+ x ∈ C([a, b])
}
.
First, let us observe that, for x ∈ C([a, b]), the Cauchy type problem (4)–(5) is equivalent to
the problem of finding solutions to the following Volterra integral equation
x(t) = xa +
ρ1−α
Γ(α)
∫ t
a
τρ−1
(tρ − τρ)1−α
f(τ, x(τ)) dτ. (6)
Indeed, if x ∈ C([a, b]) satisfies (4)–(5), then applying operator Iα,ρa+ to the both sides of (4),
using the initial condition (5) and applying Theorem 6 we obtain equation (6). Conversely, taking
t→ a+, we see that the initial condition (5) is satisfied and applying operator CDα,ρa+ to both sides
of (6), by Theorem 5, we arrive to problem (4)–(5).
Now we will use the above results to prove the following theorem, ensuring the existence and
uniqueness of solution to the Cauchy type problem (4)–(5).
Theorem 7. Let f : [a, b] × R → R be a continuous function and Lipschitz with respect to the
second variable, i.e.,
|f(t, x1)− f(t, x2)| < L |x1 − x2| , (L > 0), (7)
for all t ∈ [a, b] and all x1, x2 ∈ R. Then, the Cauchy type problem (4)–(5) possesses a unique
solution in the space U .
Proof. The proof is similar in spirit to [12, 13]. We start by showing that, for (4)–(5), there exists
a unique solution x ∈ C([a, b]). Let us recall that the Cauchy type problem (4)–(5) is equivalent
to the problem of finding solutions to the Volterra integral equation (6). This allows us to use the
well known method, for nonlinear Volterra integral equations, where first we prove existence and
uniqueness of solutions on a subinterval of [a, b].
Let us choose a < t1 < b to be such that the following condition is satisfied
0 < L
ρ−α
Γ(α+ 1)
(tρ1 − a
ρ)α < 1. (8)
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We shall prove the existence of a unique solution x ∈ C([a, t1]) to (6) on the subinterval [a, t1] ⊂
[a, b]. Let us define the following integral operator:
S : C([a, b]) −→ C([a, b])
x(t) 7−→ Sx(t) := xa +
ρ1−α
Γ(α)
∫ t
a
τρ−1
(tρ − τρ)1−α
f(τ, x(τ)) dτ,
(9)
and rewrite (6) in the form x(t) = Sx(t). Note that S is well defined and is a bounded operator
on the complete metric space C([a, b]) (by Theorem 2). Using Theorem 2 and the condition (7)
one has
‖Sx1 − Sx2‖C([a,t1]) ≤
∥∥Iα,ρa+ (f(t, x1)− f(t, x2))∥∥C([a,t1])
≤ L
∥∥Iα,ρa+ (x1 − x2)∥∥C([a,t1]) ≤ L ρ
−α
Γ(α + 1)
(tρ1 − a
ρ)α ‖x1 − x2‖C([a,t1])
and because condition (8) is satisfied, by the Banach fixed point theorem, there exists a unique
solution x∗1 ∈ C([a, t1]) to the equation (6) on the interval [a, t1]. Moreover, if we define the
sequence x1m(t) := S
mx0(t) where, for x0(t) = xa,
Smx0(t) := x0(t) +
ρ1−α
Γ(α)
∫ t
a
τρ−1
(tρ − τρ)1−α
f(τ,Sm−1x0(τ)) dτ, m = 1, 2, . . . ,
then, again, by the Banach fixed point theorem, we obtain the solution x∗1 as a limit of the
sequence x1m, i.e.,
lim
m→∞
∥∥x1m − x∗1∥∥C([a,t1]) = 0.
Now, let us choose t2 = t1 + h1, with h1 > 0 such that t2 < b and
0 < L
ρ−α
Γ(α+ 1)
(tρ2 − t
ρ
1)
α < 1. (10)
Consider the interval [t1, t2] and write equation (6) in the form
x(t) = x0(t) +
ρ1−α
Γ(α)
∫ t
t1
τρ−1
(tρ − τρ)1−α
f(τ, x(τ)) dτ +
ρ1−α
Γ(α)
∫ t1
a
τρ−1
(tρ − τρ)1−α
f(τ, x(τ)) dτ. (11)
Because on the interval [a, t1], equation (11) possesses a unique solution, we can rewrite (11) as
follows
x(t) = x01(t) +
ρ1−α
Γ(α)
∫ t
t1
τρ−1
(tρ − τρ)1−α
f(τ, x(τ)) dτ,
where
x01(t) = x0(t) +
ρ1−α
Γ(α)
∫ t1
a
τρ−1
(tρ − τρ)1−α
f(τ, x(τ)) dτ
is the known function. By the same argument as before, we prove that there exists a unique
solution x∗2 ∈ C([t1, t2]) to equation (6) on [t1, t2]. Repeating the previous reasoning, choosing
tk = tk−1 + hk−1 such that hk−1 > 0, tk < b and
0 < L
ρ−α
Γ(α+ 1)
(tρk − t
ρ
k−1)
α < 1, (12)
we see that equation (6) possesses a solution x∗k ∈ C([xk−1, xk]) on each interval [xk−1, xk]
(k = 1, . . . , l), where a = x0 < x1 < · · · < xl = b and we conclude that for problem (4)-(5), there
exists a unique solution x ∈ C([a, b]).
It remains to prove that x ∈ U , i.e., we need to show that CDα,ρa+ x ∈ C([a, b]). Recall that our
solution x can be approximated by the sequence xm(t) = S
mx0(t), i.e.,
lim
m→∞
‖xm − x‖C([a,b]) = 0,
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with the choice of certain xm on each interval [a, t1], . . . , [tl−1, b]. Using (4) and the Lipschitz type
condition (7) we have∥∥CDα,ρa+ xm − CDα,ρa+ x∥∥C([a,b]) = ‖f(t, xm)− f(t, x)‖C([a,b]) ≤ L ‖xm − x‖C([a,b]) ,
then, taking m→∞, one has
lim
m→∞
∥∥CDα,ρa+ xm − CDα,ρa+ x∥∥C([a,b]) = 0.
Since CDα,ρa+ xm(t) = f(t, xm(t)) is continuous on [a, b] we have that
CDα,ρa+ x belongs to the space
C([a, b]). The proof is complete.
4 Numerical approach to the Caputo–Katugampola frac-
tional Cauchy problem
In this section we prove an approximation formula for the Caputo–Katugampola fractional deriva-
tive, that depends only on the first-order derivative of a function x. With this tool in hand, for
a given Caputo–Katugampola fractional Cauchy problem we can consider a sequence of systems
of N + 1 ordinary differential equations with N + 1 initial conditions, where N ∈ N. A sequence
(xN ) of the solutions to those systems converges to the solution of the fractional problem.
Theorem 8. Let x : [a, b] → R be a function of class C2, and N ≥ 1 an integer. Define the
quantities
AN =
ρα−1
Γ(2− α)
N∑
k=0
Γ(k − 1 + α)
Γ(α− 1)k!
,
BN,k =
ραΓ(k − 1 + α)
Γ(2− α)Γ(α − 1)(k − 1)!
, k = 1, . . . , N,
and functions Vk : [a, b]→ R by
Vk(t) =
∫ t
a
(τρ − aρ)k−1x′(τ)dτ, k = 1, . . . , N.
Then,
CDα,ρa+ x(t) = AN (t
ρ − aρ)1−αt1−ρx′(t)−
N∑
k=1
BN,k(t
ρ − aρ)1−α−kVk(t) + EN (t), (13)
with
lim
N→∞
EN (t) = 0, ∀t ∈ [a, b].
Proof. Set
u′(τ) = (tρ − τρ)−ατρ−1 and v(τ) = τ1−ρx′(τ).
Then, integrating by parts we obtain
CDα,ρa+ x(t) =
ρα
Γ(1− α)
∫ t
a
(tρ − τρ)−αx′(τ)dτ
=
ρα−1
Γ(2− α)
(tρ − aρ)1−αa1−ρx′(a) +
ρα−1
Γ(2− α)
∫ t
a
(tρ − τρ)1−α
d
dτ
(
τ1−ρx′(τ)
)
dτ.
Using the generalized binomial theorem, we get the decomposition
(tρ − τρ)1−α = (tρ − aρ)1−α
(
1−
τρ − aρ
tρ − aρ
)1−α
= (tρ − aρ)1−α
∞∑
k=0
Γ(k − 1 + α)
Γ(α − 1)k!
(
τρ − aρ
tρ − aρ
)k
.
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Substituting this series into the expression of the fractional derivative, we obtain
CDα,ρa+ x(t) =
ρα−1
Γ(2− α)
(tρ − aρ)1−αa1−ρx′(a) +
ρα−1
Γ(2− α)
∫ t
a
(tρ − aρ)1−α
×
N∑
k=0
Γ(k − 1 + α)
Γ(α− 1)k!
(
τρ − aρ
tρ − aρ
)k
d
dτ
(
τ1−ρx′(τ)
)
dτ + EN (t),
where
EN (t) =
ρα−1
Γ(2− α)
∫ t
a
(tρ − aρ)1−α
∞∑
k=N+1
Γ(k − 1 + α)
Γ(α− 1)k!
(
τρ − aρ
tρ − aρ
)k
d
dτ
(
τ1−ρx′(τ)
)
dτ.
Now, let us split the sum into k = 0 and k = 1, . . . , N , that is,
CDα,ρa+ x(t) =
ρα−1
Γ(2− α)
(tρ − aρ)1−αt1−ρx′(t) +
ρα−1
Γ(2− α)
(tρ − aρ)1−α
×
N∑
k=1
Γ(k − 1 + α)
Γ(α− 1)k!(tρ − aρ)k
∫ t
a
(τρ − aρ)k
d
dτ
(
τ1−ρx′(τ)
)
dτ + EN (t).
Setting
u(τ) = (τρ − aρ)k and v′(τ) =
d
dτ
(
τ1−ρx′(τ)
)
and then integrating by parts, we obtain
CDα,ρa+ x(t) =
ρα−1
Γ(2− α)
(tρ − aρ)1−αt1−ρx′(t)
[
1 +
N∑
k=1
Γ(k − 1 + α)
Γ(α− 1)k!
]
−
ρα
Γ(2− α)
N∑
k=1
Γ(k − 1 + α)
Γ(α− 1)(k − 1)!
(tρ − aρ)1−α−k
∫ t
a
(τρ − aρ)k−1x′(τ)dτ + EN (t).
It remains to show that
lim
N→∞
EN (t) = 0, ∀t ∈ [a, b],
and to do this we determine an upper bound for the error. Since τ ∈ [a, t], we have
∞∑
k=N+1
∣∣∣∣∣Γ(k − 1 + α)Γ(α− 1)k!
(
τρ − aρ
tρ − aρ
)k∣∣∣∣∣ ≤
∞∑
k=N+1
exp((1− α)2 + 1− α)
k2−α
≤
∫
∞
N
exp((1 − α)2 + 1− α)
k2−α
dk =
exp((1 − α)2 + 1− α)
N1−α(1 − α)
.
Taking
M(t) := max
τ∈[a,t]
∣∣∣∣ ddτ
(
τ1−ρx′(τ)
)∣∣∣∣ ,
we get the following upper bound:
|EN (t)| ≤M(t)
exp((1− α)2 + 1− α)
N1−α(1 − α)
ρα−1
Γ(2 − α)
∫ t
a
(tρ − aρ)1−αdτ
=M(t)
exp((1− α)2 + 1− α)ρα−1
N1−α(1− α)Γ(2 − α)
(tρ − aρ)1−α(t− a),
which converges to zero as N goes to ∞, for al t ∈ [a, b].
Remark 4. We stress that, when ρ = 1, Theorem 8 reduces to the one proven in [2, 16], and as
ρ→ 0+, we obtain the main result of [15].
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In an analogous way we obtain a decomposition formula for the right Caputo–Katugampola
fractional derivative. The proof is omitted, since it is similar to the proof of Theorem 8.
Theorem 9. Let x : [a, b] → R be a function of class C2, and N ≥ 1 an integer. Define the
quantities
AN =
ρα−1
Γ(2− α)
N∑
k=0
Γ(k − 1 + α)
Γ(α− 1)k!
,
BN,k =
ραΓ(k − 1 + α)
Γ(2− α)Γ(α − 1)(k − 1)!
, k = 1, . . . , N,
and functions Wk : [a, b]→ R by
Wk(t) =
∫ b
t
(bρ − τρ)k−1x′(τ)dτ, k = 1, . . . , N.
Then,
CDα,ρb− x(t) = −AN (b
ρ − tρ)1−αt1−ρx′(t) +
N∑
k=1
BN,k(b
ρ − tρ)1−α−kWk(t) + EN (t),
such that
lim
N→∞
EN (t) = 0, ∀t ∈ [a, b].
Due to the complexity of solving analytically fractional differential equations, numerical tools
are often applied to solve the given problems (see e.g. [3, 4, 7, 18, 20, 21]). We now present a
simple but efficient method to solve a fractional differential equation as presented in Section 3. The
idea is to replace the fractional derivative CDα,ρa+ x in the differential equation by an approximation
given in Theorem 8 up to order N ∈ N. In this way we obtain a system of N + 1 ODE’s, with
N + 1 initial conditions. The advantage of this procedure is that after replacing the fractional
derivative by the expansion which involves ordinary derivatives only, we no longer deal with a
fractional differential equation but with a system of ordinary differential equations. With this, we
can apply any known technique from the literature (analytical or numerical) to solve the problem.
The solution to this system xN obviously depends on N . However, the sequence (xN ) converges
to the solution of the fractional differential equation in a neighborhood of the initial point. We
refer to [1], where similar problems, with dependence of Caputo and Riemann-Liouville fractional
derivatives, are addressed.
Recall that the Cauchy type problem (4)–(5) is equivalent to the problem of finding solutions to
the Volterra integral equation (6). This last equation, using (2), can be rewritten in the following
way:
x(t) = x(a) + CD1−α,ρa+
[∫ t
a
f(τ, x(τ))τρ−1 dτ
]
.
Applying the decomposition formula given in Theorem 8, we obtain
x(t) = x(a) +AN (t
ρ − aρ)αf(t, x(t)) −
N∑
k=1
BN,k(t
ρ − aρ)α−kVk(t) + EN (t), (14)
where
AN =
ρ−α
Γ(1 + α)
N∑
k=0
Γ(k − α)
Γ(−α)k!
,
BN,k =
ρ1−αΓ(k − α)
Γ(1 + α)Γ(−α)(k − 1)!
, for k ∈ {1, . . . , N},
Vk(t) =
∫ t
a
(τρ − aρ)k−1f(τ, x(τ))τρ−1dτ, for k ∈ {1, . . . , N},
11
and the error is bounded by the formula
|EN (t)| ≤M(t)
exp(α2 + α)ρ−α
αNαΓ(1 + α)
(tρ − aρ)α(t− a),
with
M(t) := max
τ∈[a,t]
∣∣∣∣ ddτ f(τ, x(τ))
∣∣∣∣ .
In order to get an approximated solution, xN , we truncate the formula up to order N , receiving
xN (t) = x(a) +AN (t
ρ − aρ)αf(t, xN (t))−
N∑
k=1
BN,k(t
ρ − aρ)α−kVk,N (t) (15)
where
Vk,N (t) =
∫ t
a
(τρ − aρ)k−1f(τ, xN (τ))τ
ρ−1dτ, for k ∈ {1, . . . , N},
(we remark that xN (a) = x(a)).
Theorem 10. Let f : [a, b] × R → R be a continuous function and Lipschitz with respect to
the second variable (see (7)). For N ∈ N, let x and xN be given by conditions (14) and (15),
respectively. Also, let T ∈ R be a real in the open interval
a < T <
(
aρ + ρ
(
Γ(1 + α)
L
) 1
α
) 1
ρ
.
Then, for all t ∈ [a, T ], xN (t)→ x(t) as N →∞.
Proof. Starting with relations (14) and (15) we have
|xN (t)−x(t)| ≤ |AN |(t
ρ−aρ)α|f(t, xN (t))−f(t, x(t))|+
N∑
k=1
|BN,k|(t
ρ−aρ)α−k|Vk,N (t)−Vk(t)|+|EN (t)|
for all t ∈ [a, T ]. Define
δxN := max
t∈[a,T ]
|xN (t)− x(t)|.
As a consequence of the following relations:
|f(t, xN (t))− f(t, x(t))| ≤ L|xN (t)− x(t)| ≤ LδxN ;
|Vk,N (t)− Vk(t)| =
∣∣∣∣
∫ t
a
(τρ − aρ)k−1|f(τ, xN (τ)) − f(τ, x(τ))|τ
ρ−1dτ
∣∣∣∣
≤ LδxN
∫ t
a
(τρ − aρ)k−1τρ−1dτ =
LδxN
kρ
(tρ − aρ)k;
|AN | =
ρ−α
Γ(1 + α)
∣∣∣∣∣
N∑
k=0
Γ(k − α)
Γ(−α)k!
∣∣∣∣∣ = ρ
−α
Γ(1 + α)|Γ(−α)|
·
Γ(N + 1− α)
αΓ(N + 1)
=
ρ−α
Γ(1 + α)Γ(1 − α)
·
Γ(N + 1− α)
Γ(N + 1)
≤
1
ρααpi
·
Γ(N + 1− α)
Γ(N + 1)
,
by the Euler’s reflection formula and equation (3) in [6],
N∑
k=1
|BN,k|(t
ρ − aρ)α−k|Vk,N (t)− Vk(t)| ≤
LδxN (t
ρ − aρ)α
ραΓ(1 + α)|Γ(−α)|
N∑
k=1
Γ(k − α)
k!
≤
LδxN (t
ρ − aρ)α
ραΓ(1 + α)|Γ(−α)|
[
Γ(N + 1− α)
αΓ(N + 1)
+ |Γ(−α)|
]
≤
LδxN
ρα
(tρ − aρ)α
[
1
αpi
·
Γ(N + 1− α)
Γ(N + 1)
+
1
Γ(1 + α)
]
,
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we conclude that
|xN (t)− x(t)| ≤
LδxN
ρα
(tρ − aρ)α
[
2
αpi
·
Γ(N + 1− α)
Γ(N + 1)
+
1
Γ(1 + α)
]
+ |EN (t)|
for all t ∈ [a, T ]. Taking the maximum, over t ∈ [a, T ], on both sides of the inequality, we get
δxN ≤
LδxN
ρα
(T ρ − aρ)α
[
2
αpi
·
Γ(N + 1− α)
Γ(N + 1)
+
1
Γ(1 + α)
]
+ max
t∈[a,T ]
|EN (t)|. (16)
It is obvious that
lim
N→∞
|EN (t)| = 0.
Moreover, as a consequence of the Stirling’s formula (see e.g. [19]), we have
lim
N→∞
Γ(N + 1− α)
Γ(N + 1)
= 0.
Therefore, setting N →∞ in (16) we obtain
lim
N→∞
δxN
[
1−
L
ραΓ(1 + α)
(T ρ − aρ)α
]
≤ 0,
and by the definition of T , we must have δxN → 0.
From Eq. (16) we obtain that
δxN
[
1−
L
ρα
(T ρ − aρ)α
[
2
αpi
·
Γ(N + 1− α)
Γ(N + 1)
+
1
Γ(1 + α)
]]
≤ max
t∈[a,T ]
|EN (t)|.
Since
0 <
L
ρα
(T ρ − aρ)α < Γ(1 + α),
we have
−
2Γ(1 + α)Γ(N + 1− α)
αpiΓ(N + 1)
≤ 1−
L
ρα
(T ρ − aρ)α
[
2
αpi
·
Γ(N + 1− α)
Γ(N + 1)
+
1
Γ(1 + α)
]
< 1.
Therefore, for N sufficiently large, by
lim
N→∞
Γ(N + 1− α)
Γ(N + 1)
= 0,
we get that there exists a function C (depending on α, ρ, t, but independent of N) such that
δxN ≤ CN
α−1.
5 Examples
In this section we provide two examples of applications of the results presented in Section 4.
Example 1. Let x(t) = (tρ − 1)2, with t ∈ [1, 2], be a test function. By Lemma 1, we have that
CDα,ρ1+ x(t) =
2ρα
Γ(3− α)
(tρ − 1)2−α.
In Figures 1, 2 and 3 (on the left side) the exact fractional derivative of the function (continuous
line) with different numerical approximations of the fractional derivative (dot lines), for different
values of α ∈ (0, 1), ρ > 0 and N ∈ N, are compared. The error between the exact and the
numerical approximations is measured by the absolute value of the difference between these two
expressions, and it is shown on the right side of figures.
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Figure 1: For α = 0.5 and ρ = 0.6.
Figure 2: For α = 0.7 and ρ = 0.2.
Example 2. Consider the following Cauchy type problem

CDα,ρ1+ x(t) = x(t) +
2ρα
Γ(3 − α)
(tρ − 1)2−α − (tρ − 1)2, t ∈ [1, 2],
x(1) = 0,
It is easy to check that the solution to this system is x(t) = (tρ − 1)2. We shall compare this
exact solution with an approximation solutions that can be obtained using the results presented in
Section 4. Under the assumption that the set of admissible functions is C2([1, 2]) we can replace
the fractional operator by the formula given in Theorem 8:
CDα,ρ1+ x(t) ≈ AN (t
ρ − 1)1−αt1−ρx′(t)−
N∑
k=1
BN,k(t
ρ − 1)1−α−kVk(t),
where AN and BN,k are given as in Theorem 8, and Vk are defined by the solution to the system{
V ′k(t) = (t
ρ − 1)k−1x′(t), t ∈ [1, 2],
Vk(1) = 0,
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Figure 3: For α = 0.4 and ρ = 1.5.
for k = 1, . . . , N . Thus, we obtain a system of N + 1 first-order differential equations with N + 1
initial conditions:

AN (t
ρ − 1)1−αt1−ρx′(t)− x(t) −
N∑
k=1
BN,k(t
ρ − 1)1−α−kVk(t) =
2ρα
Γ(3− α)
(tρ − 1)2−α − (tρ − 1)2,
V ′k(t) = (t
ρ − 1)k−1x′(t), k = 1, . . . , N,
x(1) = 0,
Vk(1) = 0, k = 1, . . . , N.
Solutions, for different values of α, ρ and N , are presented in Figures 4, 5 and 6 (on the left
side). The error between the exact and the numerical approximations is shown on the right side
of figures.
Figure 4: For α = 0.5 and ρ = 0.6.
Example 3. The solution to {
CDα,ρ0+ x(t) = ρ
αx(t), t ∈ [0, 1],
x(0) = 1,
15
Figure 5: For α = 0.7 and ρ = 0.2.
Figure 6: For α = 0.4 and ρ = 1.5.
is the Mittag–Leffler function x(t) = Eα(t
ρα). Replacing the fractional derivative by our approx-
imation formula presented in Theorem 8, we obtain the following system of ordinary differential
equations 

AN t
1−ραx′(t)−
N∑
k=1
BN,kt
ρ(1−α−k)Vk(t) = ρ
αx(t), t ∈ [0, 1],
V ′k(t) = t
ρ(k−1)x′(t), k = 1, . . . , N, t ∈ [0, 1],
x(0) = 1,
Vk(0) = 0, k = 1, . . . , N.
Solutions for N = 5, 10, 15 and different values of α and ρ are shown in Figures 7 and 8 (on the
left side). The errors of the approximation are presented on the right side of the figures.
6 Conclusion
In this paper we present a new fractional operator, which generalizes the Caputo and the Caputo–
Hadamard fractional derivative. Some fundamental properties of this operator are presented and
proved. Then, an existence and uniqueness theorem for a fractional Cauchy type problem is given.
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Figure 7: For α = 0.9 and ρ = 1.5.
Figure 8: For α = 0.5 and ρ = 5.
In order to apply a numerical procedure for solving the mentioned fractional differential problem,
we provide a decomposition formula for the new operator in a way that we can rewrite it using
only the first-order derivative. Doing so, we can approximate the fractional differential equation
by an ordinary one, and thus to determine an approximate solution to the fractional problem. We
hope to call the attention of other researchers to consider generalized fractional operators in order
to avoid a proliferation of papers devoted to fractional operators.
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