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ПЕРЕЛІК УМОВНИХ СКОРОЧЕНЬ 
 
АКАР – аналітичне конструювання агрегованих регуляторів 
АКОР – аналітичне конструювання оптимальних регуляторів 
АСК – автоматизована система керування  
АСК ТП – автоматизована система керування технологічним процесом 
АСОК – адаптивна система оптимального керування 
АФА – адаптивний фільтр-апроксиматор 
АЧХ – амплітудно-частотна характеристика 
БМ – барабанний млин 
БНМ – багатошарова нейронна мережа 
ВЕХР – відображення Ено в хаотичному режимі 
ГА – генетичний алгоритм 
ГЗК – гірничо-збагачувальний комбінат 
ДВП – дискретне вейвлет перетворення 
ДПФ – дискретне перетворення Фур’є 
ЕА – еволюційний алгоритм 
ЗДВП – зворотне дискретне вейвлет перетворення 
ІПФ – імпульсна перехідна функція 
КД – конусна дробарка 
КІХ – кінцева імпульсна характеристика 
ККД – крупнокускове дроблення 
ЛГ – лапласиан гауссіана 
МГУА – метод групового урахування аргументів 
ММС – млин мокрого самоздрібнювання 
МСЗ – мокре самоздрібнювання 
НВ АФА – нейронний вейвлет адаптивний фільтр-апроксиматор 
НІХ – нескінченна імпульсна характеристика 
НМ – нейронна мережа 
ОК – об’єкт керування 
ПВП – прямий випадковий пошук 
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РБФ – радіальна базисна функція 
САК – система автоматичного керування 
САР – система автоматичного регулювання 
СК – спіральний класифікатор 
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ЧХ – частотна характеристика 
Anfis – адаптивна нейронна система нечіткого висновку 
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 ВСТУП 
 
Основними завданнями розвитку гірничо-металургійного комплексу є 
створення нових наукоємних технологій і поліпшення управління гірничо-
металургійним комплексом. При цьому, пріоритетом наукових досліджень, зо-
крема, є розроблення алгоритмів і створення систем автоматичного керування 
технологiчними процесами та роботою устаткування. 
Внаслідок недостатньої автоматизації і комп'ютеризації продуктивність 
праці на вітчизняних гірничорудних підприємствах істотно відстає від світово-
го рівня. До 50% основних витрат у собівартості гірничо-збагачувального ком-
бінату і 70-85% витрат на електроенергію формують технологічні процеси ру-
допідготовки (дроблення і здрібнювання). Освоєння технології самоздрібню-
вання руд, особливістю якої є лише стадія крупного дроблення, дозволили зни-
зити капітальні витрати на будівництво, але при цьому збільшилися питомі ви-
трати електроенергії. Таким чином, актуальним є зниження витрат на ці проце-
си шляхом створення ефективних систем автоматизованого керування ними. 
З позицій керування ці процеси є складними динамічними об’єктами з не-
стаціонарними параметрами, нелінійними залежностями і стохастичними змін-
ними, що мають значні транспортні запізнювання, різні режими роботи і чутли-
ві до якості руди. 
Для керування процесами дроблення і здрібнювання руд поширення оде-
ржали системи, що використовують або динамічні моделі керованих процесів з 
адаптацією параметрів, або статичну оптимізацію, які в умовах варіації збурень 
(якості руди) і змінних режимів роботи устаткування не можуть забезпечити 
ефективне керування цими нелінійними процесами. Таким чином, існує невід-
повідність між складністю технологічних процесів та принципами і методами 
керування ними. 
Для оперативного контролю якості руди найбільш перспективними є ме-
тоди контролю крупності і міцності руди за спектральними складовими актив-
ної потужності, споживаної приводними двигунами технологічного устатку-
вання, а також методи контролю гранулометричного складу руди в потоці за її 
оптичним зображенням.  
Розмаїтість технологічних схем дроблення і здрібнювання та їх 
складність викликає необхідність використання універсальних за цілями і 
ефективних за результатами принципів керування, що реалізовується шляхом 
синтезу оптимального керування за допомогою методів аналітичного 
конструювання регуляторів. Однак, при їх практичному застосуванні 
виникають труднощі принципового характеру. 
Оптимальне керування вимагає відповідної апріорної (адекватних 
прогнозуючих моделей) й апостеріорної (поточних вимірів і результатів 
обробки) інформації. Це потребує застосування маловитратних і ефективних 
засобів оцінювання й ідентифікації, для чого найбільш перспективним є 
використання інтелектуальних підходів (методів систем штучного інтелекту), 
зокрема, нейронних мереж і систем з нечіткою логікою, що здатні до навчання і 
є універсальними й ефективними апроксиматорами. Крім того, 
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 нестаціонарність і стохастичність керованих процесів потребує створення 
адаптивних систем керування, які ефективні в умовах варіації збурень і 
неконтрольованих змін властивостей (режимів роботи) об’єктів.  
Отже, обгрунтування принципів та розробка методів і засобів створення 
автоматизованих систем оптимального керування процесами дроблення та 
здрібнювання руд, які підвищують ефективність керування першими стадіями 
дроблення та самоздрібнювання в умовах варіації режимів роботи устаткування 
і збуреного середовища, є актуальною. 
Метою роботи є розв’язання актуальної наукової проблеми підвищення 
ефективності автоматизованого керування процесами крупного дроблення і 
самоздрібнювання руд в умовах зміни їх  параметрів і динамічних режимів 
роботи та збуреного середовища шляхом синтезу і реалізації оптимального 
керування в процесі функціонування автоматизованих систем керування на 
основі ідентифікації та прогнозування стану керованих процесів з контролем 
основних збурень.  
Об'єктом дослідження є технологічні процеси дроблення та здрібнювання 
руд на гірничо-збагачувальних комбінатах. 
Предметом дослідження є принципи і методи створення автоматизованих 
систем оптимального керування процесами крупного дроблення і самоздрібню-
вання руд та засоби їх реалізації. 
В основу досліджень покладені методи аналітичного конструювання оп-
тимальних та агрегованих регуляторів для обгрунтування принципів та розроб-
ки алгоритмів оптимального керування; методи систем штучного інтелекту 
(нейронні мережі, нечітка логіка, еволюційне моделювання) для розробки про-
гнозуючих моделей керованих процесів; методи частотних та час-частотних 
(вейвлет) перетворень сигналів для розробки способів контролю крупності і мі-
цності руди та її гранулометричного складу, а також для розробки прогнозую-
чого фільтра-апроксиматора; методи нелінійної динаміки для визначення хара-
ктеристик керованих процесів; структурні та параметричні методи оптимізації 
для отримання оптимальних рішень та моделей; методи імітаційного моделю-
вання для визначення ефективності запропонованих способів, методик та алго-
ритмів; статистичні методи для обробки модельних та експериментальних да-
них. 
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РОЗДІЛ 1 
АНАЛІЗ СИСТЕМ КЕРУВАННЯ ПРОЦЕСАМИ ДРОБЛЕННЯ  
І ЗДРІБНЮВАННЯ 
 
1.1. Технології дроблення і здрібнювання  
 
Технологія переробки руди на сучасному гірничозбагачувальному комбі-
наті (ГЗК) включає [1]: 
- видобуток гірської маси й доставку її на збагачувальну фабрику;  
- крупне, середнє й мілке дроблення; 
- здрібнювання гірської маси до розкриття мінералів; 
- поділ здрібненого продукту на концентрат і хвости за допомогою магні-
тної сепарації, флотації, гравітації тощо; 
- відвантаження концентратів і складування хвостів. 
Магнетитові кварцити переробляються на збагачувальних фабриках 
України: Інгулецькому, Новокриворізькому, Полтавському, Північному, Пів-
денному і Центральному ГЗК. 
Рудопідготовка призначена для підготовки руди до наступних переділів 
збагачення. Вона містить у собі процеси дроблення, здрібнювання, класифіка-
ції, транспортування тощо. 
При кульовім і стрижневім здрібнюванні використовується технологія ба-
гатостадійного дроблення.  
На початку 70-х років ХХ століття почалося освоєння технології самозд-
рібнювання (рис. 1.1) магнетитових кварцитів на Інгулецькому і Північному 
ГЗК, а також на Лебединському ГЗК (Росія).  
Особливістю цієї технології є наявність лише однієї стадії дроблення – 
крупного дроблення (див. рис. 1.1.а). Це дозволило знизити капітальні витрати 
на будівництво підприємств на 20%, але при цьому на 20% збільшилася питома 
витрата електроенергії. 
Дроблена руда в I стадії (рис. 1.1.б) подрібнюється в барабанних млинах 
(БМ) обсягом від 22 до 140 м3. Млини в I стадії здрібнювання, як правило, пра-
цюють у замкненому циклі зі спіральними класифікаторами (СК), а в II і III 
стадіях – у замкненому циклі з гідроциклонами діаметром від 250 мм до 710 
мм. Питома продуктивність млинів I стадії по вхідній руді коливається від 3,15 
до 6,5 т/м3·год [1, 2] . 
В II стадії здрібнювання питома продуктивність млинів по готовому кла-
су змінюється від 0,64 до 1,1 т/м3·год, а в III стадії здрібнювання від 0,21 до 
0,913 т/м3·год. Питома продуктивність по готовому класу залежить від речо-
винного складу перероблюваної сировини, складу кулькового завантаження, 
обсягу млина та потрібної крупності здрібнювання по готовому класу. 
При ступені здрібнювання до 65 % змісту класу -0,074 мм із цих залізних 
руд можна одержати магнетито-гематитовий концентрат із вмістом заліза 65 % 
при витягу 70 %. Витрати електроенергії становлять близько 10 кВт·год/т при 
здрібнюванні до 65 %  класу -0,074 мм і біля 20 кВт·год/т – при здрібнювання 
від 65 % до 99 % класу -0,074мм. 
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Рис. 1.1. Технологічні схеми процесів крупного дроблення (а)  
та самоздрібнювання (б) руд 
 
Процес крупного дроблення (ККД) на ГЗК здійснюється, зазвичай, у ко-
нусних дробарках ККД-1500 (рис. 1.1.а). Руда з кар'єру крупністю 0-1200 мм 
доставляється автосамоскидами або самоперекидними вагонами (думпкарами) 
вантажопідйомністю від 105 до 140 т. 
Дроблена руда крупністю 0-350 мм через бункер під дробаркою за допо-
могою пластинчастих живильників надходить на конвеєр. Далі системою кон-
веєрів крупнодроблена руда подається в прийомні бункери збагачувальної фаб-
рики й за допомогою катучих конвеєрів (автостел) надходить у бункери техно-
логічних секцій самоздрібнювання. 
Процес мокрого самоздрібнювання (МСЗ) в I стадії здійснюється в бара-
банних млинах мокрого самоздрібнювання (рис. 1.1.б) ММС 70х23 (або ММС 
90х30) об’ємом 80 (160) м3 і продуктивністю 120 (250) т/годину, які працюють 
із СК у зворотному зв'язку. 
Крупнодроблена руда (див. рис. 1.1.б) крупністю 0-350 мм із бункера 1 
технологічної секції самоздрібнювання через живильник 2 надходить за допо-
могою конвеєра 3 у БМ. Розвантаження БМ відповідного гранулометричного 
складу м  й густини м  надходить у ванну СК, з якої готовий клас (крупністю 
– 0,074 мкм) йде на злив, а крупні класи (піски  ) за допомогою СК поверта-
ються в БМ. 
Регулювання режимів роботи процесу МСЗ здійснюється за допомогою 
живильника 2 подачі руди ( рQ ), вентиля 4 подачі води в БМ ( мВ ) і вентиля 5 
подачі води у ванну СК ( кВ ). 
В цілому слід зазначити, що технології, застосовувані на сучасних залізо-
рудних комбінатах далекі від досконалості: якість залізорудної сировини по змі-
сту заліза й кремнезему недостатньо відповідає сучасним вимогам металургів; 
Руда 
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мм 
100
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к
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
P
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СК 
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
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витрата електроенергії на 1 т концентрату в 1,4–1,5 рази вище, ніж на аналогіч-
них підприємствах за кордоном [3]. 
Витрати на технологічні процеси переробки руди становлять: дроблення і 
здрібнювання – 51,0–51,5 %; перекачування хвостів – 22,0–24,0 %; магнітна се-
парація – 10,0–11,0 %; зневоднювання концентрату – 6,5–8,0 %. 
Оскільки з рудопідготовкою пов'язані й основні витрати (до 85–87%) на 
електроенергію, то головним напрямком підвищення рентабельності діючих 
ГЗК є підвищення ефективності роботи переділів дроблення й здрібнювання, що 
дозволить зменшити витрати електроенергії й інших ресурсів. 
 
1.2. Аналіз існуючих систем автоматичного керування та засобів контро-
лю процесами дроблення і здрібнювання 
 
1.2.1. Процеси дроблення і здрібнювання як об’єкти керування. 
Технологічний принцип керування процесами дроблення і здрібнювання 
полягає [4, 5] у максимізації швидкості скорочення класів руди, крупніших за 
граничне зерно в кінцевому продукті і мінімізації швидкості для класів, дрібні-
ших від граничного зерна. Отже, дроблення і здрібнювання повинні вести до 
збільшення готового класу і стрибкоподібності функції вмісту (поділу). 
Основними вихідними змінними процесу дроблення в конусних дробар-
ках (КД), представленного на рис. 1.2.а (див. також рис. 1.1.а), є грануломет-
ричний склад дробленого продукту вих , продуктивність процесу дрQ  і спожи-
вана потужність дрP . Його керуючими впливами є продуктивність рудного по-
стачання вхQ , розмір розвантажувальної щілини дробарки і частота хитань її 
рухливого конусу  , а збуреннями – гранулометричний склад вхідної руди вх  
та її міцність  , стан футеровок   тощо [6-8].  
Для процесу здрібнювання в барабанних млинах (БМ), представленного 
на рис. 1.2.б (див. також рис. 1.1.б), вихідними змінними є вміст готового класу 
крупності у вихідному продукті м , продуктивність по готовому класу готQ  і 
споживана потужність мP . Його керуючими впливами є продуктивність по вхі-
дній руді рQ , витрати води мВ  та куль Ш , а збуреннями – гранулометричний 
склад вхідної руди р , її фізико-механічні і речовинні властивості  , витрата 
пісків П , стан футеровок і ліфтерів   тощо [6-8]. Для процесу самоздрібню-
вання наразі у якості проміжної вихідної змінної додатково використовують 
ступінь внутрішньомлинового заповнення  .  
Оскільки рудопідготовка відноситься до підготовчих процесів, то для їх 
керування використовують технологічні критерії. 
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Рис. 1.2. Процеси дроблення в конусних дробарках (а)  
і здрібнювання в барабанних млинах (б) як об’єкти керування 
 
Як елемент технологічного циклу процес дроблення виконує дві функції: 
дроблення й транспортування руди. Продуктивність процесу дроблення в знач-
ній мірі залежить від властивостей руди, що дробиться (крупності, міцності 
тощо), тому при проектуванні збагачувальних фабрик дробильне встаткування 
вибирають із великим запасом по продуктивності, а режими дроблення на дію-
чих ГЗК Кривбасу встановлюють виходячи з найважчих умов. Це приводить до 
того, що ефективність використання дробильного встаткування по продуктив-
ності на гірничих підприємствах становить 50-60%, а тривалість можливої зу-
пинки дробильного відділення при працюючому здрібнювальному відділенні 
на ГЗК по переробці магнетитових кварцитів становить до 10 і більш годин у 
добу [9]. 
Розглянуті особливості гірничих підприємств забезпечують гарні умови 
для узгодження процесів дроблення й здрібнювання без необхідності досяг-
нення максимально можливої продуктивності процесу дроблення. Вибір зни-
ження енерговитрат процесу дроблення як цілі керування також нераціональ-
ний, оскільки енерговитрати процесу дроблення значно нижче енерговитрат 
наступного процесу здрібнювання. 
Тоді керування процесом крупного дроблення доцільно здійснювати по 
якісному показнику [7, 9], наприклад, шляхом мінімізації різниці між поточним 
вих і заданим задвих гранулометричними складами продукту дроблення 
 
min задвихвих        (1.1) 
 
при обмеженнях на припустимі потужність maxдрдр PP   і продуктивність 
minдрдр QQ  . При цьому, заданий гранулометричний склад задвих  відповідає 
максимальній продуктивності по вхідній руді наступного в технологічній лінії 
процесу самоздрібнювання. 
Процес 
дроблення 
(КД) 
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Для технологічного ж процесу здрібнювання керування необхідно здійс-
нювати з метою максимізації продуктивності по готовому класу  
 
maxготQ         (1.2) 
 
при обмеженнях на припустиму потужність maxмм PP  , що відповідає мінімі-
зації експлуатаційних витрат технологічної лінії збагачення [6, 10, 11].  
Процеси дроблення й здрібнювання є складними динамічними об'єктами 
керування (ОК) з нестаціонарними параметрами, нелінійними залежностями й 
стохастичними змінними, які мають значні транспортні запізнювання, що хара-
ктеризує їх істотну невизначеність [6-8, 10, 12-14]. 
Крім того, ці процеси дуже чутливі до якості руди. Наприклад, чутливість 
процесу ККД до крупності вхідної руди перевершує його чутливість до керу-
вання (ширини щілини дробарки), а для процесу МСЗ гранулометричний склад 
(вміст класу +100 мм) вхідної руди суттєво впливає на ефективне значення 
внутрішньомлинового заповнення. 
Динамічні властивості процесу дроблення по каналах вх – дрQ , – вих  і 
g – дрP  приблизно представляються передатною функцією аперіодичної ланки 
першого порядку із запізнюванням: 
 
1
11
1
1

pe
pT
kW ,       (1.3) 
 
а по каналу вхQ – дрQ  – аперіодичною ланкою другого порядку із запізнюван-
ням: 
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kW ,     (1.4) 
 
де 21,kk  – коефіцієнти підсилення; 21,TT  – постійні часу; 21,  – запізнювання; 
 – декремент загасання; p  – оператор Лапласа. 
Час запізнювання визначається часом проходження руди між точками її 
контролю на вході й виході процесу, а постійна часу характеризується глиби-
ною змішування руди різної якості при дробленні. При цьому час запізнювання 
й постійні часу є нестаціонарними, їх величина, у загальному випадку, зале-
жить від продуктивності рудного постачання, гранулометричного складу вхід-
ної руди, її фізико-механічних властивостей і ширини розвантажувальної щіли-
ни дробарки [8]. 
Так, у роботі [14] отримане прогнозуюче нелінійне кінцево-різницеве рів-
няння процесу крупнокускового дроблення у вигляді: 
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де k  - такт часу; 70 ,...,cc  - коефіцієнти; вих  - вміст класу +100 мм у дробленій 
руді; вх  - середньозважена крупність вхідної руди. 
Це рівняння еквівалентне рівнянню (1.4) по каналу g – вих , в якому па-
раметри 2T  й  неінваріантні до крупності й міцності вхідної руди (для умов 
Лебединського ГЗК параметри змінюються в межах: cT 2,41...4,382   і 
57,0...39,0 ). При цьому чутливість вих  до збурень  ,вх  перевищує його 
чутливість до керування g . 
Динамічні властивості процесу здрібнювання при регулюванні внутріш-
ньомлинового заповнення   приблизно визначаються у вигляді передатної фу-
нкції (1.3) [6, 8, 10]. При цьому для млинів самоздрібнювання ММС 90х30А в 
умовах Північного ГЗК еквівалентні постійні часу й запізнювання по каналу 
рQ –  становлять хвилинT 131   і хвилин5,21  , а по каналу р –  – 
хвилинT 341   і хвилин2,41  . 
Динамічні властивості БМ по каналах )( мр BQ – )( мгот PQ  приблизно 
представляються у вигляді послідовно з'єднаних динамічної ланки (1.3) і без-
інерційної нелінійної (квадратичної) ланки ( 2  ) [6, 8, 10], що наведені на рис. 
1.3. 
 
 
 
Рис. 1.3. Динамічна модель барабанного млина 
 
У роботах [15-17] розглянуті динамічні моделі процесів дроблення й 
здрібнювання, засновані на моделі ідеального змішування (матрична модель 
Лінча А.Дж. [7]). Кінетика в дробарках і млинах описується рівняннями пер-
шого порядку, що зв'язують продукт руйнування з постачанням. 
Ці динамічні моделі не враховують конструктивних особливостей апара-
тів (профіль камери руйнування, рівень матеріалу в ній, частоту обертання то-
що) і, внаслідок цього, не дозволяють достатньо точно описати перехідні ре-
жими. 
Розвитком моделей [7] є також моделі простору станів [18, 19], що опи-
сують динаміку процесів дроблення, здрібнювання й класифікації.  
Процеси дроблення в КД і здрібнювання в БМ спрощено можуть бути та-
кож представлені за допомогою нелінійного відображення Ено (Henon), що 
описує рух частинок в умовах тертя й імпульсних впливів (зіткнень) [20, 21], а 
також – ротатор зі збудженням [22]: 
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де ba,  – параметри порядку },{ ba ; 21, xx  - координати; k  – такт часу. 
Параметр a  характеризує просторовий розподіл взаємодії (зіткнення) ча-
стинок, а параметр b  – загасання в системі. Він обернено пропорційний коефі-
цієнту тертя (реальними є значення 0b ). 
Поводження системи (режими її роботи) наочно зображаються у вигляді 
карти динамічних режимів на площині параметрів системи ),( ba , яка для відо-
браження Ено наведена на рис. 1.4.  
Нижня частина 1 карти відповідає встановленню стаціонарного стану рів-
новаги. З ростом параметра a  і зменшенням b  реалізуються режими періодич-
них коливань періоду 2, а потім спостерігається послідовність біфуркацій 6 по-
двоєння періоду 4, 8, … і, нарешті, виникає режим хаосу 3. Біла область 5 у 
верхній частині рис. 1.4 відповідає нестійкому стану. 
 
 
 
Рис. 1.4. Карта режимів відображення Ено  
 
Іншими моделями процесів дроблення і здрібнювання є нелінійні дисипа-
тивні осцилятори із силовим чи параметричним збудженнями [20, 23, 24]: 
 
taxfxrx  sin)( ;       (1.6) 
0)()sin1(  xftaxrx  ,      (1.7) 
 
де r  – коефіцієнт тертя; a ,  – амплітуда і частота збудження; )(xf  – зворотна 
сила. 
Як і відображення Ено (1.5), осцилятори (1.6)-(1.7) у просторі параметрів 
мають періодичні і хаотичні режими, однак їх вигляд значно складніший, ніж 
на рис. 1.4. 
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Процеси дроблення і здрібнювання мають фрактальний характер [25-27] , 
оскільки їх функції руйнування (відповідно до модифікованого рівняння Роз-
ина-Раммлера [7]) не залежать від крупності частинок, що руйнуються. Внаслі-
док цього процеси руйнування частинок подібні на різних масштабах крупнос-
ті. 
Інваріантні різноманіття (атрактори, режими), що властиві розглянутим 
системам, являють собою функції руху, які не змінюються в силу законів збе-
реження. У механіці, наприклад, такі функції називають інтегралами руху. Для 
процесів здрібнювання такі режими (атрактори) досліджені в роботі [23]. У ній 
на основі аналізу рівнянь Мат’є і діаграм стійких рішень Айнса-Стретта (част-
кових випадків рівняння (1.7) [28]) розглянуті параметричні резонанси внутрі-
шньомлинових завантажень й обґрунтовані ефективні технологічні режими і 
способи керування здрібнюванням. 
Сигнали (часові ряди), породжувані процесами дроблення й здрібнюван-
ня, являють собою полігармонійні (наприклад, сигнали активної потужності 
приводних двигунів дробарок і млинів [6, 8, 29]) і смугові (наприклад, часові 
функції збурень і регульованих величин [14, 30]) авторегресійні (зі спадаючими 
автокореляційними функціями) сигнали, зазвичай, з нормальною функцією роз-
поділу. 
 
1.2.2. Системи керування процесами дроблення і здрібнювання.  
При автоматизації керування процесом дроблення використовуються на-
ступні принципи [6, 8]: 
- підвищення продуктивності при забезпеченні гранулометричного скла-
ду продукту дроблення на рівні заданого значення; 
- зниження енерговитрат при забезпеченні гранулометричного складу 
продукту дроблення й продуктивності на рівні заданого значення; 
- забезпечення заданого гранулометричного складу продукту дроблення 
за підтримки продуктивності на рівні не нижче припустимого значення.  
Очевидно, що ціль керування процесом дроблення повинна обиратися 
виходячи з ефективності всього циклу рудопідготовки. 
У роботі [31] запропонована система автоматичної оптимізації процесу 
крупнокускового дроблення, що включає датчики контролю ширини розванта-
жувальної щілини дробарки ККД-1500/180, а також крупності й міцності її вхі-
дної руди. Метою керування є оптимізація вмісту класу +100 мм у дробленій 
руді, контрольованому за допомогою потокового гранулометра. 
Синтез оптимального керування шириною розвантажувальної щілини 
здійснюється на основі прогнозуючої моделі процесу у вигляді кінцево-
різницевого рівняння, параметри якого можуть адаптуватися в ході роботи сис-
теми. 
Недоліком цієї системи є невисока точність, обумовлена похибками ви-
користовуваної моделі й датчиків контролю. 
Прикладом комплексного підходу до рішення завдання оптимального ке-
рування технологічним процесом дроблення з використанням автоматизованого 
керування, як самим процесом дроблення, так і комплексом технологічних аг-
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регатів, що забезпечують даний процес (дробаркою, конвеєром подачі руди то-
що), є автоматизована система керування (АСК) дробарками КМД-3000Т2ДДП 
і КСД-2200Т2-Д, реалізовану на базі мікропроцесорних засобів фірми 
«Siemens» і впровадженої на СП «Ерденет» (Монголія) [32].  
Автоматичне регулювання завантаженням дробарки (робота в оптималь-
ному режимі завантаження головного приводу) реалізується за рахунок керу-
вання подачею матеріалу у функції струму двигуна головного приводу. Метою 
керування є досягнення максимально можливої продуктивності при умовах під-
тримки заданого значення величини струму двигуна головного приводу при пе-
вному встановленому розмірі розвантажувальної щілини.  
Недоліком цієї АСК є її неінваріантність до цілей керування. Наприклад, 
неможливо з її допомогою організувати керування гранулометричним складом 
продукту дроблення. 
Стосовно здрібнювального комплексу млин-класифікатор ефективність 
керування також визначається якістю інформації про його технологічні параме-
три (продуктивності й властивостях вхідного постачання, ступені заповнення 
млина пульпою й циркуляційного навантаження, щільності зливу й грануломе-
тричного складу вхідної руди і готового продукту тощо). Розробка автоматич-
них засобів їх контролю є важливою частиною інформаційного та технічного 
забезпечень систем керування. 
Властивості вхідного постачання відносять до класу збурень через склад-
ність керування ними. Звичайно вони змінюються в широких межах випадко-
вим чином і негативно позначаються на показниках усього переділу. Спроби 
стабілізації вхідного постачання шляхом впровадження систем усереднення 
вхідної руди широкого застосування не знайшли, хоча зміна її крупності й ме-
ханічних властивостей при стабільній продуктивності змінюють ступінь запов-
нення млина, що змінює циркулююче навантаження й щільність зливу. Розроб-
ка систем оперативного автоматичного контролю фізико-механічних властиво-
стей вхідної руди скрутна, тому на практиці знаходять застосування системи 
непрямої оцінки властивостей постачання (по циркулюючому навантаженню, 
щільності зливу класифікую чого апарату тощо) з корекцією продуктивності 
постачання або ступеня заповнення [6-8, 33]. 
Продуктивність по вхідному постачанню є основним керуючим впливом. 
Цей параметр легко керований і досить точно вимірюваний (1 %) конвеєрними 
вагами. Їхній сигнал використовується для стабілізації відносини твердого до 
рідкого (Т:Ж) на вході млина. Поширені й системи стабілізації продуктивності 
по вхідній продуктивності з контролем заповнення млинів [10, 34] , хоча зміни 
гранулометричного складу й фізико-механічних властивостей постачання при-
зводять до коливань продуктивності і якості готового продукту. Частіше проду-
ктивність по вхідному постачанні регулюють. 
Ступінь заповнення млина пульпою багато в чому визначає її продуктив-
ність по готовому продукту. А тому будь-яка зміна властивостей постачання 
відбивається на заповненні млина, тоді при самоздрібнюванні його регулюють 
зміною потоку вхідної руди, а в рудно-галькових млинах — рудної гальки. Оці-
нюють ступінь заповнення найчастіше за допомогою контролю акустичного си-
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гналу, видаваного млином, або середньої потужності приводного електродви-
гуна. Іноді використовують шум млина й середню потужність двигуна [10, 33]. 
Циркулююче навантаження (піски) чутливе до змін властивостей вхідно-
го постачання й умов поділу часток по крупності при класифікації. У системах 
керування інформацію про піщане навантаженню використовують для стабілі-
зації Т:Ж на вході млина або корекції завдання по ступеню заповнення при змі-
ні властивостей постачання. Для контролю циркулюючого навантаження вимі-
рюють струм або потужність двигуна класифікатора. Основним недоліком та-
кого контролю є сильний вплив стану тертьових поверхонь силової передачі, 
зашламованості постілі транспортуючого органу. Більшою точністю відрізня-
ється спосіб контролю інтенсивності коливань активної потужності двигуна на 
певній частоті. Цей метод застосовується на Лебединському ГЗК й забезпечує 
похибку вимірів до 10 %. Знаходить застосування й метод безперервного зва-
жування ринви, по якій транспортуються піски [6, 29, 35]. 
Щільність зливу агрегату, що класифікує, впливає на ефективність магні-
тної сепарації й дозволяє побічно судити про крупність здрібненого продукту. 
Регулюється (частіше стабілізується) цей параметр подачею води в класифіка-
тор, а при використанні гідроциклонів — у зумпфи. 
Гранулометричний склад готового продукту (зливу класифікуючого агре-
гату) є показником ефективності здрібнювального комплексу. Оперативна ін-
формація про гранулометричний склад зливу використовується в системах ке-
рування по відхиленню, керуючим впливом у яких є подача води в апарат, що 
класифікує, або регулювання вхідного постачання [33]. 
У результаті аналізу принципів побудови систем автоматичного керуван-
ня млинами й комплексами на їхній основі виділимо наступні системи й мето-
ди:  
- використання при керуванні регресійних статичних залежностей;  
- пошукові системи з безпосереднім виміром характеристик готової про-
дукції;  
- системи керування контуром регулювання ступені внутрішньомлиново-
го заповнення; 
- екстремальні системи керування по середній потужності двигуна й шу-
му млина; 
- адаптивні системи на основі структурних моделей ОК з параметричною 
ідентифікацією в процесі керування.  
Метод керування по регресійних рівняннях полягає в підтримці факторів 
(доступних для виміру й цілеспрямованої зміни) на рівні, що забезпечує (відпо-
відно до отриманих залежностей) максимальне значення показника якості в 
припущенні, що неконтрольовані фактори мають статистично середні значення. 
Недоліки підходу пов'язані із сильним впливом на показник ефективності збу-
рень і нестаціонарності статичних залежностей, обумовленої спрацюванням 
устаткування й зміною властивостей постачання. В результаті подібні системи 
протягом тривалого часу стабілізують режими роботи встаткування, далекі від 
оптимальних. 
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У пошукових системах з безпосереднім виміром характеристик готової 
продукції ОК представляється «чорним ящиком», а пошук оптимуму ведеться 
безперервно у квазістатичному режимі. Такі системи недостатньо ефективні, 
оскільки для здрібнювального агрегату вміст готового класу в зливі класифіка-
тора не завжди є об'єктивним критерієм ефективності, особливо коли вхідний 
потік матеріалу в млин містить значний відсоток розрахункового класу, а його 
коливання значні.  
Підтримка співвідношення Т:Ж шляхом регулювання подачі води в млин 
поліпшує режими здрібнювання, стабілізує щільнісні режими в млині на зада-
ному рівні, деякою мірою стабілізуючи умови здрібнювання. Однак при роботі 
млина в замкненому циклі стабілізація щільнісних режимів порушується через 
коливання циркуляційного навантаження. Обмеженість такого підходу полягає 
в тому, що залежно від якості поточної руди для оптимізації процесу повинні 
змінюватися також і щільнісні режими. 
Стабілізація щільності зливу класифікуючого апарату дозволяє підтрима-
ти необхідні щільнісні режими подальших стадій збагачення. Але досить часто 
введення цього контуру має на меті в першу чергу застабілізувати грануломет-
ричний склад зливу класифікатора, яка опирається на те, що для гідравлічної 
класифікації вихід готового класу тим вище, чим нижче густина пульпи [33]. 
Труднощі виникають і через порівняність інерційності ОК зі швидкістю 
зміни збурень, що робить системи керування по відхиленню неефективними. 
Так БМ і класифікатор як один ОК досить інерційні (перехідні процеси при 
східчастому впливі й час спаду автокореляційної функції збурювань приходять 
до значення, що встановилося, за десятки хвилин), а тому керування по відхи-
ленню неефективно. До того ж компенсувати збурення складно через відсут-
ність датчиків контролю властивостей вхідного постачання. У зв'язку із цим 
при автоматизації здрібнювання використовують параметри, що відбивають 
енергетичну ефективність процесу руйнування — ступінь заповнення барабана, 
середню потужність, споживану приводним двигуном млина, та її шум. 
Контроль безпосередньо внутрішнього стану млина знижує інерційність 
ланцюгів керування до одиниць хвилин і усуває протиріччя між інерційністю 
об'єкта й швидкістю наростання збурювань, однак для ефективного керування 
необхідний тісний зв'язок між використовуваної змінної стану й показником 
якості продукції. У зв'язку із цим більшість систем керування процесом самозд-
рібнювання має контур регулювання ступеня заповнення барабана, багато в чо-
му визначаючи вихід готового продукту млина, що й виключає переповнення. 
Невраховані фактори, а також дрейф характеристик об'єкта призводять до того, 
що діапазон заповнення млина вибирають широким (наприклад, для млинів 
ММС-70х23 в умовах Лебединського ГЗК він становить 0,38-0,47) [8, 35].  
Середню потужність двигуна й шум використовують як критерій автома-
тичної оптимізації в екстремальних системах, що підтримують робочу точку на 
статичній характеристиці середньої потужності або інтенсивність акустичного 
сигналу у функції заповнення поблизу екстремуму. Керуючим впливом є потік 
вхідного матеріалу в млин. У промисловості такі системи широкого застосу-
вання не знайшли, тому що максимум продуктивності по готовому не відпові-
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дає робочій точці в області екстремуму. У зв'язку із цим проблему автоматичної 
оптимізації рудопідготовки вирішують шляхом компенсації збурень, вхідного 
постачання або пошуком і обґрунтуванням параметрів, що піддаються автома-
тичному контролю і безпосередньо характеризують енергетичну ефективність 
процесу руйнування матеріалу в барабані млина [36, 37]. 
Поява адаптивних систем, заснованих на структурних моделях ОК й ви-
конуючих параметричну ідентифікацію в процесі керування зі складними алго-
ритмами переробки інформації в керуючій частині, викликане розвитком су-
часних засобів обчислювальної техніки. Підхід не виключає труднощів ство-
рення пристроїв автоматичного контролю показника ефективності роботи сис-
теми й необхідності забезпечення стабільності вхідного постачання, однак ви-
користання оперативних даних про внутрішній стан об'єкта й апріорної інфор-
мації про закономірності здрібнювання в комбінації із сучасними методами 
адаптивної ідентифікації й керування є найбільш перспективним підходом, 
який затим базується на контролі змінних стану ОК [12-14, 34, 38, 39].  
Однак, недоліком існуючих адаптивних систем є використання лінійних 
моделей для прогнозу нелінійних процесів здрібнювання, а також неоптималь-
ність керування. 
 
1.2.3. Засоби контролю процесів дроблення і здрібнювання.  
Прямі методи і засоби контролю [4, 40, 41] властивостей руди, що пере-
робляється, вимагають значних витрат ручної праці і малопродуктивні, а розро-
бка на їхній основі автоматичних засобів контролю дуже скрутна. Тому істот-
ний розвиток одержали спектральні пристрої, що реалізують непрямі методи 
контролю, зокрема, по спектральним складовим активної потужності, спожива-
ної приводними двигунами технологічного устаткування [29, 42-45]. 
Принцип дії спектральних пристроїв контролю заснований на виділенні й 
обробці складових активної потужності, обумовлених взаємодією робочих ор-
ганів технологічного устаткування з рудними частками.  
Створювані на робочих органах навантажувальні моменти визначаються 
властивостями руди, що переробляється, і режимами роботи устаткування. При 
цьому через обертання робочих органів інформація про навантажувальний мо-
мент у спектрі активної потужності відображається на оборотній частоті техно-
логічного апарата і, як правило, у діапазані до подвійної оборотної частоти [42, 
43]. 
Наприклад, для конусних дробарок рівень зусиль, що розвиваються при 
скороченні часток руди, визначається її міцністю, а кількість таких часток ви-
значається крупністю вихідної руди. Зміна кількості часток, що скорочуються, 
у процесі дроблення приводить до виникнення варіацій навантажувального мо-
менту, що модулює потужність приводного двигуна дробарки [43]. 
У результаті навантажувальний момент має постійну складову (на нульо-
вій частоті), пропорційну крупності і міцності руди, що дробиться, і перемінну 
складову (у смузі частот вн fff ... ), пропорційну крупності. Цей момент при-
кладений до ексцентрикового вузла, що обертається з частотою хитань конуса 
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 кf . Тоді рівень A  складової активної потужності на частоті кf  хитань рухли-
вого конуса відповідає постійній складовій навантажувального моменту і про-
порційний функції міцності і крупності вихідної руди, а рівень A~  складових у 
смугах )...( внк fff  , що характеризують перемінну складову навантажуваль-
ного моменту, пропорційний функції крупності вихідної руди.  
В результаті рівень A , скорегований по величині рівня A~ , корелює тіль-
ки з міцністю руди [43]. 
Основними проблемами при здійсненні такого підходу є складність реа-
лізації інфранизькочастотної фільтрації аналоговими засобами, а також мала 
вибірковість фільтрів (ослаблення сигналів сторонніх частот) через близькість 
розділюваних частот. Так, якщо інформативні складові сигналу активної поту-
жності знаходяться між першою і другою оборотною частотою, то вибірковість 
складає не краще –3,5 дБ на кожен порядок фільтра (відношення розділюваних 
частот не більше 1,5). 
З метою зниження похибки контролю шляхом підвищення вибірковості 
до інформативних складових у відомих пристроях реалізується метод синхро-
нної демодуляції сигналу потужності, заснований на теоремі модуляції (змішу-
вання) [46]. 
Цей метод включає множення сигналу активної потужності на гармоніку 
опорної частоти 0f , що приводить до зсуву спектра сигналу щодо вихідної ін-
формативної складової по частоті на 0f  і фільтрацію результуючого сигналу 
в низькочастотній області, де відношення розділюваних частот і, відповідно, 
вибірковість більше. 
Недоліком такого підходу є виникнення паразитних складових, що обме-
жують вибірковість по верхній границі відношенням розділюваних частот. Ві-
домі пристрої мають також велику інструментальну похибку, обумовлену варі-
ацією параметрів аналогових схем, і жорсткі вимоги до точності синхронізації 
фази гармоніки опорної частоти і складової сигналу активної потужності на 
оборотній частоті. 
Гранулометричний склад кускового матеріалу є основним показником ве-
дення технологічних процесів дроблення і здрібнювання [47, 48]. Оперативне 
керування, наприклад, технологічними процесами дроблення і здрібнювання 
залізної руди при автоматизованому контролі її гранулометричного складу на 
різних стадіях переробки дозволяє підвищити продуктивність цих процесів по 
готовому продукту на 5-7 % [49].  
Прямими методами контролю гранулометричного складу кускового мате-
ріалу є методи ситового аналізу [4, 47], які вимагають витрат ручної праці і не є 
оперативними. 
Для контролю гранулометричного складу продуктів дроблення існує без-
ліч засобів вимірів, серед яких більш кращими по надійності, оперативності й 
конструктивному виконанню є гранулометри безперервної (потокової) дії [48, 
50, 51]. Вони містять у собі контактні, що працюють безпосередньо в потоці 
(електромеханічні, п'єзоелектричні, електроакустичні), і безконтактні грануло-
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метри, що працюють поза потоком матеріалу (оптичні, магнітоіндукційні, ульт-
развукові, радіометричні тощо). 
Контактні гранулометри засновані на реєстрації механічних вібрацій, ви-
никаючих у пружному чутливому елементі (металева плита, консольна балка, 
ножі спеціальної конструкції ) при його ударній взаємодії з кусковим матеріа-
лом. Дані пристрої практично не вийшли за рамки експериментальних розробок 
за винятком гранулометру НДІАчермет [48], призначеного для контролю вмісту 
класу +25 мм у потоці мілкодробленої руди. 
До недоліків контактних гранулометрів необхідно, насамперед, віднести 
інтенсивне зношування чутливих елементів, що обумовлює їхню низьку точ-
ність.  
Зазначених недоліків позбавлені безконтактні гранулометри, що викорис-
товують спрямовані високочастотні електромагнітні випромінювання, включа-
ючи оптичний діапазон довжин хвиль. 
Прикладом безконтактного контролю гранулометричного складу крупно-
дробленої руди є автоматичний гранулометр УКДР-100 [52], структурна схема 
якого наведена на рис. 1.5 і включає первинний перетворювач 1 у вигляді авто-
генераторного датчика з відкритим коливальним контуром, підсилювач 2, акти-
вний фільтр 3, амплітудний селектор 4, формувач 5, реєстратор б і вторинний 
реєструючий прилад 7.  
 
 
 
Рис. 1.5. Структурна схема гранулометра УКДР-100 
 
Принцип дії гранулометру заснований на залежності характеру рельєфу 
поверхні кускового матеріалу від його гранулометричного складу. Перетворен-
ня рельєфу в електричний сигнал здійснюється за допомогою безконтактного 
первинного перетворювача 1, при цьому його установка в безпосередній близь-
кості від живильника 8 і відповідний вибір частоти автогенератора практично 
виключають вплив сегрегації й вологості кускового матеріалу на точність вимі-
рів. За результатами промислових випробувань відносна похибка вимірів вміс-
ту класу +100 мм у крупнодробленій залізній руді не перевищує 6%. 
Для бесконтактного контролю гранулометричного складу кускового ма-
теріалу в потоці використовуються також рентгенівські і гама-випромінювання, 
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але найбільш перспективними вважаються оптичні методи та засоби контролю 
[48, 53]. 
Теоретичною основою оптичних методів контролю, які реалізуються сис-
темами технічного зору (СТЗ), є теорема Акера [47, 54] про рівність відносин 
площ і об’ємів кускового матеріалу. Це обґрунтовує використання в таких СТЗ 
контролю гранулометричного складу за площами зображень кусків матеріалу 
(метод фотопланіметрії). 
Для прикладу на рис. 1.6 наведені експериментальні залежності грануло-
метричного складу поверхні руди при розвантаженні самоскидів, а також зале-
жність зв'язку результатів оптичного й ситового методів контролю грануломет-
ричного складу [49]. 
 
  а       б 
Рис. 1.6. Оцінки гранулометричного складу руди при розвантаженні  
самоскидів (а) та при контролі оптичним і ситовим методами (б) 
 
Алгоритми обробки інформації в СТЗ містять, зазвичай, наступні етапи 
[55-57]: 
- захоплення й формування зображення;  
- попередня обробка зображення; 
- кодування – передача – приймання – декодування зображення; 
- відновлення, сегментація й класифікація зображення. 
Формування зображення містить у собі настроювання оптоелектронної 
системи, коли вирішуються питання вибору поля зору, фокусування, умов осві-
тленості, експозиції, захисту поля зору від пилу тощо. При цьому вибір поля 
зору повинен виключати вплив сегрегації в потоці кускового матеріалу на кон-
трольоване зображення (що може бути досягнуте, наприклад, установкою оп-
тичного перетворювача (камери) у зоні перевантаження матеріалу), а також за-
безпечувати перебування в полі зору представницької проби. При цьому пере-
хід від маси представницької проби до необхідного розміру поля зору несклад-
но здійснити, знаючи статистичні характеристики крупності контрольованого 
матеріалу і його щільність. 
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Попередня обробка зображень спрямована на поліпшення (відновлення, 
згладжування) зображення, перекрученого шумом і впливом факторів, що його 
спотворюють (змазку, розфокусировки, тощо). 
Джерелами шуму є неідеальність камери й алгоритмів формування зо-
браження, погані умови зйомки (недостатня освітленість і пил), а також завади 
в каналах зв'язку (внаслідок наявності промислового устаткування великої оди-
ничної потужності істотними є імпульсні завади, а також білий шум). 
Для придушення імпульсного шуму широко використовується медіанна 
фільтрація [56, 57], при якій кожному пікселу в деякім його оточенні (вікні) 
шукається медіанне значення і привласнюється цьому пікселу.  
Білий шум придушується шляхом згладжування (усереднення по сусідах), 
що полягає в згортці зображення з різними функціями (масками). При цьому 
матричний фільтр із функцією Гаусса називається гауссіаном. Його перевагою є 
швидкість роботи, оскільки через його сепарабельність згортку можна вести 
послідовно по рядкам і по стовпцям [58]. 
Операції кодування – передача – прийом – декодування зображення вико-
ристовуються в розподілених СТЗ, у яких блоки формування зображення і на-
ступної його обробки просторово рознесені. При їх виконанні використовують-
ся стандартні рішення (канальне кодування Хафмена, стиск кадрів зображення 
JPEG, JPEG-2000 і відеопотоків MPEG-2, MPEG-4 тощо [57]). 
Метою відновлення є реконструкція перекрученого зображення. Методи 
відновлення засновані на моделюванні процесів перекручувань і застосуванні 
зворотних процедур для відтворення вихідних зображень, а сегментація полягає 
у розбивці зображення на однорідні області, що потім класифікуються відпові-
дно до призначення СТЗ. 
Внаслідок відсутності прямих методів контролю об'ємного заповнення 
млина рудою істотний розвиток одержали непрямі методи. Одним з відомих 
методів є контроль акустичного або вібраційного шуму млина. Ці методи одер-
жали розвиток в 70-80 рр. ХХ століття і найбільш відомими є розробки ВАТ 
«Союзцветметавтоматика» «Звук-7» (акустичний шум) і УРК-3 (вібраційний 
шум) [33]. Розвитком цих розробок є віброакустичний аналізатор ВАЗМ-1, який 
є універсальним інтелектуальним приладом нового покоління, реалізованим на 
базі РС-сумісного контролера. Прилад використовує три типи шумових параме-
трів – акустичний, вібраційний та енергетичний шум. Комбінування параметрів 
дозволяє використовувати його для практично будь-яких типів млинів.  
Для млинів самоздрібнювання досить ефективний радіоізотопний конт-
роль. Сучасна реалізація такого методу можлива на базі універсального радіо-
ізотопного перетворювача РП-24 з відповідним програмним забезпеченням. 
Безперервний контроль гранулометричного складу пульпи можливий різ-
ними методами – оптичним, седиментаційним (по кривій осадження твердого в 
пульпі), безпосередньо механічним. Розвиток останніх двох методів в 70-80 р.р. 
реалізоване ВАТ «Союзцветметавтоматика» у приладах «Сегран» і «Мікрон», 
відповідно. Сучасні рішення безпосередньо механічного методу застосовані в 
подальших розробках приладів типу «ПИК-074» [33].  
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У гранулометрі «ПИК-074П» реалізований метод визначення грануломе-
тричного складу, заснований на наявності кореляційного зв'язку між процент-
ним вмістом контрольного класу й середнім діаметром крупних класів в аналі-
зованій пульпі.  
Корпус датчика виконаний герметичним і вологонепроникним, тому змі-
на рівня вимірюваної пульпи й зовнішній полив датчика не впливають на його 
роботу. Шляхом удосконалень досягнуто, що зміна Т:Ж на 50% практично не 
позначається на результатах вимірів для вдосконаленого датчика. У грануломе-
трі реалізований також новий метод компенсації температурної погрішності, 
що забезпечує точність виміру на рівні ситового аналізу в режимі реального ча-
су. Гранулометр відрізняється простотою конструкції, доступною ціною, не ви-
магає кваліфікованого персоналу для профілактичного обслуговування й не має 
потреби в спеціальній підготовці пульпи. 
Гранулометр ПИК-074П має ступінь захисту IP66 і може контролювати 
два класи крупності пульпи в діапазоні від 0,028 до 1 мм. Середня квадратична 
похибка контрольованої величини не перевищує 2%. Гранулометр має струмо-
вий вихід (0-5 мА або 4-20 мА) і вихід RS-485 для зв'язку з ЕОМ. 
Гранулометр пройшов випробування й успішно працює на залізовмісних 
рудах Стойленського ГЗК й Абагурскої філії ВАТ «Евразруда», мідноцинкових 
рудах Гайского ГЗК (Росія). 
 
1.3. Аналіз методів створення систем керування складними об’єктами ке-
рування 
 
Процеси дроблення і здрібнювання з позицій керування, як відзначалось 
вище, являють собою складні динамічні ОК з нестаціонарними параметрами, 
нелінійними залежностями і стохастичними змінними, які мають значні транс-
портні запізнювання. 
Разом з тим, одна з провідних концепцій сучасної теорії автоматичного 
керування полягає у досягненні головної кінцевої мети на кожному етапі функ-
ціонування системи, що забезпечується шляхом оптимізації ОК у реальному 
масштабі часу [59, 60]. Це вимагає повного використання наявної апріорної ін-
формації у вигляді моделей цього ОК і можливе при: 
- оптимальному оцінюванні (фільтрації) динамічних процесів в ОК; 
- ідентифікації (оптимальному оцінюванні структури і параметрів моделі) 
ОК; 
- синтезі оптимального керування на кожному етапі функціонування сис-
теми; 
- адаптації (настроюванні оптимального керування за неповної інформа-
ції). 
Крім того, наразі для складних, нелінійних ОК активно розвиваються ін-
телектуальні методи керування, що розглядають ОК не як абсолютно відому 
точку в просторі ознак, а лише як деяку інформацію про неї. При такому підхо-
ді намагаються відтворити принципи природних систем керування – нервових 
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систем живих організмів, що реалізують універсальні принципи обробки емпі-
ричної інформації і пошукові алгоритми адаптації.  
 
1.3.1. Методи оцінювання, прогнозування та ідентифікації.  
Серед обмежень, що накладають на керування технологічними процесами 
рудопідготовки, варто виділити інформаційні обмеження. Вони мають місце не 
тільки у відношенні обсягів апріорної і поточної інформації, але й у відношенні 
статистичних характеристик різних шумів, збурень, параметрів. При цьому 
експериментальне визначення багатомірних законів розподілу ймовірностей 
вимагає зовсім неприпустимих витрат. 
Керування безперервними технологічними процесами здійснюється, 
зазвичай, у цифровому вигляді з дискретизацією часу на інтервали 
спостереження (оцінювання стану процесу), ідентифікації, синтезу керування й 
адаптації. Ці інтервали обираються, виходячи із динамічних властивостей 
процесів (сигналів, що спостерігаються) і цілей керування. 
При цьому в задачах спостереження й ідентифікації метою дискретизації 
є забезпечення мінімальної похибки апроксимації безперервних сигналів 
дискретними формами [61-63]. Однак тут виникає ряд труднощів, обумовлених 
недостатньою номенклатурою датчиків автоматичного контролю, а також 
непогодженістю регламенту технологічних випробувань з необхідною для 
керування періодичністю контролю, що призводить до наявності в базах даних 
нерівномірних і пропущених відліків у часових послідовностях (сигналів) [4, 
40]. Крім того, через неможливість реалізації ідеальної дискретизації фізичними 
засобами, похибки апроксимації фізичних сигналів завжди будуть відмінними 
від нуля. 
Дискретизація і відновлення сигналів визначаються теоремами 
Котельникова-Шеннона [64-66]. Область визначення цих теорем, крім сигналів 
з обмеженим спектром, розповсюджується також на смугові і багатосмугові 
сигнали.  
У сучасних підходах [66-68] будь-яка безперервна функція (сигнал) 
визначається послідовністю коефіцієнтів, що не обов'язково є відліками цього 
сигналу, і сімейством лінійно незалежних базисних функцій, що задовольняють 
умовам ортонормальності й обмеженості Рісса (Riesz). Такі моделі описують 
сигнали при їх вейвлет-розкладанні, багатомасштабних розкладаннях, 
відновленні В-сплайнами тощо [69, 70]. 
Однією з основних перешкод на шляху підвищення ефективності впрова-
дження систем автоматизації рудопідготовки є недостатня номенклатура авто-
матичних засобів оперативного контролю технологічних змінних. Існуючі сис-
теми ручного випробування мають низьку оперативність (періодичність конт-
ролю від 1 години і більш). Крім того, через великі транспортні запізнювання 
навіть за наявності автоматичних засобів контролю, їх інформація є оператив-
ною тільки для локальних підсистем, а для всієї АСК ТП ця інформація найчас-
тіше є запізнілою. 
Проблема оперативності контролю в рамках систем автоматизації може 
бути вирішена шляхом прогнозування (на необхідний інтервал випередження) 
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значень технологічних змінних по їхніх вимірюваним у минулому значеннях, 
що здійснюється за допомогою прогнозуючих фільтрів [71-74]. 
У класичній постановці Колмогорова-Вінера [74] здійснюється оптималь-
не (у сенсі мінімуму похибки) виділення корисного сигналу s(t) із вхідного сиг-
налу y(t) на тлі шуму n(t), тобто вхідний сигнал має вид:  
 
).()()( tntsty                                                                           (1.8) 
 
Метою прогнозування є одержання оцінки майбутнього значення сигналу 
 
),()(ˆ ttsty          (1.9) 
 
де Δt – інтервал випередження. 
Фільтрами називаються пристрої (алгоритми), що реалізують вирази (1.8) 
і (1.9) при Δt = 0. При Δt>0 і n(t)≡0 пристрої називаються випереджувачами, а 
при Δt>0 і n(t)≠0 – прогнозуючими фільтрами [74].  
Фільтр Колмогорова-Вінера є оптимальним для оцінки стаціонарного си-
гналу. Калманом і Б’юсі у 1960 р. був застосований метод диференціальних рі-
внянь, для якого умова стаціонарності сигналу і завади не є обов'язковою [72]. 
Девід Габор у 1962 р. запропонував алгоритми по створенню адаптивного са-
моналагоджувального фільтра. Якщо процес ергодичний, то в ході навчання 
прогнозуючий фільтр відтворює всі статистичні характеристики процесу [71, 
74]. 
Рішення задачі прогнозування полягає в інтерполяції часового ряду (за 
допомогою апроксимуючих функцій) і екстраполяції значень ряду на майбутнє 
по його попередніх значеннях функцій (наприклад, для стаціонарного процесу 
екстраполяція повинна враховувати сталість статистичних моментів часового 
ряду, а для нестаціонарних – розвиток його тренда в часі) з метою забезпечення 
обраного критерію ефективності. 
Для реалізації систем оцінювання й ідентифікації ОК, як правило, вико-
ристовуються адаптивні фільтри-апроксиматори (АФА) [73], що реалізують ре-
курсивні і нерекурсивні зв'язки, а також застосовують перетворення сигналів. У 
них процес адаптації включає оцінювання шуканого виходу фільтра і корегу-
вання його параметрів по значенню вихідної похибки. 
У процесі роботи АФА по величині похибки  між вимірюваним  і прогно-
зованим  значеннями сигналу (виходу ОК) здійснюється адаптація параметрів 
АФА. При цьому, у якості структури АФА, зазвичай, використовуються лінійні 
поліноміальні моделі, які для складних динамічних ОК не є адекватними. Більш 
перспективними нами вважаються АФА на основі методів систем штучного ін-
телекту і вейвлетного аналізу.  
Поширення методів систем штучного інтелекту, зокрема, нейронних ме-
реж і систем з нечіткою логікою, обумовлене тим, що вони є універсальними й 
ефективними апроксиматорами [75, 76], а побудовані на їх основі  інтелектуа-
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льні фільтри ефективні для прогнозування й апроксимації нелінійних стохасти-
чних процесів. 
Разом з тим відомо [73], що у фільтрах з перетворенням, наприклад, у 
частотній області у порівнянні зі згорткою у часовій області, значно 
скорочується обсяг обчислень і покращуються властивості збіжності 
алгоритмів адаптації. При цьому, через здатність до представлення 
нестаціонарних сигналів тут варто обирати не частотне, а час-частотне вейлет 
перетворення, причому, дискретне, через властивості ортонормованості, 
компактності, відновлення без втрат і малого обсягу обчислень [67, 69].  
Реальні процеси дроблення і здрібнювання складніше розглянутих в п. 
1.2.1 моделей: у дійсності вони стохастичні і мультифрактальні, а їх параметри 
порядку, що визначають режими роботи (від сталих до хаотичних) безпосеред-
ньо не спостерігаються. Тому актуальною є ідентифікація режимів і характери-
стик нелінійних процесів за експериментальними часовими реалізаціями [77, 
78].  
Ідентифікація складних ОК традиційними способами вимагає великих ви-
трат на експериментальні дослідження. Методи ж нелінійної динаміки дозво-
ляють з єдиних позицій визначати (класифікувати) і досліджувати режими фун-
кціонування технологічних процесів за окремими часовими реалізаціями, а та-
кож оцінити структуру ОК і синтезувати його модель [61, 62, 77, 79]. 
Процес структурно-параметричної ідентифікації включає операції визна-
чення структури, оцінки і оптимізації параметрів моделі ОК [79]. Перші дві 
операції вирішуються шляхом генерування (за допомогою базисних функцій) 
моделей-претендентів різної складності і настройки їх параметрів з подальшою 
селекцією кращих з них за обраними критеріями (результат – оптимальна стру-
ктура). Операція визначення оптимальних параметрів вирішується методами 
параметричної оптимізації шляхом уточнення набутих раніше значень парамет-
рів по критеріях регулярності на всій вибірці даних (результат – оптимальна 
модель). 
При цьому актуальними проблемами є вибір базисних функцій, в термі-
нах яких здійснюється ідентифікація, вибір способу генерування і селекції 
структур різної складності (методу структурної оптимізації), а також вибір ме-
тоду параметричної оптимізації і ефективних критеріїв селекції і оптимізації. 
Традиційно для апроксимації функцій використовуються поліноми Лежа-
ндра, Колмогорова-Габора тощо [79]. Коефіцієнти цих поліномів утворюють 
невідомі параметри, значення яких вибираються так, щоб щонайкраще відпові-
дати часовим реалізаціям, що спостерігаються, наприклад, за критерієм мініму-
му похибки. 
Більш продуктивним для апроксимації функцій є використання нейрон-
них мереж чи гібридних нейронних мереж з нечіткою логікою, параметрами 
яких є ваги нейронів, а також коефіцієнти їх функцій активації і належності 
(для гібридних мереж). 
Ефективним методом структурно-параметричної ідентифікації є метод 
групового урахування аргументів (МГУА) [79]. Його алгоритми реалізовують 
схему масової селекції шляхом генерування моделей – часткових описів (схре-
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щування) і відбору кращих з них (селекція). Але значною проблемою його за-
стосування є правильне співвідношення складності моделі з об'ємом навчальної 
вибірки. Крім того, принцип свободи вибору, що реалізовується при визначенні 
параметрів методу, призводить до його неадекватного застосування. 
Іншим підходом до структурно-параметричної ідентифікації є [80] вико-
ристання множини предикторів (нейронних мереж з різними структурами і па-
раметрами) в метамережі, вихідний шар якої формується як лінійна комбінація 
кращих (по величині похибки) мереж. Як алгоритми навчання вихідного шару 
метамережі використовуються параметричні методи оптимізації.  
Недоліком такого підходу є надмірна складність структури моделі. Крім 
того, отримувані результати некоректні в сенсі структурної ідентифікації (не-
має зовнішнього доповнення), а оптимальні рішення є локальними, а не глоба-
льними. 
Для вирішення таких проблем запропоновані [81] гібридні еволюційні 
схеми оптимізації, засновані на композиційному використанні глобальних і ло-
кальних методів. Перевагою такого підходу є паралельна робота глобальних і 
локальних методів оптимізації, що істотно знижує час пошуку рішень. 
 
1.3.2. Методи синтезу керування та адаптації.  
Труднощі керування динамічними режимами процесів переробки руди 
призвели до розвитку методів їх статичної оптимізації [82]. Такі методи досить 
ефективні на верхньому рівні ієрархії керування при оптимізації сталих режи-
мів, однак мають низьку ефективність на нижньому рівні через втрати в перехі-
дних режимах.  
У цілому стратегія керування в АСК ТП рудопідготовки на вітчизняних 
ГЗК полягає в даний час у стабілізації режимів роботи устаткування. 
Існуючі системи керування з лінійними законами регулювання і з адапта-
цією параметрів в умовах варіації збурювань і режимів роботи устаткування не 
можуть забезпечити ефективне керування технологічними процесами в сенсі 
критеріїв керування [31, 38, 83].  
Таким чином, існує невідповідність між складністю ОК і принципами і 
методами, реалізованими в їх системах керування – не виконується принцип 
адекватності ОК і його регулятора (відповідно до закону необхідної розмаїтості 
Ешбі і, пов'язаного з ним законом адекватності властивостей ОК і регулятора 
Стаффорда-Біра [84, 85]). 
При цьому розмаїтість технологічних схем рудопідготовки і складність її 
процесів викликає необхідність застосування універсальних за цілями і ефекти-
вних за результатами принципів керування. Це реалізується за допомогою оп-
тимального керування, мета якого полягає в забезпеченні екстремального зна-
чення показника якості (цілі) керування [59]. 
Однією з основних проблем, що виникають при створенні АСК є проек-
тування й реалізація ефективних САК, що забезпечують високу якість функціо-
нування складних процесів. При цьому головним завданням є синтез автомати-
чних регуляторів, які могли б гарантувати асимптотичну стійкість замкнених 
систем і задовольнити певній сукупності інженерних вимог до властивостей 
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САК у перехідних процесах та сталих режимах руху, а також до їхніх техніко-
економічних показників. 
Поставлене вище завдання – це завдання синтезу регулятора, найкращого 
в деякому сенсі, яке вирішується за допомогою теорії аналітичного конструю-
вання оптимальних регуляторів (АКОР) Лєтова-Калмана [86-89]. АКОР являє 
собою процедуру синтезу закону керування у функції координат стану ОК ана-
літичним шляхом, виходячи з вимог до якості перехідного процесу у формі мі-
німуму деякого обраного оптимізуючого функціонала (критерію якості). Таким 
чином, завдання АКОР – це завдання синтезу закону керування, що забезпечує 
мінімум критерію якості на траєкторіях руху ОК з довільного початкового в за-
даний кінцевий стан. При цьому закон керування являє собою сукупність зво-
ротних зв'язків по відповідним координатам ОК (рівняння оптимального регу-
лятора).  
Синтез оптимальних регуляторів базується на концепції Ляпунова збуре-
ного руху. При цьому зміст завдання керування визначається як природою ОК, 
так і видом критерію оптимальності, а ефективне рішення завдання синтезу 
може бути досягнуте як застосуванням методів варіаційного обчислення, так і 
методу Беллмана [59, 90]. 
Однак методи АКОР Лєтова-Калмана при практичнім застосуванні сти-
каються з істотними труднощами обчислювального й принципового характеру. 
Так, з підвищенням порядку ОК швидко наростають чисельні й особливо аналі-
тичні труднощі, зв'язані з необхідністю рішення нелінійних рівнянь у частин-
них похідних щодо виробляючої функції, до яких зводиться процедура визна-
чення законів керування [59, 89]. 
Крім того, у теорії АКОР безпосередньо не розглядаються загальноприй-
няті в інженерній практиці прямі показники якості синтезованих систем, що є 
приводом для критики її методів, заснованих на постулюванні квадратичних 
критеріїв якості й надмірної формалізації процедур синтезу. Тобто, невирішене 
завдання проектування регуляторів по заданих первинних показниках якості 
була замінена іншим, побічно з ним зв'язаним [91]. 
Застосування методу АКОР Лєтова-Калмана для нелінійних ОК зводить 
завдання синтезу до пошуку рішення рівняння Беллмана – нелінійного дифере-
нціального рівняння в частинних похідних щодо виробляючої функції, яка ви-
значає закон оптимального керування. У роботах А.М. Лєтова [86, 92] в устано-
влений тісний зв'язок між функціями Ляпунова, що задовольняють завданню 
асимптотичної стійкості руху, і зазначеним рівнянням Беллмана. Цей зв'язок 
полягає в тому, що рівнянню Беллмана задовольняє деяка безліч виробляючих 
функцій. Виявляється, що дійсне рішення завдання оптимального синтезу мо-
жуть дати лише ті з них, які є функціями Ляпунова для замкненої системи. Від-
повідно, отримані на основі таких функцій регулятори будуть оптимальними й, 
крім того, вони забезпечують асимптотичну стійкість руху системи. 
Розвиток нелінійної динаміки і пов’язаної з нею синергетики (теорії нері-
вноважних процесів) стало підґрунтям розробки принципово нових підходів до 
синтезу оптимального керування нелінійними динамічними ОК [91, 93, 94]. 
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Застосування ідей синергетики у керуванні полягає в цільовому способі 
самоорганізації синтезованих систем керування, при якому ціль – атрактор 
(асимптотично стійка множина, бажаний режим роботи) визначає самовряду-
вання і спрямовану самоорганізацію нелінійного динамічного процесу. 
Для застосування синергетичного підходу в системах керування необхід-
но перейти від роздільного розгляду моделей ОК і зовнішніх сил (у вигляді ке-
рувань, завдань і збурювань) до розширеної постановки задачі, щоб зазначені 
сили стали внутрішніми взаємодіями загальної (замкнутої) системи. Для цього 
зовнішні впливи подають у вигляді інформаційних моделей, що поєднують (аг-
регують) у загальну структуру розширеної системи. Тоді проблема керування 
формулюється як задача пошуку законів взаємодії в розширеній системі, де ви-
никають процеси самоорганізації, тобто виникає кінцеве число атракторів 
(принцип розширення-стиску фазового простору [91, 93, 94]. 
Метод синтезу керування в такій постановці одержав назву аналітичного 
конструювання агрегованих регуляторів (АКАР) [91]. В основу АКАР покладе-
не спільне використання теорії стійкості Ляпунова й оптимального керування. 
Метод забезпечує асимптотичну стійкість системи без пошуку рішень неліній-
них динамічних рівнянь ОК. При цьому функціонал, що оптимізують, є супро-
відною інтегральною оцінкою якості перехідних процесів, що ефективно при-
душує великі відхилення за можливо малий час і використовується для стабілі-
зації в режимі малих відхилень.  
Більшість САК побудовані на аналітичному описі ОК в просторі ознак 
(«класичний» підхід). На практиці ж типовими є ОК, що погано формалізують-
ся, з мало відомими чи змінними властивостями, для яких цей підхід не є ефек-
тивним.  
Із середини ХХ століття активно розвивається «некласичний» підхід у те-
орії керування, що намагається відтворити принципи природних систем керу-
вання – нервових систем живих організмів, які реалізують універсальні прин-
ципи обробки емпіричної інформації й ефективні пошукові алгоритми адаптації 
[95-98].  
Використання штучних нейронних мереж дозволяє розв’язати задачі ке-
рування нелінійними ОК шляхом створення адаптивних САК з навчаємим ней-
рорегулятором. При адаптації навчання використовується для отримання інфо-
рмації про стан і характеристики САК, що необхідні для оптимального керу-
вання в умовах невизначеності. Тобто адаптація тотожна оптимізації в умовах 
недостатньої інформації [96]. 
До переваг використання нейрорегуляторів відносять їх високу ефектив-
ність для керування нелінійними нестаціонарними ОК в галузях промисловості, 
де накопичені великі бази даних, а також – керування багатомірними і бага-
тоз’вязними ОК зі збурюваним середовищем функціонування. 
Головні проблеми при створенні систем з нейрорегуляторами – це обґру-
нтування змісту та обсягу інформації для навчання, а також вибір структури ре-
гулятора і умов існування стійких рішень [97]. 
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Адаптивні САК дозволяють скоротити строки проектування, налаго-
дження й випробувань, а також забезпечити ефективне керування в умовах збу-
рень і неконтрольованих змін властивостей ОК [59, 60].  
Для параметричної адаптації широко використовують градієнтні алгори-
тми [59, 99, 100]. Їх ідея полягає в тім, що швидкість зміни параметрів, що ада-
птують, пропорційна градієнту обраного критерію керування (функціонала) в 
просторі цих параметрів. Розвитком градієнтних методів для стохастичних 
процесів з дискретним часом є алгоритми стохастичної апроксимації, в яких ко-
ефіцієнти, що визначають властивості алгоритмів, у загальному випадку, зале-
жать не тільки від часу, але і від інших змінних. 
До переваг градієнтних алгоритмів відносять простоту і швидкодію, а до 
недоліків – високу імовірність застрявання в локальних екстремумах при полі-
модальних функціоналах.  
Пошук глобального екстремуму функціонала, що має декілька локальних 
екстремумів, є важкою задачею. У процесі глобального пошуку повинні одно-
часно вирішуватися дві суперечливі задачі: шукати кожен конкретний екстре-
мум і одночасно ухилятися від нього, щоб знайти інший – глобальний. Ця по-
двійність глобального пошуку вимагає значно більших витрат, ніж при локаль-
ному пошуку. 
Найбільш ефективними методоми розв’язання оптимізаційних задач при 
адаптації структури і параметрів системи керування є пошукові методи [59, 
101]. 
Процес пошуку в них складається з повторюваних етапів, кожний з яких 
представляє перехід від одного рішення до іншого (кращого), що й утворює 
процедуру послідовного поліпшення рішень. Алгоритм рішення задачі оптимі-
зації тут виконує функції збору інформації та прийняття рішення. 
Наприклад, в алгоритмах випадкового пошуку задаються напрямки по-
шуку і визначаються значення функціонала в нових точках. Рішення полягає у 
виборі кроку в напрямку зменшення цього функціонала. При цьому коефіцієнти 
алгоритму можуть змінюватися (адаптуватися) до процедури пошуку і виду гі-
перповерхні обраного функціонала. 
Розвитком методів випадкового пошуку, насамперед, у підвищенні ефек-
тивності процедур спрямованого пошуку, є еволюційні алгоритми адаптації, що 
реалізують біокібернетичний підхід для пошуку оптимальних рішень [101-104]. 
В них процес еволюції виконується поетапно (більш детально ці алгоритми роз-
глянуті в наступному пункті). 
Розглянуті принципи і методи дозволяють будувати  високоефективні 
адаптивні оптимальні системи автоматичного керування гірничорудним вироб-
ництвом з інтелектуальними прогнозуючими моделями технологічних процесів 
і апаратів.  
Параметричні алгоритми адаптації з диференціюванням вимагають мало 
витрат, але в них висока імовірність застрявання в локальному екстремумі. По-
шукові ж методи мають імовірність відшукання глобального екстремуму, рівну 
1, але в них великі час і обсяг обчислень.  
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1.3.3. Методи систем штучного інтелекту.  
Алгоритми МГУА реалізують принцип самоорганізації моделей і відтво-
рюють схему масової селекції [179, 105]. У них є генератори комбінацій, що 
ускладнюються з ряду в ряд, і граничні пристрої добору кращих з них. Повний 
опис об'єкта представляється у вигляді рядів часткових описів. Кожен частко-
вий опис є функцією тільки двох аргументів. Тому його коефіцієнти легко ви-
значити за даними навчальної послідовності при малій кількості вузлів інтер-
поляції. Виключаючи проміжні змінні, можна одержати повний опис. Матема-
тичним підґрунтям цього є теореми А.Н. Колмогорова, доведені у 1956-57 рр. 
про представлення функцій декількох змінних у вигляді суперпозицій функцій 
меншої кількості змінних, аж до представлення у вигляді суперпозиції функцій 
однієї змінної [106]. 
Селекцію зупиняють по мінімуму зовнішнього критерію і відповідні час-
ткові описи визначають оптимальну структуру повного опису. Необхідність ви-
користання зовнішнього критерію випливає з другої теореми Геделя про зовні-
шнє доповнення, крім того, спеціальні теореми теорії МГУА визначають умови, 
при яких результат селекції не відрізняється від результату повного перебору 
моделей [79, 105]. 
Основною перевагою методу є реалізація як параметричної, так і структу-
рної ідентифікації часових рядів і систем. Метод допускає різні апроксимації 
елементарних функцій часткових описів і є ефективним в умовах малого обсягу 
експериментальних даних і високого рівня шумів. 
Нейронні мережі (НМ) – це алгоритми, що моделюють біологічні проце-
си, асоційовані із процесами людського мозку [75, 76]. Елементарним перетво-
рювачем в них є штучний нейрон. 
На вхід штучного нейрона надходить деяка множина сигналів 
},,...,,{ 21 pxxxX  кожний з яких є виходом іншого нейрона. Кожний вхід по-
множується на відповідну вагу },...,,{ 21 pwwwW   і всі добутки додаються, ви-
значаючи рівень активації нейрона .XWwxZ
i
ii    Далі сигнал Z перетворю-
ється активаційною функцією F  у вихідний нейронний сигнал: )(ZFY  .  
Для НМ було доведено [107], що якщо функція активації нелінійна, то 
можна так побудувати мережу зв'язків і підібрати коефіцієнти, щоб НМ як за-
вгодно точно обчислювала будь-яку безперервну функцію від своїх входів. Та-
ким чином, НМ є універсальними і ефективними апроксиматорами. 
Архітектура багатошарової НМ прямого поширення складається з послі-
довно з'єднаних шарів, де нейрон кожного шару своїми входами зв'язаний з 
усіма нейронами попереднього шару, а виходами – наступного. Активаційними 
функціями для таких нейронів слугують лінійні, порогові або сигмовидні функ-
ції [75]. 
Навчаються НМ за допомогою алгоритму зворотного поширення помил-
ки, що є різновидом градієнтного спуску в просторі ваг, з метою мінімізації су-
марної похибки мережі. Алгоритм зворотного поширення помилки є NР-
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важким, тому час навчання мережі збільшується експоненційно з ростом розмі-
рності даних. 
НМ з радіальними базисними функціями (РБФ), являє собою двошарову 
мережу без зворотних зв'язків, яка містить схований шар радіально симетрич-
них нейронів (шаблоновий шар).  
Для того, щоб шаблоновий шар був радіально-симетричним, необхідна 
наявність: 
- центру, представленого у вигляді вектора у вхідному просторі; 
- способу виміру відстані вхідного вектора від центру; 
- спеціальної функції проходження від одного аргументу, що визначає 
вихідний сигнал нейрона шляхом відображення функції відстані (звичайно ви-
користовується функція Гаусса). 
Навчання НМ із РБФ відбувається в два етапи. Спочатку визначаються 
центри й відхилення для радіальних елементів, після чого оптимізуються пара-
метри лінійного вихідного шару.  
Мережі із РБФ мають ряд переваг перед багатошаровими НМ прямого 
поширення. По-перше, вони моделюють довільну нелінійну функцію за допо-
могою всього одного проміжного шару, тим самим знімаючи проблему вибору 
число шарів. По-друге, параметри лінійної комбінації у вихідному шарі можна 
оптимізувати за допомогою методів лінійної оптимізації, які швидко сходяться. 
Наразі широке поширення одержали системи нечіткого висновку [75, 104, 
108, 109]. Нечітка підмножина відрізняється від звичайної тим, що для елемен-
тів x з універсальної множини немає однозначної відповіді “так/ні” щодо деякої 
властивості. У зв'язку з цим нечітку підмножину А визначають через упорядко-
вані пари },/)({ xxА A  де )(xA – характеристична функція належності, що 
приймає значення в деякій цілком упорядкованій множині M (наприклад, 
M=[0,1]). 
Функція належності вказує ступінь належності елемента x підмножині А. 
Множину М називають множиною належностей. Якщо М={0,1}, то підмножина 
А є чіткою. 
Перевагами такого підходу є: 
- формулювання задачі природною мовою; 
- універсальність: згідно з апроксимаційною теоремою нечіткої логіки 
будь-яка математична система може бути апроксимована системою, основаною 
на нечіткій логіці; 
- ефективність: доведена теорема, що для кожної речовинної безперерв-
ної функції g(х) і для довільної похибки ε>0 існує нечітка експертна система, 
що формує вихідну функцію f(х)  таку, що sup║g(х) – f(х)║≤ ε [109]. 
Для усунення суперечливості в нечітких правилах, що формулюються 
людьми-експертами, було запропоновано [75] виконувати нечіткі системи адап-
тивними – коректуючи, у процесі її роботи, і правила, і параметри функцій на-
лежності. Варіантом такої адаптації є метод гібридних НМ. 
Гібридна НМ – це НМ з чіткими сигналами X , вагами W  і активаційною 
функцією F , але з їх об'єднанням шляхом використання нечітких множень, до-
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давань (t-норми, t-конорми) чи інших операцій. Входи, виходи і ваги гібридної 
НМ – речовинні числа, що належать відрізку [0,1]. 
Прикладом гібридної НМ є адаптивна нейронна система нечіткого висно-
вку (Anfis – Adaptive neuro-fuzzy inference system) [75]. 
Навчання гібридної мережі проводиться або за допомогою алгоритму 
зворотного поширення помилки, або комбінованим методом, розробленим для 
гібридних мереж. 
Еволюційні алгоритми (ЕА) моделюють процес біологічної еволюції: му-
тації структури і параметрів, їх схрещування (розмноження) і правило добору. 
Це дозволяє виявляти їх сприятливі варіації, за допомогою яких будується по-
слідовність поліпшуваних рішень [103, 104, 110]. 
ЕА відрізняються один від іншого. Але всі вони базуються на принципах 
еволюції: 
- особи (рішення) мають кінцевий час життя;  
- розмноження (пошук нових рішень) необхідне для продовження роду 
(знаходження екстремуму цільової функції – функції пристосованості); 
- до деякої міри нащадки (нові рішення) відрізняються від батьків (попе-
редніх рішень); 
- особи існують у середовищі, у якому виживання є боротьбою за існу-
вання і їх зміни сприяють кращій адаптації до умов зовнішнього середовища; 
- за допомогою природної селекції краще адаптовані особи мають тенде-
нцію до більш довгого життя й виробництва більшої кількості нащадків; 
- нащадкам властиво успадковувати корисні характеристики своїх бать-
ків, що веде до збільшення пристосованості осіб у часі. 
Найбільше поширення серед ЕА одержали генетичні алгоритми (ГА) ада-
птації [81, 104, 111], що засновані на моделюванні розвитку біологічної попу-
ляції на рівні геномів.  
До базових операторів ГА відносять кросовер (рекомбінації, кросинго-
вер), мутації й інверсії. З їхньою допомогою здійснюється переважне розмно-
ження краще адаптованих до зовнішнього середовища осіб (генів), а також ви-
робництво генів з характеристиками, які були відсутні у генів попередніх поко-
лінь. В оптимізаційних задачах, таким чином, реалізується наближення до оп-
тимального рішення й вибивання цільової функції з локальних екстремумів. 
Класичний ГА реалізується в такий спосіб [111]. 
1. Час t = 0. 
2. Створюють популяцію P(t) із випадково обраних генів. 
3. Обчислити значення функції пристосованості усіх генів з P(t). 
4. Поки умова зупинки не виконана: 
- обрати гени для репродукції з P(t), виходячи зі значень їх функцій при-
стосованості; 
- застосувати генетичні оператори для репродукції нащадків; 
- обчислити функції пристосованості нащадків; 
- замінити гени з P(t) нащадками й створити популяцію P(t+1). 
- час t = t + 1. 
5. Кінець. 
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Тут у наявності спадковість, мінливість і добір – рушійні сили біологічної 
еволюції по Ч.Дарвіну. 
Як і для інших ЕА, для ГА актуальним є питання збіжності. При виконан-
ні спеціальних умов збіжність має місце. 
Висока ефективність відшукання глобального екстремуму теоретично об-
ґрунтована у фундаментальній теоремі ГА [96]: при монотонній  послідовності 
популяцій імовірність знаходження глобального оптимуму цільової функції 
складає одиницю. В існуючих ГА реалізуються численні оператори вибору ба-
тьків і формування нової популяції, тому обґрунтування монотонності для різ-
них комбінацій генетичних операторів являє собою сучасну актуальну наукову 
задачу. Крім того, підлягає обґрунтуванню час (чи швидкість) їхньої збіжності. 
До переваг ГА відносять здатність знаходження глобального екстремуму, 
високу швидкодію при багатопроцесорній обробці і продуктивність (вони по-
будовані на принципах, які призвели до виникнення всього різноманіття видів).  
До їх недоліків варто віднести потребу у великому обсязі пам'яті 
(пропорційному розміру популяції) і відносно низьку швидкодію на фон-
неймановських ЕОМ. 
 
1.4. Висновки та постановка задачі 
Узагальнюючи вищевикладене можна зробити наступні висновки: 
1. Рудопідготовка містить у собі технологічні процеси дроблення і здріб-
нювання, витрати на які складають більше половини собівартості гірничо-
збагачувального виробництва. Тому актуальним є проведення досліджень з ме-
тою зниження витрат на ці процеси шляхом створення ефективних систем ав-
томатичного керування ними. 
2. Процеси рудопідготовки з позицій керування є складними динамічни-
ми об’єктами з нестаціонарними параметрами, нелінійними залежностями і 
стохастичними змінними, що мають значні транспортні запізнювання, різні ре-
жими роботи (включаючи хаотичні із фрактальною розмірністю) і чутливі до 
якості руди. 
3. Для автоматичного керування процесами рудопідготовки широке по-
ширення одержали системи, що використовують або лінеаризовані динамічні 
моделі об’єктів керування з адаптацією параметрів, або статичну оптимізацію, 
які в умовах варіації збурювань (якості руди) і змінних режимів роботи устат-
кування не можуть забезпечити якісне керування нелінійними процесами рудо-
підготовки. Таким чином, існує невідповідність між складністю об’єктів керу-
вання та існуючими методами керування ними (не виконується закон необхід-
ної розмаїтості Ешбі і закон адекватності властивостей об’єкта і регулятора 
Стаффорда-Біра). 
4. Якість руди для процесів рудопідготовки визначається, в основному, її 
міцністю та крупністю (гранулометричним складом), для контролю яких вико-
ристовують методи контролю якості руди за спектральними характеристиками 
споживаної активної потужності технологічними агрегатами та оптичні методи 
контролю гранулометричного складу руди в потоці, що мають відносно низьку 
точність. 
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5. Розмаїтість технологічних схем рудопідготовки і складність її процесів 
обумовлює необхідність використання універсальних за цілями і ефективних за 
результатами принципів керування, що реалізуються шляхом синтезу 
оптимального керування за допомогою методів аналітичного конструювання 
оптимальних та агрегованих регуляторів. Однак при їх практичному 
застосуванні виникають труднощі принципового характеру. 
6. Оптимальне керування вимагає наявності відповідної апріорної 
(адекватних прогнозуючих моделей) й апостеріорної (поточних вимірів і 
результатів обробки) інформації. Це потребує застосування маловитратних і 
ефективних засобів оцінювання й ідентифікації, для чого найбільш 
перспективним є використання методів систем штучного інтелекту, зокрема, 
нейронних мереж і систем з нечіткою логікою, що здатні до навчання і є 
універсальними й ефективними апроксиматорами. 
7. Нестаціонарність і стохастичність об’єктів керування потребує 
створення адаптивних систем автоматичного керування, які ефективні в умовах 
варіації збурювань і неконтрольованих змін властивостей (режимів роботи) 
об’єктів. Для адаптації моделей та алгоритмів керування складними об’єктами 
перспективними є пошукові та еволюційні методи, зокрема, генетичні 
алгоритми. 
Таким чином, невирішеною актуальною науковою проблемою є 
підвищення ефективності автоматизованого керування процесами крупного 
дроблення і самоздрібнювання руд в умовах зміни їх динамічних режимів 
роботи і параметрів та збуреного середовища шляхом синтезу і реалізації 
оптимального керування в процесі функціонування систем керування на основі 
ідентифікації та прогнозування стану керованих процесів з контролем основних 
збурень.  
Для розв’язання цієї наукової проблеми необхідно вирішити наступні за-
дачі: 
- теоретично обґрунтувати принципи оптимального керування нелінійни-
ми процесами крупного дроблення та самоздрібнювання руд на стадіях проек-
тування і функціонування систем автоматизованого керування та визначити то-
чність реалізації цього керування; 
- розробити методику вибору параметрів дискретизації та відновлення си-
гналів, що забезпечують припустиму похибку апроксимації при розв’язанні за-
дач спостереження й ідентифікації керованих процесів; 
- розробити способи контролю з підвищеною точністю міцності і крупно-
сті руди та її гранулометричного складу за спектральним та оптичним метода-
ми; 
- розробити адаптивний фільтр-апроксиматор для підвищення точності 
прогнозування й ідентифікації складних нелінійних сигналів та керованих про-
цесів; 
- запропонувати метод ідентифікації процесів крупного дроблення та са-
моздрібнювання руд у класі інтелектуальних прогнозуючих моделей; 
- розробити адаптивні системи оптимального керування процесами круп-
ного дроблення та самоздрібнювання руд з інтелектуальним прогнозуванням. 
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 РОЗДІЛ 2  
ОБГРУНТУВАННЯ ТА ДОСЛІДЖЕННЯ ПРИНЦИПІВ ОПТИМАЛЬНОГО 
КЕРУВАННЯ НЕЛІНІЙНИМИ ПРОЦЕСАМИ ДРОБЛЕННЯ І 
ЗДРІБНЮВАННЯ 
 
2.1. Проблеми синтезу і реалізації оптимального керування нелінійними 
процесами дроблення і здрібнювання 
 
Процеси дроблення і здрібнювання з позицій керування, як відзначалось в 
розд. 1, являють собою складні динамічні ОК з нестаціонарними параметрами, 
нелінійними залежностями і стохастичними змінними, що мають значні транс-
портні запізнювання. 
З особливостей цих процесів випливає необхідність обґрунтування і роз-
робки методів та алгоритмів синтезу в процесі функціонування САК оптималь-
ного керування нелінійними ОК, що враховують стохастичність їх змінних та 
використовують адаптацію прогнозуючих моделей для компенсації запізню-
вань і нестаціонарності параметрів з контролем збурювань у реальному масш-
табі часу. 
Використання математичних моделей не тільки на стадії проектування, 
але й у процесі функціонування систем, дозволяє реалізувати оптимальне керу-
вання складними технологічними процесами. 
Традиційний шлях створення системи керування включає етапи: 
- формулювання критерію (функціонала); 
- розробка математичної моделі об'єкта; 
- синтез законів (алгоритмів) керування; 
- розробка алгоритмів адаптації законів керування по режимах функціо-
нування об'єкта; 
- здійснення отриманих законів. 
Такий підхід призводить до звуження можливостей керуючих алгоритмів, 
тому що структура і параметри алгоритмів вибираються для конкретних умов. 
Об'єднання ж останніх трьох етапів дозволяє створити на базі обчислювальних 
засобів керуючу систему, що здійснює синтез оптимальних керувань і саме ке-
рування в процесі функціонування об'єкта (сполучений синтез керування [59]). 
При оптимальному керуванні головна ціль (і обмеження) керування ви-
ражаються у вигляді функціонала (цільової функції, критерію) керування. При 
наявності декількох цілей оптимізація може здійснюватися, наприклад, по уза-
гальненій цільовій функції (підхід Парето [112]). Проблема багатокритеріальної 
оптимізації розв'язується ітераційним шляхом: вибір і уточнення функціонала 
здійснюється за результатами, одержуваними шляхом моделювання і на реаль-
ному ОК.  
Аналіз методів АКОР Лєтова-Калмана показує, що вони безпосередньо не 
викорисьлвують прямі показники якості синтезованих систем, а це, у свою чер-
гу, призводить до істотних утруднень при їхній практичній реалізації (проблема 
доцільного вибору вагових коефіцієнтів постульованих функціоналів навіть для 
лінійних систем залишається дотепер належною мірою не вирішеною). 
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 Синтез САК нелінійними ОК на відміну від лінійних незрівнянно більш 
складний. У більшості випадків реальні ОК повинні розглядатися як нелінійні, 
що визначається обмеженістю енергії й потужності процесів, що протікають в 
ОК, наявністю механічних, електричних і теплових обмежень, насичення тощо. 
Облік цих обмежень стає обов'язковим у зв'язку з вимогою інтенсифікації тех-
нологічних процесів, коли робочі режими близькі до граничних. Однак нездій-
сненність принципу суперпозиції для нелінійних моделей ОК суттєво утруднює 
аналіз і синтез нелінійних САК. Так для нелінійних ОК структура законів оп-
тимального керування невідома й тому їх пошук за допомогою теорії АКОР є 
структурно-параметричним методом синтезу нелінійних систем. 
Нехай математична модель неперервного ОК має лінійно вхідне керуван-
ня: 
 
u)t,x()t,x(x xx   ,      (2.1) 
 
де ux,  – вектори стану та керування; xx  , – диференційовані векторна та мат-
рична функції; t  – час. 
Треба мінімізувати класичний функціонал (Лєтова-Калмана) з адитивни-
ми функціями витрат: 
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де зV – термінальна функція кінцевого стану етапу керування (цільова функція); 
зQ , зU  – позитивно визначені функції; 21,tt  - границі інтервалу (етапу) керу-
вання (оптимізації); K – позитивна матриця заданих коефіцієнтів. 
Тоді рівняння Беллмана для ОК (2.1) і функціонала (2.2) має вид: 
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згідно якому основне функціональне рівняння Гамільтона-Якобі при квадрати-
чній функції витрат на керування приймає вид: 
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Рішення цього рівняння ),( txVV   при граничній умові )]([)( 22 txVtV з  
визначає оптимальне керування 
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Синтез оптимального керування зводиться до розв’язання рівняння Белл-
мана (Гамільтона-Якобі-Беллмана [59, 86]), що для багатомірних нелінійних ОК 
зустрічає нерозв'язних труднощів, пов'язаних з дуже високою розмірністю 
множин при чисельному розв'язанні таких рівнянь. Аналітична ж побудова то-
чних рішень існує лише для лінійних ОК і квадратичних функціоналів. 
У прикладному плані завдання синтезу закону керування (2.4) зводиться 
до пошуку змушеного рішення ),( txV  рівняння (2.3), що є нелінійним диферен-
ціальним рівнянням у частинних похідних. Методи аналітичного рішення цього 
рівняння відсутні. Таким чином, безпосереднє застосування методу АКОР Лє-
това-Калмана для синтезу оптимальних керувань нелінійними ОК натрапляють 
на практично непереборні труднощі виявлення структури й параметрів законів 
керування.  
Розвитком теорії АКОР Лєтова-Калмана є принцип мінімуму узагальне-
ної роботи, розроблений академіком О.А. Красовським, згідно з яким оптиміза-
ція керування здійснюється за функціоналом узагальненої роботи (ФУР) [59, 
60, 83, 113]. Цей функціонал напіввизначений за рахунок введення додаткового 
члена, що залежить саме від оптимального керування. 
До характерної риси основного функціонального рівняння Гамільтона-
Якобі при цьому відноситься те, що його ліву частину можна розглядати, як по-
хідну )(tV  при 0u , тобто V  є функцією Ляпунова, а це функціональне рів-
няння – рівнянням Ляпунова для некерованого ОК. 
Перевага методу АКОР за ФУР полягає в тому, що його функціональне 
рівняння, на відміну від функціонального рівняння по АКОР Лєтова-Калмана, 
являє собою лінійне диференціальне рівняння в частинних похідних, що має 
принципово більш прості рішення. 
Найбільш ефективний цей метод при використанні прогнозуючої моделі 
ОК [60, 83]. Метод оптимізації нелінійних динамічних систем за ФУР має, крім 
зазначених переваг обчислювального характеру, також і можливість сполуче-
ного синтезу законів керування, тобто формалізованого визначення керувань у 
процесі руху ОК (з поточною ідентифікацією математичної моделі ОК). 
Синергетичний принцип оптимального керування процесами дроблення і 
здрібнювання полягає в цільовому способі самоорганізації синтезованих систем 
керування, при якому ціль – атрактор (асимптотична стійка множина, бажаний 
режим роботи) визначає самоврядування і спрямовану самоорганізацію 
нелінійного динамічного процесу. 
Синергетичний синтез за методом АКАР визначає закон керування, що 
забезпечує зближення стану ОК (2.1) із бажаним режимом роботи 
(інваріантним різноманіттям) 0)(  x  і наступний асимптотично стійкий рух 
ОК уздовж нього до початку координат фазового простору. 
Потрібно визначити закон керування )()( xuu  , що забезпечує збли-
ження точки, що зображує, з довільного початкового стану із деяким інваріант-
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 ним різноманіттям (бажаним режимом)  = )(x = 0 і наступний асимптотично 
стійкий рух уздовж нього до початку координат фазового простору. 
Необхідна і достатня умова того, щоб  = )(x = 0 було інваріантним рі-
зноманіттям є 0 . При такому керуванні, якщо в умовах збурювань точка, 
що зображує (вихід системи), зходить з бажаного різноманіття (необхідного 
режиму  =0), то через асимптотичну стійкість у цілому різноманіття, що при-
тягає, точка повернеться на нього. 
Для ОК (2.1) основне функціональне рівняння Ейлера-Лагранжа [91, 93]  
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визначає закон керування 
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що доставляє мінімум супровідному функціоналу виду  
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де нT  – матриця позитивно визначених коефіцієнтів,   – диференційована 
функція, яка характеризує потрібну якість перехідних процесів ОК.  
Траєкторії системи з ОК (2.1), замкнутої керуванням )(u  (2.6), є харак-
теристиками рівняння (2.5). Особливість такого керування в тім, що агрегована 
змінна   задається (є метою керування). Функції   можуть вибиратися різ-
ними способами, але доцільно вибирати їхню структуру ідентичною правим ча-
стинам рівнянь ОК (2.1), що призводить до ненаголошених перехідних процесів 
[93]. 
Таким чином, нелінійна динаміка ОК у просторі станів апроксимується 
лінійною динамікою в просторі макрозмінних. А задача підбору макрозмінної 
  зводиться до задачі синтезу стійкої однорідної системи диференціальних 
рівнянь. 
Метод забезпечує асимптотичну стійкість системи без пошуку рішень 
нелінійних динамічних рівнянь ОК. При цьому функціонал (2.7), який 
оптимізують, є супровідною інтегральною оцінкою якості перехідних процесів, 
що ефективно придушує великі відхилення за можливо малий час і 
використовується для стабілізації в режимі малих відхилень. Такий підхід 
інтерпретується послідовною оптимізацією нелінійних систем (спочатку у 
великому, а потім у малому). 
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 Методи АКАР і АКОР в класичній постановці вимагають точного знання 
(дослідження) ОК, а цього, зазвичай, немає в рудопідготовці, оскільки визна-
чення функцій розподілу, апріорних та апостеріорних ймовірностей змінних 
технологічних процесів вимагає неприпустимо великих витрат. 
 
2.2. Синтез оптимального керування за принципом мінімуму узагальненої 
роботи 
 
2.2.1. Синтез оптимального керування за функціоналом узагальненої ро-
боти (ФУР) на етапі проектування автоматизованої системи керування (АСК). 
По способу реалізації процесу оптимізації керування розрізняють 
рішення завдання при проектуванні АСК, коли на період функціонування 
системи покладається лише реалізація отриманого закону, а також сполучений 
синтез, коли всі оптимізаційні завдання формуються й вирішуються в процесі 
функціонування АСК [114, 115]. 
Нехай математична модель неперервного ОК має лінійно вхідне 
керування (2.1) і треба мінімізувати ФУР з адитивними функціями витрат: 
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де *зU  – позитивно визначена функція, що приймає мінімальне значення при 
optuu  ; optu  – шукане оптимальне керування, що доставляє мінімум функціо-
нала (наявність четвертого доданку в (2.8) відрізняє ФУР від класичного функ-
ціонала (2.2)). 
Тоді рівняння Беллмана для ОК (2.1) і функціонала (2.8) має вид: 
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де ),( txVV   – рішення основного функціонального рівняння Гамільтона-Якобі 
для автономного )0( optu  руху при граничній умові )]([)( 22 txVtV з : 
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Звідки оптимальне керування визначається із співвідношення [59]: 
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 і для квадратичних функцій витрат на керування гамільтоніан має єдиний міні-
мум при: 
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Тут, як відзначалось вище, на відміну від класичного підходу Лєтова-
Калмана, де основне функціональне рівняння Гамільтона-Якобі має вигляд не-
лінійного диференціального рівняння в частинних похідних (2.3), при мініміза-
ції за ФУР функціональне рівняння (2.9) має вид рівняння Ляпунова (лінійного 
диференціального рівняння в частинних похідних), чисельне розв’язання якого 
значно простіше, ніж (2.3).  
Розгляд ОК з лінійно вхідним керуванням (2.1) обумовлений відносною 
простотою синтезу їх оптимального керування. ОК загального виду 
 
),,(1 tuxx x         (2.11) 
 
може бути приведений до форми (2.1) різними способами. Наприклад, якщо си-
нтезовані керування мають малий діапазон зміни навколо значення 0u , то шля-
хом лінеаризації функції 1x  по u  вираз (2.11) можна записати [59, 116]: 
 
uutuxtuxx ouuxx  ]),,([),,( 101  ,   
 
звідки ),,(),( 01 tuxtx xx   і uutuxutx ouuxx  ]),,([),( 1 . 
Розглянемо тепер розв’язання задачі синтезу оптимального керування для 
неперервного ОК з дискретною моделлю виду: 
 
][])[(])[(]1[ kukxkxkx       (2.12) 
 
за дискретним функціоналом: 
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де 1, Jj kk  – початкові такти послідовних етапів (циклів) керування; Ttk /  – 
поточний такт часу; t  – неперервний час; T  – інтервал дискретизації. 
Дискретне рівняння Беллмана записується у вигляді 
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де jjj kkki ,...,2,1 11   . 
При граничній умові ])[(])[( 111   jзjk kxVkxV j  розв’язання 
рекурентного рівняння (2.14) визначається відповідно до рівності 
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і при квадратичній функції витрат на керування дорівнює: 
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Якщо тривалість інтервалу ],[ 1jj kk  є необмеженою (нетермінальна за-
дача з інтервалом ],0[   на етапі проектування), то рішення (2.15) існує тільки 
для асимптотично стійких ОК. 
Реалізація закону оптимального керування, отриманого на етапі проекту-
вання АСК, ефективна, коли процеси рудопідготовки мають сталі режими ро-
боти і відсутні варіації збурень (якості руди). 
 
2.2.2. Синтез оптимального керування за ФУР в процесі функціонування 
АСК. 
В умовах варіації режимів ОК і збурень ефективними є універсальні алго-
ритми синтезу оптимального керування, що засновані на поточній ідентифікації 
(обробці поточної інформації в реальному масштабі часу) за прогнозуючими 
моделями [17, 83, 114] та контролі збурень.  
Розглянемо розв’язання задачі оптимального керування в процесі 
функціонування неперервним ОК з узагальненою моделлю виду: 
 
}],[],[],[],[],[{]1[ kkakkwkukYkY Y  ,     (2.16) 
 
де Y – узагальнена функція (алгоритм) перетворення; 
][],[],[],[],[ kakkwkukY   – відповідно, вектори (матриці) виходу процесу, його 
керування, збурювання, шуму і параметрів до поточного часу k з відповідними 
глибинами пам’яті. 
Реалізація оптимального керування вимагає відповідного інформаційного 
забезпечення – апріорної (адекватні прогнозуючі моделі) і апостеріорної 
(поточні виміри і результати обробки) інформації. У загальному випадку ОК 
може мати різні запізнювання в різних каналах Zn  (збурення, керування і 
виходу). Тоді доцільно використовувати прогнозування виходу ОК відповідно 
до виразу (2.16), аргументи якого оцінюються за допомогою канальних 
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 прогнозуючих фільтрів (задача спостереження): 
 
}],[],[]),1[(],1[{][ kkaknkZnkZkZ ZZZZZ 
  ,  (2.17) 
 
де ][]}[],[],[{ kZkwkukY  . Тут ][kZ  – вектор (матриця) оцінки стану каналу 
системи; Z – узагальнена функція перетворення (метод, алгоритм); 
]),1[(],1[  ZZ nkZnkZ  ][],[ kak ZZ   – відповідно, вектор (матриця) відомих 
(виміряних) значень передісторії стану каналу (до моменту часу 1 Znk ); 
лінійно незалежні функції, що характеризують властивості часового ряду 
(наприклад, автокореляційна функція, дисперсія тощо); шуми вимірювань та 
параметри прогнозуючого фільтра.  
У якості керування будемо використовувати не координату, а її швидкість 
(зміну значення керуючої координати на поточний такт): 
 
]1[][][*  kukuku .       (2.18) 
 
Тоді модель (2.16) із врахуванням (2.18) набуває розширеного виду з лі-
нійно вхідним керуванням ][* ku : 
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або більш компактно 
 
][]1[ * kukY   ,       (2.20) 
де I  - одинична матриця; TkukYkY ]}[],1[{]1[  ; TY ku ]}1[,{ 

; 
TI},0{ . 
Нехай синтез здійснюється за стохастичним ФУР з адитивними 
функціями витрат на керування і дискретним часом: 
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де E  – математичне очікування; задY  – задане значення виходу процесу. 
Оптимальне у сенсі ФУР (2.21) керування стохастичним процесом (2.16) 
в умовах некорельованості цільової функції і помилок виміру ( 0][  kVз ) 
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 може бути приблизно отримане [59, 60, 83, 117-119], як оптимальне керування 
детермінованим процесом з точним виміром вектора стану ][kZ  шляхом заміни 
його дійсного значення на оцінку за його умовному математичному очікуванні 
]}.[{][ˆ kZEkZ y  Отримані таким шляхом наближені рішення задачі синтезу 
закону керування стохастичним процесом тим точніші, чим вище точність оці-
нювання, тобто чим менше ][ˆ][ kZkZ  . 
Дискретне рівняння Беллмана з урахуванням (2.20) записується у виді 
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де jjj kkki ,...,2,1 11   .  
При граничній умові ])[(])[( 111   jзjk kYVkYV j
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і при квадратичній функції витрат на керування з урахуванням (2.19) дорівнює: 
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Для алгоритмів синтезу оптимального керування за ФУР (2.21) із 
прогнозуючою моделлю (2.16) розв'язання рівнянь (2.22), (2.23) відносно *optu  
виходить досить просто за (2.24), а його принциповою особливістю є зв'язок 
оптимального рішення з вільним рухом ОК (при 0* u ) на прогнозований цикл 
керування ],[ 1jj kk .  
Таким чином, регуляризація задачі синтезу шляхом виділення у ФУР 
(2.21) частини, що залежить від власне оптимального керування (четвертий 
доданок), спрощує розв'язання і зводить його до відшукання мінімуму 
функціонала на ковзному циклі керування із залученням у реальному масштабі 
часу інформації про стан ОК до нового циклу керування (2.17) і його 
майбутнього стану по прогнозуючій моделі ОК (2.16). При цьому 
використовуються природні власні рухи ОК. 
Внаслідок граничного використання (і економії) енергії на керування не-
обхідно синтез керування виконувати з максимальним використанням природ-
них власних рухів ОК, що й забезпечується синтезом оптимального керування 
за ФУР. 
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 Крім того, оптимальне за ФУР керування дозволяє будувати 
асимптотично стійкі (при 0* u ) САК, а основне функціональне рівняння 
(Гамільтона-Якобі) нелінійного ОК являє собою лінійне диференціальне 
рівняння в частинних похідних (рівняння Ляпунова), що має відносно прості 
чисельні рішення. 
Треба сказати, що тут і далі використовуються неперервні операції дифе-
ренціювання від дискретних аргументів (для узагальнення, щоб не зосереджу-
ватись на конкретних апроксимаціях, які досліджуються в п. 2.4. В цьому ж 
пункті розглядається і вплив стохастичності на точність оптимального керуван-
ня). 
Таким чином, алгоритм синтезу оптимального керування за ФУР із про-
гнозуючими моделями в процесі функціонування АСК включає: 
1) оцінку поточного стану ОК в моменти початку чергового циклу керу-
вання ( jk ) згідно (2.17); 
2) прогнозування вільного руху ОК по моделі (2.16) на заданому інтерва-
лі ],[ 1jj kk  оптимізації керування; 
3) обчислення градієнта цільової функції 1iV  для поточного стану ОК; 
4) формування сигналу оптимального керування згідно (2.24). 
Синтез і реалізація оптимального керування на новий цикл повинні здійс-
нюватися з випередженням (глибиною прогнозу) на час, більший суми часу чи-
стого запізнювання в системі, а також часу пошуку і реалізації оптимального 
керування. Тоді виходом моделі ОК (2.16) буде оцінка прогнозу стану процесу 
][]1[ nkYkY    глибиною n.  
 
2.3. Синергетичний підхід до синтезу оптимального керування 
 
2.3.1. Синергетичний синтез оптимального керування на етапі проекту-
вання АСК. 
Синтез керування за ФУР для процесів дроблення простий і ефективний, 
але для багатозв'язних процесів здрібнювання стає відносно громіздким. 
Для таких ОК більш ефективним нами вважається синергетичений підхід, 
що дозволяє синтезувати єдину АСК з ієрархічним структуруванням локальних 
систем (підсистем) [120, 121].  
У методі АКАР синтез наступного рівня (нижнього, підлеглого) здійс-
нюють з урахуванням уже синтезованої за своїм критерієм підсистеми попере-
днього (верхнього) рівня. Для цього необхідно на наступних етапах використо-
вувати підсистеми керування і математичні моделі підоб'єкта керування попе-
реднього етапу. При цьому метод АКАР дозволяє здійснити послідовну оптимі-
зацію по квадратичному критерію в режимі малих відхилень і за критерієм 
швидкодії в режимі великих. 
Розглянемо застосування АКАР для синтезу керування в АСК, що скла-
дається з двох підсистем: 
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 ];[])[(])[(]1[ 211111 kxkxGkxFkx       (2.25) 
][])[(])[(]1[ 222 kukxGkxFkx  ,   
 
де FG,  – диференційовані функції; ]}[],[{][ 21 kxkxkx  – стан ОК. Тут відповідно 
до (2.13) ].[]}[],[{ kxkwkY   
На першому етапі потрібно визначити )(xuu  , щоб у замкнутій цим ке-
руванням системі досягалася ціль керування: 
 
0]1[ kx  при k .      (2.26) 
 
Для цього необхідно обрати функцію виходу для ОК )(xy   таку, щоб 
ціль (2.26) випливала з рівності: 
 
0])]1[(  kx  для усіх 0k .     (2.27) 
 
Для підсистеми ОК (2.25) як внутрішній сигнал керування розглядається 
координата 2x  вектора стану. Термін “внутрішній” означає, що безпосереднє 
зовнішнє керування u  не впливає на динаміку підсистеми (2.25). Нехай змінна 
])[(][ 12 kxkx  , де  – диференційована функція ( 0)0(  ), тоді підстановка 2x  
в (2.25) означає виконання цілі (2.26) по змінній 1x . У цьому випадку в якості 
  доцільно обрати:  
 
)]([)( 12 xxx  .       (2.28) 
 
Якщо для (2.28) виконана рівність (2.27), тоді 0  для 0k  і 
])[(][ 12 kxkx  , відкіля в силу умов стосовно   буде виконаний граничний 
перехід (2.26) для ][1 kx , а оскільки 0)0(  , то і для 2x  досягається ціль 
(2.26). 
На другому етапі в АКАР для вибору відповідного закону керування вво-
диться супровідний функціонал з адитивними квадратичними функціями ви-
трат: 
 
])}[(]1[{ 2
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22 kkTJ
k
нSP  

,     (2.29) 
 
мінімуму якого повинні відповідати перехідні процеси за (2.28). Тут 
Tkkk /])[]1[(]1[   – перша різниця, а T  – період дискретизації. 
Відповідно до варіаційних методів екстремаль SPJ  прийме вигляд 
 
0)( нT  для усіх 0,0  нTk .    (2.30) 
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Залежно від властивостей функції   можна забезпечити необхідну якість 
перехідних процесів на виході y . Головна вимога до  : 
,0)(;0)0(   якщо 0 . Рішення тоді має властивість (2.27). 
З урахуванням (2.25)-(2.30) екстремаль можна виразити як  
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а керування в дискретному часі дорівнює 
 
  ])[(][{{])[(][ 12112 kxkxTkxGku н ]}}1[][/])[( 112  kxkxkxF . (2.31) 
 
По отриманому керуванню (2.31) другої підсистеми обчислюють коорди-
нату 2x , що є оптимальним (у розглянутій постановці) керуванням першої під-
системи (2.25). Іншими словами, друга підсистема (верхнього рівня) формує 
керування (завдання) першій підсистемі (локальній системі нижнього рівня). 
У такий спосіб АКАР дозволяє синтезувати оптимальні по загальному 
функціоналу АСК багатозв'язних ОК шляхом послідовної декомпозиції опти-
мального керування в ієрархії вхідних підсистем. 
Недоліком синтезу керування на етапі проектування є недостатня ефекти-
вність його реалізації при варіації збурювань (крупності і міцності вихідної ру-
ди), які призводять до зсуву екстремуму прийнятого функціонала через неста-
ціонарність характеристик ОК у процесі функціонування. 
 
2.3.2. Синергетичний синтез оптимального керування в процесі функціо-
нування АСК. 
Урахування впливу збурень можна здійснювати на ковзному циклі керу-
вання ],[ 1jj kk . При цьому синергетичний синтез керування виконаємо при ви-
користанні прогнозуючих моделей і конструюванні макрозмінних з умови мі-
німуму енерговитрат на керування. 
Розглянемо вибір функції )(x  на основі комбінації консервативної 
)(xк  і дисипативної )(xд  складових, де дисипативна вводиться для форму-
вання бажаного атрактора (режиму системи), а консервативна – визначає при-
родну динаміку ОК і відповідає накладеним на систему консервативним зв'яз-
кам: 
 
 ]1[k ]1[  kK кк  + ]1[  kК дд ,   
 
де кK , дК  – коефіцієнти погодження. 
Нехай є стохастичний ОК виду (2.9): 
 
50
 ][][])[(])[(]1[ kkukxkxkx  ,     (2.32) 
 
а його еталонна модель – ])[],[(]1[ kukxkx   . Тут відповідно до (2.13):  
 
][]}[],[{ kxkwkY  ,       (2.33) 
 
а їх оцінки ][]}[],[],[{ kZkwkukY   визначаються спостерігачем за (2.14). 
Нехай ціль – мінімізація узагальненої похибки керування: 
 
0]}1[]1[{),,(  kxkxEuxxQ  .    
 
Ціль виконана, якщо ])[],[(]1[ kukxkx   , тоді макрозмінну д  приймемо 
у виді: 
 
),,(]}1[])[],[ˆ(ˆ{),(]1[ uxxQkxkukxEuxk дд
 . 
 
Макрозмінна к  характеризує рух ОК при 0u , тоді к  оберемо як фу-
нкцію похідних векторів стану системи в автономному (при 0u ) режимі.  
Для рівняння власного руху ОК 
 
])[],[(]1[ kakxkxc        
 
найбільш простою є макрозмінна  
 
]}1[]1[{]1[  kxkxEk cк ,    
 
що аналогічно синтезу керування за ФУР. Тоді з урахуванням (2.32) одержимо  
 
]}[])[({]1[ kukxEkк  ,     
 
звідки для реалізації різноманіття 0к  необхідне керування 0кu . Остато-
чно 
 
0]}[])[(]1[{]1[  kukxKkKEk кдд     (2.34) 
 
з урахуванням рівняння Ейлера-Лагранжа (2.30), що має в дискретній формі 
підродину стійких екстремалей  
 
0])[(])[(]1[][])[(]1[ 1   kTkxkkukxk д ; 1дT , 
 
закон керування має вид: 
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  ])}[(])[(]1[{])[(]1[][ 11 kTkxkkxkku д   . (2.35) 
 
Це керування оптимальне в сенсі супровідного функціоналу для ковзного 
циклу керування: 
 
])}}[(]1[{{
1
2221 kkTEJ
j
j
k
kk
дSR  



.   (2.36) 
 
Таким чином, алгоритм синергетичного синтезу оптимального керування 
з прогнозуючою моделлю в процесі функціонування АСК включає: 
1) оцінку поточного стану ОК в моменти початку чергового циклу керу-
вання ( jk ) згідно (2.17) і (2.33); 
2) прогнозування вільного руху ОК ]1[ kx  згідно (2.32) на заданому ін-
тервалі ],[ 1jj kk  оптимізації керування; 
3) обчислення градієнта агрегованої макрозмінної   для поточного ста-
ну ОК; 
4) формування сигналу оптимального керування згідно (2.35). 
Таким чином синергетичний підхід забезпечує синтез оптимального ке-
рування нелінійним стохастичним ОК в процесі функціонування АСК із мінімі-
зацією витрат на керування. 
 
2.4. Дослідження точності реалізації оптимального керування 
 
Розглянуті в п.п. 2.2 і 2.3 алгоритми забезпечують синтез оптимального 
керування в процесі функціонування АСК і використовують прогнозуючі моде-
лі ОК (2.16), (2.17). Ці алгоритми узагальнено включають наступні етапи: 
1) оцінка поточного стану ОК в моменти початку чергового циклу керу-
вання; 
2) прогнозування вільного руху ОК на заданому інтервалі оптимізації ке-
рування; 
3) обчислення градієнта цільової або агрегованої функцій для поточного 
стану ОК; 
4) формування сигналу оптимального керування. 
Керований процес буде строго оптимальним, якщо всі операції алгоритму 
виконуються ідеально. Однак у реальності неминучі похибки реалізації, через 
що вектор реальних керувань )(* tu  буде відрізнятися від вектора оптимальних 
керувань )(tu , а це спричинить відхилення реальної траєкторії процесу )(* tx  від 
оптимальної )(tx . У підсумку, це призведе до збільшення функціонала керу-
вання, що мінімізують, на деяку величину J . 
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 Щоб погіршення не перевищувало допустимих значень, необхідно обме-
жити похибки виконання операцій алгоритму, що можна зробити на основі за-
лежностей варіацій )()()( * txtxtx  , )()()( * tututu   і J  від цих похибок. 
Тобто актуальним є визначення залежностей варіації керування, траєкто-
рії руху і функціонала якості від похибок виконання операцій алгоритмів син-
тезу оптимального керування безперервними технологічними процесами рудо-
підготовки з нелінійною динамікою за принципом мінімуму узагальненої робо-
ти та на основі синергетичної концепції керування. 
 
2.4.1. Оцінка поточного стану об’єкта керування. 
Оцінка поточного стану ОК ][* kZ  здійснюється шляхом прогнозу його 
стану ][kZ  згідно (2.17), де використовується інформація від датчиків з похиб-
кою ][kZд : 
 
][][][* kZkZkZ д

 .       
 
Величина ][kZд  характеризує непереборну похибку рішення алгоритму 
керування і визначається точністю вимірів [4]. 
Прогноз ][kZ  включає похибку д  дискретизації (з інтервалом T) безперер-
вних сигналів і похибку прогнозу, що залежить від властивостей сигналів (про-
цесів) і необхідної глибини прогнозу Zn . 
Для сигналів з обмеженим спектром шириною B  і тривалістю нT  похиб-
ка дорівнює 2/1)(  нд TB  при 1)2(  BT  [65]. Для сигналів з необмеженим спек-
тром інтервал T  обирають з умови не перевищення д  допустимого значення 
[66]. 
Глибина прогнозу Zn  повинна перевищувати час пошуку оптt  й реаліза-
ції реалt  оптимального керування та час запізнювання в каналі Z : 
 
1 T/)tt(n ZреалоптZ  .    
 
Очевидно, що зі збільшенням Zn , зазвичай, росте і похибка прогнозу. 
Більш детально питання точності дискретизації та відновлення сигналів 
розглядаються в п. 3.1.  
 
2.4.2. Прогнозування вільного руху об’єкта керування. 
Основною операцією алгоритму керування є моделювання вільного руху 
ОК, похибка якого залежить, в основному, від неточності математичної моделі і 
від помилок інтегрування. Припустимо, що структура ОК і його моделі збіга-
ються, а вектор параметрів моделі мa  відрізняється від вектора параметрів ОК 
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 a  на величину aaa м  .Зовнішні неконтрольовані збурювання )(t вважають-
ся завадами. 
Нехай вільний рух безперервних технологічних процесів рудопідготовки 
задається рівнянням: 
 
)(),,( ttaxx cxc   ,      (2.37) 
 
яке моделюється дискретним рівнянням, одержуваним з (2.37), наприклад, по 
методу Ейлера [116]: 
 
 ],),([][]1[ kkcxcc taatxTkxkx ),],[( kaakxc  , (2.38) 
 
де Ttxkx kcc );(][  - крок (інтервал) дискретизації.  
Основним джерелом помилок чисельного інтегрування рівняння (2.38) є 
крокова похибка обраного методу інтегрування. Іншими джерелами похибки є 
помилки округлення і помилки апроксимації нелінійних функцій дискретними 
формами [123, 124]. Зазначені помилки містять як систематичну, так і випадко-
ву складові. 
Розглянемо рівняння оптимальної траєкторії з лінійно вхідним керуван-
ням і початком у точці )(tx : 
 
)(),(),,( tutxtaxx xx  .    (2.39) 
 
Тут оптимальне керування )(tu  вважаається відомою функцією від )(tx , 
отриманою в результаті ідеально виконаної процедури синтезу. (Способи отри-
мання моделей ОК з лінійно вхіднім керуванням розглянуті в п. 2.2). 
Відповідно до (2.38) і (2.39) рівняння збуреної оптимальної траєкторії має 
вид: 
 
][][)],[(),],[(]1[ **** kkukkxkakxkx  ,   (2.40) 
 
де )()(][);()(][ ** kkkk tutukutxtxkx  . 
Вважаючи ux  ,  досить малими і зневажаючи величинами другого і ви-
ще порядку малості, одержимо рівняння у варіаціях: 
 
][
][
][
][
][]1[ ku
ku
kx
kx
kxkx 

 .   (2.41) 
 
Рішення )(sxc  при 1 jj kk tst  рівняння (2.37) є незбуреним прогнозова-
ним вільним рухом ОК, а рішення ][* kxc  при 1 jj kkk  рівняння (2.38) – збу-
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 реним прогнозованим вільним рухом, оскільки ][* kxc  збуджується поточною 
оцінкою ][][ kZkxc    дійсного стану ОК. Тому 
 
][][][][* kxkxkxkx дcc    ,     
 
де ][][ kZkx дд   – похибки датчиків. 
Різниця ][][][ ** kxkxkx ccc   за умови її достатньої малості з урахуванням 
(2.38) задовольняє рівнянню у варіаціях: 
 
][][
][
][]1[ *** ka
a
kx
kx
kxkx c
c
cc 

    (2.42) 
 
з початковими умовами ][][* kxkxx дkkc j   . 
У рівнянні (2.42) не враховані похибки інтегрування, що внаслідок збуре-
ного вільного руху (2.38) залежать не тільки від ][kxc , але і від ][* kxc . 
Відомо [116, 122], що головний член похибок інтегрування деякого век-
торного диференціального рівняння ),( tyFy   пропорційний рішенню рівнян-
ня у варіаціях: 
 
)1( 
 myy
y
Fy ,      (2.43) 
 
де )1( my  – похідна )1( m -го порядку. Число m і коефіцієнт  залежать від обра-
ного методу інтегрування. 
Відповідно до (2.43) рівняння для похибок інтегрування (2.38) має вид: 
 
])[(][
][
][]1[ *)1(****** kxkx
kx
kxkx c
m
c
c
cc

 ,  (2.44) 
 
де )1(  m  – різниця порядку )1( m . 
З виразу (2.44) випливає, що похибки інтегрування залежать не тільки від 
параметрів незбуреного руху ][kxc , але і від похибок akxд  ],[  і варіації ][kx . 
Знизити похибки інтегрування можна шляхом зменшення кроку дискре-
тизації й інтервалу оптимізації (інтегрування), а також шляхом застосування 
точних методів інтегрування, наприклад, Рунге-Кутта, для яких 4...2m  [123, 
124]. 
Рішення рівняння (2.38) з урахуванням похибок ][** kxc  вважаємо реаліза-
цією реального вільного руху ОК: 
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 ][][][][][][ ******** kxkxkxkxkxkx cccccc   ,   
 
звідки похибка моделювання дорівнює 
 
][][][ *** kxkxkx ccc   .      
 
Для визначення ][kxc  необхідно розв’язувати спільно рівняння (2.37), 
(2.38), (2.42) і (2.44). У загальному випадку, коли ОК нелінійний, ][kxc  зале-
жить не тільки від розглянутих похибок, але і від поточного стану ][kx .  
 
2.4.3. Обчислення градієнта функцій. 
Похибка цієї операції алгоритму утворюється з похибок обчислення фун-
кцій ,V  і чисельного диференціювання, що є основним джерелом похибки 
[83, 123, 124]. 
Оскільки замість ][kx c  ми маємо ][** kxc , то в результаті обчислень згідно 
(2.13) буде: 
 
 



 1
11
* 1 )],[][(])[][(])[(
j
j
k
kk
ccзjcjcз kkxkxQkxkxVkxV ,  (2.45) 
 
де   – похибка обчислень, що виникає через апроксимацію безперервних фун-
кцій дискретними формами і через похибки округлення [123, 124]. 
Якщо функції зV  і зQ  гладкі і ][kxc  досить мала, то вираз (2.45) можна 
розкласти в ряд Тейлора, відкинувши члени другого і вище порядків малості: 
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. 
 
Цей вираз перепишемо як 
 
 VkxVkxV ])[(])[(* ,      (2.46) 
 
де V – головний член похибки визначення V –функції через похибку моделю-
вання вільного руху ОК, що дорівнює  
 





 


1
1
1
1
][
][
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j
j
k
kk
c
c
з
jc
jc
з kx
kx
Qkx
kx
VV .   (2.47) 
 
При синергетичному синтезі керування для лінійної функції   буде: 
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 ])[(])[(])[][(* kxkxkxkx cccc ,    (2.48) 
 
відкіля похибка її визначення через похибку моделювання вільного руху ОК 
складає: 
 
])[( kxc .        (2.49) 
 
Функції **,V  далі використовуються при формуванні оптимального ке-
рування (2.15) і (2.35). 
Якщо диференціювання здійснюється ідеально, то згідно (2.46): 
 
][][][
*
kx
V
kx
V
kx
V



 ,       (2.50) 
 
де член ][/ kxV   залежить від похибки моделювання вільного руху і стану 
][kxc  (для нелінійного ОК). Реально ж чисельне диференціювання виконується з 
похибкою, що залежить від обраного методу (далі для простоти вважаємо 
0][/  kxV ). 
При обчисленні ][/ kxV   з правою різницею маємо 
 
x
xVxxV
x
V


 )()( ,       (2.51) 
 
де x  – крок чисельного диференціювання. 
Розклавши )( xxV   в ряд Тейлора і врахувавши похибки обчислення V-
функції в двох точках ),( 21  , одержимо 
 
)( 3xO
x
V
x
V 

 ,       (2.52) 
 
де   – головний член похибки, рівний 
 
x
x
x
V


 )(
2
21
2
2
.       (2.53) 
 
Звідси випливає, що при наявності похибок ),( 21   не можна нескінченно 
зменшувати   за рахунок зменшення кроку x . Найменше значення   буде при 
кроці [83]:  
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
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Vx ,      (2.54) 
 
при цьому 
 
2
2
212
x
V

 .       (2.55) 
 
Для формул з лівою різницею замість (2.53) будемо мати 
 
x
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V
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 )(
2
21
2
2
,      (2.56) 
 
тобто перший член змінює знак. Тоді обчислення xV  /  можна організувати 
так, щоб на l -му кроці обчислювалася права різниця, а на кроці )1( l  – ліва. То-
ді головний член похибки   згідно (2.53) і (2.56) буде мати коливання, які мо-
жна легко згладити. 
Для підвищення точності диференціювання можна використовувати фор-
мули центральної різниці: 
 
x
xxVxxV
x
V



2
)()( ,      (2.57) 
 
для якої вираз (2.52) має вид 
 
)( 4xO
x
V
x
V 


.      (2.58) 
 
Тут головний член похибки дорівнює 
 
x
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V
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
 )(
6
212
3
3
.      (2.59) 
 
Якщо похибки ),( 21   істотні, то оптимальний крок (у сенсі мінімуму  ) 
дорівнює 
 
3
1
3
3
213



x
Vx .      (2.60) 
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 При використанні виразу (2.57) зменшується похибка   за рахунок змен-
шення першого члена в (2.59) у порівнянні з (2.53). При цьому, однак, практич-
но в два рази збільшується кількість обчислень прогнозованих рухів на кожнім 
циклі керування. 
Для функції   похибки диференціювання визначаються аналогічно вира-
зам (2.50)-(2.60). 
Запропоноване вище обчислення V -функцій по рівнянню Беллмана (2.14) 
може бути спрощено. Нехай кінцево-різницеве рівняння безперервного ОК (2.1) 
отримане по методу Ейлера:  
 
)(]),([]),([][]1[ kkkxkkx tuttxTttxTkxkx  . 
 
Якщо крок чисельного інтегрування T  досить малий, то мала і норма 
)(]),([][)],[( kkkx tuttxTkukkx  , а величина ]),([][)],[( kkx ttxTkxkkx   близька 
до ][kx  і ]1[ kx . Тоді відповідно до (2.14) справедлива наближена рівність: 
 
]}[])[(
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T
i
iopti 
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при якій (2.14) приймає просту наближену форму 
 
])}[({])[(])[( **1
** ixVixQixV iзi        (2.61) 
 
з точністю  
 
])[(])[(**** ixVixVV ii  .      (2.62) 
 
Вирази (2.61) і (2.62) не враховують стохастичність ОК (впливу його шу-
му ) на точність визначення V -функції. Оптимальне керування визначається 
співвідношенням (2.15). Тоді наявність шуму призводить (унаслідок наближе-
ного виконання теореми поділу для нелінійних ОК [117, 118]) до наявності зсу-
ву в рівнянні Ляпунова (2.9) для безперервного автономного ( 0u ) ОК: 
 
][),(),( 



x
VEtxQtx
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V
t
V
з
 ,    (2.63) 
 
де x - математичне очікування дійсного стану ОК. 
З виразу (2.40) випливає, що, якщо зсув 0][ 

x
VE , то функціонал 
(2.13) досягає мінімуму при optuu   згідно з виразом (2.15).  
Оскільки V -функція є рішенням рівняння (2.63), то її похибка за рахунок 
стохастичності ОК визначається як: 
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]}[{1* 
 
x
VEVV .       (2.64) 
 
Негативний вплив шуму   зростає при збільшенні його інтенсивності і 
тривалості прогнозу вільного руху ОК. При цьому високочастотний шум за ра-
хунок усереднення впливає мало. 
 
2.4.4. Формування і реалізація керування. 
Ця операція пов'язана з обчисленням вектора оптимального керування 
згідно (2.15) з урахуванням функції ефективності керування )],[( kkx . Для про-
стоти приймемо, що dkkx  )],[( , де d - прямокутна матриця, що реалізується з 
деякою похибкою d : 
 
ddd * .        (2.65) 
 
Тоді керування (2.15) визначається як  
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На підставі вищевикладеного формоване керування дорівнює: 
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де ***,, VVV  - визначаються виразами (2.47), (2.64) і (2.62), а – по виразах 
(2.53) чи (2.59). 
З виразу (2.66) головний член похибки формування керування дорівнює: 
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Тут у дужках перший член визначає похибку формування керування че-
рез похибку моделювання вільного руху ОК (2.47), що залежить від похибок 
оцінювання, похибки моделі і похибок чисельного інтегрування. Другий член – 
через похибку чисельного диференціювання, третій і четвертий – відповідно, 
через вплив неконтрольованих збурювань (2.64) і через апроксимацію V -
функції (2.62). Останній член – через неточність завдання матриці ефективності 
керувань (2.65). 
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 Головний член похибки синергетичного керування (2.35) згідно (2.48), 
(2.49) і в припущенні, що  
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дорівнює: 
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Вирази (2.67) і (2.68) визначають залежність варіації керування ][ku  від 
різних джерел похибок, а також від варіації оптимальної траєкторії ][kx  і від 
фазових координат оптимальної траєкторії ][kx . Ця залежність визначається 
шляхом спільного розв’язання системи рівнянь (2.37), (2.38), (2.42) і (2.44). То-
ді, підставляючи ][ku  в рівняння (2.41) і вирішуючи його разом з (2.40), одер-
жимо залежність ]1[  kx  від усіх розглянутих похибок. 
При цифровій реалізації керування всі необхідні обчислення виконуються 
циклічно із тривалістю циклу ut , тобто ujj ttt 1 . Для керування безпере-
рвними ОК формується вектор керування як кусочно-постійна функція 
];[)()( jjдд kututu   tt j  < 1jt , оптимальне значення якої дорівнює середньому зна-
ченню безперервного оптимального керування на цьому циклі [125, 126]. Тут 
слід зазначити, що період циклу керування ut  і період дискретизації T  сигна-
лів повинні вибиратися з умови utT  , тоді такти початку і кінця циклу керу-
вання рівні Ttk jj /  і Ttk jj /11   , а потрібна глибина прогнозу буде: 
 
TTtnn uZZu /)(  .     
 
Якщо відомі u  і x , то відповідно до (2.10) і (2.39) варіації функціона-
лів будуть: 
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Задаючи обмеження на допустимі варіації функціоналів, по відомих за-
лежностях u  і x  від похибок можна шляхом моделювання одержати обме-
ження на самі похибки. 
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 Висновки до розділу 
1. Синтез оптимального керування на стадії проектування автоматизова-
них систем керування технологічними процесами рудопідготовки в умовах ва-
ріації якості руди неефективний. 
2. Оптимальне за ФУР керування дозволяє будувати асимптотично стійкі 
системи керування, а основне функціональне рівняння нелінійного ОК являє 
собою лінійне диференціальне рівняння в частинних похідних, що на відміну 
від методу АКОР Лєтова-Калмана має принципово простіші чисельні рішення.  
3. Синергетичний підхід забезпечує апроксимацію нелінійної динаміки 
ОК у просторі станів лінійною динамікою в просторі макрозмінних, задача 
підбору яких зводиться до синтезу стійкої однорідної системи диференціальних 
рівнянь. 
4. Вперше для процесів рудопідготовки обґрунтовано використання: 
- принципу мінімуму узагальненої роботи, який вміщує регуляризацію 
рішень шляхом додавання в класичний функціонал витрат на оптимальне 
керування, що спрощує розв’язання і зводить його до відшукання мінімуму 
функціонала на ковзному циклі керування із залученням у реальному масштабі 
часу інформації про стан ОК до нового циклу керування і його майбутнього 
стану по прогнозуючій моделі ОК. При цьому використовуються природні 
власні рухи ОК; 
- синергетичного принципу оптимального керування, який полягає в 
цільовому способі самоорганізації синтезованих систем керування, при якому 
ціль – бажаний режим роботи визначає самоврядування і спрямовану 
самоорганізацію нелінійного динамічного процесу за рахунок включення 
інформаційних моделей у загальну структуру розширеної системи. Це 
забезпечує зближення ОК із бажаним режимом його роботи і наступний 
асимптотично стійкий рух ОК уздовж нього до початку фазових координат із 
мінімізацією супровідного функціоналу на ковзному циклі керування із 
залученням у реальному масштабі часу інформації про стан ОК до нового 
циклу керування і його майбутнього стану по прогнозуючій моделі ОК . 
5. Точність реалізації оптимального керування ОК не може перевищувати 
точність оцінювання його стану і точність інтегрування прогнозованого 
вільного руху ОК. Звідси необхідно, щоб похибки диференціювання цільових 
функцій і формування керувань були багато менше похибок чисельного 
інтегрування.  
6. Для забезпечення близькості реального керування стохастичними ОК 
до гранично досяжного необхідно, щоб математичні очікування похибок чи-
сельного інтегрування вільного руху ОК на інтервалі оптимізації були багато 
менше математичних очікувань похибок оцінювання поточного вектора стану 
ОК. Тобто, точність оптимального керування, перш за все, визначається 
точністю оцінювання та ідентифікації ОК. 
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 РОЗДІЛ 3 
КОНТРОЛЬ ТА ПРОГНОЗУВАННЯ ПРОЦЕСІВ КРУПНОГО ДРОБЛЕННЯ  
ТА САМОЗДРІБНЮВАННЯ РУД 
 
3.1. Дискретизація та відновлення сигналів  
 
В задачах спостереження й ідентифікації метою дискретизації є 
забезпечення мінімальної похибки апроксимації безперервних сигналів 
дискретними формами [126]. 
Дискретизація і відновлення сигналів визначаються теоремами 
Котельникова-Шеннона [64, 66, 68], які стверджують, що, якщо спектр 
безперервної функції )(tx  обмежений круговою частотою max  (частотою 
Найквіста maxF ), то: 
- частота дискретизації функції )(tx  повинна бути maxmax 2/ FFд  , 
що дозволяє уникнути перекручування спектра функції, яку 
дискретизували, за рахунок його повторення (теорема дискретизації 
Шеннона); 
- безперервна функція )(tx  однозначно відновлюється (визначається) за 
її дискретними відліками )(kTx , узятими рівномірно з періодом 
1
maxmax
1 )2(/   FFT д : 
 
)/()()( kTtsіnckTxtx
k
 ,      (3.1) 
 
де )/()sin()( tttsіnc  ; k  - номера відліків (теорема відновлення 
(відліків) Котельникова-Шеннона). 
Область визначення цих теорем, крім сигналів з обмеженим спектром 
(СОС), розповсюджується також на смугові і багатосмугові сигнали [65, 66, 68]. 
Коли в сигналі є частоти більші maxF  (сигнали з необмеженим спектром – 
СНС), то для одержання сигналів СОС необхідно використовувати формуючий 
передфільтр нижніх частот (ФНЧ) для запобігання ефекту накладання, а для 
відновлення безперервних сигналів за їх відліками використовується 
формуючий постфільтр ФНЧ (рис. 3.1). Дискретизовані відліки (при 1T ) 
визначаються як: 
 
)()()( ktkckc  ,        (3.2) 
 
а відновлений сигнал дорівнює: 
 
)()()( ktkctx
k
   ,       (3.3) 
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 де, відповідно до (3.1): )()( kTxkc  ; )()()( tsіnctth   – ідеальні ФНЧ;   – 
функція Дірака. 
 
 
 
Рис. 3.1. Схема дискретизації безперервної функції (сигналу) 
 
Використання моделі апроксимації сигналу (3.1)-(3.3) не завжди коректне 
через неможливість реалізації ідеальних ФНЧ, а область використання sіnc -
функцій обмежена через їх низьку роздільну здатність. 
У сучасних підходах [66, 68] фільтри ФНЧ для сигналів СНС можуть 
обиратися не ідеальними, але вони повинні бути біортогональними: 
 
mkdtmtktmtkt 


  )(~)()(~),( .   
 
Тоді сигнали в 2L -мірному просторі визначаються як: 
 



  
k
Lсktkcts 2:)()()(  ,     (3.4) 
 
звідки випливає, що будь-яка безперервна функція (сигнал СНС) визначається 
послідовністю коефіцієнтів )(kc  (що не обов'язково є відліками цього сигналу) 
і сімейством лінійно незалежних базисних функцій )( ktk  , що 
задовольняють умовам ортонормальності й обмеженості Рісса (Riesz) [66]: 
 
 
k
k 1;    2)(0 kf ,     (3.5) 
 
де )( f  - перетворення Фур'є базисної функції )(t . 
Модель (3.4) описує сигнали при їх вейвлет-розкладанні, 
багатомасштабних розкладаннях, відновленні В-сплайнами тощо. 
 
64
 3.1.1. Дискретизація сигналів з обмеженим спектром. 
Нескінченні сигнали СОС )(tx  у (3.1) фізично спостерігаються на 
кінцевому інтервалі нT , тобто вони фінітні: 
 
)t(rect)t(x)t(x нTT  ,      
 
де прямокутна функція 




],0[,0
];,0[,1
)(
н
н
T Tt
Tt
trect н . 
Тоді перетворення Фур'є (ПФ) сигнала )(txT визначається як: 
 
)]([*)()]([)( ннTT fTsіncTfXtxПФfX   ,   (3.6) 
 
де )( fX  – ПФ сигналу )(tx ; * – знак згортки; f  – поточна частота. 
З виразу (3.6) через необмеженість функції )( нfTsіnc  випливає, що спектр 
)( fXT  фінітного сигналу також необмежений. Відомо [65, 66], що для сигналу 
)(txT  середньоквадратична похибка апроксимації FT , внесена обмеженням 
його спектра в межах ],[ maxmax FF , дорівнює: 
 
2/1
max],[ )()( maxmax

  нFFfTFT TFfX .   (3.7) 
 
Якщо прийняти припустимим значенням %101,0 FT , то інтервал 
спостереження повинен бути max4 /10 FTн  , а при %101,0 FT  – інтервал 
max
2 /10 FTн  . 
Частотна характеристика ідеального ФНЧ має вигляд прямокутної 
функції )()(
max
frectfH F , що не може бути забезпечене фізичними 
фільтрами. При цьому, якщо задатися коефіцієнтом запасу за частотою 
дискретизації 1  ( max2FFд  ), то похибка апроксимації ідеального ФНЧ 
H  має задовольняти умові [65]: 
 
])12[( maxFHH  .      (3.8) 
 
Обмежуючи величину похибки H , можна обрати тип фільтра H  
(Баттерворта, Чебишева чи ін.) і коефіцієнт  . 
У виразі (3.2) дискретизація здійснюється за допомогою  -функцій, що 
мають нескінченно малу тривалість. У реальності ж тривалість імпульсів 
дискретизації (час виміру відліків безперервної функції)  , що призводить 
до зміни спектра дискретизованого сигналу: 
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)exp()()()(  fjfsіncfXfX   ,    
 
тобто модуль спектра змінюється в )( fsіnc  разів, а зсув фази дорівнює f . 
Виразимо тривалість імпульсу в частках періоду дискретизації T , 
тоді одержимо, що похибка апроксимації  , яка обумовлена не нульовою 
тривалістю імпульсів дискретизації, буде дорівнювати (для maxFf  ):  
 
)2/(1  sіnc  ,       (3.9) 
 
а зсув фаз –  2/ . При припустимій похибці %101,0   одержимо, що 
99,0)2/( sіnс , звідки 08,02/  . Тоді при 1  тривалість імпульсу 
дискретизації повинна бути T16,0 , а зсув фаз складе 25,008,0   радіан чи 
14º. При 5  одержимо T8,0 , а зсув фаз той же.  
 
3.1.2. Дискретизація сигналів з необмеженим спектром. 
На практиці передфільтри обирають, виходячи з апріорних знань про 
сигнал )(tx . У загальному випадку передфільтр є не тільки не ідеальним, але і 
не обов'язково оптимальним, тоді коефіцієнти розкладання рівні 
)(,)( 11 ktxkx  , де базисною функцією є імпульсна перехідна функція 
передфільтра )()(1 tht  .  
Для компенсації неідеальних характеристик передфільтра можливе 
використання цифрового корегуючого фільтра з імпульсною перехідною 
функцією )(t  (рис. 3.2). 
Тут апроксимація сигналу )(tx  визначається як 
 
)()](*)([)( 2
)(
1 kttkxtx
kck
   ,     (3.10) 
 
а передатна функція цифрового корегуючого фільтра дорівнює 
 
1
12 ])([)(
  k
k
zkaz ,      (3.11) 
 
де )(),()( 2112 tktka   – коефіцієнти взаємної кореляції перед- і 
постфільтрів. 
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Рис. 3.2. Схема дискретизації з цифровим корегуючим фільтром 
 
Вираз (3.10) дозволяє відновлювати сигнали СНС при використанні не 
ідеальних ФНЧ. Стійкість відновлення при цьому залежить від оборотності 
коефіцієнтів )(12 ka . 
Похибка апроксимації сигналів СНС при класичному підході (3.1) 
визначається енергією сигналу поза розглянутої смуги частот (вище частоти 
Найквіста згідно (3.7)), однак при більш загальних підходах (наприклад, при 
часо-частотних розкладаннях (3.4)) такий підхід не є конструктивним. 
Більш ефективним є використання аналізу спектрів Фур'є функціоналів 
похибок [66]. При цьому ключовим параметром для керування точністю 
апроксимації є період дискретизації T . 
Нехай простір сигналів згідно (3.4) має вид: 
 



  
k
TTT LсkTtkcts 2:)/()()( ,   
 
тоді змінюючи значення T  можна одержати значення maxT , при якому похибка 
апроксимації T  сигналу )(ts  за допомогою коефіцієнтів )(kcT  буде менше 
деякого припустимого значення допT : 
maxTT
доп
TT   . 
Оператор апроксимації сигналу )(tx  з кроком T  дорівнює (див. рис. 3.1 ): 
 
)/(]/)/(~)([)(
)(~
kTtTdkTxx
kck
T
T
     ,  
 
де )(~ t  – базисні функції, що задовольняють умовам (3.5). Тоді похибка 
апроксимації визначається як  
 
)(xx TT          (3.12) 
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 чи відповідно до [66] 
 
LL
T xTC  .        (3.13) 
Тут C  – константа, а порядок похибки апроксимації T  дорівнює )( LTO , де L  
– параметр порядку (для вейвлет-перетворень L  – це кількість рівнів 
розкладання, а для відновлення – це ступінь В-сплайна 1 Ll ). Чим вище 
параметр порядку (вище ступінь сплайна і порядок вейвлет), тим менше 
похибка T .  
Вирази (3.12), (3.13) дозволяють обирати період дискретизації T  для 
сигналів СНС, виходячи з умови обмеження похибки апроксимації 
припустимою величиною допTT   . 
 
3.1.3. Відновлення сигналів. 
У виразі (3.1) відновлення сигналів СОС здійснюється за допомогою 
sіnc -функцій, що мають низьку роздільну здатність. Більш простою і широко 
використовуваною є лінійна інтерполяція сигналу )(tx  в дискретних відліках з 
наступною низькочастотною фільтрацією. При цьому частота дискретизації 
залежить від припустимої похибки відновлення сигналу відн  і його форми.  
Наприклад, для гармонійних сигналів частота дискретизації обирається з 
умови [129]: 
 
2/1
max
1 )(2,2   віднд FTF .     (3.14) 
 
Якщо прийняти припустимим значення похибки %101,0 відн , то 
частота дискретизації повинна бути max22FFд  .  
В умовах перевищення періоду технологічних випробувань керованого 
процесу опрT  над необхідним періодом дискретизації T  ( TTопр   ) актуальним 
є відновлення пропущених даних у часових послідовностях (сигналах СНС). 
Нехай є дискретна послідовність )(2 kx  сигналу СНС із періодом 
дискретизації T  у вигляді моделі 
 
)()()( 222 mkmckx
m
   ,      (3.15) 
 
яку необхідно відновити (інтерполювати) у дискретну послідовність з періодом 
дискретизації MT / : 
 
)/()()/( 222 mMkmcMkx
m
   .     (3.16) 
 
Схема відновлення дискретної послідовності наведена на рис. 3.3. 
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 Вхідна послідовність )(2 kx  спочатку проходить через передфільтр із 
передатною функцією )(12 z , зворотною z -перетворенню базисної функції 
)/(2 Mk , далі використовується розширювач відліків у M  разів ( M ) і 
фільтр-інтерполятор )(2 z . Як базисні функції використовуються l -раз 
диференційовані гладкі функції (наприклад, В-сплайни ступеня 1l ). 
Таким чином, інтерполяція )(2 kx  у )/(2 Mkx  виконується цілком у 
цифровому вигляді. 
 
 
 
Рис. 3.3. Цифрова інтерполяція дискретної послідовності 
 
Наступною проблемою, що виникає при розв'язанні задач спостереження 
й ідентифікації, є відновлення нерівномірно дискретизованої (у відомі моменти 
часу) послідовності (сигналу СНС). 
Якщо базисні функції )(2 k  в (3.15) компактні (наприклад, вейвлет-
функції чи сплайни), то відновлення відліків )( mkс  (вимірюваних нерівномірно 
в моменти часу   Nmkm ,1,  ) у рівномірні відліки )(kс  з періодом T  можна 
здійснити за допомогою послідовних перетворень (рис. 3.4): 
 
)()()( 222 mkkckx m
m
m    ;     (3.17) 
)()()( 22 mkmxkc
m
   ,      (3.18) 
 
де )(k  - базисна функція, що зворотна функції )(2 k  і має z -перетворення 
)(12 z
 . 
Тут передфільтр )(2 z  має структуру фільтра з кінцевою імпульсною 
характеристикою (КІХ), а фільтр-інтерполятор )(12 z  – з нескінченною 
імпульсною характеристикою (НІХ). 
Такий підхід дозволяє виключити необхідність використання 
зверхдискретизації. 
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Рис. 3.4. Відновлення нерівномірно дискретизованої послідовності 
 
Похибки апроксимації при інтерполяції (3.15)-(3.16) і відновленні (3.17)-
(3.18) сигналів СНС визначаються строгістю виконання рівності 
1
2
1
2 )]([)(
  zz  (реалізацією фільтра )(12 z ) із похибкою: 
 
1
2
1
2 )]([)(
  zz .      (3.19) 
 
Більш складною є задача відновлення сигналів за дискретними відліками 
у нерівномірні і невідомі моменти часу (є задачею комбінаторної оптимізації 
[127]). 
Нехай необхідно відновити K  відліків дискретного сигналу СОС (зі 
спектром довжиною L ) TKxxx ),...,( 10   по N  нерегулярним і невідомим у 
часі відлікам виміряного сигналу Tkkkn nxxxKxs ),...,,()( 21 , де }{ in kK  ; 
Ni ,1 – нерегулярно розташована підмножина відліків від множини 
}1,...,1,0{  KK ; KNL  . 
Перетворення Фур'є шуканого сигналу дорівнює: 
 
)()( KxДПФLX K  ,       (3.20) 
 
де KДПФ - матриця коефіцієнтів дискретного ПФ: )/2exp( KjWK  ; 
Kk
K
k
K WW
mod . 
З виразу (3.20) отримаємо: 
 
)(),()( 1   XKFKKx ,      (3.21) 
 
де *11)(),( KK ДПФKДПФKF   ; }1,...,1,0{  L .  
Аналогічно виміряний сигнал дорівнює: 
 
)(),(1   XKFKs n ,      (3.22) 
 
де Tlklklkn nWWWKF ),...,,(),( 21  ; l .  
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 У виразі (3.22) відомими є NKs ,,, , а невідомими – nK,x . Підставивши 
рівняння (3.22) у (3.21), одержимо залежність шуканого сигналу від виміряного: 
 
sKFFKFKx n  ),(),()( ,     (3.23) 
 
де *1* ),()],(),([),(   nnnn KFKFKFKFF .  
Рішення (3.23) регуляризується шляхом виконання рівності відновленого 
й виміряного сигналів у визначені моменти часу sMx n )( . Тоді з урахуванням 
(3.23) похибка розв’язання повинна дорівнювати: 
 
0}),(),({)(  sIMFFMFMe nnn ,   (3.24) 
 
де I  – одинична матриця. 
Пошук рішень системи нелінійних рівнянь (3.23) аналітичним шляхом 
неможливий, тому для визначення сигналу )(Kx  використовуються методи 
комбінаторної оптимізації, метою якої є мінімізація норми похибки )( nMe  
(менше припустимого значення): 
 
допрегnрег Me  min)( .      (3.25) 
 
Легко бачити, що глобальним мінімумом (3.25) є 0 рег . 
 
3.1.4. Методика вибору параметрів дискретизації та відновлення сигналів. 
Відповідно до вище розглянутих залежностей методика включає наступні 
етапи [128] (табл. 3.1): 
1) вибір, виходячи із задач спостереження й ідентифікації, значення 
припустимої сумарної похибки апроксимації сигналів:  
 

i
доп
i
доп  ,       
де допi – припустима похибка i -ї процедури визначення параметра 
дискретизації чи алгоритму відновлення. 
2) визначення необхідних процедур вибору параметрів і алгоритмів 
відновлення, виходячи з властивостей і особливостей наявних сигналів (СОС, 
СНС, нерівномірні відліки тощо), цілей (дискретизація, відновлення) і 
використовуваних базисних функцій (Фур'є, вейвлети, В-сплайни тощо). 
3) декомпозиція припустимої сумарної похибки апроксимації доп  за 
припустимими похибками процедур допi  і визначення припустимих значень 
параметрів і алгоритмів, що використовуються.  
Пункт 3 методики виконується ітеративно. 
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 Вибір параметрів дискретизації й алгоритмів відновлення     Таблиця 3.1 
Параметр чи алгоритм Похибка/ Номер 
виразу 
1. Дискретизація сигналів СОС 
1.1. Інтервал спостереження нT  FT / (3.7) 
1.2. Тип передфільтра H  і коефіцієнт запасу по 
частоті   H / (3.8) 
1.3. Тривалість імпульсів дискретизації (час 
виміру відліку)   
 / (3.9) 
2. Дискретизація сигналів СНС 
2.1. Передатна функція цифрового 
корегуючого фільтра )(z  
Оборотність 
коефіцієнтів взаємної 
кореляції )(12 ka /(3.11) 
2.2. Період дискретизації T  
T / (3.12)-(3.13) 
3. Відновлення сигналів 
3.1. Лінійна інтерполяція сигналів СОС. Вибір 
частоти дискретизації дF  
відн / (3.14) 
3.2. Інтерполяція сигналів СНС із періодом 
MT /  
 / (3.15), (3.16), 
(3.19) 
3.3. Відновлення нерівномірно (у відомі 
моменти часу) дискретизованих відліків 
сигналів СНС  
 / (3.17)-(3.19) 
3.4. Відновлення нерівномірно (у невідомі 
моменти часу) дискретизованих відліків 
сигналів СОС  
рег / (3.23)-(3.25) 
 
 
3.2. Контроль крупності і міцності руди за спектральними характеристи-
ками споживаної активної потужності 
 
На рис. 3.5 представлений типовий спектр 1 активної потужності актP  
приводного двигуна КД. Для цих дробарок рівень зусиль, що розвиваються при 
скороченні часток руди, визначається її міцністю, а кількість таких часток ви-
значається крупністю вихідної руди. Зміна кількості часток, що скорочуються, 
у процесі дроблення призводить до виникнення варіацій навантажувального 
моменту, що модулює потужність приводного двигуна дробарки [129]. 
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  Рис. 3.5. Перетворення спектру сигнала активної потужності  
при його демодуляції 
 
У результаті навантажувальний момент має постійну складову (на нульо-
вій частоті), пропорційну крупності d  і міцності   руди, що дробиться, і пере-
мінну складову (у смузі частот вн fff ... ), пропорційну крупності d . Цей мо-
мент прикладений до ексцентрикового вузла, що обертається з частотою хитань 
конуса кf  ( вк ff   ).  
Тоді рівень A  складової 2 (див. рис. 3.5) активної потужності на частоті 
кf  хитань рухливого конуса відповідає постійній складовій навантажувального 
моменту і пропорційний функції міцності і крупності вхідної руди: 
 
),(1  dA  ,        (3.26) 
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 а рівень A~  складових 3 і 4 у смугах )...( внк fff  , що характеризують перемін-
ну складову навантажувального моменту, пропорційний функції крупності вхі-
дної руди: 
 
)(~ 2 dA   ,         (3.27) 
 
де 21 ,  – функції еквівалентності. 
У результаті рівень A , скорегований по величині рівня A~ , корелює тіль-
ки з міцністю руди [129]. 
З метою зниження похибки контролю шляхом підвищення вибірковості 
до інформативних складових у відомих пристроях [43] реалізується метод син-
хронної демодуляції сигналу потужності, заснований на теоремі модуляції (змі-
шування) [46]:  
 
)]()([2/12cos)( 000 ffXffXtftx  ,   (3.28) 
 
де t  – час; f – частота; )(),( fXtx  – часовий сигнал і його перетворення Фур'є. 
Він включає множення сигналу активної потужності на гармоніку опор-
ної частоти 0f , що приводить до зсуву спектра сигналу щодо вихідної інформа-
тивної складової 5 (див. рис. 3.5) по частоті на 0f  (складові 6 і 7), і фільтра-
цію результуючого сигналу в низькочастотній області (складова 6), де відно-
шення розділюваних частот і, відповідно, вибірковість більше (на рис. 3.5 при-
йнято, що кff 0 ). 
При цьому вибірковість вИ  по верхній границі обмежується відношен-
ням розділюваних частот вВ  між складовими 6 і 7 при кff 0  на рівні: 
 
1/2/)2(  вкввкв fffffВ ; вв ВИ lg20 .  (3.29) 
 
3.2.1. Демодуляція сигналів. 
На відміну від відомих підходів пропонований спосіб включає демодуля-
цію сигналів за методом спектральної лупи, заснований на теоремі зсуву [65, 
130]: 
 
)()2exp()( 00 ffXtfjtx  .     
 
Перевагою такого підходу є відсутність виникнення (на відміну від вира-
зу (3.28)) паразитної складової 7 у спектрі зсунутого (квадратурного) сигналу. 
Демодуляція ( рис. 3.6) включає наступні операції: 
- предфільтрацію сигналу активної потужності )(tPакт  [вихідний сигнал 
)(1 tp ]; 
- дискретизацію сигналу аналогового предфільтра )(1 tp  [ )(1 kp ]; 
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 - зсув дискретного сигналу )(1 kp  на опорну частоту 0f  [ )(2 kp ]; 
- цифрову низькочастотну фільтрацію квадратурного сигналу )(2 kp  
[ )(3 kp ]; 
- цифрову смугову фільтрацію квадратурного сигналу )(2 kp  [ )(4 kp ]; 
- усереднення сигналу цифрової низькочастотної фільтрації )(3 kp  [ A ]; 
- усереднення сигналу цифрової смугової фільтрації )(4 kp  [ A~ ]. 
 
 
 
Рис.3.6. Схема обробки при демодуляції сигналу активної потужності 
 
Предфільтрація призначена для виділення зі спектра активної потужності 
1 (див. рис. 3.5) складової 5 в інформативній смузі частот вк ff  , а також для 
запобігання накладення спектрів при наступній дискретизації аналогового сиг-
налу: 
 
)()()( 11 thtPtp ПФакт  ,     
 
де )(1 thПФ  – імпульсна перехідна функція (ІПФ) аналогового предфільтра;  – 
знак операції згортки. 
Дискретизація виконується відповідно до теорем Котельникова-Шеннона. 
Оскільки верхня частота в спектрі сигналу )(1 tp  дорівнює вкв ffF  , то час-
тота дискретизації визначається як: 
 
ввкд FffF  2)(2 ,     (3.30) 
 
де   – коефіцієнт запасу по частоті ( 1 ).  
Тоді дискретизований сигнал дорівнює: 
 
)()()( 11 kTtkTpkp  ,     
 
де k  – такт часу;   – функція Дірака; 1 дFT  – період дискретизації; kTt  . 
Зсув спектра на опорну частоту 0f  здійснюється шляхом формування 
квадратурного сигналу (складової 6):  
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 )2sin2(cos)()2exp()()( 001012 kTfjkTfkpkTfkpkp  . 
 
Цифрова низькочастотна фільтрація квадратурного сигналу виконується 
для виділення складової 8:  
 
)()()( 23 khkpkp ФНЧ  ,      (3.31) 
 
де )(khФНЧ  – ІПФ цифрового фільтра нижніх частот з частотою зрізу ФНЧf . 
Цифрова смугова фільтрація квадратурного сигналу виконується для ви-
ділення складової 9: 
 
)()()( 224 khkpkp ПФ  ,      (3.32) 
 
де )(2 khПФ  – ІПФ цифрового смугового фільтра з частотами зрізу нср ff 1  і 
вср ff 2  (зі смугою пропущення вн ff ... ). 
Рівні складових 8 і 9 визначаються як їх середні значення за час спосте-
реження нT : 
 


 н
T
k
iн kpTA
1
1 )(
~
       
 
чи як експонентне (ковзне) середнє:  
 
)1(
~
)1()1(
~
)(
~ 1   kAkpTkAkA iн , 2,1i .   
 
Тоді відповідно до (3.26) і (3.27) крупність вхідної руди дорівнює: 
 
)~(12 Ad
 ,       
 
а її міцність визначається як: 
 
]),~([ 12
1
1 AA
  .      
 
3.2.2. Оцінка ефективності контролю за спектральними характеристика-
ми. 
Рівень придушення сигналів аналоговим предфільтром поза його смугою 
пропущення може бути обраний на рівні шуму квантування наступної операції 
дискретизації [131]: 
 
)25,1lg(20min
gA  , [дБ],     
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де g  – розрядність аналого-цифрового перетворювача, біт.  
Так при 16g  біт придушення повинне бути на рівні 98min A  дБ. 
Як тип апроксимації бажаної характеристики фільтра кращим представ-
ляється фільтр Баттерворта, що має гладку амплітудно-частотну характеристи-
ку (АЧХ) в смузі пропущення [131]: 
   122 )/(1)(  rсрfffH ,      (3.33) 
 
де срf  – частота зрізу; r  – порядок фільтра. 
Теорія проектування цифрових фільтрів добре розроблена. Для одержан-
ня необхідних ІПФ )k(h  в (3.31) і (3.32) при проектуванні цифрових фільтрів з 
КІХ і НІХ використовуються різні ефективні методи з апроксимацією бажаних 
характеристик за допомогою поліномів Чебишева, еліптичних рівнянь тощо. 
Перевагами цифрової фільтрації є точність, що визначається розрядністю 
відліків, а також відсутність температурних перекручувань, надійність і компа-
ктність. 
З урахуванням вищевикладеного до параметрів настроювання спектраль-
них пристроїв контролю необхідно віднести: 
- смугу пропущення аналогового предфільтра (від вк ff   до вк ff  ); 
- частоту дискретизації аналогового сигналу ( дF ); 
- частоту зсуву ( 0f ); 
- частоту зрізу цифрового фільтра нижніх частот ( ФНЧf );  
- смугу пропущення цифрового смугового фільтра (від 1срf  до 2срf ); 
- час усереднення ( нT ).  
Для оцінки якості демодуляцїї сигналів методом спектральної лупи і ви-
трат на її реалізацію виконано моделювання обробки сигналів у середовищі 
Matlab за допомогою розробленої програми. 
За приклад розглянуто обробку сигналу активної потужності, споживаної 
приводним двигуном конусної дробарки крупного дроблення ККД-1500/180 
[43].  
Для цього сигналу математичне очікування частоти хитань рухливого ко-
нуса під навантаженням складає Гцff кк 23,1  з варіацією 
кf fГц 019,0023,0  . Спектр змінної складової навантажувального моменту 
знаходиться в смузі від Гцff кн 25,02,0   до Гцff кв 62,05,0  . Тоді смуга 
пропущення аналогового предфільтра складає від Гцff вк 61,0  до 
Гцff вк 85,1 . 
Приймемо коефіцієнт запасу по частоті 5,1 , тоді частота дискретизації 
відповідно до (3.30) буде ГцFд 54,5 , а період дискретизації сFT д 18,01   . 
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 При частоті зсуву кff 0  смуга пропущення цифрового смугового філь-
тра буде від Гцff нср 25,01   до Гцff вср 62,02  . 
Частота зрізу цифрового ФНЧ ФНЧf  визначається варіацією частоти хи-
тань конуса. Вважаючи її розподіл нормальним і прийнявши імовірність 0,99 
(похибку 0,01), одержимо, що Гцff кfФНЧ 07,0057,03  .  
У якості часу спостереження (усереднення) нT  доцільно обрати середній 
час дроблення одиничної порції руди (із думпкара чи самоскида) кн fT /117  
[43]. Тоді кількість дискретних відліків дорівнює 528/  TTL н . Для можли-
вості використання при моделюванні алгоритмів швидкого перетворення Фур'є 
приймемо 512* L  і, відповідно, дискретність по частоті буде 
ГцTLf 011,0)( 1*   . 
Оскільки похибка апроксимації ідеальної (прямокутної) частотної харак-
теристики (ЧХ) фізично реалізованим фільтром визначається (для частоти 
вFf  ) згідно (3.8), то для фільтра Баттерворта (3.33) при вср Ff   одержимо:  
 
22)12(1  Hr  .       (3.34) 
 
Задавши величину відносної похибки %101,0 H  з урахуванням при-
йнятого коефіцієнта запасу по частоті ( 5,1 ) за виразом (3.34) визначимо, що 
порядок фільтрів Баттерворта повинен бути 6,6r .  
Спектр вихідного сигналу аналогового предфільтра наведений на рис. 
3.7,а та спектр квадратурного (зсунутого) сигналу – на рис. 3.7,б. 
АЧХ цифрового НІХ-фільтра Баттерворта нижніх частот 8-го порядку з 
розрядністю 16 біт наведена на рис. 3.8,а та спектр його вихідного сигналу 
(складова 8 на рис. 3.5) – на рис. 3.8,б. 
АЧХ цифрового смугового НІХ-фільтра (СФ) Баттерворта 16-го порядку з 
розрядністю 16 біт наведена на рис. 3.9,а та спектр його вихідного сигналу 
(складова 9 на рис. 3.5) – на рис. 3.9,б. 
Вибірковість пропонованого алгоритму обробки сигналів по верхній гра-
ниці визначається відношенням частот між складовою 9 на рис. 3.5 і її дзерка-
льною складовою від дискретизації: 
 
1
2/ 
в
к
в
вдцв f
f
f
fFВ .     (3.35) 
 
Підвищення відношення розділюваних частот по верхній границі при ви-
користанні пропонованого алгоритму в порівнянні з методом синхронної демо-
дуляції визначається значенням коефіцієнта запасу по частоті  , оскільки з 
урахуванням (3.29) і (3.35) маємо: 
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 31
в
цв
и В
ВЕ .       (3.36) 
 
 
 а  
 б  
Рис. 3.7. Спектри сигналу аналогового предфільтра (а)  
і квадратурного сигналу (б) 
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Рис. 3.8. АЧХ цифрового ФНЧ (а) і спектр його вихідного сигналу (б) 
 
Із виразів (3.35) і (3.36) для прийнятих вище значень параметрів маємо 
5,3цвВ , а вибірковість складає –10,88 дБ на кожен порядок фільтра. При цьо-
му підвищення відношення розділюваних частот складає 17,1иЕ  разів, що 
зумовлює покращення вибірковості на –1,34 дБ на кожен порядок фільтра. 
 
Частота, Гц
Ам
пл
іту
да
, д
Б 
80
  а 
  б 
Рис. 3.9. АЧХ цифрового СФ (а) і спектр його вихідного сигналу (б) 
 
Вибірковість по нижній границі визначається відношенням частот між 
складовими 8 і 9, що залежить від варіації f  частоти хитань рухливого конуса 
й обчислюється як: 
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 де для прийнятих значень параметрів маємо 5,3057,02,0  ккцн ffВ , що чи-
сельно збігається з отриманим вище значенням цвВ .  
У порівнянні з прямою фільтрацією (безпосереднім виділенням інформа-
тивних складових зі спектра сигналу активної потужності без попередньої його 
демодуляції), де відношення розділюваних частот дорівнює 1,2 з ослабленням 
по –1,6 дБ на порядок фільтра, пропонований алгоритм обробки сигналів у спе-
ктральних пристроях контролю покращує вибірковість на –9,28 дБ на кожний 
порядок фільтра (відношення розділюваних частот підвищується у 2,9 разів).  
У пропонованому способі для цифрових фільтрів з розрядністю у 16 біт і 
порядком більше 6 інструментальна похибка складає 1-2 % .  
Через низьку частоту дискретизації і невисокі порядки цифрових фільтрів 
пропонований алгоритм обробки досить просто реалізується на стандартних 
цифрових сигнальних процесорах, наприклад, на TMS320C5xx фірми Texas 
Instruments. 
Більш детально питання технічної реалізації запропонованого способу 
контролю крупності і міцності вхідної руди КД розглянуте в п. 6.2.1. 
 
3.3. Оптичний контроль гранулометричного складу кускової руди 
 
Структура пропонованого алгоритму обробки зображень для автоматич-
ного контролю гранулометричного складу кускового матеріалу у потоці вклю-
чає наступні етапи [132-135]: 
- формування та попередню обробку зображення; 
- сегментація зображення; 
- фільтрація бінарного зображення; 
- опис параметрів об'єктів зображення; 
- обчислення характеристик гранулометричного складу. 
 
3.3.1. Формування та попередня обробка зображення. 
Формування зображення виконується у вигляді двомірної матриці 
значень яскравості ),( yxP  в координатах ),( yx  – напівтоновому зображенні 
(припускаємо, що рівні яскравості фона менше яскравості цікавлячих елементів 
зображення – кусків матеріалу). 
З технологічних міркувань точками контролю є місця перевантаження 
матеріалу (розвантаження самоскидів і думпкарів), а також його транспорту-
вання по конвеєрі. 
У зв'язку з цим, при формуванні зображення виникають перекручування 
за рахунок його змазу при русі матеріалу за час експозиції. При постійній 
швидкості матеріалу просторова імпульсна перехідна функція (функція розсію-
вання точок – ФРТ) системи, що спотворює, визначається як [156]: 
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де   – довжина змазу, рівна добутку швидкості руху матеріалу (по осі y ) на 
час експозиції; )(x  – функція Дірака.  
Цій ФРТ відповідає ЧХ системи, що спотворює: 
 
yyyxзмH  /)sin(),( .    
 
При розфокусировці (наприклад, за рахунок неідеальності оптичної сис-
теми) з кругом розмиття радіусу r  ФРТ має вигляд [156]: 
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а ЧХ дорівнює: 
 
222
1 ;/)(),( yxyxфок rrJH  ,  
 
де 1J  – функція Бесселя першого порядку. 
Зображення крупнодробленої руди на конвеєрі, отримане в умовах Інгу-
лецького ГЗК, представлене на рис. 3.10,а. 
Компенсувати змаз і розфокусировку можливо шляхом обмеження часу 
експозиції, а також шляхом використанням фільтрації, що відновлює. 
Очевидно, що чим якісніше сформовано зображення, тим простіше на-
ступна обробка. 
Перекручування зображення можуть бути представлені в частотній обла-
сті у вигляді адитивної моделі [158]: 
 
),(),(),(),( yxшyxyxyx NPHP 

, 
 
де ),( yxH   – ЧХ системи, що спотворює; ),(),,( yxyx PP 

 і 
),( yxшN   - двовимірні перетворення Фур'є зображення, що спостерігається, 
й оригінального зображення, а також шуму. 
У просторовому представленні модель перекручувань має вигляд: 
 
),(),(),(),( yxnyxPyxhyxP ш

,    
 
де  – операція згортки; ),( yxh  – ФРТ системи, що спотворює; ),(),,( yxPyxP  
– спостерігаєме й оригінальне зображення; ),( yxnш  – просторовий шум. 
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Рис. 3.10. Початкове (а) і відновлене (б) зображення кускової руди 
 
Найпростішим способом відновлення чіткості зображення є використання 
інверсного фільтра з ЧХ, зворотною ЧХ системи, що спотворює. При цьому 
оцінка зображення визначається як:  
 
),(/),(),(),( yxyxшyxyx HNPP 

, 
 
де ),( yxшN 

 – оцінка шуму, що пройшов через інверсний фільтр.  
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 Однак такий спосіб має низьку завадостійкість і вимагає використання 
для компенсації крайових ефектів згладжувальних просторових вікон [156]. 
Оптимальний фільтр Вінера враховує наявність шуму у вихідному сигна-
лі (зображенні) і його ЧХ визначається як:  
 
)],(/),(),(/[),(),(
2*
yxPyxNyxyxyxвін GGHHH  , 
 
де ),(* yxH   – комплексно сполучена ЧХ системи, що спотворює; 
)],(),,( yxPyxN GG   – спектральні щільності потужності шуму й оригіна-
льного зображення. 
На низьких частотах фільтр Вінера збігається з інверсним фільтром, але 
на відміну від нього фільтр Вінера стійкий і на високих частотах. 
Відновлене за допомогою фільтра Вінера зображення при гауссівській 
моделі ФРТ представлене на рис. 3.10,б. 
Вибір видів фільтрації (медіанної, Вінера чи ін.) залежить від конкретних 
умов контролю і технічної реалізації СТЗ. 
Так, при встановленні камери біля силового устаткування варто передба-
чити медіанну фільтрацію, а при контролі матеріалу на конвеєрі і на розванта-
женні самоскидів та думпкарів варто передбачити фільтрацію, що відновлює 
від змазу зображення. Таким чином вибір алгоритмів фільтрації варто здійсню-
вати на етапі реалізації конкретної СТЗ. 
Показником якості виконання етапів формування і відновлення зобра-
ження є розмір мінімального контрольованого класу крупності   (діаметра мі-
німального куска, який можна розрізнити на відновленому зображенні). 
 
3.3.2. Сегментація зображення. 
Традиційний шлях сегментації зображень полягає у виділення границь 
його елементів. Для цього широко використовуються градієнтні методи, реалі-
зовані алгоритмами Собела (Sobel), Кенні (Canny), обчисленням лапласиана га-
уссіана, а також водорозділу [56, 57]. У них задача сегментації формулюється 
як задача пошуку границь областей, яким відповідають максимуми градієнта 
функції яскравості. 
Відомо, що необхідною і достатньою умовою екстремального значення 
функції в деякій точці є рівність нулю її другої похідної в цій точці, причому по 
різні сторони від точки друга похідна повинна мати різні знаки.  
У двовимірному випадку другою похідною є скалярний оператор Лапласа 
(лапласиан): 
 
22222 ),(),(),( yyxPxyxPyxP   .  
 
Для зниження шуму оцінка лапласиана випереджається згладжувальною 
фільтрацією (із ФРТ у вигляді функції Гаусса). При цьому через лінійність га-
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 уссівського згладжування і пошуку лапласиана їх можна здійснювати одночас-
но за допомогою фільтра, що називається лапласиан гауссіана (ЛГ). 
Для зменшення чутливості алгоритму до несуттєвих деталей з числа гра-
ничних точок можна виключити ті, величина градієнта в яких менше деякого 
порога. Розвитком такого підходу є алгоритм Кенні, що полягає в послідовному 
застосуванні гауссівскої фільтрації, знаходження градієнта і його граничної об-
робки. 
Найкращим вважається метод ЛГ. Хоча він трохи поступається алгоритму 
Кенні за якістю обробки, але вимагає істотно менше обчислень. При цьому ЛГ 
порівняний з алгоритмом Собела по швидкості, але істотно краще за якістю. 
На рис. 3.11 представлені результати виділення границь на відновленому 
зображенні кускового матеріалу за допомогою градієнтних методів. 
З аналізу рис. 3.11 випливає, що градієнтні методи в нашому випадку 
призводять до пересегментації зображення, а це істотно ускладнює подальшу 
обробку (класифікацію зображення на куски і фон). 
Іншим шляхом сегментації є порогова бінаризація, яка припускає, що фон 
і куски на зображенні мають у середньому різну яскравість. Для вибору значен-
ня порога широко використовуються гістограмні методи, засновані на наступ-
ній ідеї [56-58]. Оскільки розподіл імовірностей для кожного класу зображення 
унімодальний, а точки границь нечисленні, тоді гістограма полімодальна (кіль-
кість мод по кількості класів об'єктів), а провали відповідають границям. 
Для реалізації такого методу доцільно попередньо виконати підкреслення 
границь на зображенні. Це зменшує розмір границь у просторі і відповідно зме-
ншує їх рівень на гістограмі, що спрощує вибір оптимального порога. 
Підвищення різкості зображення шляхом підкреслення границь викону-
ється відповідно до виразу: 
 
),(),(),( 2 yxPcyxPyxPгр
  ,     (3.37) 
 
де )],([ 2 yxPsignc   – коефіцієнт, обумовлений знаком центрального елемен-
та маски лапласиана. Оператор Лапласа підвищує різкість зображення (крутість 
переходів яскравості від фона до кусків і навпаки), але переводить області з по-
стійною яскравістю в нуль. Тому додавання вихідного зображення до лапласи-
ана у виразі (3.37) відновлює рівні яскравості цих областей. 
Результат підвищення різкості відновленого зображення відповідно до 
виразу (3.37) наведений на рис. 3.12,а. 
Після підкреслення границь зображення виконується його бінаризація, 
тобто перетворення напівтонового зображення в бінарне. Метою операції є по-
діл елементів зображення за двома рівнями яскравості (фона і кусків). 
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Рис. 3.11. Результати застосування масок Собела (а) і лапласиана гауссіана (б)  
для виділення границь 
 
У загальному випадку бінарне зображення формується відповідно до ви-
разу [55, 58]: 
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де   – гранична функція. 
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 Метод Отсу (Otsu) [57] реалізує вибір значення порога по гістограмі зо-
браження. При цьому гранична функція   обирається у вигляді параметра, 
значення якого максимізує міжкласову дисперсію:  
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O
yxP ,    (3.38) 
 
де 2B  – міжкласова дисперсія (між яскравістю фона і кусків), яка визначається 
через імовірності належності до класів (фона і кусків) і математичні очікування 
яскравостей фона, кусків і всього зображення [56, 57]. 
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Рис.3.12. Результати підкреслення границь відновленого зображення (а)  
і його порогової бінаризації (б) 
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 Одержуване бінарне зображення ),(2 yxP  має шуми усередині елементів 
(див. рис. 3.12,б), для очищення яких використовуються логічні [136] чи мор-
фологічні [56, 57] алгоритми обробки. 
Бінаризація зображення не дозволяє придушити його високочастотні за-
вади (дрібні дефекти на рис. 3.12,б) через інтегральний характер граничної фу-
нкції (3.38). Тому необхідна фільтрація (згладжування) бінарного зображення. 
 
3.3.3. Фільтрація бінарних зображень. 
Розглянемо логічну фільтрацію бінарних зображень. Представимо бінар-
не зображення ),(2 yxP  у вигляді рядкових фрагментів A зображення кусків, 
кожний з яких характеризується значеннями границь його початку B  і кінця C : 
 
)},(),,({),( jkCjkBjkA  ,  
 
де: jKkNj ,1;,1  ; N  – кількість рядків на зображенні; jK  – кількість фраг-
ментів у j -ому рядку. 
Алгоритм фільтрації складається з логічних процедур поділу і злиття 
фрагментів за рядками і стовпцями зображення. Якщо максимальний лінійний 
розмір (ширина чи висота) завади на зображенні менше величини   (мінімаль-
ного контрольованого класу крупності), то процедура поділу в рядку видаляє 
фрагменти ),( jkA , розміри яких менше   згідно умови: 
 
 ),(),(),1( jkAjkAjkA ,  
 
де ).,1(),(),(;1),(),(),( jkCjkBjkAjkBjkCjkA   
Якщо відстань між фрагментами в рядку 
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то процедура злиття з цих фрагментів утворить новий фрагмент 
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де ;,1 *jKp   *jK  – кількість фрагментів в обробленому j -ому рядку. 
У процедурі поділу за стовпцями фрагменти в рядку визначаються за їх 
перетинанням з об'єднанням фрагментів у попередніх і наступних рядках: 
 
)],(),([),(),( ** njmAnjfAjkAjpA nn   , 
 
де .1,1;,1;,1;, *   nKmKfNj njnnjn  
89
 Це дозволяє модифікувати і (або) виключити фрагменти, що описують 
куски на зображенні, які мають висоту менше  . 
У процедурі злиття за стовпцями фрагменти в рядку визначаються за їх 
об'єднанням з перетинанням фрагментів у попередніх і наступних рядках 
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Це дозволяє модифікувати і (або) утворити нові фрагменти, коли відстані 
між кусками на зображенні не більше  . 
Запропоновані процедури поділу і злиття можуть бути використані в 
будь-якій послідовності, виходячи з особливостей оброблюваних зображень.  
Результат фільтрації бінарного зображення наведений на рис. 3.13,а. 
 
3.3.4. Опис параметрів об’єктів зображення. 
Опис параметрів об’єктів зображення включає процедури селекції і зшив-
ки частин кусків [136].  
Процедура селекції складається з виявлення рядкових фрагментів, що на-
лежать частині куска, і визначення за ними опису і параметрів цієї частини. 
Належність фрагмента рядка l -й частини визначається за перетинанням 
цього фрагмента з фрагментом попереднього рядка, що належить частині: 
 
)]1,(),(),()1,()1,([),(  jfCjkBjkCjfBjfAjkA lll , 
 
де * 1* ,1;,1;,1  jj KfKkNj . 
Якщо кілька фрагментів є продовженнями розглянутої частини, то її про-
довженням вважається перший фрагмент, а інші фрагменти утворять нові час-
тини, для яких у векторах зв'язку D  вказується номер розглянутої частини. 
Якщо фрагмент належить декільком частинам, то він вважається продов-
женням першої частини, а інші частини виключаються з подальшого розгляду в 
процедурі селекції, а у їх векторах зв'язку D  вказується номер першої частини. 
При такому підході кожна частина має не більше двох зв'язків з іншими части-
нами: за початком і (або) кінцем. 
Результатом виконання процедури селекції є масиви параметрів частин 
)},({)( 1 jkAlG   і вектори їх зв'язків ),,( ilD  де Ll ,1 ; lTi ,1 ; llD )1,( ; L  – 
кількість частин кусків на зображенні; lT  – довжина вектора зв'язку l-ї частини; 
1  – функція визначення параметрів частин. 
У процедурі зшивки частин шукається перетинання їх векторів зв'язків 
 
),(),( qsDilD  ,        (3.39) 
 
де .,1;,1;1,1,1;1,2, sl TqTilsLl     
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Рис. 3.13. Результати фільтрації бінарного зображення (а) та виключення 
кусків, які виходять на границю кадра зображення (б) 
 
Якщо це перетинання існує, то визначається об'єднаний вектор 
 
),(),(),(* qsDilDpsD  ,      (3.40) 
 
де ;;,1 ** sslss rTTTTp   sr  – кількість однакових елементів у векторі зв'язку. 
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 Перебір номерів частин, зворотний порядку їх утворення, дозволяє вико-
ристовувати вектори *D  на наступних кроках обробки відповідно до виразів 
(3.39) і (3.40). 
Куски на зображенні визначають за векторами зв'язків *D  первинних ча-
стин, у яких вихідні вектори D  не містять зв'язків з іншими частинами (відпо-
відно до процедури селекції зв'язок вказується тільки для вторинних частин). У 
такий спосіб масив параметрів кусків S  на зображенні визначається через фун-
кцію 2Ф  зв'язку масивів параметрів частин, їх утворюючих: 
 
,Z,z)]};p,s(D[G{Ф)z(S * 12      
 
де Z – кількість кусків на зображенні.  
Далі масиви S  використовуються при обчисленні характеристик кадру 
зображення. 
Якщо функції 1  і 2  є сумами, то масив S  являє собою площі зобра-
жень кусків матеріалу. 
У такий спосіб на цьому етапі обробки описуються геометричні характе-
ристики кусків. Оскільки площа окремого куска визначається кількістю складо-
вих його пікселів, а границі фрагментів кусків у рядку характеризують його лі-
нійні розміри, то для визначення площі визначають фрагменти, що належать 
зображенню одного куска, і підсумовують розміри цих фрагментів.  
Обмеженість поля зору СТЗ призводить до виходу окремих кусків за гра-
ницю кадру. Тому, при обчисленні гранулометричного складу такі куски необ-
хідно виключити з аналізу (див. рис. 3.13,б). 
 
3.3.5. Оцінка ефективності оптичного контролю. 
Диференціальна характеристика гранулометричного складу (розподілен-
ня кусків за крупністю) контрольованої проби (кадру зображення) визначається 
аналогічно методу фотопланіметрії як відношення сумарної площі кусків ви-
значеного розміру (еквівалентного діаметра) до загальної площі кусків у кадрі: 
 

 
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d
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ni SS
i
i 11
,      
 
де id  – еквівалентний діаметр кусків матеріалу i-го класу (діапазону) крупності. 
За площами кусків визначаються також інтегральна (залишок на ситі) ха-
рактеристика гранулометричного складу: 
 
iiI 1 .        
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 Характеристики гранулометричного складу кускового матеріалу за де-
який інтервал часу визначаються шляхом усереднення характеристик контро-
льних проб, що пройшли за цей час через зону контролю. 
Для прикладу на рис. 3.14 наведені диференціальна та інтегральна харак-
теристики гранулометричного складу крупнодробленої руди, усереднені за 30 
кадрам зображення, що отримані в умовах Інгулецького ГЗК. При обчисленнях 
діапазон крупності руди (0-350 мм) розбивався на класи шириною 10 мм, а мі-
німальна контрольована крупність складала 1 мм. 
 
 а 
 б 
Рис. 3.14. Диференціальна (а) та інтегральна (б) характеристики  
гранулометричного складу крупнодробленої руди 
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 Автоматичний контроль гранулометричного складу може бути реалізова-
ний як в рамках телекомунікаційної системи відеомоніторингу підприємства (з 
розрізненням кадру зображення 320х240), так і у вигляді автономної СТЗ (з 
розрізненням 1312х1032). 
В результаті моделювання встановлено, що пропонований алгоритм об-
робки кадрів зображення забезпечує відносну похибку визначення площі зо-
браження кусків середнього класу крупності (інструментальна похибка) менше 
3 % при реалізації в системі відеомоніторингу і менше 0,2 % – для автономної 
СТЗ. При цьому похибка визначення гранулометричного складу за методом фо-
топланіметрії в порівнянні з прямим ситовим методом складає 3-6 % відносних 
[47, 49], що задовольняє технологічним вимогам [40]. 
Час обробки кадру зображення в автономній СТЗ складає біля 0,9 с, а в 
системі відеомоніторингу – біля 12 с [134]. 
Більш детально питання технічної реалізації запропонованого способу 
контролю гранулометричного складу руди в потоці розглянуте в п. 6.2.2. 
 
3.4. Нейронне вейвлет прогнозування складних сигналів 
 
Як відзначалось в п. 1.3.1, для реалізації систем оцінювання ОК викорис-
товуються адаптивні фільтри-апроксиматори (АФА), що реалізують рекурсивні 
і нерекурсивні зв'язки, а також застосовують перетворення сигналів. У них 
процес адаптації включає оцінювання шуканого виходу фільтра і корегування 
його параметрів по значенню вихідної похибки. 
Структурна схема використання АФА у якості фільтра для прогнозування 
сигналів наведена на рис. 3.15. 
 
 
 
Рис. 3.15. Прогнозування сигналу за допомогою АФА 
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 Тут затримка і прогноз на n  тактів позначені як ( n ) і ( n ), а вимірюва-
ні значення входів ][kx  рівні: 
 
][][][ 1
* kkxkx  ;      
 
де ][1 k  – похибки (шум) виміру; k  – такт часу.  
У процесі роботи АФА на кожному такті за величиною похибки 
][][* kYkY
  між вимірюваним ][* kY  і прогнозованим ][kY  значеннями сиг-
налу здійснюється адаптація параметрів АФА. При цьому, у якості структури 
АФА перспективними нами вважаються АФА на основі методів систем штуч-
ного інтелекту і вейвлетного аналізу.  
Поширення методів систем штучного інтелекту, зокрема, нейронних ме-
реж і систем з нечіткою логікою, обумовлене тим, що побудовані на їх основі  
інтелектуальні фільтри ефективні для прогнозування й апроксимації неліній-
них, стохастичних процесів [137-139]. 
Разом з тим відомо [73], що у фільтрах з перетворенням, наприклад, у 
частотній області у порівнянні зі згорткою у часовій області, значно 
скорочується обсяг обчислень і покращуються властивості збіжності 
алгоритмів адаптації. При цьому, через здатність до представлення 
нестаціонарних сигналів тут варто обирати не частотне, а часо-частотне вейлет 
перетворення, причому, дискретне, через властивості ортонормованості, 
компактності, відновлення без втрат і малого обсягу обчислень [67]. 
 
3.4.1. Прогнозуючий нейронний вейвлет фільтр (НВ АФА). 
В основу фільтрації пропонується (рис. 3.16) покласти процедуру прямого 
дискретного вейвлет перетворення (ДВП).  
Для зменшення впливу шуму у фільтрі здійснюється порогове обмеження 
коефіцієнтів вейвлет розкладання – трешолдинг (Треш), а НМ застосовується 
для прогнозування значень коефіцієнтів, за якими з допомогою зворотного 
ДВП (ЗДВП) визначається прогнозований сигнал. 
 
 
 
Рис. 3.16. Структура прогнозуючого нейронного вейвлет фільтра 
 
Розглянемо більш детально алгоритм функціонування НВ АФА. 
Нехай вхідний дискретний сигнал ][kx  має тривалість K : Kk ,1 . 
ДВП сигналу ][kx  являє собою [67] набір вейвлет коефіцієнтів 
  11 D,...,D,D,AAD LLLk  ,      (3.41) 
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де коефіцієнти апроксимації рівні 
 
    ][,
1
, kkxaA pL
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,     (3.42) 
 
а коефіцієнти деталізації –  
 
    ][,
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де ,  – масштабуюча і відповідна їй вейвлет функції; L  – кількість рівнів 
розкладання; lP  – кількість коефіцієнтів на рівні розкладання l . 
Коефіцієнти апроксимації представляють згладжений сигнал, а деталізації 
– його коливання, тоді шум знаходиться переважно в коефіцієнтах деталізації і 
має рівень, як правило, менший корисного сигналу. Тому для видалення шуму 
коефіцієнти, менше деякого граничного значення, обертаються в нуль (проце-
дура порогової обробки – трешолдинг Т): )( kTk ADTAD  . 
Можуть бути реалізовані методи твердого або м'якого трешолдингу. У 
першому випадку, коефіцієнти, менше (по модулю) деякого порогового значен-
ня, обертаються в нуль, а значення інших коефіцієнтів не змінюється. При м'я-
кому – поряд з обнулінням коефіцієнтів, менших порогового значення, також 
зменшуються інші коефіцієнти на величину порога. 
По способу адаптації (оптимізації) порога розрізняються глобальний та 
локальний трешолдинг. Глобальний полягає у застосуванні функції трешолдин-
га T до всіх рівнів розкладання (коефіцієнтів деталізації) сигналу: 
 
 ),...,,(, 11 DDDTAAD LLLTk  ,     (3.44) 
 
а локальний – до кожного рівня розкладання сигналу: 
  LlDTAAD llLTk ,1)(,   .      (3.45) 
 
На вході НМ вейвлет коефіцієнти помножуються на відповідні ваги і ви-
значаються рівні активації нейронів, що перетворюються активаційною функці-
єю у вихідний сигнал (прогноз вейвлет коефіцієнтів для моменту часу nk  ): 
 
)( TkNNnk ADDA 

 ,       (3.46) 
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 де NN  – узагальнена функція перетворення НМ. 
Для забезпечення безумовної стійкості АФА варто використовувати НМ 
без зворотних зв'язків і з нелінійними функціями активації (через нелінійність 
ОК і сигналів). 
Оцінка прогнозу вейвлет коефіцієнтів для моменту часу nk   на основі 
багатошарової нейронної мережі (БНМ) прямого поширення виконується згідно 
рівняння:  
 
)}({ , mmr
MmMr
rrADnk yvvDA   
 ; }{ mTk yAD  ,  (3.47) 
 
де nkDA 

 – вихід НМ; AD – активаційна функція вихідного шару; М – множи-
на входів нейронів; r – порядковий номер входу вихідного шару; rv  – вагові ко-
ефіцієнти вихідного шару; r  – активаційна функція нейронів прихованого 
шару; m – порядковий номер входу НМ; mrv ,  – вагові коефіцієнти зв'язку m-го 
входу і r-го нейрона; my  – вхід НМ. 
Прогнозування за допомогою НМ з РБФ виконується згідно рівняння: 
 
)},({
,
rmr
Mmr
rrADnk yvDA  

,    (3.48) 
 
де rr  ,  - параметри РБФ r–го нейрона прихованого шару. 
Прогнозування на основі гібридної НМ з нечіткою логікою структури Су-
гено (Anfis) виконується згідно рівняння: 
 
m
Mm Mm
mmmnk NDA    
 )/(1
 ,     (3.49) 
 
де )}({ ,
,
mmr
Mmr
m yRTn
 . Тут 1mN – функція, зворотна функції належності 
проміжного виходу m мережі; m  – значення  проміжного виходу; Tn – довіль-
на t-норма моделювання логічної операції «І»; mrR , – функція належності нечіт-
кого правила r входу m. 
Тоді прогнозування сигналу  nkY   глибиною n  виконується за прогно-
зованими з допомогою НМ коефіцієнтами розкладання  plpLnk daDA ,, ,    
відповідно до виразу ЗДВП: 
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97
 3.4.2. Навчання та адаптація НВ АФА. 
Для настроювання АФА до конкретних умов застосування здійснюється 
його навчання шляхом оптимізації значень його параметрів. 
Обробка сигналів у пропонованому НВ АФА здійснюється блоками дов-
жиною K , зрушеними між собою, наприклад, на глибину прогнозу n : попере-
дній блок nKnnk  ,1 ; поточний блок Kk ,1 ; наступний блок 
nKnnk  ,1  при nK  . 
Навчання НВ АФА здійснюється у пакетному режимі, а адаптація – у ре-
альному часі шляхом підстроювання параметрів АФА при обробці поточного 
блоку за похибкою прогнозу попереднього блоку (рис. 3.17). 
 
 
 
Рис. 3.17. Схема навчання прогнозуючого нейронного вейвлет фільтра 
 
Тут процедури ДВП і ЗДВП для оборотності перетворень мають єдині па-
раметри, а упереджувач n  здійснює зсув на n  тактів (для погодження в часі 
сигналів виходу ОК і його прогнозу за допомогою АФА). 
Метою навчання є досягнення мінімуму похибки: 
 
min}{1   nknk DAADE

,     (3.51) 
 
що відповідає мінімуму похибки на виході НВ АФА 
 
min}][][{ *2  nkYnkYE

,    (3.52) 
 
де E  – математичне очікування. 
До параметрів АФА, які навчають (адаптують) варто віднести тип базис-
ного вейвлета   (визначає якість виявлення особливостей сигналу) і кількість 
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 рівнів розкладання L : мала їх кількість викликає втрату корисної інформації, а 
велика  – призводить до проникнення у вихідний сигнал значної частини шуму. 
При розв'язанні задачі придушення шуму необхідно оцінити спектраль-
ний склад шумової компоненти (для визначення її розташування на рівнях вей-
влет розкладання), обрати тип порогової обробки (трешолдинга) і алгоритм 
розрахунку самого порога.  
При цьому локальний трешолдинг (3.45) має більшу адаптивність до сиг-
налу в порівнянні з глобальним (3.46) за рахунок застосування функцій трешо-
лдинга до кожного рівня розкладання. Крім того, перевагу варто віддавати м'я-
кому трешолдингу тому, що при твердому: по-перше, зберігаються значення 
коефіцієнтів деталізації, що перевищують поріг, а це передбачає збереження 
також шуму, який присутній в них, а, по-друге, у результуючому сигналі вини-
кають паразитні складові (ефект Гіббса) за рахунок введення у послідовність 
нульових коефіцієнтів. Оптимальне значення порога відповідає найменшому 
зсуву відновленого сигналу і забезпечує найбільше значенні відношення сиг-
нал/шум. Як алгоритм розрахунку порога використовується, наприклад, страте-
гія Бірга-Массарта (Birge-Massart) [140] з коефіцієнтом розрахунку порогу 
3...1 . 
Навчаються БНМ (3.47) за допомогою алгоритму зворотного поширення 
помилки [76], що є різновидом градієнтного спуска в просторі ваг (параметрів) і 
структур (кількості шарів і нейронів у них) з метою мінімізації похибки прогно-
зу (3.51) або (3.52). 
При навчанні мережі РБФ (3.48) спочатку визначаються центри і відхи-
лення для радіальних елементів, після цього оптимізуються параметри лінійно-
го вихідного шару.  
Навчання гібридної НМ Anfis (3.49) виконується аналогічно БНМ шляхом 
оптимізації параметрів функцій належності N і R мережі. 
Таким чином до параметрів НВ АФА, що оптимізують у процесі навчання 
(адаптації) за критеріями мінімуму похибки (3.51) чи (3.52), необхідно віднести:  
- тип базисного вейвлета   і відповідну йому масштабну функцію   (у 
виразах (3.42), (3.43), (3.50)); 
- кількість рівнів розкладання вейвлета L (у виразах (3.41)-(3.43), (3.50)); 
- параметри трешолдинга: тип порогової обробки (3.44) чи (3.45) і кое-
фіцієнт розрахунку порога  ; 
- архітектура, структура і параметри (ваги) НМ відповідно до виразів 
(3.47)-(3.49). 
 
3.4.3. Оцінка ефективності прогнозування сигналів. 
Вибір значень параметрів і оцінка ефективності НВ АФА виконувалися 
шляхом його моделювання за допомогою розробленої програми у середовищі 
Matlab для типових сигналів технологічних процесів рудопідготовки [6]. 
У якості тестових використовувалися моделі полігармонійного, смугово-
го і широкосмугового кореляційних нормованих сигналів, а також хаотичний 
нормований сигнал відображення Ено [20]. 
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 Нестаціонарність сигналів складала 10 % від їх номінальних значень за 
час спостереження послідовностей, при цьому навчальна і перевірочна послідо-
вності вибиралися однакової довжини. Ефективність пропонованого НВ АФА 
порівнювалася з лінійним [73] і нейронечітким Anfis АФА. Моделювання вико-
нувалося з варіацією шуму 0…0,5 від рівня сигналу і глибиною прогнозу 0...10 
тактів. 
У результаті моделювання встановлено, що найкращі результати (най-
меншу похибку (3.51) і (3.52)) забезпечують вейвлети типу симлет п'ятого по-
рядку з двома рівнями розкладання, а при здійсненні трешолдинга сигналів з 
шумом перевагу має м'який трешолдинг із локальною адаптацією порога і кое-
фіцієнтом 71, . 
Для пропонованого НВ АФА встановлено: використання для прогнозу-
вання вейвлет коефіцієнтів нейронечіткої НМ Anfis не є ефективним; викорис-
тання НМ із РБФ – ефективне для відносно простих сигналів (полігармонійного 
і смугового); використання каскадної БНМ – ефективне для складних сигналів 
(широкосмугового і хаотичного). При цьому каскадна БНМ і НМ із РБФ мають 
параметри: 32 нейрона в прихованому шарі (із сигмоїдальними функціями ак-
тивації для каскадної НМ) і 1 нейрон у вихідному шарі з лінійною функцією по 
кожнім вході. Кількість вейвлет коефіцієнтів, що навчаються, 32 при 2 рівнях 
розкладання. Кількість епох навчання обиралася не більш 300. 
Графіки похибок прогнозу 2  (3.52) сигналів з рівнем шуму 0,1 (відно-
шення сигнал/шум близько 20 дБ) наведені на рис. 3.18. 
Аналіз отриманих результатів показує, що: 
- лінійний АФА працездатний лише при прогнозуванні полігармонійно-
го і смугового сигналів. У цілому він має меншу точність у порівнянні з Anfis і 
НВ АФА; 
- пропонований НВ АФА перевершує за точністю інші АФА, за винят-
ком прогнозування широкосмугового сигналу (рівний за точністю з Anfis 
АФА). 
Статистична перевірка за непараметричним критерієм знаків [141] пока-
зала, що прогнозування за допомогою НВ АФА адекватно з імовірністю 0,99 
відповідним сигналам при шумі 0,1 і глибині прогнозу до 10 тактів.  
Моделювання, виконане на комп'ютері з процесором Pentium II, що ши-
роко використовується в контролерах фірм  Advantech, Kontron й ін., показало, 
що Anfis і НВ АФА мають у середньому однаковий час обчислень – 0,35 с, а лі-
нійний АФА – 0,19 с. При цьому пропонований НВ АФА з каскадною БНМ ви-
магає в 5,1 разів менше часу на навчання, ніж Anfis АФА (0,28 с і 1,42 с на одну 
епоху навчання, відповідно). 
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   в      г 
Рис. 3.18. Залежність похибки прогнозування 2  полігармонійного (а),  
смугового (б), широкосмугового (в) і хаотичного (г) сигналів  
від глибини прогнозу n  
 
 
Висновки до розділу 
1. На основі визначення і систематизації залежностей похибок апрокси-
мації сигналів з обмеженим і необмеженим спектрами від параметрів дискрети-
зації й алгоритмів відновлення цих сигналів запропонована методика вибору 
параметрів дискретизації й алгоритмів відновлення сигналів, що забезпечує їх 
припустиму похибку апроксимації при розв'язанні задач спостереження й іден-
тифікації безперервних технологічних процесів, і, таким чином, забезпечує по-
трібну ефективність керування цими процесами. 
2. Розроблено спосіб контролю крупності та міцності вхідної руди конус-
ної дробарки за спектральними характеристиками споживаної активної потуж-
ності, який на відміну від відомих підходів реалізує демодуляцію сигналів за 
методом спектральної лупи, що дозволяє підвищити точність контролю за ра-
хунок покращення вибірковості на –1,34 дБ на кожний порядок фільтра в порі-
внянні з методом синхронної демодуляції (на –9,28 дБ у порівнянні з прямою 
фільтрацією), а також за рахунок зниження інструментальної похибки цифрової 
реалізації способу до 1-2 %. 
3. Розроблено оптичний спосіб автоматичного контролю гранулометрич-
ного складу кускового матеріалу в потоці, який забезпечує підвищення точнос-
ті контролю за рахунок підвищення його завадостійкості шляхом реалізації від-
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 повідної фільтрації на етапі формування та відновлення зображень, а також ло-
гічної фільтрації бінарних зображень. Це забезпечує контроль з достатньою для 
систем автоматичного керування точністю і оперативністю. 
4. Розроблено адаптивний фільтр-апроксиматор з вейвлет перетворенням, 
що заснований на визначенні коефіцієнтів дискретного вейвлет перетворення за 
допомогою нейронних мереж та їх граничного обмеження для придушення шу-
му. Він забезпечує підвищення точності прогнозування складних сигналів, по-
роджуваних процесами рудопідготовки. Крім того, визначено, що пропонова-
ний АФА дозволяє скоротити обсяг обчислень і покращити властивості збіжно-
сті алгоритмів адаптації.  
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 РОЗДІЛ 4 
ІДЕНТИФІКАЦІЯ НЕЛІНІЙНИХ ПРОЦЕСІВ ДРОБЛЕННЯ І 
ЗДРІБНЮВАННЯ У КЛАСІ ІНТЕЛЕКТУАЛЬНИХ  
ПРОГНОЗУЮЧИХ МОДЕЛЕЙ 
 
4.1. Нейронна вейвлет ідентифікація за допомогою АФА 
 
Розглянуті в п. 3.4 фільтри АФА для прогнозування сигналів можуть бути 
використані також і для ідентифікації ОК [142, 143]. 
Структурна схема використання АФА у якості еталонної моделі ОК для 
задач керування наведена на рис. 4.1. 
 
 
 
Рис. 4.1. Ідентифікація ОК за допомогою АФА 
 
Схема навчання АФА при ідентифікації ОК наведена на рис. 4.2. Тут по-
значення відповідають прийнятим в п. 3.4. 
Метою навчання є досягнення мінімуму похибки: 
 
min}{1   nknk DAADE
 ,      (4.1) 
 
що відповідає мінімуму похибки на виході НВ АФА: 
 
min}][][{ *2  nkYnkYE
  ,      (4.2) 
 
де E  – математичне очікування; nknk DAAD  ,  – вейвлет коефіцієнти і їх оцінка 
прогнозу на момент часу nk  . 
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Рис. 4.2. Схема навчання НВ АФА при ідентифікації ОК  
 
До параметрів НВ АФА, що оптимізують у процесі навчання (адаптації) 
за критеріями мінімуму похибки (4.1) чи (4.2), відносяться:  
- тип базисного вейвлета і відповідна йому масштабної функції; 
- кількість рівнів розкладання вейвлета; 
- параметри трешолдинга: тип порогової обробки і коефіцієнт розрахун-
ку порога; 
- архітектура, структура і параметри (ваги) НМ. 
Вибір значень параметрів і оцінка ефективності НВ АФА виконувалися 
шляхом його моделювання за допомогою розробленої програми у середовищі 
Matlab для типових ОК технологічних процесів рудопідготовки [6]. 
У якості тестових використовувалися моделі полігармонійного, смугово-
го і широкосмугового кореляційних нормованих сигналів, а також хаотичний 
нормований сигнал відображення Ено [20]. 
У якості моделей ОК використовувалися лінійна аперіодична ланка пер-
шого порядку із запізнюванням (ПІТ), нелінійне кінцево-різницеве рівняння 2 
порядку (НКРР), послідовно з'єднані аперіодична ланка із запізнюванням з без-
інерційною квадратичною ланкою (ПІТ2), а також відображення Ено в хаотич-
ному режимі (ВЕХР). 
Нестаціонарність сигналів і параметрів ОК складала 10 % від їх номіна-
льних значень за час спостереження послідовностей, при цьому навчальна і пе-
ревірочна послідовності обиралися однакової довжини. Ефективність пропоно-
ваного НВ АФА порівнювалася з лінійним і нейронечітким Anfis АФА. Моде-
лювання виконувалося з варіацією шуму 0…0,5 від рівня сигналу і глибиною 
прогнозу 0...10 тактів. 
У результаті моделювання встановлено, що найкращі результати (най-
меншу похибку (4.1) і (4.2)) забезпечують вейвлети типу симлет п'ятого поряд-
ку з двома рівнями розкладання, а при здійсненні трешолдинга сигналів з шу-
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 мом перевагу має м'який трешолдинг із локальною адаптацією порога і коефіці-
єнтом 7,1 . 
Для пропонованого НВ АФА встановлено: використання для прогнозуван-
ня вейвлет коефіцієнтів нейронечіткої НМ Anfis не є ефективним; використання 
НМ із РБФ – ефективне для відносно простих ОК (ПІТ і НКРР); використання 
каскадної БНМ – ефективне для складних ОК (ПІТ2 і ВЕХР). При цьому каска-
дна БНМ і НМ із РБФ мали параметри: 32 нейрона в прихованому шарі (із сиг-
моїдальними функціями активації для каскадної НМ) і 1 нейрон у вихідному 
шарі з лінійною функцією по кожнім вході. Кількість вейвлет коефіцієнтів, що 
навчаються, 32 при 2 рівнях розкладання. Кількість епох навчання вибиралась 
не більш 300. 
Графіки похибок 2  (4.2) ідентифікації ОК з рівнем шуму 0,1 (відношення 
сигнал/шум близько 20 дБ) наведені на рис. 4.3. 
 
  а       б 
  в       г 
Рис. 4.3. Залежність похибки ідентифікації 2  від глибини прогнозу n  для ОК:  
ПІТ (а), НКРР (б), ПІТ2 (в) і ВЕХР (г)  
 
Аналіз отриманих результатів показує, що: 
- лінійний АФА працездатний лише при ідентифікації ПІТ. У цілому він 
має меншу точність у порівнянні з Anfis і НВ АФА; 
- пропонований НВ АФА перевершує по точності інші АФА, за винятком 
ідентифікації НКРР (поступається Anfis АФА), а також ідентифікації ПІТ2 (рів-
ний по якості з Anfis АФА). 
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 Статистична перевірка за непараметричним критерієм знаків [141] пока-
зала, що ідентифікація за допомогою НВ АФА адекватна з імовірністю 0,99 від-
повідним ОК при шумі 0,1 і глибині прогнозу до 10 тактів.  
 
4.2. Метод ідентифікації нелінійних процесів за часовими реалізаціями 
 
Ідентифікація процесу, як динамічної системи, полягає [59] в одержанні 
чи уточненні за експериментальними даними математичної моделі цього про-
цесу, вираженої за допомогою того чи іншого математичного апарату. 
Нелінійний процес (динамічна система) зображається векторним рівнян-
ням: 
 
),(  xx ,        (4.3) 
 
де  – нелінійна функція розмірності d ; x  і   – вектори координат і парамет-
рів системи. 
Процес у вигляді потоку (4.3) може бути також представлений дискрет-
ним відображенням Пуанкаре: 
 
}],[{]1[  kxkx ; ]}[],...,[{][ 11 kxkxkx d ,   (4.4) 
 
де k  – такт часу Tkt  ; T – період дискретизації. 
Як відомо [20-22, 144], рівняння виду (4.3) і (4.4) залежно від значень па-
раметрів порядку   мають чотири стійких рішення: стан рівноваги, коли після 
перехідного процесу система досягає стаціонарного стану; періодичне і квазі-
періодичне рішення, а також хаос. Цим типам рішень відповідають атрактори 
системи у вигляді стійкої рівноваги, граничного циклу, квазіперіодичного атра-
ктора і хаотичного (дивного) атрактора.  
Відмінною рисою останнього є його чутливість до початкових умов і 
дробова розмірність – фрактальність (властивість самоподоби на різних масш-
табах). 
Зміна значень параметрів   рівняння системи (4.3), (4.4) викликає втрату 
стійкості одного стану (режиму функціонування) системи і перехід (біфурка-
цію) її в інший стан.  
Розглянутий формальний підхід про чотири стійкі режими добре пого-
джується з результатами теоретичних і експериментальних досліджень процесів 
дроблення і здрібнювання [6, 7, 14, 23], як нелінійних динамічних ОК зі змін-
ною структурою (розмірністю, режимом динаміки) і параметрами, що залежать 
від властивостей руди, конструктивних і технологічних змінних.  
 
4.2.1. Характеристики нелінійних хаотичних процесів. 
Найважливішою характеристикою хаотичного руху у фазовому просторі 
довільної розмірності є ентропія Колмогорова K , що описує динамічне пово-
дження на дивному атракторі.  
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 Безладдя (хаос) є поняттям теорії інформації, тому ентропія Колмогорова 
K  пропорційна швидкості втрати інформації про стан динамічної системи з ча-
сом і показує наскільки динамічна система хаотична [22]: 
 
 
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kk
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00
1
00 
, (4.5) 
 
де kk KK 1  – втрата інформації на інтервалі часу від k  до 1k ; kiiP 0  – спільна 
ймовірність перебування точки ]0[x  в осередку фазового простору 0i  розміром 
 , ]1[ Tx  – в 1i , … і ][kTx – в ki ; N  – тривалість часової реалізації. 
K -ентропія дорівнює нулю для регулярного руху, нескінченна для випа-
дкових систем, позитивна й обмежена для систем з детермінованим хаосом. 
Колмогорівська K -ентропія дозволяє визначити середній час, на який 
можна передбачити стан системи з динамічним хаосом. Точне прогнозування 
стану цієї системи можливе тільки на інтервалі часу dT , такому, що 1 dKTe  
[22], відкіля  
 




1ln1
K
Td  .        (4.6) 
 
Точність визначення початкового стану системи характеризується вели-
чиною дискретизації фазового простору   і впливає на dT  логарифмічно.  
Відстань між найближчими точками атрактора до і після біфуркацій зна-
ходиться в універсальному відношенні. Самоподоба такого явища описується 
за допомогою фрактальної розмірності Хаусдорфа HD  [20], що характеризує 
швидкість росту числа осередків покриття )(N  даної множини при зменшенні 
розміру осередків  : 
 

  log
)(loglim
0
NDH  ,       (4.7) 
 
де основа логарифма довільна. 
 
4.2.2. Визначення характеристик стану нелінійних процесів. 
Для рішення задачі ідентифікації необхідно визначити режим функціону-
вання системи і її розмірність (порядок), а потім реконструювати модель систе-
ми (4.3) чи (4.4). 
Експериментальний сигнал містить інформацію про режим роботи (атра-
ктор) системи, що породжує. Якісними ознаками хаотичності руху системи є: 
нерегулярність часового сигналу; смугові складові на низьких частотах у його 
спектрі; швидкий спад автокореляційної функції сигналу і самоподібна струк-
тура його часо-частотного (вейвлет) перетворення. 
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 Для періодичних рухів спектр сигналу містить дискретні лінії, тоді як ха-
ос через аперіодичність зображається смугою на низьких частотах.  
Кореляційна функція для регулярних рухів постійна чи осцилює, а в хао-
тичному режимі експоненційно спадає. 
Усі відомі дивні атрактори мають фрактальну розмірність (самоподібні) 
[26], що легко видно по вейвлет перетворенню сигналу. 
Доведено [20-22], що по одній часовій реалізації (що спостерігається) 
можна визначити наступні характеристики:  
- фазовий портрет атрактора (режиму роботи); 
- кореляційну розмірність CD  (нижню границю розмірності Хаусдорфа 
(4.7) HC DD  );  
- розмірність вкладення атрактора d  (розмірність фазового простору) ди-
намічної системи;  
- кореляційну ентропію CK  (нижню границю ентропії Колмогорова (4.5) 
KKC  ), що характеризує наскільки хаотичний сигнал.  
По отриманій часовій реалізації (сигналу )(txx  , що спостерігається), 
задавши затримку   і розмірність d  фазового простору, будується його дискре-
тне відображення: 
 
]})1([],...,2[],[],[{][ mdkxmkxmkxkxkx  ,   (4.8) 
 
де m  – ціле число ( Tm /  ).  
При переборі по k  виходить дискретний набір точок у d -мірному прос-
торі, що при сталому режимі системи відповідно до теореми Такенса [78] є фа-
зовим портретом атрактора.  
Чисельне визначення розмірності атрактора виконується за допомогою 
кореляційної розмірності [20-22]: 
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яка обчислюється за кореляційним інтегралом: 
 
][lim)(
,
2   ji jiN xxNC ,     (4.10) 
 
оцінюваному по відображенню (4.8). Величина CD  пов'язана з )(C  у такий 
спосіб: 

)(
0
2
N
i
ip – імовірність того, що дві точки на атракторі лежать усередині 
осередку D  (імовірність того, що дві точки атрактора розділені відстанню, ме-
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 ншою  ); ][
,
 
ji
ji xx  – число пар i  і j , для яких відстань  ji xx ;   – 
східчаста функція Хевісайда; ]iT[xxi   . 
Значення розмірності CD  визначається по нахилу лінійної ділянки залеж-
ності )(log C  від log . Крім того, будується залежність )(dDC  зі збільшенням 
d  у виразі (4.8) доти, поки CD  не досягне насичення. Розмірність d , починаю-
чи з якої CD  перестає змінюватися, є мінімальна розмірність вкладення атрак-
тора, тобто найменша ціла розмірність фазового простору, що містить весь ат-
рактор. 
Разом з тим, із теореми про вкладення [20, 22] випливає, що оцінка розмі-
рності фазового простору d  визначається через оцінку розмірності атрактора 
CD  реальної динамічної системи (формула Мане): 
 
12  CDd .        (4.11) 
 
На практиці значення d  по виразу (4.11) для відображень виявляється за-
вищеним, тому часто обмежуються простором розмірності CDd  . 
Оцінку (знизу) колмогорівської ентропії K  можна одержати з урахуван-
ням (4.5) і (4.10) у виді: 
 
KCCK kk
k
C   )](/)(ln[limlim 10 ,    (4.12) 
 
де узагальнений кореляційний інтеграл )(kC  обчислюється по відображенню 
(4.8) відповідно до виразу: 
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Тут 21
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)( njni
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ji xxxx 


  . 
Значення 0 constKC  є достатньою умовою існування хаотичного ре-
жиму. 
Оцінка (зверху) інтервалу передбачуваності виконується аналогічно вира-
зу (4.6): 
 
d
C
C TK
T 



1ln1  .       (4.14) 
 
За часи, більші CT , можливе тільки статистичне прогнозування, інтервал 
(глибина) якого залежить від кореляційної функції процесу [14]. 
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 Реконструкція моделі динамічної системи на основі аналізу часових реа-
лізацій полягає у виборі базисних функцій (структури) і їх коефіцієнтів (пара-
метрів) моделі, а також визначенні значень параметрів моделі, оптимальним 
чином відповідних часовій реалізації. 
Для рішення задачі реконструкції моделі (4.3), (4.4) формується d -мірне 
відображення виду: 
 
 
},...,,{ ,,2,111,1  idiii xxxx ;     
……………………      (4.15) 
},...,,{ ,,2,11,  idiidid xxxx ,     
 
де ijx ,  – координати вектора стану в моменти часу Ti  ; dj ,1 ; 1,  Ndi . 
Далі еволюційні функції }{ ij x  відображаються у вигляді розкладання 
по деякому базисі із шуканими коефіцієнтами (параметрами)  .  
Традиційно для апроксимації функцій використовуються поліноми Лежа-
ндра чи інші. Коефіцієнти цих поліномів утворюють невідомі параметри  , 
значення яких обираються так, щоб якнайкраще відповідати часовим реалізаці-
ям, що спостерігаються, наприклад, за критерієм мінімуму похибки: 
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Для розв’язання системи (4.15) за критерієм (4.16) звичайно застосову-
ється метод найменших квадратів (за умови, що N  більше кількості параметрів 
  ). 
Перевагою традиційного підходу є його простота (пошук тільки однієї 
функції  ), а істотними недоліками – громіздкість одержуваної моделі, а також 
наявність процедури чисельного диференціювання, що призводить до великих 
похибок обчислень.  
Більш продуктивним для апроксимації функцій }{ ij x  є використання 
НМ чи гібридних НМ з нечіткою логікою, що є універсальними й ефективними 
апроксиматорами. Їх параметрами   є ваги нейронів, а також коефіцієнти їх 
функцій активації і належності (для гібридних мереж). Навчання мереж здійс-
нюється, наприклад, методом зворотного поширення похибки і полягає у ви-
значенні значень параметрів  , що оптимальним чином (за критерієм (4.16)) 
відповідають спостерігаємим часовим реалізаціям. 
Реконструйована модель, що правильно передає динаміку на атракторі 
може бути неадекватною до опису траєкторії наближення до атрактора і виходу 
в сталий режим. Для вирішення таких проблем необхідно додатково обробляти 
реалізації, що характеризують процеси встановлення. Це може бути здійснене 
шляхом реалізації адаптивної ідентифікації ОК у процесі функціонування сис-
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 теми керування, що відносно просто виконується за допомогою нейронних і гі-
бридних мереж, але дуже трудомістко при традиційному підході. 
 
4.3. Композиційний метод структурно-параметричної ідентифікації  
 
4.3.1. Задача структурно-параметричної ідентифікації.  
Сформулюємо задачу ідентифікації ОК таким чином: на підставі експе-
риментальної множини функцій (часових рядів) збурень, керувань і виходів в 
умовах завад визначити структуру (узагальнену функцію  ) і вектор парамет-
рів a  моделі виду (2.16): 
 
}],[],[],[],[],[{][ kkakkwkukYnkY  ,    (4.17) 
 
що достатньо точно (у сенсі деякого критерію) апроксимують ОК відносно 
вхідних і вихідних величин у всьому функціональному просторі. Тут 
][],[],[],[ kkwkukY   – відповідно, вектори (матриці) виходу процесу, його 
керувань, збурень і шуму до поточного часу k  з відповідними глибинами 
пам'яті; n  – глибина прогнозу (для компенсації чистого запізнювання і часу на 
синтез і реалізацію керування).  
Вважаємо, що оцінка ][kZ  стану ОК (4.17) виконується за допомогою від-
повідних фільтрів спостереження (2.17):  
 
}],[],[]),1[(],1[{][ kkaknkZnkZkZ ZZZZZ 
  ,   (4.18) 
 
де ][]}[],[],[{ kZkwkukY   і ][kZ  – вектор (матриця) оцінки стану каналу системи; 
Z
  – узагальнена функція перетворення (метод, алгоритм); 
]),1[(],1[  ZZ nkZnkZ  ][],[ kak ZZ   – відповідно, вектор (матриця) відомих 
(виміряних) значень передісторії стану каналу (до моменту часу 1 Znk ); 
лінійно незалежні функції, що характеризують властивості часового ряду 
(наприклад, автокореляційна функція, дисперсія тощо); шуми вимірювань та 
параметри прогнозуючого фільтра.  
Як міру точності ідентифікації використовується, наприклад, критерій 
мінімуму похибки між експериментальними ][* nkY   і модельними значеннями 
виходу (4.17): 
   min]nk[Y]nk[YEJ *       (4.19) 
 
при дотриманні обмежень на функціональний простір. Тут E  – математичне 
очікування. 
Таким чином, формування вектора },{ aI s   оцінки структури   (струк-
турна ідентифікація) і параметрів a  (параметрична ідентифікація) моделі ОК 
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 (4.17) здійснюється на основі векторів сигналів спостереження ][kZ  (4.18) шля-
хом мінімізації прийнятого функціонала: 
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де обмеження S , в загальному випадку, рівні: 
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Тут gh,  – неперервні функції; i  – елементи дискретного вектора D  можли-
вих значень структурної функції }{ i . 
При розв’язанні задачі (4.20)-(4.21) мають бути визначені (обрані): 
- ефективні методи оптимізації; 
- зміст критерію (функціонала) J ; 
- способи врахування обмежень S ; 
- тип структури моделі; 
- базисні функції.  
 
4.3.2. Структурна оптимізація. 
Вирази (4.20)-(4.21) є комбінацією безперервного задачі математичного 
програмування і задачі дискретного програмування. Остання при малих D  ви-
рішується шляхом повного перебору, а при великих D  – або структурними ме-
тодами, або зведенням дискретної задачі до безперервної і подальшим її вирі-
шенням методами параметричного пошуку. 
Крім того, задача (4.20)-(4.21), зважаючи на нелінійність ОК і довільний 
вигляд функціонала, є багатоекстремальною (полімодальною), що вимагає ви-
користання методів глобальної оптимізації. 
Найбільш ефективними [59, 96, 101] при глобальній оптимізації 
нелінійних систем є пошукові методи, в яких алгоритм пошуку оптимального 
рішення зв'язує наступні один за одним рішення )]([)1( KIFKI ss  , де F – 
алгоритм пошуку, що вказує які операції слід зробити на кроці K при )(KIs , щоб 
отримати рішення )()1( KIKI ss  . Тут знак переваги   при мінімізації 
функціонала має сенс: 
 
)]([)]1([ KIJKIJ ss  .       (4.22) 
 
Алгоритм рішення задачі оптимізації F виконує функції збору інформації 
і прийняття рішення. Наприклад, в алгоритмах прямого випадкового пошуку 
(ПВП) задаються напрямки пошуку і визначаються значення функціонала J  в 
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 точках )(KIs . Рішення полягає у виборі кроку в напрямку зменшення цього 
функціонала: 
 
]})([])([{)()1(  KIJKIJKIKI ssss ,  (4.23) 
 
де  ,,  – параметри, що визначають сфери прийняття рішення ( ) і збору ін-
формації )(  та одиничний випадковий напрямок )( . У загальному випадку ці 
параметри можуть змінюватися (адаптуватися) до процедури пошуку і виду гі-
перповерхні прийнятого функціонала. 
Розвитком методів випадкового пошуку, насамперед, у підвищенні ефек-
тивності процедур спрямованого пошуку, є еволюційні алгоритми, що реалізо-
вують біокібернетичний підхід для пошуку оптимальних рішень [96]. Вони мо-
делюють процес біологічної еволюції: мутації структури і параметрів sI , їх 
схрещування (розмноження) )()()1( KIKIKI sss   і правило добору. Це до-
зволяє виявляти їх сприятливі варіації, за допомогою яких будується послідов-
ність поліпшуваних рішень із властивістю (4.22). 
Найбільше поширення серед цих алгоритмів одержали генетичні алгори-
тми (ГА) [111], основані на моделюванні розвитку біологічної популяції на рів-
ні геномів. Нехай у задачі оптимізації за допомогою ГА потрібно знайти міні-
мум функціонала (функції пристосованості) ][ sIJ . Популяція (геном) являє со-
бою набір векторів MitIR sit ,0)},({  , де M  – розмір популяції, а t  – час її 
життя (шаги K ). Елементи )(tI si – особи (гени-рішення), а поточний набір 
{ )(tI si } складає генофонд популяції.  
Елементи множини tR  здатні еволюціонувати за наступними правилами: 
1) якщо )]([ tIJ si  малий, то особа )(tI si  вважається вдалою й одержує 
пріоритет при розмноженні. Імовірність загибелі цієї особи знижується; 
2) якщо )]([ tIJ si  великий, то особа )(tI si  вважається невдалою, імовір-
ність розмноження для цієї особи знижується і підвищується імовірність заги-
белі; 
3) мутації: будь-яка особа має рівну імовірність мутації, тобто зсуву на 
невелику величину ssisi ItItI  )()( . Закон визначення sI  залежить від реалі-
зації алгоритму. Типовий вибір – багатомірний нормальний розподіл з нульо-
вим математичним очікуванням; 
4) розмноження (схрещування): відповідно до ймовірностей, визначених 
на кроках 1 і 2, кожна особа має імовірність розмноження тим більшу, чим ме-
нше відповідний їй функціонал. При схрещуванні дві особи утворюють нові:  
 
tsisisjtsi ItItIctI  )]()([)1( ; tsjsjsitsj ItItIctI  )]()([)1( , (4.24) 
 
де tc  – скаляр і t – вектор, що залежать від часу t ; Mji , . 
Схрещування передбачає далекі (випадкові) стрибки в просторі пошуку, 
забезпечуючи можливість виходу з локальних екстремумів. Крім того, схрещу-
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 вання "лагодить" деякі ушкодження, що роблять мутації, і забезпечує постійну 
мінливість; 
5) загибель (добір): відповідно до імовірності, визначеної на кроках 1 і 2, 
особа може загинути, тобто бути вилученою з множини tR . 
Тут у наявності спадковість, мінливість і добір, – рушійні сили біологіч-
ної еволюції за Ч. Дарвіним. 
До переваг ГА відносять здатність знаходження глобального екстремуму 
і продуктивність, а до їх недоліків – потребу у великому обсязі пам'яті (пропор-
ційному розміру популяції) і відносно низьку швидкодію на фон-
неймановських ЕОМ. 
 
4.3.3. Критерії оптимізації та обмеження. 
При розв’язанні задачі (4.20)-(4.21) актуальним є також вибір ефективних 
для конкретного випадку критеріїв якості моделі (функціонала J ). Для струк-
турної ідентифікації ефективними вважаються зовнішні критерії [145], що аде-
кватні задачі побудови моделей із мінімальною дисперсією похибки прогнозу, і 
поділяються на критерії регулярності і критерії незміщенності (мінімуму зсуву) 
[79]. 
До критеріїв регулярності відноситься критерій мінімуму відносної похи-
бки покрокового інтегрування: 
 
][
][][
*
*
nkY
nkYnkY
J




,      (4.25) 
 
який обчислюється на всій вибірці експериментальних даних N , а також кри-
терій мінімуму вибіркової відносної похибки: 
 
B
BA
B
nkY
nkYnkY
J
][
][][
*
*




.     (4.26) 
 
Тут оптимізація моделі здійснюється на навчальній вибірці A  (вихід мо-
делі ][ nkYA 

), а перевірка її ефективності (величини похибки) на перевірочній 
послідовності B , що відмічене в (4.26) індексом знизу. Вся вибірка BAN  . 
Критерії (4.25), (4.26) чутливі до рівня шуму в початкових даних і при 
збільшенні завад їх мінімум зміщується в область простіших моделей. 
Стійкіші до завад критерії незміщенності. Наприклад, критерій мінімуму 
зсуву, заснований на аналізі рішень, має вигляд: 
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][][
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nkYnkY
J BAсм 


,      (4.27) 
 
де ][ nkYA 

 і ][ nkYB 

 – виходи моделей, навчених на вибірках A  і B , відпо-
відно. Тут обчислення зсуву здійснюється на всій вибірці N . 
Для узгодження вимог критеріїв (4.25)-(4.27) використовується комбіно-
ваний критерій з ваговим коефіцієнтом  , наприклад, у вигляді: 
 
;)1( смкомб JJJ   10  .     (4.28) 
 
Для критеріїв регулярності навчальна і перевірочна послідовності (вибір-
ки) рівні NA 7,0  і NB 3,0 , а для критеріїв мінімуму зсуву – NA 5,0  і 
NB 5,0  [79]. 
Обмеження, що накладаються при розв’язанні задачі (4.20)-(4.21), 
SKIKI ss  )()(  припускають S  і Saa  . Обмеження 
gh SSS 1  формують безперервну задачу математичного програмування, а 
Dh SSS 2  – задачу дискретного програмування. При цьому обмеження 
},{ 21 SSS   можна врахувати наступним чином: 
- при обмеженнях типу нерівності hSS   вдалим вважається крок, коли 
виконується умова (4.22) і SKIs )( , інакше крок невдалий і треба повернутися 
в попередній стан з подальшим новим кроком із нього; 
- при обмеженнях типу рівності gSS   вводять коридор допsIg )( , об-
межений допустимою похибкою доп ; 
- обмеження gh SSS   є комбінацією перших двох випадків; 
- при обмеженнях на дискретність структурних функцій DSS   здійсню-
ється випадковий вибір нової точки біля початкової точки: 
 )()1( KIKI sisi , де siI  - вектор структурно-параметричних факторів зі 
значенням структурної функції i . Якщо )(K  – множина векторів siI , що за-
довольняє вищенаведеній умові, то на 1K  кроці із )(K  обирають точку 
(значення siI ), яке задовольняє умовам )]([)]1([ KIJKIJ sisi   і )()1( KKIsz  . 
Очевидно, що при Dh SSS   додатково потрібно, щоб hsi SKI  )1( . 
 
4.3.4. Структура і базисні функції моделі. 
Для побудови і реалізації структури динамічної прогнозуючої моделі ОК 
(4.17) використовуються різні підходи [62, 77]. При цьому відомо, що нелінійна 
динамічна система (модель ОК) може бути представлена шляхом композиції 
лінійної динамічної (ЛДЛ) і нелінійної статичної (НСЛ) ланок, наприклад, у ви-
гляді моделі Вінера-Гаммерштайна (Wiener-Hammerstein) – рис. 4.4. 
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Рис. 4.4. Структура Вінера-Гаммерштайна прогнозуючої моделі  
нелінійного динамічного ОК 
 
Тут ЛДЛ є лініями затримки, величини яких (глибина пам'яті) визнача-
ються розмірністю вхідних 1id  і вихідних Yd   змінних [146]. А у якості НСЛ 
можуть використовуватися як традиційні засоби: поліноми Лежандра, Колмо-
горова-Габора (Вольтерра) тощо, так й інтелектуальні – НМ, гібридні НМ з не-
чіткою логікою тощо. 
Рівняння ОК (4.17) на основі НМ прямого поширення з прихованим ша-
ром являє собою рівняння згортки: 
 
)}][][(][{][ ,


Qm
mml
Ql
ll
P
Y kyvvnkY 
 ,   (4.29) 
 
де Р – множина глибини пам'яті відповідних входів; Y  – активаційна функція 
вихідного шару НМ; Q – множина входів нейронів; l – порядковий номер входу 
вихідного шару НМ; lv  – вагові коефіцієнти вихідного шару; l  – активаційна 
функція нейронів прихованого шару; m – порядковий номер входу НМ; mlv ,  – 
вагові коефіцієнти зв'язку m-го входу і l-го нейрона; my  – вхід НМ. 
У загальному випадку входами НМ (4.29) згідно (4.17), (4.18) і рис. 4.4 є 
]}[],[{ kZkY  ]}[{ kym , а її структурними характеристиками – 
 },,,,{ slYs rPT  , де sT  – тип структури і розмір прихованого шару – 
Qrs  . При цьому параметрами НМ є avv mll },{ , . 
Прогнозування за допомогою НМ із РБФ виконується згідно рівняння: 
 
)}][,({][
,
lml
Qml
ll
P
Y kyvnkY   
 ,   (4.30) 
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 де ll  ,  - параметри РБФ l –го нейрона прихованого шару. 
Структурними характеристиками НМ (4.30) є  },,,,{ slYs rPT  , а її 
параметрами – av lll  },,{ . 
Рівняння ОК на основі гібридної НМ з нечіткою логікою Anfis являє 
собою рівняння згортки виду: 
 
][][][  

knkY m
Qm
m
P
 ,     (4.31) 
 
де ]);[/][(][ 1  
m
mmmm U  ])}[({][ ,,


kyLTnk mml
Qml
m ; )( UaUU  ; 
)( LaLL  . 
Тут 1mU – функція, зворотна функції належності проміжного виходу m 
мережі із параметрами Ua ; m  – значення  проміжного виходу; Tn – довільна t-
норма [75] моделювання логічної операції «І»; mlL , – функція належності нечіт-
кого правила l входу m із параметрами La . 
Структурними характеристиками НМ (4.31) є },,,,{ , pmlms rLUPT , де 
кількість правил розкладання по входам Qrp  , а її параметрами – aaa LU },{ .  
В виразах (4.29)-(4.31) використовуються однорідні НМ (із однотипними 
нейронами). 
Ідентифікація параметрів (навчання) НМ прямого поширення (4.29) здій-
снюється, зазвичай, за допомогою градієнтних алгоритмів, наприклад, алгорит-
му зворотного поширення похибки в просторі параметрів avv mll },{ ,  при зада-
них структурі моделі ОК і структурних характеристиках   з метою мінімізації 
похибки прогнозу (4.19) чи (4.25). 
При навчанні НМ із РБФ (4.30) спочатку визначаються центри і відхи-
лення для радіальних елементів, після цього оптимізуються параметри лінійно-
го вихідного шару: av lll  },,{ . 
Навчання гібридної НМ Anfis (4.31) виконується аналогічно НМ (4.29) 
шляхом оптимізації параметрів функцій належності мережі aaa LU },{ . 
Перевагою цих алгоритмів параметричного навчання НМ є простота і 
швидкодія, а недоліком – їх локальність (висока ймовірність застрявання у ло-
кальному екстремумі). 
Таким чином до структурних характеристик необхідно віднести і множи-
ну методів навчання НМ. 
Критерії (4.26)-(4.28) використовуються для структурної оптимізації, а 
критерії (4.19) і (4.25) – для параметричної. 
Відповідно вищевикладеному задача (4.20)-(4.21) має велику розмірність 
(кількість структурних характеристик і параметрів у реальності становлять сот-
ні, тисячі й десятки тисяч). Внаслідок цього самостійне використання пошуко-
вих алгоритмів глобальної оптимізації для структурно-параметричної ідентифі-
кації має низьку ефективність (малу швидкість збіжності) через їх відносно ни-
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 зьку швидкодію. Тому доцільним є реалізація в пропонованій методиці спіль-
ного використання (композиція) алгоритмів глобальної оптимізації (для струк-
турної ідентифікації моделі) і алгоритмів локальної оптимізації (для парамет-
ричного навчання та ідентифікації моделі). 
 
4.4. Методика ідентифікації процесів дроблення і здрібнювання 
 
Структурна схема ідентифікації нелінійних процесів дроблення і здріб-
нювання наведена на рис. 4.5.  
Відповідно до викладеного в п.п. 4.1-4.3 вона складається із двох проце-
дур: визначення стану ОК та його структурно-параметричної ідентифікації.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис. 4.5. Структурна схема ідентифікації нелінійних процесів  
дроблення і здрібнювання  
 
4.4.1. Визначення стану об’єкта керування. 
4.4.1.1. Процедура визначення режиму функціонування ОК містить: 
- якісний аналіз вигляду часового сигналу, його спектра, кореляційної 
функції і часо-частотного перетворення; 
- побудову фазового портрета атрактора за дискретним відображенням 
часової реалізації (4.8); 
Визначення стану ОК 
Визначення режиму функціонування ОК: 
- аналіз часо-частотних характеристик сигналів; 
- побудова фазового портрету атрактора; 
- розрахунок кореляційної ентропії. 
Визначення розмірності (порядку) ОК: 
- обчислення кореляційного інтервалу передбачуваності; 
- обчислення кореляційної розмірності атрактора; 
- визначення розмірності вкладення атрактора. 
Формування вектора оцінки спостереження 
Структурно-параметрична ідентифікація ОК
Формування задачі ідентифікації із вибором: 
- методів структурної (глобальної) оптимізації; 
- критерію структурної оптимізації; 
- способів врахування обмежень; 
- типа структури моделі; 
- базисних функцій; 
- методів параметричної оптимізації.
Структурна ідентифікація
Параметрична ідентифікація 
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 - обчислення кореляційної ентропії CK  за виразами (4.12), (4.13), що є 
оцінкою знизу K -ентропії Колмогорова (4.5) і характеризує ступінь хаотичнос-
ті режиму. 
4.4.1.2. Визначення розмірності (порядку) ОК містить: 
- обчислення кореляційного інтервалу передбачуваності (глибини про-
гнозу) процесу CT  за виразом (4.14), що є оцінкою зверху інтервалу точного 
прогнозування стану системи dT  (4.6); 
- обчислення кореляційної розмірності атрактора CD  за виразами (4.9), 
(4.10), що характеризує нижню границю фрактальної розмірності HD  (4.7); 
- визначення розмірності вкладення атрактора d  (розмірності фазового 
простору) системи за виразом (4.11) і за графіком залежності )(dDC . 
4.4.1.3. Формування вектора оцінки спостереження (прогнозування) міс-
тить: 
- вибір базисних функцій Zˆ  (структури) і параметрів Za  прогнозуючо-
го фільтра (4.18) (наприклад, у вигляді НВ АФА (див. п. 3.4)); 
- настроювання (визначення) параметрів Za , які оптимальним чином (на-
приклад, за критерієм (4.16)) відповідають експериментальній часовій реаліза-
ції (4.15).  
 
4.4.2. Структурно-параметрична ідентифікація. 
4.4.2.1. Формування задачі ідентифікації здійснюється із визначенням 
(вибором): 
- метода структурної (глобальної) оптимізації (ПВП чи ГА згідно (4.23), 
(4.24)); 
- критерію структурної оптимізації (4.26)-(4.28); 
- способів врахування обмежень; 
- типа структури моделі (наприклад, Вінера-Гаммерштайна на рис. 4.4); 
- базисних функцій із виділенням їх структурних характеристик і параме-
трів згідно (4.29)-(4.31); 
- методів параметричної оптимізації із вибором критерію регулярізації 
(4.19) чи (4.25). 
Цей вибір виконується на етапі проектування системи керування ОК і ба-
зується на апріорних (теоретичних і експериментальних) даних. При необхід-
ності він має бути скорегованим. 
4.4.2.2. Структурна ідентифікація здійснюється за допомогою композиції 
методів глобальної оптимізації (4.23) чи (4.24), що вміщують генерування стру-
ктур моделей-претендентів (базисних функцій (4.29)-(4.31) зі своїми структур-
ними характеристиками), і методів локальної параметричної оптимізації (на-
вчання НМ моделей (4.29)-(4.31)), а також селекції кращих моделей за критері-
єм структурної оптимізації (4.26), (4.27) чи (4.28). 
4.4.2.3. Параметрична ідентифікація полягає в ідентифікації параметрів 
моделі оптимальної структури шляхом її навчання методом локальної парамет-
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 ричної оптимізації за критерієм регулярності (4.19) чи (4.25) на всій вибірці да-
них. 
Ідентифікація НМ моделей у пакетному режимі реалізується за допомо-
гою їхнього навчання, а в режимі реального часу – шляхом їхньої адаптації до 
мінливих умов функціонування ОК. 
Для скорочення термінів навчання моделей на реальному ОК доцільно на 
етапі проектування системи керування ОК виконувати переднавчання цієї мо-
делі на наявних експериментальних даних і (чи) адекватних моделях ОК. При 
цьому адаптивна ідентифікація моделі в процесі функціонування ОК дозволяє 
суттєво знизити витрати на попередні експериментальні дослідження його ре-
жимів роботи. 
В процесі функціонування системи керування ОК розв’язання задачі 
структурно-параметричної оптимізації може здійснюватися в автоматичному чи 
автоматизованому режимах. 
 
4.5. Дослідження ефективності методів ідентифікації 
 
4.5.1. Оцінка ефективності ідентифікації за часовими реалізаціями. 
Моделювання процедури ідентифікації за часовими реалізаціями викону-
валося відповідно до запропонованої методики у середовищі Matlab. 
Як процеси, що ідентифікують, використовувалися часові реалізації відо-
браження Ено і вмісту класу мм100  у крупнодробленій руді 100 , отриманої 
в умовах Інгулецького ГЗК. 
Часові і частотні характеристики сигналу 100  наведені на рис. 4.6. За їх 
видом можна сказати про нерегулярність процесу, що породжує. Це випливає з 
нерегулярного вигляду часової реалізації сигналу 100  (див. рис. 4.6,а), експо-
ненційного спаду його кореляційної функції (рис. 4.6,б), наявності значної час-
тини енергії спектра сигналу в низькочастотній області (рис. 4.7,в) і самоподіб-
ного (фрактального) характеру його вейвлет перетворення (гілляста структура 
на рис. 4.6,г зберігається на різних масштабах). 
На рис. 4.7 наведені фазові портрети сигналів процесів, що ідентифіку-
ють. Видно, що внесення в систему білого шуму (з амплітудою 0,1 від рівня си-
гналу) порушує тонку структуру фазового портрета відображення Ено (див. 
рис. 4.7,а і 4.7,б).  
Побудова фазових портретів сигналу 100  при розмірності 3d  і 
варіації затримки   не дозволила знайти закономірність руху (див рис. 4.7,в). 
Це може бути викликано або великим рівнем шуму в сигналі, або перебуванням 
процесу, що породжує, у несталому режимі, або розмірність фазового простору 
процесу більше 3.  
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Рис. 4.6. Часова реалізація сигналу 100  (а), його кореляційна функція (б),  
спектральна щільність (в) і вейвлет перетворення (г) 
 
Розрахунки визначили значення кореляційних ентропії і розмірності ат-
ракторів відображення Ено 47,0CEK  і 14,1CED  (при значеннях параметрів 
85,1a  і 05,0b ), а також сигналу 100  – 39,0CK  і 04,3CD . 
При цьому інтервали передбачуваності відповідно до (4.14) складають 
42,3CET  такту і 11,4CT  такту (згідно (4.11) тривалість такту дорівнює   чи в 
дискретному часі – T/ ). 
Для визначення розмірності фазового простору d  сигналу 100  за вира-
зом (4.11) обчислювалася її оцінка зверху: 1,7d , а для оцінки значення d  
знизу будувалась залежність )(  dDC , що наведена на рис. 4.8. З неї випливає, 
що розмірність атрактора CD  практично перестає зростати (входить у насичен-
ня) при розмірності фазового простору 4d . 
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Рис. 4.7. Фазові портрети відображення Ено (а), відображення Ено  
із шумом (б) і сигналу 100  (в) 
 
 
 
Рис. 4.8. Залежність розмірності атрактора від розмірності  
простору сигналу 100  
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 З урахуванням розрахунків і графіка на рис. 4.8 одержимо 37,3CD  і 
74  d , що багато більше 3 і, відповідно, пояснює відсутність закономірності 
в русі на фазовому портреті сигналу 100  (див. рис. 4.7,в). 
Для реконструкції моделі відображення Ено й експериментального сиг-
налу 100  використовували адаптивну нейронну систему нечіткого висновку 
Anfis з дзвіноподібною функцією належності. На її вхід подавалися відповідні 
часові реалізації зі своїми розмірностями d  (глибиною пам'яті 1d ). Реалізації 
розбивалися на навчальну і перевірочну послідовності нарівно, а прогноз вико-
нувався глибиною до 10 тактів, що перевищує отримані вище значення інтерва-
лів точної передбачуваності CET  і CT . 
Як показник ефективності прогнозування використовувалася відносна ве-
личина середньоквадратичної похибки (4.16), нормованої за діапазонами зміни 
сигналів. Результати розрахунків цієї похибки для прогнозування відображення 
Ено, відображення Ено з білим шумом рівня 0,1, а також експериментального 
сигналу 100  наведені на рис. 4.9. Для сигналу 100  розмірність приймалась 
5d . 
 
 
 
Рис. 4.9. Залежність відносної похибки від глибини прогнозу 
 
З аналізу рис. 4.9 виходить, що відносна похибка прогнозування відобра-
ження Ено та сигналу 100  складає менше 0,10 при глибині прогнозу до 10 та-
ктів та менше 0,03 для інтервалів передбачуваності цих сигналів. Для порівнян-
ня, відносна похибка прогнозування цих сигналів лінійними фільтрами (при лі-
нійній моделі процесів) складає до 0,22. 
Статистична перевірка за непараметричним критерієм знаків показала, 
що прогнозування за допомогою нейронної системи нечіткого висновку адеква-
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 тне з імовірністю 0,99 розглянутим часовим реалізаціям при глибині прогнозу 
до 10 тактів. 
 
4.5.2. Оцінка ефективності структурно-параметричної ідентифікації про-
цесів дроблення і здрібнювання.  
Моделювання процедури структурно-параметричної ідентифікації вико-
нувалося відповідно до запропонованої методики [147, 148] за допомогою роз-
робленої програми у середовищі Matlab. 
Як приклад виконано ідентифікацію прогнозуючих моделей процесу кру-
пнокускового дроблення (ККД) в конусних дробарках за експериментальними 
даними, отриманими в умовах Інгулецького ГЗК, а також ідентифікацію проце-
су мокрого самоздрібнювання в барабанних млинах (МСЗ), що як ОК по каналу 
«подача руди – вихід готового класу» описується послідовно з’єднаними апері-
одичною ланкою із запізнюванням та безінерційною квадратичною ланкою 
(ПІТ2) [6]. 
Збурюваннями процесу ККД є середньозважена крупність і міцність вхі-
дної руди, керуванням – ширина розвантажувальної щілини дробарки, а вихо-
дом – вміст класу +100 мм у дробленій руді. З особливостей цього процесу гли-
бина прогнозу прийнята 3n  такти (для компенсації двох тактів чистого запіз-
нювання й одного такту для синтезу і реалізації керування щілиною дробарки), 
а глибина пам'яті по різним входам від 1 до 4 (розмірності вхідних 1id  і вихід-
них Yd   змінних на рис. 4.4). Похибки виміру не перевищували 10% (відношен-
ня сигнал/шум близько 20 дБ). Розмір реалізації складав 56N . 
Для моделювання процесу МСЗ (моделі ПІТ2) в якості вхідного сигналу 
використовувався смуговий кореляційний нормований сигнал із гауссівським 
шумом амплітудою 10% від рівня сигналу. При цьому, у відповідності із 
динамічними властивостями процесу МСЗ глибина прогнозу складала також 
3n  такти, глибина пам'яті – 4 такти, а розмір реалізації – 1024N . 
У якості критерію структурної оптимізації обрано комбінований критерій 
(4.28), поверхні якого для процесу МСЗ у просторі «кількість нейронів прихо-
ваного шару НМ (4.29) – рівень шуму», а також «кількість нейронів – глибина 
прогнозу» наведені на рис. 4.10,а і 4.10,б, відповідно.  
Легко бачити, що цей критерій має малу чутливість до варіації шуму і 
глибини прогнозу (малий зсув глобального мінімума у просторі ознак). 
Із рис. 4.10 можна також визначити обмеження на кількість нейронів 
прихованого шару в НМ (4.29) для ідентифікації процесу МСЗ по моделі ПІТ2 – 
від 20 до 80 нейронів. 
При ідентифікації процесів ККД і МСЗ використовувалася структура мо-
делей Вінера-Гаммерштайна із базисними функціями НМ (4.29)-(4.31), а у яко-
сті глобальних методів оптимізації застосовувалися алгоритм ПВП і ГА. Ре-
зультати глобальної оптимізації моделі процесу ККД наведені на рис. 4.11,а і б 
(для ПВП) і на рис. 4.11,в і г (для ГА). 
ГА мав одноточечне схрещування, селективний вибір батьків та форму-
вання нової популяції із витисненням, а алгоритм ПВП – прискорювач (адапти-
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 вний механізм) кроку пошуку. Кількість ітерацій (для ГА – поколінь) обмежу-
валась 150, а розмір простору пошуку (популяції) – 30. 
 
  а 
 б 
Рис. 4.10. Вигляд поверхні критерію (4.28) для процесу МСЗ  
при варіаціях шуму (а) та глубини прогнозу (б) 
 
В цілому ці алгоритми по точності дали подібні результати. При цьому 
ГА виявив вищу швидкість збіжності (ГА виходить в область оптимальних рі-
шень на перших поколіннях, а ПВП – після 15 ітерацій), а алгоритм ПВП – ви-
щу швидкодію (приблизно 6 с на ітерацію у ПВП і 9,5 с на покоління у ГА) при 
обчисленнях на комп’ютері із процесором Pentium IV. Загалом час пошуку оп-
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 тимальних рішень складав 5…8 хвилин, що значно менше періодичності зміни 
режимів функціонування процесів рудопідготовки, які мають терміни від декі-
лькох годин. 
 
  а       б 
  в      г 
Рис. 4.11. Результати глобальної оптимізації структури моделі  
процесу ККД за ПВП (а, б) і за ГА (в, г) 
 
В результаті моделювання встановлено, що мінімуму критерію (4.28) для 
розглянутих процесів відповідають каскадні НМ моделі прямого поширення 
(4.29) із логістичною функцією активації прихованого шару і лінійною функці-
єю у вихідному шарі. При цьому кількість нейронів у прихованому шарі для 
моделі процесу ККД складає 23 нейрони, а для моделі процесу МСЗ – 47. 
Моделі у вигляді НМ із РБФ (4.30) потребують значно менше обчислень, 
але їх значення критерію (4.28) суттєво вище, що можна пояснити поганою 
прогностичною здатністю цих НМ. 
Моделі у вигляді НМ із нечіткою логікою Anfis (4.31) мають достатню 
точність, але у них дуже низька швидкодія при розмірностях вектора входів бі-
льше 5 (наприклад, сумарна кількість входів моделі ККД складає 10). 
Тип методу параметричного навчання НМ виявився несуттєвим факто-
ром, тому остаточно було обрано алгоритм Левенберга-Марквадта, що має най-
більшу швидкодію. Результати параметричної оптимізації НМ моделей прямого 
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 поширення оптимальної складності процесів ККД і МСЗ (ПІТ2) наведені на 
рис. 4.12,а і 4.12,б, відповідно. 
 
  а 
 б 
Рис. 4.12. Результати ідентифікації процесів ККД (а) і МСЗ (б) 
 
Час обчислень на комп’ютері із процесором Pentium IV (Pentium II) по 
цих моделях складає менше 1 (10) мс на цикл прогнозу, що не вносить часових 
обмежень на їх застосування в системах керування процесами рудопідготовки. 
Як міру точності ідентифікованих моделей використовували критерій 
мінімуму відносної похибки покрокового інтегрування (4.25), значення якого 
склали: для моделі ККД – 0,0365 і для моделі МСЗ (ПІТ2) – 0,0348, що суттєво 
краще, ніж похибка ідентифікації за МГУА (0,0653 [14]). 
Статистична перевірка по непараметричному критерію знаків показала, 
що для рівня значимості 0,01 прогнозуючі моделі з ідентифікованими структу-
рою і параметрами адекватні динаміці розглянутих процесів. 
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 Висновки до розділу 
1. Шляхом моделювання визначено, що використання розробленого НВ 
АФА у якості еталонної моделі ОК дозволяє підвищити точність ідентифікації 
нелінійних динамічних ОК процесів рудопідготовки. 
2. Розроблено метод ідентифікації режимів роботи нелінійних динаміч-
них ОК за часовими реалізаціями, що полягає у: визначенні режиму функціону-
вання ОК за видом час-частотних перетворень його сигналу, фазового портрету 
і значень кореляційної ентропії Колмогорова; визначенні розмірності (порядку) 
ОК по кореляційній розмірності атрактора його режиму й оцінки кореляційного 
інтервалу його передбачуваності; реконструкції моделі режиму ОК шляхом ви-
бору структури його інтелектуальної моделі й оптимального настроювання па-
раметрів по обраному критерію. 
Це дозволяє ідентифікувати режими функціонування процесів рудопідго-
товки (від сталого до хаотичного) з позицій нелінійної динаміки без суттєвих 
витрат на експериментальні дослідження у порівнянні з традиційними метода-
ми. Ефективність пропонованого метода оцінена для часових реалізацій проце-
сів рудопідготовки. Доведена адекватність отриманих по ній результатів іден-
тифікації. 
3. Розроблено метод структурно-параметричної ідентифікації нелінійних 
динамічних ОК, що полягає в: 
- ідентифікації структури моделі ОК за допомогою композиції методів 
глобальної оптимізації, що вміщують генерування структур моделей-
претендентів (базисних функцій), і методів локальної оптимізації для парамет-
ричного навчання базисних функцій, а також селекції кращих моделей по кри-
теріям структурної оптимізації; 
- ідентифікації параметрів моделі оптимальної структури шляхом її на-
вчання методом локальної параметричної оптимізації по критерію регулярності 
на всій вибірці даних. 
Це дозволяє ідентифікувати ОК у класі прогнозуючих чітких і нечітких 
нейромережевих моделей, які легко адаптуються під змінювані режими функ-
ціонування ОК. 
Шляхом моделювання встановлено, що отримані за пропонованим мето-
дом моделі процесів дроблення і здрібнювання мають підвищену точність, а це 
дозволяє підвищити ефективність керування цими процесами. При цьому часо-
ві витрати на реалізацію методу і обчислення моделей не накладають обмежень 
на їх застосування в АСК ТП рудопідготовки.  
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 РОЗДІЛ 5  
РОЗРОБКА АДАПТИВНИХ СИСТЕМ ОПТИМАЛЬНОГО КЕРУВАННЯ  
З ІНТЕЛЕКТУАЛЬНИМ ПРОГНОЗУВАННЯМ 
 
5.1. Адаптивне регулювання з інтелектуальним прогнозуванням 
 
Адаптивні САР, у яких недолік апріорної інформації заповнюється за ра-
хунок відповідної обробки поточної інформації, дозволяють скоротити строки 
проектування, налагодження й випробувань, а також забезпечити ефективне ке-
рування в умовах збурень і неконтрольованих змін властивостей ОК [59, 60]. 
При цьому, у безпошукових адаптивних САР попередньо проводиться іденти-
фікація ОК, а потім, за визначеними параметрами ОК, обчислюються коефіціє-
нти регулятора. 
Для ідентифікації ОК використовуються адаптивні фільтри-
апроксиматори (АФА) [142], в яких процес адаптації включає оцінювання шу-
каного виходу фільтра і корегування його параметрів по значенню вихідної по-
хибки. При цьому, перспективними вважаються АФА на основі методів систем 
штучного інтелекту, зокрема, НМ і систем з нечіткою логікою, оскільки вони є 
універсальними й ефективними апроксиматорами, легко настроюються (адап-
туються) під властивості ОК, що змінюються, і, відповідно, є ефективними за-
собами моделювання складних систем. 
Нехай прогнозуюча модель ОК має вид:  
 
}],[],[],[],[{][ kkakkukYnkY  ,     (5.1) 
 
де a,  – узагальнена функція і параметри моделі (АФА); ][],[ kku   – вектори 
керувань і завад до поточного часу k  з відповідними глибинами пам'яті; n  – 
глибина прогнозу (для компенсації чистого запізнювання і часу на синтез і 
реалізацію керування – 1n ).  
Для ідентифікації ОК знайшли поширення безпошукові алгоритми пара-
метричної ідентифікації з адаптивною моделлю, орієнтовані на функціонування 
в реальному масштабі часу, до яких відносяться градієнтні алгоритми [59, 97]. 
Процес ідентифікації при цьому полягає в адаптації параметрів a  за величиною 
функціонала похибки J  між реальним виходом і відгуком моделі (градієнтом 
функціонала в просторі параметрів): 
 
},],[ˆ],[{]1[ˆ][ˆ ˆ kkYkYJKkaka aa      (5.2) 
 
де ][ˆ ka  – оцінка вектора параметрів, що адаптують, у поточному такті; 
T
a a)ˆ/(ˆ  – символ градієнта; aK – задана матриця коефіцієнтів. 
Тут функціонал похибки J  має, зазвичай, вид: 
 
}])[ˆ][{(}])[{( 221 kYkYEkeEJ  ,    (5.3) 
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де E  – математичне очікування; ][][][ kYkYke   – похибка моделі ОК. 
АФА (модель ОК) стає оптимальним при optaa ˆ , коли 01J , тоді за-
вдання адаптації полягає в знаходженні оптимальних коефіцієнтів aˆ  шляхом 
ітеративного визначення градієнта поверхні мінімальної середньоквадратичної 
похибки (5.3).  
 
5.1.1. САР із самоналагоджувальним регулятором і прогнозуючою мо-
деллю. 
Для автоматичного регулювання в умовах обмеженої апріорної інформа-
ції пропонується самоналагоджувальна система з інтелектуальним прогнозу-
ванням виходу ОК за допомогою АФА (рис. 5.1) [149]. 
Згідно класифікації [59] це адаптивна САР з ідентифікацією ОК шляхом 
настроювання його моделі або, іншими словами, безпошукова система непря-
мого адаптивного керування з еталонною моделлю, що навчається. 
ОК і регулятор (РЕГ) утворюють основний контур системи, а АФА вико-
нує роль еталонної прогнозуючої моделі (апроксиматора) ОК, який корегує ко-
ефіцієнти регулятора і є інформаційним контуром. Тобто це САР з розімкнутим 
основним і замкненим інформаційним контурами. 
 
 
 
Рис. 5.1. Структура САР із самоналагуджувальним регулятором  
і прогнозуючою моделлю 
 
Синтез адаптивного керування в цій САР на такті k  полягає в: 
- адаптації (оцінці) коефіцієнтів АФА ][ˆ ka  за величиною похибки моделі 
ОК (5.1) (наприклад, згідно (5.2) по градієнту функціонала (5.3)), а потім обчи-
сленні по адаптованому АФА прогнозу виходу ОК ][ˆ nkY  ; 
- обчисленні за завданням на наступний такт керування ]1[ kq  похибки 
регулювання: 
 
][ˆ]1[][ nkYkqk         (5.4) 
130
  
і визначенні по ній значення керування ][ku , що потім реалізується на ОК. 
Відомо [59], що для нелінійного ОК задача керованості зводиться до за-
дачі розв'язання нелінійних рівнянь цих ОК, а здатність до адаптації основного 
контуру забезпечується якістю адаптації моделі ОК (малим значенням 1J ), що 
реалізує параметричну інваріантність і є структурною характеристикою основ-
ного контуру, яка виражає компенсацію впливу параметричних збурювань на 
його динамічні характеристики. 
Розглянемо більш детально процедуру визначення керування ][ku . Ме-
тою регулювання є забезпечення нульової похибки 0][]1[][*  nkYkqk , 
де ][ nkY   – відповідний до завдання ]1[ kq  вихід ОК. При цьому, оскільки 
сигнал ][ nkY   у момент часу k  не спостерігається, то використовується його 
оцінка (прогноз) за АФА ][ˆ nkY  , що відповідає критерію регулювання для 
стохастичного ОК:  
 
}])[ˆ]1[{(}])[{( 222 nkYkqEkEJ  .   (5.5) 
 
Тоді значення керування ][ku  з урахуванням (5.1) і (5.4) визначається із 
рівняння: 
 
min}})],[],[],[],[{]1[{( 2  kkakkukYkqE ,  (5.6) 
 
що відповідає мінімуму функціонала (5.5) і є задачею мінімізації функції однієї 
змінної. 
Рішення (5.6) відносно ][ku  залежно від виду функції   (і, у загальному 
випадку, від характеру функціонала 2J ) шукається відомими аналітичними або 
чисельними методами [59, 150]. 
При лінійно вхіднім керуванні в моделі (5.1) визначення керування не 
вимагає додаткового залучення спеціальних методів. Так, нехай модель ОК 
(5.1) може бути представлена у вигляді рівняння з лінійно вхідним керуванням:  
 
][]}[],[{]}[],[{][ˆ kukakYkakYnkY    ,    (5.7) 
 
де   – функція частини ОК, інваріантної до керування (функція автономного 
руху ОК);   – функція чутливості керування; ][ka , ][ka  – вектори настрою-
ваних параметрів узагальнених функцій   і  , відповідно. 
Якщо параметри ][ka , ][ka  відомі (адаптовані, наприклад, згідно (5.2)-
(5.3)), то керуючий вплив поточного такту визначається згідно (5.7) за рівнян-
ням регулятора (при ]1[][  kqnkY  й ][][ˆ nkYnkY  ), що має вид:  
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
.     (5.8) 
 
ОК загального виду (5.1) може бути приведений до форми (5.7) різними 
способами [59, 60, 151]. По-перше, якщо синтезовані керування мають малий 
діапазон зміни u  навколо значення 0u , то шляхом лінеаризації функції   по 
u  вираз (5.1) можна записати:  
 
uukkakkukYnkY uu    0)/(}],[],[],[],[{][ 0

, 
 
де }],[],[],[],[{]}[],[{ 0 kkakkukYkakY    і 0)/(]}[],[{ uuГ ukakY    у 
відповідності із (5.7). 
Однак при такому підході звужується діапазон керуючих впливів і, відпо-
відно, знижується ефективність керування. 
Більш продуктивним є спосіб, коли керуванням є не керуючий вплив, а 
його швидкість (зміна значення керуючої координати на поточний такт): 
 
]1[][][*  kukuku .        (5.9) 
 
Тоді модель (5.1) із врахуванням (5.9) набуває розширеного виду: 
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0
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або більш компактно 
 
][][ * kunkY   ,       (5.10) 
 
де I  – одинична матриця; TkunkYnkY ]}[],[ˆ{][  ; Tku ]}1[,{  ; 
TI},0{ ; aaa ГФ  },{ ; 1n . 
Цей спосіб призводить до розширення фазового простору і, у загальному 
випадку, вимагає переформулювання функціонала (5.5), але не знижує 
ефективності керування. 
Остаточно розширене рівняння регулятора відповідно до (5.8) і (5.10) має 
вид: 
 
1* )]1[(][   kqku ,     
 
де Tkukqkq ]}[],1[{]1[  . 
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 5.1.2. Адаптивна САР з ПІД-регулятором і прогнозуючою моделлю. 
Пропорційно-інтегрально-диференціальні регулятори (ПІД-Р) широко ви-
користовуються в системах регулювання технологічними процесами, зокрема, 
нелінійними ОК [6, 59]. Їх перевагами є швидкодія, відгук як на відхилення, так 
і на швидкість його зміни.  
Структура адаптивної САР з ПІД-регулятором і інтелектуальною прогно-
зуючою моделлю у вигляді АФА представлена на рис. 5.2. Це замкнена САР як 
за основним, так й інформаційним контурами. 
 
 
 
Рис. 5.2. Структура адаптивної САР з ПІД-регулятором  
і прогнозуючою моделлю 
 
Синтез адаптивного керування в цій САР також включає процедуру об-
числення прогнозу ][ nkY   по адаптованій моделі ОК, яка аналогічна розгля-
нутій вище, і процедуру визначення керуючого впливу ][ku , що має певні осо-
бливості. 
ПІД-регулятор реалізує закон керування у вигляді ідеалізованого рівнян-
ня: 
 
 
t
DD
I
Ip dt
tdTKdtt
T
KtKtu
0
)()(1)()( ,   (5.11) 
 
де DIp KKK ,,  – коефіцієнти підсилення ПІД-каналів; DI TT ,  – постійні часу 
інтегрального й диференціального каналів; )(t  - похибка регулювання. 
Відповідно до (5.11) ПІД-регулятор описується дискретним рівнянням: 
 
])2[]1[2][(][][][])1[][(][]1[][  kkkkDkkIkkkPkuku ,   (5.12) 
 
де ][k  – похибка регулювання (5.4), а параметри },,{ DIP  відповідають ко-
ефіцієнтам DIp KKK ,,  у виразі (5.11). 
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 Таким чином процедура визначення керуючого впливу ][ku  в цій САР 
полягає в знаходженні значень параметрів  , що згідно (5.12) визначають зна-
чення керуючого впливу, яке є рішенням рівняння (5.6) і відповідає мінімуму 
функціонала (5.5). Це є задачею мінімізації функції декількох змінних і рішення 
(5.6) відносно   залежно від виду функції   шукається відомими аналітични-
ми або чисельними методами [59, 150]. 
Так, наприклад, при задоволенні вимог по використанню градієнтних ме-
тодів (гладкість функції   і її диференційованість) мінімуму функціонала (5.5) 
з урахуванням (5.12) відповідає 0][/][2  kkJ  і ]}[],[],[{][ kDkIkPk  , зві-
дки поточні значення параметрів ][k  визначаються (адаптуються) аналогічно 
виразу (5.2): 
 
][/][]1[][ 2 kkJkk   ,     (5.13) 
 
де },,{ DIP   – коефіцієнти настроювання ПІД-каналів. 
Для моделей ОК з лінійно вхідним керуванням (5.7) рівняння (5.13) від-
повідно до (5.12) приймає вид: 
 
])1[][(]}[],[{][]1[][   kkkakYkkPkP P  ; 
][]}[],[{][]1[][ kkakYkkIkI I   ; 
])2[]1[2][(]}[],[{][]1[][   kkkkakYkkDkD D  . 
 
5.1.3. Оцінка якості адаптивного регулювання. 
Оцінка ефективності запропонованих адаптивних САР виконувалась 
шляхом їх моделювання за допомогою розробленої програми у середовищі 
Matlab для типових ОК технологічних процесів рудопідготовки. 
У якості моделей ОК використовувалися: лінійна аперіодична ланка із за-
пізненням (ПІТ), послідовно з'єднані аперіодична ланка із запізненням та без-
інерційна квадратична ланка (ПІТ2), відображення Ено в хаотичному режимі 
(ВЕХР) та відображення Ено при біфуркації режимів (ВЕБР) [6, 22]. 
З особливостей процесів рудопідготовки глибина прогнозу прийнята 
3n  такти, а глибина пам'яті – 4. У якості завдання (Set-point) використовува-
лася східчаста функція Хевісайда, а час спостереження складав 256 тактів. Не-
стаціонарність ОК складала 20 % від номінальних значень їх параметрів за час 
спостереження. 
Для прогнозування стану ОК використовувався АФА (AFA) у вигляді ка-
скадної НМ прямого поширення із логістичною функцією активації приховано-
го шару і лінійною функцією у вихідному шарі та кількістю нейронів у прихо-
ваному шарі – 47. 
Моделювалась робота САР із самоналагоджувальним регулятором і про-
гнозуючою моделлю (CHC+AFA), САР з ПІД-регулятором і прогнозуючою мо-
деллю (PID+AFA), а також адаптивна САР з ПІД-регулятором без АФА і відсу-
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 тнім зворотним зв’язком 2 (див. рис. 5.2) та присутнім зворотним зв’язком 1 
(PID). 
Для розв’язання оптимізаційної задачі (5.6) в системі CHC+AFA викорис-
товувався метод золотого перетину, а в системах з ПІД-регулятором – симп-
лекс-метод Нелдера-Міда (Nelder-Mead). Як міри точності прогнозування та ре-
гулювання використовувалися середньоквадратичні похибки e  і   зі змістом 
(5.3) і (5.5), відповідно. 
Результати регулювання ОК за допомогою адаптивних САР наведені на 
рис. 5.3 і 5.4, а значення похибок прогнозування та регулювання ОК – в таблиці 
5.1. 
 
 а 
 б 
Рис. 5.3. Результати регулювання нелінійним ПІТ2 (а) та лінійним ПІТ (б) 
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Рис. 5.4. Результати регулювання відображенням Ено  
в хаотичному режимі (а) та при біфуркації режимів (б) 
 
Аналіз отриманих результатів свідчить, що для нелінійних ОК системи з 
інтелектуальним прогнозуванням (CHC+AFA та PID+AFA) мають в 3…5 разів 
меншу похибку регулювання, ніж САР без прогнозування (PID). При цьому си-
стема CHC+AFA має вищу точність, ніж система PID+AFA, а система PID має 
перерегулювання більше 150 %. Для лінійного ОК ефективність розглянутих 
САР є порівняною.  
Статистична перевірка показала значущість отриманих висновків. Зага-
лом похибки регулювання визначаються похибками прогнозування.  
Переднавчання АФА покращує збіжність алгоритмів адаптації і, відпові-
дно, забезпечує зниження похибки регулювання. 
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 Подальше зниження похибки регулювання можливе за рахунок компен-
сації запізнювання. Для цього необхідно прогнозувати функцію завдання 
]1[ kq , що потребує переходу від керування за допомогою САР до реалізації 
оптимальних систем автоматичного керування. 
 
Похибки прогнозування та регулювання ОК  Таблиця 5.1 
 
Похибка прогнозування e , од. Похибка регулювання  , од. Об’єкт  
керування CHC+AFA PID+AFA CHC+AFA PID+AFA PID 
ПІТ2 0,018 0,021 0,037 0,046 0,127 
ВЕХР 0,008 0,031 0,031 0,049 0,178 
ВЕБР 0,022 0,022 0,019 0,024 0,067 
ПІТ 0,027 0,024 0,048 0,047 0,043 
 
Час синтезу керування на один такт прогнозу при обчисленні на процесо-
рі Pentium IV складає: для CHC+AFA – 0,7…0,9 с; для PID+AFA – 1,6…2,2 с та 
для PID – 0,027…0,032 с, що не вносить часових обмежень на застосування цих 
систем в контурах керування рудопідготовкою (еквівалентні постійні часу про-
цесів дроблення і здрібнювання складають від десятків до сотень секунд). 
 
5.2. Адаптивне керування за мінімумом узагальненої роботи 
 
5.2.1. Адаптивна система оптимального керування (АСОК). 
Структура АСОК наведена на рис. 5.5 і визначається принципом поділу 
(теоремою стохастичної еквівалентності) [59, 60, 83, 152, 153]. Відповідно до 
нього АСОК складається з оптимальної підсистеми оцінювання й ідентифікації 
та підсистеми оптимального керування, побудованої для умов точного виміру 
вектора стану і вектора параметрів, але при використанні оцінки цих величин 
(вихідних сигналів підсистеми оцінювання й ідентифікації).  
Керований процес в умовах впливу збурень w  контролюється (спостері-
гається) за допомогою первинних вимірювальних перетворювачів (датчиків) з 
похибками вимірів  . Вектор сигналів спостереження надходить у підсистему 
оптимального оцінювання й ідентифікації, на виході якої формується оцінка 
вектора стану Zˆ , оцінка вектора параметрів aˆ  (параметрична ідентифікація) й 
оцінка структури   (структурна ідентифікація) математичної моделі керовано-
го процесу.  
Підсистема оптимального керування на основі моделі керованого проце-
су, поточної оцінки вектора стану і критерію оптимізації J  (функціонала), що 
надходить від системи старшого рівня, формує оптимальне керування optu , яке 
впливає на керований процес. 
АСОК реалізує адаптацію на основі поточного оцінювання стану й 
ідентифікації ОК, а також формування за їх результатами оптимального 
керування в процесі функціонування ОК. Згідно із класифікацією це 
сполучений синтез оптимального керування, який реалізується так званими 
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 універсальними САК [60, 83]. У них властивість універсальності забезпечується 
адаптацією оптимальних алгоритмів, заснованою на поточних автоматичних 
оцінюванні й ідентифікації ОК, а також довільним (у межах заданої структури) 
змістом ФУР. 
 
 
 
Рис 5.5. Загальна структура АСОК  
 
Такі САК близькі по ефективності до систем дуального керування (які 
складаються з фільтра Калмана-Б’юсі й оптимального регулятора), виграючи у 
них в питаннях реалізуємості (немає необхідності шукати рішення рівняння Рі-
ккаті). 
Синтез оптимального керування здійснюється за стохастичним ФУР з 
адитивними функціями витрат на керування і дискретним часом: 
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де E  – математичне очікування; зV – термінальна функція кінцевого стану 
етапу керування (цільова функція); зQ , зU  – позитивно визначені функції 
витрат; *зU  – позитивно визначена функція, що приймає мінімальне значення 
при optuu  ; optu – шукане оптимальне керування, що приносить мінімум 
функціоналу; 1, jj kk  – початкові такти послідовних етапів (циклів) керування; 
K – позитивна матриця заданих коефіцієнтів; n  - глибина прогнозу; YY ˆ,  - 
вихід ОК та його оцінка. 
Керування повинно здійснюватися з випередженням (глибиною прогнозу 
n ) на час, більший суми часу чистого запізнювання в системі, а також часу по-
шуку і реалізації оптимального керування. Тоді виходом моделі ОК є оцінка 
прогнозу стану процесу глибиною 1n  (задача ідентифікації): 
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 }],[],[],[],[],[{][ ˆ kkakkwkukYnkY YY  

; aaY ˆ .  (5.15) 
 
де Yˆ  – узагальнена функція (алгоритм) перетворення; ][],[],[],[],[ ˆ kakkwkukY Y  
– відповідно, вектори (матриці) виходу процесу, його керування, збурення, 
завад і параметрів до поточного часу k з відповідними глибинами пам’яті. 
Вираз (5.15) припускає, що запізнювання існує тільки по виходу ОК. У 
загальному ж випадку система може мати різні запізнювання в різних каналах 
Zn  (збурення, керування і виходу). Тоді можливе прогнозування виходу ОК, 
наприклад, відповідно до виразу (5.15), аргументи якого оцінюються за 
допомогою канальних прогнозуючих фільтрів (задача спостереження): 
 
}],[],[]),1[(],1[{][ kkaknkZnkZkZ ZZZZZ 
  ,   (5.16) 
 
де ][]}[],[],[{ kZkwkukY   і aaZ  . Тут ][kZ

 – вектор (матриця) оцінки стану 
каналу системи; Z – узагальнена функція перетворення; 
]),1[(],1[  ZZ nkZnkZ ][],[ kak ZZ   – відповідно, вектор (матриця) відомих 
(виміряних) значень передісторії стану каналу (до моменту часу 1 Znk ); 
лінійно незалежні функції, що характеризують властивості часового ряду 
(наприклад, автокореляційна функція, дисперсія й ін.); шуми вимірювань та 
параметри прогнозуючого фільтра.  
Слід зазначити, що у функціоналі (5.14) якість процесу (другий доданок) 
оцінюється на інтервалі ]1,[ 1 jj knk , а керування (третій й четвертий доданки) – 
на інтервалі ]1,[ 1  nkk jj , що, на наш погляд, відповідає фізичному змісту 
задачі синтезу оптимального керування за прогнозуючими моделями (5.15), 
(5.16). 
Структурно-параметрична ідентифікація та оцінювання нелінійних дина-
мічних процесів рудопідготовки складається з визначення характеристик стану 
ОК та його структурно-параметричної ідентифікації [148]. Перша процедура 
дозволяє визначити режими функціонування ОК і розмірності його координат, 
за якими формується вектор оцінки стану ОК. А процедура структурно-
параметричної ідентифікації включає: 
- ідентифікацію структури моделі за допомогою композиції методів гло-
бальної оптимізації, що вміщує генерування структур моделей-претендентів 
(базисних функцій), і методів локальної оптимізації для параметричного на-
вчання базисних функцій, а також селекцію кращих моделей по критеріям 
структурної оптимізації; 
- ідентифікацію параметрів моделі оптимальної структури шляхом її на-
вчання методами локальної параметричної оптимізації по критерію регулярнос-
ті на всій вибірці даних. 
Це дозволяє ідентифікувати ОК у класі прогнозуючих чітких і нечітких 
НМ моделей, які легко адаптуються під змінювані режими функціонування ОК 
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 і, відповідно, є ефективними засобами моделювання складних систем. 
Навчання моделей здійснюється шляхом настроювання параметрів НМ у 
відповідності із функціоналом (5.14) (функцією витрат зQ ), наприклад, шляхом 
мінімізації норми різниці між модельними і реальними значеннями. 
Для визначення (адаптації) вектора параметрів a  моделей (5.15), (5.16) 
(ідентифікація й оцінка) використовуються, наприклад, градієнтні алгоритми 
[59]: 
 
,)}],[],[ˆ({ˆ/][ˆ][ˆ 11
T
jjзjj kkYkYQaKkaka   
 
де ][ˆ 1jka  – оцінка вектора параметрів на новий цикл керування; 1K – задана 
матриця коефіцієнтів,  
Оптимальне у сенсі ФУР керування стохастичним процесом (5.15) в умо-
вах некорельованості цільової функції і похибок виміру ( 0][  kVз  ) може 
бути приблизно отримане [59, 83], як оптимальне керування детермінованим 
процесом з точним виміром вектора стану ][kZ  шляхом заміни його дійсного 
значення на оцінку по його умовному математичному очікуванні 
]}.[{][ˆ kZEkZ y  Отримані таким шляхом наближені рішення задачі синтезу 
закону керування стохастичним процесом тим точніші, чим вище точність оці-
нювання, тобто чим менше ][ˆ][ kZkZ  . 
Задача синтезу оптимального керування процесами рудопідготовки за 
принципом мінімуму узагальненої роботи розв'язується наступним чином. 
Нехай прогнозуючі моделі процесів дроблення і здрібнювання виду (5.15) 
мають лінійно вхідне керування: 
 
][)],[],[],[()],[],[],[(][ kukkakkxkkakkxnkY    ,  (5.17) 
 
де відповідно до (5.15) ]}[{]}[],[{ kxkwkY  , Yaaa ˆ},{  , Yˆ},{  . 
(Розгляд ОК з лінійно вхідним керуванням (5.17) обумовлений відносною 
простотою синтезу їх оптимального керування. Модель ОК загального виду 
(5.15) може бути приведена до виду (5.17) або лінеаризацією узагальненої фун-
кції Yˆ , або шляхом переходу до керування швидкістю керуючого впливу 
(див. п. 5.1.1)). 
Тоді дискретне рівняння Беллмана записується у виді 
 
])[({])[],[({])[( 1 ixVniYniYQEniYV iзi   ; 
]}[])[(
]1[
]}[])[( 1 iuix
niY
Viuix opt
T
T
i
opt 
      (5.18) 
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 де jjj knknki ,...,2,1 11   . Тут для спрощення сприйняття в функціях ,зQ  і 
 не наведені аргументи k ,  , a  і a . 
При граничній умові ])[ˆ(])[ˆ( 111   jзjk kYVkYV j  рішення рекурентного 
рівняння (5.18) визначається відповідно до рівності 
 
])[(
]1[ˆ
])[( 11 ix
niY
ViuU
u
K T
T
i
optз
opt


   
 
і, наприклад, при квадратичній функції витрат на керування дорівнює 
(гамільтоніан має єдиний мінімум при): 
 
])[(
]1[ˆ
][ 1 ix
niY
V
Kiu T
T
i
opt 
  .    (5.19) 
 
Таким чином, регуляризація задачі синтезу шляхом виділення у ФУР 
(5.14) частини, що залежить від власне оптимального керування (четвертий 
доданок), спрощує розв'язання і зводить його до відшукання мінімуму 
функціонала на ковзному циклі керування із залученням у реальному масштабі 
часу інформації про стан ОК до нового циклу керування (5.16) і його 
майбутнього стану за прогнозуючою моделлю ОК (5.15). При цьому 
використовуються природні власні рухи ОК. 
Структура АСОК наведена на рис. 5.6, а алгоритм його роботи узагальнено 
складається з наступних етапів: 
1) оцінка поточного стану ОК в моменти початку чергового інтервалу 
керування ( jk ) згідно (5.16); 
2) ідентифікація структури Yˆ  та параметрів a  моделі ОК (5.15); 
3) прогнозування вільного руху ОК за моделлю (5.15) (у модифікації 
(5.17)) на заданому інтервалі ]1,[ 1  jj knk  оптимізації керування; 
4) обчислення градієнта цільової функції ])1[ˆ(1  niYVi  для поточного 
стану ОК і формування сигналу оптимального керування згідно (5.19). 
Тобто, відповідно до принципу поділу в АСОК на кожнім циклі керуван-
ня послідовно вирішуються оптимізаційні задачі: 
1) визначення оптимальних (у сенсі обраного функціонала оцінки й іден-
тифікації) коефіцієнтів a  і структури   моделей (5.15), (5.16); 
2) синтез оптимального керування (у сенсі обраного функціонала керу-
вання) за адаптованими у п.1 моделями. 
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Рис. 5.6. Структура АСОК за ФУР із прогнозуючою моделлю 
 
Адаптація є різновидом керування і полягає в цілеспрямованій зміні ке-
руючих факторів системи для підтримки екстремуму заданого функціонала. У 
нашому випадку до множини керуючих факторів відносяться: при параметрич-
ній адаптації – },{ optua  і при структурно-параметричній адаптації – },,{ optua  , 
де aaa YZ },{ ˆˆ  і  },{ ˆˆ YZ . 
 
 
5.2.2. АСОК процесом крупнокускового дроблення (ККД). 
Розглянемо побудову АСОК процесом ККД в конусних дробарках 
крупного дроблення ККД-1500/180, що в технологічних схемах із 
самоздрібнюванням є єдиною стадією дроблення. 
Технологічний принцип керування процесами дроблення і здрібнювання 
полягає у максимізації швидкості скорочення класів руди, крупніших за 
граничне зерно в кінцевому продукті і мінімізації швидкості для класів, 
дрібніших від граничного зерна.  
Крім забезпечення якості продукту процеси рудопідготовки повинні бути 
погоджені по продуктивності. При цьому на гірничо-збагачувальних комбіна-
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 тах по переробці магнетитових кварцитів тісний взаємозв'язок між якістю і 
продуктивністю дроблення істотно ослаблений, і керування процесом дроблен-
ня доцільно здійснювати за якісним показником [9], наприклад, шляхом мінімі-
зації різниці між поточним вих і заданим задвих гранулометричними складами 
продукту дроблення 
 
min задвихвих        (5.20) 
 
при обмеженнях на припустимі потужність P  і продуктивність дрQ : maxPP   і 
minдрдр QQ  . 
Основними вихідними змінними цього процесу є гранулометричний 
склад дробленого продукту вих , продуктивність процесу дрQ  і споживана 
потужність P . Його керуючими впливами є продуктивність рудного постачан-
ня рQ , розмір розвантажувальної щілини дробарки g  і частота хитань її рухли-
вого конусу, а збурюваннями – гранулометричний склад вхідної руди вх  та її 
міцність  , стан футеровок тощо [6]. При цьому, для прогнозування вих  суттє-
вими змінними є вх ,   і g  [14]. 
Тоді для процесу ККД згідно позначень в моделі (5.15) маємо 
wugY вхвих  },{;; , а його прогнозуюча модель приймає вид: 
 
}],[],[],[],[],[],[{][ˆ ˆˆ kkakkkkgknk вхвихвих   ; aa ˆ . (5.21) 
 
Дробарки ККД-1500/180 оснащені гідравлічною системою регулювання 
ширини розвантажувальної щілини g  і призначені для роботи під завалом, 
внаслідок чого подача руди рQ  не є суттєвим фактором для прогнозування 
вих . 
Змінні вих , вх  і   можуть контролюватися за допомогою автоматичних 
засобів, що реалізують як прямі методи контролю (наприклад, контроль вих  і 
вх  за допомогою обробки оптичних зображень), так і непрямі (наприклад, 
контроль вх  і   за спектральними складовими споживаної активної 
потужності дробарки). Очевидно, що при оцінюванні змінних за непрямими 
методами контролю необхідно виконувати прогнозування їх значень. 
Таким чином результатом оцінки стану ОК є формування вектора: 
 
},,,,,{ˆ PQgZ дрвихвх  .      (5.22) 
 
Оптимальними структурами моделей процесів рудопідготовки є рівняння 
ОК на основі НМ прямого поширення із прихованим шаром, які мають вид 
рівняння згортки [148]: 
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)}][][(][{][ˆ ,

 
Gm
mml
Gl
ll
R
Nвих kyvvnk ,  (5.23) 
 
де R  – множина глибини пам'яті відповідних входів; N  – активаційна функція 
вихідного шару НМ; G – множина входів нейронів; l – порядковий номер входу 
вихідного шару НМ; lv  – вагові коефіцієнти вихідного шару; l  – активаційна 
функція нейронів прихованого шару; m – порядковий номер входу НМ; mlv ,  – 
вагові коефіцієнти зв'язку m-го входу і l-го нейрона; my  – вхід НМ. 
У загальному випадку входами НМ (5.23) згідно (5.16), (5.21) і (5.22) є 
 ]}[],[ˆ{ kZkвих

]}[{ kym , а її структурними характеристиками – 
  ˆˆ },,,,{ slNs rRT , де sT  – тип структури і Grs   – розмір прихованого шару. 
При цьому параметрами НМ є avv mll },{ , . 
Якщо прийняти технологічний критерій керування (5.20), то відповідна 
йому функція витрат зQ  при оцінюванні та ідентифікації в функціоналі (5.14) 
являє собою норму вектора різниці прогнозованого і реального значень грану-
лометричного складу продукту дроблення на поточний інтервал: 
 
][][ˆ kkQ вихвихзІО  ,      (5.24) 
 
а при синтезі оптимального керування – норму вектора різниці прогнозованого 
і заданого значень гранулометричного складу продукту дроблення на прогнозо-
ваний інтервал: 
 
][][ˆ nknkQ задвихвихзК  .     (5.25) 
 
Перехід від моделі ОК типу (5.15) і (5.21) до моделі з лінійно вхідним 
керуванням виду (5.17), як відзначалось вище, легко виконується, якщо у якості 
керування використовувати не координату ОК, а її швидкість. Наприклад, якщо 
керування – це ширина розвантажувальної щілини дробарки g , то шукане optu  
– її зміна на поточний такт керування: 
 
]1[][][*  kgkgkg .        (5.26) 
 
При цьому модель (5.21) набуває розширеного виду: 
 
][
0
]1[][
][ˆ *ˆ kg
Ikgkg
nkвих 







   ,    (5.27) 
 
або більш компактно 
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][][ * kgnk   ,       (5.28) 
 
де I  – одинична матриця; Tвих kgnknk ]}[],[ˆ{][  ; Tkg ]}1[,{ ˆ  

; 
TI},0{ . 
Внаслідок граничного використання (і економії) енергії на керування не-
обхідно синтез керування виконувати з максимальним використанням природ-
них власних рухів ОК, що й забезпечується синтезом оптимального керування 
за ФУР. 
Відповідно до (5.14) ФУР із квадратичними функціями витрат на 
керування для процесу ККД приймає вид: 
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Тоді задача синтезу оптимального керування полягає в знаходженні: 
 
opt
Sg
FR gJ
*
2
*
min 

      
 
при обмеженнях SgggQQPP дрдр  };;{ maxminminmax . 
Дискретне рівняння Беллмана з урахуванням (5.21), (5.26), (5.28) і (5.29) 
набуває виду: 
 
]}[
]1[
]}[{])[],[({])[( *1*1 igig
V
igVkkQEniV optiopti
задвихзi 
  
 ; 
jjj knknki ,...,2,1 11    
 
і рішення (5.19) приймає вид: 
 
]1[
][ 1* 
 
ig
V
Kig iopt .      (5.30) 
 
Для алгоритмів синтезу оптимального керування за ФУР із 
прогнозуючою моделлю відносно optg *  (5.30) принциповою особливістю є 
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 зв'язок оптимального рішення з вільним рухом ОК (при 0* g ) на 
прогнозований цикл керування.  
Крім того, оптимальне за ФУР керування дозволяє будувати 
асимптотично стійкі (при 0* g ) САК, а основне функціональне рівняння 
(Гамільтона-Якобі) нелінійного ОК являє собою лінійне диференціальне 
рівняння в частинних похідних (рівняння Ляпунова), що має прості чисельні 
рішення. 
САК, що реалізують оптимальне керування (5.30) за функціоналом (5.29) 
при функції витрат (5.25) є оптимальними за точністю системами в 
статистичному сенсі. 
Структура алгоритму роботи АСОК ККД за ФУР із прогнозуючою мо-
деллю наведена на рис. 5.7 і складається з наступних етапів: 
1) оцінка поточного стану ОК в моменти початку чергового інтервалу 
керування ( jk ) згідно (5.22); 
2) ідентифікація структури  ˆ  та параметрів a  моделі ОК (5.21), 
наприклад, у виді НМ (5.23); 
3) прогнозування вільного руху ОК за моделлю (5.21) (в розширеному 
виді (5.26)-(5.28)) на заданому інтервалі ]1,[ 1  jj knk  оптимізації керування; 
4) обчислення градієнта цільової функції ])1[(1  niVi   для поточного 
стану ОК і формування сигналу оптимального керування згідно (5.30). 
 
 
 
Рис. 5.7. Структура алгоритму роботи АСОК процесом ККД за ФУР  
із прогнозуючою моделлю 
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 5.2.3. Оцінка ефективності адаптивного оптимального керування проце-
сом ККД. 
Оцінка ефективності АСОК технологічним процесом ККД виконувалася 
шляхом її імітаційного моделювання у середовищі Matlab. 
Як характеристика гранулометричного складу вхідної руди використову-
валася середньозважена крупність вхd , а як характеристика вихідної руди вих  
– вміст класу +100 мм 100 . Якість вхідної руди (її крупність вхd  і міцність  ) 
моделювалась генераторами збурень із кореляційними функціями і статистич-
ними характеристиками, визначеними за експериментальними послідовностями 
[30], а процес ККД моделювався нелінійним кінцево-різницевим рівнянням 
[14]. Похибки виміру якості вхідної руди приймались на рівні 10% (гауссівська 
модель шуму із рівнем 0,1 від рівня сигналів). Нестаціонарність ОК складала 
20% від номінальних значень його параметрів за час спостереження у 256 так-
тів (тривалість циклу керування приймалась рівною одному такту). 
В АСОК для прогнозування ОК використовувалась модель (Model) у 
вигляді каскадної НМ прямого поширення із логістичною функцією активації 
прихованого шару і лінійною функцією у вихідному шарі. 
З особливостей процесу ККД глибина прогнозу прийнята 3n  такти, а 
глибина пам'яті по різним входам від 1 до 4 тактів. Діапазони значень вхідних 
( .]19...4[],330...130[ одммdвх  ) і вихідних ( %]70...30[100 ) змінних були за-
нормовані в сигнали із рівнем 0…1. При цьому значення ширини розвантажу-
вальної щілини дробарки g  (Control) обмежувались значеннями ммg 160min   
і ммg 240max  , а коефіцієнт у виразі (5.30) приймався 65,0K . 
У якості завдання (Set-point) використовувалась східчаста функція Хеві-
сайда зі значеннями }7,0;6,0;5,0{ , що відповідає %}58%;54%;50{100 зад , а мі-
рами точності оцінювання й ідентифікації та оптимального керування були се-
редньоквадратичні похибки e  і   зі змістом (5.24) і (5.25). 
Результати моделювання роботи АСОК процесом ККД у керованому 
(KKDwC) і некерованому (KKDnC) режимах наведені на рис. 5.8. 
Значення похибок для режиму %)54(100 constзад   (див. рис. 5.8,а) склали 
042,0KKDwC  і 108,0KKDnC , а для режиму var100 зад  (див. рис. 5.8,б) – 
060,0KKDwC  і 143,0KKDnC , що визначає зниження середньоквадратичної 
похибки у керованому режимі в ~ 5,2  рази. При цьому похибка прогнозуючої 
моделі 024,0Modele .  
Отримане підвищення якості керування процесом ККД дозволяє 
підвищити продуктивність по вхідній руді млинів самоздрібнення типу ММС 
70х23 на 5,5 т/год. або на 4,5 % (що суттєво краще, ніж у відомих систем 
оптимізації, де зниження похибки керування складає в 1,2 рази, а підвищення 
продуктивності – на 1,5 т/год. [31]).  
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Рис. 5.8. Результати оптимального керування процесом ККД з постійним (а)  
та змінним (б) завданнями 
 
Таким чином, пропонована система керування забезпечує у порівнянні з 
відомими системами зниження у 2 рази похибки керування та підвищення на 
3,3 % продуктивності процесу самоздрібнювання за рахунок стабілізації вмісту 
класу +100 мм у його вхідній руді. 
Час синтезу на один такт (цикл) керування при обчисленнях на процесорі 
Pentium IV складає c012,0  при аналітико-чисельному пошуку оптимального 
керування (за виразом (5.30)) та c753,0  при використанні чисельних пошуко-
вих методів оптимізації (золотого перетину та прямого пошуку). Тобто виграш 
у часі при використанні запропонованих алгоритмів синтезу оптимального ке-
рування складає більш, ніж у 60 разів. 
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 5.3. Ієрархічне адаптивне керування за синергетичним принципом 
 
5.3.1. Ієрархічна АСОК. 
Структура ієрархічної АСОК наведена на рис. 5.9 і складається з 
підсистеми оцінювання й ідентифікації та підсистеми оптимального керування, 
які утворюють перший (верхній) рівень керування, та підсистеми локального 
регулювання – другий (нижній) рівень керування [154]. 
 
 
 
Рис 5.9. Загальна структура ієрархічної АСОК  
 
Керований процес в умовах впливу збурювань w  контролюється первин-
ними датчиками з помилками вимірів  . Вектор сигналів спостереження надхо-
дить у підсистему оцінювання й ідентифікації, на виході якої формується оцін-
ка вектора стану, оцінка вектора параметрів (параметрична ідентифікація) й 
оцінка структури (структурна ідентифікація) математичної моделі керованого 
процесу.  
Підсистема оптимального керування на основі моделі керованого проце-
су, поточної оцінки вектора стану і критерію керування J , що надходить від 
системи старшого рівня, формує оптимальне завдання на керування задoptu  для 
підсистеми локального регулювання, яка впливає на керований процес opt . 
Ієрархічна побудова САК доцільна для складних багатоз’вязних ОК, що 
мають велику розмірність, оскільки дозволяє шляхом структурування загальної 
задачі керування на підзадачі спростити рішення й забезпечити еволюцію САК 
технологічними процесами із уже наявними системами регулювання. 
Оцінювання та ідентифікація в ієрархічній АСОК виконуються 
аналогічно процедурам, розглянутим в п. 5.2. 
Синтез оптимального керування полягає у визначенні закону керування, 
що забезпечує зближення стану ОК (5.17) із бажаним режимом роботи 
(атрактором – цільовою макрозмінною):  
 
0])[(][  kxk        (5.31) 
 
і наступний асимптотично стійкий рух ОК уздовж нього до початку координат 
фазового простору. 
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 Відповідно до моделі ОК (5.17) основне функціональне рівняння Ейлера-
Лагранжа [91] 
 
 0)()()( 1 

 нTxxuxx ; 0нT  
 
в дискретній формі має підродину стійких екстремалей виду: 
 
0])[(])[(]1[][])[(]1[ 1   kTkxkkukxk д ; 1дT ,    (5.32) 
 
які визначають закон керування 
 
])}[(])[(]1[{])}[(]1[{][ 11 kTkxkkxkku д   , (5.33) 
 
що доставляє мінімум супровідному функціоналу виду  
 
])}}[(]1[{{
1
222
1
1
kkTEJ
nk
kk
дSR
j
j
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


.   (5.34) 
 
Тут E  – математичне очікування; Tkkk /])[]1[(]1[   – перша 
різниця; T  – період дискретизації; дн TT ,  – позитивно визначені коефіцієнти; 
  – диференційована функція, яка характеризує потрібну якість перехідних 
процесів ОК ( 0)0(  ). 
У виразах (5.32), (5.33) для спрощення сприйняття в функціях   і  не 
наведені аргументи k ,  , a  і a . 
У функціоналі (5.34) якість процесу оцінюється на інтервалі ]1,[ 1  nkk jj , 
на якому формується керування (5.33), а прогнозування за моделями (5.15), 
(5.17) здійснюється на інтервалі ]1,[ 1 jj knk . 
Керування (5.33) забезпечує аперіодичність перехідних процесів в ОК із 
часом регулювання нT)5...3(  [91]. 
Таким чином, нелінійна динаміка ОК у просторі станів апроксимується 
лінійною динамікою в просторі макрозмінних  , а їх вибір зводиться до задачі 
синтезу стійкої однорідної системи рівнянь (5.32). 
Синтез керування в адаптивних САР, що розглянуті в п. 5.1, полягає в 
адаптації коефіцієнтів моделі ОК по каналу регулювання Yˆ  (наприклад, виду 
(5.1) чи (5.15)) за величиною її похибки, обчисленні прогнозу за адаптованою 
моделлю і визначенні за оптимальним завданням на керування задoptu  ( ][ku  згід-
но (5.33)) регулюючого впливу opt , що потім реалізується на ОК: 
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]}[ˆ],1,[{][ 1   nkYnkkuk jjзадoptСАРopt ,  (5.35) 
 
де ][ˆ   nkY  – оцінка прогнозу по каналу регулювання ОК глибиною n ; 
САР  – функція (алгоритм) синтезу закону регулювання адаптивної САР. Тут 
слід зазначити, що у загальному випадку термін циклу керування ]1,[ 1  nkk jj  
багато більше терміну такту часу k . 
Структура ієрархічної АСОК за синергетичним принципом із 
прогнозуючою моделлю наведена на рис. 5.10 і узагальнено складається з 
наступних етапів: 
1) оцінка поточного стану ОК в моменти початку чергового інтервалу 
керування ( jk ) згідно (5.16); 
2) ідентифікація структури Yˆ  та параметрів a  моделі ОК (5.15); 
3) прогнозування вільного руху ОК за моделлю (5.15) (у модифікації 
(5.17)) на заданому інтервалі ]1,[ 1  jj knk  оптимізації керування; 
4) обчислення цільової макрозмінної ]1[  k  для поточного стану ОК і 
формування сигналу оптимального керування згідно (5.33); 
5) реалізація на ОК у відповідності із оптимальним керуванням 
регулюючих впливів згідно (5.35).  
Отже, в ієрархічній АСОК синтез оптимального керування за 
синергетичним принципом зводиться до визначення закону керування із 
залученням у реальному масштабі часу інформації про стан ОК до нового 
циклу керування (5.16) і його майбутнього стану по прогнозуючій моделі ОК 
(5.17). Це забезпечує зближення стану ОК із бажаним режимом роботи (5.31) і 
наступний рух в ньому з мінімізацією супровідного функціонала (5.34) якості 
перехідних процесів на ковзкому інтервалі часу (циклі керування). При цьому 
забезпечується асимптотична стійкість системи без пошуку рішень нелінійних 
динамічних рівнянь ОК (5.16), (5.17). Визначене таким чином оптимальне 
керування являє собою завдання, що відпрацьовується локальним 
регулюванням (5.35) на ОК. 
 
5.3.2. Ієрархічна АСОК процесом мокрого самоздрібнювання (МСЗ). 
Розглянемо побудову ієрархічної АСОК процесом МСЗ в млинах мокрого 
самоздрібнювання (ММС) в комплексі зі спіральним класифікатором (СК), що 
в технологічних схемах із самоздрібнюванням є першою стадією здрібнювання. 
Для технологічного процесу самоздрібнювання керування можливоо здій-
снювати з метою максимізації продуктивності по готовому класу: 
 
maxготQ         (5.36) 
 
при обмеженнях на припустиму потужність maxPP  , що забезпечує мініміза-
цію експлуатаційних витрат [6, 7]. 
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Рис. 5.10. Структура ієрархічної АСОК за синергетичним принципом  
із прогнозуючою моделлю 
 
 
Для процесу МСЗ вихідними змінними є вміст готового класу крупності у 
вихідному продукті (зливі КС) к , продуктивність по готовому класу готQ  і 
споживана потужність P . Його керуючими впливами є продуктивність по вхід-
ній руді рQ , витрати води в КС кВ  і в ММС мВ , а збурюваннями – грануло-
метричний склад вхідної руди р , її фізико-механічні і речовинні властивості 
 , витрата пісків П , густина м  і гранулометричний склад м  пульпи на ви-
ході млина, стан футеровок і ліфтерів тощо.  
Для реалізації технологічної цілі керування (5.36) використовуються, за-
звичай, три САР [6, 7]: 
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 - стабілізації густини зливу класифікатора к , що дозволяє знизити дис-
персію гранулометричного складу зливу класифікатора, а також підтримати не-
обхідні щільнісні режими подальших стадій збагачення; 
- стабілізації співвідношення тверде/рідке в млині мрм ВПQ /)(  , 
що поліпшує режими здрібнювання й транспортування руди через млин; 
- стабілізації ефективного значення внутрімлинового заповнення  , що 
дозволяє використовувати млин у режимі максимально можливої в конкретних 
умовах продуктивності й знизити питому витрату електроенергії (мінімум ене-
ргії руйнування досягається при максимумі можливого заповнення). 
Ці локальні САР спрямовані на досягнення якісних показників процесу 
МСЗ, але проектуються і функціонують автономно (зв’язані лише через ОК). 
Крім того, в них як регульовані використовуються показники к , м  і  , які 
посередньо характеризують продуктивність по готовому класу, що входить в 
ціль (5.36). Таким чином, для процесу МСЗ доцільно використовувати ієрархіч-
ну АОСАК, верхній рівень керування якої на основі залежності готQ  від 
},,{  мк  визначає оптимальні завдання для розглянутих трьох локальних 
САР нижнього рівня. 
Моделі каналів регулювання ОК відповідно до (5.15) можуть бути 
представлені у виді: 
 
}],[],[],[],[],[],[{][ˆ ˆ kkakkkkBknk ммккк   ;  (5.37) 
}],[],[],[],[{][ˆ ˆ kkakkBknk ммм   ; мрм ВПQ /)(  ; (5.38) 
}],[],[],[],[],[],[],[{][ˆ ˆ kkakkПkkkQknk рр   ;  (5.39) 
 
де згідно (5.15) aaaa  },,{ ; Yˆˆˆˆ },,{   ; Yмк ˆ}ˆ,ˆ,ˆ{  ; 
uQВB рмк  },,{  (див. рис. 5.8); n , n , n  - глибини прогнозу по каналам регу-
лювання. 
Тоді модель процесу МСЗ по вихідній координаті (продуктивності по го-
товому класу) має вид: 
 
}],[],[],[],[],[],[],[],[{][ˆ ˆ kkakkkkkkkQnkQ QрмкготQгот  . (5.40) 
 
де },,{  мкu ; aaQ  . 
Перехід від моделі ОК виду (5.15) і (5.40) до моделі з лінійно вхідним 
керуванням виду (5.17), як відзначалось вище, легко виконується, якщо у якості 
керування використовувати не координату ОК, а її швидкість: 
 
]1[][][*  kkk кк ;       (5.41) 
]1[][][*  kkk мм ;      (5.42) 
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 ]1[][][*  kkk .        (5.43) 
 
При цьому модель процесу МСЗ (5.40-5.43) набуває розширеного виду: 
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    (5.44) 
 
або більш компактно 
 
][][ * kunkQгот  

,      (5.45) 
 
де I  – одинична матриця; Tготгот kunkQnkQ ]}[],[ˆ{][ 

; 
T
Q ku ]}1[,{ ˆ 

; TI},0{ ; },,{ **** u . 
Таким чином результатом оцінювання стану процесу МСЗ є формування 
вектора: 
 
},,,,,,,,,,,,{ˆ ПQВBPQZ рммрмккготк  .    (5.46) 
 
Оптимальними структурами моделей процесів рудопідготовки є рівняння 
ОК на основі НМ прямого поширення із прихованим шаром, які мають вид 
рівняння згортки: 
 
)}][][(][{][ˆ ,


Gm
mml
Gl
ll
R
QNгот kyvvnkQ ,  (5.47) 
 
де R  – множина глибини пам'яті відповідних входів; QN  – активаційна функція 
вихідного шару НМ; G – множина входів нейронів; l – порядковий номер входу 
вихідного шару НМ; lv  – вагові коефіцієнти вихідного шару; l  – активаційна 
функція нейронів прихованого шару; m – порядковий номер входу НМ; mlv ,  – 
вагові коефіцієнти зв'язку m-го входу і l-го нейрона; my  – вхід НМ. 
У загальному випадку входами НМ (5.47) згідно (5.16), (5.40) є 
]}[],[ˆ{ kZkQгот

]}[{ kym , а її структурними характеристиками – 
QslQNs rRT ˆ},,,,{  , де sT  – тип структури і Grs   – розмір прихованого шару. 
При цьому параметрами НМ є avv mll },{ , . 
Оскільки ціллю керування є задача максимізації (5.36), то переформулю-
ємо її в задачу мінімізації, наприклад, у виді: 
 
min)( max  готQQ ,       (5.48) 
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 де maxQ  – максимально можлива продуктивність процесу МСЗ по готовому 
класу. 
Очевидно, що бажаним режимом роботи ОК на наступному такті, що від-
повідає (5.48), є: 
 
0][ˆ]1[ max  nkQQk гот .    
 
Остаточно відповідно до (5.40) цільову макрозмінну для стохастичного 
ОК приймемо у виді: 
 
0]}[ˆ{]1[ max  nkQQEk гот ,    (5.49) 
 
яка однакова для кожного каналу керування *u :   *** . 
Для моделі ОК (5.45) і макрозмінної (5.49) функціональні рівняння 
підродини стійких екстремалей з урахуванням (5.32) рівні: 
 
  0][]}[])[(])[({]1[ 1*   kTkukxkxk д

, 
 
де },,{  TTTTд  – призведені постійні часу по каналах керування; 
xuQгот },{

;  )( . 
Тоді керування з урахуванням виразу (5.44) визначається як: 
 
])[][ˆ]1[(]1[][ 11* kTnkQkkku дгот   , (5.50) 
 
що доставляє мінімум супровідному функціоналу: 
 
])}[]1[({ 2
1
22
2
1
kkTEJ
nk
kk
дSR
j
j
 



.  
 
Отримане оптимальне керування (5.50) визначає собою завдання, що реа-
лізується на ОК локальними САР з прогнозуючими моделями (5.37-5.39): 
 
]}[ˆ],1,[{][ 1   nkYnkkuk jjзадoptСАРopt ,  (5.51) 
 
де ]}[],[],[{][ kQkВkBk рмкopt  ; ]}[ˆ],[ˆ],[ˆ{][ˆ   nknknknkY мк ; 
][][ kuku задopt  ; ][]1[][ * kukuku  . 
Структура алгоритму роботи ієрархічної АСОК процесом МСЗ наведена 
на рис. 5.11 і складається з наступних етапів: 
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Рис. 5.11. Структура алгоритму роботи ієрархічної АСОК процесом МСЗ  
за синергетичним принципом із прогнозуючими моделями 
 
1) оцінка поточного стану ОК в моменти початку чергового інтервалу 
керування ( jk ) згідно (5.46); 
2) ідентифікація структури Qˆ  та параметрів a  моделі ОК (5.40), 
наприклад, у виді НМ (5.47); 
3) прогнозування вільного руху ОК за моделлю (5.40) (в розширеному 
виді (5.41-5.45)) на заданому інтервалі ]1,[ 1  jj knk  оптимізації керування; 
4) обчислення цільової макрозмінної ]1[  k  для поточного стану ОК і 
формування сигналу оптимального керування згідно (5.50). 
156
 5) реалізація на ОК регулюючих впливів (5.51) у відповідності із 
оптимальним керуванням (5.50) і прогнозуючими моделями каналів 
регулювання (5.37-5.39). 
Запропонована концепція автоматичного керування процесом МСЗ до-
зволяє за рахунок стабілізації й оптимізації робочих режимів технологічного 
устаткування, збільшити продуктивність при одночаснім зниженні енергоспо-
живання й підвищенні якості вихідного продукту й, тим самим, забезпечити іс-
тотний економічний ефект. 
 
5.3.3. Оцінка ефективності ієрархічного адаптивного оптимального керу-
вання процесом МСЗ. 
Оцінка ефективності АСОК технологічним процесом МСЗ виконувалася 
шляхом імітаційного моделювання у середовищі Matlab. 
Як характеристика гранулометричного складу вхідної руди р  викорис-
товувався вміст класу +100 мм, а як характеристика фізико-механічних власти-
востей   – її міцність, що моделювались генераторами збурень із кореляційни-
ми функціями і статистичними характеристиками, визначеними за експеримен-
тальними послідовностями [30]. У якості вихідної характеристики ОК прийма-
лась продуктивність по класу  74  ( готQ ). 
Моделювалось адаптивне керування за синергетичним принципом мли-
ном ММС та процесом МСЗ. 
З особливостей ОК глибина прогнозу приймалась 2n  цикли керування, 
а глибина пам'яті по різним входам – від 1 до 4. Діапазони значень вхідних і ви-
хідних змінних були занормовані в сигнали із рівнем 0…1. 
Нестаціонарність ОК складала 20% від номінальних значень його параме-
трів за час спостереження у 256 циклів керування. Похибки виміру вхідних си-
гналів приймались на рівні 10% (гауссівська модель шуму із рівнем 0,1 від рів-
ня сигналів).  
Для прогнозування ОК використовувались моделі (Model) у вигляді 
каскадної НМ прямого поширення із логістичною функцією активації 
прихованого шару і лінійною функцією у вихідному шарі. 
Модель млина ММС наведена на рис. 5.12,а і складається з комбінації ка-
налів керування (ПІТQ) і збурювань (ПІТγ) у вигляді аперіодичних ланок із запі-
знюванням, а також послідовно з’єднаною безінерційною квадратичною лан-
кою ( 2 ) [6, 33]. 
Результати моделювання роботи млина ММС у керованому (MMCwC) і 
некерованому (MMCnC) режимах наведені на рис. 5.12,б. 
Значення математичних очікувань і середньоквадратичних відхилень ви-
ходу готQ  в некерованому режимі склали 549,0MMCnCM  і 109,0MMCnC , а 
в керованому – 687,0MMCwCM  і 022,0MMCwC  при похибці прогнозуючої 
моделі 032,0 . Таким чином, адаптивне керування млином ММС за 
синергетичним принципом дозволяє в 25,1  разів (на 138,0  відн.од.) підвищити 
157
 його продуктивність по готовому класу готQ  та знизити її середньоквадратичне 
відхилення в 5  разів. 
Модель верхнього рівня процесу МСЗ наведена на рис. 5.13 і включає 
моделі каналів керування у вигляді: послідовно з’єднаних аперіодичної ланки із 
запізнюванням з безінерційною квадратичною ланкою (ПІТ2), відображення 
Ено у хаотичному режимі (ВЕХР) та аперіодичних ланок із запізнюванням 
(ПІТ). При цьому, для каналів керування по   і м  вплив збурень (  ,р ) 
враховувся шляхом додавання в ці канали моделей впливу збурень (у вигляді 
ПІТ), а по каналу к  – шляхом введення залежності значень параметрів 
відображення Ено від поточних значень збурень. 
 
 а 
 б 
Рис. 5.12. Модель млина ММС (а) та результати керування ним (б)  
за синергетичним принципом 
 
Результати моделювання роботи ієрархічної АСОК процесом МСЗ у 
керованому (MC3wC) і некерованому (MC3nC) режимах наведені на рис. 5.14,а.  
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 Тут у якості завдання на керування (Set-point) використовувалось 
нормоване значеннями 1max Q . 
 
 
 
Рис. 5.13. Модель верхнього рівня процесу МСЗ 
 
У якості моделей каналів регулювання ОК (нижній рівень АСОК) вико-
ристовувалися: моделі ПІТ (PIT), ПІТ2 (PIT2) та BEXP. 
З особливостей каналів регулювання глибина прогнозу приймалась у 3 
такти, а глибина пам'яті – 4. У якості завдання (Set-point Del) використовували-
ся отримані на верхньому рівні значення керування (на рис. 5.14,а для прикладу 
наведені значення каналу керування м  – ContrDel). 
Нестаціонарність каналів регулювання ОК складала 20 % від номінальних 
значень їх параметрів за час спостереження у 256 тактів. 
Результати регулювання ОК по каналу м  (Set-point Del) за допомогою 
адаптивної САР із самоналагоджувальним регулятором і прогнозуючою модел-
лю наведені на рис. 5.14,б. Значення похибок регулювання склали 0,03-0,04 для 
каналів PIT2 і BEXP та ~0,10 для PIT при похибках прогнозування ~0,02 і ~0,05, 
відповідно. 
Значення математичних очікувань і середньоквадратичних відхилень ви-
ходу готQ  в некерованому режимі склали 558,0MCЗnCM  і 117,0MCЗnC , а 
в керованому – 825,0MCЗwCM  і 057,0MCЗwC  при похибці прогнозуючої 
моделі 036,0 . Таким чином, адаптивне керування процесом МСЗ за 
синергетичним принципом дозволяє в 45,1  разів (на 257,0  відн.од.) підвищити 
його продуктивність по готовому класу готQ  та знизити її середньоквадратичне 
відхилення в 1,2  разів. 
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Рис. 5.14. Результати керування процесом МСЗ на верхньому (а)  
та нижньому (б) рівнях 
 
Статистична перевірка показала значущість отриманих результатів. 
Час синтезу адаптивного оптимального керування при обчисленнях на 
процесорі Pentium IV складає ~ c12,0  на один цикл при аналітико-чисельному 
пошуку (за виразом (5.50)) та ~ c86,0  при використанні чисельних пошукових 
методів оптимізації. Тобто виграш у часі при використанні запропонованих ал-
горитмів адаптивного синтезу оптимального керування складає більш, ніж у 7 
разів. 
Отримане підвищення якості керування процесом МСЗ дозволяє 
підвищити продуктивність млинів першої стадії самоздрібнювання на 3…15 % 
(при коефіцієнтах варіації якості руди від 0,1 до 0,8) зі зниженням питомих 
витрат електроенергії у порівнянні з існуючими системами керування [29, 40]. 
Час, цикли керування П
род
укт
ив
ніс
ть 
по
 кл
асу
 -7
4 
мк
м, 
від
н. 
од
. 
Час, такти
Від
но
ше
нн
я т
вер
де/
рід
ке,
 від
н. 
од
. 
160
 Висновки до розділу 
 
1. Розроблено адаптивні САР з інтелектуальним прогнозуванням стану 
ОК, які забезпечують ефективне регулювання складними ОК зі збуреним сере-
довищем функціонування. 
Для нелінійних процесів рудопідготовки пропоновані САР забезпечують 
похибку прогнозування стану ОК на рівні 0,01-0,03 та похибку регулювання на 
рівні 0,02-0,05, що в 3-5 разів менше, ніж САР без прогнозування. 
2. Розроблено АСОК, які забезпечують ефективне керування складними 
ОК зі збуреним середовищем функціонування шляхом реалізації принципу мі-
німуму узагальненої роботи, що вміщує відшукання мінімуму функціонала на 
ковзному циклі керування із залученням у реальному масштабі часу інформації 
про стан ОК до нового циклу керування і його майбутнього стану за інтелекту-
альною прогнозуючою моделлю ОК.  
Для нелінійного процесу ККД пропонована АСОК забезпечує у порів-
нянні з відомими системами зниження в 2 рази похибки керування та підви-
щення на 3,3 % продуктивності наступного (у технологічній лінії) процесу са-
моздрібнювання за рахунок стабілізації вмісту класу +100 мм у його вхідній 
руді. 
3. Розроблено АСОК, які забезпечують ефективне керування складними 
багатозв'язними ОК зі збуреним середовищем функціонування шляхом синтезу 
керування за синергетичнм принципом із залученням у реальному масштабі 
часу інформації про стан ОК до нового циклу керування і його майбутнього 
стану за інтелектуальною прогнозуючою моделлю. Визначене таким чином 
оптимальне керування являє собою завдання, що відпрацьовується на ОК 
локальними системами регулюванням (адаптивними САР з інтелектуальним 
прогнозуванням). 
Запропоноване ієрархічне керування процесом мокрого 
самоздрібнювання дозволяє підвищити в 45,1  разів його продуктивність по 
готовому класу та знизити в 1,2  рази її середньоквадратичне відхилення, а це 
забезпечує підвищення продуктивності млинів першої стадії самоздрібнювання 
на 3-15 % (при коефіцієнтах варіації якості руди від 0,1 до 0,8) зі зниженням 
питомих витрат електроенергії у порівнянні з існуючими системами керування. 
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 РОЗДІЛ 6 
ТЕХНІЧНА РЕАЛІЗАЦІЯ РЕЗУЛЬТАТІВ ДОСЛІДЖЕНЬ 
 
6.1. Реалізація адаптивних систем оптимального керування процесами 
крупного дроблення та самоздрібнювання руд  
 
6.1.1. Система керування процесом ККД. 
Запропоновано систему керування процесом ККД (рис. 6.1), за яким вхід-
на руда після дроблення в КД через бункер 1 за допомогою пластинчастих жи-
вильників надходить на конвеєр 2. Далі системою конвеєрів крупнодроблена 
руда подається в прийомні бункери збагачувальної фабрики й за допомогою ка-
тучих конвеєрів (автостел) надходить у бункери технологічних секцій самозд-
рібнювання. 
 
 
 
Рис. 6.1. Схема системи керування процесом ККД 
 
Система керування включає пристрій 3 контролю ширини розвантажува-
льної щілини дробарки, перетворювач 4 споживаної активної потужності при-
водного двигуна дробарки, пристрій 5 контролю крупності й міцності вхідної 
руди, конвеєрні ваги 6, пристрій 7 контролю гранулометричного складу дроб-
леної руди (гранулометр), а також виконавчий механізм 8 регулювання ширини 
розвантажувальної щілини 9 дробарки. Ці пристрої пов'язані з керуючої систе-
мою за допомогою інформаційної шини 10. 
Оскільки завантаження дробарок ККД-1500 здійснюється одиничними 
порціями (автосамоскидами або думпкарами), то в якості міри часу використо-
вують їхні порядкові номери [14]. При цьому перехід до реального часу легко 
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 здійснюється через середній інтервал часу (інтенсивність) надходження порцій 
руди на розвантаження (наприклад, для умов Лебединського ГЗК цей інтервал 
становить 98,4 с [30]).  
Система керування працює в такий спосіб. На поточний інтервал оптимі-
зації керування відповідно до цілі керування процесом ККД (5.20) у керуючу 
систему від системи старшого рівня надходять необхідні (задані) значення вмі-
сту класу +100 мм у дробленій руді зад100 , а також обмеження на припустиму 
потужність maxP  і продуктивність minдрQ . 
У відповідності з алгоритмом роботи (див. п. 5.2.2) керуюча система ви-
конує оцінку поточного стану процесу ККД до моменту початку чергового ін-
тервалу керування. Для цього здійснюються опитування й усереднення за попе-
редній інтервал показання пристрою 3 контролю ширини щілини ( g ), перетво-
рювача потужності 4 ( P ), пристрою 5 контролю крупності й міцності вхідної 
руди ( вхd ,  ), конвеєрних ваг 6 ( дрQ ), а також гранулометра 7 ( 100 ). При 
цьому, оскільки контроль крупності й міцності вхідної руди здійснюється по 
сигналу споживаної активної потужності, викликаному вже продробленою ру-
дою, то при оцінці стану процесу ККД виконують прогноз значень вхd  і   на 1 
такт. 
Далі виконується ідентифікація прогнозуючої моделі процесу ККД, яка 
здійснюється в такий спосіб. За отриманими оцінками виконується адаптація 
параметрів моделі процесу ККД. Якщо похибка моделі менше деякого припус-
тимого значення, то переходять до прогнозування процесу ККД на заданий ін-
тервал керування. А якщо ні, то виконується структурно-параметрична іденти-
фікація моделі процесу ККД. 
За оцінками і прогнозом процесу ККД визначається (відповідно до п. 
5.2.2) оптимальне керування (зміна ширини розвантажувальної щілини дробар-
ки) *optg  на наступний інтервал, яке відпрацьовується гідравлічною системою 8 
регулювання щілини. 
Глибина прогнозу моделі обирається з умови її перевищення суми часу 
транспортування руди (часу запізнювання) через конусну дробарку ККД-1500, 
бункер 1 і конвеєр 2 до місця контролю гранулометра 7, а також часу пошуку 
оптимального керування *optg  й часу його відпрацьовування виконавчим меха-
нізмом 8. 
У якості пристрою 3 контролю ширини розвантажувальної щілини мо-
жуть використовуватися автоматичні пристрої контролю положення рухливого 
конуса дробарки, а в якості вимірників активної потужності 4 – перетворювачі 
Е-728, Е-829 тощо, які мають похибку ±1%. 
У якості ваг 6 можуть використовуватися конвеєрні ваги ВК-202 або 
ТЕНЗОД-200, які мають похибку перетворення ±1% й інтерфейс зв'язку з 
комп’ютером RS-485. 
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 Для контролю крупності й міцності (пристрій 5), а також у якості грану-
лометра 7 можуть бути використані пристрої, що реалізовують способи контро-
лю, запропоновані в п.п. 3.2, 3.3. 
Структура комплексу технічних засобів АСК ТП ККД містить мікропро-
цесорні контролери, промислові сервери та автоматизовані робочі місця (опера-
торські станції), елементна база яких обирається відповідно до вимог конкрет-
ного ГЗК. 
Для реалізації пропонованої керуючої системи за технічними характерис-
тиками можуть бути використані комп’ютерні засоби фірм General Electric, 
Kontron, Advantech тощо. Як стандартне базове програмне забезпечення наразі 
на ГЗК Кривбасу використовується комплекс програмних засобів TRACE 
MODE 6 з основним мережевим протоколом TCP/IP. 
 
6.1.2. Система керування процесом МСЗ. 
Запропоновано систему керування процесом МСЗ (рис. 6.2), за яким дро-
блена руда із бункера 1 технологічної секції самоздрібнювання через живиль-
ник 2 надходить за допомогою конвеєра 3 у БМ. Розвантаження БМ відповідно-
го гранулометричного складу м  й густини м  надходить у ванну СК, з якої 
готовий клас (крупністю – 0,074 мкм) йде на злив, а крупні класи (піски  ) за 
допомогою СК повертаються в БМ. 
 
 
 
Рис. 6.2. Схема системи керування процесом МСЗ 
 
Регулювання режимів роботи процесу МСЗ здійснюється за допомогою 
живильника 2 подачі руди ( рQ ), вентиля 4 подачі води в БМ ( мВ ) і вентиля 5 
подачі води у ванну СК ( кВ ). 
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 Система керування включає конвеєрні ваги 6, гранулометр 7, витратомір 
води 8 на вході БМ, пристрої контролю піскового навантаження 9 і внутріш-
ньомлинового заповнення 10, перетворювач потужності 11, витратомір води 12 
у ванну СК, густиномір 13 зливу СК і пристрій контролю продуктивності по го-
товому класу 14. 
Система керування працює в такий спосіб. Відповідно до цілі керування 
(5.36) керуючій системі задаються функціонал керування J  й обмеження на 
споживану потужність maxP . 
Відповідно до алгоритму роботи (див. п. 5.3.2) керуюча система виконує 
оцінку поточного стану процесу МСЗ до початку чергового інтервалу керуван-
ня. Для цього здійснюється опитування й усереднення за попередній інтервал 
показань конвеєрних ваг 6 ( рQ ), гранулометра 7 ( 100 ), витратоміра 8 ( мВ  ), 
пристроїв контролю піскового навантаження 9 ( ) і внутрішньомлинового за-
повнення 10 ( ), перетворювача потужності 11 ( P ), витратоміра 12 ( кВ ), гус-
тиноміра 13 ( к ) і пристрою контролю продуктивності по готовому класу 14 
( готQ ).  
При цьому, оскільки гранулометр 7, зазвичай, встановлюється безпосере-
дньо біля живильника 2 (там, де мінімальна сегрегація руди на конвеєрі), то 
значення вмісту класу +100 мм 100  прогнозують на глибину, рівну часу 
транспортування руди конвеєром 3 в БМ. 
Гранулометричний склад м  й густина м  розвантаження БМ в ванну СК 
не контролюється (розглядаються тут як завади). 
Інформація про фізико-механічні і речовинні властивості руди   надхо-
дить в керуючу систему через інформаційну шину від рудо-випробувальної 
станції (РВС) центральної заводської лабораторії ГЗК. При цьому, внаслідок 
непогодження (зазвичай, перевищення) періоду технологічних випробувань і 
необхідного періоду дискретизації в керуючій системі застосовуються алгорит-
ми відновлення (див. п. 3.1.3) послідовності значень   для синхронізації моме-
нтів їх відліків з тактами роботи системи керування. 
Далі виконується ідентифікація прогнозуючих моделей верхнього й ниж-
нього рівнів керуючої системи процесу МСЗ, яка здійснюється в такий спосіб. 
За отриманими оцінками виконується адаптація параметрів моделей (нижнього 
й верхнього рівнів) процесу МСЗ. Якщо похибка моделі верхнього рівня менше 
деякого припустимого значення, то переходять до прогнозування процесу МСЗ 
на заданий інтервал керування. А якщо ні, то виконують стуктурно-
параметричну ідентифікацію моделі верхнього рівня процесу МСЗ. 
За виконаними оцінками й прогнозами у підсистемі оптимізації керуючої 
системи визначаються (відповідно до п. 5.3.2) оптимальні значення керуючих 
впливів: 
- щільності зливу класифікатора optк ; 
- співвідношення тверде/рідке в БМ optм ; 
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 - внутрішньомлинове заповнення opt . 
Ці оптимальні значення є завданнями для підсистеми локального регулю-
вання, яка на основі адаптованих моделей формує регулюючі впливи 
задрQ , задмВ , задкВ , які відпрацьовуються відповідно виконавчим механізмом 15, 
пов'язаним з живильником 2, виконавчим механізмом 16, пов'язаним з вентилем 
4 і виконавчим механізмом 17, пов'язаним з вентилем 5. 
При цьому, оскільки подача руди рQ  одночасно впливає на співвідно-
шення тверде/рідке в БМ мрм BQ /)(   та на внутрішньомлинове запов-
нення  , то спочатку визначається значення задрQ , що відповідає opt , а потім 
по optм , задрQ  і   визначається значення подачі води у БМ задмВ . 
Глибини прогнозів моделей обираються з умови їх перевищення суми ча-
су запізнювання у відповідних каналах регулювання й керування (часу транс-
портування руди конвеєром 3 і через БМ у ванну СК, а також часу транспорту-
вання пісків у СК), часу пошуку оптимальних керувань і регулюючих впливів, а 
також часу їх відпрацьовування виконавчими механізмами 15-17. 
Як пристрій 9 контролю піскового навантаження можуть використовува-
тися пристрої, засновані на вимірі активної потужності, споживаної привідним 
двигуном СК, а також засновані на вимірі ваги жолобу з пісками на вході БМ. 
Для контролю внутрішньомлинового заповнення (пристрій 10) наразі 
найбільш ефективним вважається віброакустичний аналізатор заповнення мли-
на ВАЗМ-1, що реалізується на контроллері та використовує для контролю аку-
стичний, вібраційний та енергетичний сигнали БМ. 
Для контролю продуктивності процесу МСЗ по готовому класу (пристрій 
14) може використовуватися інформація від витратоміру і густиноміру пульпи 
у зливі СК та інформація від гранулометра «ПИК-074П», що вимірює відсоток 
виходу готового класу у реальному масштабі часу. 
Структура комплексу технічних засобів АСК ТП МСЗ та її елементна ба-
за обирається відповідно до вимог конкретного ГЗК. 
 
6.2. Реалізація способів контролю  
 
6.2.1. Пристрій контролю крупності та міцності вхідної руди. 
Схема спектрального пристрою контролю, що реалізовує запропонований 
в п. 3.2 спосіб автоматичного контролю крупності  і міцності вхідної руди КД 
за спектральними складовими споживаної активної потужності, наведена на 
рис. 6.3. 
Аналоговий смуговий фільтр (СФ1) із сигналу споживаної активної по-
тужності актP  виділяє інформативні спектральні складові (див. рис. 3.5, поз. 5), 
які за допомогою дискретизатора (Д) і квадратурного помножувача (КП) зру-
шуються в область низьких частот (поз. 6).  
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Рис. 6.3. Схема спектрального пристрою контролю крупності і міцності  
вхідної руди конусної дробарки 
 
З вихідного сигналу КП за допомогою цифрового смугового фільтра 
(СФ2) виділяється складова 9, що корелює із крупністю вхідної руди вхd , а за 
допомогою цифрового фільтра нижніх частот (ФНЧ) виділяється складова 8, що 
корелює із крупністю вхd  й міцністю   вхідної руди. 
Усереднений у блоці У2 сигнал складової 9 надходить на перший вхід 
блоку корекції (БК), а також фіксується реєстратором Р2, як крупність вхd  вхі-
дної руди. 
На другий вхід БК надходить усереднений у блоці У1 сигнал складової 8, 
який після корекції за величиною усередненої складової 9 фіксується реєстра-
тором Р1 як міцність   вхідної руди. 
Порядок аналогового СФ1 обирається з умови перевищення рівня при-
душення ним сторонніх сигналів рівня шуму квантування в дискретизаторі Д, 
що в п. 3.2.2 для розрядності у 16 біт визначений на рівні –98 дБ. Тоді порядок 
СФ1 має бути –98 дБ/–20 дБ на порядок, що дорівнює 4,9, тобто має бути не 
нижче 5. Аналоговий СФ1 реалізовується по схемі активного фільтра, побудо-
ваного на основі операційних підсилювачів. 
Дискретизатор Д являє собою аналого-цифровий перетворювач (АЦП), 
що здійснює перетворення аналогового сигналу СФ1 у дискретний у часі сиг-
нал з безперервною амплітудою (операція вибірка-зберігання) з наступним ква-
нтуванням його амплітуди й представлення її в цифровому (бінарному) виді. 
АЦП, зазвичай, входить до складу сучасних цифрових сигнальних процесорів. 
КП здійснює цифрове множення вихідного сигналу Д на квадратурну не-
сучу tfjtftf 000 2sin2cos)2exp(  , де 0f  – опорна частота. 
Цифрові ФНЧ і СФ2 являють собою рекурсивні лінійні фільтри з НІХ, 
оскільки в порівнянні з нерекурсивними вони забезпечують більш якісні харак-
теристики й більш ощадливі в реалізації. 
Блок БК на основі апроксимації зворотних залежностей (3.26), (3.27) 
здійснює корекцію усередненого сигналу ФНЧ по величині усередненого сиг-
налу СФ2, тоді вихідний сигнал БК корелює тільки з міцністю вхідної руди.  
Виконаємо розробку цифрових фільтрів ФНЧ і СФ2 для пристрою конт-
ролю крупності та міцності вхідної руди для дробарки ККД-1500/180. Специфі-
кації цих фільтрів визначені в п. 3.2.2 і містять такі дані: 
- частота (період) дискретизації – 5,54 Гц (0,18 с); 
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 - смуга пропущення ФНЧ – до 0,07 Гц; 
- смуга пропущення СФ2 – від 0,25 до 0,62 Гц; 
- порядок ФНЧ – не менше 7, а СФ2 – не менше 2*7=14; 
- фільтри типу Баттерворта; 
- розрядність сигнального процесору – 16 біт. 
Розробка фільтрів полягає у розрахунку їх коефіцієнтів, визначенні стру-
ктури побудови, аналізі впливу кінцевої розрядності, а також у визначенні про-
грамно-апаратної реалізації фільтрів. 
У результаті розрахунків у середовищі Matlab за допомогою пакета Filter 
Design обрані рішення й отримані результати, викладені нижче. 
Порядок цифрового ФНЧ прийнятий рівним 8. Його структура складаєть-
ся із чотирьох однакових, послідовно з'єднаних секцій другого порядку (рис. 
6.4), а значення його коефіцієнтів наведені в табл. 6.1.  
 
 
 
Рис. 6.4. Структура секції цифрового ФНЧ 
 
Таблиця 6.1 
Коефіцієнти цифрового ФНЧ 
 
Коефіцієнти Секція 
s a(1) a(2) a(3) b(1) b(2) b(3)
1 0.001550887 1 –1.963323831 0.969527423 1 2 1 
2 0.001508420 1 –1.909563899 0.915597558 1 2 1 
3 0.001477457 1 –1.870365858 0.876275718 1 2 1 
4 0.001461224 1 –1.849815845 0.855660796 1 2 1 
 
a(1), b(1) 
b(3) 
Output Input 
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 Восьмий порядок цифрового ФНЧ забезпечує його стійкість при реаліза-
ції: нулі й полюса його передатної функції на комплексній площині не виходять 
за межі одиничного кола (рис. 6.5.а) і його імпульсна перехідна функція обме-
жена (рис. 6.5.б).  
 
 
 а 
 
 б 
Рис. 6.5. Корні передатної функції (а) та імпульсна перехідна функція (б) ФНЧ 
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 Крім того, обмежена розрядність (16 біт) несуттєво впливає на вид його 
АЧХ (на рис. 6.6 АЧХ теоретичного фільтра (Reference) і фільтра з обмеженою 
розрядністю (Quantized) збігаються). 
 
 Рис. 6.6. Амплітудно-частотна характеристика ФНЧ 
 
Порядок цифрового СФ2 прийнятий рівним 16. Його структура склада-
ється з восьми послідовно з’єднаних однакових секцій другого порядку (рис. 
6.7), а значення його коефіцієнтів наведені у табл. 6.2.  
 
 
 
Рис. 6.7. Структура секції цифрового СФ2 
 
Шістнадцятий порядок цифрового СФ2 забезпечує його стійкість при ре-
алізації: нулі й полюси його передатної функції на комплексній площині не ви-
ходять за межі одиничного кола (рис. 6.8.а) та його імпульсна перехідна функ-
ція обмежена (рис. 6.8.б).  
b(3) 
a(1) 
Output Input 
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 Таблиця 6.2 
Коефіцієнти цифрового СФ2 
 
Коефіцієнти Секція 
s a(1) a(2) a(3) b(1) b(2) b(3)
1 0.200466722 1 –1.450969338 0.895091832 1 0 –1 
2 0.200466722 1 –1.873657703 0.952678919 1 0 –1 
3 0.188079998 1 –1.777259469 0.861312032 1 0 –1 
4 0.188079998 1 –1.364896178 0.732428908 1 0 –1 
5 0.180010855 1 –1.669766665 0.770330727 1 0 –1 
6 0.180010855 1 –1.359778762 0.641173899 1 0 –1 
7 0.176055208 1 –1.547207355 0.683346868 1 0 –1 
8 0.176055208 1 –1.428937674 0.627764761 1 0 –1 
 
Крім того, обмежена розрядність (16 біт) несуттєво впливає на вид АЧХ 
СФ2 (на рис. 6.9 АЧХ теоретичного фільтра (Reference) і фільтра з обмеженою 
розрядністю (Quantized) збігаються). 
Слід зазначити, що використання секційної структури побудови ФНЧ і 
СФ2 викликане необхідністю зниження похибок квантування, переповнення та 
округлення, виникаючих із-за обмеженої розрядності сигнальних процесорів 
(наприклад, ці фільтри з розглянутими параметрами при класичній послідовній 
структурі побудови є нестійкими). 
Функціональна схема (рис. 6.10) технічної реалізації пристрою контролю 
крупності і міцності вхідної руди складається із аналогової та цифрової частин. 
Аналогова частина містить аналоговий СФ1, який фільтрує струмовий сигнал 
датчика споживаної активної потужності актP  та перетворює його у сигнал на-
пруги (I/U) з нормалізацією до рівня опорної напруги. 
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Рис. 6.8. Корні передатної функції (а) та імпульсна перехідна функція (б) СФ2 
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Рис. 6.9. Амплітудно-частотна характеристика СФ2 
 
Основою цифрової частини є цифровий сигнальний процесор (DSP) типу 
TMS320VC5509 (Texas Instruments) із ядром TMS320C55x. Така архітектура 
має високу продуктивність обчислень при низькому енергоспоживанні. 
Сигнал СФ1 (U_in) надходить на вхід AIN0 АЦП DSP, де перетворюється 
в 16 (17) - бітовий код. 
Для зберігання коефіцієнтів цифрових фільтрів та параметрів інших циф-
рових блоків пристрою (див. рис. 6.3) використовується мікросхема зовнішньої 
пам’яті EPROM Flash Koeff, яка підключена до DSP.  
В аналогічній пам’яті EPROM Flash Program розміщуються програми об-
робки сигналів цифрових блоків пристрою контролю.  
Для визначення стану пристрою використовується блок індикації, а для 
двостороннього зв’язку із зовнішніми системами використовується повнодуп-
лексний послідовний порт (інтерфейс RS-485) з вихідною мікросхемою взаєм-
ного перетворення сигналів рівнів TTL і RS. 
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 Вихід живлення пристрою підключений до стабілізатора напруги, що за-
безпечує живлення ядра DSP (1,6 В) та живлення його периферії й інших моду-
лів (3,3 В). Крім цього, цей блок формує сигнал Reset для DSP по живленню.  
 
6.2.2. Пристрій контролю гранулометричного складу руди. 
Запропонований в п. 3.3 спосіб автоматичного контролю гранулометрич-
ного складу може бути реалізований як в межах телекомунікаційної системи 
відеомоніторингу ГЗК, так і у вигляді автономної СТЗ (гранулометра). 
Система відеомоніторінгу при використанні апаратури фірми Advantech 
будується із застосуванням відеозаписуючих пристроїв (ВЗП) VBOX-3200 і 
промислових відеокамер (ВК) VBOX-3900. Елементи системи зв'язані мережею 
Ethernet, що забезпечує доступ до відеоінформації на основі різних технологій: 
модему, ADSL, ISDN, супутникового зв'язку і Internet.  
Система включає до 10 ВЗП, до кожного з яких може підключатися до 16 
ВК. Темп запису від 25 до 480 кадрів в секунду відеостандартів NTSC/PAL. 
При стисненні MPEG-4 розмір кадру складає 2-4 Кбайт при розрізненні 
320х240.  
ВК серії VBOX-3900 мають згідно специфікації відношення сигнал/шум 
на рівні 52 дБ. 
Час обробки кадру зображення в цій системі для визначення грануломет-
ричного складу не перевищує 15 с. 
Система працює під управлінням операційних систем Windows 2000 i XP. 
За допомогою засобів керування ActiveX зображення від ВК інтегрується до рі-
зноманітних середовищ обробки (Visual Basic, Delphi, C++ тощо). При цьому у 
ВЗП серії VBOX-3200 підтримуються модулі вводу-виводу ADAM (інтерфейс 
RS-485). 
Гранулометр у вигляді автономної СТЗ складається з освітлювача та еле-
ктронного блоку, що містить ВК та вузли обробки інформації і формування ви-
хідних сигналів. 
Освітлювач створює потрібне освітлення зони контролю і являє собою 
набір зверхяскравих світлодіодів оптичного діапазону. При цьому, вибір зони 
контролю має на меті зниження впливу сегрегації руди (що досягається розмі-
щенням ВК біля зони перевантаження руди), а також забезпечення находження 
в полі зору представницької проби (що досягається визначенням поля зору за 
масою представницької проби через статистичні характеристики крупності ру-
ди та її щільність).  
При розміщенні ВК гранулометра біля технологічного устаткування ве-
ликої одиничної потужності (поряд з електроприводами дробарок, млинів, жи-
вильників, конвеєрів тощо) суттєвими, крім білого шуму, стають імпульсні за-
вади. 
Для їх придушення широко використовується медіанна фільтрація [56, 
57], при якій кожному пікселу зображення в деякім його оточенні (вікні) визна-
чається медіанне значення і привласнюється цьому пікселу. Результат медіан-
ної фільтрації з апертурою вікна, рівною 7, наведений на рис. 6.11. 
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  а 
 б 
Рис. 6.11. Зображення руди з імпульсними завадами (а)  
та результат його медіанної фільтрації (б)  
 
Функціональна схема технічної реалізації електронного блоку грануломе-
тра наведена на рис. 6.12. У якості датчика зображення (IMAGE SENSOR CCD) 
ВК використовується CMOS-матриця LM9648 фірми National Semiconductor, 
яка відрізняється високою точністю й характеризується низьким рівнем енерго-
споживання. Датчик призначений для застосування в цифрових відео- і фото-
камерах, у системах відеоспостереження, робототехнічних системах тощо.  
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 Формат світлочутливої матриці датчика LM9648 1312×1032 пікселі, а ма-
ксимальна швидкість передачі зображення 18 кадрів/с.  
Керування роботою й зміна параметрів датчика LM9648, а також конт-
роль його стану виконується через послідовний порт інтерфейсу I2C (сигнали 
sda, sclk) з максимальною частотою обміну даними 400 кГц.  
Сигнал кожного світлочутливого елемента матриці в 12 - розрядному па-
ралельному коді передається на вихідний відеопорт (D0…D11) і далі через 16-
розрядну шину даних в буферну пам'ять SDRAM.  
Живлення CMOS матриці здійснюється окремим стабілізатором напруги. 
Основою вузла обробки інформації є цифровий процесор обробки сигна-
лів (DSP) TMS320VC5509A фірми Texas Instruments з ядром TMS320C55x, що 
має внутрішню шинну структуру (програмну шину, три шини читання даних, 
дві шини запису даних і допоміжні шини для периферії й контролера прямого 
доступу до пам'яті DMA).  
Це дозволяє виконувати до трьох операцій читання і двох операцій запису 
даних за один цикл. Ядро DSP також має два модулі множення-нагромадження 
(MAC), кожний з яких здатний виконувати операції типу «множення 17 біт на 
17 біт» за один цикл. 
Набір портів вводу-виводу загального призначення й 10-бітний АЦП DSP 
забезпечують можливість підключення індикаторів, кнопок та іншого зовніш-
нього обладнання.  
Набір периферійних пристроїв DSP містить у собі інтерфейс зовнішньої 
пам'яті (EMIF), що забезпечує безпосереднє підключення асинхронної пам'яті 
типу EPROM і SRAM, а також високошвидкісних пристроїв пам’яти високої 
щільності типу синхронних DRAM. Крім цього, DSP має вбудовані інтерфейси 
Universal Serial Bus (USB), Inter-integrated Circuit (I2C) та три полнодуплексних 
багатоканальних буферизованних послідовних порти (Mcbsp). 
Стабілізатор напруги забезпечує живлення DSP (1,6 В) та живлення пе-
риферії ЦПОС і інших модулей (3,3 В). Крім цього, цей блок формує сигнал 
Reset для ЦПОС по живленню. 
Коди програм обробки зберігаються у зовнішній пам’яті EPROM Flash, 
яка підключена до DSP через послідовний інтерфейс SPI (сигнали Clk, SO, SI). 
Сигнал вибору CS_ROM формується виводом загального призначення GPIO_1. 
За сигналом Reset код програми копіюється до внутрішньої пам’яті DSP, після 
чого починає виконуватись. 
Для тимчасового зберігання відеоданих використовується зовнішня син-
хронна SDRAM, яка підключена до DSP через EMIF інтерфейс. При цьому за-
діяні 16-розрядна зовнішня шина даних (D0..D15) та 14-розрядна зовнішня ши-
на адресу (A0...A13). 
DSP формує сигнал початку захвату зображення (Start_Frame), та отримує 
від матриці LM9648 сигнал кінця формування зображення (RDY_Frame). Для 
забезпечення максимальної швидкості передачі зображення частота вихідного 
тактового сигналу PCLK дорівнює частоті вхідного сигналу MCLK (27 МГЦ), а 
тривалість передачі одного 12-розрядного слова даних у цьому випадку стано-
вить приблизно 37 нс, що відповідає швидкості передачі даних 54 Мбайт/с.  
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 Для контролю стану гранулометра використовується блок індикації, який 
керується виводом загального призначення GPIO_3 та програмнокерованим ви-
водом XF. 
Для двостороннього обміну інформацією між гранулометром та зовніш-
німи системами (з інтерфейсом RS485) використано один з полнодуплексних 
багатоканальних буферизованних послідовних портів Mcbsp. Спеціальною мік-
росхемою забезпечується взаємне перетворення рівнів сигналів рівнів TTL та 
RS. 
В цьому гранулометрі час обробки кадру зображення для визначення гра-
нулометричного складу руди в потоці не перевищує 1 с. 
 
Висновки до розділу 
 
1. Пропоновані системи оптимального керування процесами ККД і МСЗ 
реалізуються за допомогою комплексу технічних засобів АСК ТП на базі мік-
ропроцесорних контролерів, промислових серверів та автоматизованих робочих 
місць, елементна база та програмне забезпечення яких обирається відповідно до 
вимог конкретного ГЗК. 
2. Технічна реалізація способу контролю крупності і міцності вхідної ру-
ди КД здійснюється на основі цифрового сигнального процесору, при цьому 
цифрові фільтри мають секційну структуру побудови, що забезпечує їх стій-
кість та інструментальну похибку на рівні 1-2 % при обмеженій розрядності 
процесора. 
3. Технічна реалізація способу контролю гранулометричного складу руди 
в потоці здійснюється або на базі телекомунікаційної системи відеомоніторингу 
(із розміром кадру зображення 320х240, інструментальною похибкою 3 % та 
часом обробки не більше 15 с), або у вигляді автономної СТЗ (із розміром кадру 
зображення 1312х1032, інструментальною похибкою 0,2 % та часом обробки не 
більше 1 с). 
4. Результати випробувань та моделювання підтвердили доцільність тех-
нічної реалізації запропонованих способів контролю крупності і міцності вхід-
ної руди КД та контролю гранулометричного складу руди в потоці. 
5. Застосування запропонованих методик, способів та систем дозволяє 
підвищити продуктивність процесів переробки руди (більше, ніж на 3 %) при 
зниженні питомого енергоспоживання шляхом підвищення точності контролю 
та якості керування цими процесами. Крім того, запропонований комплекс про-
грамних засобів моделювання забезпечує скорочення термінів проектування 
розроблюваних АСК ТП крупного дроблення та самоздрібнювання руд.  
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 ВИСНОВКИ 
 
Запропонована робота є завершеним науковим дослідженням, в якому 
вирішена актуальна наукова проблема підвищення ефективності 
автоматизованого керування процесами крупного дроблення і 
самоздрібнювання руд в умовах зміни їх параметрів і динамічних режимів 
роботи та збуреного середовища шляхом синтезу і реалізації оптимального 
керування в процесі функціонування автоматизованих систем керування на 
основі ідентифікації та прогнозування стану керованих процесів з контролем 
основних збурень.  
Встановлено, що: 
1. Оптимальне керування процесами крупного дроблення і самоздрібню-
вання руд формується в процесі функціонування системи керування за принци-
пом мінімуму узагальненої роботи та за синергетичним принципом із поточним 
оцінюванням стану керованого процесу і його майбутнього стану за прогнозу-
ючими моделями з контролем основних збурень, що забезпечує, на відміну від 
відомого, підвищення ефективності процесів шляхом формування керування, 
інваріантного до збуреного середовища та нелінійності процесів. 
2. Ідентифікація процесів крупного дроблення та самоздрібнювання руд 
здійснюється шляхом визначення режиму роботи керованого процесу та розмі-
рності його стану, на основі чого за допомогою композиції методів глобальної і 
локальної оптимізації визначається структура та параметри моделі процесу, що 
дозволяє, на відміну від відомого, отримати інтелектуальні прогнозуючі моделі 
підвищеної точності зі здатністю адаптуватися під змінювані властивості керо-
ваних процесів. 
3. Оптимальне керування багатозв’язним процесом самоздрібнювання 
руди формується шляхом поточної оцінки стану керованого процесу, його 
структурно-параметричної ідентифікації, прогнозування за інтелектуальною 
моделлю вільного руху процесу та вироблення сигналів оптимального керуван-
ня, які відпрацьовуються локальними адаптивними системами автоматичного 
регулювання з інтелектуальним прогнозуванням, що забезпечує, на відміну від 
відомого, підвищення якості керування в умовах зміни режимів роботи і пара-
метрів керованого процесу та збуреного середовища. 
Основні наукові та практичні результати наведеної роботи полягають у 
наступному: 
1. Встановлено, що автоматизовані системи керування нелінійними 
процесами крупного дроблення та самоздрібнювання руд в умовах варіації їх 
динамічних режимів та збурень мають низьку ефективність. Підвищення якості 
керування цими процесами може бути досягнуто шляхом створення систем 
оптимального керування, які використовують прогнозуючі моделі керованих 
процесів з поточним контролем основних збурень. 
2. Вперше для керування процесами крупного дроблення та 
самоздрібнювання руд обгрунтовано використання принципу мінімуму 
узагальненої роботи та синергетичного принципу і за ними запропоновані 
розв’язання задач синтезу оптимального керування цими процесами в ході 
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 функціонування систем керування на основі прогнозування стану керованого 
процесу та контролю основних збурень. Це дозволяє спростити розв’язання 
задач синтезу для нелінійних керованих процесів і компенсувати вплив 
основних збурень і, таким чином, підвищити ефективність керування цими 
процесами. 
3. За допомогою аналітичних досліджень визначені залежності точності 
реалізації оптимального керування від похибок виконання етапів алгоритму 
його синтезу. Встановлено, що для забезпечення близькості реального 
керування до теоретично досяжного, перш за все, необхідно підвищувати 
точність оцінювання поточного стану керованого процесу та прогнозування 
його вільного руху. 
4. На основі дослідження та систематизації похибок дискретизації і 
відновлення сигналів у відповідності із теоремами Котельникова-Шеннона 
розроблено методику вибору параметрів дискретизації й алгоритмів 
відновлення сигналів, що забезпечує їх припустиму похибку апроксимації при 
розв'язанні задач спостереження й ідентифікації неперервних технологічних 
процесів. 
5. Розроблено спосіб контролю крупності та міцності вхідної руди конус-
ної дробарки, який реалізує демодуляцію сигналів за допомогою комплексного 
зсуву його спектру, що дозволяє підвищити точність контролю за рахунок по-
кращення вибірковості (на –1,34 дБ на порядок фільтра) та зниження інструме-
нтальної похибки до 1-2 %. 
6. Розроблено оптичний спосіб автоматичного контролю гранулометрич-
ного складу кускової руди в потоці, який забезпечує підвищення точності конт-
ролю за рахунок підвищення його завадостійкості шляхом реалізації відповід-
ної фільтрації на етапі формування та відновлення зображень, а також логічної 
фільтрації бінарних зображень (інструментальна похибка менше 1 %).  
7. Вперше запропоновано адаптивний фільтр-апроксиматор з вейвлет пе-
ретворенням, що заснований на визначенні коефіцієнтів дискретного вейвлет 
перетворення за допомогою нейронних мереж та їх граничного обмеження для 
придушення шуму. Він забезпечує підвищення точності прогнозування та іден-
тифікації сигналів і ОК процесів крупного дроблення та самоздрібнювання руд 
(глибина прогнозу складає 6-10 тактів при припустимій похибці 10 % і відно-
шенні сигнал-шум 20 дБ) та зниження часу на його навчання. 
8. Вперше розроблено метод ідентифікації режимів роботи нелінійних 
процесів крупного дроблення та самоздрібнювання руд за часовими реалізація-
ми, що полягає у визначенні режиму функціонування та розмірності керованих 
процесів, а також реконструкції моделі його режиму. Це дозволяє ідентифіку-
вати режими функціонування керованих процесів (від рівноваги до хаосу) з по-
зицій нелінійної динаміки без суттєвих витрат на експериментальні досліджен-
ня у порівнянні з традиційними методами. Визначено, що похибка прогнозу-
вання часових реалізацій складає менше 10 % при глибині прогнозу до 10 тактів 
(менше 3 % для їх інтервалів точної передбачуваності). 
9. Розроблено метод структурно-параметричної ідентифікації нелінійних 
процесів крупного дроблення та самоздрібнювання руд, що полягає в 
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 ідентифікації структури моделі ОК за допомогою композиції методів 
глобальної і локальної оптимізації та селекції моделей за критеріями 
структурної оптимізації, а також параметричної ідентифікації моделі 
оптимальної структури за критерієм регулярності на всій вибірці даних. Це 
дозволяє ідентифікувати ОК у класі прогнозуючих чітких і нечітких 
нейромережевих моделей, які здатні адаптуватися під змінювані режими їх 
функціонування і мають підвищену точність (менше 3,7 %). Час пошуку 
оптимальних рішень при цьому складає 5-8 хвилин, а час обчислень за отрима-
ними моделями – менше 1 мс на інтервал прогнозу, що не вносить часових об-
межень на їх застосування в системах керування цими процесами. 
10. Розроблено САР, що реалізують безпошукове непряме адаптивне ре-
гулювання з інтелектуальною прогнозуючою моделлю, яка навчається. Визна-
чено, що для нелінійних керованих процесів із запізнюванням пропоновані САР 
мають похибки регулювання 1,9-4,6 % (при нестаціонарності параметрів ОК 20 
%), що в 3-5 разів менше похибок при використанні САР без інтелектуального 
прогнозування. При цьому час синтезу керування складає 0,7-2,2 с, що не вно-
сить часових обмежень на застосування цих САР в контурах регулювання про-
цесами крупного дроблення та самоздрібнювання руд. 
11. Розроблено адаптивну систему оптимального керування процесом 
крупного дроблення, що реалізовує керування за принципом мінімуму узагаль-
неної роботи на ковзному інтервалі із використанням інтелектуального прогно-
зування стану процесу і забезпечує зниження в 2 рази похибки керування та 
підвищення на 3,3 % продуктивності наступного (у технологічній лінії) процесу 
самоздрібнювання у порівнянні з відомими системами.  
12. Розроблено ієрархічну адаптивну систему оптимального керування, 
яка забезпечує ефективне керування складними багатозв'язними ОК зі 
збуреним середовищем функціонування шляхом синтезу керування за 
синергетичним принципом на ковзному інтервалі із використанням 
інтелектуальних прогнозуючих моделей ОК. Формоване оптимальне керування 
являє собою завдання, що відпрацьовується на ОК локальними системами 
регулюванням. Визначено, що ієрархічне керування процесом мокрого 
самоздрібнювання дозволяє знизити в 1,2  рази середньоквадратичне відхилення 
продуктивності по готовому класу, а це дозволяє підвищити продуктивність 
млинів першої стадії самоздрібнювання на 3-15 % зі зниженням питомих витрат 
електроенергії у порівнянні з існуючими системами керування. 
13. На основі отриманих результатів запропоновані структурні схеми 
автоматизованих систем керування процесами крупного дроблення та 
самоздрібнювання руд, а також технічна реалізація на базі цифрових 
сигнальних процесорів способів контролю крупності і міцності вхідної руди 
конусної дробарки та гранулометричного складу руди у потоці. 
14. Розроблені способи контролю, методики ідентифікації, алгоритми ке-
рування та комп’ютерні програми використані при виконанні держбюджетних 
науково-дослідних робіт, розробці комплексу програмних засобів проектування 
і проектів реконструкції гірничо-збагачувальних комбінатів, а також при розро-
бці науково-методичного забезпечення підготовки бакалаврів та магістрів.  
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