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于 Boosting 梯度下降理论的自回归模型集成 (AR Ensemble Learning, AREL) 建模法, 从理论
上分析并论证了该建模法的有效性. 为了避免 AREL 精确拟合每一个训练样本点, 在建模过程
中引入了-不敏感损失函, 从而降低随机噪声对时间序列预测模型的影响. 进而为了提高
AREL 对非平稳时间序列的处理能力, 提高算法的鲁棒性, 防止发生过拟合, 降低算法对模型
阶次设置的敏感性, 提出了基于 AREL 的加权 k 近邻(weighted kNN)预报法. 通过实例测试, 并
对结果进行了讨论, 验证了所提出的建模法与预报方法的有效性. 


















































易于出现过度训练和训练不足, 陷入局部 小, 且对
连接权初值敏感, 过度依赖设计技巧. 而统计学方法, 
特别是自回归时间序列预测方法(AR 模型), 因为“自
回归模型(AR 模型)的模型参数凝聚了系统状态的重
要信息, 准确的 AR 模型能够深刻、集中地表达动态
系统的客观规律, 而且大量研究表明, AR 的自回归
参数对状态变化规律反映 为敏感, 具有对短序列
建模的能力及能采用快速算法的特点, 满足及时性















间序列向量化, 以消除日周期非平稳;  
2) 如何分析并建立合理的时间序列预测模型, 
以适用于复杂时间序列. 这些方法包括: 周期自回归
模型 (Periodic AR, PAR)[12, 13], 向量自回归模型
(Vector Autoregression, VAR)[14~17], 门限自回归模型[9], 
子集门限自回归模型, 时变自回归模型[18], 非线性自
回归模型 [19~22]等等 . 如: Granger 和 Joyeux[23]推广
ARMA为部分ARMA模型, Hannan和Deistler[24]提出
向量 ARMA 模型, Chen 和 Tsay[25]提出非线性可加自
回归模型, 此时所谓的线性模型已经包含有一定的
非线性特征. 接着, 跳出线性的限制, 涌现出许多非
















算法的主要代表, 得到了广泛的研究和应用, 其中, 
AdaBoost 算法更是在理论分析和实际应用中都获得





1  时间序列法基本原理 
1.1  时间序列自回归模型 
自回归(Autoregressive, AR)模型是现代时间序
列分析与随机控制理论中广泛研究与应用的基本模
型之一[31, 32]. 在著名的 Box-Jenkins 建模方法论中, 
对于 AR 模型, 当前时刻的观测值由过去几个历史时
刻的观测值和一个当前时刻的随机干扰来表示. 设
时间序列为 1 0 1, , , ,X X X 或 , , 1,0,1,tX t    . 
若 tX 是平稳时间序列, 则 tX 可以下式所示的自回归
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   (1) 
其中  t 为 0 均值平稳白噪声过程, p 称作自回归模
型的阶次. , 1, 2, ,ia i p   为模型的参数, 且 0pa  . 
称(1)式为 p 阶自回归模型, 记作  AR p .  
1.2  自回归模型的定阶 
在平稳时间序列 AR 模型拟合的定阶分析中, 目
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其中, N 为观察数,  RSS p 为采用 p 阶 AR 模型的残
差平方和, p 属于自然数集合. P0 为 优拟合阶次. 增
加 AR 模型的阶次可以提高模型拟合的优良性, AIC
鼓励数据拟合的优良性, 但是模型的阶次过高会出
现过度拟合(Overfitting)的情况. 所以优先考虑的模
型应是 AIC值 小的那一个, 即选取使得 AIC(p)达到
极小值的正整数 P0 为 优的拟合阶次. 通过使用
AIC 准则的方法可以寻找 好地解释数据但包含
少自由参数的模型.  
1.3  自回归模型的参数估计 
自回归模型的参数估计是时间序列分析中的基
本问题. 基于不同情况, 很多自回归模型参数估计方





归模型参数估计方法被提了出来, 但 有效, 应用
广泛的方法为 小二乘法[35, 36]. 此处只考虑自回归
模型参数的 小二乘估计方法.  
对于平稳时间序列  , , 1,0,1,tX t    的一次
观察得到一个长度为 N 的样本, 记作 1 1, , , Nx x x . 
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, 1, 2, ,ia i p   的估计满足:  
     1T T1 2, , , ,pa a a XX Xx         (4) 
其中  T1 2, , , pa a a   表示  1 2, , , pa a a   的转置.  
2  Boosting 回归算法 
Boosting 算法是基于统计学习理论的一种重要
的机器学习方法, 近年来在模式识别, 回归分析, 特
征提取等方面得到了广泛的应用. 其基本思想来源
于 PAC(Probably Approximately Correct)学习模型[37]. 











初的  Boosting 算法 . Freund 和 Schapire[41]改进了
Boosting 算法, 提出了 AdaBoost (Adaptive Boosting)
算法, 该算法突破了早期 Boosting 算法的一些限制, 
逐渐成为机器学习领域 为重要和常见的算法之一.  















将 AdaBoost 算法应用到回归问题上大体有以下 3 种
办法: 1) 通过改变样本权重的方式将 AdaBoost 算法
应用到回归问题中, 如 AdaBoost.R 算法[41]; 2) 通过
改变样本本身的方式将 AdaBoost 算法应用到回归问
题中[42]; 3) 通过同时改变样本本身和样本权重的方
式将 AdaBoost 算法应用到回归问题中.  
本文通过改变样本本身的方式将 AdaBoost 算法
应用到回归问题中, 基于 Boosting 梯度下降理论, 提
出了自回归模型集成建模法(AREL)用于对时间序列
分析、建模并进行预测.  
2.1  Boosting 梯度下降理论 
对于函数估计问题, 给定一个在(X,Y)空间中的





, 目标是寻找一个从 X到 Y的映
射  *F X , 使 得 对 于 所 有 的 (X,Y), 期 望 损 失
  ,L Y F X 小, 即 
  
 
  * ,arg min , .x y
F X
F X E L Y F X  (5) 
在 Boosting 回归算法中, 通常的做法是将  F X
表示为一个由基础函数组合而成的组合函数 , 即
 F X 可以表示为 
    , ,t t t
t
F X h X   

   (6) 
其中 1, 2,t  为基函数的个数,  , ,t th X H    H 为
一个确定的函数空间, t 为基函数的参数, t  为基函数
的组合系数.  ,t th X   通过不断迭代产生. 在 Boosting
回归算法中,  ,t th X   可以为不同类型的函数.  
通过将  F X 作为目标函数可以将函数估计
优化问题变为一个在函数空间中求基函数的 优组
合问题. 梯度法是 常用, 也是 简单的逼近极值点






梯度法在函数空间 H 中求一个基函数的 优组合使
得期望损失   ,L Y F X 小的过程为 
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  , 1,2, , ,i N   其中
1t可以为 0,1,2, ,T  中任意一个值, T 为 大迭代
次数, 当 1 0t  时,    0 0 0i iF x h x 为初值. 此时损
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 (7) 
2) 令       1 1 1 11 2,  , ,  ,t t t t Ng g x g x g x      h   
      1 2, , , Nh x h x h x , 其中 h H . 在函数空间 H
中求中寻找一个























,tg h 表示两个向量的内积.  
3) 通过下式计算系数
1 1t  .  
     1 1 11 1
1
arg min , .
N
t i t i t i
a R i
L y F x ah x    
 
   (9) 
2.2  基于 Boosting 梯度下降理论的 AREL  
为了描述方便, 此处定义一个时间序列向量化
算子  pi W , 通过时间序列向量化算子  pi W 将时
间序列转变为向量化样本.  
定义(时间序列向量化). 设时间序列的一次观察
得到一个长度为 N 的样本  1 1: , , , NW x x x . 时间序
列向量化算子  pi W 首先在时间序列  1 1, , , Nx x x
上定义一个长度为 p+1 的窗口, 其中  1,2, ,ix i N 
为窗口内 后一个元素, 当1 1i p   , 在窗口内 x1
的前面以 0 填充. 将窗口内前 p 个值作为新定义样本
的属性值, 将窗口内 后一个值(第 1p  个值)作为
新定义样本的 label. 这样将一个窗口内的时间序列
样本定义为一个带有 label 的, 属性个数为 p 的新样
本. 通过滑动窗口(步长为 1, 即每次向后滑动一个观
察值)可以将时间序列  1 1: , , , NW x x x 定义成为 N
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个新样本 . 文中用  pi W 表示新定义样本的属性
(  pi W 表示为行向量), 其中 p 表示新样本属性个数, 
i 表示新样本的 label 值在  1 1: , , , NW x x x 中的序号.  
在定义了时间序列向量化算子  pi W 之后, 文
中基于 Boosting 梯度下降理论的 AREL 选用残差平
方和函数作为损失函数, 且 H 为一个线性函数空间, 
则基于 Boosting 梯度下降理论的 AREL 被描述如下. 
Gradient-boost AREL  
输入:  0 1 1, , , NW x x x  , 0 0F  , 迭代次数T  ;  
For 1t   to T   
1) 如果 1t  , 置    1 0W i W i , 否则置  tW i   
    11 1 1 1tpt t t i tW i a h W        , 其中 1, 2, , .i N   以
   1
N
t i
W i  作为新定义的时间序列.  
2) 基于    1
N
t i
W i  , 定义  arg min ( )t
p
p AIC p  , 
其中
  2( ) log RSS p pAIC p
N N
  , RSS 为残差平方和, 
p 属于自然数集合.  
3) 令       1 , 2 , ,t t t tr W W W N     ,   1th W   
       1, , , , ,t ttp pt t t tNpW p h W h W       , 由下式














  (10) 
4) 计算系数 t  , 其中     1 , , ,t t t th W W p      












  (11) 
5) 当 1ti p   , 置     tpt t i t ta h W r i       更新
1tF  为 tF  .  
   1 .tpt t t t i tF F a h W        (12) 
End  






T t t i t
t
F a h W

   

  . 
定理 1. 在 Gradient-boost AREL 中 
(i) (10)式及(11)式确定的弱学习器 th 及其步长
t 可以在算法的每次迭代中 大程度地降低损失.  
(ii) 因为 H 为一个线性函数空间 , 则第
 1t t T    次 迭 代 学 习 得 到 的 弱 学 习 器
  tpt t i ta h W   为一个线性函数, 则该函数可表示为
    T,1 ,2 ,, , , tt pt t t p i ta a a W       , 其中 ,1 ,2 ,, , , tt t t pa a a     
可 以 在 时 间 序 列    1
N
t i
W i  上 通 过 (4) 式 计 算 . 
  Ttpi tW  表示对向量  tpi tW  求转置.  
证明 . (i) 经过 1t  次迭代后损失函数为








t j j i j
i j
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 
  , 则此时损失
函数对  iF x , 1, 2, ,i N  , 的负梯度为 
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经过 1t  次迭代后, 由 Gradient-boost AREL 可
知损失函数在当前点的负梯度满足 
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  (15) 
则 th  为当前点损失函数的 速下降方向. 满足(15) 
式的 th 不一定属于 H, 因此第 t次迭代中, th 应从 H















满足(16)式的 th 为当前损失函数的 速下降方向.  
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在 th  确 定 的 条 件 下 , 损 失 函 数 变 为
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 , 则步长 t 可以由下式得到 
    Targ min ,t t t t t t t
a
r a h r a h            (17) 
其中  Tt t tr a h   表示对向量求转置 , tr  , th  在
Gradient-boost AREL 算 法 中 所 定 义 . 式
   Targ min t t t t t t
a
r a h r a h        的 优解为使得损失
函数函数沿 th 方向下降的 优步长. 因为 
   
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 为    Targ min t t t t t t
a
r a h r a h        的
优解.  
(ii) 当第  1t t T    次迭代学习到的弱学习器
表示为:     T,1 ,2 ,, , , tt pt t t p i ta a a W       , 则上述算法
中第 t次迭代的损失函数可以表示为 
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当第 t次迭代得到的弱学习器   tpt t i ta h W   表
示为     T,1 ,2 ,, , , tt pt t t p i ta a a W       , 由上述Gradient- 
boost AREL 算法可知 : 当 1,ti p    ,1 ,2, , ,t ta a     
     T, tt pt p i t ta W r i     . 此时(19)式可变为 
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束优化问题 . 分别对 ,1 ,2 ,, , , tt t t pa a a      求偏导数 , 并
置偏导数等于零, 可得  
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         
 
 
  (21) 
通过求解式(21)即可得到 ,1 ,2 ,, , , tt t t pa a a      的取值. 
由 1.3 节给出的自回归模型参数的 小二乘估计方法
可以得到 ,1 ,, , tt t pa a    的解析表达形式, 即(4)式所示.  
2.3  基于Boosting 梯度下降理论的AREL特性分析 
定理 2. 对于上面给出的 Gradient-boost AREL
中 , 第  1t t T    次 迭 代 后 的 损 失 为 tL    







j j i j
i j




   
 














其中 tr  , th 在 Gradient-boost AREL 中所定义, 则第
t次迭代后损失函数 tL  为上次迭代后损失 1tL  的
21 t  倍.  
证 明 .  令     0 0 01 , ,W W W N  , tF    
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   
 
  , 则 tL  可
以表示为 
    T0 0 ,t t tL W F W F       (22) 
其中  T0 tW F  表示向量  0 tW F  的转置.  
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定理  3. 设  0 ,2 2
B B
W i
    
, 如果第 t次迭代
后损失函数 tL 至少为上次迭代后损失 1tL  的
2
min1 
倍 , 其中 min 1
min t
t T





























次迭代后, 组合函数 TF  的损失函数满足: TL N  .  




L W i F

  , 且
 02 2
B B
W i   . 由 Gradient-boost AREL 的初始化
知 0 0F  , 则:  
     
22 2







L W i F W i N
 
       (24) 
因为第 t次迭代后损失函数 tL 至少为上次迭代
后损失 1tL  的
2
min1  倍, 则经过T 次迭代后, 有 


















     (25) 
如果经过T 次迭代后损失函数 TL N  , 则有 
 














































组合函数  0TF W 的损失函数 TL N  .  
2.4  使用-不敏感损失函数的 AREL  
通过上节分析, 可以看出 AREL 是一种有效地
提升 AR 模型的学习算法, 且定理 2 表示, 随着迭代
次数的增加, 模型的训练误差指数级单调下降, 这表
明 AREL 是一种高效的学习算法 , 但同时也表明
AREL 是一种贪婪学习算法, 因而随着迭代次数的增
加, AREL 容易发生过度拟合. 如果训练样本中包含
异常样本, 那么如何提高 AREL 的鲁棒性, 防止过拟
合是 AREL 的一个关键问题.  
任何从训练样本中学习并构建模型的学习算法, 
都无法回避噪声样本的问题 . 如针对著名的
AdaBoost 算法, soft margin AdaBoost, regularization 
Boosting, weighting decay method, BrownBoost 等众
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数的 AREL 算法.  
在 3.2 节中给出的 Gradient-boost AREL 循环的
第一步中定义:  
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 代替    1
N
t i
W i  进入下一步迭代.  
在本文算法中通过引入-不敏感损失函, 避免了
AREL 精确拟合每一个训练样本点, 从而降低了随机
因素对预测模型的影响, 提高 AREL 的泛化能力, 降
低过度拟合的风险.  
2.5  基于 AREL 的 weighted kNN 预报方法 
在前几节详细介绍了 AREL, 并分析了 AREL 的










例如: 当 AREL 经过 1t  次迭代后对原始时间序列
的 N 个训练样本拟合效果非常好, 即经过 1t  次迭
代后 , 在很多训练样本上满足误差要求 , 亦即





j j i j
j
W i a h W 


    . 此时根据(27)式计算
得到下一次迭代的时间序列中很多样本取值为零 , 
只有极少数的非零点. 如果在该次迭代中 AR 模型阶
次过小, 则根据(4)式计算 AR 模型的参数时, 得到的
模型参数接近于零, 根本无法形成对训练样本的有
效拟合, 此时 AREL 继续迭代不会降低损失函数. 而
如果 AR 模型阶次过大, 则根据(4)式计算 AR 模型的
参数时, 矩阵 TXX  有时会出现奇异, 这为模型的参
数的计算带来困难, 同时模型阶次较大也增加了过







重要信息, 准确的 AR 模型能够深刻、集中地表达动
态系统的客观规律. 定理 2 与定理 3 显示, 经过有限
次迭代后, AREL 学习得到的组合模型对原始时间序




态变化规律的 k 个时间序列片段, 以这 k 个时间序列
片段对待预测点作出预测. 具体算法描述如下. 
基于 AREL 的 weighted kNN 预报方法. 
输入: 待预测时间序列的长度 J, 近邻个数 k;  
输入:  0 1 1, , , NW x x x  , 置 0 0F  . 迭代次数
T  ; 令第  1j j J  个预测值的输出表示为  W j , 
置   0W j  , 1 j J  .  
调用: 使用-不敏感损失函数的 AREL 生成T 




 , 与T 个  t tAR p  自回归模型.  
For 1j   to J  
For 1t   to T   
1) 以  t tAR p  自回归系数作为权重, 以加权的欧拉
距离为标准选择  tp tN j W   的 k 个近邻. 其中加权的
欧拉距离定义为(29)式.  
2) 不 妨 设  tp tN j W   的 k 个 近 邻 近 邻 为
     
1 2
, , ,t t t
k
p p p
t t tl l lW W W
  
       . 置:  
        1 .t t k
W l W l
W j W j
k
    
   (28) 
3) 置       1 11 ,
N j t t k
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W l W l
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精度, 并且适用于非平稳时间序列.  






3  算例及其结果分析 
为了对本文所提出的算法进行验证, 在本节的
第 3.1 和 3.2 小节, 采用西北电网陕西省用电负荷数
据为例, 对本文所提出的算法进行了实例测试. 在算
例中使用了 8 d 的用电负荷数据共 768 个数据点, 每
15 min 一个采样点. 其中前 6 d 的用电负荷数据用作
训练数据, 然后使用本文提出的算法对后两天的用
电负荷进行预测 . 为了进一步验证基于 AREL 的
weighted kNN 预报法对非平稳时间序列的处理能力, 
在 3.3 小节, 使用我国某特大型钢铁企业共 11 d 的实
际用电数据对基于 AREL 的 weighted kNN 预报法进
行了测试. 大型钢铁企业用电负荷数据为每 5 min 一
个采样点, 算例中取其中前 10 d 共 2880 个用电负荷
数据点用来建立模型, 然后对第 11 d 的用电负荷进
行预测. 本文算例中模型阶次在 10~100 范围内采用




0.01%, 迭代次数选择为 50 次. 实验结果中损失函数
定义为  







T t t i t
i p t
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 为 AREL 经过T 次迭代后得到的
组合模型(其中AREL使用(27)式定义的-不敏感损失
函数). p 为  1t t T    次迭代中回归模型 大的模
型阶次, 之所以从第 1p  个样本开始计算, 是因为
算法中的参数采用近似 小二乘估计, 损失了 p 个样
本信息.  
随着迭代的进行 AREL 的损失 TL 变化如图 1 所
示. 图 1 给出了 AREL 损失随着迭代的进行而变化的
过程, 图 1 中显示 AREL 每一步迭代都在上一步的基
础上减小损失, 从实例上验证了定理 2 给出的结论.  
为了直观显示 AREL 的预测效果, 图 2 给出了
AREL 的预测结果与实际用电负荷的比较. 从图 2 中
可以看出, 随着预测长度的增加, 算法的预测效果有








图 1  AREL 算法中 TL 变化的过程 




图 2  AREL 的预测结果与实际用电负荷的比较 
以使用平均绝对百分误差对模型预测结果的优劣进
行判断. 如果用  testW i 表示第 i 个数据点预测结果











 为 AREL 得到的预测
模型对第 i 个数据点预测的结果, 则对长度为 N  的
时间序列预测结果的平均绝对百分误差定义为 
























  (31) 
此处使用平均绝对百分误差表示时间序列预测模型
预测结果的优劣. 下图 3 给出了 AREL 预测结果的平
均绝对百分误差随着迭代的进行而变化的过程.  
图 3 显示, 随着迭代的进行, TF  对未来的预测
效果也进一步得到了提高, 通过迭代, AREL 对单个
AR 模型的预测效果的提升非常明显. 结合图 1 中显
示的结果: 随着迭代的进行, AREL 对训练数据的损
失 TL   逐渐减小, AREL 得到的组合模型 TF  对训练
数据的拟合效果进一步提高, 可以说明通过 Boosting
技术可以对 AR 模型进行有效地提升.  
3.2  基于 AREL 的 weighted kNN 预报法预测结果 






尽管 3.1 节的测试结果表明, 采用 Boosting 技术可以
提升 AR 模型的性能 ,  使用-不敏感损失函数的 
 




损失函数的 AREL 预测效果不太理想, AREL 对模型
阶次的选择较为敏感. 为了降低AREL对模型阶次选
择的敏感性, 本文设计了基于AREL的weighted kNN
预报方法. 此处给出基于 AREL 的 weighted kNN 预
报方法对实际数据的一些测试结果. 基于 AREL 的
weighted kNN 预报法中近邻个数 k 置为 2.  
图 4 给出了基于 AREL 的 weighted kNN 预报法
TL 随着迭代的进行而发生变化的过程. 图 4 显示基
于 AREL 的 weighted kNN 预报法每一步迭代都在上
一步的基础上损失有所减小. 与图 1 显示结果比较, 
图 4 显示基于 AREL 的 weighted kNN 预报法的 TL 随
着迭代的进行下降速度相对较慢.  
图 5 显示了基于 AREL 的 weighted kNN 预报法
的预测结果与实际用电负荷的比较. 从图 5 中可以看
出, 基于 AREL 的 weighted kNN 预报法的预测结果
也可以很好的跟踪电力负荷的周期性与趋势性的变
化规律, 但是与 AREL 的预测结果相比较而言基于 
 
 
图 4  基于 AREL 的 weighted kNN 预报法 TL 变化的过程 








图 6 显示了基于 AREL 的 weighted kNN 预报法
预测结果平均绝对百分误差随着迭代的进行而变化
的过程. 从图 6 中可以看出, 基于 AREL 的 weighted 
kNN 预报法的预测结果随着迭代的进行, 平均绝对
百分误差逐渐减小. 因为随着迭代的进行AREL得到








的 weighted kNN 预报法也取得了较好的预测结果, 
但是与AREL预测结果相比较而言, 预测效果稍差一
点. 如基于 AREL 的 weighted kNN 预报法经过 50 次
迭代 小平均绝对百分误差为 2.19%, 而 AREL 小 
 
 
图 6  基于 AREL 的 weighted kNN 预报法平均绝对百分误
差随着迭代的进行而变化的过程 
平均绝对百分误差达到 2.10%.  
尽管在本文算例的参数设置下, 基于 AREL 的
weighted kNN 预报法与 AREL 预测结果相比较而言, 
预测效果稍差. 但是与 AREL 相比较而言基于 AREL
的 weighted kNN 预报法对算法的参数设置不敏感, 基
于 AREL 的 weighted kNN 预报法具有更高的稳定性. 
图 7 和 8 分别给出 AREL 与基于 AREL 的 weighted 
kNN预报法的模型阶次从 1~100变化时, 经过 30次迭
代后两种算法预测结果的平均绝对百分误差随 大模
型阶次的变化而发生变化的过程(图中当平均绝对百
分误差大于等于 1 时, 置平均绝对百分误差为 1).  
从图 7 与 8 的结果比较而言, 基于 AREL 的
weighted kNN 预报法随着 大模型阶次的变化预测
结果的平均绝对百分误差比较稳定, 基于 AREL 的
weighted kNN 预报法对模型阶次的设置不敏感, 因





图 7  AREL预测结果的平均绝对百分误差随 大模型阶次
的变化而变化的过程 
 
图 8  基于 AREL 的 weighted kNN 预报法预测结果的平均
绝对百分误差随 大模型阶次的变化而变化的过程 
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图 9 给出某大型钢铁企业某一天的用电负荷数据, 其
中每 5 min 一个数据点, 每天共 288 个数据点.  
图 9 显示出该大型钢铁企业用电具有大幅度冲
击性及其不稳定性特征, 这一天的平均用电负荷为
1076.3 MW, 大用电负荷为 1153.9 MW, 小用电




以该大型钢铁企业共 11 d 的实际用电数据为原始数
据, 该数据序列为每 5 min 一个采样点, 取其中的前
10 d 共 2880 点数据作为训练数据. 该数据前 20 个自
相关函数值如图 10 所示.  
从图 10 中可看出, 自相关函数不能快速衰减到
零, 该大型钢铁企业实际用电负荷时间序列非平稳.  
下面基于 AREL 的 weighted kNN 预报法对该钢铁企
业用电负荷进行预测. 算例中-置为训练数据中 大
用电负荷的 0.5%, 迭代次数选择为 15 次. 下图 11 给
出了基于 AREL 的 weighted kNN 预报法的损失( TL  )
与预测结果平均绝对百分误差随着迭代的进行而变
化的过程.  
从图 11 可以看出, 随着迭代的进行 TL 逐渐减 
 
图 9  大型钢铁企业用电负荷数据 
 
图 10  大型钢铁企业用电负荷数据自相关函数 
 
图 11  基于AREL的weighted kNN预报法  train ,T TL W F 
与预测结果平均绝对百分误差 
小,满足文中定理 2 给出的结论. 训练误差以指数速
度下降, 说明基于 AREL 的 weighted kNN 预报法是
一种有效的学习方法. 随着迭代的进行, 对一天 288
个点的预测结果平均绝对百分误差从 3.75%降低到
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1) 基于 AREL 的 weighted kNN 预报法的方法虽
然可以通过迭代对 AR 模型达到提升的效果, 但是当
时间序列训练样本受到较大的随机噪声影响时, 基
于 AREL 的 weighted kNN 预报法与传统的 Boosting







2) 与问题 1)相对应, 图 11 也说明大型钢铁企业
用电不规律, 可利用预测信息不稳定, 因而对大型钢
铁企业进行负荷预测非常困难. 这一现象也可以从
预测结果中看出. 如下图 12 给出了基于 AREL 的
weighted kNN 预报法对钢铁企业用电负荷 1 d 共 288 
个点的用电负荷预测的结果与实际用电负荷的比较.  
图 12 显示基于 AREL 的 weighted kNN 预报法可
以很好地跟踪钢铁企业负荷的变化趋势, 对绝大部
分数据点上(208 个数据点)的预测绝对误差小于 50 
MW. 但是钢铁企业用电负荷的随机突变形式, 造成
在突变点上预测精度不高, 约有 80 个数据点上预测
绝对误差大于 50 MW.  
图 12 结果说明了基于 AREL 的 weighted kNN 预
报法是一种有效的钢铁企业负荷预测方法, 但是钢
铁企业的随机的、大幅度冲击性用电负荷特征造成基





题, 本文对此不做进一步阐述.  
4  结论 
本文首先在集成学习理论的基础上, 提出了基
于 Boosting 梯度下降理论的 AREL. 这种建模方法不
依赖于操作者的经验和能力, 对问题不需要过多的 
 







高 AREL 对非平稳时间序列处理能力, 提出了基于
AREL的weighted kNN预报方法, 提高AREL对噪声






预报法对算法的参数设置不敏感 , 基于 AREL 的
weighted kNN 预报法具有更高的稳定性, 并且基于
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