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Abstrat
Based on empirial nanial time-series, we show that the "silene-breaking"
probability follows a super-universal power law: the probability of observing
a large movement is inversely proportional to the length of the ongoing low-
variability period. Suh a saling law has been previously predited theoreti-
ally [1℄, assuming that the length-distribution of the low-variability periods
follows a multisaling power law.
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1. Introdution
The power laws and saling behaviour are present in numerous aspets of
human soieties and in the nature. One of the rst promoters of the onept
of the power law was Vilfredo Pareto (f. [2℄), who studied the wealth dis-
tribution in dierent soieties. Further, Harvard linguistis professor George
Zipf, again a representative of soial sienes, observed that only few words in
English language are used very often, and most of the words are used rarely.
(f. [3℄). Nowadays, physiists are very used to the power-laws, whih, how-
ever, are sometimes somewhat ounter-intuitive. Indeed, the presene of a
power-law means that there are some representatives of a population, whih
are very dierent from the typial members of that population. For exam-
ple, as the result of a soial evolution, the wealth of a single individual an
qualitatively hange the wealth of a large ommunity. This is ompletely
dierent from the biologial evolution: e.g. the weight of a single living
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reature makes always only a tiny ontribution to the net biomass of the
orresponding (non-small) population.
The presene of a wide spetrum of power laws in nanes an be asribed
to the fat that soially interating humans form large omplex systems,
whih are haraterized by self-organized ritiality [4℄. This makes nanes
(alongside with the turbulene) a fruitful polygon for studying various as-
pets of sale-invariane. Indeed, various power-laws have been observed in
nanial time series sine 1960-es, by B. Mandelbrot (f. [5, 6℄ and referenes
therein). In 1999, Ausloos and Ivanova also reported the multifratality in
nanial time series (f. [7℄). Around 1990-ies, the studies of sale-invariane
in nanes beame more extensive, .f. [8, 9, 10, 11℄, eetively reating a
new branh of statistial physis  the eonophysis. A reent overview of
the progress in understanding the saling and its universality in nanes an
be found in Ref. [12℄. The aim of the urrent study is to ontribute to the
understanding of the origins of universality. Mathematially, our basi idea
is very simple, nearly trivial. However, when dealing with the soures of
universality, mathematially simple and robust models have better hanes
of desribing reality, than omplex and elaborate onstrutions; .f. the O-
am's razor.
The attempt to suessfully and systematially predit the diretion of
future movements of asset pries an be ompared to the attempts of invent-
ing the perpetum mobile. However, the attempt to haraterize and predit
the risk (or volatility) may oer signiantly better results and therefore the
volatility is one of the most-studied phenomena in Eonophysis.
One of the most hallenging features of the volatility dynamis are the
intermittently appearing extreme prie movements, whih are often aom-
panied by overall inrease of volatility over a ertain time window. Tradi-
tionally, suh a behaviour has been desribed by multifratal spetra. The
multifratal analysis is untoubtedly a powerful tool; however, due to the in-
volved mathematial methods, it is not well-suited for pratial appliations
of the predition and optimisation of risks. This observation motivated us to
introdue a omplementary method of the length-distribution analysis of the
low-variability periods [13, 14, 15℄. The low-variability periods are dened
as onsequent time periods, during whih the prie hanges of the observed
asset (as ompared to the loal average over a sliding window of width w)
remains under a pre-set threshold δ. The illustration of the method is shown
in Fig. 1. This method (with ertain modiations) was developed indepen-
dently within dierent ontexts, and put under extensive tests by several
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researh groups. So, the eets of the long-term memory and lustering of
extreme events in various time series (f. [16, 17, 18, 19, 26℄), are, in fat,
losely related to (and in a ertain sense overed by) the low-variability pe-
riod analysis. The same applies to the studies of the time intervals τ between
volatilities whih are above a threshold q [20, 21, 22, 23, 24, 25℄).
Our previous studies [15℄ and [1℄ have shown that
• nanial time-series are typially haraterized by multi-saling be-
haviour of the low-variability periods (power law an be observed for
a ertain range of the parameters δ and w, and the saling exponent
depends on these parameters);
• theoretially, a multi-fratal time-series follows also a multi-saling be-
haviour of the low-variability periods; the saling exponent an be ex-
pressed via the multifratal exponents;
• as ompared to the multifratal analysis, the analysis of the low-variability
periods is easier to implement, has higher resolution of time-sales, and
the results of the analysis an be interpreted more straightforwardly.
These ndings agree well with the above ited independent studies.
The market utuations have been also modelled as Lévy ights and on-
tinuum time random walks (CTRW); therefore it is also of interest to mention
that in the ase of unorrelated Lévy ights, there is no power-law for the
length-distribution of the low-variability periods: length-distribution deays
exponentially; the same applies to Gaussian time-series, e.g. (non)persistent
random walks. Meanwhile, in the ase of CTRW, there is a mono-saling
behaviour of the low-variability periods: the saling exponent does not de-
pend on the parameters δ and w, and is dened by the exponent of the
waiting-time distribution [27℄.
In addition to the above listed results, we have shown [1℄ that the very
presene of a power-law for the probability distribution funtion of the low-
variability segment lengths (even if observed for a narrow range of the param-
eters δ and w) bears interesting onsequene: the probability p of observing
a large movement (exeeding the threshold parameter δ) in the time series
during the next period of duration w, is inversely proportional to the length
of the on-going low-variability period (i.e. to the time elapsed sine the most
reent large movement; note that by denition, p < 1, and p = 1 would
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Figure 1: Variability ∆ of the DAX index and the respetive low-variability periods for 4
years (2003-2007), using w = 1 day (a) and w = 10 days (b). For a pre-xed threshold
level δ = 2σ (where σ is the standard deviation of the signal), low-variability intervals of
duration τi are formed as the intervals orresponding to suh graph segments, whih lay
entirely inside the gray area. The small graphs in top share the time axis with the bottom
graph, and illustrate the fragmentation of them into low-variability intervals by plotting
the interval index i versus time t.
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imply that for the given parameters, the next prie movement exeeds def-
initely the threshold δ). This super-universal saling law has been derived
independently by Bogahev, et al [18, 19℄. Here we repeat the derivation
briey.
First, we assume that the length of the periods is measured in the units
of the window length w. Then, the probability of a large movement during
the unit time is given by the ratio of (a) the number of those low-variability
periods, the length of whih is exatly n, Na = R(n) − R(n + 1), and (b)
the number of those low-variability periods, whih have length m ≥ n, Nb =
R(n). Here, R(n) denotes the umulative length-distribution funtion of the
low-variability periods with length equal to n [i.e. R(n) represents the number
of low-variability periods with length greater or equal to n time units℄. So,
we an express the probability of "silene-breaking" (i.e. the probability that
the next movement exeeding the threshold δ) as a funtion of the on-going
"silent" period n:
p(n) = [R(n)− R(n+ 1)]/R(n). (1)
If n is large, the dierene R(n)−R(n+1) an be alulated approximately
as −dR
dn
. Upon applying the power-law R(n) = R0n
−α(δ,w)
, we arrive at
Na ≈ αR0n
−α−1
and Nb ≈ R0n
−α
. Bearing in mind that p(n) = Na/Nb, the
nal result is written as
p(n) ≈ αn−1. (2)
Sine the saling exponent of this law is independent of the parameters δ and
w (as well as of the saling exponent α), it an be alled super-universal. The
equation (2) an be also denoted as the law of the silene-breaking probability,
beause it desribes the probability of a large movement after a longer silent
period (haraterized by small movements). Reently, similar appliation of
the risk measurement was proposed by Wang, et al [21℄.
As demonstrated above, the mathematis behind this super-universal law
is extremely simple. However, we do believe that the onsequenes of it are
profound, and it allows to shed light into the origin of universality in the
dynamis of market utuations. In fat, a very similar behaviour (with
a similar mathematial origin) has been deteted in the ontext of diret
avalanhes in self-organised ritial systems (.f. [28℄), and proven to be a
useful tool in understanding the universality in burst dynamis. These argu-
ments motivated us to put equation (2) under several tests, using both the
data of real market utuations, as well as the surrogate data. The aim is to
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larify, how well is the super-universal law followed by the real-world time-
series, for whih the saling laws are far from being perfet (and is for ertain
appliations better desribed, e.g., by strethed exponentials [16℄), and for
whih the nite-size eets an (possibly) mask the theoretial saling be-
haviour. In order to show the presene of the 1/n-law in relatively short
time-series (with unavoidably poor statistis of long low-variability periods),
an appropriate data analysis tehnique has been developed (see Setion 2.1)
2. Empirial tests
Further we proeed to test empirially the probability of the "silene-
breaking". As hanges in nanial markets are believed to obey power-laws
([29℄), we use several nanial time series (f. Table 1) in order to test the
equation (2). Some of these data are presented visually in Fig. 2. We also
test the equation (2) with artiially generated time series (i.e. surrogate
data with known properties, see Appendix), whih obey a power-law.
Table 1: The data used in empirial analysis (soure of all the data series is Bloomberg)
Abbr Desription Calendar Period # of trading days
SPX Standard & Poor's 500 Index 30/12/27 - 31/10/08 20305
DAX The German Stok Index 01/10/59 - 31/10/08 12326
NKY Nikkei 225 Stok Average 05/01/70 - 31/10/08 9588
MXEA The MSCI Europe, Australasia and Far
East Index
31/12/71 - 31/10/08 9610
CAC CAC-40 Index of Paris Bourse 09/07/87 - 31/10/08 5374
UKX FTSE 100 Index 03/01/84 - 31/10/08 6282
MXWO MSCI World Index 03/01/72 - 31/10/08 9610
INDU Dow Jones Industrial Average 03/01/1900 - 31/10/2008 27333
We analysed the daily returns of eight dierent indies of the world stok
exhanges (f. Table 1). Cumulative distributions R(n) for the S&P 500
index for various thresholds δ are shown in Fig. 3; the other indies follow
a similar behaviour. The values of δ were normalized to the standard devi-
ation, whih was alulated for the whole sample of every index. We found
that R(n) was in a good aordane with the power-law for a broad range of
thresholds δ (ranging from 3/4 to 4 standard deviations). For smaller thresh-
olds, inertial range of the linear part in the log-log plot was too short for a
meaningful saling analysis. On the other hand, greater values of δ produed
relatively small total number of low-variability intervals, insuient for the
further analysis (f. Table 2). Therefore, the optimal range for the threshold
6
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Figure 2: a) S&P 500 index; daily returns [measured in standard deviations℄ of S&P 500
(b), German Stok Index DAX (), and Nikkei 225 Index (d)
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level was found to be between 1 and 2 standard deviations (σ). Here we have
adopted the value δ = 2σ.
 1
 10
 100
 1000
 10000
 1  10  100  1000
R
(n)
n
1/4 of st.dev.
1/2 of st.dev.
3/4 of st.dev.
1 st.dev.
2 st.dev.
3 st.dev.
4 st.dev.
Figure 3: Cumulative distributions of low-variability periods R(m ≥ n) over the length n
for the S&P 500 time series, using dierent threshold levels
While the details of the funtional relationship α(δ, w) depend on the
spei features of the (non-Gaussian) statistis of the returns, generi trends
an be outlined as follows. Within the optimal range of the parameters,
larger values of the threshold δ lead to longer low-variability periods, and to
a derease of the overall number of the low-variability periods. The value
of α is the (modulus of the) slope of the straight part of the R(n) urve in
log-log graph (Fig. 3), whih typially dereases for suh a proess (i.e. with
inreasing δ). Similar arguments lead to the onlusion that larger values
of the sliding window width w lead to shorter low-variability intervals and
hene  to larger values of α.
The empirial tests of Eq. (2) were onduted as follows: (i) we ount the
number of low-variability periods R(n) with length equal to n; (ii) we alu-
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Table 2: Some harateristis of the distribution funtion R(n) for the S&P 500 index,
using dierent values of the threshold parameter δ and w = 1 day. N denotes the length
of the longest low-variability period.
δ, in stddev R(1) R(10) N
1/4 4145 2 10
1/2 4394 107 59
3/4 3491 294 105
1 2523 414 215
2 713 218 949
3 274 107 1609
4 124 58 3086
5 67 32 6382
late the probability p(n) = [R(n) − R(n + 1)]/R(n) and (iii) plot it against
n. In order to make the data presentation visually easier to understand, we
modify step (iii) by replaing p(n) with p(n)×n. Thus, should the equation
(2) hold, the plot of p(n)× n against n should yield a horizontal line.
2.1. Finite-size eets
Before proeeding to the results of the tests outlined above, it should be
noted that the probability of silene-breaking annot be expeted to hold for
all the values of n. We explain this laim in more details.
1. Let us reall that in order to derive the saling law (2), we approximated
R(n) − R(n + 1) with −dR
dn
; this is, however, legitimate only for large
values of n. Therefore, one an expet that the super-universal power law
(2) fails for small values of n. The surrogate data analysis onrms that
this is, indeed, the ase, see Fig. 4. Using numerially generated very
long data-series [whih orrespond to the distributions R(n) = R0n
−α
℄,
we have alulated the quantity p(n)×n, and plotted it against n; in a full
agreement with the theoretial expetations, it reahes asymptotially
(for n≫ 1) a plateau with a limit value p(n)× n→ α.
2. The analysis of the empirial data shows that R(n) is not a smoothly
dereasing funtion of n. Instead, for larger values of n, there are long
plateaus with a onstant value of R(n). Indeed, it is possible that for
many values of n, there is no low-variability periods with the given length
n. It is apparent that due to the niteness of the data series, the higher
values of n oer less statistis, i.e. the likelihood of observing a low-
variability period of a length, equal to a xed and very high value of n,
is very low. Consequently, if we apply Eq. (1) diretly to the empirial
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Figure 4: The quantity p(n) × n is alulated for very long surrogate data series, and
plotted against the length n; the results onrm the analytially predited asymptotis
p(n)× n = α for n≫ 1
data series, the resulting empirial probability estimates p˜(n) follow a
very singular behaviour: there are sharp peaks at those values of n,
whih happen to have a mathing low-variability period; between these
peaks, p˜(n) ≡ 0. Evidently, suh a simple-minded data analysis is not
suited for testing the saling law (2).
Perhaps the most straightforward solution here would be to average
the empirial probability estimates over a sliding window of a suitable
length. However, this is ertainly not the easiest and most elegant route,
beause it raises several tehnial issues (e.g. what is the best window
width; it should variable and inrease with n). Here, we have proeeded
as follows. First, we approximate the step-wise experimental distribution
law R(n) with a piee-wise linear funtion R˜(n). More speially, for
all these values of n (n = n1, n2, . . . nk) for whih R(n + 1) 6= R(n),
we dene R˜(n) = R(n); for all the other values of n we use a linear
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interpolation: for n ∈ (ni, ni+1), we dene
R˜(n) = R(ni)(ni+1 − n) +R(ni+1)(n− ni)/(ni+1 − ni). (3)
Then, we an apply Eq. (1) to the smoothed distribution funtion R˜(n).
3. Finally, even if we apply the smoothing proedure as desribed above,
for very large values of n (of the order of the length N of the longest
low-variability period), the statistial basis beomes so narrow that the
funtion p(n) = [R˜(n)− R˜(n+ 1)]/R˜(n) will utuate with a very large
amplitude. Apparently, the statistial utuations around the theoret-
ial power-law [Eq. (2)℄ grow with n; these utuations set an eetive
upper limit for the empirial saling range at nmax ≈ N .
Being guided by these onsiderations, we alulated the R(n)-funtions
for all the empirial data series, and applied the linearization proedure a-
ording to Eq. (3). The results for the S&P 500 are presented in Fig. 5;
the graphs for our other empirial data series behave similarly. Note that in
Fig. 5, we have limited the data to n ≤ N/4, due to the reasons disussed
in the previous pragraph. As predited theoretially, the grahps utuate
around a onstant value [for the parameters of Fig. 5, p(n)n ≈ 0.8℄.
3. Disussions: the onsequenes of the power-law
Using the nanial time-series, as well as artiially generated (surro-
gate) data series, we have shown that the "silene-breaking" probability fol-
lows, indeed, a super-universal power law: the probability of observing a
large movement is inversely proportional to the length of the ongoing low-
variability period. The usefulness of this result is not limited to the nanial
risk analysis, and helps to understand the origins of universality in the sal-
ing behaviour of omplex systems; it an be also used to build a hierarhial
risk predition sheme (for a spetrum of events of dierent amplitude).
On the one hand, our result approves the ommon human tendeny to
forget those extreme events, whih have happened a long time ago. Indeed,
we have shown that in any system produing a sale-invariant sequene of
events of dierent amplitude, the probability of observing a large event on
next day is inversely proportional to the time elapsed sine the last large
event. On the other hand, however, our nding does not void another uni-
versal property of power laws: sooner or later, there will be an event of an
even larger amplitude.
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Figure 5: The quantity p(n)× n is plotted for the S&P 500 index (δ = 2σ, α = 0.81) and
for the numerially generated time series (of a similar length and with the same value of
α) against the period length n. These results are in a good agreement with the theoretial
expetation: for n≫ 1, the graphs utuate around the asymptotial value p(n)×n→ α.
So, in the ase of stok markets, we an onlude that if we have not seen
a ten-perent-or-larger movement for the last 10 000 days, the probability of
suh a movement on next day an be estimated as 10−4. However, one should
not be driven to a delusion: due to the multi-saling nature of the stok
market movements, even a movement of 20% annot be negleted; Nassim
Niholas Taleb (f. [30℄) has ompared suh a delusion with the Russian
Roulette with a revolver ontaining 500 bullet-holes: the fat that nothing
has happened during the 100 rst liks on the trigger, does not make the
game harmless: the 101
st
lik an be lethal.
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A. Appendix
In order to test the equation (2), artiial data with know statistial
properties we generated as follows. To begin with, note that atual time-
series are not needed; instead, it sues to generate the sequene of the
durations τi (i = 1, 2, . . .) of the low-variability periods. Indeed, our aim is
to analyse the "silene-breaking" probability p(n) for a xed set of parameters
w and δ (without intention to repeat the test for the same time-series with
dierent parameter values).
So, the total number of low-variability intervals was xed to be L = 106 for
Fig. 4 and L = 103 for Fig. 5. Further, for every index i ∈ (0, L) the random
power-law-distributed distributed number τi was obtained. The values of τi
were interpreted as the lengths of low-variability periods. Finally, all the L
intervals were sorted aording to their length and umulative distribution
funtion R(n) was alulated.
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