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1 
A method is described for the inverse calibration of a manipulator or robot. Inverse 
calibration is defined to be finding the joint angles necessary to drive a robot to a 
desired endpoint location. The joint angles recommended by the robot controller's 
internal model will not, in general, drive the robot to the desired location because of 
inaccuracies in this model. Inverse calibration seeks to reduce the error. Unlike 
previous work in calibration, the method reported here does not require modeling 
any specific phenomena that may cause the error; hence it is not limited in accuracy 
by inability to identify all the error sources. The method consists of finding approx-
imation functions by which corrections are made to the encoder readings recom-
mended by the robot's internal model. These functions are found by measuring the 
error at discrete locations throughout a region of the robot's workspace and then 
least-squares fitting third order trivariate polynomials to the error samples. A for-
ward calibration (one which reports actual tool location from given encoder 
readings) based on the above method is also described. The inverse calibration is 
tested on a six DOF PUMA simulation. Results show that the endpoint location er-
ror can be reduced from an average of about 1.2 mm down to an average of about 
0.12 mm. 
I Introduction 
A. Statement of Problem. A robotic manipulator has a 
controller which contains a mathematical model of the 
manipulator. This model gives a relationship between the 
manipulator's encoder readings and its work tool location. 
However, the actual manipulator differs from the model con-
tained in the internal controller software. This difference is 
due to unmodeled phenomena in the actual manipulator such 
as axis misalignments, length offsets, or joint compliance. The 
model in the manipulator's software will be called the nominal 
model and the model of the actual manipulator will be called 
the actual model. Since the nominal model and actual models 
differ, the manipulator is unable to accurately position its 
worktool (Fig. 1). Robot calibration is defined to be the 
minimization of the worktool location error (the difference 
between the desired tool location and the actual tool location). 
Robot calibration may be divided into two problems: for-
ward calibration and inverse calibration. They are defined as 
follows. A location in a world coordinate frame will be 
represented by the vector R = (x,y,z,a,b,c) where x, y, and z 
are Cartesian coordinates, and a, b, and c can be any 
specification of orientation, e.g., Euler angles. A set of en-
coder readings will be represented by the vector E. The for-
ward calibration problem is - Given a set of encoder readings, 
E, what is the actual endpoint location, R? Recall that this ac-
tual location differs from the location recommended by the 
robot's controller. The inverse calibration problem is-Given 
a desired endpoint location, R, what encoder angles, E, should 
be applied to the manipulator? Again these encoder readings 
differ from those recommended by the controller. The for-
ward and inverse calibration problems are summarized in Fig. 
2. 
A limit on calibration is a manipulator's repeatability. 
Repeatability is the measure of a manipulator's ability to con-
sistently return to a given nominal location. The variation due 
to repeatability of the endpoint location is stochastic in 
nature. Although this sets a limit on calibration, most 
manipulators have excellent repeatability (e.g., the nominal 
repeatability for the PUMA 560 is ±0.1 mm [Unimation]). 
B. Previous Work. Much of the research in robot calibra-
tion has been devoted to the forward calibration problem. In 
references [Chen, Wang, and Yang; Hayati; Mooring and 
Tang] the relationship between the actual location and the en-
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coder angles (i.e., the actual model) is assumed to be a set of 
4x4 homogeneous coordinate transformations as described in 
[Paul]. The calibration procedure consists of comparing many 
sets of R's and their corresponding E's and varying the 
parameters of the 4 x 4 transformations until the actual model 
is approximated to within a specified tolerance. These 
references assume that the major discrepancies between the 
nominal and actual models are geometric (e.g., axis 
misalignments, length offsets, and encoder offsets). In 
reference [Whitney, Lozinski, and Rourke], it is shown that 
nongeometric errors (e.g., backlash, compliance, and gear 
transmission error) can signficantly contribute to endpoint er-
ror. Thus, the approximation of the actual model included 
both geometric and nongeometric parameters. Their calibra-
tion was performed on a PUMA 560 with successful results. 
Research in the inverse calibration problem is limited. 
Reference [Foulloy and Kelley] proposes multiplying the 
desired location vector by a compensation matrix. This linear 
transformation gives a different location vector which, when 
fed through the manipulator's internal inverse model, gives a 
set of encoder readings which drive the manipulator to the 
desired location. This method is primarily restricted by its 
assumption that the manipulator errors may be corrected by a 
linear function. Finally, references [Cannon and Schmitz; 
Sharon and Hardt; Taylor, Hollis, and Lavin] discuss cor-
recting the manipulator errors by endpoint position feedback. 
A disadvantage in such methods is their need for measurement 
systems which can obtain accurate endpoint position informa-
tion over the manipulator's entire workspace in real time. 
This paper presents a new method for inverse calibration. 
This method allows the manipulator to be used without end-
point position feedback, and is not restricted by the assump-
tion of a linear error model. A method for forward calibration 
which takes advantage of a successful inverse calibration is 
also presented. 
The following sub-section gives a general outline of the in-
verse calibration procedure. Section II describes a simulation 
of a three degree of freedom PUMA 560 and discusses the 
details of the inverse calibration procedure of this paper. Sec-
tion III then extends the inverse calibration to a six degree of 
freedom PUMA 560. Finally, a method for forward calibra-
tion is presented in Section IV. 
C. A Method for Inverse Calibration. A possible solution 
to the inverse calibration problem is to invert a successful ap-
proximation to the actual model that was obtained from a for-
ward calibration. However, obtaining such an inversion would 
be extremely difficult, if not impossible. No known inversions 
exist for typical manipulators that include observed effects 
like backlash, joint compliance, and gear harmonics. It is for 
this reason that an analytical, or model referenced, approach 
is not currently suitable for the inverse calibration problem. 
Since the inverse problem is so difficult analytically, we 
have approached it via a generic or "black box" technique 
(Fig. 3). The procedure is as follows: It is assumed that the 
robot contains an inverse model that is approximately correct. 
We augment this model with some approximation functions 
that are functions of the encoder angles recommended by the 
inverse model. The approximation functions yield corrections 
to the encoder recommendations to produce final commanded 
encoder readings. The approximation functions have no 
physical significance, but rather are frank curve fits to ob-
served errors between commanded and actual endpoint 
locations. 
While we could in principle approximate an entire six-
degree-of-freedom (DOF) robot this way, the resulting ap-
proximation functions would likely be quite complex. The 
method described below reduces the order of the functions by 
partitioning the calibration into two halves. First the three 
DOF between shoulder and wrist are calibrated. Then the 
three wrist DOF are calibrated. The two calibrations are join-
ed without approximation to create a six DOF calibration. 
D. Comments. Several comments are in order concerning 
this method and its accuracy. 
An inverse calibration differs fundamentally from a for-
ward one. A forward calibration is analytic in the sense that it 
is model-based and tells something about why the uncalibrated 
robot is inaccurate. That is, corrections are generated for 
specific physical attributes of the arm, such as link lengths and 
joint compliances. The result is a more accurate forward 
kinematic model. On the other hand, inverse calibration as 
performed in this paper is synthetic. It creates correctons to 
the instructions to move the arm in order to reach a desired 
point, but it is not model-based and provides no insight into 
the sources of error. As discussed above, it is not presently 
practical to use this information to create a "more accurate in-
verse kinematic model." 
Furthermore, a forward model cannot be used directly to do 
what an inverse model does, regardless of their accuracy. As is 
typical when applying an analytic method to a synthetic job, a 
forward model must be combined with an iteration technique 
in order to steer a robot to a desired point. These differences 
in scope and behavior make it difficult to compare the two 
types of calibration, such as by comparing their errors. 
The calibration procedure of Fig. 3 provides many advan-
tages. First, the method is not required to model all of the 
phenomena which significantly contribute to end point error. 
Failure to model an error source causes model-based methods 
to lose accuracy significantly. Second, this method does not 
try to model the inverse problem itself, but rather only the er-
ror between an existing, almost correct, inverse model and a 
nonexistent but ideal inverse model. The resulting correction 
functions are thus likely to be much smoother and flatter and 
thus of lower power and complexity. 
The accuracy of the final inverse calibration is subject to 
several conditions. First, systematic errors in the nominal for-
ward and inverse models can propagate into the inverse 
calibration. The adverse effect is smallest when the nominal 
inverse model's errors are random in some sense. Second, the 
calibration applies best only in the region of joint space where 
data were taken, upon which the coefficients of the approx-
imation functions were based. A new region of XYZ space, or 
a new arm configuration (elbow down instead of up) cor-
responds to a new region of joint space, requiring new coeffi-
cients. Although a three degree of freedom calibration can be 
done using approximation functions that depend on XYZ, the 
method this paper uses for six degree of freedom calibration 
requires that joint space be used. 
A favorable result of this method is that six DOF calibration 
is accomplished by joining two three DOF calibrations at the 
wrist. Thus the number of coefficients doubles rather than 
quadruples, and the power of the polynomials does not in-
crease at all. A limitation is that errors in the first three DOF 
part of the calibration step will limit the overall accuracy of 
the six DOF calibration. 
In practice, we found that we could calibrate successfully 
with one set of coefficients about a quarter of the robot's 
workspace, as indicated in Fig. 5. 
Finally, it should be noted that the method can be applied to 
almost any robot. The only restriction is that, once the first 
three DOF have been calibrated, the remaining error in tool 
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location must be expressible in terms of only the remaining 
three DOF. Otherwise, calibration itself will be iterative. 
II Inverse Calibration of a Three Degree of Freedom 
(DOF) Manipulator 
A. Simulation of Three DOF Calibration. To test the 
feasibility of the inverse calibration of Fig. 3, a three-degree-
of-freedom manipulator was simulated. The simulated 
manipulator's configuration was that of the PUMA 560 (Fig. 
4). It is assumed that the reader is familiar with 4x4 
homogeneous coordinate transformations which are described 
in detail in [Paul]. The following notation will be used: 
Trans (x,y,z) = Pure translation in a cartesian coordinate 
frame. 
x along x-axis, etc. 
Eul(«,Z>,c) = Euler sequence of pure rotations. 
a about z-axis, b about new .y-axis, c about new z-axis. 
Ty = Transformation from ith coordinate frame to the y'th 
frame. 
Roti(/?) = A pure rotation, p, about ith joint. This rotation 
will be about the z-axis of the rth frame. 
It was stated that a manipulator has a nominal model and 
Table 1 Parameters of nominal PUMA 560 Model 
TW1 = Trans ( 0.00, 0.00, 
T12 = Trans ( 0.00, 149.09, 
T23 = Trans (431.82, 0.00, 
T34 =Trans (433.05, -20.31, 
T45 = Trans ( 0.00, 0.00, 
T56 = Trans ( 56.24, 0.00, 
T6T = Trans ( 0.00, 0.00, 
0.00)*Eul( 0.0, 
0.00)*Eul (-PI/2, 
0.00)*Eul (-PI/2, 
0.00)*Eul (0.0, 
0.00)*Eul ( 0.0, 
0.00)*Eul ( 0.0, 
64.01) 
0.0, 
PI/2, 
0.0, 
PI/2, 
PI/2, 
PI/2, 
0.0) 
PI/2) 
0.0) 
0.0) 
0.0) 
PI/2) 
All translations in mm, rotations in radians 
W = World Reference Frame 
T = Tool Reference Frame 
T6T is the transformation of the work tool on the PUMA. 
Table 2 Geometric parameters of actual PUMA 560 Model 
TWl = Trans( 0.00, 
T12 =Trans( 0.00, 
T23 =Trans(431.49, 
T34 =Trans(433.57, 
T45 =Trans(-0.37, 
T56 =Trans( 55.82, 
T6T =Trans( 0.00, 
0.00, 
200.00, 
0.00, 
0.00, 
0.00, 
0.00, 
0.00, 
-0.00)*Eul( 
0.00)* Eul(-
-48.44)* Eul(-
0.00)* Eul( 
0.00)* Eul( 
0.00)* Eul(-
64.01) 
0.0000, 
-1.5708, 
-1.6491, 
0.0460, 
0.0014, 
-0.0142, 
0.0000, 
-1.5702, 
0.0006, 
1.5648, 
-1.5722, 
1.5719, 
0.0000) 
1.5710) 
0.0306) 
0.0004) 
0.0001) 
-0.0213) 
Pi 
Table 3 Nongeometric parameters of actual PUMA 560 model 
Gear Transmission Error 
P!=e! -1.0913E-4*sin(e1)-4.2742E-4*cos(e1) 
p2 = e2 + Gear Transmission Error 
+ Compliance Due to Link 2 
+ Compliance Due to Link 3 
+ Gear Backlash 
p2 = e2 + 3.4395E-4*sin(e2)-3.5620E-4*cos(e2)  + 3.4824E-4*cos(e2 + e3-PI/2) 
+ 0.0 
p3 = e3 + Gear Transmission Error  + Compliance Due to Link 3 
+ Gear Backlash 
p,=e3 - 2.7070E-4*sin(e3)-0.5844E-4*cos(e3)  + 2.3894E-4*cos(e2 + e3-PI/2) 
+ 0.9728E-4*sign(load) 
Pi = actual rotation; e; = encoder reading 
Compliance in joint 2 due to link 2 does not explicitly appear in the model since it is not linearly indepen-
dent of gear transmission error. 
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model, hence the need for calibration. The following is a 
description of the simulated nominal model and actual model. 
The nominal PUMA 560 model was found by the methods 
described in references [Bazerghi, Goldenberg, and Apkarian; 
Whitney and Shamma], In this method, a nominal model was 
created using 4x4 transformations. The parameters of these 
transformations were varied until the simulated nominal 
model's endpoint location/encoder reading relationship 
matched the relationship of the PUMA's controller to within 
0.15 mm. The simulated nominal PUMA model parameters 
are given in Table 1. Using these parameter values, the 
transformation from the world reference frame to the end-
point of the worktool is given by the following set of matrix 
multiplications: 
TWT = TWl*Rotl(pl)*T12*Rot2(p2)* 
T23*Rot3(p3)*T34*Rot4(p4)* 
T45*Rot5(p5)*T56*Rot6(p6)*T6T. 
Since the simulation was for a three-degree-of-freedom 
manipulator, joints 4, 5, and 6 were locked, i.e., p4, p5, and 
/?6 = 0 always. 
The simulated actual model differed from the nominal 
model in both geometric and nongeometric parameters. The 
geometric parameters for the simulated actual manipulator are 
given in Table 2. Using these parameters, the transformation 
from world coordinates to tool coordinates is the same except 
for the joint rotations. The effects of nongeometric errors is 
that the manipulator's joint rotations differ from the rotations 
indicated by the encoders. The nongeometric parameter values 
and their meanings are given in Table 3. The data in Tables 2 
and 3 were obtained from the real calibration of a PUMA 560 
described in [Whitney, Lozinski, and Rourke]. (Note: The for-
ward model of [Whitney, Lozinski, and Rourke] has been 
restructured so that the actual model's configuration could 
resemble the configuration of the nominal model in this paper. 
For this reason, although the new structure still fits the old 
data, parameter values in this paper do not match those of 
[Whitney, Lozinski, and Rourke].) 
This simulation is considered to be a good test of the poten-
tial of the calibration procedure of this paper because the ac-
tual model contains so many real error sources (compliance, 
backlash, gear form error, etc.) and represents the actual 
PUMA so well. 
B. Contents of Black Box. The black box used in the 
simulation (Fig. 3) contained two parts: 1) an inverse solution 
to the nominal model, and 2) a set of approximation functions 
to calculate the encoder corrections. 
The inverse solution to the nominal model was used to con-
vert the desired X into a set of encoder angles (Note: For a 
three DOF manipulator, a desired endpoint XYZ and orienta-
tion cannot be specified. For this reason, X denotes a desired 
XYZ only.) The reason for this conversion was so the approx-
imation functions could be functions of encoder angles rather 
than XYZ. It will be shown that this is necessary for the six 
DOF calibration of this paper. 
The approximation functions are the key to this calibration 
procedure. Given a set of encoder readings, they will produce 
a set of encoder corrections to shift the manipulator to the 
desired X. 
Our criteria for an approximation method were that it be 
continuous, be able to represent high order functions, and still 
be implementable in a noisy environment while remaining 
numerically well behaved. 
One of the approximation techniques considered was the 
Cerebellar Model Arithmetic Computer (CMAC) [Albus]. The 
CM AC is a trainable linear network pattern classifier. One can 
train it to respond to multiple sensor inputs and to interpolate 
responses at points in between the trained points. The plan 
was to use a measurement system to determine the 
manipulator's location at several training points and to have 
the CMAC learn corrections to feed the encoders to drive the 
arm to the interpolated points in between. Before the CMAC 
was used, simple cases were simulated. These simulations 
showed the CMAC is not suitable as an approximation device. 
It was discovered that the CMAC is a discrete linear inter-
polator. Discrete means that it will interpolate only at a fixed 
number of discrete points situated between the training points. 
The user may obtain continuously spaced interpolations be-
tween the CMAC's points by providing his own interpolation 
function. Linear means that the CMAC can interpolate a 
plane or hyperplane without error as long as enough properly 
located training points are provided. Higher order surfaces are 
approximated by faceted functions and thus are in error at in-
terpolation points as well as between them. 
These simulations would not have even been attempted had 
it not been discovered that it is possible to teach the CMAC 
without recourse to the trial and error procedure described by 
Albus. Teaching the CMAC involves determining a set of 
weighting coefficients with the property that 
n 
Yi
sU
wi=PjJ=
1> • • • ,m 
i=l 
to as good approximation as possible. Here, the w's are the 
weights, the s's are sensor readings, and thep's are the desired 
response of the CMAC, given the s's. If n>m this problem 
can be solved, without recourse to successive approximations, 
by use of linear algebra and pseudo-inverses. 
The pseudo-inverse method greatly sped up the CMAC 
simulations. However, it did not prevent the CMAC from be-
ing rejected in favor of other approximation methods. A com-
plete description and evaluation of the CMAC can be found in 
[Shamma]. 
After several alternative approximation methods were con-
sidered, multivariable polynomials were chosen. This tech-
nique provides several advantages. First, the polynomials were 
created to be mutually orthonormal so that the calculation of 
the coefficients was easy. Second, the data points were scat-
tered over the manipulator's workspace in a manner which 
minimizes the maximum error over the entire range of the 
simulation. This method of selecting data points is called 
Tchebychev spacing [Burden, Faires, and Reynolds]. 
C. Three DOF Calibration and Its Performance. The 
calibration procedure for the three DOF manipulator is sum-
marized as follows: 
1) Define a region of the robot's workspace and generate a 
set of training points via Tchebychev spacing. 
2) Construct a set of orthonormal polynomials with the 
encoder angles as the independent variables. 
3) At these points, find the corrections to the encoder 
values given by the PUMA's inverse model which will drive 
the manipulator to the desired X's. 
4) Solve for the coefficients which give the polynomials 
the best fit to the data. There will be three such sets of coeffi-
cients, one set for each joint. 
Step 3 of this procedure requires that one find a set of encoder 
angles —other than those obtained from the inverse to the 
nominal model-which drive the manipulator to a desired 
location. To do this would require manually perturbing the 
joints individually until the manipulator's endpoint is in the 
training point location. To avoid such a task, the following 
procedure is performed to obtain the data: 
3a) Send the manipulator to X. Its encoders read E. The 
actual location is measured to be X'. 
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3b) Send the manipulator to X'. Its encoders read E'. The 
actual location is not measured. 
3c) For a desired X', the encoder correction needed to 
drive the manipulator to X' is (E-E'). Alternatively, when 
the encoders read E', a correction (E-E') should be applied 
to the joints so the actual location matches the desired loca-
tion; that is, so that the manipulator will really be at X'. 
Although the resulting data points differ from the data 
points generated by Tchebychev spacing, 1) they are close 
(within the original accuracy of the manipulator), and 2) the 
required encoder corrections are found directly. Thus step 3) 
of the calibration procedure should be rephrased to read "At 
nearby points find ..." 
This procedure was performed on the simulated PUMA. 
Sixty-four data points were generated. The polynomials were 
third order trivariate, thus there were twenty terms in each 
polynomial. The data points were generated over approx-
imately 1/4 of the manipulator's workspace. Tchebychev 
spacing was performed in R0Z cylindrical coordinates with 
four points along each axis (4**3 = 64). The ranges were 
300<i?<860mm 
O<0<7r/2rad 
-500<Z<500mm. 
The calibration region and data points are shown in Fig. 5. 
Before calibration, the actual model location and nominal 
model location differed at the data points by an average of 1.6 
mm (standard deviation = 0.51 mm, maximum dif-
ference =2.5 mm). After calibration, the actual model and 
nominal model differed by an average of 0.12 mm (s.d. = 0.06 
mm, max. = 0.3 mm). The calibration was also tested at fifty 
randomly selected points in the calibrated region. Again, the 
average endpoint location error was 0.12 mm (s.d. =0.05 mm, 
max. =0.3 mm). 
Ill Inverse Calibration of a Six-Degree-of-Freedom 
Robot 
Thus far, it has been shown that the inverse calibration of a 
three DOF manipulator can be achieved by using polynomial 
functions of encoder angles to recommend encoder correc-
tions which drive the actual manipulator to the desired X. The 
next step is to extend the inverse calibration to a six DOF 
manipulator. 
Before discussing a six DOF calibration, it is necessary to 
stress the differences between a desired location Rd, a nominal 
location R„, and an actual location R„. As their names imply, 
R„ and Ra are the locations given by the nominal and actual 
models, respectively. Before calibration, when the 
manipulator is sent to a desired location, it sets its encoders so 
that R„ =Rd, but Ra^Rd. After calibration, the manipulator 
shifts its joints so that Rfl = Rd. Note that although Ra =Rd,  the manipulator nominal model no longer predicts that its 
endpoint is in the desired location (i.e., R„ ?^Rd). The fact that 
the desired location and the nominal location differ, even after 
calibration, is important in the six DOF calibration of this 
paper. 
In any calibration procedure, it is necessary to measure the 
endpoint location. For a three DOF manipulator, this is an 
XYZ measurement. For a six DOF manipulator, this is an 
XYZ measurement and an orientation measurement. In this 
paper, however, since measurement systems of orientation 
over a manipulator's entire workspace were not readily 
available, the calibration was for XYZ position only. 
Therefore, although R will refer to XYZ and orientation, only 
the error in XYZ will be corrected. 
A. Method for Six-Degree-of-Freedom Calibration. The 
calibration of a six DOF manipulator cannot be a simple ex-
tension of the three DOF calibration. The reason is that to 
construct polynomials of six variables of sufficient order 
would involve too many terms. The polynomials used in the 
three DOF calibration (third order, trivariate) had only 20 
terms. To make the polynomial approximation sufficiently 
over-determined, there were 64 data points. Third order 
polynomials of 6 variables would have 84 terms, thus requir-
ing an impractical number of data points. How then can one 
perform a six DOF calibration with polynomials of three 
variables? One method could be to split the calibration into 
two three DOF calibrations. The first part would follow the 
method outlined in Section II and would be performed on the 
first three joints with the last three locked. However, the sec-
ond calibration cannot follow this procedure. The reason is 
that the procedure calls for encoder corrections to the joints to 
achieve the desired X (Fig. 3). In the first three DOF calibra-
tion, one can maneuver the PUMA to any X by varying the 
first three joints only. In the calibration of the wrist, the first 
three joints will be locked. Thus, the only points the PUMA 
can reach by varying the last three joints will lie on a spherical 
shell around the wrist. In general, one cannot drive the PUMA 
to the desired X from the actual location by varying the wrist 
joints only. 
Assuming that a three DOF calibration has been performed 
on the PUMA, the question is then: How can one design a six 
DOF calibration procedure that takes advantage of an existing 
three DOF calibration? As long as the wrist is locked, the 
PUMA is calibrated. As soon as the wrist's angles are 
nonzero, the actual manipulator is no longer in the desired 
position. For demonstration purposes, suppose the only error 
in a four DOF manipulator was that the actual wrist length 
was longer than the nominal length. A three DOF calibration 
could be performed to compensate for this error as long as the 
wrist is locked. As the wrist joint rotates, the actual and 
desired endpoint locations differ. In world coordinates, this 
difference depends on the wrist angle and the desired location. 
However, in the coordinates of the desired location, the actual 
location depends only on the wrist angle. This is shown in Fig. 
6. 
Two situations are shown in Fig. 6(a). The manipulator is 
sent to two different desired locations, one of which it can 
reach with no wrist rotation (WR = 0). Since the actual wrist 
length is longer than the nominal length, the actual location 
differs from the desired location. A calibration has been per-
formed on the manipulator with a zero wrist rotation. 
Therefore, when the corrections are applied, the first three 
joints shift so that the actual location is in the desired location 
if there is no wrist rotation (Fig. 6(b)). The magnitudes of 
these shifts depend only on the values of the first three en-
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To Zero Orientation. Nominal 
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FIGURE 6a'. Same 
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9 = Joint 4 
Figure 6b'. Same as Figure 6b but with 
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Fig. 6 XVZ error at tool endpoint depends on wrist rotation if error is 
measured in world coordinates, but it is independent of wrist rotation if 
measured in tool coordinates. Compare 6B and 6B'. 
FIGURE 7a. Nominal, Actual, 
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Polynomial Corrections, lor Wrist 
Equal (right) and Not Equal (lelt) 
To Zero Orientation. Nominal Location 
= Desired Location, but Actual 
Location is Wrong. , 
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SHIFT 
Figure 7c. Construct 
Transform tor New 
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Nominal Link 4. No 
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for WR = 0. 
DIRECTION AND AfioUNT 
OR 3 DOF POLYNOMIAL 
SHIFT  Figure 7d. Send Arm to 
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Nominal = Desired, as 
Before, but Actual is 
Wrong. 
FIGURE 7b. Alter Polynomial Shift. 
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for WR = 0, But Not tor WR 4 0 
igure 7e. Apply 
Polynomial Correction. 
This Puts Actual onto 
Desired. 
Notes: WR = Wrist Rotation, x = Desired Location. O = Nominal Location. D = Actual Location 
a = Joint 4 
Fig. 7 Using a fictitious final link to accomplish the second half of the 
6 DOF calibration 
coders; that is, the shifts are the same for nonzero wrist rota-
tions. In the coordinates of the desired location, the error vec-
tor of Fig. 6(b) depends only on the wrist rocation. In world 
coordinates, this error depends on both the desired location 
and the wrist rotation. This can be seen in Figs. 6(a)' and 
6(b)'. In these figures, the scenarios for Figs. 6(a) and 6(b) are 
reproduoced but for different desired locations. This is the key 
to a six DOF calibration. 
The method consists of giving the nominal model an end-
point tool transformation which not only reflects the shape of 
the worktool but also pulls any errors caused by rotating the 
wrist angles to nonzero values. Thus the tool transformation is 
the nominal transformation followed by a compensation 
transformation which is a function of the wrist angles. In the 
four DOF calibration, this would mean applying a tool 
transformation which is longer than the actual tool. The 
magnitude and direction of this compensation would vary 
with the wrist angle, and would be zero when the wrist rota-
tion is zero. With this tool compensation, the nominal 
manipulator no longer believes it is at the desired X and will 
adjust its joints accordingly. Finally, applying the polynomial 
recommended encoder corrections to the first three joints 
results in the actual manipulator in the desired X. 
The procedure for using a calibrated six DOF manipulator 
is as follows (Figs. l(a-c) show both WR = 0 and WR^O): 
1) Send the manipulator to a desired R. The actual loca-
tion is not R (Fig. 7(a)). 
2) Apply the encoder corrections recommended by the 
polynomials. If the wrist rotations were zero, the manipulator 
would now be in the desired X of R (Fig. 1(b)). 
3) In fact, the manipulator is not in the desired X. In 
world coordinates, the difference depends on both the wrist 
angles and the desired X. In tool coordinates, the difference 
depends only on the wrist angles. Thus, apply a compensation 
tool transformation to the existing tool transformation which 
translates from the desired X to the actual X, i.e., the error 
vector (Fig. 7(c)). 
4) Once again send the manipulator to the desired R. The 
manipulator is now in a position for the polynomial correc-
tions to shift the actual location to the desired location (Fig. 
1(d)). 
5) Apply polynomial corrections. The actual X is now in 
the desired X of R (Fig. 1(e)). 
Step three of this procedure requires that one has a func-
tional relationship between the compensation tool transforma-
tion and the wrist angles. Again, polynomials are used to ap-
proximate this relationship. 
B. Performance of Six-Degree-of-Freedom Calibration. 
To test the feasibility of the six DOF calibration, a six DOF 
PUMA was simulated. The six DOF nominal and actual 
models were the same models as for the three DOF PUMA, 
but were modified to allow rotations of joints 4, 5, and 6. It 
was assumed that nongeometric errors of the wrist joints (4, 5, 
and 6) do not significantly contribute to endpoint location er-
ror; thus, they do not appear in the simulation. 
The six DOF calibration procedure was carried out on the 
simulated PUMA with slight modification. In gathering the 
data for the polynomial approximations of the compensation 
transformations, it was noted that if one were given the com-
pensation translations for a certain value of the joint 6 en-
coder (e.g., zero joint 6 rotation), one could analytically find 
the translations for other values of the joint 6 encoder. With 
this modification, the wrist polynomials were functions of on-
ly 2 variables (joint encoders 4 and 5), and the data were taken 
with the joint 6 rotation as zero. When the compensation 
transformation was needed for nonzero values of joint 6 rota-
tion, it was found using a geometric transformation 
[Shamma]. 
The calibration procedure for the six DOF PUMA was 
simulated over the same range as the three DOF PUMA 
calibration. The calibration of the wrist was done using 36 
data points formed by Tchebychev spacing of six points 
(6**2 = 36) along the joint 4 and 5 ranges: - PI/2 <p4< PI/2; 
0<p5<Pl/2. The calibration was tested over 50 randomly 
chosen positions and orientations. As long as the magnitude 
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average X positioning error was reduced from 1.5 mm 
(s.d. = 0.44 mm, max. =2.5 mm) to 0.25 mm (s.d. 0.10 mm, 
max. = 0.45 mm). For compensation translations of greater 
than 1.5 mm (this was the case in four of the fifty test loca-
tions), the average error was 0.72 mm after calibration. The 
cause of this increase in error was that, for large compensation 
translations, the wrist angles obtained in sending the 
manipulator back to the desired R (step 4 of Section III A) 
caused significantly different compensation translations than 
those previously calculated. In these four cases, it was 
necessary to recalculate the compensation translations for the 
new wrist angles, after which the final error was reduced to 
less than 0.5 mm. 
IV A Method for Forward Calibration 
A desirable forward calibration to accompany the inverse 
calibration of this paper would be one which also does not at-
tempt to model the manipulator errors but only attempts to 
correct them. The next sections describe forward calibration 
methods which take advantage of the successful inverse 
calibration. 
A. Forward Calibration of the Three DOF Manipulator. 
It was stated that since the actual and nominal manipulator 
models are different, the actual work tool location differs 
from the desired work tool location. However, an inspection 
of Tables 1 and 2 indicates that these differences, although 
significant, are small. This means that for small motions, the 
displacements (not absolute positions in world coordinates) of 
the nominal model work tool and actual model work tool are 
approximately equal. In the three DOF calibration, a correc-
tion is applied to the first three joints which moves the work 
tool of the actual manipulator from Xa to X„ where X„ is the 
nominal location and X0 is the actual location. Define X„' to 
be the point to which the nominal manipulator moves, starting 
from X„, if these same encoder corrections are applied to it. 
Since the corrections are small (less than 0.01 radian), a good 
approximation of X„ — X„ is X„' - X„. Since 
Z 
i 
it follows that 
x„—x„ + [x„—x„ 
x„—x„ + (x„ x„ 
Since the nominal model of the manipulator can be found, this 
gives a method for forward calibration which takes advantage 
of a successful inverse calibration. 
B. Forward Calibration of the Six DOF Manipulator. 
The forward calibration procedure for the six DOF 
manipulator follows the three DOF procedure with an addi-
tional step which accounts for wrist rotations. Recall that in 
the six DOF inverse calibration, a translation is found which, 
in tool coordinates, gives the difference between the actual 
position and desired position of the manipulator's work tool 
after the polynomial encoder corrections have been applied to 
the first three joints (Fig. 7(b)). The actual position before the 
polynomial corrections have been applied can now be found 
using the method of the three DOF forward calibration: 
1) For a nominal position X„, the actual position is X„ (Fig. 
8(a)). 
2) Apply the compensation translation to the nominal 
manipulator. The manipulator has not moved, but the new 
nominal position is X„, where Xn/ = the nominal position 
after the tool translation (Fig. 8(b)). 
3) From Fig. 8(c). 
Xa — X„_r + (X„,— X„_,') 
WORLD 
'COORDINATES 
-*» y 
Fig. 8(a) 
Fig. 8(6) 
DIRECTION OF 
POLYNOMIAL 
SHIFTS 
where 
Xa = actual position 
Fig. 8(c) 
Fig. 8 Forward calibration of six DOF manipulator 
X„it = nominal X after the tool compensation translation 
X„,' = Nominal X after tool compensation and polynomial 
corrections. 
This procedure was tested on the six DOF simulation. The 
results were that the forward calibration was as accurate as the 
inverse calibration. According to the statement of the forward 
calibration problem, for the encoder set E, the actual location 
was estimated to better than 0.5 mm. 
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A method for the inverse and forward calibration of the 
PUMA 560 manipulator has been presented. Unlike most 
previous work in robot calibration, it does not attempt to 
model the specific phenomena which cause endpoint location 
error; thus, it is not limited by inability to find all of these 
phenomena. Also, this method is not restricted to the PUMA 
560. It may be extended to any manipulator which can be 
divided into a global XYZ manipulator (e.g., the three DOF 
PUMA) and a local orientation manipulator (e.g., the 
PUMA's wrist). 
Although no assumptions are made about the causes of end-
point error, certain assumptions are made about their net ef-
fects. The primary assumptions are that the net endpoint error 
is small and that it does not fluctuate beyond the approxima-
tion capabilities of the polynomials. Since polynomial approx-
imations are not global approximations, the calibration is also 
limited by the range over which the polynomials can accurate-
ly approximate the errors. For example, the calibration of the 
six DOF simulation was limited to one quadrant of the 
manipulator's workspace and certain ranges of the wrist 
angles. It was also limited to a single configuration of the arm. 
A calibration over the entire work volume of the manipulator 
would require individual calibration of the four quadrants and 
different configurations, at the expense of effort and storage 
of more polynomial coefficients. Alternatively, the range 
and/or fluctuation capabilities may be increased by including 
higher order terms in the polynomials at the cost of more data 
points needed for a sufficiently over-determined polynomial 
approximation. 
Regarding future work in calibration, a primary require-
ment is the development of a suitable measurement system for 
both position and orientation. With a suitable measurement 
system, the calibration procedure of this paper could be ex-
tended to include orientation. A possible method for this ex-
tension is to make the tool compensations consist of both 
translations and rotations. Another possible extension is to in-
clude the effects of a payload on the manipulator. This could 
be accomplished by calibrating the manipulator with both no 
payload and maximum payload. For any loads in between, a 
linear interpolation would be sufficient. 
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