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はじめに 
 最近ではハードおよびソフトウェアの進歩により， 
Landau-Lifshitz-Gilbert (LLG)方程式を解くマイクロ
マグネティックシミュレーションにより記録ヘッド
の磁界分布を求め得るようになってきた．しかし，
記録ヘッドの大規模解析は計算時間が問題である．
これまでに我々はFFT法と高速なFFTライブラリの
導入，さらにクラスタシステムによる並列処理によ
り，計算の高速化を図ってきた 1,2)．ここでは，マル
チコア CPU を搭載したメモリ共有システムでの並
列処理と反磁界計算アルゴリズムの改良による高速
化を試みたので報告する． 
計算モデルと計算環境 
 計算には Fig. 1に示すモデルを一辺が 5 nmの立方
体 10,690,560 個（ヘッド領域:8,537,600 個，SUL 領
域:2,152,960 個）に分割したものを用いた．計算環境
は，クアッドコア Intel Xeon E5420（2.5 GHz）×2（8
コア），RAM 16 GB，OS は RetHad Enterprise Linux 5.2，
コンパイラは Intel Fortran 10.1 である．また，FFT
計算ライブラリとして Intel Math Kernel Library 10.0
を用いた． 
高速化と効果 
 今回、高速化に使用したプログラムを Table 1 に示
す．これまでクラスタシステムで用いていたプログ
ラムから MPI を取り除いたものを初期プログラム
(Program 1)とし，OpenMP3)と自動並列化による処理
の並列化(Program 2)，ヘッド領域の反磁界計算アル
ゴリズムの“2D-FFT+直接法”から“3D-FFT 法”へ
の変更 (Program 3)，FFT データの対称性を利用した
FFT 回数の削減 (Program 4)の手順で高速化を行っ
た．計算速度の比較を Fig. 2 に示す．計算速度の評
価には 1 タイムステップの計算にかかる時間を用い
た．今回の高速化により，初期プログラムの 22 倍の
計算速度を実現した．蛇足ながら，これはクラスタ
システム 1,2)の 5.7 倍の計算速度である． 
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Fig. 1  SPT head model. 
 
Table 1  Descriptions of programs used. 
 
 
 
Fig. 2  Comparison of calculation times. 
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Program 4 Reduced FFT procedure
