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Abstract—This paper investigates the impact of Kron reduction
on the performance of numerical methods applied to the analysis
of unbalanced polyphase power systems. Specifically, this paper
focuses on power-flow study, state estimation, and voltage stability
assessment. For these applications, the standard Newton-Raphson
method, linear weighted-least-squares regression, and homotopy
continuation method are used, respectively. The performance of
the said numerical methods is assessed in a series of simulations,
in which the zero-injection nodes of a test system are successively
eliminated through Kron reduction.
Index Terms—Kron reduction, polyphase power systems,
power-flow study, state estimation, voltage stability assessment
I. INTRODUCTION
Any application in power system analysis, including Power-
Flow Study (PFS), State Estimation (SE), and Voltage Stability
Assessment (VSA), inherently relies on equivalent circuits of
the power system components. Usually, power grids consist of
exactly linear components (e.g., lines) or approximately linear
components (e.g., transformers), which can be represented
by linear equivalent circuits (e.g., by admittance parameters).
Other components, such as generators or loads, do have to be
represented by nonlinear equivalent circuits (e.g., to account
for power control). Thus, the power system model is described
by a system of both linear and nonlinear equations, which can
be solved using numerical methods.
Evidently, the computational burden of the aforementioned
numerical methods scales with the number of unknowns (i.e.,
phasors of nodal voltages and/or branch currents). Therefore,
model reduction techniques are often employed. In particular,
Kron reduction (KR) is commonly used [1,2]. Fundamentally,
KR eliminates nodes with zero current injection from the grid,
thereby reducing the number of linear equations (i.e., the order
of the admittance matrix). Recently, the authors of this paper
performed a rigorous analysis of the feasibility of KR for
monophase and polyphase power grids [3,4]. In line with the
said analysis, this paper assesses the impact of KR on the
performance of state-of-the-art numerical methods applied to
the analysis of polyphase power systems. To be more precise,
PFS, SE, and VSA are considered.
The rest of the paper is organized as follows. First, a review
of the literature is presented (Sec. II), and the system model is
described (Sec. III). Then, the utilized numerical methods are
discussed (Sec. IV), and their performance is assessed (Sec. V).
Finally, the conclusions are drawn (Sec. VI).
II. LITERATURE REVIEW
A. Power-Flow Study
In PFS, the use of positive-sequence equivalent circuits is
common [5]. An overview of numerical methods for solving
the Power-Flow Equations (PFEs) is provided in [6]. Notably,
fixed-point techniques, like the Gauss-Seidel and Newton-
Raphson method (GSM/NRM) [7], or the conjugate-gradient
and steepest-descent method [8], are popular.
Naturally, PFS can also be performed for equivalent circuits
of polyphase power systems [9]. Indeed, the treatment of the
polyphase case is similar to the monophase case. For instance,
the PFEs can be written in fixed-point form [10], and be solved
using the GSM [11] or NRM [12]. Another method [13], which
is notably implemented in EMTP-RV, is based on the so-called
modified augmented nodal analysis (a.k.a. MANA).
B. State Estimation
Here, the estimation of the steady state (i.e., phasors of nodal
voltages and/or branch currents) is considered.
SE typically uses positive-sequence equivalent circuits, too.
A survey of methods is presented in [14]. Notably, nonlinear or
linear Weighted-Least-Squares Regression (WLSR) [15]–[17]
and the Kalman Filter (KF) [18] are popular. These methods
have also been applied polyphase power systems [19,20].
C. Voltage Stability Assessment
The term voltage stability refers to a variety of phenomena,
ranging from the transient to steady-state timescale [21]. Here,
steady-state voltage stability, which is related to the solvability
of the PFEs, is considered.
Classical VSA also works with positive-sequence equivalent
circuits. Continuation Methods (CMs) (e.g., [22]–[24]), a.k.a.
Continuation Power Flow (CPF), determine a critical operating
point by producing a continuum of PFE solutions. The stability
margin can be obtained by solving a nonlinear program [25].
Alternatively, the solvability of the PFEs can be assessed using
Voltage Stability Indices (VSIs), like the singular values [26],
eigenvalues [27], or determinant [28] of the Jacobian matrix.
Notably, CPF methods [29] and VSIs [30] have been applied
to polyphase power systems.
D. Contribution of this Paper
This paper investigates the impact of KR on the performance
of state-of-the-art numerical methods for PFS, SE, and VSA,
which are applied to the analysis of unbalanced polyphase
power systems. More precisely, the standard NRM is used for
PFS, linear WLSR for SE, and the homotopy CM for VSA.
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n ∈ N
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× (further branches)
VnIn
Fig. 1. Definition of the compound branch impedance matrices Z` (` ∈ L),
compound shunt admittance matrices Yt (t ∈ T ), nodal phase-to-ground
voltage vectors Vn, and injected current vectors In (n ∈ N ).
III. SYSTEM MODEL
This section is a summary of the models discussed in [4,30].
Unless stated otherwise, quantities are expressed in per unit.
A. Electrical Grid
Consider a generic polyphase power grid, which is equipped
with a neutral conductor. The system is wired as follows:
Hypothesis 1. The neutral conductor is effectively grounded
(i.e., the neutral-to-ground voltage is zero), and it is connected
to the reference points of all voltage or current sources.
That is, the phase-to-neutral voltages are effectively referenced
w.r.t. the ground, and fully describe the system.
The ground node is denoted by G, and the polyphase nodes,
each of which has a complete set of phase terminals P , by N .
The equivalent circuit of the grid is composed of polyphase
branches L ⊆ N×N and polyphase shunts T = N×G, which
are characterized by compound branch impedance matrices Z`
(` ∈ L) and compound shunt admittance matrices Yt (t ∈ T ),
respectively (see Fig. 1). It is supposed that
Hypothesis 2. The compound electrical parameters satisfy
∀Z` : Z` = Z>` , ∃Y` = Z−1` , <{Z`}  0 (1)
if Yt 6= 0 : Yt = Y>t , ∃Zt = Y−1t , <{Yt}  0 (2)
The topology is described by the branch graph B := (N ,L)
and the shunt graph S := (N ∪ G, T ).
Let Vn,p and In,p the phasors of the phase-to-ground voltage
and injected current in phase p of node n, respectively. Define
corresponding vectors for the nodes (see Fig. 1) and the grid
Vn := colp∈P
(
Vn,p
)
, V := coln∈N (Vn) (3)
In := colp∈P
(
In,p
)
, I := coln∈N (In) (4)
Further, let AB be the (edge-to-vertex) incidence matrix of B.
As this matrix is uniquely defined irrespective of the topology,
the proposed model applies to both radial and meshed grids.
The primitive compound admittance matrices YL and YT , and
the polyphase incidence matrix APB are defined as
YL := diag`∈L (Y`) , YT := diagt∈T (Yt) (5)
APB := AB ⊗ diag
(
1|P|
)
(6)
where ⊗ is the Kronecker product, and 1|P| is a column vector
of ones with length |P|. The compound admittance matrix Y,
which establishes the relation I = YV, is given by
Y = (APB)
>YLA
P
B + YT (7)
Accordingly, the injected powers S(V) are given by
S(V) := V ◦ (YV)∗ (8)
where ◦ is the Hadamard product and ∗ the complex conjugate.
Let A and B be nonempty disjoint subsets of N . Moreover,
let IA, VB, and YA×B be the associated blocks of I, V, and
Y, respectively. It holds that (for proof, see [4]):
Lemma 1 (Kron Reduction). Let Z ( N , Z 6= ∅ s.t. IZ = 0,
and Z{ := N \ Z . If Hyps. 1–2 hold, B is weakly connected,
and <{Z`}  0 ∀` ∈ L, then VZ is a linear function of VZ{
VZ = −Y−1Z×ZYZ×Z{VZ{ (9)
As a result, I = YV can be reduced to
IZ{ = (Y/YZ×Z)VZ{ (10)
where Y/YZ×Z is the Schur complement of Y w.r.t. YZ×Z .
B. Aggregate Node Behavior
The nodes N are divided into slack nodes S, resource nodes
R, and zero-injection nodes Z (i.e., N = S ∪R ∪ Z).
Slack nodes are represented by The´venin Equivalents (TEs).
The TE of slack node s ∈ S consists of a voltage source VTE,s
and an impedance ZTE,s. Supposing ∃YTE,s := Z−1TE,s, define
STE,s(Vs) := Vs ◦
(
YTE,s(VTE,s −Vs)
)∗
(11)
STE(VS) := cols∈S(STE,s(Vs)) (12)
Resource nodes are modeled by Polynomial Models (PMs).
The power injected into phase p ∈ P of resource node r ∈ R
is represented by a quadratic polynomial
SPM,r,p(Vr,p, λr,p) := λr,p
[
P0,r,pf<,r,p(Vr,p)
+jQ0,r,pf=,r,p(Vr,p)
(13)
f<,r,p(Vr,p) := α<,r,p
∣∣∣∣Vr,pV0,r
∣∣∣∣2 + β<,r,p ∣∣∣∣Vr,pV0,r
∣∣∣∣+ γ<,r,p (14)
f=,r,p(Vr,p) := α=,r,p
∣∣∣∣Vr,pV0,r
∣∣∣∣2 + β=,r,p ∣∣∣∣Vr,pV0,r
∣∣∣∣+ γ=,r,p (15)
where λ is a loading factor, P0, Q0, V0 are reference values,
and α, β, γ are normalized coefficients. Furthermore, define
SPM,r(Vr,λr) = colp∈P
(
SPM,r(Vr,p, λr)
)
(16)
SPM(VR,λ) = colr∈R
(
SPM,r(Vr,λr)
)
(17)
Zero-injection nodes have zero injected current in all phases.
By consequence, the injected powers are zero:
SZ(V) = 0 (18)
Finally, note that slack nodes and resource nodes correspond
to V δ buses and PQ buses, respectively. Due to lack of space,
PV buses are not considered in this paper, but their treatment
is straightforward [31].
Algorithm 1 NRM for f(x) = 0.
procedure NRM(f(x), x0) . Initial guess x0.
for i > 0 do
∆f ← f(xi)
if ‖∆f‖ 6 ε then . Convergence.
break
else . Correction step.
J← Dx f(xi)
∆x← solve (J∆x = ∆f ,∆x)
xi+1 ← xi −∆x
end if
end for
return xi . Final solution xi.
end procedure
IV. NUMERICAL METHODS
A. Power-Flow Study
The combination of (8), (12), (17) and (18) yields the PFEs
in the form of mismatch equations. Namely
∆S(V,λ) := S(V)−
 STE(VS)SPM(VR,λ)
0|Z|×1
 = 0 (19)
Express ∆S(V,λ) in rectangular and V in polar coordinates,
i.e. ∆S(V,λ) := ∆P(V,λ) + j∆Q(V,λ) and V := E∠θ.
For fixed λ = λ?, (19) can be reformulated as
f(E,θ) :=
[
∆P(E∠θ,λ?)
∆Q(E∠θ,λ?)
]
= 0 (20)
This equation can be solved with the NRM in Alg. 1 (see [12]).
Here, xPFS := [E;θ] are the unknowns, Dx f is the Jacobian
matrix, and ε the convergence tolerance.
B. State Estimation
The slack and resource nodes are equipped with Phasor
Measurement Units (PMUs), and the zero-injection nodes are
treated as virtual measurements [32]. Note that S ∪ R = Z{.
Let V˜Z{ and I˜Z{ be the PMU measurements, I˜Z := 0|Z|×1
the virtual ones, and I˜ := col(˜IZ{ , I˜Z). Express the states and
measurements in rectangular coordinates
xSE :=
[ <{V}
= {V}
]
, y :=

<{V˜Z{}
={V˜Z{}
<{I˜}
={I˜}
 (21)
and assume that the measurement noise is white and Gaussian.
This yields a linear measurement model [19]
y = CxSE + v, v ∼ N(0,R) (22)
where N(0,R) is the multivariate normal distribution with
mean vector 0 and covariance matrix R. C is built as follows
C =

Γ 0
0 Γ
G −B
B G
 (23)
Algorithm 2 Linear WLSR for y = Cx + v, v ∼ N(0,R).
procedure LWLSR(y,C,R)
G← C>R−1C . Gain matrix.
x̂← G−1C>R−1y
return x̂
end procedure
Algorithm 3 Homotopy CM for max ξ s.t. g(x, ξ) = 0.
procedure HCM(g(x, ξ), x0, ξ0) . Starting point x0, ξ0.
for k> 0 do
# Predictor (tangent method)
dx← solve (Dx g(xk, ξk)dx = −Dξ g(xk, ξk), dx)[
x−k+1
ξ−k+1
]
=
[
xk
ξk
]
+ σ
(
1√
‖dx‖2+1
[
dx
1
])
# Corrector (NRM)
h([x; ξ]) :=
[
g(x, ξ)
‖x− xk‖2 + (ξ − ξk)2 − σ2
]
[x+k+1; ξ
+
k+1]← NRM
(
h([x; ξ]), [x−k+1; ξ
−
k+1]
)
[
xk+1
ξk+1
]
←
[
x+k+1
ξ+k+1
]
if sign(ξk+1 − ξk) 6 0 then . Maximum ξ.
break
end if
end for
return {xk, ξk} . Continuum of solutions {xk, ξk}.
end procedure
where Γ is the indicator function for the voltages VZ{
Γ ∈ R|Z{|×|N|, Γmn :=
{
1 if m = n
0 otherwise (24)
and G := <{Y}, B := ={Y}. The linear WLSR in Alg. 2
yields an estimate x̂SE with minimum squared error (see [19]).
C. Voltage Stability Assessment
Suppose that λ follows the trajectory λ(λ) := λ0+λ ·t with
origin λ0 and direction t. Define g(E,θ, λ) as the analogon of
f(E,θ), which includes the trajectory λ(λ). Namely
g(E,θ, λ) :=
[
∆P(E∠θ,λ(λ))
∆Q(E∠θ,λ(λ))
]
= 0 (25)
The objective of VSA is to find the maximum λ for which the
above-stated equations remains solvable. That is
maxλ s.t. g(E,θ, λ) = 0 (26)
CPF methods solve this optimization problem by producing a
continuum of solutions of (25). For this, the homotopy CM in
Alg. 3 is used (see [24,29]). Note that xVSA := [E;θ], ξ := λ
are the unknowns, and σ is the step size used for continuation.
The CM employs a predictor to calculate guesses x−k+1, ξ
−
k+1
of the next solutions in the continuum, and a corrector to find
the actual values x+k+1, ξ
+
k+1. The predictor is based on the
tangent method, and the corrector on the NRM.
S
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Fig. 2. Single-line diagram of the test system. The nodes comprise one slack
node S = {S}, 15 resource nodes R = {G1–G5} ∪ {L1–L5} ∪ {C1–C5},
and 100 zero-injection nodes Z = {Z1–Z100}. The lines are untransposed,
and of type IEEE-300 (black) and IEEE-301 (gray), respectively (see [33]).
V. PERFORMANCE ASSESSMENT
A. Test System & Simulation Setup
The numerical methods discussed in Sec. IV are applied to
an unbalanced three-phase power grid. The single-line diagram
of the test system is depicted in Fig. 2. The grid is composed
of untransposed overhead lines of 5 km length each, which
are configured according to the codes IEEE-300 and IEEE-301
from [33]. The system has 1 slack node (S), 15 resource nodes
(i.e., generator nodes G1–G5, load nodes L1–L5, and compen-
sator nodes C1–C5), and 100 zero-injection nodes (Z1–Z100).
The slack node has a short-circuit power of Ssc = 100 MVA.
Its TE consists of a positive-sequence voltage source rated at
nominal voltage, and a diagonal compound impedance matrix
with equal diagonal entries, for which R/X = 0.1. The PMs
of the resource nodes are described by the parameters listed
in Tabs. I–II. Notably, the load coefficients are derived from
real-world data [34]. The loading factors are considered to be
equal in all phases of a given node (i.e., λr,p = λr ∀r ∈ R).
For the generator and load nodes, the profiles shown in Fig. 3
are used. These profiles are derived from power measurements
recorded in the medium-voltage grid of the EPFL campus [35].
For the compensator nodes, the loading factors are equal to 1.
KR is performed in 11 steps, which are numbered as 0–10.
Step 0 denotes the base case, in which all nodes are considered,
step 1 corresponds to the reduction of Z91-Z100, step 2 to the
reduction of Z81-Z100, and so forth. The electrical quantities
are expressed in per unit (pu) of the per-unit system specified
by Pb = 10 MW and Vb = 24.9 kV phase-to-phase.
The numerical methods are coded in MATLAB (R2018a),
and run on a MacBook Pro (mid 2014, 2.5 GHz Intel Core i7,
16 GB 1600 MHz DDR3 RAM). The code is based exclusively
on dense linear algebra routines, since KR reduces the sparsity
of the compound admittance matrix.
TABLE I
REFERENCE VOLTAGES AND POWERS OF THE RESOURCE NODES.
Node V0 P0,A, P0,B , P0,C Q0,A, Q0,B , Q0,C Type
(kV) (kW) (kVAR)
G1 14.4 100, 100, 100 0, 0, 0 G
G2 14.4 240, 160, 80 0, 0, 0 G
G3 14.4 110, 190, 150 0, 0, 0 G
G4 14.4 60, 120, 180 0, 0, 0 G
G5 14.4 150, 150, 150 0, 0, 0 G
L1 14.4 −200, −200, −200 −40, −40, −40 L
L2 14.4 −90, −110, −130 −9, −11, −13 L
L3 14.4 −120, −150, −180 −12, −15, −18 L
L4 14.4 −100, −120, −140 −10, −12, −14 L
L5 14.4 −250, −250, −250 −50, −50, −50 L
C1 14.4 0, 0, 0 20, 20, 20 C
C2 14.4 0, 0, 0 30, 30, 30 C
C3 14.4 0, 0, 0 40, 40, 40 C
C4 14.4 0, 0, 0 50, 50, 50 C
C5 14.4 0, 0, 0 60, 60, 60 C
TABLE II
POLYNOMIAL COEFFICIENTS OF THE RESOURCE NODES.
Type α<, β<, γ< α=, β=, γ=
G 0.000, 0.000, 1.000 0.000, 0.000, 1.000
L −0.067, 0.251, 0.816 1.064, −0.088, 0.025
C 1.000, 0.000, 0.000 1.000, 0.000, 0.000
Fig. 3. Profiles of the loading factors at the generator and load nodes.
TABLE III
CONDITION NUMBER OF THE POWER-FLOW JACOBIAN MATRIX J.
Reduction Step 0 1 2 3 4 5
cond(J) 6.9E3 6.0E3 5.2E3 4.5E3 3.7E3 3.2E3
Reduction Step 6 7 8 9 10
cond(J) 2.5E3 2.1E3 1.6E3 8.5E2 4.9E2
TABLE IV
CONDITION NUMBER OF THE ESTIMATOR GAIN MATRIX G.
Reduction Step 0 1 2 3 4 5
cond(G) 8.0E9 7.3E9 6.8E9 6.2E9 5.7E9 5.2E9
Reduction Step 6 7 8 9 10
cond(G) 4.7E9 4.1E9 3.4E9 4.4E8 3.3E4
B. Power-Flow Study
For the NRM, the convergence tolerance is set to ε = 10−8,
and positive-sequence voltage phasors of magnitude 1 are used
as initial points. Convergence is reached after 4–5 iterations.
The key performance indicators of the NRM are the condition
number of the Jacobian matrix (Tab. III) and the execution time
(Fig. 4). Through steps 0–10 of KR (i.e., from the original to
the fully reduced system), the condition number improves by
a factor of 14, and the median execution time by a factor of 5.
C. State Estimation
For SE, it is supposed that all slack and resource nodes
are equipped with Phasor Measurement Units (PMUs), which
measure the phase-to-ground voltages and injected currents in
all phases. Moreover, all remaining zero-injection nodes are
treated as virtual measurements. The PMUs have a Full-Scale
Range (FSR) of 20 kV (RMS) for the voltage phasors and
100 A (RMS) for the current phasors. The standard deviations
of the measurement noise are 10−3 pu (w.r.t. the FSR) for the
magnitudes and 1.5 · 10−3 rad for the angles. These values are
typical for class 0.1 of voltage/current instrument transformers
[36,37]. For the virtual measurements, these standard deviations
are set 100 times smaller. The PMUs are emulated by polluting
the voltage phasors obtained in the PFS with suitably scaled
white Gaussian noise.
The performance indicators of the WLSR are the condition
number of the gain matrix (Tab. IV) and the execution time
(Fig. 5). From step 0 to step 10 of KR, the condition number
improves by 5 orders of magnitude (this number depends on
the assumed standard deviations of the virtual measurements,
see [32]), and the median execution time by a factor of 40.
D. Voltage Stability Assessment
For the VSA, only the loading factors of the load nodes are
varied. The CM uses a convergence tolerance of ε = 10−8 and
a step size of σ = 10−1. The key performance indicators of
the HCM are the number of continuation steps (Fig. 6) and
the execution time (Fig. 7). Through the application of KR, the
number of continuation steps is approximately halved, and the
median execution time is reduced by a factor of 10.
Fig. 4. Execution time of the NRM used for PFS.
Fig. 5. Execution time of the linear WLSR used for SE.
Fig. 6. Number of steps of the homotopy CM used for VSA.
Fig. 7. Execution time of the homotopy CM used for VSA.
VI. CONCLUSION
This paper examined the impact of KR on the performance
of state-of-the-art numerical methods applied to the analysis
of unbalanced polyphase power systems. Namely, the classical
applications PFS, SE, and VSA were considered. To this end,
the NRM, linear WLSR, and homotopy CM were implemented
in MATLAB. The impact of KR on the performance of these
methods was assessed using a reproducible test system, from
which the zero-injection nodes were successively eliminated.
Through the application of KR, the condition number of the
power-flow Jacobian matrix was improved by a factor of 14,
and the condition number of the estimator gain matrix by 5
orders of magnitude. The median execution times of the NRM,
WLSR, and CM were reduced by factors of 5, 40, and 10.
These results confirm the applicability and usefulness of KR
for the analysis of unbalanced polyphase power systems.
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