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Abstract. The set of all optimal controllers which maximize a robust stability radius for
unstructured additive perturbations may be obtained using standard Hankel-norm approximation
methods. These controllers guarantee robust stability for all perturbations which lie inside an open
ball in the uncertainty space (say, of radius r1). Necessary and suﬃcient conditions are obtained for a
perturbation lying on the boundary of this ball to be destabilizing for allmaximally robust controllers.
It is thus shown that a “worst-case direction” exists along which all boundary perturbations are
destabilizing. By imposing a parametric constraint such that the permissible perturbations cannot
have a “projection” of magnitude larger than (1− δ)r1, 0 < δ ≤ 1, in the most critical direction, the
uncertainty region guaranteed to be stabilized by a subset of all maximally robust controllers can
be extended beyond the ball of radius r1. The choice of the “best” maximally robust controller—in
the sense that the uncertainty region guaranteed to be stabilized becomes as large as possible—is
associated with the solution of a superoptimal approximation problem. Expressions for the improved
stability radius are obtained and some interesting links with µ-analysis are pursued.
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1. Notation. R,R+, and C denote the sets of real, nonnegative, and complex
numbers, respectively. C+ (C¯+), C− (C¯−) denote the open (closed) right half-plane and
the open (closed) left half-plane, respectively. For a complex matrix A, AT denotes
the transpose while A′ denotes the complex-conjugate transpose. σi(A) denotes the
ith largest singular value. The smallest singular value is denoted by σ(A) and the
largest singular value is denoted by σ¯(A). The norm of A is deﬁned as ‖A‖ = σ¯(A).
For a square A, λ(A) is the spectrum of A and λmax(A) is the largest eigenvalue.
Lp×m∞ denotes the space of all p × m matrix functions with entries uniformly
bounded on the jω-axis. Hp×m∞ and H−p×m∞ denote the subspaces of Lp×m∞ consisting
of all matrix functions whose elements are analytic in C¯+ and C¯−, respectively. ‖.‖∞
denotes the L∞ norm of matrices in L∞ or theH∞ norm of matrices inH∞, depending
on context. γBHp×m∞ = {G ∈ Hp×m∞ : ‖G‖∞ ≤ γ} is the γ ball of Hp×m∞ . The preﬁx
R before a set symbol means that the elements of the set are restricted to be real-
rational. Matrix dimensions of spaces will be occasionally suppressed.
G(s)∼ := G′(−s¯) denotes the para-hermitian conjugate of G(s). G(s)−∼ stands
for (G(s)∼)−1. The Hankel operator with symbol G ∈ H∞ is denoted by ΓG while
σi(ΓG) denotes the ith largest Hankel singular value of G. The Hankel norm of G,
σ1(ΓG), is also written as ‖ΓG‖ and the smallest Hankel singular value as σ(ΓG).
A real-rational function G(s) is called stable if it has no poles in C¯+. If G(s) has
no poles in C¯−, it is called antistable. Matrix (scalar and vector) transfer functions will
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be represented by uppercase (lowercase) boldface letters and with the dependence on
s mostly suppressed. If G−1 = γ−2G∼, then G is called γ-allpass (or simply allpass
if γ = 1) and satisﬁes GG∼ = G∼G = γ2I. A matrix function G ∈ RH∞ which
satisﬁes G∼G = I is called inner. A matrix function G(s) ∈ RH∞ which has full
column rank for all s ∈ C¯+ is called outer. If U ∈ Ll×q∞ and
H =
[
H11 H12
H21 H22
]
∈ L(p+q)×(m+l)∞
with H11 ∈ Lp×m∞ , we deﬁne the lower linear fractional map Fl(H,U) = H11 +
H12U(I − H22U)−1H21, provided that I − H22(∞)U(∞) is invertible. If U ∈
Lm×p∞ , we deﬁne the upper linear fractional map Fu(H,U) = H22 + H21U(I −
H11U)
−1H12, provided that I − H11(∞)U(∞) is invertible. If U is a set, then
Fl(H,U) denotes the set {Fl(H,U) : U ∈ U} and if G1,G2,G3 ∈ L∞ have appro-
priate dimensions, then G1 +G2UG3 denotes the set {G1 +G2UG3 : U ∈ U}.
If G ∈ L∞, we deﬁne, for each i, s∞i (G) = supω∈R σi(G(jω)). Clearly, s∞1 (G) =
‖G‖∞. Suppose that T is a set of matrix functions. T ∈ T is called a kth level
superoptimal function if it minimizes the sequence {s∞1 (T ), s∞2 (T ), . . . , s∞k (T )} with
respect to lexicographic ordering among all T ∈ T . The minimized sequence is
denoted by {s1(T ), . . . , sk(T )}, and the si(T )s are called the superoptimal levels
of T .
2. Introduction. The work presented in this paper is related to the problem of
maximizing the robust stability radius for systems subject to unstructured additive
perturbations [25], [6], [23], [24]. In [6] it was shown that this problem is equivalent
to a Nehari approximation. Moreover, an explicit state-space parametrization was
obtained for all controllers which guarantee a robust stabilization radius r < r1. A
parametrization of all maximally robust controllers (r = r1) is implicit in [6] and may
be obtained from [4], [5]. The theory of optimal interpolation is used in [23] to give a
solution for single input/single output systems.
In the multi-input/single output or single input/multi-output case, the optimal
controller is unique. In the matrix case, however, a continuum of optimal controllers
typically exists. It is therefore natural to ask whether a subset of these controllers
oﬀers improved robust stability properties, in the sense that it guarantees closed-loop
stability for a larger class of uncertainties, compared to those oﬀered by the optimal
solution set considered in total. More speciﬁcally, we seek to identify the set of all
controllers which guarantees robust stability for the largest possible region of the
uncertainty space containing the open ball of radius r1 as a subset. Clearly, this can
only be achieved by imposing a structure on the set of admissible uncertainties.
Our approach is as follows: From the work in [25], [24], and [6] the maximum
robust stability radius r1 is the inverse of the smallest achievable H∞ norm among
all interpolating functions T = {K(I − GK)−1}, as K varies over the set of all
internally stabilizing compensators of G. Using an allpass dilation technique, the set
of all optimal interpolating functions T1 = {T ∈ T : ‖T ‖∞ = r−11 } ⊆ T has the form
T1 = Y diag(r−11 a, Rˆ+Q)X, where Rˆ ∈ RH−∞, X and Y are square inner matrices,
a is a scalar allpass function, and Q is the set of all r−11 suboptimal Nehari extensions
of Rˆ, i.e., Q = {Q ∈ H∞ : ‖Rˆ+Q‖∞ ≤ r−11 }.
Every optimal controller corresponding to an interpolating function in T1 stabi-
lizes all perturbations which lie inside the open ball Dr1 = {∆ ∈ L∞ : ‖∆‖∞ <
r1, η(G+∆) = η(G)}, where η(·) denotes number of poles in C+. Next, we consider
perturbations ∆ which lie on the boundary of Dr1 . It is shown that such boundary
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Fig. 1. Closed-loop system.
perturbations are uniformly destabilizing (i.e., they destabilize the closed-loop system
for every optimal controller) if and only if |xT (jω)∆(jω)y(jω)| = r1 for some fre-
quency ω, and where xT and y are the ﬁrst row and column ofX and Y , respectively.
Moreover, all frequencies ω are equally critical, in the sense that destabilizing bound-
ary perturbations can be constructed for every ω ∈ R. This shows that it is futile
to attempt to extend the uncertainty set guaranteed to be stabilized by a subset of
all optimal controllers in the (frequency-dependent) direction deﬁned by vectors xT
and y. By imposing a parametric constraint (uniform in ω) such that the permis-
sible perturbations cannot have a “projection” of magnitude larger than (1 − δ)r1
(0 < δ ≤ 1) in this direction, the uncertainty region guaranteed to be stabilized by a
subset of all optimal controllers can be extended beyond Dr1 . Using a result in [15],
it is shown that for each δ ∈ (0, 1] the corresponding constrained robust stability ra-
dius is maximized by the set of controllers which minimize the ﬁrst two superoptimal
levels of T . A closed-form expression of the improved stability radius is also obtained
which involves δ and the ﬁrst two superoptimal levels of T . This work is related to
the results presented in [18] which also uses superoptimization concepts to give an
extension of the allowable perturbation set.
An alternative interpretation of our results leads to interesting connections with
the problem of robust stabilization of systems subject to structured perturbations and
µ-synthesis in general [19]. By suitably deﬁning δ, robust stabilization problems for
a number of uncertainty structures can be formulated in our setting, and bounds on
the achievable robust-stability radius can be obtained. An upper bound on µ for the
constant complex case is derived in the last section.
The layout of the paper is as follows: Section 3 outlines a number of known
results in the area of robust stabilization of systems subject to unstructured additive
perturbations. The maximum robust stability radius is obtained by solving a Nehari
approximation problem [6] and leads to a parametrization of all optimal interpolating
functions, using the results of [4], [5]. An alternative parametrization of this set
is obtained in section 4, using an allpass dilation technique [7], [5]. A recursive
application of this method leads to the solution of the superoptimal approximation
problem [26], [22], [16], [13], [14], [12], [20], [21]. In our context, this parametrization
of the set of all optimal interpolating functions is used to characterize all uniformly
destabilizing boundary perturbations. This analysis is carried out in section 4, which
also includes our main result (Theorem 4.8) whose proof is based on a result from
[15] (see Theorems 4.6 and 4.7). In section 5 a new (upper) bound on the structured
singular value µ is obtained (for the constant problem). Finally, section 6 contains
the conclusions.
3. Robust stabilization for unstructured additive perturbations. Let
G ∈ RL∞. When ∆ = 0, the closed-loop system in Figure 1 is internally stable
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if and only if it is well-posed, i.e., det(I − G(∞)K(∞)) = 0 and the four transfer
functions (u1, u2) → (y1, y2) are in H∞. In this case, we write (G,K) ∈ S and
K ∈ K. Consider the set of additively perturbed systems G +∆,∆ ∈ Dr(G,w),
where w is a scalar outer RH∞ (weighting) function and
Dr(G,w) =
{
∆ ∈ L∞ : ‖w−1∆‖∞ < r, η(G) = η(G+∆)
}
,
in which η(·) denotes the number of poles in C+, counted in a MacMillan degree sense.
The system (G,K) is said to be (r,w) robustly stable if (G + ∆,K) ∈ S for all
∆ ∈ Dr(G,w). (G,K) is said to be maximally robustly stable if (i) (G,K) is (r1,w)
robustly stable and (ii) there exists ∆ ∈ ∂Dr1(G,w) = {∆ ∈ L∞ : ‖w−1∆‖∞ =
r1, η(G) = η(G+∆)}, such that (G+∆,K) /∈ S. The following theorem [25] gives
necessary and suﬃcient conditions for robust stabilization in the presence of additive
unstructured perturbations.
Theorem 3.1 (see [25], [6], [24]). Let G ∈ RL∞ and suppose that (G,K) ∈ S.
Then (G,K) is (r,w) robustly stable if and only if ‖wK(I −GK)−1‖∞ ≤ r−1.
The following result [6], [1] shows that, without loss of generality, G can be
assumed to be antistable and w can be taken to be equal to one.
Theorem 3.2 (see [6], [1]). Let w−1G have a decomposition w−1G = G1 +G2
with G∼1 ,G2 ∈ RH∞, and G1(∞) = 0. Then there exists a K ∈ L∞ such that
(G,K) is (r,w) robustly stable if and only if K = w−1K1(I +G2K1)−1 for some
K1 such that (G1,K1) is (r, 1) robustly stable and det{(I +G2K1)(∞)} = 0.
Remark 3.1. We assume for simplicity that G∼ ∈ RH∞, G(∞) = 0, and w = 1.
We also use the simpliﬁed notation
Dr(G) := Dr(G, 1) = {∆ ∈ L∞ : ‖∆‖∞ < r, η(G) = η(G+∆)} ,(1)
∂Dr(G) := ∂Dr(G, 1) = {∆ ∈ L∞ : ‖∆‖∞ = r, η(G) = η(G+∆)}.(2)
Let G have left and right coprime factorizations G =NM−1 = M˜
−1
N˜ , respec-
tively, with N ,M , N˜ ,M˜ ∈ RH∞ and let U ,V , U˜ , V˜ ∈ RH∞ satisfy the Bezout
identities V˜ M − U˜N = I and M˜V − N˜U = I. Then the set of all stabilizing
controllers of G is
K = {(U +MQ)(V +NQ)−1 : Q ∈ H∞}.(3)
Let T = {K(I − GK)−1 : K ∈ K}. We refer to T as the set of all interpolating
functions. Using the parametrization of K in (3) gives the alternative characterization
of T as
T = {(U +MQ)M˜ : Q ∈ H∞}.(4)
Let G have a minimal balanced realization G(s) = C(sI − A)−1B + D, such that
Re λi(A) > 0 for all i and with AΣ + ΣA
′ = BB′, A′Σ + ΣA = C ′C, Σ =
diag(σ1, σ2, . . . , σn), σ1 ≥ σ2 ≥ · · · ≥ σn > 0. Let F = B′Σ−1 and H = Σ−1C ′.
The coprime factors N ,M , N˜ ,M˜ can now be deﬁned (together with U ,V , U˜ , V˜ )
as [
M(s) U(s)
N(s) V (s)
]
=
[ −F
C
]
(sI −A+BF )−1 [ B H ]+ [ I 0
0 I
]
,[
V˜ (s) −U˜(s)
−N˜(s) M˜(s)
]
=
[
F
−C
]
(sI −A+HC)−1 [ B H ]+ [ I 0
0 I
]
,
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with M and M˜ inner [3]. The next result shows that the maximal robust stability
radius is equal to the smallest Hankel singular value of G(−s).
Theorem 3.3 (see [6], [24]). Let G∼ ∈ RH∞,G(∞) = 0. Then the maximum
stability radius r1 for which (G,K) is (r1, 1) robustly stable for some K ∈ K is given
by r1 = σ(ΓG(−s)).
Proof. From Theorem 3.1 (G,K) is (r, 1) robustly stable if (i) K stabilizes G
internally, and (ii) ‖K(I −GK)−1‖∞ ≤ r−1. Hence,
r−11 = inf {‖K(I −GK)−1‖∞ :K ∈ K},
where K is the set of all internally stabilizing controllers of G. From (4),
r−11 = inf {‖(U +MQ)M˜‖∞ : Q ∈ H∞} = inf {‖M∼U +Q‖∞ : Q ∈ H∞}(5)
since M ,M˜ are inner. A straightforward state-space calculation shows that
M∼U(s) = −B′Σ−1(sI −A)−1Σ−1C ′ ∈ RH−∞(6)
in previously deﬁned notation. From Nehari’s theorem the inﬁmum in (5) is attained
and is given by the Hankel norm of M∼U(−s). It is also straightforward to verify
that the realization in (6) is balanced with grammians equal to −Σ−1. Thus, the
realization in (6) is minimal, and
r−21 = ‖ΓM∼U (−s)‖2 = λmax(Σ−2) = σ−2(ΓG(−s))
from which it follows that r1 = σ(ΓG(−s)), as required.
Remark 3.2. Let G satisfy the assumptions of Theorem 3.3 and assume that the
MacMillan degree of G is n. Let the Hankel singular values of G(−s) andM∼U(−s)
be {σi(ΓG(−s))} and {σi(ΓM∼U (−s))}, respectively, ordered in nonincreasing order
of magnitude. Then σn(ΓG(−s)) > 0. Further, a slight adaptation of Theorem 3.3
shows that σi(ΓG(−s)) = σ
−1
n−i+1(ΓM∼U (−s)) for each i = 1, 2, . . . , n.
4. Main results. The set of all maximally robust controllers may be character-
ized in terms of the set of all optimal Nehari extensions of M∼U , i.e., the set of all
Q ∈ H∞ which achieve
‖M∼U +Q‖∞ = r−11 .(7)
This set can be parametrized as a linear fractional map of the set of all r1 stable
contractions [4], [5]. This parametrization is outlined next.
Remark 4.1. To avoid a messy indexing system we assume hereafter that the
largest Hankel singular values ofR(−s) and Rˆ(−s) deﬁned below in Theorems 4.1 and
4.2, respectively, are nonrepeated. These conditions are equivalent to the assumption
that the ﬁrst two superoptimal levels s1(T ) and s2(T ) are nonrepeated.
Theorem 4.1 (see [14], [5], [7]). Let R = M∼U ∈ RH−p×m∞ and deﬁne r1 =
σ¯−1(ΓR(−s)) (see Theorem 3.3). Then there exists an embedding of R of the form
H =
[
H11 H12
H21 H22
]
=
[
R+Q11 Q12
Q21 Q22
]
:=
[
R 0
0 0
]
+Qa ∈ RL(p+m−1)×(m+p−1)∞
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with Qa ∈ RH∞, such that HH∼ =H∼H = r−21 Ip+m−1 and ‖H22‖∞ = ‖Q22‖∞ <
r−11 . Further, the set of all (optimal) Q ∈ Hp×m∞ such that ‖R+Q‖∞ = r−11 is given
by
S1 = Fl(Qa, r1BH(p−1)×(m−1)∞ ).(8)
Let K1 denote the set of all maximally robust (r1-robust) controllers of G, and
let T1 = {K(I −GK)−1 : K ∈ K1} ⊆ T denote the set of all optimal interpolating
functions. In view of (3) and (4), together with Theorems 3.3 and 4.1, these sets may
be parametrized as K1 = {(U +MQ)(V +NQ)−1 : Q ∈ Fl(Qa, r1BH(p−1)×(m−1)∞ )}
and
T1 = {(U +MQ)M˜ : Q ∈ Fl(Qa, r1BH(p−1)×(m−1)∞ )},(9)
respectively. The next theorem gives an alternative parametrization of the set of all
optimal solutions of (7), and therefore of T1 in (9). The result shows that T1 can be
diagonalized by rational allpass transformations and is used extensively in this work.
Theorem 4.2 (see [10]). Let all variables be as deﬁned in Theorem 4.1. Then,
the following hold:
1. There exists an r−11 -allpass completion of H22 = Q22 of the form
H¯ =
[
H¯11 H¯12
H¯21 H22
]
=
[
Rˆ+ Q¯11 Q¯12
Q¯21 Q22
]
:=
[
Rˆ 0
0 0
]
+ Q¯a
with Q¯a ∈ RH∞ such that H¯H¯∼ = H¯∼H¯ = r−21 Ip+m−2, Rˆ ∈ RH−(p−1)×(m−1)∞
and Q¯
−1
12 , Q¯
−1
21 ∈ RH∞.
2. The set of all Q¯ ∈ H(p−1)×(m−1)∞ such that ‖Rˆ+ Q¯‖∞ ≤ r−11 is given by
S¯1 = Fl(Q¯a, r1BH(p−1)×(m−1)∞ ).
3. There exist inner matrices X and Y and a scalar allpass function a such
that
T1 = Y diag(r−11 a,Fl(H¯, r1BH(p−1)×(m−1)∞ ))X.(10)
Further,
Fl(H¯, r1BH(p−1)×(m−1)∞ ) = {Rˆ+Q¯ : Q¯ ∈ H(p−1)×(m−1)∞ , ‖Rˆ+Q¯‖∞ ≤ r−11 }.
(11)
Proof.
1. The construction of the r−11 -allpass completion H¯ is an exercise in standard
factorization theory which can be performed using either transfer function or
state-space techniques [3]. The details can be found in [14], [11], [12], [10].
2. The fact that r−11 is a suboptimal level of Rˆ follows from part 1 since Q¯11 ∈
RH∞ and ‖Rˆ+ Q¯11‖∞ ≤ ‖H¯‖∞ = r−11 . Part 2 now follows from part 1 and
[5, Theorem 3.2] since Q¯a, Q¯
−1
12 , Q¯
−1
21 , Rˆ
∼ ∈ RH∞ by construction.
3. Deﬁne V ⊥ = H12H¯
−1
12 ∈ RH∞ and W⊥ = H∼21H¯−∼21 ∈ RH−∞. Since r1H
and r1H¯ are allpass, a manipulation will verify that V
∼
⊥H11W⊥ = H¯11 and
H¯21H¯
∼
21 = r
−2
1 Im−1 −H22H∼22 =H21H∼21 =⇒ W∼⊥W⊥ = Im−1.
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Similarly,
H¯
∼
12H¯12 = r
−2
1 Ip−1 −H∼22H22 =H∼12H12 =⇒ V ∼⊥V ⊥ = Ip−1.
Hence there exist v ∈ RHp×1∞ , w∼ ∈ RH1×m∞ such that
V =
[
v V ⊥
]
, W =
[
w W⊥
]
(12)
are square inner. Now consider the product
[
V ∼ 0
0 I
]
H
[
W 0
0 I
]
=

 v∼H11w v∼H11W⊥ v∼H12V ∼⊥H11w V ∼⊥H11W⊥ V ∼⊥H12
H21w H21W⊥ H22


=

 v∼H11w Y 12 Y 13Y 21 H¯11 H¯12
Y 31 H¯21 H22

 .(13)
Since V ,W , r1H, and r1H¯ are allpass, all Y ij terms in (13) are equal to
zero, and v∼H11w is r−11 -allpass, i.e., v
∼H11w = r−11 a for some scalar
allpass rational function a. A simple manipulation using (13) veriﬁes that
Fl(H, r1BH(p−1)×(m−1)∞ ) = V diag(r−11 a,Fl(H¯, r1BH(p−1)×(m−1)∞ ))W∼.
(14)
Since
Fl(H, r1BH(p−1)×(m−1)∞ ) = {R+Q : Q ∈ H∞, ‖R+Q‖∞ = r−11 }
we may write from (8), (9), and (14)
T1 = (U +MFl(Qa, r1BH(p−1)×(m−1)∞ ))M˜
=M(M∼U + Fl(Qa, r1BH(p−1)×(m−1)∞ ))M˜
=MFl(H, r1BH(p−1)×(m−1)∞ )M˜
= Y diag(r−11 a,Fl(H¯, r1BH(p−1)×(m−1)∞ ))X
as required, with Y :=MV and X :=W∼M˜ square inner.
This proves the theorem.
Remark 4.2. The theorem shows that every optimal interpolating function T ∈ T1
has a partial pseudosingular value decomposition with largest “singular value” r−11
and corresponding left and right “singular vectors”Mv and w∼M˜ , respectively. The
two “singular vectors” corresponding to the largest “singular value” are real-rational.
In what follows we develop improved robust stability properties for the set of
controllers which minimize the pair {s1(T ), s2(T )} with respect to lexicographic or-
dering. We denote the set of interpolating functions with this property by T2 and the
corresponding set of controllers by K2. Clearly, T2 ⊆ T1 ⊆ T and K2 ⊆ K1 ⊆ K. We
refer to T2 (K2) as the superoptimal set of interpolating functions (controllers) with
respect to the ﬁrst two levels. The following lemma gives a parametrization of the set
T2.
Lemma 4.3. T2 may be parametrized as
T2 = Y 1 diag(s1a, s2b, Rˇ+ S2)X1(15)
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in which s1 and s2 denote the ﬁrst two superoptimal levels of T with s1 = r−11 , Y 1
and X1 are square inner matrices, a and b are scalar rational allpass functions,
Rˇ ∈ RH−(p−2)×(m−2)∞ , and S2 = {Qˇ ∈ H∞ : ‖Rˇ + Qˇ‖∞ ≤ s2}. Further, the ﬁrst
column (row) of Y 1 (X1) is identical to the ﬁrst column (row) of Y (X) deﬁned in
Theorem 4.2.
Proof. From (10), since X and Y are square inner and a is allpass, we have
s2 = inf { ‖Fl(H¯,U)‖∞ : U ∈ r1BH(p−1)×(m−1)∞ }.
Using (11) this is equivalent to
s2 = inf {‖Rˆ+ Qˆ‖∞ : Qˆ ∈ H(p−1)×(m−1)∞ } = ‖Γ ˆR(−s)‖,
where the second equality follows from Nehari’s theorem. Clearly, T2 may be obtained
by replacing Fl(H¯, r1BH(p−1)×(m−1)∞ ) by the set
{Rˆ+ Qˆ : Qˆ ∈ H(p−1)×(m−1)∞ , ‖Rˆ+ Qˆ‖∞ = s2},(16)
which reveals the recursive character of the problem. Since Rˆ ∈ RH−(p−1)×(m−1)∞ , a
parametrization of (16) may be obtained from Theorem 4.1 with R replaced by Rˆ
and s1 replaced by s2. That is, Theorem 4.1 guarantees that there exists an s2-allpass
embedding of Rˆ of the form
Hˆ =
[
Hˆ11 Hˆ12
Hˆ21 Hˆ22
]
:=
[
Rˆ+ Qˆ11 Qˆ12
Qˆ21 Qˆ22
]
=
[
Rˆ 0
0 0
]
+ Qˆa
in which Qˆ11 ∈ RH(p−1)×(m−1)∞ , Qˆ12 ∈ RH(p−1)×(p−2)∞ , Qˆ21 ∈ RH(m−2)×(m−1)∞ ,
and Qˆ22 ∈ RH(m−2)×(p−2)∞ and such that HˆHˆ
∼
= Hˆ
∼
Hˆ = s22Ip+m−3
and ‖Hˆ22‖∞ = ‖Qˆ22‖∞ < s2. Moreover, the set of all Qˆ in (16) is generated by
Fl(Qˆa, s−12 BH(p−2)×(m−2)∞ ). Next, we apply Theorem 4.2 to obtain an s2-allpass em-
bedding of Hˆ22 = Qˆ22 of the form
Hˇ =
[
Hˇ11 Hˇ12
Hˇ21 Hˆ22
]
=
[
Rˇ+ Qˇ11 Qˇ12
Qˇ21 Qˆ22
]
=
[
Rˇ 0
0 0
]
+ Qˇa
with Qˇ11 ∈ RH(p−2)×(m−2)∞ , Qˇ12 ∈ RH(p−2)×(p−2)∞ , and Qˇ21 ∈ RH(m−2)×(m−2)∞ .
Also, Rˇ ∈ RH−(p−2)×(m−2)∞ , Qˇ
−1
12 , Qˇ
−1
21 ∈ RH∞, and HˇHˇ
∼
= Hˇ
∼
Hˇ = s22Ip+m−4.
Further, Theorem 4.2 shows that the set of all Qˇ ∈ H∞ such that ‖Rˇ + Qˇ‖∞ ≤ s2
is given by S2 = Fl(Qˇa, s−12 BH(p−2)×(m−2)∞ ). The proof of Theorem 4.2(3) may now
be repeated step by step to show that there exist square inner matrices V 1 andW
∼
1
and a scalar rational allpass function b such that
Fl(Hˆ, s−12 BH(p−2)×(m−2)∞ ) = V 1 diag(s2b,Fl(Hˇ, s−12 BH(p−2)×(m−2)∞ ))W∼1 .
Hence from (10), T2 = Y 1 diag(s1a, s2b,Fl(Hˇ, s−12 BH(p−2)×(m−2)∞ ))X1, where we
have deﬁned the square inner matrix functions
Y 1 = Y diag(1,V 1), X1 = diag(1,W
∼
1 )X.
Equation (10) agrees with the parametrization in (15). Note further that the ﬁrst
column (row) of Y 1 (X1) is identical with the ﬁrst column (row) of Y (X) and that
for every Qˇ ∈ S2, ‖Rˇ+ Qˇ‖∞ ≤ s2, as required.
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In the next part of the section we identify the set of all ∆ ∈ ∂Dr1(G) which
destabilize (G,K) for everyK ∈ K1. We refer to such∆’s as uniformly destabilizing.
Lemma 4.4. There exists ∆ ∈ ∂Dr1(G) such that (G +∆,K) /∈ S for every
K ∈ K1. Furthermore, ∆ can be chosen to be a stable real-rational matrix function.
Proof. Pick any ωo ∈ R and deﬁne
∆o =X
∼(jωo) diag(r1/a(jωo), 0)Y ∼(jωo) ∈ Cm×p.
Then η(G) = η(G + ∆o), ‖∆o‖∞ = r1 and so ∆o ∈ ∂Dr1(G). Let T ∈ T1 be
any optimal interpolating function so that T = Y diag(r−11 a,Φ)X, where Φ =
Fl(H¯, r1Ψ) for some Ψ ∈ BH(p−1)×(m−1)∞ from Theorem 4.2. Then it is simple to
show that det [I −∆oT (jωo)] = 0 for any Ψ and so det [I −∆oT (jωo)] = 0 for all
T ∈ T1. Since
det {I − (G+∆o)K(jωo)} = det {I −GK(jωo)}det {I −∆oT (jωo)} = 0,
(G+∆o,K) /∈ S for every K ∈ K1 by the generalized Nyquist theorem [25].
In the ﬁnal part of the proof, we construct a stable real-rational ∆ such that
∆ ∈ ∂Dr1(G) and ∆(jωo) = ∆o. Deﬁne the unit vectors
y1 = a(−jωo)v′(jωo)M ′(jωo) ∈ C1×p, x1 = M˜ ′(jωo)w(jωo) ∈ Cm×1
so that x1 is the ﬁrst column ofX
∼(jωo) and y1/a(−jωo) is the ﬁrst row of Y ∼(jωo).
Next, express each component of x1 and y1 as
(x1)i = xˆie
jφi , (y1)i = yˆie
jθi ,
where yˆi, xˆi ∈ R and φi, θi ∈ [0, π). (This ﬁxes the signs of yˆi, xˆi.) Deﬁne the inner
vector functions
yˆ(s) =


yˆ1
s−α1
s+α1
...
yˆp
s−αp
s+αp

 , xˆ(s) =


xˆ1
s−β1
s+β1
...
xˆm
s−βm
s+βm


so that
arg
{
jωo − αi
jωo + αi
}
= θi , i = 1, 2, . . . , p, arg
{
jωo − βi
jωo + βi
}
= φi, i = 1, 2, . . . ,m,
with αi, βi ∈ R+ for all i. (If θi = 0 or φi = 0, we simply replace the ith entry of yˆ or
xˆ by xˆi or yˆi, respectively.) Next, deﬁne the RH∞ function ∆ = r1xˆyˆT ∈ RHm×p∞
and note that ∆(jωo) = ∆o = r1x1y
T
1 by construction. Since ∆ ∈ RH∞, η(G) =
η(G+∆). Finally, note that ‖∆‖∞ = r1, which implies that ∆ ∈ ∂Dr1(G).
Remark 4.3. The proof is an adaptation of a result in [25]. Indeed, it is not
surprising that (real-rational) destabilizing perturbations exist on ∂Dr1(G). The new
information supplied by Lemma 4.4 is that (real-rational) boundary perturbations
exist which are destabilizing for every maximally robust controller K ∈ K1.
Denote by xT and y the ﬁrst row and column of X and Y , respectively, de-
ﬁned in Theorem 4.2. Then, all uniformly destabilizing perturbations constructed in
Lemma 4.4 have the property that |xT∆y(jω)| = r1 for some ω ∈ R. Moreover,
such perturbations can be constructed for every ω ∈ R. The next result shows that
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condition |xT∆y(jω)| = r1 is necessary for a ∆ ∈ ∂Dr1(G) to be destabilizing for
every K ∈ K1.
Lemma 4.5. Let ∆ ∈ ∂Dr1(G) be a destabilizing perturbation of G for every
K ∈ K1. Then there exists an ω ∈ R, such that
|xT (jω)∆(jω)y(jω)| = r1.(17)
Proof. The set T1 is given by (10). Pick any Ψ ∈ r1BH(p−1)×(m−1)∞ so that
‖Ψ‖∞ < r1. Since H¯ is r−11 -allpass, Φ = Fl(H¯,Ψ) satisﬁes ‖Φ‖∞ < r−11 . Since ∆
destabilizes G for every K ∈ K1, it is also destabilizing for
K = (U +MFl(Qa,Ψ))(V +NFl(Qa,Ψ))−1 ∈ K1,
corresponding to the interpolation function T = Y diag(r−11 a,Φ)X. Since α∆ is
a stabilizing perturbation of G for every α ∈ [0, 1), there exists ωo ∈ R such that
det {Im −∆(jωo)T (jωo)} = 0 or equivalently that
det
{
Im −∆(jωo)Y (jωo)
[
r−11 a(jωo) 0
0 Φ(jωo)
]
X(jωo)
}
= 0,
which implies that
det
{
Im −X(jωo)∆(jωo)Y (jωo)
[
r−11 a(jωo) 0
0 Φ(jωo)
]}
= 0.(18)
Deﬁne [
xT1
XT⊥
]
=X(jωo),
[
y1 Y⊥
]
= Y (jωo), and
∆˜ =
[
δ˜11 ∆˜12
∆˜21 ∆˜22
]
=
[
xT1
XT⊥
]
∆(jωo)
[
y1 a(jωo) Y⊥
]
.
Then (18) may be written as
det
[
1− r−11 δ˜11 −∆˜12Φ(jωo)
−r−11 ∆˜21 Im−1 − ∆˜22Φ(jωo)
]
= 0.(19)
Next, we show that δ˜11 = r1. Suppose for contradiction that
1− r−11 δ˜11 = 0.(20)
Then (19) implies that
(1− r−11 δ˜11) det
{
Im−1 − ∆˜22Φ− r−11 ∆˜21
(
1− r−11 δ˜11
)−1
∆˜12Φ(jωo)
}
= 0,
⇒ det
{
Im−1 −
(
∆˜22 + r
−1
1 ∆˜21
(
1− r−11 δ˜11
)−1
∆˜12
)
Φ(jωo)
}
= 0,
⇒ det
{
Im−1 −Fu(∆˜, r−11 )Φ(jωo)
}
= 0.
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Since 1 − r−11 δ˜11 = 0 by assumption, the upper linear fractional map is well-posed;
moreover, σ¯(∆˜) = r1 which implies that σ¯(Fu(∆˜, r−11 )) ≤ r1 [5]. Also, since σ¯(Φ(jωo))
< r−11 , we have that σ¯(Fu(∆˜, r−11 )Φ(jωo)) < 1. Hence,
σ
(
I −Fu(∆˜, r−11 )Φ(jωo)
)
≥ 1− σ¯
(
Fu(∆˜, r−11 )Φ(jωo)
)
> 0,
and thus det{I −Fu(∆˜, r−11 )Φ(jωo)} = 0, contradicting (20). Hence,
δ˜11 = r1 ⇒ | xT (jωo)∆(jωo)y(jωo) | = r1
since |a(jωo)| = 1.
Remark 4.4. Lemma 4.5 above shows that every ∆ ∈ ∂Dr1(G) which is desta-
bilizing for all K ∈ K1 satisﬁes |xT (jωo)∆(jωo)y(jωo)| = r1 for some ωo ∈ R.
Deﬁne the inner product of two matrices of compatible dimensions A and B as
〈A,B〉 = trace(A′B). Then, (17) says that every ∆ ∈ ∂Dr1(G) which is desta-
bilizing for all K ∈ K1 satisﬁes |〈y(jωo)xT (jωo),∆(jωo)〉| = r1, i.e., that it has
projection of magnitude r1 in the “most critical direction” y(jωo)x
T (jωo) for some
ωo ∈ R. Moreover, the proof of Lemma 4.4 shows that all frequencies ω ∈ R are
“equally critical,” in the sense that the generalized Nyquist criterion can be violated
at any ω ∈ R. This implies that it is futile to attempt to extend the uncertainty set
guaranteed to be stabilized by a subset of K1 in the (frequency-dependent) direction
y(jω)xT (jω), ω ∈ R. Suppose now that we impose a “structure” on the perturbation
set of the form
| xT (jω)∆(jω)y(jω) | ≤ r1(1− δ) for all ω ∈ R
for some (ﬁxed) δ ∈ [0, 1). Note in view of Lemmas 4.4 and 4.5 that this bound is
assumed to be uniform in ω. In other words, we constrain the perturbation set so that
∆ cannot have a projection of magnitude larger that r1(1 − δ) in the most critical
direction for all ω ∈ R. Formally, deﬁne the set
E(δ, µ) = {∆ ∈ Dµ(G) : ‖xT∆y‖∞ ≤ r1(1− δ)},(21)
where Dµ(G) is deﬁned in (1). Then, for each δ ∈ (0, 1] we want to ﬁnd the set of
controllers Kδ ⊆ K1 which maximize µ = µ(δ) under the constraint that G +∆ is
stable for all ∆ ∈ Dr1(G) ∪ E(δ, µ). Suppose that the maximum µ is attained and
is given by µ∗(δ). It is clear that µ∗(δ) is a nondecreasing function of δ ∈ (0, 1].
It is shown below that the sets Kδ are identical for every δ ∈ (0, 1] and equal to
K2. A closed-form expression of µ∗(δ) is also obtained which involves the ﬁrst two
superoptimal levels of T .
The problem formulation in the above remark is motivated by a related problem
in [15]: Suppose that A ∈ Cn×n is nonsingular. We know that if σ¯(E) = σ(A), then
A− E is singular if and only if 〈unv′n, E〉 = u′nEvn = σ(A), where un and vn denote
the singular vectors of A corresponding to σ(A). Also, if σ¯(E) < σ(A), then A − E
is nonsingular. Suppose that σ¯(E) = σ(A) and E is constrained to have a projection
of magnitude (strictly) less than σ(A) in the direction unv
′
n. This means that A−E
cannot become singular, and therefore, σ¯(E) must increase for A−E to lose rank. To
ﬁnd how much σ¯(E) can increase before singularity occurs, we formulate the problem
d(φ) = min {‖E‖ : det(A− E) = 0, |〈unv′n, E〉| ≤ φ}(22)
for φ < σ(A) := σn(A). The solution to this problem is provided by the next theorem.
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Theorem 4.6. Let A be a square nonsingular complex matrix which has a
singular value decomposition A = UΣV ′, where Σ = diag(σ1, . . . , σn−1, σn) with
σ1 ≥ · · · ≥ σn−2 ≥ σn−1 > σn > 0 and denote by un and vn the last columns of
U and V , respectively. Then all E which minimize (22) are given by
E = U

 Ps 0 00 −φ ν
0 ν′ φ

V ′,
where Ps is arbitrary except for the constraint
‖Ps‖ ≤
√
σnσn−1 + φ(σn − σn−1)(23)
and ν is given by
ν =
√
(φ+ σn−1)(σn − φ)ejθ, θ ∈ [0, 2π).
The minimum value of d(φ) in (22) is given by the right-hand side (RHS) of (23).
Proof. See [15]. In the original statement of the theorem [15], all singular values
of A are assumed to be distinct. This assumption can be relaxed to the condition
σn ≥ · · · ≥ σn−2 ≥ σn−1 > σn > 0 used here.
Remark 4.5. Theorem 4.6 says that, provided |〈unv′n, E〉| ≤ φ < σn, ‖E‖ can
increase from σn to d(φ) =
√
σnσn−1 + φ(σn − σn−1) before A − E becomes singu-
lar. In [15] this is exploited to derive robust-stability bounds for a class of additive,
multiplicative, and inverse-multiplicative perturbations. Note that these results are
a posteriori, i.e., they can be applied to assess the robust stability of a design only
after a compensator has been designed. In our case, the results in [15] can be applied
a priori in the sense that they can be used to characterize directly the subset of all
maximally robust controllers which maximize the “radius” µ(δ) of the uncertainty
set E(µ, δ) deﬁned in (21). The a priori character of these results in our case is a
consequence of the alternative parametrization of the set of all optimal interpolation
functions given in Theorem 3.2, which shows that there exists a (frequency-dependent)
worst-case direction (deﬁned by the vectors y =Mv and xT = w∼M˜ in (12)) which
is identical for all maximally robust controllers K ∈ K1. The vectors v and w are
associated with the maximal Schmidt pair of the Hankel operator ΓR(−s) (see [16] for
details).
In what follows, we use Theorem 4.6 to characterize the subset of all optimal
controllers K1 which maximize µ∗(δ). We ﬁrst need a slightly diﬀerent version of
Theorem 4.6 which also allows us to treat the nonsquare and the singular cases.
Theorem 4.7. Suppose that T ∈ Cp×m has a singular value decomposition,
T = U diag(Σ, 0)V ′, with Σ = diag(σ1, σ2, . . . , σt), σ1 > σ2 ≥ σ3 ≥ · · · ≥ σt > 0.
Let v and u be the ﬁrst columns of V and U , respectively, and let φ < σ−11 be given.
Deﬁne
Bm×pd = {E ∈ Cm×p : ‖E‖ < d},
P(φ) = {E ∈ Cm×p : |v′Eu| ≤ φ},(24)
and
d(φ) = sup {d : det(Im − ET ) = 0 for all E ∈ Bm×pd ∩ P(φ)}.(25)
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Then
1. d(φ) is given by
d(φ) =
√
1
σ1σ2
− φ
(
1
σ2
− 1
σ1
)
;(26)
2. all E ∈ P(φ) such that det(Im − ET ) = 0 and ‖E‖ = d(φ) are given by
E = V

 φ ν 0ν′ −φ 0
0 0 Ps

U ′, ν = ejθ
√(
1
σ2
+ φ
)(
1
σ1
− φ
)
,(27)
where θ ∈ [0, 2π) and Ps is arbitrary except from the constraint ‖Ps‖ ≤ d(φ).
Proof. Introduce the partitions U = [U1 U2] and V = [V1 V2], where U1 ∈ Cp×t
and V ′1 ∈ Ct×m. For E ∈ Cm×p,
det(Im − ET ) = 0⇔ det (Im − V ′EU diag(Σ, 0)) = 0
which is also equivalent to
det
[
It − V ′1EU1Σ 0
−V ′2EU1Σ Im−t
]
= 0⇔ det(Σ−1 − V ′1EU1) = 0.
Let r = σ−11 . The transformation
Cm×p → Ct×t : E → E˜ = V ′1EU1(28)
maps Bm×pr onto V ′1Bm×pr U1 = Bt×tr : Clearly, for any E ∈ Bm×pr , ‖E˜‖ ≤ ‖E‖ and
hence E˜ ∈ Bt×tr . Conversely, since all solutions to the equation E˜ = V ′1EU1 are given
by
E =
[
V1 V2
] [ E˜ E˜12
E˜21 E˜22
] [
U ′1
U ′2
]
,(29)
where E˜21 ∈ C(m−t)×t, E˜12 ∈ Ct×(p−t), and E˜22 ∈ C(m−t)×(p−t) are arbitrary matrices
of the speciﬁed dimensions, every E˜ ∈ Bt×tr is the image of the set{
E =
[
V1 V2
] [ E˜ E˜12
E˜21 E˜22
] [
U ′1
U ′2
]
:
∥∥∥∥
[
E˜ E˜12
E˜21 E˜22
]∥∥∥∥ < d
}
⊆ Bm×pr
under (28). Moreover, since |v′1Eu1| ≤ φ⇔ |E˜11| ≤ φ, (25) is equivalent to
d(φ) = sup {d : det(Σ−1 − E˜) = 0 for all E˜ ∈ {E˜ ∈ Bt×tr : |E˜11| < φ}},
where E˜11 denotes the (1,1) element of E˜. By introducing suitable permutations,
d(φ) may obtained by applying Theorem 4.6 and is given by the RHS of (26) which
proves part 1. The set of all E˜ with ‖E˜‖ = d(φ) such that det(Σ−1 − E˜) = 0 under
the constraint |E˜11| ≤ φ < σ−11 is given via a slight adaptation of Theorem 4.6 as
E˜ =

 φ ν 0ν′ −φ 0
0 0 P˜s

 ,(30)
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in which ν is deﬁned in (27) and P˜s ∈ C(t−2)×(t−2) is arbitrary except from the
constraint ‖P˜s‖ ≤ d(φ). It then follows from (29) and the properties of (28) that all
E ∈ P(φ, d) such that det(Im − ET ) = 0 and ‖E‖ = d(φ) are of the form given in
(29) with E˜ given by (30) subject to the constraint ‖E‖ ≤ d(φ), Thus all such E’s
are of the form
E = V


φ ν 0 E14
ν′ −φ 0 E24
0 0 P˜s E34
E41 E42 E43 E44

U ′(31)
subject to the constraint ‖E‖ ≤ d(φ). Since[
φ ν
ν′ −φ
] [
φ ν
ν′ −φ
]
= d(φ)2I2
we have that E14 = 0, E24 = 0, E41 = 0, E42 = 0, and∥∥∥∥
[
P˜s E34
E43 E44
]∥∥∥∥ ≤ d(φ).
Thus (31) agrees with the parametrization of part 2.
Remark 4.6. Note that d(φ) depends only on the two largest singular values of T ,
σ1 and σ2, and on φ (and hence on u and v, the left and right singular vectors corre-
sponding to σ1). Note also that d(φ) is a decreasing function of σ2. Since all optimal
interpolating functions have the same largest singular value s1 (for all frequencies),
and furthermore, share the same left and right singular vectors corresponding to s1,
Theorem 4.7 suggests a link between the maximization of µ∗(δ) and the minimization
of the second largest singular value of the elements of T1.
The next theorem, which is our main result, shows that µ∗(δ) is maximized
uniquely by the set of all superoptimal controllers with respect to the ﬁrst two levels.
Theorem 4.8. Let T1 ⊆ Hp×m∞ be as deﬁned in (10). Let xT and y be the ﬁrst
row and column of X and Y , respectively, and deﬁne Dr(G) and E(δ, µ) as in (1)
and (21), respectively, for some (ﬁxed) δ ∈ [0, 1]. Let µ∗(δ) be the supremum of µ
such that there exists a K for which (G+∆,K) ∈ S for every ∆ ∈ Dr1(G)∪E(δ, µ).
Then the following hold:
1. For each δ,
µ∗(δ) =
√
1
s1
(
δ
s2
+
1− δ
s1
)
≥ r1,
where s1 and s2 are the two superoptimal levels of T with s1 = r−11 .
2. For each 0 < δ ≤ 1 the following two statements are equivalent:
(a) (G+∆,K) ∈ S for every ∆ ∈ Dr1(G) ∪ E(δ, µ∗(δ)),
(b) K ∈ K2.
3. (a) E(0, µ∗(0)) = Dr1(G),
(b) for each K ∈ K2, (G+∆,K) ∈ S for every ∆ ∈
⋃
δ∈[0,1] E(δ, µ∗(δ)).
4. Let σn and σn−1 denote the two smallest Hankel singular values of G(−s)
with σn−1 > σn. Then,
µ∗(δ) ≥
√
δσnσn−1 + (1− δ)σ2n.
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Proof. Let K ∈ K2 and deﬁne T = K(I − GK)−1 ∈ H∞. Fix δ ∈ (0, 1] and
deﬁne
µ∗1(δ,K) = sup { µ : (G+∆,K) ∈ S for all∆ ∈ Dr1(G) ∪ E(δ, µ)}
and µ∗1(δ) = sup {µ∗1(δ,K) : K ∈ K2}. Clearly µ∗1(δ,K) ≤ µ∗1(δ) ≤ µ∗(δ). We show
that
r1 ≥ µ∗1(δ,K) ≥
√
1
s1
(
δ
s2
+
1− δ
s1
)
.(32)
Since the largest Hankel singular value of R(−s) is assumed to be simple, we have
from [16] that s2 ≤ σ2(ΓR(−s)) < σ1(ΓR(−s)) = s1. Set µ1 equal to the RHS of
(32) and suppose for contradiction that there exists a ∆ ∈ Dr1(G) ∪ E(δ, µ1) such
that (G +∆,K) /∈ S. Clearly, if ∆ ∈ Dr1(G) it cannot be destabilizing and hence
∆ ∈ E(δ, µ1)\Dr1(G). Thus r1 ≤ ‖∆‖∞ < µ1 and ‖xT∆y‖∞ ≤ r1(1 − δ). Since K
stabilizes G, it follows from the generalized Nyquist theorem that
det(I −GK(jω)) = 0 for all ω ∈ R.(33)
Now, let ξ vary continuously in the interval [0, 1] and consider the resulting deforma-
tion of the Nyquist plot of det(I − (G+ ξ∆)K(jω)). Since ∆ is destabilizing, there
exist an ωo ∈ R and a ξo ∈ (0, 1] such that
det(I − (G(jωo) + ξo∆(jωo))K(jωo)) = 0
which implies that
det(I −G(jωo)K(jωo)) det(I − ξo∆(jωo)T (jωo)) = 0
or equivalently that
det(I − ξo∆(jωo)T (jωo)) = 0(34)
from (33). Now ‖xT∆y‖∞ ≤ r1(1− δ) implies that
ξo|xT (jωo)∆(jωo)y(jωo)| ≤ 1− δ
s1
:= φ(35)
since 0 < ξo ≤ 1. Since the two largest singular values of T (jωo) are s1 and s2,
respectively, Theorem 4.7 guarantees that det(I− ξoET (jωo)) = 0 for all E such that
‖E‖ < 1
ξo
√
1
s1s2
− φ
(
1
s2
− 1
s1
)
=
1
ξo
√
1
s1
(
δ
s2
+
1− δ
s2
)
=
µ1
ξo
(36)
provided that
ξo|xT (jωo)Ey(jωo)| ≤ 1− δ
s1
= φ.(37)
Thus, Theorem 4.7 also guarantees the nonsingularity of I − ξo∆(jωo)T (jωo) from
(35), (36), and the fact that ‖∆(jωo)‖ ≤ ‖∆‖∞ < µ1 ≤ µ1ξ−1o . This contradicts (34)
and hence shows that
µ∗(δ) ≥ µ∗1(δ) ≥ µ∗1(δ,K) ≥
√
1
s1
(
δ
s2
+
1− δ
s1
)
.(38)
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Next, it is shown that the second and third inequalities in (38) are in fact equalities.
To establish this fact, it suﬃces to construct a ∆ ∈ RH∞ (⇒ η(G) = η(G +∆))
such that (i) ‖∆‖∞ is equal to the RHS of (38), (ii) ‖xT∆y‖∞ ≤ r1(1− δ), and (iii)
(G+∆,K) is unstable for every K ∈ K2.
Using Lemma 4.3 the interpolating function T ∈ T2 corresponding to anyK ∈ K2
can be written in the form
T = Y 1 diag(s1a, s2b, Rˇ+ Qˇ)X1,
in which Y 1 and X1 are square inner matrices, a and b are scalar allpass functions,
and ‖Rˇ + Qˇ‖∞ ≤ s2. In addition, also from Lemma 4.3, the ﬁrst column (row) of
Y 1 (X1) is identical to the ﬁrst column (row) of Y (X); these are denoted by y and
xT , respectively. Deﬁne the allpass matrix function Y 2 = Y 1 diag(a, b, Ip−2). Then
T = Y 2 diag(s1, s2, Rˇ+Qˇ)X1. FactorX
∼
1 and Y
∼
2 asX
∼
1 =N1diag(d1,d2, . . . ,dm)
and Y ∼2 = diag(d˜1, d˜2, . . . , d˜p)N2 where the functionsN1,N2,d
−1
i , d˜
−1
i are inRH∞,
N1,N2 are square inner, and the di’s, d˜i’s are scalar allpass functions; these are left
and right coprime factorizations of the columns ofX∼1 and the rows of Y
∼
2 with inner
denominators. Next pick any ωo ∈ R, and write for each i = 1, 2, di(jωo) = exp(jφi),
d˜i(jωo) = exp(jφ˜i), where −π ≤ φi, φ˜i < π. Deﬁne two diagonal inner matrices A1 =
diag(α1,α2) and A2 = diag(α˜1, α˜2) as follows: For each i ∈ {1, 2}, if 0 < φi < π
(0 < φ˜i < π), set αi(s) = (s − βi)(s + βi)−1 (α˜i(s) = (s − β˜i)(s + β˜i)−1), where
arg(jωo− βi)(jωo+ βi)−1 = φi > 0 (arg(jωo− β˜i)(jωo+ β˜i)−1 = φ˜i > 0). In the case
that −π < φi < 0, set αi(s) = −(s − βi)(s + βi)−1 (α˜i(s) = −(s − β˜i)(s + β˜i)−1),
where arg(jωo−βi)(jωo+βi)−1 = π+φi > 0 (arg(jωo−β˜i)(jωo+β˜i)−1 = π+φ˜i > 0).
Finally, if φi = 0 (φ˜i = 0) or φi = −π (φ˜i = −π), set αi (α˜i) to 1 or −1, respectively.
Next, let N11 (N21) denote the matrix consisting of the ﬁrst two columns (rows)
of N1 (N2), and deﬁne ∆ ∈ RH∞ as
∆ =N11A1
[
φ νo
νo −φ
]
A2N21,
where φ is deﬁned in (35) and
νo =
√(
1
s2
+ φ
)(
1
s1
− φ
)
=
√
δ
s1
(
1
s2
+
1− δ
s1
)
,(39)
where the second equality in (39) follows by using the deﬁnition of φ in (35). Since
N11, N
T
21, A1, and A2 are inner matrices,
‖∆‖∞ =
∥∥∥∥
[
φ νo
νo −φ
]∥∥∥∥ =√φ2 + ν2o ,
which is equal to the RHS of (38) after some simple algebra.
Since, X1X
∼
1 = Im and X and X1 have the same ﬁrst row (x
T ), we have
xTX∼1 = [1 0 . . . 0] ⇒ xTN1 diag(d1,d2, . . . ,dm) = [1 0 . . . 0],
and hence
xTN11 = [ d
−1
1 0 ].(40)
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Similarly, since Y ∼1 Y 1 = Ip and matrices Y and Y 1 share their ﬁrst column (y),
Y ∼1 y =


1
0
...
0

⇒

 a 0 00 b 0
0 0 Ip−2

Y ∼2 y =


1
0
...
0


or, equivalently, that
N2y =


d˜
−1
1 a
−1
0
...
0

 ⇒ N21y =
[
d˜
−1
1 a
−1
0
]
.(41)
Using (40) and (41) we conclude that
‖xT∆y‖∞ =
∥∥∥∥xTN11A1
[
φ νo
νo −φ
]
A2N21y
∥∥∥∥
∞
= ‖φa−1d−11 d˜
−1
1 α1α˜1‖∞ = φ,
using (37) and the fact that a,d1,d3,α1, and α˜1 are all scalar allpass.
Using the identity det(I −AB) = det(I −BA), det(Im −∆(jωo)T (jωo)) can be
written as
det
{
I −X1(jωo)N11(jωo)A1(jωo)
[
φ νo
νo −φ
]
A2(jωo)N21(jωo)Y 2(jωo)Π
}
,
where we have deﬁned Π = diag(s1, s2, Rˇ(jωo) + Qˇ(jωo)). It is now easy to verify
from the construction of A1 and A2 above that
X1(jωo)N11(jωo)A1(jωo) =
[
I2
0m−2,2
]
, A2(jωo)N21(jωo)Y 2(jωo) = [I2 02,p−2],
and hence
det(Im −∆(jωo)T (jωo)) = det

 1− φs1 −νos2 0−νos1 1 + φs2 0
0 0 Im−2


or
det(Im −∆(jωo)T (jωo)) = (1− φs1)(1 + φs2)− ν2os1s2 = 0,
after some simple algebra using (39). This implies that
det(Im − (G(jωo) +∆(jωo))K(jωo)) = 0,
and hence ∆ is destabilizing from the generalized Nyquist theorem [25]. This shows
that the third inequality in (38) is indeed an equality as claimed. Since ∆ is destabi-
lizing for every K ∈ K2, the second equality in (38) also follows.
To establish that the ﬁrst inequality in (38) is an equality it suﬃces to construct
for eachK ∈ K1\K2 a∆ ∈ RHm×p∞ such that (i) ‖∆‖∞ is (strictly) less than the RHS
of (38), (ii) ‖xT∆y‖∞ ≤ r1(1 − δ), and (iii) (G +∆,K) /∈ S. Take any K ∈ K1,
K /∈ K2 and let T = K(I − GK)−1. From Theorem 4.2, T ∈ T1 has the form
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T = Y diag(s1a, Rˆ + Q¯)X, where ‖Rˆ + Q¯‖∞ ≤ s1. Since T /∈ T2, there exists an
ωo ∈ R+ such that
s2 < σ
(
Rˆ(jωo) + Q¯(jωo)
)
≤ s1.
Let Rˆ(jωo) + Q¯(jωo) have a singular value decomposition
Rˆ(jωo) + Q¯(jωo) = U diag(Σ, 0p−t−1,m−t−1)V ′,
where Σ = diag(σ1, σ2, . . . , σt) with σ1 ≥ σ2 ≥ · · · ≥ σt > 0. Then, s2 < σ1 ≤ s1.
Denote by u = [u1 u2 . . . up−1]T and v = [v1 v2 . . . vm−1]T the ﬁrst column of U
and V , respectively. Deﬁne an inner vector ψ = [ψ1 ψ2 . . . ψp−1]
T ∈ RH(p−1)×1∞
as follows: Write ui = ρiexp(jθi) for each i = 1, 2, . . . , p, where the ρi’s are real and
0 ≤ θi < π; if θi = 0, set ψi(s) = ρi(s− βi)(s+ βi)−1, where βi > 0 and is such that
arg((jωo − βi)(jωo + βi)−1) = θi; if θi = 0, set ψi = ρi. Clearly, ψ ∈ RH(p−1)×1∞ ,
ψ∼ψ = 1, and ψ(jωo) = u. In a similar way, construct an RH(m−1)×1∞ inner vector
ξ which “interpolates” v at s = jωo, i.e., ξ(jωo) = v.
Deﬁne Xˆ1 = diag(1, ξ
∼) ∈ RL2×m∞ and Yˆ 1 = Y diag(a,ψ) ∈ RLp×2∞ . Clearly,
Xˆ1Xˆ
∼
1 = Yˆ
∼
1 Yˆ 1 = I2. Deﬁne factorizations of the columns (rows) of Xˆ
∼
1 (Yˆ
∼
1 )
of the form Xˆ
∼
1 = Nˆ1diag(d1,d2) and Yˆ
∼
1 = diag(d˜1, d˜2)Nˆ2 such that Nˆ1 and
Nˆ
T
2 are inner and d1,d2, d˜1, d˜2 are scalar allpass. Similar to a previous part of
the proof, deﬁne 2 × 2 inner matrices A1 = diag(α1,α2) and A2 = diag(α˜1, α˜2)
such that d1(jωo)α1(jωo) = 1, d2(jωo)α2(jωo) = 1, d˜1(jωo)α˜1(jωo) = 1, and
d˜2(jωo)α˜2(jωo) = 1.
Deﬁne ∆ ∈ RHm×p∞ as
∆ = Nˆ1A1
[
φ ν1
ν1 −φ
]
A2Nˆ2, ν1 =
√(
1
σ1
+ φ
)(
1
s1
− φ
)
.
The inner character of Nˆ1, Nˆ
T
2 ,A1, and A2 implies that ‖∆‖∞ =
√
φ2 + ν21 <√
φ2 + ν2o since s2 < σ1. Thus, ‖∆‖∞ is strictly less than the RHS of (38). Moreover,
it can be easily veriﬁed that ‖xT∆y‖∞ = φ. Finally, using the identity det(I−AB) =
det(I −BA) we can write
det(Im −∆(jωo)T (jωo)) = det

Im − Z1
[
φ ν1
ν1 −φ
]
Z2

 s1 0 00 σ1 0
0 0 ∗



 ,
where
Z1 = diag(1, V
′)X(jωo)N1(jωo)A1(jωo),
Z2 = A2(jωo)N2(jωo)Y (jωo) diag(a(jωo), U),
and * denotes a matrix not relevant for our present purposes. It can be easily veriﬁed
from the above construction that ZT1 = [I2 02,m−1] and Z2 = [I2 02,p−1], and hence
det(Im −∆(jωo)T (jωo)) = det

 1− φs1 −ν1σ1 0−ν1s1 1 + φσ1 0
0 0 Im−2

 = 0,
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Fig. 2. Extended permissible uncertainty set.
which implies that (G +∆,K) is unstable from the generalized Nyquist theorem.
Since such destabilizing ∆’s with ‖∆‖∞ < µ∗1(δ) and ‖xT∆y‖∞ = r1(1− δ) can be
constructed for anyK ∈ K1\K2, we conclude that µ∗(δ) = µ∗1(δ) and part 1 is proved.
It is also clear that K2 is the set of all controllers K such that (G +∆,K) ∈ S for
every ∆ ∈ Dr1(G) ∪ E(δ, µ∗(δ)) and part 2 follows.
To prove part 3, note that setting δ = 0 in (21) gives
E(0, µ) = {∆ ∈ L∞ : ‖∆‖∞ < µ, ‖xT∆y‖∞ ≤ r1, η(G) = η(G+∆)}.
Since from Lemma 4.4 there exist uniformly destabilizing perturbations of G in
∂D(G), we have that µ∗(0) ≤ r1. Now,
E(0, r1) = {∆ ∈ L∞ : ‖∆‖∞ < r1, ‖xT∆y‖∞ ≤ r1, η(G) = η(G+∆)}.(42)
In view of the condition ‖∆‖∞ < r1 in (42) and the fact that ‖x‖∞ = ‖y‖∞ = 1,
condition ‖xT∆y‖∞ ≤ r1 in the characterization of E(0, r1) in (42) is superﬂuous
and thus E(0, r1) = Dr1(G). Hence, µ∗(0) = r1 and the set of all K such that
(G +∆,K) ∈ S for every ∆ ∈ Dr1(G) ∪ E(0, µ∗(0)) = Dr1(G) is clearly K1. Since
K2 ⊆ K1, part 3 follows immediately from part 2. Finally, part 4 follows from the
relations s1 = σ1(ΓR(−s)) = σ
−1
n , σ2(ΓR(−s)) = σ
−1
n−1 (see Theorem 3.3 and the
subsequent remark), and the inequality s2 ≤ σ2(ΓR(−s)) (see [16]).
Remark 4.7. Figure 2 is an illustration of the set
⋃
δ∈[0,1] E(δ, µ∗(δ)) in the two-
dimensional case. Here, s1 = 1 and s2 = 0.25. The “worst direction” is assumed to be
the horizontal axis. The (open) disc of radius one represents the set of uncertainties
guaranteed to be stabilized by optimal controllers. The area bounded by the solid
curve represents the set of uncertainties guaranteed to be stabilized by (second-level)
superoptimal controllers. Note the increase in the stability radius in all directions
other than the worst direction.
5. An upper bound on the structured-singular value. So far, our results
have been restricted to the unstructured uncertainty case. Our overall aim has been
to use the degrees of freedom in the set of all optimal (“maximally robust”) controllers
K1 in order to extend as far as possible the region of the uncertainty space guaranteed
to be stabilized by a subset of K1. The optimal subset of K1 has been identiﬁed as
the set of superoptimal controllers with respect to the ﬁrst two levels, K2.
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A diﬀerent interpretation of our method allows us to apply our results to struc-
tured uncertainty models as well. The crucial point is that the region of the uncer-
tainty space which is nondestabilizing can be extended beyond Dr1 only by imposing
a structure on the admissible set of uncertainties; this structure, in our case, is of
the form of a projection (uniform in frequency) in the “worst-case direction” 〈yxT , .〉,
along which all uniformly destabilizing perturbations in ∂Dr1(G) have been shown to
lie. Suppose that the uncertainty is known to have a (block) diagonal structure, ∆,
say. The following general procedure can be used in principle to obtain a lower bound
on r∆, the robust stability radius with respect to structure ∆.
• Maximize the robust stability radius for a class of unstructured perturba-
tions; let the maximum (unstructured) robust stability radius be r1 and the
corresponding worst-case direction be 〈yxT , .〉.
• Given a speciﬁc uncertainty structure ∆, ﬁnd the largest δ∗ ∈ (0, 1] compat-
ible with ∆, i.e., the maximum δ∗ ∈ (0, 1] such that |〈yxT ,∆〉| ≤ r1(1− δ∗),
uniformly in ω for every ∆ ∈∆.
• Then µ∗(δ∗) is a guaranteed lower bound of the robust stability radius of the
system with respect to uncertainty structure ∆.
This general method for calculating bounds for the structured robust-stability radius,
r∆ (equivalently the structured singular value µ∆), will be developed in future work.
In this section we present preliminary results for the constant µ problem and a simple
example illustrating our method. A more complete development is given in [9].
We use the deﬁnitions and notation of [19]. Let T ∈ Cn×n have a singular value
decomposition
T = UΣV ′, Σ = diag(σ1, σ2, . . . , σn), U, V ∈ Cn×n, U ′U = V ′V = In(43)
and assume that
σ1 > σ2 ≥ σ3 ≥ · · · ≥ σn > 0.(44)
Deﬁne the structured uncertainty set
∆ = {diag(δ1Ir1 , . . . , δSIrS ,∆1, . . . ,∆F ) : δ1, . . . , δS ∈ C,∆j ∈ Cmj×mj , j = 1, . . . , F}
with
∑S
i=1 ri+
∑F
j=1mj = n and let B∆ = {∆ ∈∆ : ‖∆‖ ≤ 1}. Then the structured
singular value of T is deﬁned as
µ∆(T )
−1 = min
∆∈∆
det(I−∆T )=0
‖∆‖ = min
∆∈∆
det(Σ−1−V ′∆U)=0
‖∆‖
(if there exists no ∆ ∈ ∆ such that det(I − ∆T ) = 0, we deﬁne µ∆(T ) = 0).
Let u, v ∈ Cn×1 be the ﬁrst columns of U and V , respectively. Partition u and v
compatibly with ∆ as follows:
u =


u1
...
uS
uS+1
...
uS+F


, v =


v1
...
vS
vS+1
...
vS+F


, ui, vi ∈ Cri , uS+j , vS+j ∈ Cmj(45)
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for i = 1, . . . , S and j = 1, . . . , F . Then it is straightforward to verify that
α0 := max
∆∈B∆
|v′∆u| =
S∑
i=1
|v′iui|+
F∑
j=1
‖vS+j‖‖uS+j‖ ≤ 1.(46)
Deﬁne the set ∆α0 := {∆ ∈ Cn×n : |v′∆u| ≤ α0‖∆‖}. Clearly ∆ ⊆ ∆α0 . It follows
that
µ∆(T )
−1 = min
∆∈∆
det(Σ−1−V ′∆U)=0
‖∆‖ ≥ min
∆∈∆α0
det(Σ−1−V ′∆U)=0
‖∆‖ =: µ¯∆(T )−1.
Thus µ¯∆(T ) is an upper bound on µ∆(T ). The evaluation of µ¯∆(T ) is related to
the results of [15] (see Theorem 4.7). The next result uses Theorem 4.7 to give an
expression for µ¯∆(T ) that involves only σ1, σ2, u, v, and the uncertainty set ∆ and
shows that µ¯∆(T ) is increasing in σ2.
Theorem 5.1. Let T ∈ Cn×n have a singular value decomposition as in (43)
and assume that (44) is satisﬁed. Let u and v and the ﬁrst columns of U and V ,
respectively, be partitioned as in (45) and deﬁne α0 as in (46).
1. Let
d = (σ1 − σ2)α0/2 +
√
[(σ1 − σ2)α0/2]2 + σ1σ2.(47)
Then
µ¯∆(T ) :=

 min
det(Σ−1−V ′∆U)=0
|v′∆u|≤α0‖∆‖
‖∆‖


−1
= d.(48)
2. For all α0 ∈ [0, 1] we have
µ∆(T ) ≤ µ¯∆(T ) ≤ σ1.(49)
3. If α0 = 1, then
µ∆(T ) = µ¯∆(T ) = σ1.(50)
4. If α0 < 1, then
µ∆(T ) ≤ µ¯∆(T ) < σ1(51)
with µ∆(T ) = µ¯∆(T ) if and only if there exists ∆ ∈∆ such that
V ′∆U = d−1

 α0 ejθ
√
1− α20 0
e−jθ
√
1− α20 −α0 0
0 0 ∆22

(52)
for arbitrary θ and any ∆22 ∈ C(n−2)×(n−2) satisfying ‖∆22‖ ≤ 1.
Proof.
1. We ﬁrst show that
µ¯∆(T )
−1 ≤ d−1.(53)
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Let
∆ = d−1V

 α0
√
1− α20 0√
1− α20 −α0 0
0 0 0(n−2)×(n−2)

U ′.
Then it is easy to verify that ‖∆‖ = d−1, |v′∆u| = α0d−1 ≤ α0‖∆‖, and
det (Σ−1 − V ′∆U) = σ−11 σ−12 − α0d−1(σ−12 − σ−11 )− α20d−2 = 0
after some manipulation, and this proves (53). Thus we can restrict our
search in (48) to the set
{∆ ∈ Cn×n : ‖∆‖ ≤ d−1, |v′∆u| ≤ α0d−1}
and so
µ¯∆(T )
−1 = min
det(Σ−1−V ′∆U)=0
|v′∆u|≤α0d−1
‖∆‖≤d−1
‖∆‖
=
√
σ−11 σ
−1
2 − α0d−1(σ−12 − σ−11 ) = d−1,(54)
where the ﬁrst equality in (54) follows from Theorem 4.7 and the second
equality follows from a straightforward calculation using the deﬁnition of d
(in fact, d is deﬁned so that d−1 is the positive solution of (54)).
2. It is straightforward to verify that d ≤ σ1. The ﬁrst inequality follows from
the deﬁnitions of µ¯∆(T ) and µ∆(T ).
3. Suppose that α0 = 1. Then a simple calculation veriﬁes that d = σ1 which
proves the second equality in (50). To prove the ﬁrst equality, deﬁne
∆ = σ−11 diag(δ1Ir1 , . . . , δSIrS ,∆1, . . . ,∆F ) ∈∆,
where
δi =
|v′iui|
v′iui
∈ C (δi = 0 if v′iui = 0), i = 1, . . . , S,
∆j =
vju
′
j
‖vj‖‖uj‖ ∈ C
mj×mj (∆j = 0 if ‖vj‖‖uj‖ = 0), j = 1, . . . , F,
where ui, vi are deﬁned in (45). Then ‖∆‖ = σ−11 and v′∆u = σ−11 . This
implies that V ′∆U = diag(σ−11 ,∆22) for some ∆22 with ‖∆22‖ ≤ σ−11 . It is
easy to verify that det (Σ−1 − V ′∆U) = 0 and so µ∆(T ) = σ1 and the ﬁrst
equality in (50) is proved.
4. Suppose that α0 < 1. Then a simple veriﬁcation shows that d < σ1 and
establishes the second inequality in (51). Part 2 of Theorem 4.7 gives all ∆
such that ‖∆‖ = d−1, det(Σ−1−V ′∆U) = 0, and |v′∆u| ≤ α0d−1 as in (52).
Hence µ∆(T ) = µ¯∆(T ) if and only if there exists such a ∆ ∈∆.
This completes the proof.
Remark 5.1. Note that µ¯∆(T ) depends only on σ1, σ2, and α0 (see (47) and
(48)), and α0 in turn depends only on u, v, and the structured uncertainty set ∆ (see
(46)). In the context of the robust stabilization of systems with unstructured additive
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perturbations, all optimal interpolating functions share the same largest singular value
s1 at all frequencies. They also share the same (frequency-dependent) singular vectors
corresponding to s1 (the inner vectors x and y). Thus the only free parameter that
can be used to minimize µ¯∆(·) within the set T1 is the second largest singular value.
Noting that µ¯∆(·) is a nonincreasing function of σ2 (see (47)) suggests that within
T1, µ¯∆(·) is minimized by T2. This will be elaborated in a future work.
Remark 5.2. The bound µ¯∆, although in general tighter than σ1, is less tight
than the upper bound of the D-iteration [19]. In fact, it is shown in [19] that at the
end of the D-iteration, either
1. σ1(T ) = σ2(T ), in which case our results are not applicable (see (44)), or
2. σ1(T ) > σ2(T ), in which case µ∆(T ) = σ1(T ). It can be shown that this
corresponds to α0 = 1.
The main purpose in this work is to illustrate the improved robustness properties of
superoptimal controllers, rather than attempting to improve the D-iteration bound.
Example 5.1. This example illustrates the upper bound µ¯∆(T ), where
T
s
=
[
A B
C D
]
=


−5.91 −11.49 6.03 −0.59 −1.90 0.19 1.35
−1.85 −5.62 1.63 −0.31 1.11 0.63 0.12
−7.71 −17.40 7.07 0.97 0.72 −0.35 −0.58
−0.37 0.49 0.52 0.01 0.22 0.71 0.97
1.43 −0.09 1.36 0.60 0.70 0.23 0.36
0.07 0.37 −0.41 0.82 0.52 0.45 0.05
−0.23 −0.15 0.66 0.98 0.93 0.17 0.76


is chosen as random with A stable. The computation is carried out pointwise across
the frequency grid, i.e., for each ω, σ1(T (jω)) and µ¯∆(T (jω)) are computed and
compared with the D-iteration upper bound. The uncertainty structure ∆ is taken
to be diagonal, i.e., S = 0, F = 4,mj = 1 for j = 1, . . . , 4. The plots are shown in
Figure 3.
6. Conclusions. By way of conclusion, we summarize our contribution.
• We have analyzed in detail the maximum robust stabilization problem subject
to unstructured additive perturbations. We have shown that a critical direc-
tion exists in the uncertainty space, along which all maximum-norm boundary
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perturbations are destabilizing for every optimal controller.
• We have shown that by imposing a parametric constraint in the most critical
direction, the set of uncertainties guaranteed to be stabilized by a subset of
all optimal controllers can be further extended. We have shown that the
optimal solution to this problem is associated with the set of superoptimal
controllers with respect to the ﬁrst two levels, and we have obtained a closed-
form expression for the improved robust stability radius which involves the
ﬁrst two superoptimal levels.
• By adapting out results to the structured uncertainty case, we have obtained
an easily computable upper bound on the structured-singular value (which
is tighter than the largest singular value), without the need to carry out a
D-iteration. We have further shown that the minimization of this bound is
equivalent to the minimization of the second largest singular value, which
again motivates superoptimization.
There are a number of related research directions which we intend to pursue.
• For purposes of clarity, our technique has been restricted to unstructured
additive uncertainty models. There is no conceptual diﬃculty, however, in
extending our method to other types of unstructured uncertainty (multi-
plicative, inverse-multiplicative, coprime) or to include frequency weightings.
Rather than analyzing each case individually, we intend to address the gen-
eral problem involving linear fractional transformation uncertainty models
[17]. This is likely to involve a general-distance superoptimal approximation
problem, the solution of which is already in place [26], [8], [16], [13], [14], [12].
• Our method relies on Theorem 4.7 which generalizes a result in [15]. Section
5 suggests that generalizing this theorem should be useful in robust stability
analysis of systems subject to structured uncertainty. We have derived some
results in this direction which will be reported in a future publication.
• We intend to investigate the possibility of applying our method as an alterna-
tive to current µ-synthesis techniques. The main potential advantage of our
approach is the possibility of avoiding the calculation of the optimal scaling
“D-matrix” in the D −K iteration [2] (currently carried out pointwise over
a discretized frequency grid) by using instead the directionality information
provided by the two Schmidt vectors, which deﬁne the worst-case direction
in our setting. The success of such an approach will ultimately rest on how
tightly we can overbound the structured singular value. Although our com-
putational experience so far is promising, this remains an open question.
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