Thresholds of auditory-nerve (AN) fibers and auditory neurons are commonly specified in terms of sound pressure only, implying that they are independent of time. At the perceptual level, however, the sound pressure required for detection decreases with increasing stimulus duration, suggesting that the auditory system integrates sound over time. The quantity commonly believed to be integrated is sound intensity, implying that the auditory system would have an energy threshold. However, leaky integrators of intensity with time constants of hundreds of milliseconds are required to fit the data. Such time constants are unknown in physiology and are also incompatible with the high temporal resolution of the auditory system, creating the resolution-integration paradox. Here we demonstrate that cortical and perceptual responses are based on integration of the pressure envelope of the sound, as we have previously shown for AN fibers, rather than on intensity. The functions relating the pressure envelope integration thresholds and time for AN fibers, cortical neurons, and perception in the same species (cat), as well as for perception in many different vertebrate species, are remarkably similar. They are well described by a power law that resolves the resolution-integration paradox. The data argue for the integrator to be located in the first synapse in the auditory pathway and we discuss its mode of operation. T he detection of sounds constitutes a prerequisite for their further analysis by the auditory system, and a thorough understanding of the system's operation requires knowledge of how threshold is determined. Surprisingly, confusion still exists as to how auditory thresholds are best defined and by which process they are reached. In physiological and audiological studies of the auditory system, thresholds are routinely specified in terms of the sound pressure level (SPL) of the signal needed to evoke a response. This practice, exemplified by tuning curves and audiograms, implies that thresholds of auditory neurons are sufficiently characterized by that pressure and are independent of stimulus duration (1). However, at the perceptual level, the threshold SPL decreases as stimulus duration increases in every species examined (2-23). Such a trading relationship between a sound's amplitude, or a related parameter, and its duration is consistent with the notion that the auditory system summates or integrates sound over time. It is commonly believed that the physical quantity of sound ultimately integrated by the auditory system is sound intensity, I(t) (2-11, 13-15, 17-19, 21-29). I(t) is the sound power transmitted per unit area and, for pure tones, is proportional to the square of the peak pressure or the pressure envelope, P(t) (30). Sound power integrated over time yields acoustic energy (30), and so the common interpretation of the perceptual data implies that the auditory system has a threshold that is best specified in terms of the sound's acoustic energy density, and not its pressure. Notably, the energy of threshold stimuli is also not constant but, in contrast to threshold SPL, generally increases with increasing stimulus duration. Only for very short durations has the reverse been suspected (21). This time dependence of the energy of threshold stimuli has been attributed to leaky integration of I(t), combined with spectral spread of energy and limited spectral integration at short durations. However, the physiological foundations of this interpretation are unclear. Very long time constants, up to hundreds of milliseconds, are needed to describe the increase in threshold energy with increasing duration (for summaries, see refs. 18 and 22). Such long time constants contrast with the short membrane time constants of neurons in the auditory periphery (28, 29, 31, 32) and are also difficult to reconcile with the high temporal resolution of the auditory system. Several ideas have been proposed to resolve this resolution-integration paradox (6, 7, 18, 32, 33) .
T
he detection of sounds constitutes a prerequisite for their further analysis by the auditory system, and a thorough understanding of the system's operation requires knowledge of how threshold is determined. Surprisingly, confusion still exists as to how auditory thresholds are best defined and by which process they are reached. In physiological and audiological studies of the auditory system, thresholds are routinely specified in terms of the sound pressure level (SPL) of the signal needed to evoke a response. This practice, exemplified by tuning curves and audiograms, implies that thresholds of auditory neurons are sufficiently characterized by that pressure and are independent of stimulus duration (1) . However, at the perceptual level, the threshold SPL decreases as stimulus duration increases in every species examined . Such a trading relationship between a sound's amplitude, or a related parameter, and its duration is consistent with the notion that the auditory system summates or integrates sound over time. It is commonly believed that the physical quantity of sound ultimately integrated by the auditory system is sound intensity, I(t) (2-11, 13-15, 17-19, 21-29) . I(t) is the sound power transmitted per unit area and, for pure tones, is proportional to the square of the peak pressure or the pressure envelope, P(t) (30) . Sound power integrated over time yields acoustic energy (30) , and so the common interpretation of the perceptual data implies that the auditory system has a threshold that is best specified in terms of the sound's acoustic energy density, and not its pressure. Notably, the energy of threshold stimuli is also not constant but, in contrast to threshold SPL, generally increases with increasing stimulus duration. Only for very short durations has the reverse been suspected (21) . This time dependence of the energy of threshold stimuli has been attributed to leaky integration of I(t), combined with spectral spread of energy and limited spectral integration at short durations. However, the physiological foundations of this interpretation are unclear. Very long time constants, up to hundreds of milliseconds, are needed to describe the increase in threshold energy with increasing duration (for summaries, see refs. 18 and 22) . Such long time constants contrast with the short membrane time constants of neurons in the auditory periphery (28, 29, 31, 32) and are also difficult to reconcile with the high temporal resolution of the auditory system. Several ideas have been proposed to resolve this resolution-integration paradox (6, 7, 18, 32, 33) .
Here we develop a unifying description of auditory thresholds at the physiological and perceptual levels, disclose the parameter that is really traded for stimulus duration, and aid the identification of the processes by which thresholds are reached.
We exploit the stimulus-dependent timing of the first spike of auditory neurons to derive their thresholds. Our approach is based on the rationale that the first spike following the onset of a stimulus is triggered when the stimulus reaches the neuron's threshold and occurs with some fixed ''transmission delay'' thereafter. In this way, we have previously shown that thresholds of auditory nerve (AN) fibers and primary (AI) and other auditory cortical neurons are not specified in terms of fixed pressures (34) (35) (36) (37) (38) . In fact, the instantaneous values of P(t), and hence also of I(t), at which the first spike was triggered decreased as first-spike latency increased, a trading relationship consistent with temporal summation. Here we first examine whether thresholds of AI neurons, as well as perceptual thresholds, are largely determined by integrating I(t), and thus whether they are specified in terms of acoustic energy or, as is the case for AN fibers (38) , by integrating P(t). Second, and equally important, we examine the characteristics of the time dependence of these thresholds.
Methods
Electrophysiology. As detailed (35, 39) , spikes generated by single AN fibers and single AI neurons were recorded in a soundattenuating chamber from 10 adult barbiturate-anaesthetized cats. AN fibers and AI neurons respond preferentially at sound onset (34) (35) (36) (37) (38) (39) , where I(t) and P(t) both increase dynamically, but differently, because I(t) ϰ P(t) 2 . To exploit these differences, we stimulated each neuron with tones at its characteristic frequency (CF; the frequency to which a neuron is most sensitive) while varying P(t). The latter was achieved by employing different onset functions and systematically varying both the time to the steady-state SPL (onset time) and the SPL. Onset functions were either linear, i.e., P(t) increased linearly with time, t, during the onset time, t r , to the maximum, P max : P(t) ϭ P max ⅐t/t r , with onset times of 1, 5, 10, 50, and 100 ms; or cosine-squared (cos 2 ), i.e., P(t) ϭ P max ⅐sin 2 (/2⅐t/t r ), with onset times of 1.7, 4.2, 8.5, 17, 42, 85, and 170 ms. The SPL was increased from low to high values (usually 0-90 dB SPL during steady-state) in 5-or 10-dB steps. For each combination of parameters, the stimulus was repeated 20-50 times. Tones had durations of 200 ms (AN) or 400 ms (AI) and were presented at 2 Hz (AN) or 1 Hz (AI) through sound-delivery tubes sealed into the external meati. The ipsilateral ear was used for AN fibers, and the contralateral, ipsilateral, or both ears were used for AI neurons, depending on which was most effective.
The instances at which the recorded spikes, after conventional amplification and filtering, first passed a Schmitt-trigger level were stored with a 10-s precision for offline analysis. The first spike following each stimulus onset was used to calculate mean latency. The analysis window always commenced with stimulus onset and usually terminated shortly after stimulus offset (10 ms for AN fibers) to allow for transmission delays. The responses of most AI neurons consisted of 1-3 spikes tightly locked to stimulus onset. Additional late discharges, if present, were excluded from the analysis.
Psychoacoustics and Perception. Detection thresholds (in dB SPL) for 11 human subjects (four tested twice) and five cats were measured as detailed (18, 19) and kindly provided by G. M. Gerken (University of Texas, Dallas). All subjects were tested with a set of single-and multiple-burst stimuli differing in duration and envelope characteristics (Fig. 2a) . The carrier frequency was 3.125 kHz for humans and 6.25 kHz for cats. The shortest stimulus (stimulus 1) was composed only of onset and offset portions of 4.16 ms each [P(t) of cos 2 function]. Multipleburst stimuli were composed of stimulus 1 repeated to form stimuli that differed either in number of bursts (multiple-burst series: stimuli 1-5) or in interburst interval (interval series: stimuli 3 and 21-24). A single-burst series (stimuli 6-14) was created by adding a constant amplitude plateau in the middle of the stimulus, and an onset-offset series (stimuli 1 and 15-20) was created by varying onset and offset times. For humans (right ear) and cats (binaural), thresholds were determined for all 24 stimuli and 10 stimuli (1-5, 6, 8, 10, 12, and 14) , respectively, by using a simple up-down method with decreasing step size. Threshold was the average of six transitions using 2-dB steps in humans and 2.5-dB steps in cats. Following training (at least four complete sets of 24 thresholds in humans and 10 in cats), mean threshold for a subject was based on 12 such thresholds for each of the 24 stimuli in humans (10 in cats). We obtained a grand mean for all subjects from the individual mean threshold SPLs by minimizing the sum of the total variance across subjects without altering the mean SPL across all subjects and stimuli.
Results and Discussion
Background. An important step toward the aims of the present study was to derive thresholds of AI neurons from the stimulus dependence of their mean first-spike latency, L. Fig. 1 shows the data for one representative neuron. Fig. 1a illustrates that for each onset function, L generally decreased as the SPL of the stimulus tones increased and their onset times decreased, finally approaching a neuron-specific minimum, L min , the constant transmission delay (34) (35) (36) (37) . In our study of AN fibers (38) , whose latencies behave similarly (38, 39), we initially explained firstspike timing by assuming that threshold, T, is constant and equal to the temporal integral, from stimulus onset to the trigger time of the first spike, L Ϫ L min , of P(t) raised to some power, q:
where T, L min , and q are free parameters. The distribution of q obtained from 89 AN fibers was narrow and centered on 1, and not 2, suggesting that AN fibers reach threshold by temporal integration of P(t), and not of I(t). Fixed pressure envelope integration thresholds (q ϭ 1) explained the data of most fibers well, but systematic deviations of the data from that model were evident in some fibers. These deviations could be well explained by time-dependent thresholds and an extension of Eq. 1.
Compared with Eq. 1, this approach resulted not only in better fits but also in an even narrower distribution of q around 1 (38) . P c (in Pa) can be viewed as a system-inherent pressure-like force that adds linearly to the external sound pressure.
Refinement of Previous Models.
A fixed integration threshold could not explain the data of AI neurons, indicating that it is also necessary to assume a time dependence of AI thresholds. Eq. 2 described this time dependence satisfactorily for a fraction of AI neurons. Fig. 1b plots, for the same neuron as in Fig. 1a , the measured latencies against those predicted by Eq. 2 when q ϭ 1. Despite the rather close match, the residuals (Fig. 1b , solid line, right ordinate) reveal systematic deviations of the data from the model. These suggest that a slight modification of Eq. 2, namely a power law in a) for the AI neuron, plotted against integration time. The scatter of individual thresholds and the systematic differences between mean thresholds obtained with different rise functions are smaller for integration of P(t) (q ϭ 1; Upper) than for integration of I(t) (q ϭ 2; Lower). L min, the only free parameter of the fits, was 12.21 ms for q ϭ 1 and 12.57 ms for q ϭ 2. (d) Costs (purple symbols) and proportion of data points for which L min Ͼ L (green triangles) as a function of the exponent q of P(t), and distribution of the optimal q obtained from 32 neurons tested with different onset functions (black dots, right ordinate). The geometric mean was 0.914 with an error interval of 0.791-1.054.
would provide an even better description, a fact that will become apparent later (Figs. 2 and 3 ). The exponent m corresponds to the slope of the increase in T(L Ϫ L min ) with L Ϫ L min in double-log scales, and the scaling factor k defines the curve
Eqs. 2 and 3 are intimately related, because the right-hand term of Eq. 2 comprises the first two terms of a Taylor series approximation of the power law, evaluated at a point L Ϫ L min Ͼ Ͼ 0. The presentation of the data analysis will first deal with the value of q in the middle term of Eqs. 1-3, i.e., with the issue of whether P(t) or I(t) is integrated to reach threshold, both at the AI neuronal and the perceptual level. We will then turn to the time dependence of the thresholds defined in this way, including the value of m in the right-hand term of Eq. 3.
AI Thresholds Are Largely Determined by Temporal Integration of P(t).
The optimal exponent q of P(t) for a given AI neuron was obtained by minimizing a cost function that depended on q and L min . The cost function was defined such that its minimum was obtained when the spread of thresholds at any given integration time and systematic differences between the thresholds obtained with linear and cos 2 onset functions were minimal (Fig. 5 , which is published as supporting information on the PNAS web site, www.pnas.org). This novel approach only postulates that thresholds to those CF tones of different onset function, onset time, and SPL that elicit responses with identical L Ϫ L min should be identical. It imposes no a priori constraints on thresholds for different values of L Ϫ L min . Thus, threshold may be constant (as in Eq. 1) or may form any function of L Ϫ L min (e.g., those of Eqs. Fig. 1d shows that the cost function (purple) of the example neuron is W-shaped with its global minimum near q ϭ 1. Further, the proportion of stimuli for which the measured latency L was shorter than the estimated L min increased steadily from near zero for q Յ 1 to Ϸ20% for q ϭ 2 (Fig. 1d, green triangles) , rendering temporal integration of I(t) rather implausible. Fig. 1c shows that when the thresholds (obtained from best fits) to all tones for this neuron are plotted against integration time, the vertical scatter of the data points is appreciably smaller for q ϭ 1 (Upper) than for q ϭ 2 (Lower). For both exponents, thresholds vary with integration time, an issue that will be dealt with later. Across the AI sample, the optimal values of the exponent q of P(t) were narrowly distributed around 1, and not 2 (Fig. 1d, black dots,  right ordinate ). These findings demonstrate that AI neurons, like AN fibers (38) , reach threshold by temporal integration of P(t), and not I(t).
2-3).

Perceptual Thresholds Are also Largely Determined by Temporal
Integration of P(t). To also distinguish between integration of P(t) and of I(t) at the perceptual level, we next reanalyzed perceptual thresholds for both cats and humans tested with a large set of Fig. 2 b-f ) show clearly that, also at this level, integration of P(t) provides a much better fit to the data than integration of I(t). The SPL corresponding to the peak amplitude of threshold stimuli decreased with an increasing number of bursts (stimuli 1-5 in Fig. 2a ), plateau duration (stimuli 1 and 6-14), and onset-offset times for a single burst without plateau (stimuli 1 and 15-18) (Fig. 2b) . These trading relationships between threshold SPL and stimulus duration are all consistent with thresholds reached by temporal summation. Threshold SPL did not differ for stimuli that were temporal mirror images (stimuli 19 and 20) or for multiple-burst stimuli differing in interburst interval (stimuli 3 and 21-24) (the five yellow squares representing the threshold SPLs for these stimuli in Fig. 2 b-d and f fall on top of one another). The latter result is inconsistent with the leaky integration hypothesis, which would predict an increase in threshold SPL with increasing interburst intervals because leakage would continue during these intervals and its net effect would increase with time (18) . Threshold SPL for stimuli in the multiple-burst, single-burst, and onset-offset series diverged as duration increased ( Fig. 2 b and f ) . Thus, threshold SPL is not an invariant function of stimulus duration. The energy density of threshold stimuli, i.e., the temporal integral of I(t) (in W⅐s⅐m
Ϫ2
), increased as the number of bursts, plateau duration, and stimulus onset-offset times increased, again with pronounced divergence of the thresholds between the series (Fig. 2c) . This shows that threshold energy is also not an invariant function of stimulus duration, contrary to what would be expected from a temporal integrator of I(t).
In contrast, a much closer alignment of the thresholds for stimuli in the different series was obtained by plotting the temporal integral of P(t) (in Pa⅐s; Fig. 2d) , again, as for the calculation of energy densities, without any correction of onsetoffset versus plateau duration. The closer alignment of thresholds for q ϭ 1 compared with q ϭ 2 was expected from the Ϸ6-dB difference between threshold SPLs for single-and multiple-burst stimuli of longer durations (Fig. 2b Inset) . Further, it matches the finding on AI neurons (Fig. 1c) . Hence, perceptual, like neuronal, thresholds are much better defined by the temporal integral of P(t) than that of I(t), or by SPL only.
The Time Dependence of Pressure Envelope Integration Thresholds Is
Well Described by a Power Law. Figs. 2d and 3c reveal that perceptual pressure envelope integration thresholds increase almost linearly with stimulus duration on double-log scales for both cats and humans. Consequently, and as stated above, the power law
provides an excellent descriptor of the data that leaves remarkably little unexplained variance (0.84% and 1.11% of the grand means for humans and for cats, respectively), particularly because m and k are the only two free parameters. The duration of the threshold stimulus, t s , replaces the term L Ϫ L min of Eq. 3 and T(t s ) ϭ T 1 for t s ϭ 1 ms. The unexplained variance in Eq. 4 was smaller for each subject than that given by the equivalent power law relating threshold energy and duration by, on average, an order of magnitude (Fig. 2e) . This was similarly true for the grand mean data (unexplained variances given in Fig.  2 
c and d) and again emphasizes that integration of P(t) provides a much better explanation for threshold than of I(t).
We also reanalyzed available perceptual thresholds from other studies of temporal summation in various mammals, birds, and fish (8) (9) (10) (11) (12) (13) (14) 17) and replotted the data (Fig. 3d) . It is apparent that in each species the dependence of pressure envelope integration thresholds on stimulus duration can be well described by Eq. 4. The adequacy of this power law may be obscured in the conventional plot of threshold SPL versus log duration, particularly when only single-burst stimuli with fixed onset and offset times are used. For such stimuli, threshold SPLs increase more rapidly the shorter the stimulus duration becomes, as illustrated with high resolution for the grand mean human data in Fig. 2f (blue circles). This curved shape could suggest an exponential function with a long time constant. However, it results from the concomitant increase in the proportion of onset and offset times with respect to the entire duration of the tone. To illustrate this, we calculated the threshold SPLs for theoretical stimuli with rectangular P(t) that had durations and temporal integrals of P(t) identical to those of the single-burst threshold stimuli by dividing the temporal integral of P(t) of each stimulus by its duration (gray squares in Fig. 2f ). These theoretical threshold SPLs fall on (8 -14, 17-19) . For the porpoise, parakeet, and field sparrow, absolute thresholds could not be determined from the original articles and thus the position on the ordinate is arbitrary.
a straight line (black line through gray squares in Fig. 2f ) with a slope of 20(m Ϫ 1) (here, Ϫ5.33 Ϯ 0.09 dB per decade of duration). Threshold SPLs measured for multiple-burst stimuli fall on a line (red line through red circles and yellow squares in Fig. 2f ) of similar slope (Ϫ5.64 Ϯ 0.10 dB per decade of duration), because the proportion of onset and offset times also does not change with duration. The line is elevated by 6.15 Ϯ 0.22 dB, i.e., a factor of Ϸ2, relative to that for the rectangular stimuli, because the peak amplitudes of multiple-burst stimuli are twice as high as their mean amplitudes and hence as the peak amplitudes of equivalent rectangular stimuli.
The power law (Eq. 4 with L Ϫ L min instead of t s ) can also well describe the functions relating the pressure envelope integration thresholds to the integration time of cat AI neurons (Fig. 3b ) and AN fibers (Fig. 3a) , at least over the time range corresponding to the durations tested for perception in that species (Fig. 3 c-d) .
Deviations from the power law can be observed for short integration times in some AI neurons (purple, black, and blue symbols in Fig. 3b ) and for long integration times in some AN fibers (purple symbols in Fig. 3a ) and are readily explained as follows. In some neurons of the central auditory pathway, latency decreases with increasing SPL for low SPLs but for higher SPLs remains relatively constant (40) or even increases with further increments in SPL (36, (41) (42) (43) (44) . This ''paradoxical latency shift,'' which is likely mediated by fast inhibition (43, 44) , converts to the steep increase of pressure envelope integration thresholds for short integration times. In AN fibers, latency increases with decreasing SPL until an upper limit is reached that is caused, and its value determined, by the fiber's spontaneous activity (38, 39) . This upper limit produces roughly constant latencies to low-SPL stimuli and consequently results in a nearly vertical drop of threshold estimates for such stimuli.
The Slope m of the Time Dependence of Pressure Envelope Integration
Thresholds. The exponent m of Eq. 4, i.e., the slope of the increase of the pressure envelope integration thresholds with stimulus duration, averaged 0.76 Ϯ 0.09 for humans and 0.69 Ϯ 0.06 for cats. For the other species (8) (9) (10) (11) (12) (13) (14) 17) , we obtained very similar values, ranging from 0.67 to 0.79, and, after weighting them with the number of individuals, frequencies, and stimuli tested, a mean m of 0.75 (Table 1 , which is published as supporting information on the PNAS web site).
For cat AI neurons, the values of m were more widely distributed (Fig. 4a, blue bars) , but for some neurons the values match those for perception (Fig. 4a, yellow bars) . These are also the most sensitive neurons, because sensitivity increases, i.e., T 1 decreases, as m increases by 32 Ϯ 5 dB per m (Fig. 4b) . In cats, perceptual sensitivity is Ϸ20 dB better than that of the most sensitive neurons (Fig. 4b ), but this is readily explained by the conditions used for neuronal recording (anesthesia; stimulation of mostly one ear only and near the tympanum, thus disenabling pinna gain). The values of m are all Ͻ1. This excludes a fixed pressure threshold, for which m ϭ 1 and the integral T(t s ) ϰ t s , and corroborates our previous conclusions (34) (35) (36) (37) (38) . The present analyses thus show that both neuronal and perceptual thresholds are better measured in units of pressure multiplied by time (e.g., Pa⅐s), with additional specification of that time, than in units of pressure only or in units of energy.
The Location of the Integrator. Because the functions relating the pressure envelope integration threshold to integration time or stimulus duration for AN fibers, AI neurons, and perception in the same species, namely the cat, are closely matched (Fig. 3  a-d) , the integrator is most likely peripheral to the site of spike generation in the AN fibers, and more central processes (6, 7, 18, 32, 33) do not seem necessary to explain the present data. The peripheral boundary for the location of the integrator is marked by the membrane potential of the sensory receptors, the inner hair cells (IHCs). This potential almost instantaneously follows the fine structure of the stimulus at low frequencies and the pressure envelope, P(t), at higher frequencies, without any slow changes of its DC component when P(t) is constant (45) . These observations agree well with the short, Ϸ1.4-ms (46), IHC membrane time constants. Thus, the integration of P(t) over the observed long time scales cannot have been accomplished at, or peripheral to, the level of the receptor potential. Also, the observation that the sensitivity of AN fibers of similar CF in the same individual can differ by several orders of magnitude (Fig.  6 , which is published as supporting information on the PNAS web site), together with the compelling evidence that each IHC is innervated by 10-30 AN fibers of different spontaneous rates and thresholds (47, 48) , argues against an integrator identical for all afferent fibers of a given IHC (38) . This limits the possible location of the integrator to the first synapse in the auditory pathway, between the IHC and the distal dendrite of a single AN fiber, including that distal dendrite with its additional synaptic inputs, just below the IHC, from efferent fibers of the lateral olivocochlear system (49) . This synaptic region is structurally diverse, which could readily account for the range of AN fiber sensitivities, because there are systematic relationships between morphological and physiological properties (47) (48) (49) (50) .
The Possible Nature of the Processes Leading to Threshold. To identify the parameter really traded for stimulus duration, and so to pinpoint the underlying mechanism of temporal summation, Eq. 4 was reformulated such that this parameter, R , multiplied with duration t s yields a constant R ⅐t s ϭ const.
[5]
, c ϭ const⅐(1/k) ␣ , and P ϭ [͐ 0 ts P(t)dt]/t s is the mean amplitude of P(t) during t s . R (in s Ϫ1 ) can be interpreted as a mean rate of individual events, possibly point processes. This interpretation results from the units of R , as well as from the plausible idea that a certain number of individual events may be necessary to reach threshold. Thus, the higher (lower) the mean rate of these events, the shorter (longer) the time needed to accumulate the necessary number. This general interpretation of this trading law does not require any assumptions about the necessary number of events or about their distribution (homogeneous or inhomogeneous) over time. Such an accumulation process of individual events, as described by Eq. 5, is not equivalent to the temporal integration of a continuously changing quantity. Eq. 5 reveals that there is no real resolution-integration paradox. Because R ϰ P ␣ , the duration, t s , over which the events need to be accumulated is short when P is high, indicating high temporal resolution. Conversely, when P is low, t s increases and the temporal resolution decreases, consistent with available data (51, 52) . Our reanalysis of the perceptual data (Fig. 3d ) reveals no obvious deviations from Eq. 5, in contrast to proposed relatively short maximum integration times (Ϸ200 ms; ref. 29) .
Eq. 5 also provides a hint to the nature of the integrator. The probability of the occurrence of the individual events, proportional to P ␣ , can be viewed as a conditional probability that results from the interaction of ␣ subevents, the probability of each of those occurring being proportional to P . Calculating ␣ from m for the perceptual data yields values between three and five (Table 1) . Thus, it seems meaningful to search for events that are mediated by three, four, or five subevents. One candidate for such events is exocytosis at the IHC-AN fiber synapse, for which, in mouse (53), four to five Ca 2ϩ -binding steps are necessary. Numbers between three and five have been reported for peripheral and central synapses in squid, frog, and rat (54) (55) (56) (57) (58) .
