In this paper we introduce an adaptive local pdf estimation strategy for the construction of Generalized Lifting (GL) mappings in the wavelet domain. Our approach consists in trying to estimate the local pdf of the wavelet coefficients conditioned to a context formed by neighboring coefficients. To this end, we search in a small causal window for similar contexts. This strategy is independent of the wavelet filters used to transform the image. Experimental results exhibit interesting gains in terms of energy reduction comparable to those obtained in [8] . In order to take benefit from this energy reduction, specific entropy encoder should be designed in the future.
INTRODUCTION
One of the limitations of the discrete wavelet transform (DWT) when applied to images is its reduced ability to decorrelate coefficients along contours. As correlation persists, large magnitude coefficients representing contours remain spatially colocated. As a result, current research efforts are focusing on the design of schemes able to decorrelate these coefficients or to minimize their energy [1] [2] [3] [4] [5] 11] .
The Generalized Lifting (GL) approach [9] is a signal decomposition method derived from classical lifting [10] . GL enables the implementation of linear as well as non-linear operators in the analysis and synthesis stages while preserving the perfect reconstruction property. The fundamental difference between the classical lifting and the GL can be highlighted considering how the detail signal is generated. In the classical lifting, details samples are viewed as a prediction error: odd samples are predicted from even samples and the prediction error, that is the detail signal, is computed by subtracting the predicted values from the actual values of odd samples. The GL takes a different viewpoint as it produces the detail signal through an invertible and possibly nonlinear mapping that takes as input the odd samples themselves. The mapping is adaptive as it depends on a context defined by even samples spatially close to the detail sample that is computed.
In [6] , a GL mapping minimizing the energy of wavelet coefficients obtained after an initial DWT was proposed for lossy image coding. This mapping is able to drastically reduce the coefficients energy, but it was obtained under the ideal but unrealistic assumption that accurate context-dependent pdfs are available for wavelet-domain data (e.g., the pdf of wavelet coefficients conditioned to a given neighborhood was assumed to be known). Clearly, in a coding application, this information would have to be sent to the receiver eliminating the gains in overall coding performance. In [7] , one step towards the definition of a realistic scheme was taken by assuming that the image to encode belonged to an image class. The conditional pdf was estimated through training on the image class and was assumed to be known by the decoder, which was therefore dedicated to this image class. This strategy allowed us to define a realistic scheme, but the resulting gains highly depended on the class itself and the similarity of the images within the class.
To be able to deal with arbitrary images, a modeling approach was proposed in [8] . The strategy consists in clustering the initially huge set of possible context values into a reduced number of context classes and in modeling the pdfs conditioned to the classes. More precisely, contexts involving the four closest neighbors of the sample to be mapped through the GL are clustered into six classes based on their structure. The clustering process is contrast invariant and focuses on the features resulting from contours. Note that these features are dependent upon the wavelet filters used for the initial DWT. Once the context classes are defined, their pdf is estimated through a training process run over the entire subband. Finally, the parameters of the models necessary to define the inverse GL mapping are sent to the receiver. As the number of context classes and of parameters used to define the conditional subband pdfs is small, this overhead has only a minor impact on the final bitrate. In [8] , we show that this strategy provides significant gains in terms of energy reduction of the wavelet coefficients, in particular around contours.
In this paper, we investigate an alternative approach and compare it with the one described in the previous paragraph. The fundamental difference between both approaches is that, here, we do not intend to describe the conditional pdf of the entire subband. Instead, we focus on the local characteristics of the sample to encode and its context. In order to maintain the analogy with the previous approach, we will still rely on the notion of conditional pdf but the description will be done from a pure deterministic viewpoint. When a given sample y[n] to be encoded and its context are observed, we can say that, locally, the conditional pdf of the sample is one for the value y[n] and zero for the remaining values. This trivial local pdf allows us to define a very simple GL mapping minimizing the energy of the output sample. Following this idea, the main issue is to be able to estimate the trivial local pdf. We propose here an adaptive estimation strategy that essentially consists in searching in a causal neighborhood of the current sample to encode for contexts that are similar to the one being analyzed. The goal of this paper is to describe and analyze this approach and to compare its results with those reported in [8] . Note that the proposed approach eliminates the dependency of the GL mapping on the wavelet filters used in the initial DWT.
Next section reviews the Generalized Lifting method. Section 3 introduces the idea of local pdf and the resulting GL mapping. Section 4 presents the adaptive local pdf estimation technique. Sections 5 and 6 describe the coding scheme and the experimental results respectively. The conclusions are presented in Section 7.
GENERALIZED LIFTING
The generalized lifting (GL) decomposition shown in Figure 1 and introduced in [9] enables the implementation of linear and nonlinear operations. The GL involves first a polyphase decomposition or Lazy Wavelet Transform (LWT), followed by generalized predict (P) and update (U) steps. Assuming discrete signals, the mapping itself is discrete. To get perfect reconstruction, the mapping P should be invertible, i.e., injective. If the number of possible values for y[n] and y'[n] is the same, then the mapping should be bijective. The same reasoning can be applied to the generalized update operation. That is, it is an injective mapping
Apart from the injectivity that is required to achieve perfect reconstruction, the generalized predict (P) and update (U) operators may be arbitrary. In order to improve image coding efficiency, we seek to use prediction based on mappings that minimize the energy of the detail signal produced by the GL decomposition. In [6] , we have shown that, if the conditional pdf of each subband, ( ) pdf subband y C , is known, then the GL can provide a drastic reduction of the wavelet coefficients energy. This is an ideal assumption useful to assess the potential of the approach but unrealistic in practical situations. In the following section, we discuss the design of GL based on a local observation of the data to encode instead of a global characterization of the subband statistics.
GL BASED ON LOCAL PDF
As mentioned in the previous section, instead of taking a global perspective on the wavelet subband statistics, we consider now a local approach. Assume that the sample to be mapped is denoted by y[n] and its context C n is defined by the position of a set of neighboring samples. If we observe the value y[n] conditioned to the value of the context C n locally, we could say that the local pdf is described by These equations simply state that the probability of the observation is one whereas the probability of all remaining configurations is zero. In other words, the local pdf consists of only one non-zero value. This is a trivial statement that will allow us to define a very simple GL mapping.
Let us assume that we have some means to estimate the local pdf and let us call ( ) * pdf local y C this estimate of ( ) pdf local y C . As it is a local pdf, it has also only one non-zero value. Let us call y * the value for which this pdf is different from zero (therefore equal to one), ( ) . y n y n y = − This equation is rather similar to the classical lifting approach, except that the computation of the y * is not restricted to be obtained through a fixed convolution of the detail samples. Any strategy allowing us to estimate the local pdf, or equivalently the value of y[n] based on its context, may be used. In the next section, we propose an adaptive strategy for this purpose.
In the sequel, the LWT relies on a quincunx subsampling. As a result, the sampling patterns for even and odd scales are different. The sampling pattern for odd scales is represented in Fig.  2(a) . y represents the detail sample to be mapped. Its context may be composed of approximation as well as detail samples. Approximation samples can be chosen freely as they will be available in the decoder during the synthesis process. In the sequel, we will use the four closest neighbors of y denoted by
, , , x x x x in Fig. 2(a) . If we want to increase this context to include detail samples, we have to select samples that will be available at the decoder when y will be processed; those are causal samples. Experimental results will show that the introduction of causal detail samples { } 1 2 , y y in the context improves the scheme efficiency. The sampling pattern for even scales is shown in Fig.  2(b) . We did not find any evidence that the inclusion of causal detail samples in the context introduced any advantage. Therefore, only the four closest approximation samples will form the context for even scales. 
ADAPTIVE ESTIMATION OF THE LOCAL PDF
In this section, we define an adaptive strategy to estimate the local pdf of the detail sample y to be mapped. In the previous section, we have seen that this is equivalent to finding a strategy that defines the expected value of the sample y based on its context. Let us describe the approach for the odd scales of the GL decomposition. The context of the sample y is composed of 6 samples: { }   1  2  3  4  1  2 , , , , , x x x x y y (see Fig. 2(a) , , , , , C x x x x y y = . Fig. 3 shows an example of a search window and the corresponding contexts. The similarity between contexts is computed by the following expression: Note that the samples that are farther away from the sample to be mapped are weighted by a factor α. Moreover, the weighted distance is normalized by the energy of the current context as we want to capture the context structure in a contrast invariant fashion.
Once the context minimizing D in the search window is found, its corresponding central detail sample y * is used as the prediction of y and the resulting mapping is computed with * ' . = − y y y Of course, we cannot expect to always find very similar contexts in the search window. As a result, the mapping is performed only if the similarity D is below a given threshold. In other circumstances, several different contexts produce exactly the same similarity. For the time being, we do not apply the mapping in these circumstances. For the even GL scales, Fig. 4 illustrates the search window, the context around the sample to be mapped and the context being searched. As we were not able to show the interest of using detail samples in the context, only four samples are included and the similarity D is computed with: 
CODING SCHEME
The coding scheme is shown in Figure 5 . First, we apply a discrete wavelet transform (DWT) to the image. Currently, we focus our analysis only on one of the three subbands produced by a decomposition of one scale of the DWT, namely HL or horizontal detail subband. Our strategy is easily applicable to other subbands and DWT scales. Next, subband is quantized with a uniform scalar quantizer. Our purpose at this moment is to evaluate the behavior of the approach, thus, we have used 1 Q = as the step size of the quantizer. We apply the adaptive local pdf estimation (ALPE). Parameters involved are search window size (ws), threshold T and α . These parameters are the only overhead the method introduces for each GL scale. Fig. 6 . Wavelet domain subbands shown were obtained with a Haar filter. These images were selected because of their wavelet domain content; which varies from one to another in a way that is interesting for the evaluation of the local pdf; this different behavior would ease the analysis. In barbara, high energy coefficients are concentrated around contours; in boat we may appreciate non-structured textures at the bottom of the image; bike exhibits strong regular edges and large smooth regions. The GL decomposition is iterated twice in a dyadic way. 
EXPERIMENTAL RESULTS
We conducted experiments with different window sizes. The best size in terms of energy minimization may depend on the image and filter used for the initial DWT. For the first GL scale and for barbara and bike, we found that a window size of 18×5 coefficients was the best for both Haar and CDF 9/7 filters of the DWT. For boat, we found that 18×3 and 18×7 were the best sizes for Haar and CDF 9/7 respectively. We attribute this difference to the presence of non-structured texture at the bottom of the image, whose behavior greatly differs from one filter to the other. For the second GL scale, we found the best window size of 14×5 for the three images in the case of Haar filter. For CDF 9/7 filter, we found window sizes of 10×5 for barbara and boat, and of 18×3 for bike as the best sizes. We attribute the difference of shape in bike, to the strong and uniform horizontal edges, whose similarity is best captured through the horizontally-elongated window. In the future, these optimum window sizes may be estimated but, for now, these parameters are sent to the receiver. We optimized the threshold T (also sent to the receiver), and computed the energy gain as ( )
We have evaluated the influence of the weighting factor . α
Best results were found for 0.3 0.4 ≤ α ≤ depending on the image for Haar filter. In the case of CDF 9/7, 0.6 α = for all images. Table II summarizes experimental results. These results were obtained with the window sizes described above, optimized thresholds T and α for each of the two GL scales. The bitstream size in bits for the different configurations of the encoder is shown.
Positive gain E indicates a reduction in energy. Positive coding gain means an increase in coding efficiency after GL. The table compares the bitrates using Arithmetic Encoder or EBCOT after a wavelet decomposition (DWT) and possibly a GL (DWT+GL).
The average energy reduction is around 18%. However, table II shows that this energy reduction does not translate into a bitrate reduction. The best bitrates are obtained with EBCOT but, in this case, the average loss created by the GL is 2.59%. This loss is not totally surprising as the contexts used in EBCOT were designed to model the statistics of wavelet coefficients, not of the coefficients after applying the GL. If we use an arithmetic encoder that does not use contexts, then, although the global bitrates increase, the use of the GL is now positive and decreases the bitrates by an average of 1.56%. As a result, future research will focus on designing appropriate contexts to adapt EBCOT to the GL mapped signals.
CONCLUSIONS
Adaptive local pdf estimation approach to GL mapping construction has demonstrated to provide energy reductions comparable to those obtained through the use of models [8] ; with the advantage of the independency of the DWT filter. As a counterpart, this approach is more sensitive to the wavelet domain subband structure.
Coding results are interesting. The mismatch between the statistics of GL signal and the statistics of the DWT prevents the EBCOT from exploiting its context classification scheme efficiently. The comparison of AE vs EBCOT shows the importance of having a good context classification scheme. Our future research will involve the design of a specific context classification scheme that would exploit better the energy reduction of GL. 
