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GENERAL INTRODUCTION 
Throughout the development of calculus, various physical phenomena have been 
modeled into partial differential equations. One well-known equation is the heat 
equation ut = Au, which describes heat conduction under Fourier's Law. Of more 
interest are nonlinear problems, many of which arise in such fields as electronics, 
hydrodynamics, chemical kinetics, and biophysics ([1],[2],[4],[7]). 
When a mathematician deals with a partial differential equation subject to ei­
ther a purely initial condition or to initial-boundary conditions, he is usually first 
confronted with the following questions: Does there exist a solution? If so, is the 
solution unique and does it depend "continuously" on initial data? If answers to 
all these questions are affirmative, then the problem is said to be well-posed in the 
sense of Hadamard. Unfortunately, even the existence of a solution may not be 
guaranteed. A famous example is furnished by Lewy's linear equation without so­
lutions, regardless of the type or form of data prescribed ([6]). Abundant instances 
in which the uniqueness of a solution or its continuous dependence is violated can 
be found (e.g., [3], [7], [8]). 
Once these questions are settled, em additional one may be posed for a time 
dependent problem: Does the solution exist for edl time? In illustration, we present 
the initial value problem 
t  =  ' > 0 ;  v ( 0 )  =  0 ,  
whose solution, y( t )  = 1 — y/1 — 2t, cannot be continued past t  = 1/2, since when 
y reaches one, dy/dt becomes unbounded. 
Furthermore, for an evolution equation with a global solution, another consider­
ation can be made: Are there any stationary solutions, i.e. solutions independent 
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of time, and are any of these steady states stable in the sense that when a solution 
starts "near" a steady state, it stays "near" that steady state for all time? 
To answer the questions just posed is sometimes very difficult. To rise to the 
challenge is exciting, however. For this reason, we wiU conduct a series of discussions 
on these topics. 
In this thesis, we consider three nonlinear initial-boundary value problems of 
parabolic type. Our main interest in these problems is twofold. First, we focus on 
a problem related to the so called "quenching" phenomenon. (As time tends to an 
instant, the solution remains bounded, while its derivative becomes unbounded.) 
Since Kawarada [4] first proposed the problem formulated from a physical model 
in 1975, a lot of authors have extended some results to more general problems. 
However, problems such as the location of quenching points or the behavior of 
solutions at quenching were not completely understood. Therefore, in this direction, 
we undertake a study in more detail. 
Second, we investigate the long time behavior of solutions of Burgers' equation 
with nonlocal boundary conditions. There are two reasons for considering these 
problems. One arises from the physical motivation, because some boundary condi­
tions represent a forcing of the flux. The other comes from a purely mathematical 
point of view, since to the best of our knowledge, no one has done nonlocal prob­
lems of the type considered here. Although the presence of the nonlocal term makes 
discussion more complicated, all results for local boundary conditions in a previous 
work of Levine [5] are preserved. 
Explanation of Dissertation Format 
The dissertation is witten in the alternate dissertation format. Each part repre­
sents a paper which has been submitted to a scholarly journal for publication. 
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PART I. ON THE BLOW UP OF «< AT QUENCHING 
Abstract 
Let 0 be a bounded convex domain in R" with smooth boundary. We consider 
the problems (C): u/ = Au + (p{u)  in ft x (0,T), while u = 0 on dft x (0, T) and 
u(z,0) = uo(x) .  Here <p{u)  :  (-co, A) -» (0,oo) (A > 0) satisfies > 0, 
tp"{u)  > 0, and lim ip{u)  = +oo, while UQ satisfies Awo(a:) + v(uo(®)) > 0. We 
U—*A~ 
show that if u quenches (reaches A in finite time), then the quenching points are 
in a compact subset of O and U( blows up. We also extend the result to the third 
boundary value problem. 
In this paper [10], Kawarada studied the following initial boundary value problem: 
1. Introduction 
1 0 < a: < L, <> 0, 
< > 0 ,  (A) 
u t  = U x x  + : , 
1 — u 
w(0,<) = u{L, t )  = 0, 
u(x ,0)  = 0,  Q<x<L.  
He showed the following: 
(i) If JD > 2V^, then reaches one in finite time. 
(ii) If reaches one in finite time, then becomes unbounded in 
finite time. 
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When (ii) occurs, Kawarada says that u quenches in finite time. Unfortunately, his 
methods do not appear to extend readily to more general cases. Therefore a weaker 
definition was posed in [2],[11] where u is said to quench if (i) occurs. For more 
general problems of parabolic type, some results were obtained over the last few 
years by several authors in [2],[3],[11],[12],[13],[14]. 
In [4] the authors remark that Kawarada's proof of (ii) is incomplete. They give 
a complete proof of (ii) using elementary arguments for a more general class of 
nonlinearities which includes those of the form (1 — u)~^ for /3 > 1. 
In [8], the author has shown that i{ j3 >3, then the behavior of u at a quenching 
point is asymptotically precisely the same as that for the solution of the initial value 
problem y' = (1 — y)~^, 3/(0) = 0 on (0, T). In [9], he extended these results to 
radial solutions in sufficiently large balls. 
Recently, A. Acker and B. Kawohl in [1] investigated an analogous problem in 
several dimensions: 
u{x ,0) = UQ{X) ,  X  €  Ba, 
where Ba is a ball in R" with center at the origin. Under the assumptions that 
u = u(r,<) where r = |x| and the initial values satisfy u(r,0) > 0, Ur(r,0) < 0, 
u,(r, 0) > 0 and t(r*(r, 0) < 0 and with some mild restrictions on the nonlinearity 
/(u), they proved that if u quenches, then the only quenching point is the origin 
and Ui(0,t) is unbounded. 
In this paper, we consider the more general problem: 
Ut = Au-t f(u), X  e  Ba, t > 0 ,  
(B) u = 0, X e dBa, t  >0, 
ut = Au + v(w)) X G ÎÎ, 0 < < < T, 
(C) u = 0, X e 9ÎÎ, 0 < < < T, 
u(x,0) = uo(x), X G ft. 
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Here ft is a bounded convex domain in R" with smooth boundary. (p{u)  : (—00, ^ 4) —» 
(0,oo) (A > 0) satisfies <p'{u)  > 0, > 0, and lim ( f i (u)  = +00; while the 
u— 
initial datum satisfies 0 < «0 < -4 and Auo + y)(«o) > 0. 
In §2, we prove that if u quenches in finite or infinite time, then the quenching 
points are in a compact set. In §3, we show that Ut blows up at finite quenching 
time. In §4, we extend the result in §3 to the third boundary value problem. Our 
arguments are based on modifications of those in [6] for blow up problems. 
Our result also allows us to obtain blow up results. By means of transformation 
V = — ln(l — u), the differential equation in (C) becomes 
i;t = Au+ 6^(1-6"")-|Vup. 
Thus, as remarked in [1], blow up of solutions of this equation is equivalent to the 
quenching of solutions (C). Thus, following [1], we may say that the set of blow-up 
points for the Dirichlet initial-boundary value problem for the above equation be in 
a  compact  subset  of  Î Î  and whenever  v blows up in  f in i te  t ime so  does  e~"vt .  
In [5], the authors considered the Dirichlet initial boundary value problem for 
vt = Au — |Vt;|' 4- \v\''~^v 
and showed that if 1 < g < 2p/{p -f-1), p > 1, these solutions blow up in finite 
time. Clearly the case q = 2is excluded from their result. On the other hand, if we 
consider the equation 
vt = Av + — |Vu|^, 
then, with <p{u)  = e(l — u)"^ ,  our results tell us that for /? > 0, some solutions v 
(with Vt) blow up if e is sufficiently large. (Blow up results are well known for these 
last two equations when |Vup is not present on the right-hand side.) 
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2. The Location of the Quenching Points 
We begin with an introduction of some remarks and definitions. We show that 
the quenching points lie in a compact subset of Q. 
Let u he & unit vector in R" and let T\  be the hyperplane u • x  = X.  Let the 
plane move continuously toward Q with the same normal, i.e., decrease A, until it 
begins to intersect Î2. From that moment on, at every stage the plane Ta will cut 
off from f2 an open cap S(A) associated with u. Note that u is the outer normal of 
5ft at the point p of the boundary which T\ first touches. For simplicity, we use A 
to denote the distance from p to T\, and denote Î2 x {< = r/} by ÎÎ, (0 < »/ < T). 
Lemma 2.1. I f<p(u)  :  (~oo,  A)(0 ,  oo)  i s  cont inuously  di f ferent iable  and uo(x)  > 
0, then for every t) (0 < Tf < T) at every point po on dil,, x (ij, T), there is a cap 
S(Ao), such that < 0 for any (x,t) € S(Ao) x 
PROOF: Since u > 0 in ft,, x [RJ ,  T )  and u = 0 on ôft,, x (T) ,  T ) ,  this follows from the 
similar argument in [7]. 
Now we call D{XQ)  = S(Ao) x (i/,T) the cylinder. 
For fixed rf G (0,r), 5ft,, is a compact set. Hence Am&% = max{Ao} and Amin = 
min{Ao} exist, and Amax > Amin > 0. Let ft^o = {p IPAoP ' PAoPo < 0}, with po on 
5ft, and PAO on with PAOPO perpendicular to TAQ. 
Let ftj, = n ftAo" ft(, is the complement of the union of all S(Ao)'s with 
respect to ft,,. Clearly ft(, CC ft|,. 
Now we state our main result as follows: 
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Theorem 2.2. Assume that the conditions in Lemma 2.1 hold, and tp'{u) > 0 for 
0 < u < w4, 0 < uo(x) < A. Then the quenching points are in a compact subset of 
fi. 
PROOF: For any point € (0, \ ()(,) X {r f ,T) ,  there is a point po{x° , t*)  €  
ÔÎÎ X {< = /*} such that the line LQ through po and p» has the same direction as 
rzpo at Po. By Lemma 2.1, p* is contained in a cylinder D(Xo). We construct a 
new cylinder D(A#) by using Tx, instead of T\^, where 0 < A* < Ao is such that p» 
remains in D(A$). From the conclusion of Lemma 2.1, we know that < 0 in 
D(A*); in particular for all {x,t) on T\, D (ft x (»7,T)). Without loss of generality, 
we may assume np^ = (1,0,... ,0), a: = (®i,a:'), (x' = (zg,... ,Xn))> and {x,t*) is on 
the  l ine  LQ. We let  po =  {xi ,x ' , t*) ,  p$ =  (a;* ,®' ,**) ,  and the  point  p  =  (x i ,x ' , t*)  
where the line Lq intersects T\,, i.e., Tx, = {zi = xi}. Obviously 
Now we define a function in D(A$) by: 
dv, F{x ,  t )  = + c{xi  — x i )  
Here c is a positive constant to be determined. We have 
Ft — Uxi t  
AF = Auxi  
so Ft - AF = (f i ' (u)ux^  < 0 in D(A*). On the boundary of D(A*), we have at 
Tx, = {ici = il}, F = Uii < 0, on D(A«) n {< = r/}, 
F = Uti(x ,r f )  +  c{xi  -x i )< max Wii(x,»/) + cAmax <0 0(A,)n{<=if} 
provided c < 
To show that F < 0 on 5J3(A«) n (dO, x (r/, T)), we consider the problem: 
vt  =  Av + (p{0) ,  X e  f i ,  0  < t  < T,  
v  = 0,  xedi l ,  0<t<T,  
v(x ,0)  =0, X 6 ft. 
Since (p ' (u)  > 0, we have u>vhy the maximum principle, and u ^  v.  It follows 
from the Hopf-Weinberger maximum principle that 
^ < ^ < - c i < 0  o n  M X (0,T). 
In particular 
= ^cos(n,xi) <-cicos(n,xi) on DD(X,^ )N{dÇl x (T) ,T ) )  .  CFXI  PTL 
We may assume 
cos(n,xi) > C2 > 0 
for some cg > 0 and every point (x , t )  € 9D(A*) A (dSl  x (r/, T)). 
Therefore on 9D(A*) A (dÇî X (?/, T)), 
Q h c(xi  — Xi) < —C1C2 + cAmax <0 if C < . ^  ^ • 
Letting c = min{—maxUx,(x,7;)/Amax>ciC2/Amax}> we find that 
F(x, t )<Q in 2?(A»), 
or 
-Uxi > c(xi -Xi). 
Thus for any point p* = (xî,x',<*), we see that 
*1 *l 
J(-Wji ) r f x i  > c j { x i -  x i )dxi  
2l Ï1 
u(xi,x',i*)-u(xî,x',<*) > ^(xj -Xi)2 
or 
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«(a:J,a:',<') < u{xi,x\t*) - - xif 
< A - ^ { x \ - x x f .  
Since p^{x*,t*) is an arbitrary point in (0^ \ X (7, T), the set of quenching 
points lies in a compact subset of Q. 
REMARK 2.1: In Theorem 3.3 of [6], the authors define (with J  instead of F)  
among other conditions. Our !F{= 1) does not satisfy this condition. 
REMARK 2.2: We do not require that T be finite in the proof of the theorem and 
the result thus holds for 0 < T < 00. 
REMARK 2.3: If UQ{X)  satisfies the condition (2.2) in [7] on a part of 0, then we 
can locate the quenching points more precisely. Especially, if O is a ball in R" and 
u is a radial solution with < 0, then the center of the ball is the only quenching 
REMARK 2.4: If in (C) we replace by ey where e > 0, then it is known that for 
all sufliciently large e, the set of quenching points is not empty [2],[3],[11],[14]. 
F{x, t )  = itij + c{xi  -  XI) :F{U)  
where is required to satisfy (2.23) of [6], i.e. 
00 
point. 
3. The Blow Up of ut at Quenching 
As an application of Theorem 2.2, we now show that when u quenches, then 
blows up. Here we use a modification of an argument of [6]. 
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Theorem 3.1. Assume, in addition to the hypotheses in Theorem 2.2, that <f"{u) > 
0 for 0 < « < and Auq + V'("o) ^ 0 in Q. Then if u quenches in Hnite time, Ut 
blows up. 
PROOF: Let NJJ be the set {z | dist(x, Q'^) < jAmin}» it is clear that fij, CC CC 
Q f f .  
Consider the function G(x, t )  = u* — S<p{u)  in x (t/, T), where 5 is an undeter­
mined positive constant. 
Gt = uu -  Sip ' (u)ut ,  
AG = Aut — ^(^"(u)|Vu|^ — 6(p'{u)Au, 
Gt — AG = <p'{u)ut + ^ v?"(u)|Vw|^ - 6(p'(u)<f{u) 
= tp ' (u)  {G + 6y)(u))  +  8tp"{u) \Vu\ '^  -  6ip '{u)(p{u)  
= /(«)G + V'(«)|V«P, 
so 
Gt — AG — (p ' (^u)G > 0. 
Prom the maximum principle, it follows that G cannot take negative minimum 
in Î2 ' , '  X  i r} ,T) .  
On the parabolic boundary, (f(u) < c in while on x (7, T) (by Theorem 
2.2), <p(u) < c also. On the other hand, using the condition Awq + ¥*(^0) > 0 in 
0 ,  we  see  tha t  ««  >  0  in  x  (0 ,  T ) .  Thus  u«  >  c i  >  0  for  (x , t )  on  x  (T] ,T)  
and (x,T)) in Hence if 6 < ^, then G > 0 in It follows that G > 0 in 
X {r},T), i.e. > 6tp(u). Thus lim u, = +00. 
REMARK: In the proof of the theorem, ci depends on T. This means that the 
method does not apply to the case T = 00. This is in agreement with the observation 
11 
in [11] where it was shown that when 0 is an interval and when ^lim u(xo,0 = 
then ^lii^M((zo,<) = 0. 
4. The Blow Up of ut for the Robin Condition 
In this section, we extend some of the previous results to the following problem: 
u< = Au + v(«), a: G ÎÎ, 0 < < < T, 
du (D) + /3u = 0, X G ÔÎ2, 0 < t < T, 
u { x j O )  =  u o { x ) f  X e fi, 
where ^ = /?(x,<) > 0, < 0. 
Because the main theorem in §2 is based on Lemma 2.1 which strongly depends 
on the Dirichlet problem (C), it cannot be applied to problem (D). Instead, we use 
other arguments to achieve the same result as in Theorem 3.1. 
Lemma 4.1. U ip{u)  > 0, <p"{u)  >  0 for  0  < u < A,  and lim ip(u)  =  +oo, then 
U-*A-
there exists a number AQ (0 < AQ < A) ,  such that u(fi'(u) > (P(u)  i f  u  > AQ.  
PROOF: Let $(«) = We find that $(0) = 0, $(w) > 0 for 0 < u < A, and 
lim $(«) = 0. 
Thus setting $(A) = 0, we have that $(«) is continuous in [0, A], and difFeren-
tiable in (0, A). Let AQ be the point nearest A where $(u) obtains its maximum, 
then $'(i4o) = 0 and $'(w) < 0, or uip'{u) > <^(u) for u > AQ, 
Lemma 4.2. If the conditions in Lemma 4.1 are satisfied, <p'(u) >OforO<u<A 
and A«o + v(wo) > 0 in Q, then if u is the solution of the problem (D), Ut > c> 0 
for (x,<) G 0 X 
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PROOF: Set v{x , t )  = Ut{x , t ) .  Then v{x , t )  satisfies 
ut = Au + (p '{u)v ,  z G 0, 0 < < < T, 
•5—h I3v ^ 0, z E 5Î2, 0 < t < T", 
on 
u(i,0) = Auo + (P(uq) >0, X e SI. 
By the maximum principle, t; > 0 in ÎÎ x (0,T). Since <p'(u)  >  0, 
u, > Au in fix (0,r). 
Now consider the related problem: 
wt = Aw, X G Î2, T) < t  <T,  
— + = 0, X 6 T j  < t  < T ,  
on 
w(x ,r i )  =  v(x ,r i ) ,  xeSl .  
Since v(x , t )  > w(x , t )  and w(x, t )  > c in Î2 X the conclusion follows. 
Now we can use the technique adopted in [6] to show the following: 
Theorem 4.2. Under the same hypotheses as in Theorem 3.1, we have that ut 
blows up at quenching. 
PROOF: Set G(x, t )  = ut  — 6(p{u) .  
As before 
Gt — AG — ip\u)G ^0 in Ox (7^, T). 
By applying Lemma 4.2, G{x,r])  > 0 for z G 0 if 6 < max i f i (u(x , t i ) ) '  Then we claim 
that  G(x, t )  > 0 for  a l l  (z ,<)  G 5ÎÎ  x  (»/ , r )  provided 6 < 
13 
Assume the contrary: G takes a negative value at some point (xo,<o) € x 
Let G{x*, t*)  be a negative minimum on 5Î2 X [r j ,  <o]. Prom the choice of 6 and the 
fact  that  G cemnot  have negat ive  minimum in  0  x i t  i s  c lear  that  u(x*, t*)  > 
Ao, and that 
fiC 
at (z\r) 
or 
It follows that 
> 0 at 
Note that 
Ê 
we find that <p(u)  — utp ' (u)  > 0 for u = u{x*, t*)  > AQ. 
This leads to a contradiction. 
Therefore we have shown that G{x, t )  > 0 in ft x (r i ,T) ,  which yields the desired 
result. 
14 
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PART II. QUENCHING FOR SOLUTIONS OF 
A PLASMA TYPE EQUATION 
Abstract 
In this paper, we examine the first initial boundary value problem for the fast 
diffusion equation ut = (""*)*« +e(l 0 < m < 1, e,0! > 0 on (0,1) x (0,T). 
We characterize the set of stationary solutions and show that quenching can occur 
for solutions with certain initial data. We also extend some results to the porous 
medium problem. 
1. Introduction 
In this paper, we investigate the global existence and nonexistence of solutions of 
the first initial boundary value problem 
Ut = (u"*)ix + g(l — u)~°' 0 < a? < 1, ( > 0, 
(I) u(0,<) = u(l,<) = 0 <>0, 
tf(z,0) = «0(3:) 0 < z < 1. 
Here 0 < m < 1, e, a are positive, and 0 < UQ{X)  <  1. This problem arises in the 
area of plasma physics, where u denotes plasma density, so it is natural to restrict 
u to be nonnegative. Since the diffusion coefficient, tends to infinity as 
u —> 0; we sometimes call this case, the "fast diffusion" case. 
Following a popular definition, we say that the solution of (I) quenches if it reaches 
one in finite time. The case m = 1 has been investigated by many authors. For 
16 
details, see [3]. The exploration of the current problem, however, has not been made 
yet, and hence we focus on it. Some results will also be mentioned regarding the 
porous medium problem (m > 1), the so called "slow diffusion" case. The analysis 
will be carried out in the manner of [5], in which Levine gave a complete qualitative 
study of problem (I) with m = 1. 
The plan of our paper is as follows: In the next section, we present the comparison 
theorem and local existence of solutions for (I). In the third section, we characterize 
the set of stationary solutions of (I). Finally, in the last section, we establish stability 
and quenching results for problem (I). 
At the beginning of this section we proceed to define subsolution, supersolution, 
and solution of (I). 
For convenience, let ft = (0,1), DT = Î2 X (0,T), and /(it) = (1 — 
DEFINITION: A solution u of problem (I) on [0, T] is a function u with the following 
properties: 
for 0 < < < T and tp € y > 0 on DT , y? = 0 at X = 0 and x = 1. 
A aubsolution (supersoluiion) of problem (I) is defined by (i) and (ii) with equality 
replaced by < (>). 
2. Comparison and Local Existence 
(i) U6C([0,T); L'(a))nL'°(,DT); 
(ii) u satisfies 
J  ^ {T)<p{T)  -  j  j  
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In what follows, we shall exhibit a powerful tool for this analysis — the comparison 
principle, which will be used later. 
THEOREM 2.1. Let u (< 1) be a subsolution and v (< 1) be a supersolution of 
problem (I) with initial data UQ and VQ, respectively. Then if UQ < VQ, it follows 
that u <v on DT-
PROOF: In Theorem 2.4 of [4], the author built up a comparison principle for prob­
lem (I) with nonlinearity f{u) being "locally Lipschitz" continuous. If both subso­
lution and supersolution are bounded away from 1, then the condition is satisfied, 
and the conclusion follows. 
By means of the comparison theorem, we can prove the local existence of solutions 
of (I). 
THEOREM 2.2. For 0 < UO < 1, there exists a TO < oo such that problem (I) has a 
unique nonnegative solution on DTO-
PROOF: Clearly U = 0 is a subsolution. If we can find a supersolution v with 
vo > uo such that for some To < oo, u < 1 on DTO , then by comparison, we know 
that whenever it is a solution of (I), it should be bounded away from 1. Making use 
of Theorem 3.1 in [4] or Theorem 4.1 of [6] for 0 < m < 1, we obtain the desired 
conclusion. 
To this end, we let v = v( t )  be a solution of the ordinary differential equation 
i = (T^- "(0) = ll"«ll'~(»)' 
Solving it, we obtain that v = 1 — [(1 — — e(a + 1)<J . For sufficiently 
small t, the quantity in the bracket can be kept positive, hence u < 1 and v is our 
desired supersolution. 
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With the help of the comparison theorem, we can also show the monotonicity of 
solutions of (I) in time. 
THEOREM 2.3. If the initial datum U Q  € C^(Î2) satisfies (uq*)" + e/(«o) > 0 (< OJ, 
then u(x,t) is monotonically increasing (decreasing) in t. 
PROOF: We prove the first assertion only because the second statement can be 
shown by the same argument. 
Obviously, UQ is a subsolution of (I). Recalling the comparison theory, we have 
that «0 < Let w{x,t) = u{x,t + h) (h > 0 arbitrary) to find that «;(x,0) = 
u(x,h) > «o(®), w{x,i) is a solution, and thus a supersolution of (I). Applying 
Theorem 2.1 again yields that u(a;,< + h) > u{x,t) for any ( > 0. 
REMARK 2.1: Without any difficulty, all results in this section can be extended 
into n dimensional space (n > 1) with more general nonlinearity /(«). They can 
also apply to the porous medium problem. 
REMARK 2.2: The solutions which we discuss possess much stronger regularity 
properties than those required by the definition of a solution. For the purpose of 
this paper, however, we need discuss only weaker solutions. 
3. Stationary Solutions 
We begin with the definition of stationary solutions of problem (I). We are in­
terested only in nonnegative solutions. A function u : [0,1] —» [0, a] (a < 1) is a 
stationary solution of (I) when it satisfies the following: 
(YTN)» ^  e f (v )  = 0 0 < 3 < 1, 
^ ^ u(0) = u(l) = 0, 
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in the sense that v  €  C(Q)  and / + e(p f {v ) )  dx  =  0  for all y 6 C^(îî), y» > 0 
n 
and y(0) = y(l) = 0. 
To obtain a complete bifurcation analysis, we need more regularity than those in 
the (weak) definition. For this reason, we first restrict the stationary solution within 
a limit: v < 1. Since / is locally Lipschitz, the equation in (II) holds classically, 
i.e., V € C^(0), u(0) = «(I) = 0. 
Now suppose that wis a positive classical solution of (II). Then v{x )  has a max­
imum at ( 6 (0,1) and it follows that i;'(() = 0. Conversely, for ( under certain 
conditions and for 0 < /i < 1, consider the problem 
(u"*)" + e/(u) = 0, 
%(() = V'IO = 0, 
then V is also a positive solution of poblem (II). 
Therefore, in order to discuss solutions of (II), we may solve (II') first. Integrating 
the equation in (II') multiplied by (u"*)', and using the initial conditions, we arrive 
at 
(3.1) ^(u"*)'^ + emF(v)  = emF(/i), 
V 
here F{v)  =  J  f ( s )ds  is an incomplete Beta function. 
0 
Integrate (3.1) to obtain 
J 
For a positive solution of (II), v = 0 only at two endpoints. Thus, from 
\/f / - FM - «• 
it follows that ^ = j. 
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Let G{n)  = \/2m / Then (3.3) is equivalent to 
(3.4) G{n)  = y/ë. 
Note that «(1—®) is also a solution of (II). Combination of this fact with v (|) = /* 
yields that for 0 < x < j, %(%) is implicity given by 
and by v(x )  =  u(l — a:), if j < a: < 1, with n  satisfying (3.4). Therefore, to achieve 
the aim of this section, we only need focus our attention on the solution of (3.4). 
In [5], because of m = 1, G(f i )  is solvable, and thus the discussion depends heavily 
on the explicit form of G(/i); whereas, here, G(fi) can only be represented implicitly. 
To overcome this obstacle, we have to seek a different approach. 
Although the integrand in (2.3) has a singular point at r/ = /u, F(/i) — F(j/) > 
— r j )  for some 5 > 0 and r j  near /i; thus G(( i )  is continuous for 0 < /i < 1. 
Moreover, by rewriting G{fi), one can easily verify that G(/i) is actually twice 
differentiate on (0,1), which will be shown later. Knowing some properties of 
G'(fi) on (0,1) will help us investigate the behavior of G{fj,). The motivation for 
this idea comes from a method used in [1] and [7], where the authors studied the 
stabilization of solutions of a problem similar to ours, but m > 1 with nonlinear 
term being w(l — m)(u — a). 
For this purpose, we first present two lemmas. 
LEMMA 3.1. G{n)  i s  con t inuous ly  d i f f e ren t iab le  on  (0 ,1 ) ,  and  there  are  and  /X2 
in (0,1) with fii < fi2 such that G'(fi) > 0 on (0,/ii) and G'(/i) < 0 on (p^,l). 
PROOF: TO show this, we use the variant of G(FI) 
v(x) 
(3.6) 
(3.6) 
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Formally differentiating G{n)  yields 
(3.7) GV) = 
For n 6 (0,1), we have F'(/i) = Applying Cauchy mean value theorem, 
we can see that 
^ iF \^^ ) -T^LF>{r^ i )  MR-V(0 + RR(0 , < 
FM-F(TtL)  c - 'm)  
where ^ is between r f i  and f i .  Since < îéj7> the integral in (3.7) is convergent, 
and consequently, G'(/i) G C(0,1). 
Then we rewrite G'{n)  as follows 
f— M 
= YÏ I Y [(2MF(^) - ,.-/(„)) - (2MF(,) - ,""/(,))] 
0 
Set /r(t;) = 2mF{v)  — v^ f (v )  to have 
(3.8) = 
then we turn our attention to 
First, we claim that t h e r e  i s a /ii € (0,1) so that H'{fM) > 0 on (0,/ii) and 
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< 0 on (^1,1). Through a straightforward computation 
H'M = 2mf'(p) -
= - ijrrw 
FTL —1 m an 
-IN—1 
(1 -- P)"+I 
"m — (m + a)/i 
. (1-P)*+' . 
Picking /il = makes our assertion true. 
Next, when checking H{n) at two endpoints, we find that ff(0) = 0; whereas near 
1, /(/i) ~ (a ^ 1) or -ln(l-/i) (a = 1), hence If(n) -oo as /x -• 1". 
It follows that there is a jWg )> / x i  such that I f ( f i )  >  0  on  (0,^2) and I f (n )  <  0  on  
(/i2j !)• Combining two properties of I!(n) yields the desired result for 
Lemma 3.1 suggests that G'( f i )  has at least one zero one (0,1). If we can show 
that on (0,1), G'{fi) has at most one zero, then it follows that there exists a /2 in 
(0,1) such that G'(/i) is positive on (0,/i) and negative on (/%, 1). To this end, we 
made another statement: 
LEMMA 3.2. G{pi )  is twice differentiable on (0,1), and there is a constant a* > 0, 
when a < a*, for any zero no of (*'(/x), we have that G"{fto) < 0. 
PROOF: G(n)  can be written in the form 
f  r - ' fM 
J KiWFW - FM 
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Upon integration by parts, we obtain 
(3.9) 
0 ft 
= 2\/fW - 2a|(l - ,)«-V^W --FW <lt. 
Thus, 
\/2M 
- R-'AF) 
7 
0 
1 f 
M ~ V  
(1-q) or—1 
y/F{f i )  -  F{r))  dr) 
( 1 - q )  O—1 
V/FP 7 V^FÔIPFW dT) 
= r - 'MK( t i ) ,  
A 
Rewrite /^(/x) as 
firiWFi^) - F(r7) 
D»/ 
fi 
= ~ ^" / [^ (Q'-'-FL - ?)"-')] \/%)TFW dri 
It 
=  - 2 a  J l ( l - m ) - ( 2 a - m)ijJ 
• ,-"(1 - nf -Wm-m àn,  
hence Ar(//) is differentiable, and it follows that exists on (0,1). 
Differentiate K{f i )  to find 
M 
••/(.)/ [(1 - m) - (2a — m)T7 *"(1 — »/)^® 
V'F(/ i)  -  F( TJ)  dr j .  
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Ifa!<Y,(l — m) - (2a - m )TJ > 0; whereas if a > y, for T) < fi2 (/i2 is the number 
in Lemma 3.1), (1 — m) — (2a — m)T) > (1 — m) — (2a — m)/i2. 
Let (1 — m) — (2a — m)fi2 > 0, and it follows that a < y + ^ . Set a* = 
Y + ^2^^^ ; then, when a < a*, we have that K'(n) < 0 for ^ < ^2-
At any point fio where G'( t i )  = 0, we can see that G "{hq) = \/5m f{fio)K'(tio). 
The proof is complete. 
REMARK 3.1: Obviously, a* > |. If m is small, then a* can be very large. For 
instance, suppose fi2 = by elementary calculation, we find that (5m — l)a < 
+m. If m < j, say, then there is no bound for a*. 
Relying upon these two lemmas, we are able to prove the following: 
THEOREM 3.3. Let a < a*. Then 
(i) I fO  <  a  <  1 ,  there  are  two  positive numbers ei(a) and £2(0) with ei(a) < 
e2(a) such that for (II) there is one and only one positive solution if 0 < e < 
ei(a) or e = £2(01), two solutions if ej(a) < e < £2(01), and no solution for 
£  >  £2(01) .  
(ii) Jf a > 1, there is e(a) > 0 so that problem (II) has two positive solutions for 
0 < £ < e(a), one solution if £ = e(a), and none for £ > e(a). 
PROOF: Taking note of the previous lemmas, we only need to check the values of 
G(fi) at fi = 0 and /x = 1. 
For all cases, it is clear that G(0) = 0 from (3.9). 
If 0 < a < 1, we can estimates 
G{f i )  = V^M fi"* J 
0 
1 
v /F( / i )  -  F{ T) 
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As ^ 1-, Fi fx )  =  -4. f s ' " - ^ ( l  -  s^ds  =  B(m, l  
0 0 
Hence lim_ G(/i) > B(m,  1 - > 0. 
For a > 1, we observe that 
1 
F( i i )  -  F{r j )  =  f i ' ^  f  - /ir)—rfr -rj"* f - 7/r)-«(ir 
i , i 
> (/i"* - r/"*) J- nT^dr. 
Thus 
G{n)  <  
• 1 1 M 
j - ^r)~°'dr j 
,171 — 1 
y/n"^ — r/" 
r 1 
R"'-I(L-PR)"*DT 
Lo 
-1/2 
3 
O 
Fig. 1 G(IJI) for m = 3, a = 1/2. 
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Fig. 2 G(/%) for m = 4, CK = 1. 
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Fig. 3 G(n)  for m = 2, a = 2. 
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1 -1/2 
Since f  T"* ^(1 — HT)~°'dT goes to zero as ^  -+ 1 , it follows that lim G{n)  = 
Lo 
0. 
REMARK 3.2: Regardless of the restriction on a, our result is consistent with that 
in [5]. Thus, we may conjecture that for any a > 0, Theorem 3.3 holds. Meanwhile, 
numerical evidence (see Figs. 1-3) supports the conjecture for the porous medium 
problem. 
Now we recount some important properties of i;(x). 
THEOREM 3.4. 
(i) On any interval I = {ea,eb) where fi{e) = v (j,e) satisfying (3.4) is contin­
uous in £, v(x,e) is a continuous function of e in the uniform norm. 
(ii) On any interval I where /i(e) is strictly increasing, v(x, e) is strictly increasing 
in e for all X G (0,1). 
(iii) I f f i - ( e )  <  f i+ie ) ,  t hen  the  correspond ing  so lu t ions  are  ordered ,  i . e .  v ^ (x , e )  <  
v+(x,£) on (0,1). 
The proof is vertually identical to that of Theorem 2.1 A in [5] and, therefore, is 
omitted. 
Finally, we study the existence of nonclassical solutions of (II), which satisfy 
By taking a suitable sequence of y's, we see that (3.10) holds if and only if 
(3.10) 
n 
(3.11) 
0 
where 
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is the Green's function for —^ with Dirichlet boundary condition. In (3.11), 
(1 — y)fiviy)) and y/(v(y)) are in I-Loc(^)i hence, v is absolutely continuous. 
Whenever u(a:) < 1, u satisfies the equation 
(R'»)"+E/(T;) = 0 
in a classical sense. 
1 
For a > 1, F( f i )  == f r'"~^(l — fiT)~°'dT -+ oo as /i —> 1~. If a nonclassical 
0 
solution exists, then %(z) = 1 at some point from (3.1), we see that this is 
impossible. 
For 0 < a < 1, since both u(z) and u(l — z) satisfy (3.1), it follows that v is 
synametric with respect to a: = j. If %(() = 1, at some ( in (0,1), then ( should be 
1. Therefore, v{x) must be a solution of the integral equation 
, w(z) , 
VI/ 
with u (I) = 1 and e satisfying 
t 1 
V F W - F M =  
Consequently, e = ei(cK), which is the critical number in Theorem 3.3. 
To sum up, we conclude: 
THEOREM 3.5. ifa > 1 (II) has no nonclassical solution. For 0 < a < 1, there is 
exac t l y  one  so lu t ion  Vg  when  e  =  e i (a ) .  
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Singular Solutions 
1 
Classical Solutions 
Fig. 4 Bifurcation diagram for 0 < m < 1, 0 < a < 1. 
e(a) 
Fig. 5 Bifurcation diagram for 0 < m < 1,1 < a. 
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REMARK 3.3: For singular stationary solutions of the following problem: 
u< = (u*"),:, + e(l - < 1) 0 < X < 1, <>0, 
(I*) u(0,<) = u(l,<) = 0 <>0, 
U(Z,0) = UO(Z) 0 < X < 1, 
here x(A) is the characteristic function of the set A, we must have 
1 
(3.12) - £ j  G{x ,y ) f {v (y ) )x (v  <  l )dy .  
0 
Since v is classical wherever v < 1 and t; is symmetric with respect to a; = the 
same argument as above can apply, and it follows that if 0 < a < 1 and e > e(a), 
then there is exactly one singular stationary solution of (I*). 
Bifurcation diagrams of the stationary solutions are given in Figs. 4 and 5. 
4. Quenching and Global Existence 
In order to get statements about quenching or stability of solutions, we first 
establish that if u(x,t) is a solution of (I) such that 
lim u(x,<) = v(x ) ,  
»OO 
then t;(a:) is a solution of (II). In this direction, we begin with a certain integral 
equation for the solution of (I). 
LEMMA 4.1. Let u(x,t) be a solution of (I). Then 
t r 1 
(4.1) 
0 L 0 
1 
J «"*(x,T) - e  J G{ x , y )f( u { y , T ) ) d y  
 
= J G{x ,y )  [u{y , t )  -  uo(y )]dy ,  
dr 
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where G(x,y) is the Green's function for 
PROOF: FVom the definition for u, 
T 1 J W(Y, T) tp (y ,  T )dy  -  j  j+ u '^ tpyy )dyd t  
0 0 0 
1 T 1 
= J uo(p(y ,0 )dy  +  e  j  J f {u ) tpdyd t .  
0 0 0 
Consider a sequence with tpn ix , y , t )  = ipn(x , y )9( t ) ,  where 0n(-,y) G 
r l fn ix , y )  -*  G{x ,y ) ,  V'nyy -» Gyy ,  and g(<) G C°®([0,T]) with ^(T) = 0. 
We then have 
T 1 T 1 
~ J J Utlfn9'(t)dydt ~ J J u'^i^nyyO(t)dydt 
0 0 0 0 
1 T 1 
= J Uot j )n0{0)dy  +  e  J J /(y)0„^(<)</y</<. 
0 0 0 
Integration by parts produces 
T r 1 t 1 « 1 
J J{u-  uo) ipndy  +  J J u'^i'nyydydT + ^  J J f(y)^ndydT 
0 Lo 0 0 0 0 
Since 9 ' ( t )  can be chosen arbitrarily, it follows that 
1 ( 1 ( 1 J rpn(u  -  U o ) d y  +  J j '>PnyyU" ' d y dT  + ^  J J ^ nf{y)dydT = 0. 
0 0 0 0 0 
Letting n —• oo, we obtain the form (4.1). 
Using this integral equation for u, we can show: 
6 ' { t )d i  =  0. 
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LEMMA 4.2. Suppose that u(x,t) is monotone in t and lim u(x,t) = v(x) exists 
t—»oo 
Then v(x) is a solution of (II). 
PROOF: Since u{x , t )  is uniformly bounded and monotone in t ,  for fixed x  € [0,1], 
1 1 
^liin  J  G{x ,y )u{y , i )dy =  J  G(x ,y )v (y )dy ;  
0 0 
and then 
1 
— j  G{x ,y )u{y , tn )dy  0 
0 
for some sequence tn —» oo. The equation (4.1) implies that 
1 
v" ' ( x )  =  £  J  G{x ,y ) f {v{y ) )dy ,  
0 
which is exactly the same as (3.9); and hence v(x )  is a solution of (II). 
With Lemma 4.2 in hand, we are ready to establish quenching and nonquenching 
results for problem (I). 
THEOREM 4.3. LetO<a<l .  
(i) For 0 < e < £1, if 0 < uo < Uj(x,ei), then quenching does not occur even in 
in f in i t e  t ime  and  l im  u(z ,<) '=  v{x ,£ ) .  
(ii) For £  =  £ i ,  we  have  the  fo l lowing:  
(a )  I fO<uo< v{x ,£ i ) ,  then  u{x , t )  i s  g loba l  and  ^ l i i ^u (x ,  <)  =  v(x ,£ ) .  
(b )  I f v{x ,£ i )  <uo  <  Va(x ,£ i ) ,  then  quench ingcannot  happen  and  \ v^u{x , t )  
v (x ,£ i ) .  
(iii) For  £ \  <£  <£2 ,  the  fo l lowing  ho ld :  
(a )  I fO<UQ< v+(x ,£ ) ,  then  u  ex i s t s  g loba l l y  and  ^ lh^w(x ,<)  =  v- (x ,£ ) .  
(b )  Ift;+(x,e) < «0, then u quenches in Unite time. 
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(iv) For e = 62, we have the following: 
(a )  I f  0  <  uo  <  v(x ,e2) ,  then  u  i s  a global solution and = 
v(x ,e2) -
(b )  I f v (x ,£2)  <  uo ,  then  u  on ly  ex i s t s  loca l l y .  
(v) For e > 62, every solution of (I) with 0 < uo < 1 quenches in finite time. 
PROOF: We follow closely the proof for Theorem 3.2A of [5] given in the case m = 1 
by Levine. Without any confusion, sometimes we shall write the solution of (I) with 
an  in i t i a l  va lue  UQ a s  u(x , t ;6 ,uo) .  
(i) We choose uo = 0 and too = where £i < 6 is so close to 6i that 
Uo < Wo on (0,1). Then, by comparison, 
ii(x,<;e,t;o) < u(x,<;e,Mo) < u(x , t ;£ ,wo) .  
On the other hand, by recalling Theorem 2.3, we can see that u(x, t; e, uo) is 
monotonically increasing; whereas (wJ^)"+6f(wo) < +8f{wo) = 0 im­
plies that U (x ,  t ]  e, W Q )  is monotonically decreasing. Hence, both lim U (x ,  I \  e, V Q )  
and ^lim U{x,t;e, WQ) exist, and they are equal to v{x,6), the unique station­
ary solution; consequently, so is lim u(x,/;e,uo). 
^OO 
(ii) (a) Because u(a:,<;ei,0) < u(a:,<;£i,«o) < u(a;,ei), the conclusion follows, 
(b) Proof for (b) is similar to that for (i) and hence is omitted. 
(iii) (a) By the same reason as for (b) of (ii), the proof is left out. 
(b) Set Uo = v+(x ,S )  with S  <  6  such that t;+(x,e) < uo < uo to find 
that (vS^y + 6f(vo) > (VQ^)" + 8f(VO) = 0. Then, u(x,t;6,vo) is 
monotonically increasing and u(x,t;6,vo) < u(x,t;£,uo). Suppose that 
u(x,t;e,uo) existed for all < > 0; then u(x,t;6,vo) would exist, too, 
and it would follow that lim u(x,t;£,vo) exists, and should be greater 
than r+(z,s). Because there is no nonclassical solution for e > ei, a 
contradiction results. 
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(iv) (a) Letting vq = 0 makes the assertion hold. 
The proofs for (b) of (iv) and (v) are the same as that for (b) of (iii). 
For the case a > 1, we can argue in a similar manner. Thus, we only list the 
results as follows: 
THEOREM 4.4. Let 1 < A < A*. 
(i) For 0 <e < e(a), we have the following: 
(a )  I fO<Uo< v^ (x ,e ) ,  then  u  i s  g loba l  and  ^ l i i ^u (a; ,<)  =  u_(x ,e ) .  
(b )  I f  v+  <  uq ,  then  u  i s  no t  g loba l .  
(ii) For e = s(a), the following statements hold: 
(a )  f fO  <  uo  <  v(x ,e (o t ) ) ,  then  u  ex i s t s  for  a l l  i  >  0 ,  and  lim u(x,t) = 
t;(a;,e(a)). 
(b )  I f  v (x ,£ (a ) )  <  uo ,  then  u  quenches  in  Uni te  t ime .  
(iii) For e > s(a), every solution quenches in finite time. 
Finally, without being involved in any discussion about a stationary solution of 
problem (I), we can still obtain some quenching results. The main idea, as shown 
in [2] and [5], is to use the first eigenvalue of the Dirichlet boundary value problem. 
THEOREM 4.5. Let AI be the first eigenvalue of — ^ and let (p(x) be the corre­
sponding eigenfunction. Suppose that one of the following hypotheses holds: 
1 
(HI) f  uo<p(x )dx  > To = max r, where ef{r) — Air"* = 0, Q —oo<r<l 
or 
(H2) e > fio = ^max^ Xix"^/f{x). 
Then, the solution u(x,t) of (I) quenches in finite time. 
PROOF: Assume the contrary that u{x , t )  exists for all < > 0. By the definition of 
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«, put = (p (x )  to get 
1  ( 1  1  ( 1  
J  u(x , t ) (p{x )dx+Xi  J  J  u"*{x,T) tp (x )dxdT = J  uo(x )(p{x )dx+e J  J  f { u )(p{x)dxdT. 
0 0 0 0 0 0 
Differentiate the above equation with respect to t 
1 1 1 
d 
dt J u{x , t ) (p{x )dx  +  Xi  J u"^{x , t ) (p{x )dx  =  e  J f {u ) (p{x )dx .  
1 
Setting h{ t )  =  f  u{x , t ) (p (x )dx  and using the concavity of u"* and /(u), we have 
0 
h\t)>-\ih"'+efih). 
Whenever HI or H2 holds, h'(t) > h'{0) > 0; and it follows that 
1 > h{ i )  >  h{0)  +  A' (OX,  
a contradiction. 
For the porous medium problem, note that x"* < a: for m > 1 and 0 < x < 1. 
Similar results can be obtained. 
THEOREM 4.6. Suppose that one of the following conditions is satisfied: 
1 
(CI) J  uo(p{x )dx  > ri = m^ r, with ef(r) - Air = 0, 
or 
Q -oo<r<l 
(C2) £  >  e i  =  ^ max^ Xix / f ( x ) .  
Then, the solution of the porous medium problem quenches in Gnite time. 
REMARK: The results in the last two theorems are applicable to the n dimensional 
space (n > 1) case, with a general convex function /(«). 
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PART III. BEHAVIOR OF SOLUTIONS OF BURGERS' EQUATION 
WITH NONLOCAL BOUNDARY CONDITIONS 
Abstract 
In this paper, we discuss the long-time behavior of positive solutions of Burgers' 
equation u, = + euitx, 0<®<1,<>0, e>0 with nonlocal boundary 
\O / 
0 < g < oo. Criteria for stability are given. Blow up in finite time for some 
solutions is shown. General results are discussed. 
conditions: (A) u(0,<) = 0, Uz(l,<) = au''(l,<) ( /u(x,t)di  
\O 
Mz (0,<) = ouP(0,<) I /  u{x , i )dx  ] + 5eu^(0,<), «(!,<) = 0, where 0 < p < oo, 
1. Introduction 
In this paper, we consider two initial nonlocal boundary-value problems: 
(A) 
Ut  = Uxx  +  (/(«)), 
w(0,<) = 0 
u(x,0) = uo(x) 0<x<l  
0 < X < 1, t > 0, 
OO,  
OO,  
and 
(B) 
Ut  =  Uxx  +  ( f (u ) )x  
-Ux(0,t) = g (u(0,t) ,û)  
u( l , t )  =  0  
u ( x , 0 )  =  U Q ( X )  0<x<l ,  
0  <x  <1 ,  O 0, 
t > 0, 
OO,  
38 
1 
where uo(x) are nonnegative prescribed functions and û  =  f  u (x , t )dx ,  f  and g  
0 
are continuously difFerentiable functions satisfying /(O) = 0 and g(0, u) = 0. In 
particular, when /(u) = ^£u^{e > 0), g(u,v) = au^v'' with p > 0, g > 0 or 
gi(u, v) = au^v'^ — f(u) in (A) and au^v^ + f{u) in (B), the above problems reduce 
to Burgers' equation with nonlocal boundary conditions. Of more interest are the 
last two cases, which—because boundary conditions represent a forcing of the flux— 
arise from the physical motivation. 
In a recent paper [8], Levine presented results concerning the asymptotic behavior 
of positive solutions of Burgers' equation ut = Uxx + suux, 0 < x < 1, ( > 0, 
subject to either boundary condition (A) u(0,*) = 0, u«(l, <) = au''(l,<), ( > 0 
or (B) —«x(0,<) = (%«P(0,<), u(l,<) = 0, ( > 0 with a > 0 and 0 < p < oo. He 
analyzed stability and instability of the stationary solutions and showed that some 
solutions blow up in finite time. Recently, Anderson [1] and Park [13] generalized 
these results in two different directions. In [1], the porous medium equation ut = 
(^"')xz •!" n discussed; while in [13] the case p < 0 is considered. 
Matano [12] surveyed the general problems in a strongly order-preserving frame­
work. The resulting theory has wide application but does not include the case in 
which nonlocal boundary conditions are involved. 
On the other hand, Day ([2],[3]), ïViedman [4], and Kawohl [6] obtained results 
for Ut  =  Lu  with a nonlocal boundary condition: u(ôn = / f {x )u (x , t )dx ,  which 
n 
1 
for our problem reads «(0,<) = u(l,<) = J  f { x ) u { x , i ) d x .  They established the 
0 
existence and monotonie decay property of solutions. 
Our purpose is to study the existence and monotonicity of solutions and their 
stable and unstable behavior. In particular, some complete analyses are made for 
Burgers' equation. 
In the second section, we discuss several important properties for corresponding 
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stationary solutions of (A) and (B) and characterize the set of stationary solutions 
of Burgers' equation. In §3, we establish comparison theorems for (A) and (B) and 
discuss the local existence and blow up phenomenon of solutions. Finally, we analyze 
the stability behavior and give the solution diagrams for Burgers' equation in §4. 
Because of the nonlocal term in the boundary condition, the discussion becomes 
complicated, and certain conventional arguments do not apply. Some problems 
remain unsolved. For instance, in Burgers' equation with g(u,v) = au^v^ ± 
our results partly rely on numerical experiments. However, all results for purely 
local boundary conditions with g{u) = au^ are covered. Especially, the comparison 
principle obtained in this paper can be used in more general problems, and it is 
in te res t ing  to  no te  tha t  the  so lu t ion  d iagrams  fo r  Burgers '  equa t ion  wi th  g{u ,v )  =  
au^v^ ± are totally different from those with g(u,v) = au^v^. 
2. Stationary Solutions and their Basic Properties 
The arguments used herein are extensions of those described in [8], In this sec­
tion, we concentrate on the stationary solutions of (A) and (B), which solve these 
problems, respectively: ' 
w"{x)  +  { f i ya) ) '  = 0 0 < X < 1, 
(Ai) 
w(0) = 0, u;'(l) = flr(u>(l),iw) 
and 
w'\x) + (/(W))' = 0 0 < X < 1, 
(Bi) 
- u?'(0) = flF (ti;(0), u>), w(l) = 0. 
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1 
Here, w  =  J  w { x ) d x .  
0 
Without placing a monotonicity condition on / and g ,  we have 
LEMMA 2.1 A. Nontrivial solutions of (AI) are of one sign. Fhrthermore, every 
positive solution w(x) of (AI) satisfies w'{x) >0 on [0,1]. 
PROOF: The first assertion follows from the maximum principle. As for the second 
statement, if w'(x) changed sign on (0,1), w would have an interior extremum, 
which cannot happen unless w{x) = constant = 0. Since lu'(O) > 0, it follows that 
w'{x) > 0 on [0,1]. Suppose that for some XQ € (0,1], w'(x) > 0 in (0, ZO) and 
w'(zo) = 0. Then w(xo) > w(x) for x in (0,a;O), and the Hopf boundary point 
lemma yields w'(xo) > 0, which is a contradiction. 
Using the same argument, we can show 
LEMMA 2.IB. Nontrivied solutions of (Bi) are of one sign. Moreover, every positive 
solution w(x) of (Bi) satisfies w'(x) < 0 on [0,1]. 
(Ai) may have more than one solution, but adding a further assumption on /, 
we can find that solutions are ordered. 
LEMMA 2.2A. I f  f ' (u )  >  0  for  u  >  0 ,  Wi{x )  and  W2(x)  are  two  pos i t i ve  solutions 
of (Ai) that satisfy twi(l) > W2(l), then wi(x) > W2(x) on (0,1]. 
PROOF: Assume that the statement is not true. There is then an X Q  nearest 1 such 
that wi(xo) = u^2(®o) and wi{x) > W2{x) for x in (zo, 1]. Hence we can find a least 
xi in (3:0,1], so that Wi{xi) > ^^(zi). FVom the conservation law 
wi(0)  =  w' i {x )  + f {wi{x ) )  =  u;J (x i )  4 - / (wi ( z i ) )  
and 
U>2(0) = W2(x)  + / (IU2(A?)) = W2{x{)  + / (IW2(A;I)), 
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it follows that ^^(O) > 
Because «;i(0) = ^^(O) = 0, we know that wi(x) > W2(.r) near 0. Suppose that 
X2 is the first point, such that wi(z) > W2(x) in (0, zg) and u;i(a!2) = "^2(2^2). FVom 
the above identities, we find that Wj(x2) > 102(^2)' For x in (0,^2), however, 
Wi(x) -Wi (x2)  ^  W2(x)  -  W2(X2)  
X  —  X 2  X  —  X 2  
which implies that Wi(x2) < —a contradiction. 
For problem (Bi), we obtain the same conclusion by placing an additional re­
striction on /. 
LEMMA 2.2B. If f is twice continuously difFerentiable, f'(u) is strictly increasing 
for U > 0, and TWI(A:), W2{x) are two positive solutions of (BI) that satisfy WI(0) > 
W2(0), then wi(x) > W2{x) on [0,1). 
PROOF: Let w(x)  =  wi (x )  — W2(x) ,  then w(x)  satisfies 
w" +  f ' (w i )w '  +  ( f ' (w i )  — f ' (w2) )w2  =  0  0  <  X  <  1 ,  
w(0) > 0 and 10(1) = 0. 
Because f ' (u )  is strictly increasing and < 0 ,  w  cannot have a negative interior 
minimum. If w had a zero at zg in (0,1), the maximum principle would yield w = 0 
on [xo, !]• Hence, w" + f'{w\)W' + = 0 with W{XQ) — W'{XQ) = 0 implies 
that w = 0 on (0,1], which is impossible. 
Although we cannot establish an existence theorem for the solutions of (Ai) or 
(Bi), by applying further conditions to / and g, we are sometimes able to obtain 
the uniqueness of solutions of (Ai) and (Bi). 
THEOREM 2.3A. Let f be nonnegative and strictly increasing for u > 0, and 
suppose that one of two conditions holds: (i) y(tii,ui)/«i > flf(u2,U2)/w2 or (ii) 
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g{u \^v \ ) l v \  >  g(u2 ,v2) /v2  for  ui > U2 > 0 and vi > V2 > 0. Then, at most, one 
positive solution oi(Ai) exists. 
PROOF: Suppose that there are two solutions— TWI(X) and W2(A;) of (AI ) —satisfying 
i«i(l) > t«2(l)- By Lemma 2.2A, it follows that Wi(z) > W2(x) on (0,1] and that 
1 1 
wi  =  f  w i (x )dx  >W2=JW2(x)dx .  Moreover, we have w|(z) > 0 and > 0 
0 0 
by Lemma 2.1A. Let R(x)  =  w2{x) /w[{x ) ,  R ' {x )  =  ( f ' {wi )  — f ' {w2) )  il > 0 on 
(0,1]. Therefore, on (0,1) 
w'z j l )  
w'i(x) U;I(L)' 
Prom the above, we find that 
W2IXO) < XQ E (0,1) 
and that 
that is. 
W2IX) - W2{XO) < ^7^^ (WI(A;) - WI(A;O)) ZO < Z < 1; 
^^U;I(X) - W2{X) > ^^WI(ZO) - W2(XQ) > 0. 
Letting a? —> 1 , we have 
If (i) holds. 
_ FLF(W2(L),«>2) _ G(W2(L),W2)/T^2(L) _ ^2(1) ^ "^2(1) 
^(1) fl'(«'i(l).«'i) g(wi(l),wi)/wi(l) U>i(l) ~ U>l(l)' 
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Combining the above two inequalities leads to a contradiction: 
u>i(l) u>i(l) ~ Wl(l)' 
On the other hand, from — wgfz) > 0, it follows that ^ If 
u;l(l) wi wl(l) 
(ii) were valid, 
^2(1) _ 9(W2(1) ,W2) /W2 W2 ^ W2 
t«l(l) ^(wi(l),wi)/û;i wi ~ wi 
which is impossible. 
By analogous reasoning, we obtain the following result: 
THEOREM 2.3B. Let f be strictly increasing for u > 0, and suppose thatg{ui,v\)/u\ 
sr(u2>U2)/«2 or g{u\,vi)/v\ < fir(u2,U2)/v2 for ui > «2 > 0 and vi > V2> 0. Then, 
at most, one positive solution of (BI ) exists. 
Noteworthy is the equivalence between solutions of (Ai) or (Bj) and those ob­
tained from integral equations. 
THEOREM 2.4A. Let f > 0 for u > 0. Suppose that w(x) is a positive solution of 
(AI) G C^(0,1) N C^[0,1]. Then w(x) satisfies 
w ( x )  
0 
1 
for 0 < a: < 1. Here, a = u;(l) and ^ = J w( x ) d x .  
0 
Conversely, if a > 0 satisfies F(a; a, = 1, positive w(x) satisfies F(w; a, /?) = x 
1 
with J w(x)dx = /3, then w(x) is a positive solution of (Ai). 
0 
PROOF: The first statement follows by quadrature. We prove the second part. 
First, we claim that h(a-) = g{pi,^) + f{a) — /(<r) > 0 for e [0,a]. Otherwise, 
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suppose that there existed an xo € (0,1) with <7o = w(xo)  such that h(cro) = 0. 
Then h(<r) = A(oj — /I(<TO) = f{<To) — /(<r) « /'(O'o)(O'o — O")» and we would have 
v) (xo)  oro 
t da t da 
J  W ) ~ }  
0 0 
which is a contradiction. 
Next we show that w{x)  < a for 0 < a: < 1. If not, there would be at least a 
xi € [0,1) such that w{xi) > a. Because h{a) > 0, 
w ( x i )  
1 
da 
- 21, h{a)  
which cannot happen. This argument implies that u;(l) = a. 
We see that F{w\ a, /3) is twice continuously differentiable in to for 0 < lu < iw(l). 
Thus, by the inverse function theorem, tv(x) is twice differentiable, and we obtain 
+ / (w(z)) = g (u>(l), w) + (w(l)) 
and 
«'"(®) + (/(«'(®)))' = 0-
It follows that k;' (1 )  =  g (tu(l), w). Since h(a) > 0, F{w', a,l3) = 0 implies iw(0) = 0. 
THEOREM 2.4B. Let f >0 for u> 0. Suppose that w{x) is a positive solution of 
(Bi) € C^(0,1) n C^[0,1]. Then w(x) satisfies 
w(ï) 
0 
1 
forO < x <1 and g(a, /?) — f(a) > 0. Here, a = w(0) and = J w(x)dx. 
0 
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Conversely, ifa > 0 satisfies G{a\ «,/?) = !, and positive w(x) satisHes G(w; a, /3) = 
1 
1 — X with f w(x)dx = P, and g{a, /3) — /(a) > 0, then w(x) is a positive solution 
of (Bi). 
PROOF: This result is proved much like the parallel proof above. However, we will 
include a sketch of the proof indicating where the condition g(a, jd) — f(a) > 0 is 
involved. 
Let w(x)  be a solution of (Bi ). Then a quadrature yields 
/ 3 )  -  f i a )  =  - w \ x )  -  /  ( w ( z ) )  
on [0,1]. In particular, g(a,/)) — /(a) = —w'{ l )  which is positive by Lemma 2.1B. 
Conversely, if g ( a , ^ )  - /(a) > 0, then g { a , 0 )  -  f ( a )  + /(<r) is positive for 
<T G [0, a]. Thus the proof can be proceeded in the same manner as that in Theorem 
2.4A. 
As an application of the above theorem, we characterize positive stationary so­
lu t i ons  o f  Burge r s '  equa t i on  w i th  / ( u )  =  and  g { u , v )  =  a u ^ v ^  or  g { u , v )  =  
aufu* ± jeu^, where a,e > 0, 0 < p,g < oo. 
X 
For problem (Ai) with g(u,v) = au^v^, let y = f w(s)ds, h ( y )  =  ( x ( y ) ) ,  where 
0 
X = x(y) is treated as a function of y .  We obtain h " { y )  +  e h ' { y )  = 0 with &(0) = 0. 
, 1/2 
— e f  t u { a ) d a  
Therefore, h  =  C ^ ( l  —  e"*") and u» = C I 1 — e ° I . Let w { l )  =  a ,  
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w = 
(2.1.1) a == C {1 -
(m V -1/2 m —e J w(a)ds \ f *'(')'*' 1 — e » I e 0 • (£w(x) )  
m 
4 -e J w(a)da 
(2.1.3) = ^CHE 0 
Thus, 
(2.2) = AA"/?». 
Prom (2.1.1) and (2.2), we obtain 
(2.3) af-2 = - 1)"^"'. 
Hence, 
1 
(2.4) = J + = H"' 
On the other hand, the solution w(x)  arising from (2.3) and (2.4) satisfies 
w " ( x ) f ( w ( x ) y  =  0  0  <  X  <  1 ,  
w(0)  =  0 ,  w ' ( l )  =  g(a , /3 )  
with a = w(l ) .  Repeating an argument similar to that leading to (2.1)-(2.2), 
have 
Therefore by combining the above equation with (2.3) we find that /3 = w. 
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If p = 2, (2.3) is equivalent to 
(2.5) QW = Y (c'f - 1) = 
which we now demonstrate to have exactly one solution. 
Q(0)  =  0, Q(+oo) = +00, and Q'(/3) > 0, while J l (j3) —* +oo as-*  0 ,  J l (+oo)  =  
0 and R'(j3) < 0. Moreover, Fi(a,jd) = Fi(j3) = J Therefore, 
only one u;(l) exists for each e and a. Thus, when p = 2, there is one solution of 
(Ai) with this choice of g. 
For p ^ 2, substituting (2.3) into (2.4) yields 
(2-«) / - 1)-^ 1 - = I it) 
0 
Let 7^ = (e*^ - l)~^ + 1, /3 = p In on (l,oo); and 
IH' [""(:^)] •" 
where 6 = e'p-» 
J 
Set 
(2.7) $(7) = (f -1) [in (:ÇF3t)] 
0 
We then obtain, on (l,oo) 
«(7) K (^) [IN (T^)] • 
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If p > 2, set A = fi = 
«(7) = i (7^ - 1)-S-' In (^) [in (^)] , 
and 
*'(7) =1(7'- 1)-'-' 7-' [in (;^)] ' KM, 
where 
KM = [(-2A - l)f +1] In - 27 - 2,. (^) / In • 
Because K{y)  < 0 on (1, oo), we have $'(7) < 0. We can easily see that $(7) -+ +00 
as 7 —> 1"^ and that 0(+oo) = 0. Therefore, (Aj) has one and only one positive 
solution for all £ > 0, a > 0. 
For p < 2, we first discuss the case p = 1. 
*(7) = 5(7' - 1)7-' In (^) [ta (:^)] 
where $1(7) = (7^ - 1)7"^ In (?rî)-
We thus find that 
$'(7) = q^ in (:^RRT)] [7(7^-1)]• *1(7) +1[IN(:^RN)] ^1(7), 
where 
*1(7) = 7"^ [(7^ + l)ln((7 + l)/(7 - 1)) - 27]. 
Letting $2(7) = (7^ + l)ln((7 + l)/(7 - 1)) - 27, we obtain 
^2(7) = 27In((7 + l)/(7 - 1)) -
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and 
riMV i_>o 
because —» 0 as7 -> +cx>, $2(7) < Oon (l,oo). $2(7) ~ 2(7^ + l)/(7-l)-27 
as 7 —> +00, it follows that $2(7) > 0 and, consequently, that $^(7) > 0 on (l,oo), 
which shows $'(7) > 0. Clearly, $(7) —» 0 as 7 —> l"*", and $(+00) = +00. Hence, 
when p = 1, we obtain a unique positive solution. 
Next, we examine the case 1 < p < 2. Set 
«(7) = [in (:^)]'*} *.(7) 
where $1(7) is the same as in the case p = 1. Obviously, $'(7) > 0 for 7 in (l,oo). 
Because $(7) —+ 0 as 7 —• l"*" and $(7) —» +00 as 7 —» +00, we have exactly one 
positive solution in this case, as well. 
Finally, we consider the case 0 < p < 1. To simplify the discussion, we start with 
P + ? < 1. 
Set A = 2^» and A* = 2^» then, A > 5, and A + < 1. We let 
(2.8) m = - 1)S- In (^) [in (;^)] ' 
and find that 
=  5 ( 7 '  - [ i n  ( : ^ ) ]  '  •  K M ,  
where 
Kh) = [(2A - 1)7: + 1] b (^) - 27 + 2/iln (^)/in (:^2^) 
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and 
-1" (5) - ^ 1 -1* - A/ " ( A)l 
=:A'L(7)-%2(7)-%). 
We claim that Kiif) < 0 because 7 -+ +00, ~ (A-m-i < q = 
+ (^ - ~ ~ + 2(2A - 1)] > 0. 
•^^2(7) > 0 follows from the well-known inequality ln(l+x) > with x replaced 
by 
To show that Kz{^) > 0, we need only prove that 
/FW = 2RLN(^)-LN(^)>0. 
We have = 21n and H'{ 'y )  0 as 7 -» +00. Moreover, 
H"{y)  = > 0; hence H'{ 'y )  < 0 on (l,oo). Note that H{'y)  -» 0 as 
7 —» +00, and therefore, H( 'y )  > 0 for all 7 > 1. 
Thus, Ar'(7) < 0 on (1,00). 
If p + g = 1, which is equivalent to A + /i = 1, we find that $'(7) > 0 on (1, c») 
because if(7) —» 0 as 7 —» +00. We also observe that lim $(7) = 0 and that 
7—•! + 
lim $(7) = 1. Thus, if 6 > 1, that is, if a > 2^"'*, there is no solution, if 
6 < l(a < 2*"f), there is one. 
For p +  q  <  1(A + n < 1), K( 'y )  becomes positive infinity as 7 approaches 1, 
whereas ^(7) ~ 4(A + fi — 1)7 < 0 as 7 -» +00. Thus, K('y) has exactly one sign 
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change, and $(7) increases before decreasing. We can also see that lim $(7) = 0 
7—•! + 
and that ^ lim^ $(7) = 0. Hence, (Ai) has none, one, or two positive solutions, 
depending on whether 8 > 0^, ^  ov 6 < where = max $(7). 
l<7<oo 
That is, 
or 
E  <  ( $ M ) 2 » - ' - * .  
The only remaining case is p + 9 > 1 (A + /i > 1). This time, let $(7) = 
[in • $0(7), where $0(7) is the same as $(7) for p + g = 1. We can 
easily check that $'(7) > 0 for all 7 in (l,oo), whereas $(7) 0 as 7 —> 1"^, and 
$(7) —+ +00 as 7 —» +00. Thus, there is only one positive solution of (Ai) for all 
e > 0, a > 0. These results are summarized in Figs. 3.1 and 3.2. 
For problem (Bi) with g(u ,v )  = au^v^ ,  we have 
h{y)  =  C" (1  -  ,  
w{x)  =  C 
/ * 
—efi+e J w(s)ds 
1 — e ° 
and 
X 
J —efi+e J w{s)da 
w'{x)  =  - -C^ee  0 
Consequently, we find the following equation: 
(2.9) A'-' = ^ {E'F - 1)-' 
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which is the same as (2.3). We now need, however, an additional condition: 
(2.10) > 1. 
Taking this condition into account, we obtain 
1 
(2.11) G, (a, fi) = l«aG(a: «, « = / 
For p = 2, let /3* = (^)^^', and set Q(^)  = i2(/î) = (e®^ — 1)"^ We wish 
to solve Q(/9) = We have Q(/3*) = 1, Q(+oo) = +oo, and Q'ifi) > 0 for 
in (/9*,oo); i2(/9) -» 0 as /? -• +oo and if e < (2a)(In2)»^, then R(0*)  >  1. 
Clearly, i2'(/9) < 0 on (^*,oo). Thus, when e < (2a)"r^(ln2)T^», there is a unique 
solution of (Bj) for p = 2. 
For p ^ 2, substitution of (2.9) in (2.11) yields 
/ = l(i) 
0 
Let 7^ = (e®^ — 1)"^ — 1. We then have 
= + ON(O,C), 
0 
where 6 = e't-i 2p-:(%^^. 
Set 
*(7) = (f +1)=^ [in (^)] ' ' / = <• 
0 
We then find that 
(2.13) »(?) = tan-^ ^7"^ (7' + [in (^2^)] 
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If p > 2, set A = ^, = 
^7"^(7^ + 1)""^ [IN (^2^)] ' 
and 
*'(7) = tan-^ i (7' + 1)"^"' [in (^2^)] 
where 
J(7) = -2A - 7-'(7' + 1) - 7"Vtan-» i - :j^^/ln (^2^) • 
Since 7(7) < 0 on (0,00), it follows that $'(7) < 0. 
We see that $(7) —» +00 as 7 —• 0"^ and that ^(+00) = 0. Hence, (Bi) has 
and only one positive solution for each e > 0, a > 0. 
In the case of p < 2, let A = and fi = We thus obtain 
(2.14) $(7) = tan-^ ^7"^ (7^ + l)^ [in (^2^)] 
and 
*'(7) = TAN-I I (7' + 1)^"^ [IN (^2^)] "^(7), 
where 
J(7) = 2A - 7-^(7" + 1) - 7"Vtan-^ ^ jIn (^2^) 
and 
A,). I - 5^ /(I»-' ] 
= 27-' + JI(7) + ^ 2(7). 
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Using tan"^ x > with x = 7"^, we find that 7i(7) > 0. We have ^2(7) > 0 
since ln(l + x) < x with x = Thus, J'(7) > 0 on (0,00). 
Since 1 < p < 2 corresponds to 1 < A < 00, we observe that J ( f )  —» —00 as 
7 —> O"*" and that 7(7) ~ 2(A 4-/4 + l)>0aa7—> +00. Hence J(7) changes 
sign only once, and it follows that none, one or two positive solutions of (Bj) exist, 
according to whether 
£ < ($n,) 2*-»-« , £ = (^m) 2»-*-» fli'+i-» , 
or 
£ > 2'-'-«AP+«-», 
where 9m = min ^(7). 
0<7<oo 
For 0<p<l, 5<A<1. If A + ^ < 1, i.e., if p + ç < 1, ^(7) ~ 2(A + /x - 1) < 0 
as 7 —> +00, so $'(7) < 0 for any 7 in (0,00). In constrast, lim ^(7) = +00 and 7—*0+ 
lim ^(7) = 0. Therefore, (Bi) has only one solution. 7—*+00 
If A + ^ = 1 (p + g = 1), 7(7) —» 0 as 7 -* +00, it follows that $'(7) < 0 for 
7 > 0. $(7) —> +00 as 7 —> 0"^ and $(7) —^ 1 as 7 +00, however. Thus, there is 
no solution if 6 < 1 (a < 2^"^), and there is a unique solution if 5 > 1 (a > 2^"''). 
If A + /i > 1 (p+g > 1), 7(7) ~ 2(A+ /<-!) > 0 as 7 —> +00, but 7(7) -*• -00 as 
7^0"^. $'(7) thus has only one sign change; and $(7) decreases before increasing 
with lim ^'(7) = +00 and lim $(7) = +00. For this reason, (Bi) has none, one, 7—»0+ 7—f+oo 
or two positive solutions according to whether 
£ < (^M) 2'-'-«A»'+*-', £ = ($M») 2'-P-*AP+*-^, 
or 
G > (^M) 2^-P-FAP+I-'. 
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The solution diagrams then have the form indicated in Figs. 3.3 and 3.4. 
Next, we will discuss the problems with /(u) = and g(u ,  v )  =  
for (Ai) or g(u ,v )  = + jsu' for (Bi). 
For (Ai), we first obtain 
(2.15) = 
Let 7^ = (l — then 0 = j ln  and on (l,oo), 
(2.16) *(7) = I7*- In (^) [in (:^)] 
where 6 is the same as in (2.7). Notice that $(7) is not the same as in (2.7). 
If p > 2, calculations show that $'(7) < 0, 0(1'*') = +00, and $(+00) = 0; hence, 
only one solution exists. 
The conclusion for p = 2 is the same. We only need to show that 
Q(f f )=^ (1 - =r '  = mp)  
has a unique solution. 
For 0 < p < 2, we have 
*(7) = 57"-In (^) [in (^)] , 
where A = 
$'(7) = 5(7^ - L)-7"-' 'N (^) [IN (:P^)] ' JÏ(7). 
with K{'y )  having the following form: 
KM = (2A - 1)(7' -1) - 27 /in (^) + 2^/ln (:^) • 
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Because 2A - 1 > 0 and 7 In < In on (l,oo), K('y) > 0 if /t > 1 
—which implies that p + q> 2. For p + g > 2, we find that $(7) —» 0 as 7 —• l^, 
and $(7) —> +00 as 7 tends to infinity, there is thus only one solution. If p + g = 2, 
lim^ $(7) = 5 and lim $(7) = +00, then, for 5 < j, (Ai) has no solution; but 
if 6 > J, one solution. 
IF P + 9 < 1) since 7^ — 1 < 1 ^ In (:9fcï) , we find that 
mt) s (ÏA - 1 + 2^) /to - Sl /h (^) 
< 0 .  
. 4 0  
3 5  
. 3 0  
2 5  
.20 L-
1 . 0 0  1 .23 1.07 1 . 2 1  1 . 14 
Figure 1; $(7) for g(u ,v )  =  au^v '^  — 
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For p + 5 = 1, $(7) —» oc as 7 —> 1 and $(7) -+ 1 as 7 —» +00, thus there is one 
solution if ^ > 1 but none if 6 < 1;, whereas for p + g < 1, $(7) —> 00 as 7 —> 1 and 
$(7) —» 0 as 7 —• +00, then there is a unique solution. 
The case l<p + 9<2is not so amenable to analysis, but bearing numerical 
evidence in mind (see Fig. 1), we may conjecture as follows: Because $(7) —» 00 as 
7 —> 1 or 4-00, there is none, one, or two solutions. 
See Figs. 4.1, 4.2 for the solution diagrams. 
Next, for (Bi ), we have the equation 
(2.18) = ^(2 - E'^)(E'^ - 1)"V"'-
Setting (2 — c*^)(e*^ — 1)"^ = 7^ leads to ^ 1 In Define 
(2.19) $(7) = 7^"^ tan~^ ^ ^In + 1^] " on(0,oo). 
For p > 2, calculations show that ^'(7) < 0, $(0"^) = +00, and $(+00) = 0. 
There is thus a unique solution. The same result holds for p = 2 because the 
equation Q(^) = = (2 — — 1)"^ = R(I3) has exactly one solution 
(Q' > 0, ^(0+) = 0, Q(oo) = +00; R' < 0, RiO"^) — +00, R(oo) = -1.) 
If 1 < p < 2, we have, with A - ft = 
(2.20) $(7) = 7'^"' tan-^ ^ [in (^rH)] 
and 
®'(T) = + 1)"^ TAN-^ I L^LN (^2^)] 
where 
+ 2, [(F+2)1. (^)] ". 
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Note that 2A — 1 > 1. From the inequality (7^ + 1) tan~^ ^ > 7, we see that 
7(7) > 0. It follows that $'(7) > 0 on (0,oo). Since $(0) = 0 and $(+00) = +00, 
there is exactly one positive solution. 
Although we cannot provide a rigorous analysis in case 0 < p < 1, numerical 
results (see Fig. 2.1 - Fig. 2.3) support the following conjectures: 
i) When p + g > 1, ^(0) = 0, ^(+00) = +00, one solution may be obtained. 
ii) When p + 9 = 1, $(0) = 0, lim $(7) = 1, no solution may be obtained if 7-"+OO 
6 > 1, and one solution may be obtained if 6 < 1. 
iii) When p + g < 1, $(0) = $(+00) = 0 indicates that none, one, or two 
solutions may be obtained. 
Solution diagrams based, in part, on the numerical experiments are given in Figs. 
4.3 and 4.4. 
1 . G 5  
3 2  
0 . 9 3  
0 . G 5  
0 . 3 3  
0 . 0 0  L -
0 . 0 0  0 . 4 0  0 . 8 0  2 . 0 0  1 . 6 0  1 . 2 0  
Figure 2.1: $(7) for g(u ,v )  =  au^ 'v^  +  
a > 0, p = 0.6, q = 0.8. 
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1 . 2 0  
1 . 0 0  
0 . 8 0  
0 . 6 0  
0 . 4 0  
0 . 2 0  
0.00 L_ 
0 . 0 0  0 . 8 0  1 . 5 0  2 . 4 0  
Figure 2.2: Same as for Fig, 2.1 except p = 0.7, q = 0.3. 
1 . 0 5  
0 . 7 0  
0 . 3 5  
0 . 0 0  
0 . 8 0  0 . 0 0  0 . 4 0  
0.4, 0.4 
Finally, for gf(u, v) = au''v^ or g(u, v) = au^v^ ± if a < 0, we show that the 
null solution is the only nonnegative solution of (Ai) or (Bi). 
For (Ai), by Lemma 2.1A, positive solution must satisfy tu'(l) > 0, which is 
impossible for a < 0. Hence w(x) = 0. 
For (Bi), from the condition g{oi,/3) — /(a) > 0 in Theorem 2.4B, we see that no 
positive solution can exist. Hence w(x) must be trivial. 
3. Comparison Theorem, Local Existence, and Blow Up of Solutions 
Let dt  = (0,1) X (0,r) and dt  U Fr = [0,1] x [0, T); by a solution u{x , t )  
of (A) or (B), we mean that u(x,t) is continuous in dt U Fr, twice continuously 
differentiable in x and once in t on dt- As is well known, comparison theorems are 
a powerful tool for studying equations of parabolic type. For parabolic problems 
with nonlocal nonlinearities, however, there are no known comparison theorems, 
as there are when the nonlinear terms are local. For this reason, we attempt to 
establish such a theory at the beginning of this section. 
First, we proceed to the definitions of subsolution and supersolution of (A) and 
DEFINITION A: A function u{x , t )  is called a aubsoluiion of (A) on dt  if U € 
C^<^(Dt) n C (Dt n Fr), satisfying 
(B). 
(A') 
Ut < U.x + (/(«))x 
ui0 , t )<0 
UX(I,0 ^ I/KI.O.W) 
u(a:,0) < uo(z) 0 < X < 1. 
0 < z < 1, 0 < i < T ,  
0 < t < T ,  
0 < t < T ,  
A supersolution is defined by (A') with each "<" replaced by ">". 
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DEFINITION B: A function u(x , t )  is called a aubsoluiion of (B) on dt  if U € 
n c{dt U FR), satisfying 
A supersolution is defined by (B') with each "<" replaced by 
THEOREM 3.1. Suppose that f is continuously differentiable, is continuous 
for ^ > 0, T) > 0, and Tf) > 0 for ( > 0, rf > 0. Let u and v be a nonnega-
t ive supersolution and a nonnegative subsolution, respectively, of (A) or (B), with 
u(x, 0) > v(x, 0) for X G (0,1). Then u>v in dt U Ft. 
PROOF: We prove this for (A) only. A similar argument holds for (B). For every t € 
[ 0,r) a n d  e v e r y  n o n n e g a t i v e  <fi (x , t )  E c ^ ' ^ ( d t )  w i t h  v(0,<) =  0 ,  t h e  s u b s o l u t i o n  v  
satisfies the following integral inequality: 
(B') 
U< < + (/(«))X 
-WÏ(0»0 ^ 
u{ l , t )<0 
u(x ,0)  <  uoix)  0 < z <  1 .  
0  <  Z  <  1 ,  0 < < < T ,  
0 < < < T, 
0 < « < T, 
1 1 J v(x , t ) (p{x , t )dx  <  J vo{x) (p(x ,0)dx  
0 0 
t 1 j j [ v f r  -  ( v z  +  /(")) <fix] dxdr 
0 0 
0 
The supersolution u satisfies the above with reversed inequality. 
We integrate by parts in both the above inequality and that satisfied by u, and 
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subtract the two resultant expressions, then 
1 
J  (v(x , t )  — u(x , t ) ) (p{x , t )dx  
0 
1 
(*)  <  J  {v{x ,0) -u{x ,0) ) (p(x ,0)dx  
0 
( 1 
+ J J(v -u){ (pr+<pxx-M^^ '^ )V>x)dxdT 
0 0 
« 
+ j i y -  ^ )(1, t ) [5(1, T)V?(1, r) - Vr(l, r)] dr  
0 
( 1 
+ J J{v-u)dxdT 
0 0 
t  
+ J Ho,  T) -u{0 ,T)] (pr i0 ,T)dT,  
0 
where 
A{x , t )  =  / '  i9 i {x , t ) ) ,  
B{x ,  t )  =  gç {e2(x ,  <) ,  v )  +  f  (e^ ix ,  t ) ) ,  
C(x, t) = gff (u, ^ 4(1, i)), 
) 
with 6i  ( i  =1,4) between u and v .  
Note that by the hypotheses for / and g, A, B, and C are bounded on Dt in the 
uniform norm. We denote the bound by Mq. 
Now we define two sequences {i4„} and {B„} in such a way that 
i) An,Bn € C-(Dr), 
ii) \A„\ < Mo, \Bn\ < Mo, 
iii) An A, Bn B as n 00 in Dt, 
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and set up a backward problem on Dtx 
' f inr  "f" ^ ntx  ^n^nx  — 0 0<a;<l, 0<T<i, 
(^„(0,r)=:0 0 < r < (, 
(A*) 
<^nx( l ,  r )  =  Bntpn  0  <  T <  t ,  
( f i n { x , t )  =  x i x )  0 < Z < 1. 
Here, x(z)eCr(0,l),0<x<l. 
The existence of <pn € c^'^(dt) follows from the fact that by variable transfor­
mation 3 = t — t, (A*) can be rewritten into 
f j ^na  ~  ^ nxx  4 "  ^ n^nx  — 0  0 < A Î < L J  
Vn(0,a) = 0 0 < 3 < t ,  
(A**) 
V'nz(l>^) — •SnV'n 0 < 5 < 
ipn ix ,0 )  =  x ix )  Q<X<1.  
Recalling Theorem 3 in [11], we find that <p = Jim^v'n is a solution of (A*) with 
An, Bn replaced by A, B, and tp € C^'^iDr)- Since <^«(0, r) = 0, <^„(x,f) > 0, we 
have that (pn>0 and (fnx(0,T) > 0, which implies that y > 0, yr(0,T) > 0. 
Substituting (p in (*) yields 
1 1 J (v (x , t)  -  u(x , t ) )x (x )dx  <  Ml  J {v{x ,0) -u{x ,0) ) ' ^  dx  
0 0 
( 1 
+ J c*(l,r)(^(l,r) J{v-u)dxdT,  
where Mi = sup |v?|. 
dt  
Since this inequality holds for every we can choose a sequence {xn} on (0,1) 
converging to 
1 \ i v{x , t ) -u{x , i )>Q^ 
0 otherwise. x = {  
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Meanwhile, noting that C>0, u — « = (u — u)"*" — (v  — u )~ ,  we find that 
1 1 
J { v ( x ^ t )  — u(x , t ) ) ' ^  dx  <  Ml  J{v{x ,0)  -  u{x ,0) ) ' ^  dx  
0 0 
( 1 
+ M2 y  y  iv(x ,  r )  — u(x ,  r))"*" dxdr ,  
0 0 
which leads to, by Gronwall's inequality, 
1 1 
I (v (x^ t ) -u{x , t ) ) ' ^  dx  +  f  (v (x ,0 )  -  u(x ,0) )^  dx ,  
0 0 
where M2 = MqMi. 
Thus, the conclusion follows from the condition on initial data. 
REMARK 3.1: For nonnegative subsolution and supersolution, if one of them is 
positive at X = 1 for (A) or x = 0 for (B), then the conditions on g can be relaxed 
as follows: r}) is continuous for ( > 0,7; > 0, and 9r,(Ct t/) > 0 for ^ > 0, r/ > 0. 
By a similar argument as above, we can show the positivity of solutions with 
nonnegative initial values. 
THEOREM 3.2. Let f be continuously dilFerentiable, and suppose that gç{(^T)} is 
continuous in a neighborhood of ( = 0. If uo(x) > 0 on [0,1], then the solution of 
(A) or (B) is positive in Dt U FT, except at x = 0 or x = 1. 
PROOF: Obviously v = 0 is a subsolution. Note that this time in (*) the integral 
t 1 
J  C(l,r)v(l,r) f ( v  —  u ) d x d T  doe not appear. Hence u is nonnegative, and its 
0 0 
positivity follows from strong maximum principle. 
We also have the following monotonicity result: 
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COROLLARY 3.3. I f  uo(x)  > 0 and u(x, t) > UO(Z) (< uo(®)) in DR U for (A) or 
(B), then ut(x , t )  > 0 (< 0) in Dt-
PROOF: Let v(x , t )  =  u{x , t  + /I) (/I > 0). U is a supersolution (subsolution) of 
(A) or (B), and therefore u(a;,< + h) > u{x,t) (< u{x,t)). Since h is arbitrary, u is 
increasing (decreasing) in t for fixed x, and hence «< > 0 (< 0). 
Sometimes the condition above is not easy to check. By requiring another restric­
tion on the initial datum, we have the same conclusion. 
COROLLARY 3.4. Suppose that the hypotheses for f and g m Theorem 3.1 are 
sa tisfied. If Uq + (/(«o))' > 0 (< 0) on [0,1] for (A) or (B), then ut(x,t) > 0 (< 0) 
in Dt-
PROOF; We prove the first statement for (A) only. 
Let be a sequence monotonely approximating uo(z) from below, and let 
{«(")} be the corresponding solutions with the comer compatibility condition satis­
fied, that is, u(")(0,0) = 0, and ul"^(l,0) = g ^u(")(l,0), «0"^^ Then, by Theorem 
7.4 in [7, Chap. V], the functions are continuous up to the parabolic boundary. 
Let We then have 
ul") = vW 4- /'(«(">)t;i") 4- 0<x<l, 0 < < < T, 
Following the same procedure as in Theorem 3.1, we obtain > 0 on Dt- Hence, 
by taking the limit, we see that u* > 0 on Dt-
Next, we turn our attention to the local existence theorem for the solutions, which 
we shall state for problem (A) only although it is also true for (B). 
Y('»)(0,<) = 0 
T;(")(L,<) = 
«(")(%, 0) > 0 0 < x < l .  
0 < / < R, 
0 < t < T ,  
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To prove the solvability of (A), we need an a priori estimate for 8upu(a:,<). 
DT 
LEMMA 3.5. Let u ( X f t )  be the solution of the followmg problem: 
"I = «XX + (/("))R 0 < % < 1, 0  < t  < T ,  
u(0,<) = 0 0  <  t  <  T ,  
(C) 
U r ( l , t )  =  h ( l , t )  0 < t < T ,  
«(a:, 0) = uo(a:) > 0 0 < x < 1. 
Then for any M >0, with max uo(z) < •¥, there is a To, so that supu(x, t) < M, 
O<*<Ï dT, 
PROOF: Let / im = sup |/'(()|, = sup |A(1,()|, and set |(|<M o<«<r 
w(x)  =  s  
where 0 < S <  M and w{x)  is taken from [9]. 
A straightforward computation shows that 0 < w(x)  <  6 ,  0  <  w' (x )  < 1, 0 < 
w"(x) < I in [0,1] and w'(l) = 1. 
Choose 6 = min and let v{x , t )  = ^^t + hMw{x) + Then 
in D t  with To = v{x , t )  <  M and v(x)  is a supersolution of (C). By a 
conventional comparison theorem, we see that u(x , t )  < v{x , t )  <  M.  
We now adopt the monotone iteration scheme to construct the solution of (A). 
THEOREM 3.6. Assume that f is twice continuously differentiable, Ç((^, ij) is con­
tinuous for ^ > 0 and »/ > 0, > 0 for ^ > 0, t; > 0, and «o(a:) > 0 on 
[0,1]. Then there is a unique positive solution of (A) on some interval [0, To), where 
To = T(uo) < oo. 
PROOF: We set up a sequence by the following procedure: 
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Let Ml = 0 and (k = 1,2,...) satisfy the problem 
(wik+i)t = (ufc+i)rx 4" (/(^fc+i))x 0<a;<l, 0<i<T, 
(u,+,)(0,<) = 0 0<<<T, 
(wfc+i)x(l,<) = 9{ukil,t),Uk) 0 < t < T, 
(ufc+i)(x,0) = Uo(a;) 0 < a: < 1. 
The existence of a solution of (C) is guaranteed by results in [5]. Clearly, 
U2{x,t) > 0 for 0 < X < 1, < > 0 because («2)x(lj<) = 0. Suppose that Uk+i > 
on Dtî then set = e^'~'^^'*(uk+2 — «/t+i) (A > 0), on Dt ^ satisfies 
= V'rx + (—2A + f ' (uk+2))  fkx  +  [ — —  A / ' ( u*;+2) + f "{Oo)(Uk+l)x]  V", 
a n d  a t  x  =  1 ,  0 < ^ < T '  
i>x > , "JFC+I) + A) (UJK+I — Uk)e^~^^  
where &o is between Uk+2 and Uk+i, and Oi is between «t+i and Uk- We choose 
A sufficiently large such that the coefficient of ^ is negative and (g^  + A) positive. 
Then, since rj; cannot have a negative minimum inside and ^z(l,<) > 0, it follows 
that ^ > 0, i.e., Uk+2 > ^fc+i on Dt- On the other hand, let = sup |fl'(C,r/)|, 
L(L>M 
since ui = 0, by induction and the preceding lemma, we can see that Uk < M, 
A = 1,2,... on Dt o - Therefore, u (x, t )  = lim u k { x , t )  exists. 
k—>00 
Again, using Theorem 3 in [11], we can show that w is a solution of (A) and 
possesses the necessary interior regularity. 
Uniqueness is guaranteed by the comparison principle. 
Note that in constructing the positive solution, we did not use Theorem 3.1. For 
Burgers' equation, the four choices for g are therefore proper. 
The same argument edlows us to extend the solution to Dt+6 for some 6 > 0, 
if u remains bounded in Dt- However, when the nonlinear terms and initial data 
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satisfy certain conditions (as shown below), there are no global solutions for (A) or 
LEMMA 3.7. Let u(x, i) be a nonnegative solution of (A) with Ug(x, 0) > 0, 7) > 
0 for ^,7 > 0. Then Ux(x,t) > 0 in Dy. Additionally, if /'(() > 0 for ^ > 0 and 
9ri(Çifl) > 0 for f > 0, »; > 0, then u(x,t) > v(x,t), where v solves 
PROOF; Since Ux satisfies a linear equation with Ug nonnegative on the parabolic 
boundary, the first assertion follows. Then u is a supersolution of (D), and when 
the comparison theorem is applied, the second statement is valid. 
Note that under the first assumption, we have Ux{x , i )  < 0 in D T  for (B). This 
fact will be used later. 
THEOREM 3.8. Suppose that f'(0 > 0 for ^ > 0, and > 0, > 0 for 
> 0, and 
(B). 
(D) 
Vt  =  Vgg 
v(0,t) = 0 
= ff(v,v) 
v(x,0) < u(x,0) 
0< X < 1, t >0, 
t > 0 ,  
t > 0 ,  
0 < x < l .  
(3.1) (p + 1)G((, T/) < T})  f o r  0, 
where G((,T?) = J  g(s ,T} )d3 ,  p > 1. 
0 
Furthermore, let V O (x)  sa t i s f y  
(3.2) 
fo(0) = 0, t;o(a;) > 0, and Vo(x) + (/(uo))' > 0; 
Î'Ô(L) = I7(UO(L),ÛO), 
1 
(3.3) {vo ix ) f  dx  <  G ivo( l ) , vo ) ]  
0 
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then, if uo(x) > Vo(x )  on  [0,1], the solution of (A) blows up in Unite time. 
PROOF; By the lemma, it is sufficient to show that v[x, t )  with v(x,0) = Vo(x) 
blows up. Note that in this case, we have «< > 0 in DT-
Using a function similar to that in [10], we define: 
t 1 1 
J(t) — J J r f )dxdTf + (T* ~ 0 y + /?(< + r)^, 
0 0 0 
where r, T* are positive constants with T* > T. 
1 1 
J ' { t )  =  J v^{x , t )dx  — J v ' ^{x ,0 )dx  +  2^{ t  +  T )  
0 0 
t 1 
= 2 J  J  vv^dxdrf  +  2fi{ t  +  r) 
0 0 
t 1 t 
=-2  J J v ldxdr) +  2  j v{ l , r i )g{v ,v )dr}+ 2 / 3 { t  +  T ) ,  
0 0 
and 
1 
J" ( t )  = -2 y v ldx  + 2v{ \ , t )g{v^v )  +  2^ .  
0 
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Therefore, 
J"{ t )  =  -4  J J VxffVxdxdr]  J  + 2v ( l , t )g  +  2/9  
0 0 0 
t 1 t 1 
— J  v^dxdTi-4 J  v, , ( l , i ] )g{v ,v)dr) -2  J v'ldx + 2v { l ,  t )g  +  20 
0 0 0 
( 1 
= 4(a +1) 11^ 
0 0 
dxdr}  +  0  
t 
-2 j v„(l ,r i )g(v ,v)dri  
0 
1 t I 
-  J v' \dx — 2a  J J VjfVxxdxdri  + v(l, t )g(v ,  v)  - (2a  +  l)/3 
0 0 0 
r < 1 
= 4(a + 1) + 2 J J v^dxdT} +  0  
0 0 
t / 
-2(a + l )  J  [  g(s ,v)ds  |  dr} 
i  a /  v] .dx - (a + 1) / v'^dx +  u (l,<)sf(v  
I 0 0 
0 \«O(L) 
< *(I,Q) 
+ 2(a + 1) y J gij(s, v)vr,d3dTf - (2a  +  1)0 
> 4(a +1) 
0 i>o(l) 
( 1 
J J v^dxdx] +  0  
0 0 
+ 2(a  + 1) 
+ 2|[i;(l,<)(/(«, Û) - 2(a  + l)G(u,û)] 
G(t ;o( l ) , i ;o)  -  \  J v'ldx -
Making use of (3.1) with a  = and (3.3) with 
. _ 2 ( A  +  L )  
^~(2a-f-l) 
1 
G(Î;O(1),ÛO) ~ 2 J 
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we obtain 
J" ( t )  >  4(a + 1) 
' t 1  
/ /  
,0 0 
v^clxdi] + /? 
Hence, 
{• t 1 1 r t 1 j j + /?(< +T)' J J v^dxdr f  +  0 
.0 0 J Lo 0 
' ( 1 
I I  
Lo 0 
vv^dxdr f  + 0( t  + r) 
2 1 
> 0 .  
Consequently, (J  ®)" < 0. Also, (7~®(0))' < 0. Therefore, has a positive 
root and thus the conclusion follows. 
For example, consider Burgers' equation with g(^, rj) = ofPg* (p > 1, ç > 0) and 
%(R)  =  Ax^ .  
We discuss the case 1 < p < 3 only. For p > 3, since vt > 0, if uo(l) = -4 > 1, the 
corresponding solution v(x, t) is a supersolution of (A) with 1 < p < 3, and hence 
by the comparison theorem, v(x,t) dominates the one for 1 < p < 3. 
For (3.2), we must require 
(3.4) Ar  =  aAP+9 A  =  r(r + 1)* 
a 
P+*-I 
(r + 1)»'  
îVom (3.3), , combining with (3.4), we have (p+l)r^ < r(4r-2), 
it follows that r > 3^. Thus we choose r > max |a,2, which assures that 
A >  1 .  
For ff(^, T F )  = (p > 2, g > 0), we put U Q  S O  large that aÛQ-^e  =  b>0.  
Then u  dominates the solution of (D) with U;(l, t )  =  6u^(l, t ) .  Following the similar 
procedure as above, we can show that v blows up and so does u. 
Next, we state a parallel result for problem (B) as follows: 
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THEOREM 3.9. Suppose that all hypotheses in Theorem 3.1 are satisfied and that 
( ( 
> 0 for > 0. Define G((,rf) = / g(s,ri)ds, F(() = /  f{s )d3;  and  assume  
0 0 
that Q(( ,  t j )  >0  for some A >  0  and  ^>0 ,T)>k  >0 ,  where 
(3.5) Q((, V) = V) - 2(a + 1)F((, + G(() - (/((). 
Let u be a solution of (B) with uo(x) > vo(x) on [0,1]. Here, vo(x) satisfies 
(3.6) vo{x )  >  0, vô(x )  < 0, uo(l) = 0, Vo(x)  + ( fM) '  >  0, 
1 
and 
0 
(3.7) -v'o{0) = 9{vo{0),vo), 
J vo(x)dx > k', 
1 
(3.8) ^ J v'ldx < G(uo(0), ûo), 
then, u will become unbounded in finite time. 
PROOF: Let v(x , t )  be the solution of (B) with U(Z,0) = V O (x) ,  it is clear that > 0 
and Ux < 0 in DT- We still define the same function J(t) as in Theorem 3.8, but 
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this time it leads to 
1 
J"{ t )  =  -2v(0, t ) f {v )  +  2F{v)  4- 2u(0, t )g{v ,  v ) -2  J v\dx + 2P 
0 
( 1 
= 2Q (v{0 , t ) , v )  -  4(a  +  1)  J J vxv ,,f' { v)dxdrj + 4(a  + I )  J Jv^dxdrj + IS  
0 0 
t 1 
-2 J v, ,{0,T})g(v,v)dri  + G{v{0 , t ) , v ) -  J v'ldx 
0 
t 1 
— 2a  J J v^vxxdxdt] - (2a + l)/3 
r t 1 
Lo 0 
>2Q(u(0,<),0) + 4(a + l) 
• t 1 j J v^dxdr} 
.0 0 
+ 2(a + l) 
Then, combining (3.5), (3.6) and (3.8) yields the desired result. 
As an application, take /(() = (p > 2, ç > 0) and uo(a:) = 
>l(l-x)'"(>l>l, r>3). 
In view of the previous reason, we need to consider only the case p = 2. 
Condi t ions  (3 .7 )  and  (3 .8 )  r equ i re  tha t  r  >  = 2 and  A = 
Additionally, we have to check V Q (X )+€V O (X )V Q (X ) > 0, which implies that (r — 1) > 
' ^ , that is, (r — 1)'+^ > gg+i Kr+i)* since r > 3, it follows 
1/(5+1) 
r(r+l)< eA =  £ 
that 2(r — 1) > r + 1; thus, it suffices to require (r — 1)*+' > e«+i —. 
Consequently, we find 
(3.9) a>(2e)«+^ 
Then let t = f  vo(x)dx =  ^  \ In order to check (3.5), we see 
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that the following should be valid: 
+ for {>0, 
which can be done if afc' > e, that is, a > e, a > (l + f )', this 
is automatically satisfied if (3.9) holds. 
For problem (B) with g{i,ri) = and «O ^ VQ, the solution blows up 
because the solution of (B) with g((, rj )  = aÇ**?;' is a subsolution. 
REMARK 3.2: It is worth mentioning that all results in this section can be extended 
to a multidimentional analog of (A): 
Uf  =  Au  +  V/(u) z € 0, 0 < < < T, 
u(a;,*) = 0 X € <T, 0 < < < T, 
(Pn) 
fïï(®' = 9 («(a;, «) a; e 2 0 < t < T, 
u(x,0) = uo(x) X G Q. 
Here, / and g are as before, 0 is a domain in R" (n > 2), ci{a U S) = ÔÎÎ, and 
<r n S = 0. 
For instance, the comparison theorem can be shown in the same manner as that 
of Theorem 3.1; and because the proof of local existence in Theorem 3.6 does not 
depend on the Green's function associated with the operator L = -§1 — ^r, it can 
be  used  fo r  (P„ )  wi th  one  subs t i tu t ion  fo r  where  p  sa t i s f i e s  p>0 
in fi, > 1 on S. Such p  was given in Lemma 6 of [9]. 
4. Stability and Instability Analysis 
In this section, we shall study the long time behavior of global solutions. We use 
two different approaches to build up the criteria for stability and instability. 
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First, we state a lemma, whose proof is similar to that for Theorem 3.2A in [8] 
and hence is omitted. 
LEMMA 4.1. Let u(x, i) be a bounded  monotone  so lu t ion  o f  (A) or (B), then u(x, t) 
exists for all time and tends to a stationary solution of (A) or (B). 
Now with somewhat weak assumptions, we can show one instability result: 
THEOREM 4.2A. Let f and g satisfy all hypotheses in Theorem 2.3A. If w{x) is 
the corresponding stationary solution of (A), then w(x) is unstable. 
PROOF: By Theorem 2.3A, we know that w(x)  is the unique positive solution of 
(Ai). Set v(x) = (1 — 6o)w(z) (0 < fo < 1), we have 
Vxx + f ' ( v )Vx < (1 - SQ)[Wxr  -f /'((I - S q)W )WX ] 
< (1 - So)  [Wt t  +  f ' {w)wx]  
< 0 .  
Moreover, at x = 1 
u, - flf(u, v) = (1 - So)g(w,w)  - g ( ( l -  So)w,  (1 - 6o)w)  
= (1 - 6Q)w[g(w,w) /w  -  g{{ l  -  6o)w, ( l  -  t fo )û ' ) / ( l  - ^o )H 
> 0 .  
Hence, v{x )  is a supersolution, and it follows that any solution us{x , i )  of (A) with 
us(x,0) = (1 — 5)it>(x) (6o < ^ < 1) is bounded away from v(x) and monotonically 
inc reas ing  a s  6  —» 6^ .  There fo re  the  so lu t ion  u(x , t )  with  u (z ,0 )  =  (1  — So)w(x)  
satisfies u(x, t) < v(x), and «< < 0 in Dr as Corollary 3.3 is applied. The preceding 
lemma shows that u(x, t) goes to zero aat —* oo, which implies that w{x) is unstable 
from below. Using u(x,t) with u(i,0) = (1 + ^ i)ti;(x), we can show that w(x) is 
unstable from above. 
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In more or less the same manner, we prove a counterpart for (Bi ). 
THEOREM 4.2B. Let all conditions in Theorem 2.3B be satisGed, and let u>(x) be 
the unique stationary solution of (Bi). Then w(x) is stable. 
PROOF: Let v(x) = (1 + 6O)W(Z) (So > 0). For any solution U(x,t) of (B) with 
u(x, 0) = u(z), following the same argument as in Theorem 4.2A, we can show that 
w(x) < u(x,t) <(14- 6o)w(z) and Ut(x,t) < 0 in Hence, u(x,t) approaches 
w(x) as t —> CO, which means that w(x) is stable from above. A similar argument 
can show that w(x) is stable from below. 
In order to obtain a more complete result for stability and instability, we have 
to assume a few more conditions on the nonlinear terms / and g. This time, we 
replace / by e/ (e > 0); thus the stationary solution w(x) = w(x,e) can be treated 
as a function depending on the parameter e. 
THEOREM 4.3A. Suppose that f is twice continuously differentiable, /'(() > 0 if 
( > 0, is continuous for ^ > 0, ij > 0 and gt,(^,rf) > 0 for (,Tf > 0. Let 
w(x ,  e )  be  a  con t inuous ly  d i f f e ren t iab le  pos i t i ve  so lu t ion  o f  (AI ) on some e interval 
[a, 6] and let W\{e) = w(l,e). Then, if w[(£) >0 on [a, 6], the solutions are stable, 
whereas they are unstable if Wi(e) < 0. 
PROOF: For the case w{(£)  > 0, set v(x )  =  we claim that v(x )  >  0  on  
(0,1) for a < e < b. To see this, suppose that X Q  is a point in (0,1) such that 
v{xo) < 0, V'(XQ) = 0. From the conservation law, we have 
v '+  £ f ' {w)v  =  f {w{xo) - f (w{x) )  0 < z < 1 
and 
u(0) = 0, u(l) > 0. 
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By using the formula for linear equation, we find that 
I R 
J  e f ' ( w ( a ) ) d »  / J .  \  J  e f ' ( w ( a ) ) d a  
r(zo) = 6"= I v(l) + y (/(u;(T))-/(U;(XO))) J e« dr 
>0 ,  
which is a contradiction. 
FVom the above assertion, it follows that w(x ,e i )  <  w(x ,e2)  on (0,1) for a  < 
<S2 <  b .  
Let u(a:,<,ei) be a solution of (A) with uo(a;,ei) = w(x,e2)' Then, on (0,1), we 
have 
UQ + ei f ' {uo)uo  = Wrxix ,e2)  +  e i f  (w{x ,e2) )wg{x ,e2)  
<  wxx{x ,e2)  +  e2 f ' (w{x ,e2) )wj ; (x ,£2)  
= 0. 
Hence, recalling Corollary 3.4, we have Uj < 0 in D T -
Prom the comparison theorem and monotonicity of «, we also have, on (0,1), 
w(x ,e i )  <  u{x , t , e i )  <  ^ (1,62). 
By Lemma 4.1, <f>(x ,e i )  = ^lir^u(a;,i,ei) exists, and w(x ,e i )  <  <f>(x ,e i )  <  w(x ,£2) .  
Letting gg —> ef yields <f){x,ei) = w{x,£i), which shows that w{x,ei) is stable from 
above. With ei > sg, in a similar manner, we can also prove that w{x ,e i )  is stable 
i 
from below. 
If •w[{e )  < 0, we know that u;(x,e2) < w{x ,e \ )  in a subinterval [xi,l] for a  <  
Ê1 <  Ê2 <  6 .  Now le t  u{x , t ,£2)  be  a  so lu t ion  o f  (A)  wi th  uo{x ,£2)  = w{x ,e i ) .  
Then, on (0,1), we find that 
«0 +£2/'(UO)«Ô = Wxxix ,£ i )  +  £2 / '  {w{x ,e i ) )wx(x ,e i )  
>  Wxx(x ,  £ i  )  +  £ i f '  {w  {w(x ,  £1) )  Wxix ,  £1  ) )  
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Therefore, U( > 0 in D t - Consequently, u(x , t , e2 )  is increasing in t ,  which indicates 
that w{x,e2) is unstable from above. Similarly, with ei > Sg, we can show that 
u>(x,e2) is unstable from below. 
As a parallel result, for problem (B), we obtain the following: 
THEOREM 4.3B. Assume that f is twice continuously differentiable, /'(() > 0 and 
/"(O > 0 for ^ > 0, gç((,T)) is continuous for ^ > 0, r/ > 0 and > 0 for 
^,J7 > 0. Let w(x,e) be a C* (in e) positive stationary solution for a < e < b, and 
let wo(e) = w(0,e). Then if Wo(e) < 0, the solutions are stable; whereas they are 
unstable if tuo(e) > 0 on [a, 6]. 
The proof is actually the same as that for Theorem 3.6B in [8], and is therefore 
omitted. 
In particular, with the help of those theorems, we are able to establish the crucial 
criteria and to give the bifurcation diagrams for Burgers' equation with f(^) — 
and or 
For problem (Ai) with g(^,ri) = combining (2.3) and (2.4) yields 
(4.2) = (i)*(f - In (^) [•" (:^rrï)] ' ' • 
(4.1) 
By replacing e in (2.3) with (4.1), we obtain 
First, we discuss the case p+q^l. 
(4.2) can be written in the form of 
where $(7) is the same as in (2.8) with A = /i = Hence, 
(4.3) (4^) ""K®' = (7) * «'WT'(£)-
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Since $'(7) > 0 on (1,00), if p + 9 > 1, u>'i(e) has the same sign as 7'(e); whereas 
it has the opposite sign if p + ç < 1. 
If p = 2, from (2.3), we have 
It is clear that 7'(e) < 0 because <^'(7) < 0. Hence, when p = 2, w(x,e)  is an 
unstable branch. For p ^ 2, recalling the equation $(7) = 6 in (2.7), we find that 
If p > 2, we have that ^'(e) < 0 because $'(7) < 0. The same holds for 1 < p < 2 
and 0<p<l(p + g>l) because $'(7) > 0 and (p + g — l)/(p - 2) < 0. 
Next, consider that p +  q < 1. We observe that $'(7) is first positive and then 
negative, it follows that there are two branches, one satisfying 7'(e) > 0 and another 
satisfying '/'(e) < 0. 
Finally, for p + g = 1, because $'(7) > 0 on (l,oo), it is clear from (4.3) that 
7'(e) = 0. Using (4.1), we can see that u>i(e) < 0. 
If p + g > 1, we can obtain the same result by means of Theorem 4.2A. 
Therefore, if p 1 or if 0 < p < 1 but p + g >  1, w(x,£)  is unstable; whereas 
there are two branches of solutions for p + g < 1—one unstable, the other stable. 
Then, for (Bj) with we first observe that 
(7)y(e) = 
(4.4) 
Substituting (4.4) into (2.9), we find that 
(4.5) K(e)]^^ = 'tan ^ ^7 ^(7^ + l)rk j^ln 
I f  p  +g  1, (4.5) can be rewritten as 
Here, '^(7) is defined as in (2.14), with A = /i = 3^. Similarly, 
(4.6) (^7+F) ^ =(%)* *'(7)7'(e). 
Because ^'(7) < 0 for 7 > 0, then if p + ç > 1, wô(e) has the opposite sign to 
7'(e); but if p + 9 < 1, it has the same sign. 
If p = 2, by (2.9), we obtain e^"^' = ^(j) = 2a(j^ + 1)"^ ^In and find 
j'(e) < 0; hence, w{f(e) > 0. 
For p > 2, the fact that $'(7) < 0 leads to y'(e) < 0. But for 1 < p < 2 or 
0 < p < 1 (p + 9 > 1), we can see that $'(7) changes sign once from negative to 
positive. Therefore, there exist two branches: Y(e) > 0 for one, and 7'(e) < 0 for 
the other. 
Then, for the case p + g < 1, the result 7'(e) < 0 follows from $'(?) < 0-
At last, we discuss p + g =  1.  Obviously, 7'(e) = 0. Noticing (4.4), we see that 
w'o(e) < 0. 
In summary, for p > 2, w(x,  e)  is unstable; whereas it is stable for p + g < 1. For 
l<p<2or0<p<l(p + ç>l), there are two branches—one stable but the 
other unstable. 
Now, we briefly discuss lui(e) and u)o(e) graphically and draw the corresponding 
diagrams. 
For (Ai), we first attempt to study the relation between e and 7 based on (2.7), 
and then describe the behavior of u>i(e). 
I f l < P ? ^ 2 ,  o r O < p < l  b u t  p + g >  1, e—>0as7—^00 and e —» +00 as 
7 —* 1+; thus, ti;i(0) = (^) and wi(+oo) = +00. The same is true for p = 2 
because = <^(7). 
For p+g = 1, there is a unique solution w(x,  e) if a < 2*"''. Since e is independent 
of 7, by (4.1), we have that lUi(O) —> 00 and wi{e) —» 0 as e —> +00. 
For p + g  <  1, e ranges over a finite interval [0, e] because 0 < $(7) < M ,  Then 
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the stable branch of w{x ,e )  increases from (^) to u>i(ei) and the unstable 
one grows from wi(gi) to infinity as s -4 0+. 
Graphs are shown in Figs. 3.1 and 3.2. 
Then, for (Bi), using (2.13) and (4.5), we can carry out a similar discussion. 
For p> 2 and p + g<l, e-»0if7-»oo and e -+ +00 as 7 —> 0^. Therefore, 
wo(0) = for both cases. However, ^ lim^u;o(e) = +00 for p > 2; whereas 
lim WoU) = 0 if p+? < 1. The case p = 2 needs to be treated separately because 
e-++oo 
now e is bounded by Sg = (2a)^(ln2)T^«, and = ^(7) implies that e —> £2 
as 7 —f 0"*". Thus, tuo(O) = (^)'"*' and lim WQ{e)  = +00. 
e—«2 
For 1 < p < 2 and 0 < p < 1 (p + 9 > 1), e runs from 0 to go < 00, since ^ > m 
on (0,oo). For this reason, the unstable branch of w(x,e) increases from (x) 
to u»o(go); whereas the stable one decreases from infinity to wo(go). 
Finally, for p + ç = 1, note that 7'(e) = 0 and (4.4), so we find that lim tuo(g) = 
e—>0+ 
+00 and lim u>o(g) = 0 if 2^"** < a. 
e—»+oo 
The solution diagrams are given in Figs. 3.3 and 3.4. 
Using a similar argument, we can show the corresponding diagrams for problem 
(Ai) with g{(,p) = aCr]^ — and for problem (Bi) with g((,7?) = + ^ g(^. 
For (Ai), we can find the same equation for g as (4.1) 
(4.7) g = u;f^ (g)7-Mn . 
By replacing g in (2.15) with (4.7), we obtain 
(4.8) = 
First, we discuss the case p + 9 ^ 1. 
(4.8) can be written in the form of 
[u;i(g)]'''^« = *(T)' 
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wi{e )  
unstable 
stable 
unstable 
p > l o r O < p < l ( p  +  î > l )  
Figure 3.1: tyi(£) for g(( ,Tf)  =  a^Prj^,  a  >2^~p 
and lyi(O) = (2'/a)»'+«-'. 
unstable 
0 < p + g < 1 
—.>^|]^|^""\imstable 
unstable ^ — 
p > 1 or 0 < p < 1 (p + g> 1) 
stable 
Figure 3.2: Same as above except 0 < a < 2^ P . 
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wo(e) 
\  1  < p <  2 o r  
\ 0 < p < l  ( p  +  î >  1 )  
stable 
p = 2 
unstable 
/p> 2 
unstable unstable 
Figure 3.3: wq{£)  ior  ,  0  <  a  <2^  ^  
and iwo(O) = (2'/a)''+«-'. 
. 1 < p < 2 or 
p < 1 (p + g > 1) 
3table\ 
/ p  >  2  
unstable 
p  =  2 % /  
unstable stable 
unstable 
I  0  < p  +  g  <  1  
Figure 3.4: Same as above except a > 2^ 
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where $(7) is the same as in (2.17) with A = n = Hence, 
(4.9) <(s) = * $'(-y)y(4. 
Since $'(7) < 0 on (l,oo), if p + ç < 1, W;(e) has the same sign as 7'(e); whereas 
it has the opposite sign if p +• ç > 1. 
If p = 2, from (2.15), we have 
£1+5 = y(7) = 207-2 l^ln (:^2^)] • 
It is clear that 7'(e) < 0 because <^'(7) < 0. 
For 2,  recalling the equation $(7) = 6 in (2.16), we find that 
^'(T)7'(e) = (~Z^) sMoThrgM. 
If p > 2, we have that 7'(e) < 0 because $'(7) < 0. The same holds for p < 2 
(p + ? > 2) because $'(7) > 0 and {p + q — l)/(p — 2) < 0, and for p + 9 < 1 since 
$'(7) < 0. 
Next, consider that 1 < p + g < 2. We observe that $'(7) is first negative and 
then positive, it follows that there are two branches, one satisfying 7'(e) > 0 and 
another satisfying 7'(e) < 0. 
Finally, for p -H g = 1, because $'(7) < 0 on (l,oo), it is clear from (4.9) that 
7'(g) = 0. Using (4.7), we can see that ^[(e) < 0. 
Therefore, if p + g > 2, w{x ,  e )  is stable; if p + ç < 1, w(x ,  e )  is unstable; whereas 
there are two branches of solutions for l<p + g<2 — one unstable, the other 
stable. 
Graphs are shown in Figs. 4.1 and 4.2. 
Then, for (Bi), we first observe that 
(4.10) e = 2u;^^(e)7-'tan~i i. 
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Substituting (4.10) into (2.18), we find that 
ko(G)]4^ = ^ tan-i ^7^ [in (^2^)] ^ • 
If p + g ^ 1, (4.11) can be rewritten as 
Here, $(7) is defined as in (2.20), with A = (i = Similarly, 
(4.12) t«J(e) = (^) * nyhXe)-
Suppose $'(7) > 0 for 7 > 0, an assumption supported by numerical computa­
tion, then if p-f g < 1, w>o(s) 1^®® the opposite sign to 7'(e); but if p + g > 1, it has 
the same sign. 
If p = 2, by (2.18), we obtain = ^(7) = 207"' ^In and find 
7'(e) < 0. 
For p > 2, the fact that $'(7) < 0 leads to 7'(e) < 0. The same holds for 
1 < p < 2 and for p < 1 (p + 9 > 1) since $'(7) > 0. 
Then for the case p+ç < 1, we can see that $'(7) changes sign once from positive 
to negative. Therefore, there exist two branches: 7'(e) > 0 for one, and 7'(e) < 0 
for the other. 
At last, we discuss p4- g = 1. Obviously, 7'(e) = 0. Noticing (4.10), we see that 
wj(e) < 0. 
In summary, for p > 1 and 0 < p < 1 (p + g > 1), w{x ,e )  is stable; whereas for 
0 < p + g < 1, there are two branches — one stable but the other unstable. 
The solution diagrams are given in Figs. 4.3 and 4.4. 
At the end of this section, we investigate stability of stationary solutions of Burg­
ers' equation with or g{^,r}) = (a < 0). The positive 
solutions of (A) or (B) can be obtained by a contraction method, as in [8]. 
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wi{e)  
stable 
unstable 
unstable l < p  +  g < 2  
unstable 
Figure 4.1: wi{e )  for g{ i , r ] )  = a  > 2^  ^ 
and lUi(O) = (2'/a)''+«-'. 
unstable 
stable 
stable 
""•"««^^^^unstable 
0 <p + g <1 
Figure 4.2: Same as above except 0 < a < 2^"''. 
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wa{e) 
stable 
0  < p  +  5  < 1  
unstable 
stable stable 
P > 1  o r  0 < p < l ( p  +  q > l )  
Figure 4.3: woie) for g{^,T]) = 0 < a < 2^ ^ 
and t^o(O) = (2'/a)»'+'-'. 
stable 
unstable 
stable 
p > l o r O < p < l ( p  +  j > l )  
Figure 4.4: Same as above except a > 2^ 
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First, consider problem (A) with For convenience, we denote its 
solution and its stationary solution by Uyi(x,<) and W A (X ), respectively. By the 
compar i son  p r inc ip le ,  i t  fo l lows  tha t  the  so lu t ion  u(x , t )  of  (A)  wi th  g{( , r j )  =  
or  — je t t^  sa t i s f i e s :  i f  0  <  i i (x ,0 )  <  Wyt(x ,<) ,  t hen  0  <  u(x , t )  <  
U A ( X , T ) .  Choosing Uyi(ar,0) = (1 — 6 ) W A { X )  and following a process similar to that 
in proving Theorem 4.2A, we can see that UA(X,I) —> 0 as < —> oo, which implies 
that the null solution of (Ai) is stable from above. 
Next, consider problem (B) with whose solution and stationary 
solution may be denoted without confusion by UB(X, T ,  e) and W B {X , E), respectively. 
Again, the comparison theorem shows that the solution of (B) with 
or is bounded by UB{x,t,e) if u(ar,0) < UB(a:,0,e). 
Set Ufl(a?,0,e) = W B ( X , < T )  (<r < e) to find 
UB<(x,0,e) = wg +ewBWB 
= W'b+ (twbw'B + (e - (T)wbw'B 
< 0 ,  
since w'g < 0. Prom this, we conclude as before, that U B T (x , t )  < 0 in D^. Note 
that WB(X,(T) < WB(X,E) in a neighborhood of x = 0. Thus, UB(X,T), as well as 
u(x,t), approaches zero as t tends to infinity. This indicates that the null solution 
of (El ) is also stable from above. 
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GENERAL SUMMARY 
In this thesis, we have investigated the asymptotic behavior of solutions of three 
nonlinear initial-boundary value problems of parabolic type. 
In the first part, we proved that for a problem with a singulr nonlinearity in 
the equation, if the solution quenches, then the quenching points are in a compact 
subset and the time derivative blows up. 
In the second part, we considered a fast diffusion equation. We constructed the 
set of stationary solutions and determined when the solutions might or might not 
quench. 
In the third part, we studied several nonlocal problems for Burgers' equation. We 
established the comparison principle and the existence of solutions and completed 
the characterizations of the steady states. We also gave the criteria for stability and 
instability and showed blow up results for some solutions. 
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