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L0𝐺G,4𝑚𝑎𝑟𝑘G − 𝑠𝑖𝑧𝑒 + 𝑆
H
G89





L0𝐺G,4𝑚𝑎𝑟𝑘G − 𝑠𝑖𝑧𝑒 + 1
H
G89
P 						∀𝑗, 1 ≤ 𝑗 ≤ 𝐴𝐷 + 𝑁𝐶	
(5)				𝑖𝑛𝑑4 ∈ {0, 1}	





















































	 Homozygous	A	 Carrier	A	 Carrier	a	 Homozygous	a	
AA	 1	 1	 0	 0	
Aa	 0	 1	 1	 0	
aa	 0	 0	 1	 1	
	
Table	2.	An	example	of	matrix	G	for	a	dataset	with	3	individuals	and	1	SNP.	
	 ind1	 ind2	 ind3	
mark1	(Homozygous	C)	 0	 0	 1	
mark2	(Carrier	C)	 1	 0	 1	
mark3	(Carrier	T)	 1	 1	 0	


































































constraints	(14)	should	be	applied	to	individuals	𝐴𝐷 + 1 ≤ 𝑗 ≤ 𝐴𝐷 + 𝑁𝐶,	and	























						∀𝑗, 1 ≤ 𝑗 ≤ 𝐴𝐷	
(15)				𝑖𝑛𝑑4 ≥0𝐺G,4𝑚𝑎𝑟𝑘G − 𝑠𝑖𝑧𝑒
H
G89
+ 1							∀𝑗, 𝐴𝐷 + 1 ≤ 𝑗 ≤ 𝐴𝐷 + 𝑁𝐶	
(16)				𝑖𝑛𝑑4 ∈ {0, 1}	


























































(25)				𝑖𝑛𝑑4 ≤ 𝑀0𝐺G,4𝑚𝑎𝑟𝑘G + 𝑏4(1 −𝑀 ∗ 𝑠𝑖𝑧𝑒)
H
G89
						∀𝑗, 1 ≤ 𝑗 ≤ 𝐴𝐷	
	
(26)				𝑖𝑛𝑑4 ≤ 𝑏4						∀𝑗, 1 ≤ 𝑗 ≤ 𝐴𝐷	
(27)				𝑖𝑛𝑑4 ≥ 0𝐺G,4𝑚𝑎𝑟𝑘G − 𝑠𝑖𝑧𝑒
H
G89
+ 1							∀𝑗, 𝐴𝐷 + 1 ≤ 𝑗 ≤ 𝐴𝐷 +𝑁𝐶	
(28)				0 ≤ 𝑖𝑛𝑑4 ≤ 1	















and	(26)	should	be	applied	to	individuals	𝐴𝐷 + 1 ≤ 𝑗 ≤ 𝐴𝐷 + 𝑁𝐶,	and	constraints	


























						∀𝑗, 1 ≤ 𝑗 ≤ 𝐴𝐷	
(40)				𝑖𝑛𝑑4 ≥0𝐺G,4𝑚𝑎𝑟𝑘G − 𝑠𝑖𝑧𝑒
H
G89
+ 1							∀𝑗, 𝐴𝐷 + 1 ≤ 𝑗 ≤ 𝐴𝐷 + 𝑁𝐶	
(41)				0 ≤ 𝑖𝑛𝑑4 ≤ 1	


















































































































	 ind1	 ind2	 ind3	
mark1	 0	 0	 1	
mark2	 1	 0	 1	
mark3	 1	 1	 0	
mark4	 0	 1	 0	
mark5	 1	 0	 0	
mark6	 1	 1	 0	
mark7	 0	 1	 1	



























































































Cut createPiercingCut() { 
    static bool merge = false 
    static bool useIndivs = false 
 
    if useIndivs OR switchToIndivs() 
        useIndivs = true 
        return createCutFromIndividual() 
 
    else if merge OR the cut set is at maximum capacity 
        merge = true 
        if number of cuts in the cut set is below half the max capacity 
            merge = false 
        return createCutFromMerging() 
 
    else 
        return createCutFromRelaxedValues() 
} 
 
bool switchToIndivs() { 
    x = number of marker states in the largest cut in the cut set 
    for i in indivs 
        y = number of marker states indivs[i] has that are still in the solution space 
        if x >= y 
            return true 















































































































































































































































































Gene Location SNP Proxy SNP / notes r2 
APOE 19q13.2  rs2075650 0.42 
CLU 8p21-p12 rs11136000   
ABCA7 19p13.3 rs3764650   
SORL1 11q23.2-q24.2  rs2298813 1.00 
CR1 1q32 rs3818361   
CD33 19q13.3 rs3826656   
MS4A 11q12.2 rs610932   
TREM2 6p21.1  3 SNPs with r2 ≥ 0.4, none in dataset.  
BIN1 2q14.3 rs744373   
CD2AP 6p12  rs9395285 0.96 
PICALM 11q14 rs3851179   
EPHA1 7q34 rs11771145   
HLA-DRB5/HLA-DRB1 6p21.3  855 with r2 ≥ 0.4, none in dataset.  
INPP5D 2q37.1  rs4571051  0.67 
MEF2C 5q14.3  rs304132 0.49 
CASS4 20q13.31  rs6024881 0.75 
PTK2B 8p21.1  rs17057051 0.88 
NME8 7p14.1  rs1470719 0.48 
ZCWPW1 7q22.1  rs12539172 0.93 
CELF1 11p11  rs7120548 1.00 
FERMT2 14q22.1 rs17125944   
SLC24A4/RIN3 14q32.12 rs10498633   
DSG2 18q12.1 rs8093731   
PLD3 19q13.2  
rs145999145 is monoallelic in the AMR 
populations.  
 
UNC5C 4q22.3  rs137875858 is not in 1000G reference panel.  
AKAP9 7q21-q22  
254 with r2 ≥ 0.4 for rs144662445, none in 
dataset. rs149979685 is monoallelic in the 
AMR populations. 
 
























































































































Cut-and-Solve	 CPLEX	 Cut-and-Solve	 CPLEX	
40	 0:00:03	 0:13:52	 0%	 0.00%	
88	 0:00:04	 M	 0%	 67.08%	
176	 0:01:43	 M	 0%	 234.40%	
264	 0:22:12	 M	 0%	 356.80%	
348	 1:25:12	 M	 0%	 269.04%	
436	 2:11:06	 M	 0%	 247.46%	
524	 2:45:42	 M	 0%	 361.13%	
1316	 T	 T	 336.91%	 443.61%	














































rsID Position Gene Full Name Proximity Notes Citation 



















EPM2A leads to 
Lafora disease, 































variant     
rs4662750 2:127634972 MYO7B myosin VIIB Intron variant 
Located about 500 
Kb from BIN1 SNP, 
~5Kb downstream 
from LIMS2 (LIM 
zinc finger domain 
containing 2), and 
~10Kb upstream 
from GPR17 (G 
protein-coupled 

















































































𝑚 + 𝑚^ + 𝑚| + 𝑚 ≤ 1	
𝑚| +𝑚 +𝑚99 + 𝑚9 ≤ 1	











































satisfies	𝑆 ∪ 𝑇 ⊇ 𝐼.	If	this	problem	could	be	solved,	then	the	sparse	problems	
corresponding	to	piercing	cuts	derived	from	an	individual’s	marker	states	would	be	
reduced	to	more	manageable	sizes.	
	
Different	MIP	Solvers	While	CPLEX	performed	poorly	with	our	ORCA	model,	it	is	
possible	that	other	MIP	solvers	such	as	Gurobi,	SCIP,	and	COIN-OR	behave	
differently.	The	performance	of	these	other	MIP	solvers	on	ORCA	should	be	
compared	to	enumeration.	If	a	solver	is	faster	than	enumeration,	it	may	be	worth	
using	instead,	though	this	potential	speed	advantage	should	be	weighed	against	
enumeration’s	extremely	low	memory	requirements	and	ability	to	create	and	split	
large	sparse	problems	with	no	duplicated	work.	
	 51	
	
Custom	Branch-and-Bound	The	weakness	of	enumeration	is	that	it	does	not	scale	
well	with	larger	problems;	every	pattern	must	be	examined	in	some	way.	The	
traditional	algorithms	for	solving	MIPs	such	as	cutting	planes,	branch-and-bound,	
and	branch-and-cut	should	scale	better	because	of	their	ability	to	disregard	large	
portions	of	the	solution	space.	If	other	MIP	solvers	other	than	CPLEX	also	perform	
poorly	with	ORCA,	a	logical	next	step	would	be	to	create	an	implementation	of	
branch-and-bound	tailored	specifically	for	solving	the	ORCA	model.	
	
Custom	LP	Solver	Currently	the	LP	relaxations	are	solved	using	CPLEX.	While	
CPLEX	is	generally	fast	for	LPs,	it	slows	down	as	more	constraints	are	added	to	the	
problem.	It	may	be	possible	that	the	types	of	constraints	we	add	to	the	model	exhibit	
unique	structure	that	could	be	exploited	by	a	custom	implementation	of	an	LP	
solver.	Additionally,	ceasing	to	use	CPLEX	would	allow	our	code	to	be	run	by	anyone	
without	the	need	of	software	licenses.	
	
Utilize	GPUs	Graphics	processing	units	(GPUs)	hold	an	incredible	amount	of	
processing	power,	though	harnessing	this	power	is	often	difficult	because	of	their	
SIMD	(Single	Instruction	Multiple	Data)	model	of	execution.	Nevertheless,	
implementations	of	branch-and-bound	and	the	Simplex	method	have	been	written	
using	GPUs48–50	and	it	would	be	worth	investigating	if	we	could	similarly	do	so	with	
ORCA	and	CNS.	
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4.3	Broader	Impact	
	
	 By	providing	the	genetic	pattern	that	provides	the	absolute	maximal	
difference	between	case	and	control	carriers,	ORCA	eliminates	an	insidious	source	
of	error	that	has	previously	handicapped	combinatorial	genetic	association	testing.	
Our	open-source	code	is	freely	available	and	can	be	directly	applied	to	biallelic	SNP	
data	for	any	trait	of	interest,	including	complex	diseases	plaguing	humans	and	
animals,	as	well	as	important	phenotypes	for	diploid	plants,	such	as	drought	
tolerance.	Furthermore,	the	code	can	be	easily	extended	to	handle	organisms	with	
higher	ploidy,	such	as	apples,	oats,	and	wheat.	In	general,	the	number	of	marker	
states	per	SNP	will	be	equal	to	two	times	the	number	of	chromosomes.		
	 In	addition	to	providing	a	novel	approach	for	combinatorial	genetic	
association	studies,	ORCA	provides	a	pioneering	example	for	massively	parallelizing	
mixed-integer	linear	programs	(MIPs).	MIPs	have	been	used	to	model	a	plethora	of	
combinatorial	optimization	problems	that	arise	in	business,	industrial	operations,	
government,	military,	sports,	and	every	field	of	science.	This	research	demonstrates	
the	parallelization	of	cut-and-solve	as	well	as	novel	customizations	that	reach	far	
beyond	previous	instantiations	of	this	search	strategy,	and	lays	the	foundation	for	
future	projects	that	may	be	of	benefit	to	humankind.	
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Appendix	A.	
	
Supplementary	Data	Files	
	
Description:	
	
The	accompanying	.txt	files	each	contain	a	list	of	rsID	numbers	of	the	SNPs	in	a	
particular	dataset.	SNP	lists	for	88	SNPs	and	larger	contain	duplicate	rsID	numbers.	
Duplicates	are	removed	from	the	final	datasets	so	that	each	rsID	appears	only	once.	
	
Link	to	Folder:	
	
https://goo.gl/bLqWMc	
	
Filenames:	
	
risk_10SNPs_list.txt	
risk_22SNPs_list.txt	
risk_44SNPs_list.txt	
risk_66SNPs_list.txt	
risk_88SNPs_list.txt	
risk_110SNPs_list.txt	
risk_132SNPs_list.txt	
risk_349SNPs_list.txt	
risk_672SNPs_list.txt	 	
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