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Abstract
This thesis presents a novel monocular-vision-based localization and mapping algorithm using moments of
polygon features. The landmarks we use are polygonal regions instead of a dense set of feature points,
which can significantly reduce the computational complexity of data association and produce a map that
is geometrically and structurally more meaningful. Each region can be characterized using its depth and
orientation with respect to the camera and an effective polygon detection and tracking algorithm is developed.
The monocular vision Simultaneous Localization and Mapping (SLAM) problem is formulated as a filter
problem to incorporate the image moments of the close regions or polygons tracked. The observability of
the SLAM estimator is further improved by both the additional measurements with respect to the initial
view location and the use of image moments. We analyze the performance of our SLAM algorithm with
numerical simulations and experimental results. We also compared our results with ORB-SLAM to show
the effectiveness of our algorithm in outdoor environments.
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Chapter 1
Introduction
Research in SLAM (Simultaneous Localization and Mapping) has advanced substantially in recent years.
This thesis in particular contributes to the field of six Degrees-of-Freedom (DOF) SLAM algorithms that
incrementally build a consistent 3-D map of an unknown environment while simultaneously determining the
location trajectory of a robotic vehicle, such as the Unmanned Aerial Vehicle (UAV) [1, 2, 3] or underwater
vehicle [4, 5] that would require full 6-DOF localization of both position and velocity states of translational
and rotational motions. Because of the required estimation of velocity and attitude states, often times,
the main sensors such as LIDAR or cameras are augmented with an IMU (Inertial Measurement Unit)
comprising a gyroscope and an accelerometer.
Recently, vision-based 6-DOF SLAM has become an intense area of research. Visual SLAM algorithms
can be classified into two categories: SLAM using filters (estimators) and SLAM using sparse bundle ad-
justment. In filter-based SLAM, an Extended Kalman Filter (EKF) is widely used as a state estimation
algorithm for its computational efficiency [6]. The convergence and consistency of a SLAM estimator can be
further improved by employing a robust optimal nonlinear observer [7]. One aim of the present thesis is to
formulate a SLAM estimation problem that can use any filtering (estimation) algorithm. On the other hand,
sparse bundle adjustment can be used in real time [8]. Each method has its own merits. The advantage of
bundle adjustment is that it can be implemented without IMU data, while a filter-based method is able to
obtain good estimation of the velocity and the absolute scale information of the map. Also, visual SLAM al-
gorithms could use monocular vision [9], stereo vision [10, 11], or RGB-D cameras [12, 13]. One key difference
between monocular and stereo vision is the way landmarks are initialized. In other words, a monocular-
vision SLAM algorithm cannot obtain depth information from a single image frame while monocular vision
eradicates the need for stereo matching. In this thesis, we use a filter-based 6-DOF SLAM algorithm that
uses both a monocular camera and an IMU sensor that is easily found on board many autonomous vehicles.
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1.1 Contribution
Recently, various SLAM algorithms using higher level features, such as line segments [14, 15, 16], curves [17,
18, 19], and planes [20, 21], have been developed. The aim of this thesis is to establish an effective visual
SLAM formulation that produces accurate 6-DOF localization and mapping results using image moments
of higher-dimensional landmarks rather than a dense cloud of points. Image moments are commonly used
for pattern recognition in image processing and computer vision. In robotics, image moments are also
successfully used for visual servoing [22, 23] and structure from motion [24, 25].
In particular, the main contribution of the present thesis is to derive a monocular-vision SLAM algorithm
by carefully determining how to incorporate image moments of planar regions of the map into the SLAM
estimator without a separate measurement or estimation of the linear velocity vector. By incorporating
those select image moments of each tracked region in the SLAM filter, along with the estimated orientation
of the plane, we can significantly reduce the computational complexity and generate a more geometrically
meaningful and concise map than a dense cloud of points. The proposed method substantially improves the
observability and accuracy of the filter, especially when image moment measurements are updated slower
than IMU measurements.
For each planar feature, we estimate its depth and orientation with respect to the camera frame. Then
the 3D coordinates of any point inside this closed region can easily be recovered, resulting in a significant
computational saving. In order to use closed polygons as landmarks, we present an effective algorithm to
detect and track polygonal structures in successive images. After the tracking process, we fit the different
polygons into different planes and estimate the orientations of those different planes. We also show that our
SLAM system is fully locally observable.
We have developed a very different algorithm compared with our previous work [26]. In this thesis, we
add additional measurements with respect to the initial view locations in order to make the system fully
observable. Also, instead of using the variations or time-derivatives of image moments, which are usually
noisy and unreliable, we use image moments as part of states and measurements in the SLAM estimator.
Furthermore, we present an algorithm to automatically detect and track polygons in successive images.
1.2 Related Work
Since using a set of dense points is computationally expensive, different geometric features have been used in
SLAM algorithms [20, 21]. In [20], the system is capable of identifying and localizing known planar objects
which can be added to the world map. In [18, 19], Bezier curves are fitted and used as landmarks using
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stereo vision; the map is represented as connected curves. Planes and curves are fitted from point features
in [27]. In [28], a homography-based method is developed for constructing a map with planar regions by
tracking coplanar feature points. Different kinds of parametrization methods are explained and compared
in [29]. In [21], a region-based SLAM algorithm which uses rectangles as landmarks is proposed for indoor
environments.
The success of region-based SLAM is predicated on a reliable region detection and tracking algorithm.
Polygon detection has been widely used in road sign detection [30, 31] and window detection [32, 33] in
urban areas. In [30], a novel method for image representation and discriminative local feature selection
is used to improve detection performance while a posteriori probability approach is adopted for accurate
polygon detection in [31]. A gradient projection method is used to detect complex building facades as well as
other objects with facades in [32]. In [34], the window detection problem is formulated as a simple pattern
recognition problem and a cascade of classifiers is used. In [33], the windows and facades are extracted
based on the similarity of the graphs of their contours. After the detection step, polygon tracking is usually
achieved by template tracking that employs similarity measures such as Sum of Square Differences (SSD).
Multiple recognition techniques that use moments to generate invariant features are reviewed in [35, 36].
The interaction matrix which relates the variation of image moments and camera velocity has been derived
analytically, and its application to visual servoing has been shown in [22]. Point-based moments and their
analytical form of interaction matrix have been developed in [23]. In [24], a locally convergent observer is
derived to estimate the depth of a planar object, whether the orientation of the object is known or unknown.
The solution is obtained by solving partial differential equations. In [25], a nonlinear observer, based on
the persistency of excitation lemma, has been derived to estimate the depth and orientation of the target
planar regions. It has also shown the observer to be exponentially stable. Different methods (including
using discrete image moments) to estimate 3D parameters are explained and compared in [37]. It has also
been shown that the estimation result can be greatly improved by actively selecting the camera movement.
In [38], a method that can automatically choose the optimal combination of image moments to estimate 3D
parameters of a planar region is proposed. However, all the aforementioned methods for plane estimation
require known velocity from an extra sensor or an additional estimation process. In contrast, the SLAM
formulation presented in this paper employs a fully observable estimation system without using a separate,
sequential estimation step for the robot velocity or the normal vector of each planar region.
Monocular vision based SLAM has its own challenges compared with traditional SLAM algorithms be-
cause the depth of each feature cannot be directly measured from a single image [39, 9]. One way of solving
this issue is to include measurement vectors with respect to the initial location where each feature is de-
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tected [29, 40, 2]. The position of the camera when a new feature is initially observed is stored and can be
used to contribute an additional measurement vector in future time steps. Anchored points are added in the
parametrizations of different landmarks, which result in a high degree of linearity in the measurement model
with better SLAM performance [29]. Initial views of the features are shown to reduce linearization errors and
inverse depth parametrization is also able to deal with features over a wide range of depths [40]. One metric
related to the performance and accuracy of monocular vision SLAM is filter observability [41, 42, 43, 44, 2].
In [2], initial views and reflected views of features are employed to make the EKF system fully locally ob-
servable. In the present thesis, initial-view image moments are added as additional measurements in the
SLAM estimator to enhance the observability of the system.
Another factor that affects the filter consistency and observability of filter-based SLAM methods is a
mapping coordinate system. In robot-centric mapping, the states of the robot and landmarks are defined
with respect to the moving robot so that the dynamics of the landmarks are related to the robot velocity
and camera orientation as well as a few scene structures. On the other hand, in world-centric mapping, the
landmarks are considered fixed with respect to the world frame. It has been shown that the robot-centric
method is able to produce more consistent estimates than the traditional world-centric EKF algorithm [45,
46, 2]. In [45], the robot centric map improves the filter consistency of the EKF-SLAM algorithm by limiting
the level of uncertainty in the continuous evolution of the stochastic map. A novel computational efficient
monocular SLAM algorithm is proposed and validates the high accuracy and consistency of the robot-centric
method in [46].
1.3 Thesis Outline
The rest of the thesis is organized as follows: In Chapter 2, an overview of the SLAM algorithm and
useful definitions of image moments and planar parameters are provided. The EKF formulation and the
observability analysis are presented in Chapter 3. The polygon detection, polygon tracking and multiple
plane estimation algorithms are described in Chapter 4. Results of simulation and experimentation are given
in Chapter 5. Finally, we summarize our work with concluding remarks in Chapter 6.
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Chapter 2
Overview and Preliminaries
2.1 Overview of SLAM Algorithm
Polygon tracking Plane detection
Rectify polygonsCompute momentsIMU
EKF
SLAM results
Orientation estimation
൞
𝑚00
𝑚10
𝑚01
⋮
Figure 2.1: The block diagram of our monocular-vision-based localization and mapping algorithm.
As shown in Fig. 2.1, in order to use image moments of closed regions or polygons, we need both an
effective detection algorithm to detect multiple polygons and a tracking algorithm to reliably track the
detected polygons in successive images. Furthermore, Since we use closed regions as landmarks, we need to
estimate both the depth and the orientation of the target planar region with respect to the robot/camera
frame. The proposed algorithm consists of the following three components (see Fig. 2.1).
Part 1: First, we detect polygonal regions in a single frame and limit the number of regions to a reasonable
value. Then we use the regions obtained to initialize the template tracker. Since we have the vertex points
of those polygonal regions, we are able to assign them into different planes by applying a multiple-plane
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detection algorithm. Finally, we apply the homography decomposition technique to estimate the orientations
of the planes with respect to the camera frame. The orientations of those planes will be used in subsequent
steps.
Part 2: Using the orientations of the polygons obtained in Part 1, the vertex points are rectified such
that the image plane is parallel to the tracked regions. Then the image moments are computed based on
the rectified vertices. The depth of each region and the vehicle state (including the position and the linear
velocity) can be estimated by an Extended Kalman Filter or a suitable nonlinear filter [7]. It is also shown
that the EKF estimator is fully locally observable.
Part 3: Once both the orientation and the depth of each region are obtained, the mapping result in
the world frame is fully constructed through the use of the SLAM estimator. The final mapping result is
constructed from multiple closed regions instead of scattered points as in traditional points-based SLAM
algorithms.
2.2 Assumptions
The accurate 6-DOF localization algorithm relies on measurements of linear acceleration and angular velocity
from an on-board IMU sensor as well as orientation measurements of the robot with respect to the world
frame. These measurements are used in the accurate propagation (integration) step of the SLAM estimator.
In addition, accurate camera calibration and camera-IMU calibration results should be given in advance.
It is also assumed that the region features are segmented polygons. However, our proposed algorithm can
be applied to any shape of planar regions as long as the detection and tracking algorithm can be modified
accordingly.
2.2.1 Parameters of Plane
Since image moments are defined over a small area of the planar structure, we describe here these parameters
and the geometric relationship among them. As shown in Fig. 2.2, the camera frame and the world frame
are denoted by c and w respectively. We define ~θ , [θ1, θ2, θ3]T as
~θ , −~n
d
(2.1)
where ~n is the normal vector of the plane in the camera frame, and d is the perpendicular distance from the
camera to the target plane, i.e., the distance from the camera to the plane along ~n direction.
Since ~θ uniquely determines the plane as shown in Fig. 2.2, the following holds for an arbitrary point
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𝑛→
𝑤
𝑑
target plane
camera
Figure 2.2: Parameters of a plane. ~n denotes the normal vector of the planar region and d denotes the
perpendicular distance from the camera to the plane.
~xi = [Xi, Yi, Zi]
T in the plane represented in the camera frame:
~θ · ~xi = θ1Xi + θ2Yi + θ3Zi = 1 (2.2)
In order to prove that the above equation always holds, let us rewrite ~xi as follows:
~xi = −d~n+ λ~t (2.3)
where λ is a real number and ~t is a vector which is perpendicular to ~n, which means ~t · ~n = 0. Since ~xi is in
the plane, such λ and ~t always exist. Then we have:
~xi · θ = (−d~n+ λ~t) · (−~n
d
) = 1 (2.4)
since ~t · ~n = 0, (2.2) always holds.
Let us assume that the z axis of the camera frame is parallel to the optical axis of the camera. After
dividing (2.2) by the Z component of the i-th feature point in the camera frame, we obtain the following
equation:
1
Zi
= ~θ · ~pi (2.5)
where ~pi = [pui , pvi , 1] while pui , XiZi and pvi ,
Yi
Zi
denote the corresponding image normalized coordinates
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object
𝛼
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𝑂
𝜋(𝑡)
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Figure 2.3: A planar object O and its projection on the image plane pi
𝑚00
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𝑚00
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Figure 2.4: Geometric meaning of different image moments up to second order
of the i-th feature point. Therefore, once ~θ of a plane is known, the 3D coordinates of any feature point in
this plane can be obtained (if the camera calibration matrix is given). In other words, the depth information
of any feature point in the plane (Z component of the feature point) can be obtained if we have a good
estimation of the ~θ.
2.2.2 Definition of Image Moments
Let O be the observed object, pi(t) be the image acquired at the time t, and I(t) be the part of image
where the object projects, as shown in Fig. 2.3. The image moments of the segmented object are defined as
follows [22]:
mij =
∫∫
I(t)
piup
j
vdxdy (2.6)
where i and j define the order of the image moment. pu and pv are normalized image coordinates.
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Image moments usually have geometric meanings (especially for the lower order moments) as shown in
Fig. 2.4. The symbol m00 denotes the zeroth moment, which is the surface integral of the given region.
Therefore, m00 represents the area of the closed region.
The symbols xg , m10m00 and yg ,
m01
m00
denote the X and Y coordinates of the centroid for the given
region. Now we introduce the notion of central moments. It can be easily seen that central moments are
translational invariant:
µij =
∫∫
I(t)
(pu − xg)i(pv − yg)jdxdy (2.7)
where cx ,
√
µ20
m00
and cy ,
√
µ02
m00
denote the radius of gyration along the X and Y axes, respectively [47].
The radius of gyration of a planar mass distribution along an axis in mechanical engineering is defined as the
distance from the axis to a line where all the mass is assumed to be concentrated. The definition for image
moments is quite similar, which is the inertial radius along the set of axes parallel to the image coordinate
axes, and passing through the centroid of the given region.
In our work, we use image moments up to the third order since higher-order image moments induce much
more noise. In practice, calculating image moments based on (2.6) is very computationally inefficient. For
a polygonal region, given the coordinates of vertices, we can calculate the image moments of the polygonal
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region based on the following equations [48]:

m00 =
1
2
∑n
i=1 xi−1yi − xiyi−1
m10 =
1
6
∑n
i=1(xi−1yi − xiyi−1)(xi−1 + xi)
m01 =
1
6
∑n
i=1(xi−1yi − xiyi−1)(yi−1 + yi)
m20 =
1
12
∑n
i=1(xi−1yi − xiyi−1)(x2i−1 + xi−1xi + x2i )
m11 =
1
24
∑n
i=1(xi−1yi − xiyi−1)(2xi−1yi−1 + xi−1yi
+xiyi−1 + 2xiyi)
m02 =
1
12
∑n
i=1(xi−1yi − xiyi−1)(y2i−1 + yi−1yi + y2i )
m30 =
1
20
∑n
i=1(xi−1yi − xiyi−1)(x3i−1 + x2i−1xi
+xi−1x2i + x
3
i )
m21 =
1
60
∑n
i=1(xi−1yi − xiyi−1)(3x2i−1yi−1 + x2i−1yi
+2xi−1xiyi−1 + 2xi−1xiyi + x2i yi−1 + 3x
2
i yi)
m12 =
1
60
∑n
i=1(xi−1yi − xiyi−1)(3xi−1y2i−1 + xiy2i−1
+2xi−1yi−1yi + 2xiyi−1yi + xi−1y2i + 3xiy
2
i )
m03 =
1
20
∑n
i=1(xi−1yi − xiyi−1)(y3i−1 + y2i−1yi
+yi−1y2i + y
3
i )
(2.8)
The variation of the image moment mij of a planar object is related analytically to both the camera
linear velocity and the angular velocity as discussed in [22]. The following equation reveals the relationship
between the camera velocity and the derivative of the image moment.
m˙ij = J(mkl, v
c)~θ + g(mkl, ω
c) (2.9)
where J and g are given in Appendix A. Also, vc = [vx, vy, vz] and ω
c = [ωx, ωy, ωz] denote the camera linear
velocity and the camera angular velocity in the camera frame, respectively.
The time-derivative (2.9)of the image moment is in a linear relationship with the planar parameter ~θ as
seen in (2.9), and can be used in the propagation step of the SLAM estimator. However, (2.9) depends on ~θ
and some higher order moments: mkl, which makes it difficult to estimate both planar parameters and the
camera velocity at the same time.
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Chapter 3
SLAM Estimator Formulation
In our work, we use Extended Kalman Filter (EKF) for the state estimation. It is the nonlinear version of
the Kalman filter which is widely used in the estimation area. The basic concept of EKF is shown in Fig. 3.1.
In the prediction step, the state vector composed of both the robot states (camera location, camera velocity)
and the landmark states (image moments, depth of features) is predicted using the input of the IMU data
(including the linear acceleration and the angular velocity). While, in the correction step, the state vector is
corrected with the help of the measurement model we use. These two steps run recursively and form a loop.
The coordinate frames we use include: world frame, body frame, camera frame, and rectified camera
frame, denoted as w, b, c, and cn respectively.
The rectified camera frame cn is obtained by rotating the camera frame according to the rotation matrix
Rcnc , so that the Z axis of the new frame is perpendicular to the region we are tracking (see Fig. 3.3). In other
words, in the rectified camera frame, the XY plane is parallel to the region we are tracking. Let (X,Y, Z)
and (Xt, Yt, Zt) be the coordinates of the points before and after the virtual rotation, respectively. Then
we can easily get the relationship between the normalized coordinates in two different frames by coordinate
transformation since the plane orientation is known.
3.1 Plane Orientation Estimation
Once we obtain the homography matrix using the method given in Section 4.3, the orientation of the
plane with respect to the camera frame, represented by ~n in (2.1), can be estimated using the method of
homography decomposition [49]. As shown in Fig. 3.2 [50], Rc′c represents the rotation matrix between the
current camera frame c and the previous camera frame c′, ~n is the normal vector of the plane, and ~t is the
translational vector between the two camera frames. The homography matrix is defined as:
H = Rc′c + ~t~nT (3.1)
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The objective of homography decomposition is to calculate Rc′c , ~t, and ~n given the homography matrix H.
In our work, we only need a good estimation of ~n, because we need to reproject the vertices of polygons so
that the image plane is parallel to the polygon. After we get the normal vector ~n with respect to the camera
frame, we can easily calculate the rotation matrix Rcnc which brings the image plane to be parallel to the
detected plane (thereby making the optical axis of the camera perpendicular to the detected plane). Finally,
we are able to reproject all of the vertices according to this rotation matrix Rcnc .
3.2 Dynamic Model for Propagation Step
The state vector of our system consists of ~rw, ~vb, ~qwb , ρi, and ~mi, where ~r
w and ~qwb are the location and the
attitude quaternion of the camera with respect to the world frame. ~vb is the camera velocity with respect
to the body frame. ρi , 1di is the inverse depth of the i-th region. ~mi is the image moment vector of the
i-th region.
Since the normal vector of the target region is always ~n , [0, 0,−1]T after we apply the virtual rotation
to the frame cn, the orientation of the camera is always fixed. In the dynamics of the image moment vector,
we can ignore the component related to the angular velocity. Then we have:
ρ˙ = −~nT~vcnρ2 (3.2)
The detailed derivation is given in Appendix B.
Denote the state vector to be ~µ. Combining (2.1), (2.9), and (3.2), the dynamic model for our system is:
~˙µ = f(~µ) =
d
dt

~rw
~vb
~qwb
ρi
~mi

=

Rwb ~vb
~ab − S(~ωb)~vb +Rbw~g
Q(~ωb)~qwb
−~nTRcnb ~vbρ2i
−J(~mi,Rcnb ~vb)~nρi

(3.3)
where ~g is the gravity vector in the world frame; ~ab is the linear acceleration in the body frame from the
IMU sensor; ~n is computed in Sec. 3.1; S denotes the skew symmetric matrix; Q(~ωb) is a function of angular
velocity from the IMU; and ~vc and ~ωc are the linear and the angular velocity in the camera frame. Note
Rcnb = Rcnw Rwb = (Rwcn)TRwb .
The image moments vector is defined as mi = [ai, xgi , ygi , cxi , cyi ] with ai ,
√
m00, xgi , m10/m00,
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ygi , m01/m00, cxi ,
√
µ20
m00
, and cyi ,
√
µ02
m00
denoting the square root of the area, the X and Y coordinates
of the centroid, and the radius of gyration along X axis and Y axis of the i-th region, respectively. Note
that higher-order image moments can be further utilized in future work. When a new region is added (a
new rectangle is initially detected), the position of the camera and the image moments vector at that time
are stored in the state vector.
3.2.1 Measurement Model
We use both the current view and the initial view in our measurement model in order to enhance the
observability of our system. The measurement model is as follows:
h(~µ, ~mi,init, ~r
w
init) =
 h1(~µ)
h2(~µ, ~mi,init, ~r
w
init)
 (3.4)
where h1 denotes the measurement of the current view and h2 denotes the measurement of the initial view.
~mi,init and ~r
w
init denote the image moments vector and the vehicle position when the i-th region is initially
detected and added to the state vector.
For the current view, we use the image moments vector at the current time step as the measurement,
h1(~µ) = ~mi (3.5)
where ~mi denotes the image moments vector of the i-th region.
For the initial view, the corresponding image moments vector and the vehicle position are recorded when
the i-th feature is initially detected.
As shown in Fig. 3.3, ~xi , (Xi, Yi, Zi)T denotes the 3D coordinates of the i-th region’s centroid in the
camera frame, and ~pi , (Xi/Zi, Yi/Zi, 1)T denotes the corresponding normalized coordinates. Then we have:
~xcn,init = Rcn,initw (~rw − ~rwinit) + ~xcn (3.6)
Note that Rcn,initcn = I, where I is the identity matrix. Recalling (2.5), we can also obtain:
~xi = ~piZi =
~pi
~θT ~pi
= −di ~pi
~nT ~pi
= − ~pi
ρi~nT ~pi
(3.7)
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Combining (3.6) and (3.7) yields
~x
cn,init
i = Rcn,initw (~rw − ~rwinit)−
~pi
ρi~nT ~pi
(3.8)
which is the measurement model for the initial centroid. We can also find the measurement models for the
initial square root of the area and the radius of gyration similarly.
As shown in Fig. 3.4, we can find the relationship between the current area and the initial area.
a
cn,init
i = a
cn
i
ρi,init
ρi
= a
cn,init
i
1
ρi[eT3Rcnw (~rw − ~rwinit) + 1ρi ]
= a
cn,init
i
1
eT3Rcnw (~rw − ~rwinit)ρi + 1
(3.9)
Note that the relationship between the current radius of gyration and the initial radius of gyration is similar.
ccn,initxi = c
cn
xi
1
eT3Rcnw (~rw − ~rwinit)ρi + 1
(3.10)
ccn,inityi = c
cn
yi
1
eT3Rcnw (~rw − ~rwinit)ρi + 1
(3.11)
where a
cn,init
i and a
cn
i are the square root of the area of the i-th region in cn,init and cn respectively. e3 ,
[0, 0, 1]T . The measurement model of the initial view is:
h2(~µ) =

a
cn,init
i
c
cn,init
xi
c
cn,init
yi
~x
cn,init
i (1)
~x
cn,init
i (3)
~x
cn,init
i (2)
~x
cn,init
i (3)

(3.12)
where ~x
cn,init
i (k), k = 1, 2, 3 is the k-th element of ~x
cn,init
i .
Now (3.8) - (3.11) make up the measurement model h2 in (3.4).
3.3 World Frame Representation
Since we are able to estimate both the orientation and the depth of the planar region, the parameters of the
plane: ~θ = −~nd can be uniquely determined and calculated. Therefore, we can obtain the position of any
point in the plane with respect to the camera frame. We can also estimate the feature position in the world
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frame as follows:
~xwi = ~r
w +Rwc ~xci = ~rw +Rwb Rbc
~pi
~θT ~pi
(3.13)
where ~xwi is the coordinate of the i-th feature in the world frame, ~pi is the image normalized coordinate of
the i-th feature. Also, Rbc can be obtained from the camera-IMU calibration results.
3.4 Observability Analysis
In this section, we prove that our EKF formulation is locally weakly observable. A system is locally weakly
observable at x0 if there exists an open neighborhood U of x0 such that for every open neighborhood V of
x0 contained in U , x0 is distinguishable from any other point in V [2].
To check the local observability of our SLAM system, we formulate the nonlinear observability matrix
ONL by computing the Lie derivatives of the measurement function h in (3.4) with respect to the affine form
of the dynamic function f = f0 + f1a
b + f2ω
b in (3.3). The nonlinear observability matrix is as follows [2]:
ONL = ∇((L0h)T , (L1f0h)T , · · · , (Lγf0f1f2)T , · · · )T (3.14)
where ∇ is the gradient operator with respect to the state, L0h = h, Lγf0 = ∇Lγ−1h · f0 for the γ-th order
Lie derivative, and Lγf0f1f2 = ∇L
γ−1
f1f2
h · f0 for mixed Lie derivatives.
By checking the rank of ONL, the following result is summarized in Table 3.1.
Table 3.1: Observability analysis result
rw vb mi ρi
h1 No Yes Yes No
h1 and part of h2 Yes Yes Yes No
h1 and h2 Yes Yes Yes Yes
As is shown in Table. 3.1, if we only have measurements of the current view in (3.5), neither the camera
position ~rw nor the inverse depth of the region ρi are observable. When solving a monocular SLAM problem,
we cannot obtain the depth from a single image even if we use higher-level structures instead of a set of
points. This is the reason why both the camera position and the depth of the regions are unobservable.
After including the centroid of the initial-view location in (3.8), the model is quite similar to the inverse
depth parameterization model. In this case, only the inverse depth ρi is unobservable because we only
provide the bearing of the centroid which is not directly linked to the feature depth. However, when adding
all of the initial measurements from (3.8) to (3.11), the system becomes fully observable. In this case, the
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measurements of the initial area and the initial radius of gyration act as a constraint for the depth of the
region, thereby making the system fully observable.
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𝑘𝑘 + 1
Prediction step Correction step
State prediction and measure estimation
Kalman gain calculation
State correction
Prediction of error covariance matrix
Covariance matrix update
odometry
camera
Figure 3.1: Diagram to show the basic conception of Extended Kalman Filter.
𝑑∗ 𝑑
𝜋
Figure 3.2: Different camera frames and involved notation.
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𝑤𝑐𝑛,𝑖𝑛𝑖𝑡
𝑐𝑖𝑛𝑖𝑡
𝑐 𝑐𝑛
𝑛→
𝑟𝑖𝑛𝑖𝑡
𝑤
𝑅𝑤
𝑐𝑛,𝑖𝑛𝑖𝑡(𝑟𝑤 − 𝑟𝑖𝑛𝑖𝑡
𝑤 )
𝑟𝑤
𝑅𝑐𝑛
𝑐𝑛,𝑖𝑛𝑖𝑡𝑥𝑐𝑛
𝑥𝑐𝑛,𝑖𝑛𝑖𝑡
Figure 3.3: Illustration of the measurement model using the centroid of the region.
𝑛→
𝑐𝑛,𝑖𝑛𝑖𝑡
𝑐𝑛
𝑑
𝑑𝑖
Figure 3.4: Illustration of the measurement model using the area of the region.
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Chapter 4
Computer Vision Algorithms
The quality of polygon detection and tracking is of paramount importance to the proposed SLAM algorithm
given in Section 3. In this section, the polygon detection and the polygon tracking algorithms as well as the
algorithm of computing homography matrices H in (3.1) are elucidated.
4.1 Polygon Detection
Recently, many detection algorithms are based on machine learning techniques or some presumptions on the
scene structures [30, 33]. In these approaches, the detected objects are represented using bounding boxes
instead of the borders of the target regions. In this section, a detection algorithm that can detect prominent
polygons in real-time images and obtain the vertex coordinates is presented.
In order to obtain as many candidate contours as possible, we first apply the contour detection algorithm
[51], which is the findContour function in the OpenCV, to get all of the contours in the image. The basic
idea is to apply a Canny edge detector to extract the edges of the image, and then to apply a border following
algorithm to get the outer border points which can constitute multiple contours.
After that, in order to obtain the polygonal regions out of those contours, we apply the Ramer-Douglas-
Peucker (RDP) algorithm [52] (approxPolyDP in OpenCV). RDP is used for reducing the number of points
in order to approximate a curve. The basic idea is to recursively divide the line and keep the maximum
distance between the original curve and the simplified curve below a certain threshold. If the threshold is
set too high, the approximation result will be less accurate. However, if we set the threshold to be very
low, there will be few contours left after the approximation. We set the threshold to be the smaller number
between 10 pixels and 0.03 times the length of the curve.
After the two steps above, we apply several constraints to limit the number of detected polygons. The
first one is a convex constraint, which limits the detected polygons to be convex shapes as shown in Fig. 4.1.
As shown in Fig. 4.1, the number of detected polygons decreases significantly. However, there may still be
many small polygons in the image. To solve this problem, we set a lower bound of polygon area to filter
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Case Study
Polygon detection and tracking
• Convex constraints
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Figure 4.1: Sample images which show the polygon detection results before (left) and after (right) applying
the convex constraint.
Case Study
Polygon detection and tracking
• Area constraints
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Figure 4.2: Sample images that show the polygon detection results before (left) and after (right) the area
constraint.
out small polygons and an upper bound to remove very big regions (like the sky or the ground). Since the
polygons, which are near the edge of the image, are usually incomplete and easy to lose during the tracking
stage, we also remove such polygons whose vertices are near to the edge of the image (5 pixels). Then we
obtain the results shown in Fig. 4.2. The detected polygons are all very good candidates.
Now we will discuss how to tell if two convex polygons overlap with each other. We will use rectangle as
an example. If two rectangles overlap with each other, at least one of the following two conditions has to be
satisfied as shown in Fig. 4.3.
• one vertex of a rectangle is an interior point of the other rectangle.
• one side of a rectangle intersects with one side of the other rectangle.
Testing if two line segments intersect with each other is trivial. We will discuss how to tell if a point is an
interior point of a convex polygon. As shown in Fig. 4.4, let us assume M is an interior point of the rectangle
ABCD. If the four sides of the rectangle are vectors connected with other in clockwise, then M is always
20
Overlapping 
Area
Figure 4.3: Three cases when two rectangles overlap with each other.
A
B
M
C
D
𝑠𝑖𝑔𝑛 𝐴𝑀 × 𝐴𝐵 =
𝑠𝑖𝑔𝑛 𝐵𝑀 × 𝐵𝐶 =
𝑠𝑖𝑔𝑛 𝐶𝑀 × 𝐶𝐷 =
𝑠𝑖𝑔𝑛 𝐷𝑀 × 𝐷𝐴
Figure 4.4: One method to test if a point is an interior point of a convex polygon.
on the right side of every vector. Therefore, the signs of AM ×AB, BM ×BC, CM ×CD, DM ×DA are
all the same, which is positive in this case.
4.2 Polygon Tracking
For the polygon tracking, we use a template tracking algorithm implemented in Visp package [53]. The
template tracker we use has three different types of measurements of similarity: Sum of Square Differences
(SSD), Zero-mean Normalized Cross Correlation (ZNCC), and Mutual Information (MI). We find that using
MI as the measurement of similarity is able to produce the best result. MI is also more robust to illumination
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1: for i < Trackers.size() do
2: delF lag ← false
3: delLabel← Trackers[i]− > getID()
4: if Tracker[i] succeeds then
5: if Tracker[i] went out of border then
6: delF lag ← true
7: else
8: if Tracker[i] change too much compared with last frame then
9: delF lag ← true
10: end if
11: end if
12: else
13: delF lag ← true
14: end if
15: if delF lag then
16: recover ← false
17: erase Tracker[i]
18: for j < squares.size() do
19: if squares[j] near Tracker[i] then
20: create and insert new Tracker into Trackers
21: erase squares[j]
22: break
23: end if
24: end for
25: end if
26: end for
Figure 4.5: Recover missing features when tracker fails
changes.
The tracking algorithm we use needs a template as an input to initialize the tracker. We use the detected
polygons obtained by our detection algorithm as the input templates.
When the camera moves too fast or there is a glare on the window, the tracker tends to fail. In order to
keep track of polygons as long as possible, we developed an algorithm to recover the missing polygons when
the tracker fails.
In our algorithm, each tracker keeps track of the vertices of a polygon. First, we traverse all of the
trackers, if the vertices of any polygon go out of the border or the vertices’ coordinates change too much
compared with the previous frame, we set the delF lag to be true. If the delF lag corresponding to a tracker
is true, we start to search over the detected polygons in current time step and to see if there is any polygon
that is near to the missing one (we use the SSD between the vertices as the similarity measurement). If we
find such a polygon, we add this polygon into the tracker to replace the missing one. This way, we are able
to retrieve the missing polygons in the trackers from the detected polygon set.
If a new polygon is detected, we use the following algorithm to initialize a new tracker. We traverse the
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1: for i < squares.size() do
2: addF lag ← true
3: for j < currentP ts.size() do
4: if squares[i] overlaps currentP ts[j] then
5: addF lag ← false
6: break
7: end if
8: end for
9: if addF lag then
10: label← label + 1
11: create and insert new Tracker into Trackers
12: end if
13: end for
Figure 4.6: Add new features into Trackers
73 seconds 81 seconds
85 seconds
77 seconds
89 seconds 93 seconds
Figure 4.7: Polygon tracking results on our dataset
polygon set after the detection step, if the detected polygon does not overlap with any other polygons in the
tracking polygon set, we create a new tracker and assign a new label for the tracker. Figure 4.7 shows a set
of sample images taken from the experimental data.
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4.3 Computation of Homography Matrix
After obtaining the vertices of the polygons, the orientations of the planar polygons with respect to the
camera frame, represented by ~n, is computed by using the homography decomposition technique given in
Section 3.1. A method of computing homography matrices is given in this section.
We first fit the polygon vertices into different planes. Then, we estimate the homography matrix of the
plane using all of the vertices in the plane. Since we use much more points correspondences to estimate
planes, the estimation of homography matrix is expected to be much better.
However, fitting vertices into different planes belongs to the multiple plane detection problem whose
standard solutions require a-priori knowledge on the planes for segmentation or depth information of 3D
point clouds. Hence, these methods are not applicable to the current SLAM formulation.
The first method is to use the basic segmentation algorithm to extract different planes since different
planes usually have different colors and textures. However, this method requires that we have some knowledge
about the planes in advance. Also, Simply segmenting planes according to the color and texture information
usually cannot work well in complicated outdoor environments.
The second direction is to fit multiple planes based on 3D points clouds, which requires the depth infor-
mation of each point. This method is widely used in LIDAR data or stereo vision where depth information
can be obtained directly. For monocular vision, since we cannot get the depth information directly, we are
unable to use this method.
Another method is to use machine learning technique. This method usually requires a training dataset.
The last method is to estimate homographies from matched features on image sequences, which is what we
use in our work. The common approach to solve this problem is Random Sample Consensus (RANSAC).
The basic idea is to randomly select four matched features and estimate the homography matrix. After
that, we can calculate the inliers and outliers of the matched features, and finally find the homography with
most inliers. However, this method is only suitable for single plane extraction, especially for dominant plane
(usually is the plane which contains the most matched features) detection. A straightforward way to extend
RANSAC to multiple plane detection is to apply RANSAC sequentially. In other words, After we find the
dominant plane of the scene, we apply RANSAC all over again and remove the matched points belong to the
dominant plane. This method usually requires us to know the number of planes in advance. We have also
found that it usually fails in complicated environments. To solve the multiple plane extraction problem, we
need more advanced methods than RANSAC [54, 55]. In [54], a robust algorithm for detection and matching
of multiple planes is proposed. In this algorithm, SIFT feature is used for generation of feature correspon-
dences. After that, a multiple model detection algorithm: J-Linkage [56] is used for initalization hypotheses.
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1: for i < totalSteps do
2: curV ertex← corners[i]
3: prevV ertex← corners[i− 200]
4: commonV ertex← curV ertex ∩ prevV ertex
5: run multiple plane extraction using commonV ertex
6: for j < curV ertex.size() do
7: if curV ertex[j] has not be assigned a label then
8: label← label + 1
9: curV ertex[j].planeLabel← label
10: end if
11: end for
12: for k < prevV ertex.size() do
13: if prevV ertex[k] has not be assigned a label then
14: label← label + 1
15: curV ertex[k].planeLabel← label
16: end if
17: end for
18: end for
Figure 4.8: Add new features into Trackers
Then a global merging is performed to merge the similar planes into a single one. Finally, spatial analysis
and stability checks are applied in order to remove the false positive detected planes. In [57], a conditional
sampling called BetaSAC is used and the experiment shows that their proposed algorithm outperforms the
J-Linkage algorithm. In [55], both the planar building facades segmentation and 3D estimation are achieved
by using the multiple plane detection algorithm described in [54]. In our work, we use the multiple-plane
detection algorithm (MDP) presented in [54] to detect multiple planes. For each step, we find the matched
features by searching the vertices tracked 200 steps (8 sec) earlier and obtain the common feature points with
the current tracked vertices. Then we use the common set of vertices as an input to the MPD algorithm.
Finally, we traverse the set of current tracked vertices and the previous tracked vertices. If any vertex is not
labeled with a plane identification number, we label it with the same number. In this way, we are able to
group the vertices of polygons into different planes. Note that if the time interval is too long, then there are
few matched points left. On the other hand, the image will not have enough variance if the interval is too
short.
A sample result of the multiple plane detection algorithm is shown in Fig. 4.9.
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Case Study
Plane Fitting and Orientation Estimation
27Figure 4.9: A sample image to show the result of MPD algorithm. Different colors represent different planes
(left), matched features are connected using red lines (right)
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Chapter 5
Results
5.1 Numerical Simulations
Results of numerical simulation show the effectiveness of the image-moment-based SLAM algorithm. We
set two rectangular regions as landmarks and the camera is 10 meters away from the landmarks. Gaussian
white noise of standard deviation σ = 0.1 is added to the acceleration data and Gaussian white noise of σ
= 0.1 is added to the angular velocity data. The noise in the camera pixel measurements is simulated as
Gaussian white noise of σ = 1 pixel. The inverse depths of both the two regions are initialized as 0.05. The
localization and mapping results for 60 seconds are shown in Fig. 5.1 to Fig. 5.5.
5.2 Experimental Setup
The experimental platform we use is a sensor-package combining a wide-angle camera with a high-precision
IMU (NovAtel SPAN) as shown in Fig. 5.6. The IMU provides measurements of the linear acceleration and
the angular velocity at 50 Hz, the Euler angles of the body frame are measured at 10 Hz, and the camera
images are captured at 25 Hz. GPS signals are obtained at 10 Hz and used as ground truth. We have
performed camera calibration to get camera intrinsic parameters in advance. To estimate the relative IMU
to camera rotation, the IMU-camera calibration toolbox is used [58]. Images are captured with resolution of
1600× 1200 pixels. Multiple rectangles are detected and tracked using the algorithm described in Section 4.
A new region is initialized in the state vector when it is initially detected and removed when it disappears
from the field of view. Old features are re-initialized as new features even when they are found in subsequent
frames.
5.3 Experimental Results
Figures 5.8 and Fig. 5.9 show the results of the image-moment-based localization and mapping along with
GPS data (as ground truth) in 2D and 3D, respectively. We conducted our experiment at the University of
27
Illinois at Urbana-Champaign. The satellite images are shown in Fig. 5.7. The estimation error is shown in
Fig. 5.10. From the GPS data, the camera traveled around 570 meters in about 650 seconds. The maximum
error is about 10 meters, and the average RMSE is 5.3 meters. The estimated trajectories of position,
orientation, and velocity are shown in Figures 5.11-5.13.
To better evaluate the performance of our proposed SLAM algorithm, we compare our results with those
of ORB-SLAM [59]. It is important to note that ORB-SLAM does not provide scale information, and
therefore a direct comparison between the output of our algorithm and that of ORB-SLAM is not possible.
To facilitate the comparison, we estimated the optimal scale factor for ORB-SLAM using GPS data from
the first 12 meters of the trajectory. In particular, we aligned the key frame trajectories using a similarity
transformation to minimize the absolute trajectory error [60] over this segment of the trajectory. We believe
that this approach is maximally beneficial to the ORB-SLAM results, and thus provides a fair point for
comparison. The detailed procedure is as follows:
• Synchronize the timestamps in ORB-SLAM with our result. In this step, we make sure the timestamp
in each key frame is the same as the corrsponding frame in our result (especially the initial frame).
• Perform a rotation in each key frame trajectory in ORB-SLAM. Since the world frame in ORB-SLAM
is the initial camera frame c0 (the camera frame when the SLAM algorithm starts to run) and we
are able to obtain the rotation matrix from the camera frame to the world frame Rwc0 from our own
SLAM result. We apply this rotation matrix to every key frame trajectory in the ORB-SLAM. After
this step, the ORB-SLAM result and our result would be in the same world frame and share the same
origin (starting point).
• Align the ORB-SLAM result based on GPS measurements that are available only for a short duration.
Assume that x˜i is the vector containing the x and y coordinates estimated by ORB-SLAM at timestamp
i and that xi is the location vector in GPS data at timestamp i. Define a scalar λ to be the multiplier
used for alignment of ORB-SLAM (i.e., we apply a similarity transformation with the same scalar in x
and y directions). Then we minimize the absolute trajectory error as shown in the following equation:
λ = arg min
λ
n∑
i=1
‖λx˜i − xi‖ (5.1)
where n determines the length of GPS data we want to use (since we use only partial GPS data for the
alignment). In our comparison results, we estimated using the first 12 meters of the trajectory.
After solving this optimization problem, we are able to use the multiplier λ to align the ORB-SLAM
trajectory with the GPS data and recover the scale information. The results are shown in Fig. 5.14 and
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Fig. 5.15. It is straightforward to apply a loop closing technique once the loop has been detected. Since we
use only polygonal regions as landmarks, our algorithm has potential to detect the loop in a computationally
efficient way. Once the loop is detected, we constrain the position when the loop is detected to run the EKF
filter backward. We can also compare our loop-closing result with ORB-SLAM, as shown in Fig. 5.16 and
Fig. 5.17. The running time of our loop-closing algorithm is 139s. Compared with 291s in ORB-SLAM, our
algorithm is more than twice faster. The comparison results between our algorithm and ORB-SLAM are
shown in Table 5.1.
Table 5.1: Comparison results between Moment-based SLAM and ORB-SLAM
Without Loop-closing
Parameter Moment-based SLAM ORB-SLAM
RMSE 5.3 m 4.5 m
Max error 10.5 m 14.9 m
With Loop-closing
Parameter Moment-based SLAM ORB-SLAM
RMSE 2.8 m 2.5 m
Max error 7.1 m 5.8 m
It can be seen from the two figures and the table above, the performance of our SLAM method is quite
similar to that of ORB-SLAM (with and without loop-closing). However, it is important to emphasize that
ORB-SLAM lacks an absolute scale of localization and mapping that is critical to real-time navigation, and
that our image-moment-based SLAM algorithm generates a more concise and meaningful map. Also, by
using both IMU sensor and image moments, we accurately estimate the absolute linear velocity, which is
necessary in order to develop a real-time flight control system. The average number of landmarks or polygons
in our computationally-efficient image-moment-based SLAM algorithm is about 15 per frame. In contrast,
in ORB-SLAM, more than 1000 feature points and landmarks are used in each frame.
29
108642
x (m)
0
-2
-4
-6
-8
-10-10
-8
-6
-4
-2
0
y (m)
2
4
6
8
2
4
-2
0
12
10
8
6
10
z 
(m
)
Figure 5.1: Localization and mapping of closed regions using information extracted by image moments. The
blue line shows true robot trajectory, red line shows estimated robot trajectory. Blue rectangles show the
true locations of landmarks, and red rectangles show the estimated locations of landmarks.
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Figure 5.2: Estimation of the camera location. The red lines denote the estimated location, the blue lines
denote the true location.
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Figure 5.3: Estimation of the camera velocity. The red lines denote the estimated velocity, the blue lines
denote the true velocity.
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Figure 5.4: Estimation of the region depth, which shows very high rate of convergence.
0 10 20 30 40 50 60
lo
ca
tio
n 
(m
)
0
0.1
0.2
0.3
0.4
0 10 20 30 40 50 60
ve
lo
ci
ty
 (m
/s)
0
0.05
0.1
0.15
0.2
time (sec)
0 10 20 30 40 50 60
de
pt
h 
(m
)
0
2
4
6
8
10
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closed regions.
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GNSS Antenna
Stereo Cameras
GNSS & IMU
Figure 5.6: Our sensor-package is equipped with a stereo camera, an IMU and a Global Navigation Satellite
System (GNSS).
Figure 5.7: Satellite images of the area where we conducted our experiment
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Figure 5.8: Camera trajectory and mapping results in 2D. The black lines show the position of landmarks,
the red line shows the estimated trajectory and the green line is the GPS data.
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Figure 5.9: Camera trajectory and mapping results in 3D (Perspective 2). The red line represents estimated
location of camera, the green line represents the GPS data, the orange rectangles show the mapping result.
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Figure 5.10: Estimation error of the camera location.
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Figure 5.11: Estimation of the camera location with respect to the world frame.
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Figure 5.12: Estimation of the orientation with respect to the body frame.
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Figure 5.13: Estimation of the velocity with respect to the body frame.
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Figure 5.14: Comparison of localization results between GPS ground-truth, our proposed moment-based
SLAM, and ORB-SLAM without loop closing. The red line shows our result, the green line denotes the
position given by GPS, while the blue line is the localization result of ORB-SLAM.
35
GPS data
Moment-based SLAM
ORB SLAM
Figure 5.15: Localization results plotted in google maps without loop closing. Our estimated trajectory is
plotted in red, the ground truth trajectory given by GPS is plotted in green, and the ORB-SLAM result is
plotted in blue.
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Figure 5.16: Comparison of localization results between GPS ground-truth, our proposed moment-based
SLAM, and ORB-SLAM with loop closing. The red line shows our result, the green line denotes the position
given by GPS, while the blue line is the localization result of ORB-SLAM.
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Figure 5.17: Localization results plotted in google maps with loop closing. Our estimated trajectory is
plotted in red, the ground truth trajectory given by GPS is plotted in green, and the ORB-SLAM result is
plotted in blue.
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Chapter 6
Conclusions
In this thesis, we presented a novel monocular-vision-based SLAM algorithm which incorporated image
moments of higher-level structures such as planar surfaces or polygonal regions. We derived a correct
method of incorporating image moments into the state and measurement vectors of the SLAM estimator
and the resulting camera-IMU 6-DOF SLAM formulation produced both 6-DOF localization and mapping
results using planar structures embedded in a 3D world. The 3D coordinates of any number of points in
the feature region could be obtained given the planar parameters, thereby significantly reducing the size of
the landmark state and reducing the computational complexity. Furthermore, we showed that the SLAM
estimation system was fully observable with the help of additional image moment measurements prescribed
with respect to the initial view locations. As expected in 6-DOF IMU-aided SLAM algorithm, our SLAM
algorithm could correctly obtain both the absolute scale information and the linear velocity of the robot,
which would be useful for flight control and motion planning with obstacle avoidance. Results of numerical
simulations and real-world experiments show the effectiveness and the accuracy of the proposed image-
moment-based SLAM algorithm. The comparison with a recent SLAM algorithm also shows the benefits of
the proposed method.
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Appendix A
Derivation of Interaction Matrices
The image moments we use include: a , √m00, xg , m10/m00, yg , m01/m00, cx ,
√
µ20
m00
, and cy ,
√
µ02
m00
.
The matrices J(mkl, v
c) are given by:
Ja =

− 12avx + 32axgvz
− 12avy + 32aygvz
avz
 (A.1)
Jxg =

−xgvx + (x2g + 4n20)vz
−ygvx + (xgyg + 4n11)vz
−vx + xgvz
 (A.2)
Jyg =

−xgvy + (xgyg + 4n11)vz
−ygvy + (y2g + 4n02)vz
−vy + ygvz
 (A.3)
Jcy =

√
a
µ20
(µ20(avx−3avzxg)+a(5µ30−3µ20vx+7µ20xg))
2a2√
a
µ20
(µ20(avy−3avzyg)+a(5µ21−µ20−2µ11vx+2µ11xg+5µ20yg))
2a2√
a
µ20
(4aµ20−2aµ20vz)
2a2
 (A.4)
Jcx =

√
a
µ02
(µ02(avx−3avzxg)+a(5µ12−µ02−2µ11vy+2µ11yg+5µ02xg))
2a2√
a
µ02
(µ02(avy−3avzyg)+a(5µ03−3µ02vy+7µ02yg))
2a2√
a
µ02
(4aµ02−2aµ02vz)
2a2
 (A.5)
where nij = µij/m00, and µij is the central moment.
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Appendix B
Dynamic of Plane Parameters
The dynamic of the normal vector of a planar region is:
~˙n = −S(~ωc)~n (B.1)
where S(~ωc) is the skew symmetric matrix of ~ωc.
Assuming P is the 3D coordinate of an arbitrary point in the plane with respect to camera frame, then
the perpendicular distance from the camera to the plane is given by d = −~nTP . We can get the following
equation by taking derivatives for both sides of the equation:
d˙ = ~nTS(~ωc)TP − ~nT P˙ (B.2)
Since we have:
P˙ = −S(~ωc)P + ~vc (B.3)
Combining (B.2) and (B.3), we get,
d˙ = ~nT (S(~ωc)T + S(~ωc))P + ~nT~vc = ~nT~vc (B.4)
Then we can easily get (3.2).
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