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We give two characterisations of the finite Markov property for Gaussian processes indexed by 
Iw, based on the covariance of these processes. Then, we use this approach, combined with the 
hyperbolic structure of W:, to give prediction results for the two-parameter Wiener process. The 
complete identity between Green functions on [0, I] and covariance of Markov Gaussian processes 
indexed by [0, l] is also established. 
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1. Introduction 
La connaissance des proprittes des processus stochastiques a plusieurs parametres 
est encore tres incomplete, en regard des nombreux resultats ttablis dans le cas 
lineaire. Cependant, la generalisation de la propriitt de Markov simple dans le cas 
gaussien est tres etudiee actuellement en liaison avec la theorie des equations aux 
derivtes partielles. Les problemes de derivabilite qui interviennent alors necessitent 
l’introduction d’outils fonctionnels nombreux (espaces de Sobolev, distributions a 
valeurs vectorielles) et des processus generalis& (voir Rozanov, 1982, 1988b; Russo, 
1987). Dans ce qui suit, on tente d’associer de facon plus directe problemes de 
prediction et resolution d’equations differentielles ou aux d&i&es partielles. 
Apt& la preuve d’un resultat classique (?) sur la covariance des processus 
gaussiens markoviens d’ordre fini dans le cas lineaire, on etablit au Paragraphe 2, 
moyennant une hypothese supplementaire de regularite, un lien simple entre pro- 
priete de Markov (d’ordre n) et equations differentielles lineaires d’ordre n. 
Le Paragraphe 3 est consacre a I’application de cette methode a I’etude du 
processus de Wiener a deux parametres en vue du calcul explicite d’esperances 
conditionnelles; ce qui prouve le caractere markovien (d’ordre 2) de ce dernier. 
Notons que les problemes de dtrivabilitt sont resolus en exploitant la structure 
hyperbolique du quart de plan (rW’)* qu’on avait deja utilisee dans Carraro (1986). 
Pour terminer, on dtmontre au Paragraphe 4 I’identitt entre covariance des 
processus gaussiens de Markov indexes par l’intervalle [0, 1) et fonctions de Green 
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d&nies sur ce mcme intervalle. Ce rapport, dejja remarqui dans le cas du pont 
brownien (Rozanov, 1988b), a mime Ct6 utilisi, dans un cadre plus gCn6ra1, pour 
itudier le mouvement brownien 8 trois paramktres de Paul Ltvy (Goldman, 1990). 
2. Processus gaussiens markoviens d’ordre fini 
On commence par itablir un risultat, pressenti par L&y (1956), de rep&entation 
de la covariance d’un processus gaussien markovien d’ordre fini. 
Soit (X,)rir un processus gaussien rtel centre, oti I est un intervalle ouvert de 
[w. On aura besoin des deux conditions: 
a zcn-I) 
L’application (s, t) E I X I ++ 
as 
n-_l at”P, E(X.3,) 
existe et est continue auvoisinage de {s = t}. (1) 
Ceci assure l’existence (dans L_‘(P)) de Xi,. . . , Xjnm”. On peut alors dCfinir la 
matrice 
/ E(X,X,) . . . E(XX.T’) \ 
(2) 
On supposera Cgalement dans la suite que 
Vs E I, M,, est inversible. (3) 
Introduisons quelques notations: Si s E I, on pose 
B-(s) = B({X,, t E I, t s s}), B+(s) = %(1X,, t E 1, t > sl), 
oti B(A) dCsigne la tribu engendrCe par la partie A. 
On note Cgalement B,,(s) la plus petite tribu conditionnellement g laquelle les 
deux tribus K(s) et g+(s) sont indkpendantes. Rappelons que (X,),, , est dit 
markovien d’ordre inf&ieur ou kgal g n s’il vCrifie 
B3,(s) = %({X,, x’,, . . ) x’,“-“}) vs E 1. (4) 
ThCor&me 1. Soit (X,),C, un processus gaussien re’el cent& &ri$ant (1) et (3) (X,),,, 
est markovien d’ordre infe’rieur ou &gal & n si et seulement si il existe deux fonctions 
f, g:I+W, n - 1 fois de’rivables telles que 
E(XSX,)=(f(sAt),g(svt)) vs,tEA (5) 
ozi ( , ) dbsigne le produit scalaire de R”. 
Nous utiliserons le rhultat suivant: 
Lemme 1. (X,)rCr est markovien d’ordre infhieur ou &gal h n si et seulement si 
VrSsG t, M,,,= M,.,M;.~M,,. 1 , (6) 
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Preuve. 11 est bien connu que (X) , ,t, est markovien d’ordre inferieur ou Cgal a n 
si et seulement si le processus a valeurs vectorielles ((Xji~“)i_,,,,,,n),i, est de Markov 
(d’ordre 1); ce qui equivaut precisement a (6) (voir par exemple Bouleau, 1988, 
p. 228). 0 
Preuve du ThCor&me 1. Supposons tout d’abord (X,),, , markovien d’ordre inferieur 
ou tgal a n; on pose alors 
N,,, = M,,,M,t (7) 
On obtient, en utilisant le Lemme 1, 
Vr<s< t, N,,,= N,,,N,,,. (8) 
On introduit la fonction f(s, t) = det( N,,,); il est facile de voir, en utilisant (l), (7) 
et (8), que 
VSEI, f(s,.s)=l, (9a) 
f est continue au voisinage de {s = t}, (9b) 
f(r, t)=f(r,s)f(s,t) VrdsGt, (9c) 
et des raisonnements elementaires bases sur la connexite de I menent a prouver que 
Vs, tE1, f(s, t)/0. (10) 
Fixons S(,E I; on peut, en vertu de (lo), poser 
N, = N,,,, 
1 
si s c so, 
N,,1, si s<s,. 
De plus, N, est inversible et on verifie en distinguant les cas, que 
Vs s t, N,,, = N,N,‘, 
soit, avec la formule (7), 
VSS t, M,,,= N,N;‘M,,. (11) 
On peut remarquer que cette formule implique l’inversibilite de la matrice M,., qui 
n’avait pas CtC supposee dans nos hypotheses. On lixe r < s,; si t > r, on a 
M,,J&,,= N,NJ’M,,(N,“NJ’M,,)~’ = N,. 
Par suite, en notant (g,(t) . . . gn( t)) la premiere ligne de la matrice N,, on a 
(g,(t) . . . g,(t)) =(,5(X,X,) . . . E(X,X:“-“))M,;,. 
On en deduit que la fonction g = (g,), est (n - I)-fois derivable sur In]r, +a[; 
mais r ayant CtC fixe quelconque, on montre done que g est (n - 1)-fois derivable 
sur I. Un raisonnement similaire montre que si f dtsigne la premiere colonne de 
la matrice NT’M.,,, , f est (n - l)-fois derivable sur I. De plus, la formule (11) montre 
que l’identite (5) est satisfaite; ce qui termine la premiere partie de la preuve. 
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Reciproquement, si l’on suppose que le processus (X,),, , verifie (5), avec f, g : I + 
R”, (n - l)-fois derivables sur Z, on en deduit par derivations successives par rapport 
a chacune des deux variables que l’on a 
VS s t: M,,,$ = G( t)F(s), (12) 
oii G(t) (resp. F(s)) est la matrice de terme general g:‘-“(t) (resp. f~‘~“(s)). De 
plus, comme la matrice M,,, est inversible et que l’identite (12) est valable pour 
s = t, les deux matrices F(s) et G(t) sont inversibles. Par suite, et en utilisant a 
nouveau (12), on obtient, pour r s s d t, 
M,,.sM;.:M,r= G(t)F(s)F(s)-‘G(s)-‘G(s)F(s) = Mr.,. 
Le processus (X,),, , est done, par application du Lemme 1, markovien d’ordre 
inferieur ou egal a n. 0 
Remarque. Lorsque le processus est markovien d’ordre inferieur ou &gal a n, il est 
possible d’exprimer l’esperance conditionnelle d’une variable aleatoire par rapport 
au passe a l’aide des seules fonctions f et g; on obtient ainsi (par exemple) avec 
les notations precedentes: 
si ~4 t, E(X,/X,, rS s) =T(gi(t)),G(s)-‘(Xj’P”),. 
On en arrive maintenant a un resultat dont la mtthode de demonstration, quoique 
necessitant une hypothese supplementaire, est beaucoup moins tributaire de l’ordre 
de la droite reelle. On verra au Paragraphe 3 qu’en effet, cette approche peut &re 
utilisee avec profit dans le cas du processus de Wiener a deux parametres. 
I1 sera necessaire d’ajouter la condition suivante: 
2(n-I) 
Vs E I, l’application t E I n]s, +~[~,s~_, atn_l E (X,X,) est derivable. 
(13) 
Corollaire 1. Soit (X,),, , un processus gaussien re’el centi- ve’rijiant (l), (3) et (13); 
on pose ./At) = E(X,X,). (XOrir est markovien d’ordre infe’rieur ou &gal C? n si et 
seulement si il existe des fonctions a,, . . . , a,, : I + R telles que 
VSE I, Vt>s, f:“‘(t)= i a,(t)fYl’(t). (14) 
k=l 
Deplus,pourkE{I,..., n}, si aI dhigne la solution de 1’6quation diflhentielle 
(14) avec conditions initiales, 
a j-l 
-g? (s, s) = 8j.k 
on a, pour t 3 s, 
E(X,/X,, rS s) = i (Y~(s, t)Xik-“. 
k=l 
(15) 
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Preuve. Si le processus (X,),,, est markovien d’ordre inferieur ou tgal a n, on 
obtient, en conservant les notations du Theoreme 1, l’identite (12), 
M,,, = G(t)F(s) si s < r. 
11 est aise d’en deduire, avec la condition (13), que l’application TV ZH G(t) est 
derivable (et inversible); elle satisfait done trivialement a l’equation difftrentielle, 
G’(r)=A(t)G(t), 06 A(t)=G’(t)G(t)-‘. 
Si l’on note (a,(t) . . . a,(t)) la derniere ligne de la matrice A(t), on obtient ainsi 
Vi E (1,. . . , n}, gi”)( t) = i Uk( t)gjkP”( t), (16) 
k=l 
et par suite, si t > s, 
ce qui prouve la formule (14). 
L’expression (15) de l’esperance conditionnelle va ctre Ctablie lors de la 
reciproque: Montrons (cela suffira) que si (14) est verifiee, alors E(X,/X,, r< s) 
est don&e par (15). 
Si l’on pose X =C;=, a,(s, f)XI”-“, X est de facon evidente B_(s)-mesurable. 
De plus, si r < s est fix& 
E(X,X) = i q(s, t)f:‘-‘j(s) =J(t) 
k=l 
car l’application fi satisfait a l’equation differentielle (14) avec conditions initiales 
au point s: (flk-“(s))k =,,,.., n. Ainsi, pour tout r<s, 
E(X,X) =./t(f) = E(X,X,). 
On en deduit immediatement que X = E(X,/X,, rd s). 0 
Remarques. (1) Lorsque le processus (X,) ,i, est stationnaire, les fonctions ak inter- 
venant dans l’tquation differentiable sont Cvidemment constantes. On peut d’ailleurs, 
a l’aide du corollaire 1, retrouver le resultat classique caracterisant les processus 
gaussiens stationnaires markoviens a l’aide de leur densitt spectrale (voir Dym et 
Kean, 1972). 
(2) M&me dans le cas particulier des processus stationnaires, le resultat qui 
precede conserve son inter&; ainsi, pour le processus (X,),,, de covariance, 
E(X,X,) = U(1+44U,) exp(-~lt-sl)[sin(ult-sl)+2u cos(4t--~l)l 
que nous avions consider-t dans Carraro (1986), il est beaucoup plus facile, pour 
montrer qu’il s’agit d’un processus markovien d’ordre 2, de prouver que l’on a, pour 
s < t, 
256 L. Carraro / Markou Gaussian processes 
(3) Les processus markoviens associes aux equations differentielles a coefficients 
constants ne sont pas forcement stationnaires. Par exemple, la covariance du mouve- 
ment brownien verifie l’equation differentielle (a coefficients constants !), y’ = 0. 
3. Conditionnement du processus de Wiener P deux paramktres 
Rappelons que le processus de Wiener a deux parametres est le processus gaussien 
reel centre ( W(x, y), (x, y) E (R+)‘) qui verifie 
E( W(x, y) W(x’, y’)) = (x A x’)(y A y’). (17) 
Les rtsultats qui suivent sont bases sur la remarque suivante: si l’on note, pour 
(x’, y’) E (IR+)~, A,,,,, = {(x, y) E (R+)‘/x G x’ et y G y’} on a 
a* - E( W(x, y) W(x), y’)) = 0 
ax dy 
si (x, y) E AZ..,... (18) 
Nous allons done tout d’abord rappeler les proprittes de I’operateur a2/ax ay qui 
seront utiles par la suite. 
On munit le quadrant ([Wt)2 de la forme quadratique hyperbolique, (x, y)++ xy. 
Soit f = y([w) = (f, ,f2)(rW) une courbe de ([Wt)2 supposee continue sur Iw, de classe 
C’ et reguliere sur Iw\F, oii F est un ensemble localement fini. 
On suppose que f, est croissante, et f2 decroissante. Nous voulons que r &pare 
le quart de plan en deux composantes; c’est pourquoi on ajoute les conditions 
Y(a) a’--a3- (0, +a), y(a) z (+a, 0). (19) 
Ces hypotheses sont d’ailleurs courantes dans la litterature (voir par exemple Russo, 
1987); une courbe qui satisfait a celles-ci sera dtsormais nommee ligne de separation. 
On designe par D le domaine limit6 par T’, ne contenant pas (0,O). Rappelons 
Cgalement que si cr E Iw\F, la tangente T, 2 r en y(a) s’exprime selon 
(oa II. II d es1 ne a norme euclidienne) alors que la normale N, (pour la geometric -g 1 
hyperbolique) choisie interieure a D a pour valeur, 
On aura besoin de quelques notations supplementaires: si (x, y) E 0, on pose 
(Y,(X) =inf{a/f,(a) =x}, %(Y) = suP1~I.U~) = Y>, 
puis 
r,,,. = Y([~2(Y), Q,(X)l), 
Plk Y) = Y(~2(Y))r P2k Y) = Y(LyI(X)). 






Proposition 1. (i) Le probltme 




(20) posstde une unique solution qui s’explicite selon 
)+a(p2(x,y)))+t I b( u, v) da( u, v). (21) I. X.1 
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Remarquons au passage que les hypotheses faites pour la courbe r assurent 
l’inegalite czz(y) G (Y,(X), si (x, y) E D. On est maintenant en mesure de resoudre le 
probleme de Cauchy: 
(ii) La fonction u ne dkpend que de ses valeurs sur r si et seulement si r est une 
courbe en escaliers. 
Preuve. Le point (i) est bien connu; on pourra consulter par exemple Duff (1962). 
Pour (ii), il suffit de remarquer que u ne depend que de ses valeurs sur r si et 
seulement si pour tout (Y E Iw\F, les vecteurs T, et N, sont colineaires. Or cette 
condition signifie f{(a) f;( a) = 0 e un simple raisonnement de connexite montre t 
qu’alors les fonctions f, et f2 sont alternativement constantes par morceaux; ce qui 
ttablit le resultat annonct. 0 
Remarque. Dans le cas ou la courbe r est en escaliers, on peut preciser le point 
(ii) de la facon suivante: 
Si (x, Y) E D et si (x1, ~~1,. . . , (x2,,+, , y2,+,) sont les points anguleux de r situ& 
strictement entre p,(x, y) et p2(x, y) (ils sont toujours en nombre impair), il est aist 
de verifier en utilisant (21) que l’on a 
dxy Y) = a(fh(xy Y)) + kz, (-l)ka(xky Yk)+ a(p2(x, Y)). (22) 
On va maintenant s’interesser aux proprietes markoviennes du processus de 
Wiener a deux paramirtres relativement a des lignes de separation r verifiant deux 
types de conditions: 
SiIW\F=U] ak, ak+l[, pour tout k, YE C’([ak, ak+ll) 
k 
(23) 
et va E La,, aktll, f;(a) > O,fi(a) <O. 
r est une courbe en escalier. (24) 
Avant d’ttablir les resultats de prediction pour une courbe r verifiant (23), nous 
devons donner un sens a l’expression (a W/a N)( u, v); c’est le but de la proposition 
qui suit. 
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Proposition 2. Soit r une ligne de skparation qui ve’r$e (23) et soit (x, y) E D; alors 
la quantite’ 
W((u, v)+ tN) da(u, v) existe duns L*(P). 
r=n+ 
Elle sera notie 
Preuve. On suppose r paramCtrCe par arcs. 11 suffit de verifier que 
d’E 
as ar (I W((u, v)+sN) da(u, v) W(( u’, v’) + tN’) da( u’, v’) L,, > 
existe et est continue au voisinage de (s, t) = (0,O). On est done amen6 A s’intkesser 
B l’expression 
E( W((u, v)+sN) W((u’, v’)+tN’)) (25) 
lorsque (u, v) et (u’, v’) appartiennent A r,,,, . Fixons (u, v), (u’, v’) sur TX,, : 
On vCrifie directement que (25) est de classe C* sauf sur les deux droites 
u+sn,=u’+tni et v+sn,=v’+tn: (avec N=(n,,n,) et N’=(n;,n;)). 
Prouvons alors le lemme Cltmentaire suivant: 
Lemme 2. Soit I un intervalle compact et f E C’(I) telle que Va E I, f’(a) > 0. On 
pose m, = inf,f’ et m2 = inf,f ‘I. Alors, si s et t appartiennent ci l’intervalle J = 
LO, mlllmzl[ (LO, +a[ si m, = 0), p e’tantjixt?, 1’6quation 
f(~)+sf’(a)=f(P)+(f’(P) 
n’a au plus qu’un nombrejini de solutions en (Y E I. 
Preuve. Fixons /3 E I, s, t E J et raisonnons par l’absurde. 11 existe une suite (a,), 
de points de 1, dont on peut supposer qu’elle converge vers (Y E I, telle que 
f((Y,)+sf’((Y,)=f(P)+tf’(P) 
et en passant A la limite 
f(Ly)+sf’((y)=f(P)+ff’(P). 
On retranche alors ces deux expressions, on divise par LX -(Y, et on fait tendre n 
vers +a; ce qui donne 
f’(a) = -sf”(Ly) 
qui contredit l’hypothkse 0s s < m,/lm,l. 0 
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Remarque. 11 est clair que le Lemme 2 s’adapte au cas d’une fonctionfE C’(I) telle 
que Va E 1, f’(a) < 0. 
Preuve de la Proposition 2 (continuation). Nous ne pouvons pas, pour achever la 
preuve de la proposition, appliquer directement le Lemme 2 aux fonctions f, et f2 
sur l’intervalle [t>(y), t,(x)]; mais il suffit pour cela, /3 ttant fix& d’appliquer le 
lemme a tous les intervalles [ak, &+l ] qui rencontrent [f2(y), t,(x)] (ils sont en 
nombre fini). On en dtduit qu’il existe un voisinage V de (0,O) oti les equations 
f;(a)+sfl(a)=f;(P)+tf!(P), i=l,2, 
n’ont, /3 fix& qu’un nombre fini de solutions. 
Par suite, l’ensemble {((u, v), (u’, 0’)) E r_,,?. x r,,,/ u + sn, = u’ + tn{ ou v + sn, = 
v’+ tni} est negligeable pour la mesure ~0 CT restreinte a r,, x r,,, , car celle-ci est 
absolument continue par rapport a la mesure de Lebesgue sur R’. 
On en deduit facilement que l’application 
(S, t) E V++ 
I I 
E( W( (u, II) + sN) W( (u’, 0’) + tlv’)) du( u, v) da( u’, v’) 
1. I‘ \,> \,I 
est derivable par rapport a t, puis par rapport a S, a d&iv&e continue dans V La 
condition de domination est en effet assuree du fait que, la oti cette expression 
existe, on a 
-&W(( u,v)+sN)W((u’,u’)+tN’)) ~max(-n,nl,-r~ln~)~M 
ce qui termine la preuve de la proposition. 0 
Nous sommes desormais en mesure d’tnoncer le resultat principal de ce para- 
graphe. 
ThCorkme 2. Soit r une ligne de skparation &riJant (23) et D le domaine associf Si 
(x, Y) E Q on a 
EC W(x, Y)/ W(x), ~‘1. (x’, y’) E DC) = ;( WP,(X, Y))+ WP,(X, ~1)) 
+$ j f$b, 0) Mu, VI. (26) 
Preuve. La demonstration est tout a fait similaire a celle du Corollaire 1. 
On designe par P(x, y) l’expression de droite de la formule (26). 11 est clair que 
P(x, Y) est 33({ Wx’, ~‘1, (x’, Y’) E DC})- mesurable. Fixons alors un point (x’, y’) E 
DC. 
+$ a E( W(x), y’) W( u, v)) da( u, v) 
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identitt que l’on peut exprimer selon 
E( W(x’, y')P(x, Y)) = $(~(P,(x, Y))+ 4(~2(x, Y))) 
(27) 
si l’on a pose 4(x, y) = E( W(x’, y’) W(x, y)) = (X’A x)(y’r\ y). De plus, si l’on note 
A, = {(x, y)/x = x’} et A2 = {(x, y)/y = y’}, la fonction 4 verifie 





Ceci resulte en effet du fait que A,.,,,, est contenu dans DC. 11 n’est alors pas 
difficile de verifier que ces conditions suffisent a assurer la validite de la representation 
(23) pour la fonction 4. Pour ce faire, on peut par exemple regulariser cette derniere 
a l’aide d’une approximation de l’unite. 
On deduit des formules (21) et (27) l’identite 
E( W(x’, v’)P(x, Y)) = 4(x, Y) = E( W(x’, Y’) Wx, Y)) 
qui acheve la preuve du theoreme. q 
Corollaire 2. Le processus de Wiener ci deux parametres est markovien d ‘ordre 2 pour 
le domaine D limit6 par r. 0 
La preuve de ce corollaire est classique (voir par exemple McKean, 1963). 
Remarques. (1) On peut, moyennant quelques adaptations, prouver que le 
Theo&me 2 est encore vrai lorsque la courbe r atteint les axes en un temps fini. 
(2) Si la courbe r ne contient pas de caracteristiques (condition moins contraig- 
nante que (23)), on peut Ctablir un resultat identique au Theoreme 2. Toutefois, il 
est alors necessaire d’utiliser l’approche fonctionnelle (voir Rozanov, 1988a, b) pour 
donner un sens a l’expression a W/aN, mais ce dernier sera plus faible que celui 
de la Proposition 2. 
(3). Si l’on pose, avec les notations qui precedent 
V(X,Y)= WX,Y)-P(x,Y) pour (x,y)~D 
il est possible d’exprimer la covariance du processus ( V(x, y), (x, y) E D) & l’aide 
de techniques analogues; on doit alors resoudre le probleme plus general d’existence 








b sur r. 
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Le calcul de l’esperance conditionnelle dam le cas d’un domaine D limit6 par 
une ligne de separation Z en escaliers est beaucoup plus facile a effectuer; on 
reprend pour cela les notations de la formule (22). 
Proposition 3. Si r est une ligne de skparation en escaliers et si (x, y) E D, on a 
E( W(x, Y)l Wx’, Y’), (x’, Y’) E DC) 
In+, 
= wPl(x,Y))+ & (-m+k,Yk)+ WPz(.%Y)). 
Preuve. Elle est similaire a celle du Theoreme 2 et est basee sur la representation 
(22). 0 
Remarques. (1) On deduit bien sdr de ce resultat que le processus de Wiener a 
deux parametres est markovien d’ordre 1 pour des domaines limit& par une ligne 
de separation en escaliers. 
(2) La Proposition 3 peut &re demontree de facon Clementaire (voir Rozanov, 
1982) mais la comprehension de cette degenerescence disparait quelque peu. Celle-ci 
est en effet lice au fait que pour une courbe en escaliers, la tangente est un vecteur 
isotrope de la forme quadratique hyperbolique. 
(3) Une caracterisation des lignes de separation donnant lieu a une propriete de 
Markov d’ordre 1 est Ctablie dans Dalang et Russo (1990). 
4. Processus gaussiens de Markov et fonctions de Green 
Notre but n’est pas d’exposer une theorie genCrale, c’est pourquoi on se placera 
dans le cas de l’intervalle Z = [0, 11. Soit (X,),i, un processus gaussien reel centre, 
non degtnere, tel que X0 = X, = 0. On suppose que (X,),, , est de Markov (d’ordre 
1) et que l’application 
A : t E I\{sl-++ E(X,X,) 
est de classe C’. 
On note enfinf( t) = E(Xf). On sait, avec le Corollaire 1, qu’il existe une fonction 
(Y continue sur Z, telle que 
f.i(t)=cu(t)f,(t) si t>s. (29) 
On en dtduit que si s < t, on a 
f\(t) =f(s) exp( 1.’ a(x) dx). 
L’inCgalitC (stricte) de Cauchy-Schwarz montre que la fonction 
i:tEl~f(t)exp(-2~0’a(x)dx) 
est strictement croissante. 
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Nous aurons besoin dans la suite dune hypothese un peu plus contraignante. On 
supposera en effet que la d&iv&e de la fonction f est strictement positive, soit 
Vtel, f’(t)-2”(t)f(t)>O. (30) 
ThCorkme 3. Pour t E I, on pose 
a(t) = (f’(t)-2’Y(t)f(t))-‘, b(f)= -cu(t)a(t), 
p(t) = a(t), q(t)=b2(r)/a(t)-b’(t). 
Alors, Z’ophteur P: y++ (-py’)‘+ qy est positif et injectif sur Ci([ T, 11) = 
{y E C’([ T, l])/y( T) = y(1) = O} pour tout TE [O, l[. 
Deplus, la fonction (s, t) E I x I H E (X,vX,) est la fonction de Green de Psur l’espace 
MI). 
Preuve. Remarquons tout d’abord que l’on a 
Py=(-py’)‘+qy=-(ay’+by)‘+(b/a)(ay’+by). (31) 
Soit T E [0, l[ et f~ Cg ([T, 11); on obtient facilement en integrant par parties 
La positivitt et I’injectivitt de P sur Ci ([T, 11) en resulte aisement. De plus, on a 
a(t)f.~(t)+b(t)f,(t)=O sit>s 
et par suite 
E(X,TX,)=f(s A t) exp( -{,Ty,‘zdx). 
Fixons alors une fonction u continue sur I; on pose 
(Qu)(t) = \O’ E(X,X,)u(s) ds si tE I 
ds+f(t) [,‘exp(-ji(zdx) u(s)ds. 
Des calculs Clementaires m&rent a l’identitt 
a(t)(Qu)‘(t)+ b(t)(@)(t) = 1,’ exp( - /: zdx) u(s) ds 
puis, en utilisant (31), on aboutit a 
P(Qu)(t) = u(t). 
De plus, comme X0 = X, = 0, il est clair que l’on a 
(Qu>(o> = (Qu)(l) =O. 
La covariance due processus (X,),E, est done la fonction de Green de l’opbrateur 
P sur C;(I). Cl 
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Remarque. Ce resultat n’est pas surprenant dans la mesure oh l’on sait (Rozanov, 
1988b) que I’inverse de I’operateur de correlation d’un processus gaussien de Markov 
est local; ce qui, dans le cas d’un optrateur differentiel, mbne bien sQr a la notion 
de fonction de Green. 
Venons-en a la reciproque; on fixe pour cela un operateur difftrentiel P:ye 
(-py’)‘+ qy que I’on suppose positif et injectif sur tout espace Ci([ T, 11) (pour tout 
choix de T dans [0, l[, avec PE C’(Z) et qE C(Z). 
On suppose de plus que p(t) > 0, Vt E I. Remarquons que la positivitt de P 
entrainait seulement p 2 0 sur Z. 
ThCor&me 4. Soit G la fonction de Green de Z’opPrateur P sur C:(Z). II existe alors 
un processus gaussien re’el cent& (X, ),, , , de Markov, tel que X0 = X, = 0, vefrifiant 
E(X,X,) = G(s, t). (32) 
De plus, l’opkrateur construit au Th&ort?me 3 ri partir du processus (X,),t, est 
I’opbateur P lui-m2me. 
Preuve. Pour obtenir I’existence d’un processus gaussien dont la covariance satisfait 
a (32), il suffit de verifier que la forme quadratique associee a G est dtfinie positive 
sur r”xt 
Or la fonction de Green s’exprime selon 
G(s, t) = Kg(s A t)h(s v t), (33) 
oh K = l/(p(l)g(l)) et oti g (resp. h) est la solution de pV =O, avec conditions 
initiales y(O) = 0, y’(O) = 1 (resp. y( 1) = 0, y’(l) = -1). 
De plus, en vertu de l’injectivite de P sur Ci([ T, l]), la fonction h est strictement 
positive sur i 
Rappelons en outre la formule d’Abe1: 
p(g’h - gh’) = constante (34) 
on en deduit que la fonction g/h est strictement croissante sur Z et en particulier 
que g est strictement positive sur i Si I’on ecrit alors G sous la forme: 
G(s, t) = K(g(s)h(s))“2(g(t)h(t))“2 iii;:; :;;hhjt ; f;;:;: 
il est clair que G est definie positive sur Z si la fonction 
(s, t)cfxf-H(SA t)/H(sv t) avec H(t)=(g(t)/h(t))“’ 
I’est. Utilisons le critere des determinants; il est facile de verifier que si 
o<t,<t2<.-.<t,<1, 
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on a 
wr,hf(L) H(h)IH(L) . . . 
ce qui prouve, la fonction HZ = g/h etant strictement croissante, que A,, est stricte- 
ment positif. 
Ainsi, il existe un processus gaussien reel centre (X,),,, qui verifie (34); de plus, 
G(O,O) = G(1, 1) = 0, done X0 = X, = 0. De plus, si s < t, on a 
f:(t) = &ds)h’(t) = +m 
done le processus (X,),, , est, avec le Corollaire 1, un processus de Markov qui 
satisfait 5 l’egalite (31) si l’on a pose (Y = h’/ h. 
Un simple calcul permet alors de voir, avec les notations du Theo&me 3, que 
f’(t)-2cu(t)f(t)=l/p(t) et b2(t)/a(t)-b’(t)=q(t). Cl 
L’exemple le plus simple d’applications de ces resultats est celui du pont brownien 
qui est associe a l’operateur P : y H -y”. 
Remarques. (1) On peut bien &r, mais des problemes d’unicite se posent, ttudier 
d’une facon analogue le cas de [W+ ou R. On voit par exemple apparaitre le 
mouvement brownien (associe a 4, = -y”) et le processus d’ornstein-Uhlenbeck 
(associt a Py = -y”+ ay). 
(2) L’intCr& d’une telle approche provient du fait qu’elle est susceptible de 
gtneralisations au cas multiparametrique (voir Goldman, 1990). La propriete de 
Markov simple est en effet lue dans notre cas comme une propriete spatiale et non 
temporelle comme dans toute la theorie des processus de Markov. 
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