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Abstract
The first chapter consists of an overview of the theory of empirical processes,
covering an introduction to empirical processes in R, uniform empirical pro-
cesses and function parametric empirical processes in Section 1.1. Section
1.2 contains an overview of the theory related to the law of the iterated
logarithm for Brownian motion and the modulus of continuity for Brownian
motion. Section 1.3 contains the theory of the limiting processes for the
empirical process, most importantly Brownian motion, Brownian bridge and
the connections and relationships between them, with distributions of selected
statistics of Brownian motion and Brownian bridge derived from reflection
principles. Section 1.4 contains an overview of the theory required to prove
central limit results for the empirical processes, covering the theory of the
space C and Donsker’s theorem.
The second chapter covers research topics, starting with Fourier analysis of
mixture distributions and associated theory in Section 2.1. Section 2.2
covers findings in a research problem about non-linear autoregressive processes.
Section 2.3 introduces a martingale approach to testing a regression model.
Section 2.4 links the theory of ranks and sequential ranks to the theory of
empirical processes.
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General Theory of Empirical Processes
1.1 THE EMPIRICAL DISTRIBUTION FUNCTION
The first section outlines properties of the empirical distribution function,
which is of fundamental importance to the study of empirical processes. We
outline some of the theory relating to the empirical distribution function,
such as the Glivenko-Cantelli theorem, and some extensions to the uniform
empirical process and empirical processes indexed by function. The first section
concludes with some inequalities related to the uniform empirical process.
1.1.1 glivenko-cantelli theorem
DEFINITION 1.1.1: The empirical distribution function Fn(t) for a sample of
size n is defined as
Fn(t) =
1
n
n∑
i=1
I{Xi≤t} =
1
n
# {1 ≤ i ≤ n : Xi ≤ t}
It can be seen that Fn(t) depends on both t and ω(∈ Ω). For fixed ω, Fn(t)
is a distribution function with a discrete measure assigning mass 1
n
to each
Xi(ω). For fixed t ∈ R, Fn(t) is a random variable taking values in [0, 1].
LEMMA 1.1.2: The random variable nFn(t) has a binomial distribution with
parameters (n, F (t))
PROOF: Consider an individual Xi.
P
{
I{Xi≤t} = 1
}
= P {Xi ≤ t} = F (t)
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Therefore nFn(t) is the sum of n independent and identically distributed
Bernoulli random variables I{Xi≤t}, therefore it is binomial with parameters
(n, F (t)).
COROLLARY 1.1.3:
E [Fn(t)] = F (t) and Var(Fn(t)) =
1
n
F (t) (1− F (t))
PROOF: This follow directly from the empirical distribution function having a
binomial distribution.
This implies that Fn(t) is an unbiased estimator for F (t). From the strong
law of large numbers it follows
Fn(t)→ F (t) almost surely (n→∞).
The next question is if this convergence can be made uniform in t, which is
answered in the next theorem.
THEOREM 1.1.4: (Glivenko-Cantelli) For any distribution function F (t)
sup
t∈R
|Fn(t)− F (t)| → 0 almost surely as n→∞
We prove the above theorem in 2 different ways. The first proof is based on
the strong law of large numbers; the second proof is a modern proof which
can be extended in various ways. The original papers are Glivenko (1933)
and Cantelli (1933).
PROOF: We need to show that ∀m ∈ N
lim
n→∞supt∈R
|Fn(t)− F (t)| ≤ 1
m+ 1 almost surely
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Choose −∞ = t0,m < t1,m ≤ · · · ≤ tm,m < tm+1,m =∞ so that
F (tk,m−) ≤ k
m+ 1 ≤ F (tk,m) ∀k ∈ {1, . . . ,m}
As
|Fn(t)− F (t)| = max {Fn(t)− F (t), F (t)− Fn(t)}
for any t ∈ [tk−1,m, tk,m) and any k ∈ {1, . . . ,m+ 1} we have
Fn(t)− F (t) ≤ Fn(tk,m−)− F (tk−1,m)
= Fn(tk,m−)− F (tk,m−) + F (tk,m−)− F (tk−1,m)
≤ |Fn(tk,m−)− F (tk,m−)|+ 1
m+ 1
Similarly
F (t)− Fn(t) ≤ |Fn(tk−1,m−)− F (tk−1,m−)|+ 1
m+ 1
Because Fn(−∞)− F (−∞) = Fn(∞)− F (∞) = 0
sup
t∈R
|Fn(t)− F (t)| ≤ max1≤k≤m |Fn(tk,m−)− F (tk,m−)|
+ max
1≤k≤m
|Fn(tk,m)− F (tk,m)|+ 1
m+ 1
Using the strong law of large numbers, as n→∞,
Fn(tk,m−)→ F (tk,m−) and Fn(tk,m)→ F (tk,m) almost surely
⇒ sup
t∈R
|Fn(t)− F (t)| ≤ 1
m+ 1
Since m was arbitrary, letting m→∞
sup
t∈R
|Fn(t)− F (t)| → 0 almost surely
as n→∞.
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For the second proof, we first need the Hoeffding inequality for Rademacher
variables. Hoeffding’s inequality holds for more general random variables, see
Hoeffding (1963). The next lemma is from Kosorok (2008).
LEMMA 1.1.5: Let Xi be Rademacher variables for i = 1, 2, . . . , n, that is,
P {X = 1} = P {X = −1} = 12 . Then for fixed a = (a1, a2, . . . , an) ∈ Rn
P
{∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣ > λ
}
≤ 2 exp
(
− λ
2
2‖a‖2
)
where ‖a‖ is the Euclidean norm.
PROOF: For all λ ∈ R
E [exp (λXi)] =
exp(λ) + exp(−λ)
2
=
∞∑
i=0
(
λ2i
(2i)!
)
≤
∞∑
i=0
(
λ2i
2i(i)!
)
= exp
(
λ2
2
)
Therefore
P
{
n∑
i=1
aiXi > λ
}
= P
{
exp
(
s
n∑
i=1
aiXi
)
> exp (λs)
}
By Markov’s inequality
≤ exp (−λs)E
[
exp
(
s
n∑
i=1
aiXi
)]
≤ exp (−λs) exp
(
s2
2 ‖a‖
2
)
Choosing s = λ‖a‖2 gives
P
{
n∑
i=1
aiXi > λ
}
≤ exp
(
− λ
2
2‖a‖2
)
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As P
{
n∑
i=1
aiXi > λ
}
= P
{
−
n∑
i=1
aiXi > λ
}
P
{∣∣∣∣∣
n∑
i=1
aiXi
∣∣∣∣∣ > λ
}
≤ 2 exp
(
− λ
2
2‖a‖2
)
THEOREM 1.1.6: (Glivenko-Cantelli). For any distribution function F (t)
sup
t∈R
|Fn(t)− F (t)| → 0 almost surely as n→∞
PROOF:(Second proof)
Let X1, . . . , Xn and X ′1, . . . , X ′n be 2 independent samples from distribution
F . Then for any  > 0 and n > 2
2
, using Chebyshev’s inequality
P
{
|F ′n(t)− F (t)| ≤

2
}
≥ 1− E
[
|F ′n(t)− F (t)|2
]
2
= 1− Var (|F
′
n(t)− F (t)|)
2
= 1−
1
n
F (t) (1− F (t))
2
≥ 1− 14n2
⇒ P
{
|F ′n(t)− F (t)| ≤

2
}
≥ 1− 12 =
1
2 (1.1)
where Fn and F ′n are the respective empirical distribution functions. Now
select a random variable τ , independent of F ′n, so that |Fn(τ)− F (τ)| >  on
the event
{
sup
t∈R
|Fn(t)− F (t)| > 
}
. Note that Equation 1.1 remains true
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when t is replaced by τ , even when we condition on Fn.
1
2P
{
sup
t∈R
|Fn(t)− F (t)| > 
}
≤ P
{
|F ′n(τ)− F (τ)|≤

2
∣∣∣∣∣supt∈R |Fn(t)− F (t)| > 
}
P
{
sup
t∈R
|Fn(t)− F (t)| > 
}
= P
{
|F ′n(τ)− F (τ)| ≤

2 , supt∈R
|Fn(t)− F (t)| > 
}
Using the definition of τ
= P
{
|F ′n(τ)− F (τ)| ≤

2 , |Fn(τ)− F (τ)| > 
}
≤ P
{
|Fn(τ)− F ′n(τ)| >

2
}
≤ P
{
sup
t∈R
|Fn(t)− F ′n(t)| >

2
}
(1.2)
The next step is to define ηi, i ∈ {1, . . . , n} as independent and identically
distributed Rademacher variables,
P {ηi = −1} = P {ηi = 1} = 12
where ηi is independent of Xi and X ′i. Observe that
L
(
I{Xi≤t} − I{X′i≤t}; i = 1, . . . , n; t ∈ R
)
= L
(
ηi
(
I{Xi≤t} − I{X′i≤t}
)
; i = 1, . . . , n; t ∈ R
)
where L() is the law. Hence
P
{
sup
t∈R
|Fn(t)− F ′n(t)| >

2
}
= P
{
sup
t∈R
∣∣∣∣∣ 1n
n∑
i=1
(
ηi
(
I{Xi≤t} − I{X′i≤t}
))∣∣∣∣∣ > 2
}
≤ P
{
sup
t∈R
∣∣∣∣∣ 1n
n∑
i=1
ηiI{Xi≤t}
∣∣∣∣∣ > 4
}
+ P
{
sup
t∈R
∣∣∣∣∣ 1n
n∑
i=1
ηiI{X′i≤t}
∣∣∣∣∣ > 4
}
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= 2P
{
sup
t∈R
|F sn(t)| >

4
}
(1.3)
where F sn(t) =
1
n
n∑
i=1
ηiI{X′i≤t}, t ∈ R. Using Equation 1.2 and Equation
1.3 we get
P
{
sup
t∈R
|Fn(t)− F (t)| > 
}
≤ 4P
{
sup
t∈R
|F sn(t)| >

4
}
. (1.4)
We now want to derive bounds for Equation 1.4. Conditioning on the values
of Xi we see that
P
{
sup
t∈R
|F sn(t)| >

4 |Xi = xi; i ∈ {1, . . . , n}
}
≤
n∑
i=1
P
{
|F sn(t)| >

4 |Xi = xi; i ∈ {1, . . . , n}
}
(1.5)
Using Lemma 1.1.5, with λ = n4 and a =
(
I{X1≤t}, . . . , I{Xn≤t}
)
P
{
|F sn(t)| >

4 |Xi = xi; i ∈ {1, . . . , n}
}
≤ 2 exp

−
(
n
4
)2
2nFn(t)

≤ 2 exp
(−n2
32
)
Using Equation 1.5,
P
{
sup
t∈R
|F sn| >

4 |Xi = xi; i ∈ {1, . . . , n}
}
≤ 2n exp
(−n2
32
)
Noting that this does not depend on Xi and using Equation 1.4
P
{
sup
t∈R
|Fn(t)− F (t)| > 
}
≤ 8n exp
(−n2
32
)
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⇒
∞∑
n=1
P
{
sup
t∈R
|Fn(t)− F (t)| > 
}
<∞ ∀ > 0
The second proof follows from an application of the Borel-Cantelli lemma.
1.1.2 uniform empirical processes
The motivation for this section is to transform Xi onto the unit interval. If
Xi has a continuous distribution function F , then we can transform Xi onto
the unit interval in such a way that it has the same distribution as any other
continuous distribution transformed in the same way. We call the transformed
process the uniform empirical process. This allows us to derive limit theorems
for the uniform empirical process, and then apply the limit theorem to any
empirical process with continuous underlying distribution F .
DEFINITION 1.1.7: Consider a transformation onto the closed unit interval
[0, 1] as ξ = Γ(t) for t ∈ R. The corresponding empirical distribution function
at stage n ∈ N is
Γn(t) =
1
n
# {1 ≤ i ≤ n : ξi ≤ t} ; t ∈ [0, 1]
where ξi = Γ(Xi).
DEFINITION 1.1.8: The reduced empirical process is defined as
Un,Γ(t) = n
1
2 (Γn(t)− Γ(t)) ; t ∈ [0, 1]
This is the empirical process of the random variables {ξi}ni=1 = {Γ(Xi)}ni=1
LEMMA 1.1.9: Let ξi = F (Xi). If F is continuous then
L(ξi) = U(0, 1)
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where U(0, 1) is the law of the uniform distribution on (0, 1).
PROOF: For 0 ≤ t ≤ 1:
P {ξi ≤ t} = P {F (Xi) ≤ t}
= P
{
Xi ≤ F−1(t)
}
= F (F−1(t)) = t = I(t)
since F is continuous, F−1 is defined as F−1(t) = inf {x : F (x) ≥ t}.
DEFINITION 1.1.10: If Γ = I then we denote Un,I = Un. This is called the
uniform empirical process.
THEOREM 1.1.11: For continuous F we have
L
(
sup
x∈R
n
1
2 |Fn(x)− F (x)|
)
= L
(
sup
t∈[0,1]
|Un(t)|
)
PROOF: By Lemma 1.1.9 we know that ξ1, . . . , ξn is a random sample of size
n from U(0, 1)
sup
x∈R
n
1
2 |Fn(x)− F (x)| = sup
x∈R
n
1
2
∣∣∣∣∣ 1n
n∑
i=1
I{Xi≤x} − F (x)
∣∣∣∣∣
= sup
x∈R
n
1
2
∣∣∣∣∣ 1n
n∑
i=1
I{F (Xi)≤F (x)} − F (x)
∣∣∣∣∣
= sup
t∈[0,1]
n
1
2
∣∣∣∣∣ 1n
n∑
i=1
I{ξi≤t} − t
∣∣∣∣∣
= sup
t∈[0,1]
|Un(t)|
The proof of the next theorem assumes some results which are proved later in
the text.
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THEOREM 1.1.12:
P
{
sup
t∈[0,1]
|Un(t)| ≤ x
}
→ 1 + 2
∞∑
k=1
(−1)k exp(−2k2x2) = H(x)
PROOF: We are going to assume that Un weakly converges to Brownian
bridge, which is the statement of Theorem 1.4.34. Given weak convergence
all that remains is to show that sup
t∈[0,1]
|U(t)| has the distribution specified
above, for U Brownian bridge. This follows directly from the statement of
Theorem 1.3.33.
1.1.3 empirical processes indexed by functions
The aim of this section is to give an introduction to a generalisation of the
empirical process given in the previous section and to also generalise the
Glivenko-Cantelli theorem. This subsection follows the beginning of Part 2 of
van der Vaart & Wellner (1996).
The empirical process can be generalised by instead of considering not only
indicator function on the real line, but considering collections of measurable
functions mapping from the sample space into R. So now Xi are not necessarily
in R, but are instead in an arbitrary measurable space. We consider functions
f : X 7→ R where X is an arbitrary measurable space.
DEFINITION1.1.13: The empirical measure Pn of a sample of random elements
X1, X2, . . . , Xn in a measurable space (X ,A) is the discrete random measure
given by
Pn {C} = 1
n
# {1 ≤ i ≤ n : Xi ∈ C}
It can be described as the random measure that assigns mass 1
n
at each
observation. It can also be given as the linear combination of the Dirac
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measures at the observations
Pn =
1
n
n∑
i=1
δXi
where
δXi (C) = I{Xi∈C}
the indicator function that Xi is an element of C.
Now consider a collection of measurable functions F , where f ∈ F maps
X → R. The empirical measure induces a map from F to R given by
f 7→
∫
fdPn = Pnf
Likewise the abbreviation Qf =
∫
fdQ is used for a given measurable function
f and signed measure Q.
DEFINITION 1.1.14: Let P be the common distribution of the Xi. The
F-indexed empirical process Gn is given by
f 7→ Gnf =
√
n(Pn − P)f = 1√
n
n∑
i=1
(
f(Xi)−
∫
fdP
)
We want to prove a generalisation of the Glivenko-Cantelli theorem for empirical
processes indexed by functions. In the real case the (first) proof of the
Glivenko-Cantelli theorem used the order on R to assert the existence of ti so
P {ti−1 ≤ Xi ≤ ti} ≥ 1
m
for each i = 0, 1, . . . ,m and m ∈ N. No such ordering
exists in general for a class of functions. We need an additional constraint on
the size and the structure of the class, which is obtained using the following
definitions.
DEFINITION 1.1.15: A bracket [l, u], where l, u ∈ F , is the set of all functions
f ∈ F : l ≤ f ≤ u.
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DEFINITION 1.1.16: An -bracket is a bracket [l, u] with ‖u− l‖F < 
DEFINITION 1.1.17: The bracketing number N[](,F , ‖ · ‖) is the minimum
number of -brackets needed to cover F .
DEFINITION 1.1.18: A Glivenko-Cantelli class has ‖Pn − P‖F → 0 in outer
probability or outer almost surely, where ‖Q‖F = sup {|Qf | : f ∈ F}.
For the rest of this subsection we are assuming that everything is appropriately
measurable. For an overview of some of the measurability issues that can arise,
see van der Vaart & Wellner (1996), among others.
THEOREM 1.1.19: Let F be a class of measurable functions, such that for all
 > 0, N[](,F , L1(P)) <∞. Then F is Glivenko-Cantelli.
PROOF: Fix  > 0. As N[](,F , L1(P)) <∞ we can choose finitely many
-brackets [li, ui] with F ⊆
n⋃
i=1
[li, ui] and Pui − Pli <  for all i. For every
f ∈ F there is a bracket such that
(Pn − P)f ≤ Pnui − Pf (As ui ≥ f)
= (Pn − P)ui + P(ui − f)
≤ (Pn − P)ui +  (As f ∈ [li, ui])
Therefore
sup
f∈F
(Pn − P)f ≤ max1≤i≤n(Pn − P)ui + 
Similarly
(Pn − P)f ≥ Pnli − Pf (As li ≤ f)
= (Pn − P)li + P(li − f)
≥ (Pn − P)li −  (As f ∈ [li, ui])
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Therefore
inf
f∈F
(Pn − P)f ≥ min1≤i≤n(Pn − P)li − 
Using the strong law of large numbers gives
lim sup
n→∞
‖Pn − P‖F ≤ 
almost surely for all  > 0. Take a sequence of m ↓ 0 to see that
lim sup
n→∞
‖Pn − P‖F → 0
almost surely. Therefore F is Glivenko-Cantelli.
1.1.4 multi-dimensional empirical process results
This subsection considers inequalities related to the uniform empirical process,
which can be used to prove results like the law of iterated logarithms for
empirical processes and probability inequalities about the local fluctuation of
the uniform empirical process. Most of the results in this subsection are given
without proof, though the proofs can be found in Einmahl (1993), among
others.
Assume for this section that vectors take values in (0, 1)d; d ∈ N. The notation
for coordinates of a vector t is t = 〈t1, . . . , td〉 = 〈tj〉 and if tj = u for all
1 ≤ j ≤ d we simply write 〈u〉. For s, t ∈ Rd define s ≤ t as sj ≤ tj for all
1 ≤ j ≤ d and s < t as sj < tj for all 1 ≤ j ≤ d.
DEFINITION 1.1.20: Let d be a fixed positive constant and fix v ∈ Nd. For
t ∈ Nd with t ≤ v, let Yt be a random variable with mean 0 and finite variance
σ2t and assume these random variables are independent. For arbitrary s, u ∈ Nd
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with s ≤ u ≤ v define partial sums by
Su =
∑
t≤u
Yt Ss,u =
∑
s≤t≤v
Yt
and write σ2 = Var(Sv) =
∑
t≤v
σ2t
THEOREM 1.1.21: For all λ ∈ R
P
{
max
u≤v
Su ≥ λ
}
≤ 2dP
{
Sv ≥ λ− d
√
2σ2
}
PROOF: Let
A =
{
max
u≤v
Su ≥ λ
}
and
B =
{
max
u≤v;ud=vd
Su ≥ λ−
√
2σ2
}
The first step is to prove
P {A} ≤ 2P {B}
Let
C =
k ∈ N : k ≤
d∏
j=1
vj

be an index set for the possible vectors u ≤ v and let
D =
{
t ∈ Nd : tj ≤ vj ; ∀1 ≤ j ≤ d
}
be the set of possible vectors u ≤ v. Furthermore let g : C → D be a fixed
bijective function with the property that k < l implies (g(k))d ≤ (g(l))d.
Write
g˜(k) = 〈(g(k))1, (g(k))2, . . . , (g(k))d−1, vd〉
which can be seen as a projection of g(k), replacing the last coordinate of g(k)
with the last coordinate of v. Also consider elementary events
Ek =
{
Sg(k) ≥ λ
}
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and the events
Ak = Ek ∪
(
k−1⋃
i=1
Eci
)
,
which are the events that Sg(k) is the only vector from indices 1 to k that is
greater than λ. It is seen that Ak are pairwise disjoint and A =
⋃
k∈C
Ak. We
see by Chebyshev’s inequality that
P
{
S
g˜(k) − Sg(k) ≥ −
√
2σ2
}
≥ 1−
E
[(
S
g˜(k) − Sg(k)
)2]
2σ2
≥ 1−
Var(S
g˜(k))
2σ2
≥ 1− σ
2
2σ2 =
1
2
This implies that
P {Ak} ≤ 2P {Ak}P
{
S
g˜(k) − Sg(k) ≥ −
√
2σ2
}
Using the independence of Ak and
{
S
g˜(k) − Sg(k) ≥ −
√
2σ2
}
= 2P
{
Ak
⋂{
S
g˜(k) − Sg(k) ≥ −
√
2σ2
}}
≤ 2P
{
Ak
⋂{
S
g˜(k) ≥ λ−
√
2σ2
}}
= 2P
{
Ak
⋂
B
}
This implies
P {A} = ∑
k∈C
P {Ak}
≤ 2 ∑
k∈C
P {AkB}
= 2P {AB}
≤ 2P {B}
16 general theory of empirical processes
This allows us to prove the result using induction. Letting d = 1, the base
case is proved by a direct application of the above result. Under the induction
hypothesis we can say it holds for
P
{
max
u≤v
Su ≥ λ
}
≤ 2kP
{
Sv ≥ λ− k
√
2σ2
}
and need to prove that it holds for
P
{
max
u≤v
Su ≥ λ
}
≤ 2k+1P
{
Sv ≥ λ− (k + 1)
√
2σ2
}
where all dimensions increase in size by 1. This leads to
P
{
max
u≤v
Su ≥ λ
}
≤ 2P
{
max
u≤v;ud=vd
Su ≥ λ−
√
2σ2
}
≤ 2
(
2kP
{
max
u≤v;ud=vd
Su ≥ λ− k
√
2σ2 −
√
2σ2
})
≤ 2k+1P
{
Sv ≥ λ− (k + 1)
√
2σ2
}
DEFINITION 1.1.22: Let Nn be a Poisson process on [0, 1]d, with E [Nn(t)] =
nΓ(t) for all t ∈ [0, 1]d. Then
Zn(t) =
1√
n
(Nn(t)− nΓ(t)) t ∈ [0, 1]d
The similarity between the above definition and Definition 1.1.8 should be
apparent. This makes sense as conditional on Nn(〈1〉) = n, the processes Un,Γ
and Zn are equal in law.
DEFINITION 1.1.23: The function ψ : [−1,∞) 7→ [0,∞) is defined as
ψ(λ) = 2
λ2
∫ λ
0
log(1 + σ)dσ
=

2λ−2 [(1 + λ) log(1 + λ)− λ] −1 < λ < 0 or 0 < λ
2 λ = −1
1 λ = 0
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RESULT 1.1.24: For ψ
• ψ is decreasing and continuous.
• ψ(λ)→ 2 log(λ)
λ
as λ→∞
• ψ(λ) ≥ 1
1 + λ3
for λ ≥ −1
DEFINITION 1.1.25: For the following two types of index sets are used.
(a) Quadrants of the form [0, t1]× . . .× [0, td]; t = 〈tj〉 ∈ [0, 1]d
(b) Half-open rectangles of the form (s1, ti]× . . .× (sd, td]; s = 〈sj〉 < t =
〈tj〉 ; s, t ∈ [0, 1]d. Call the class of all such rectangles R
RESULT 1.1.26: For any R ∈ R with P {R} ≤ 12 , all λ ∈ R and either choice
of sign
P
{
sup
S⊂R
±Un,Γ(S) ≥ λ
}
≤ 2P
{
sup
S⊂R
±Zn(S) ≥ λ
}
≤ 22d+1P
{
±Zn(R) ≥ λ− 2d
√
2P {R}
}
LEMMA 1.1.27: Let τ > 0. For a Poisson(τ) random variable Z and either
choice of sign
P {±(Z − τ) ≥ λ} ≤ exp
(−λ2
2τ ψ
(±λ
τ
))
; λ ≥ 0
For the minus part the additional assumption of λ ≤ τ is required by the
definition of ψ.
PROOF: If λ = 0, then this inequality is trivially true for either choice of sign.
The other boundary case is for the negative choice of sign when λ = τ , which
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is also trivially true. For all other cases, apply the Markov inequality
P {±(Z − τ) ≥ λ} = P {exp (±s(Z − τ)) ≥ exp (λs)}
≤ exp (−λs)E [exp (±s(Z − τ))]
≤ exp (−s(λ± τ)) exp (τ (exp (±s)− 1))
The value of s which minimizes this expression is s = ± log
(
1± λ
τ
)
,
therefore
P {±(Z − τ) ≥ λ} ≤ exp
(
−(τ ± λ) log
(
1± λ
τ
)
∓ λ
)
= exp
(−λ2
2τ ψ
(±λ
τ
))
THEOREM 1.1.28: Let n ∈ N and R ∈ R with 0 < P {R} ≤ 12 . Then for any
 ∈ (0, 1),
(a) For λ ≥ 0;
P
{
sup
S⊂R
Un,Γ(S) ≥ λ
}
≤ C+ exp
(−(1− )λ2
2P {R} ψ
(
λ√
nP {R}
))
;
(b) For 0 ≤ λ ≤ √nP {R};
P
{
sup
S⊂R
−Un,Γ(S) ≥ λ
}
≤ C− exp
(−(1− )λ2
2P {R} ψ
(−(1− )λ√
nP {R}
))
(c) For λ ≥ 0;
P
{
sup
S⊂R
|Un,Γ(S)| ≥ λ
}
≤ C exp
(−(1− )λ2
2P {R} ψ
(
λ√
nP {R}
))
where S ∈ R and C+, C− and C ∈ (0,∞) depend only on d and .
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PROOF: Using Result 1.1.26 and Lemma 1.1.27 and λ ≥ 4d
√
2P {R}

P
{
sup
S⊂R
±Un,Γ(S) ≥ λ
}
≤ 22d+1P
{
±Zn(R) ≥ λ− 2d
√
2P {R}
}
= 22d+1P
{
±(Nn(t)− nP {R}) ≥
√
n
(
λ− 2d
√
2P {R}
)}
≤ 22d+1 exp
−n
(
λ− 2d
√
2P {R}
)2
2nP {R} ψ
±
√
n
(
λ− 2d
√
2P {R}
)
nP {R}


≤ 22d+1 exp

−λ2
(
1− 2
)2
2P {R} ψ
±λ
(
1− 2
)
√
nP {R}


≤ 22d+1 exp
−λ2 (1− )22P {R} ψ
±λ
(
1− 2
)
√
nP {R}


As ψ is decreasing
ψ
λ
(
1− 2
)
√
nP {R}
 ≥ ψ
(
λ√
nP {R}
)
exp
−λ2 (1− )22P {R} ψ
λ
(
1− 2
)
√
nP {R}

 ≤ exp
(−λ2 (1− )2
2P {R} ψ
(
λ√
nP {R}
))
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which immediately gives (a). Furthermore
ψ
−λ
(
1− 2
)
√
nP {R}
 ≥ ψ
(−λ (1− )√
nP {R}
)
exp
−λ2 (1− )22P {R} ψ
−λ
(
1− 2
)
√
nP {R}

 ≤ exp
(−λ2 (1− )2
2P {R} ψ
(−λ (1− )√
nP {R}
))
which gives (b). (c) is a consequence of (a) and (b).
We finish this subsection by considering an inequality for the modulus of
continuity (see Definition 1.2.12) for the uniform empirical process in R.
THEOREM 1.1.29: Let 0 <  ≤ 12 and 0 < α <
1
4 . For λ ≥ 0,
P
{
ωn(α) ≥ λα 12
}
≤ C
α
exp
(−(1− )λ2
2 ψ
(
λ
(nα) 12
))
where ωn(α) is the modulus of continuity of the uniform empirical process.
PROOF: Can be found in Einmahl (1993).
1.2 LAW OF THE ITERATED LOGARITHM AND MODULUS OF
CONTINUITY
This section outlines the classical versions of the law of the iterated logarithm
for Brownian motion, which describes the maximum fluctuation of Brownian
motion, and a similar result for the modulus of continuity for Brownian motion,
which describes the maximum local fluctuation of Brownian motion. As the
limiting process of the uniform empirical process is Brownian bridge, we would
expect that these results generalise to the uniform empirical process, and the
generalisations are given at the end of the appropriate subsection.
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1.2.1 law of the iterated logarithm
This section describes the law of the iterated logarithm, which gives the order
of the maximum fluctuation of an empirical process. This lemma is from
Feller (1971a), among others.
LEMMA 1.2.1: Let ϕ(x) and Φ(x) be the density and distribution function of
the standard normal distribution respectively. Then for x > 0
(1
x
− 1
x3
)
ϕ(x) ≤ 1− Φ(x) ≤ 1
x
ϕ(x)
PROOF: Using integration by parts
1− Φ(x) =
∫ ∞
x
1
t
(tϕ(t)) dt
= −1
t
ϕ(t)
∣∣∣∣∞
x
−
∫ ∞
x
1
t2
ϕ(t)dt
= 1
x
ϕ(x)−
∫ ∞
x
1
t2
ϕ(t)dt
For the upper bound, as x > 0 it follows
∫ ∞
x
1
t2
ϕ(t)dt > 0, therefore
1− Φ(x) ≤ 1
x
ϕ(x)
For the lower bound, as x > 0 and 1
t2
↓ as t ↑
1− Φ(x) ≥ 1
x
ϕ(x)− 1
x2
∫ ∞
x
ϕ(t)dt
= 1
x
ϕ(x)− 1
x2
(1− Φ(x))
≥ 1
x
ϕ(x)− 1
x2
1
x
ϕ(x) =
(1
x
− 1
x3
)
ϕ(x)
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COROLLARY 1.2.2: As x→∞,
1− Φ(x) ∼ 1
x
ϕ(x)
PROOF:
1
x
− 1
x3
→ 1
x
as x→∞. Using Lemma 1.2.1 the result follows.
The following theorem is from Ito & McKean Jr (1974), among others.
Consider h(t) ∈ C(0, 1] : h(t) ≥ 0, a non-negative continuous function on the
interval (0, 1]. Using Blumenthal’s 0-1 law implies that P
{
lim sup
t↓0
S(t)
h(t) < 1
}
∈
{0, 1}, where S(t) is Brownian motion (see Defintion 1.3.1).
DEFINITION1.2.3: h(t) belongs to the upper class if P
{
lim sup
t↓0
S(t)
h(t) < 1
}
= 1.
h(t) belongs to the lower class if P
{
lim sup
t↓0
S(t)
h(t) < 1
}
= 0.
LEMMA 1.2.4 (Kolmogorov’s Test): If h(t) ↑ and t− 12h(t) ↓ for small t > 0,
then h(t) belongs to the upper class if
∫ b
0
t−
3
2h(t) exp
(
−h
2(t)
2t
)
dt =
∫
0+
t−
3
2h(t) exp
(
−h
2(t)
2t
)
dt
converges for some b > 0.
PROOF: Define P0 to be the distribution of the Brownian motion which has
initial point 0. Let Ta ≤ t be the first passage time of level a for Brownian
motion. It will be shown in Theorem 1.3.28 that the first passage time
distribution is
P0 {Ta ≤ t} =
∫ t
0
a√
2pis3
exp
(
−a
2
2s
)
ds
Let 0 < a = t1 < t2 < · · · < tn = b ≤ 1 be increments of (0, 1] such that h(t) ↑
for t ≤ b. Then, from Figure 1.1,
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t
h(t)
0 a t1 t2 · · · tn−1 b
0
Figure 1.1: If S(t) exceeds h(t) on (a, b], then it must have already exceeded
the stepwise approximation shown.
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P0 {S(t) ≥ h(t) for some a ≤ t ≤ b}
≤ P0
{
Th(a) ≤ a
}
+
∑
m≥2
P0
{
tm−1 < Th(tm−1) ≤ tm
}
(1.6)
=
∫ a
0
h(a)√
2pit3
exp
(
−h
2(a)
2t
)
dt+
∑
m≥2
∫ tm
tm−1
h(tm−1)√
2pit3
exp
(
−h
2(tm−1)
2t
)
dt
As max {|tm − tm−1|} ↓ 0 as n→∞ this becomes
≤
∫ a
h2(a)
0
exp
(
− 12t
)
dt
√
2pit3
+
∫ b
a
h(t)√
2pit3
exp
(
−h
2(t)
2t
)
dt
At this stage we need to show that lim
t↓0
t−
1
2h(t) =∞. Assume that
lim
t↓0
t−
1
2h(t)→M for M <∞. As t− 12h(t) ↓ and h(t) is non-negative, it
follows that lim
t↓0
t−
1
2h(t) 6= 0 unless h(t) = 0, which is trivial. If
lim
t↓0
t−
1
2h(t)→M <∞ for M > 0, the integral
∫
0+
t−
3
2h(t) exp
(
−h
2(t)
2t
)
dt→
∫
0+
M exp
(
−M
2
2
)
t
dt =∞,
which contradicts the assumption that
∫
0+
t−
3
2h(t) exp
(
−h
2(t)
2t
)
dt is finite.
Therefore lim
t↓0
t−
1
2h(t) =∞ and a
h2(a) → 0 as a→ 0. Letting a ↓ 0 gives
P0 {S(t) ≥ h(t) for some 0 < t ≤ b} ≤
∫ b
0
h(t)√
2pit3
exp
(
−h
2(t)
2t
)
dt→ 0
as b ↓ 0.
THEOREM 1.2.5 (Local Law of the Iterated Logarithm):
P0
lim supt↓0
S(t)√
2t log log
(1
t
) = 1
 = 1
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PROOF: Consider the function h(t) = (1 + )
√
2t log log
(1
t
)
for  > 0. As
h(t) is positive, it is increasing if
d
dt
t log log
(1
t
)
= log log
(1
t
)
− 1
log
(1
t
) > 0
⇔ log
(1
t
)
log log
(1
t
)
> 1
t < e−1
Then h(t) is increasing for t < e−1 and t− 12h(t) is decreasing for t ≤ 1 as
log log
(1
t
)
decreases as t increases. We also need to show the convergence of
∫
0+
t−
3
2h(t) exp
(
−h
2(t)
2t
)
dt =
∫ δ
0
(1 + )
√
2 log log
(1
t
)(
log
(1
t
))−(1+)2 dt
t
.
Letting v = log log
(1
t
)
gives
ev = log
(1
t
) 1
t
= exp (ev) dt = −ev exp (−ev) dv
=
∫ ∞
log log( 1δ )
(1 + )
√
2v (ev)1−(1+)
2
dv.
For  > 0 we get convergence and for −1 <  < 0 the integral diverges, so it
follows from Lemma 1.2.4 that
P0
lim supt↓0
S(t)√
2t log log
(1
t
) ≤ 1
 = 1
Given 0 <  < 1 and ignoring the set of Brownian paths for which
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lim sup
t↓0
S(t) >
√
2t log log
(1
t
)
, which has probability 0, if
An =
{
Bn <
(
1− 3√
)√
2n log log −n
}
occurs as n ↑ ∞, then
S(n)− S(n+1) <
(
1− 3√
)√
2n log log −n + 32
√
2n+1 log log −n−1 and
An ⊆ Bn as n→∞, where
Bn =
{
S(n)− S(n+1) < (1−√)
√
2n log log −n
}
If θ = 1−
√
√
1−  < 1 and c = θ
√
2 log log −n, then using Corollary 1.2.2
1−P0 {Bn} =
∫ ∞
c
ϕ(b)db ∼ 1
θ
1
log n+ log log −1
1√
2pi
(
n−θ
2 +
(
log
(
−1
))−θ2)
so 1− P0 {Bn} = C n
−θ2
√
log n where C does not depend on n. Using Cauchy’s
condensation test
∞∑
n=2
n−θ
2
√
log n →∞⇔
∞∑
n=2
2n (2
n)−θ
2
√
n log 2 =
∞∑
n=2
(
2n(1−θ2)
)
√
n log 2 →∞
which is true as θ2 < 1 implies
(
2n(1−θ2)
)
√
n log 2 →∞ as n→∞. As
∞∑
n=2
n−θ
2
√
log n
diverges and Bn are independent, using the Borel-Cantelli lemma
1− P0 {Bn} = 1⇒ P0 {Bn} = 0
Therefore
P0
⋃
n≥1
⋂
m≥n
Am
 ≤ P0
⋃
n≥1
⋂
m≥n
Bm

= lim
n↑∞
P0
 ⋂
m≥n
Bm
 = 0
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This shows that
1 = P0
{
S(n) ≥ (1− 3√)
√
2n log log (−n), i.o., n ↑ ∞
}
≤ P0
lim supt↓0
S(t)√
2 log log
(1
t
) ≥ 1− 3√

Letting  ↓ 0 gives
P0
lim supt↓0
S(t)√
2t log log
(1
t
) ≥ 1
 = 1
This implies that
P0
lim supt↓0
S(t)√
2t log log
(1
t
) = 1
 = 1
REMARK 1.2.6: Kolmogorov’s test also establishes that if
∫ b
0
t−
3
2h(t) exp
(
−h
2(t)
2t
)
dt =
∫
0+
t−
3
2h(t) exp
(
−h
2(t)
2t
)
dt
diverges for all b > 0, then h(t) must belong to the lower class. This is more
difficult to prove than convergence implies upper class, but using Kolmogorov’s
test in this form means that proving the local law of the iterated logarithm is
the same as showing
h(t) = (1 + )
√
2t log log
(1
t
)
is upper class for  > 0
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and
h(t) = (1− )
√
2t log log
(1
t
)
is lower class for  > 0
which was done in the proof given above.
COROLLARY 1.2.7: Let U be Brownian bridge. Then
P0
lim supt↓0
U(t)√
2t log log
(1
t
) = 1
 = 1
PROOF: Let U(t) = S(t)− tS(1). The result follows directly from Theorem
1.2.5
We conclude this subsection by considering law of the iterated logarithm results
for empirical processes. The theorem is Smirnov’s law of the iterated logarithm
(see Smirnov (1944)), which will be proven using the following theorem.
THEOREM 1.2.8: Let λn be increasing. If
∞∑
n=1
λ2n
n
exp
(
−2λ2n
)
<∞,
P {‖Un‖ ≥ λn i.o.} = 0.
Alternatively, if
∞∑
n=1
λ2n
n
exp
(
−2λ2n
)
=∞,
P {‖Un‖ ≥ λn i.o.} = 1.
PROOF: Refer to Chung (1949).
THEOREM 1.2.9: Let Un denote the uniform empirical process. Then
lim sup
n→∞
‖Un‖√
2 log log n =
1
2 almost surely
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PROOF: This proof follows Shorack & Wellner (1986). The lower
bound can be established by considering Un
(1
2
)
, which is the average of n
independent Bernoulli
(1
2
)
random variables, centered by subtracting the
expected value 12 . The law of iterated logarithm for Bernoulli variables (see
Feller (1971b), among others) implies that
lim sup
n→∞
‖Un‖√
2 log log n ≥ lim supn→∞
Un
(1
2
)
√
2 log log n ≥
1
2 almost surely
For the upper bound let λn = (1 + )
√
2 log log(n)
2 for any  > 0. We consider
∞∑
n=1
λ2n
n
exp
(
−2λ2n
)
=
∞∑
n=1
(1 + )2
2
log log(n)
n
exp
(
−(1 + )2 log
(
(log(n))−(1+)
2))
=
∞∑
n=1
(1 + )2
2
log log(n)
n (log n)(1+)2
Using the Cauchy condensation test, this will converge if and only if
∞∑
n=1
(1 + )2
2
log(n log 2)
n(1+)2 (log 2)(1+)2
converges, which converges if and only if
∞∑
n=1
Cn21−(1+)2
converges, for constant C which does not depend on n, which is true for  > 0.
Using Theorem 1.2.8, it follows that
P
{ ‖Un‖√
2 log log n >
1
2(1 + ) i.o.
}
= 0
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for all  > 0. Letting  ↓ 0 completes the proof.
1.2.2 levy modulus of continuity
LEMMA 1.2.10 (Chung, Erdos, Sirao): If h(t) ∈ C(0, 1] is positive and if
h(t) ↑ and t− 12h(t) ↓ as t ↓ 0, then
P
{
lim
↓0
sup
t2−t1=
|S(t2)− S(t1)|
h() < 1; 0 ≤ t1 < t2 ≤ 1
}
= 1
if for any δ > 0 ∫ δ
0+
t−
7
2h3(t) exp
(
−h
2(t)
2t
)
dt <∞
and
P
{
lim
↓0
sup
t2−t1=
|S(t2)− S(t1)|
h() < 1; 0 ≤ t1 < t2 ≤ 1
}
= 0
if for all δ > 0 ∫ δ
0+
t−
7
2h3(t) exp
(
−h
2(t)
2t
)
dt =∞
PROOF: The reader is referred to Chung et al. (1959) for a proof of this
result.
Using this lemma we intend to find a function h() so that
P
{
lim
↓0
sup
t2−t1=
|S(t2)− S(t1)|
h() = 1
}
= 1 0 ≤ t1 < t2 ≤ 1 (1.7)
As the variance of the increment S(t2)− S(t1) is  (if t2− t1 = ), a reasonable
first choice for the function h() could be h() = M
√
, for some constant M .
For M large enough we would initially expect that
P
{
lim
↓0
sup
t2−t1=
|S(t2)− S(t1)|
M
√

≤ 1
}
= 1 0 ≤ t1 < t2 ≤ 1
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because for fixed , the probability of an increment of Brownian motion
exceeding M
√
 → 0 as M ↑. Using Lemma 1.2.10
∫ δ
0+
t−
7
2M3t
3
2 exp
(
−M
2t
2t
)
dt = M3 exp
(
−M
2
2
)∫ δ
0+
t−2dt =∞
so we conclude that
P
{
lim
↓0
sup
t2−t1=
|S(t2)− S(t1)|
M
√

≤ 1
}
= 0 0 ≤ t1 < t2 ≤ 1.
This means there will be infinitely many increments which crossM
√
 as → 0.
We need a different function for h(), which is given in the next theorem.
THEOREM 1.2.11 (P. Levy’s Holder condition):
P0
lim↓0 supt2−t1=
|S(t2)− S(t1)|√
2 log
(1

) = 1; 0 ≤ t1 < t2 ≤ 1
 = 1
PROOF: Let h(t) = (1 + )
√
2t log
(1
t
)
. We show equality in two parts.
Firstly by showing that the integral diverges for  ≤ 0, so that the increments
of Brownian motion cross
√
2t log
(1
t
)
infinitely often, which shows we have
found a function that is not too large. Secondly by showing that for any  > 0
the integral diverges, so if the function is increased by any small multiple, the
increments of Brownian motion will no longer cross infinitely often. It is seen
that h(t) ↑ for t < e−1, t− 12h(t) ↓ for t ≤ 1. Using Lemma 1.2.10
∫ δ
0
t−
7
2h3(t) exp
(
−h
2(t)
2t
)
dt = 2 32 (1 + )3
∫ δ
0
(
log
(1
t
)) 3
2
t(1+)
2−2dt
=
∫ ∞
log( 1δ )
u
3
2 (eu)1−(1+)
2
du
which diverges for small  ≤ 0 and converges for  > 0.
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We also want to show that other functions can also satisfy (1.7). Let
h(t) =
√√√√√2t
log(1
t
)
+ 52 log2
(1
t
)
+
n−1∑
j=3
logj
(1
t
)
+ (1 + δ) logn
(1
t
)
Then
−h
2(t)
2t = log(t) + log

1(
log
(1
t
)) 5
2
+
n−2∑
i=2
log
 1
logi
(1
t
)

+ log
 1(
logn−1
(1
t
))1+δ

and
lim
↓0
∫ 
0
t−
7
2h3(t) exp
(
−h
2(t)
2t
)
dt
= lim
↓0
∫ 
0
t−
7
2h3(t)t 1(
log
(1
t
)) 5
2
1
log2
(1
t
) · · · 1
logn−2
(1
t
) 1(
logn−1
(1
t
))1+δ dt
Let u = logn
(1
t
)
, du = −1
t
1(
log
(1
t
)) n−2∏
j=2
1
logj
(1
t
) 1(
logn−1
(1
t
))dt and
1
t
= expn(u). For  small enough
= lim
↓0
∫ ∞
logn
(
1

)
(
u(1 + δ) + exp(u) + . . .+ 52 expn−1(u) + expn−1(u)
) 3
2
du
(exp(u))δ
(
expn−1(u)
) 3
2
= lim
↓0
∫ ∞
logn
(
1

) ( u(1 + δ)
expn−1(u)
+ · · ·+ 1
) 3
2
exp(−uδ)du
1.3 some limiting processes 33
which converges for δ > 0 and diverges for δ ≤ 0. Therefore, for 0 ≤ t1 < t2 ≤ 1
P0
lim↓0 supt2−t1=
|S(t2)− S(t1)|√
2
[
log
(1

)
+ 52 log2
(1

)
+ · · ·+ logn
(1

)] = 1
 = 1
We finish this section by considering an extension of this type of results to the
uniform empirical process.
DEFINITION 1.2.12: The modulus of continuity ωn of the uniform empirical
process Un is defined as
ωn(a) = sup
0≤h≤a
sup
0≤t≤1−h
|Un(t+ h)− Un(t)|
THEOREM 1.2.13: Let an ↓ 0, nan ↑,
log
(
a−1n
)
log log(n) → ∞ and
log
(
a−1n
)
nan
→ 0.
Then
lim
n→∞
ωn(an)√
2an log log
( 1
an
) = 1 a.s.
PROOF: Can be found in Shorack & Wellner (1986), among others.
Other limiting behaviours are possible depending on the exact rate which an
converges to 0. An excellent reference for a discussion of this topic is Shorack
& Wellner (1986).
1.3 SOME LIMITING PROCESSES
This section provides an introduction to the theory of Gaussian (or normal)
processes, the natural limit of many empirical processes. The theory of
Gaussian processes is of independent interest and has many applications
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beyond empirical processes, but will mainly serve to motivate the next section.
The aim of this section is to give an overview of the theory behind some of
the processes which can arise as limits of empirical processes. The following
section follows Shorack & Wellner (1986).
1.3.1 gaussian processes
DEFINITION 1.3.1: Let S be a Gaussian process. Then if
1. E [S(t)] = 0; ∀t
2. Cov [S(t),S(t′)] = min {t, t′} = t ∧ t′; ∀t, t′
S is called Brownian motion.
DEFINITION 1.3.2: Let T be an interval in (−∞,∞). Then
X(s, t] ≡ X(t)−X(s); ∀s, t ∈ T
is an increment of X.
DEFINITION1.3.3: If X(t0), X(t0, t1], . . . , X(tk−1, tk] are independent random
variables for all k ≥ 1 and all t0 < t1 < . . . < tk then X has independent
increments.
DEFINITION 1.3.4: If
(X(t1 + h), X(t2 + h), . . . , X(tk + h)) ∼= (X(t1), X(t2), . . . , X(tk))
for all k ≥ 1, h ≥ 0 and all time points in T , then X is a stationary process
LEMMA 1.3.5: Let 0 ≡ t0 < t1 < . . . < tk+1 ≡ 1. Then
S(t1)− S(t0), . . . ,S(tk+1)− S(tk)
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are independent random variables distributed asN(0, t1−t0), . . . , N(0, tk+1−tk)
for all k ≥ 1. Also S(0) = 0.
PROOF: Follows directly from the definition of Brownian motion.
DEFINITION 1.3.6: Let U be a Gaussian process. If E [U(t)] = 0 and
Cov (U(t),U(t′)) = t ∧ t′ − tt′
for 0 ≤ t, t′ ≤ 1, then U is Brownian bridge.
DEFINITION 1.3.7: Let X be a Gaussian process. If E [X(t)] = 0 and
Cov (X(t),X(t′)) = exp (− |t− t′|)
for all t, t′ ∈ R, then X is the Ornstein-Uhlenbeck process.
DEFINITION 1.3.8: Let S be a Gaussian process. If E [S(t1, t2)] = 0 and
Cov (S(t1, t2),S(t′1, t′2)) = (t1 ∧ t′1)(t2 ∧ t′2)
for all t1, t2, t′1, t′2 ∈ R+, then S is the Brownian motion in 2-dimensional time.
DEFINITION 1.3.9: Let K be a Gaussian process. If E [K(t1, t2)] = 0 and
Cov (K(t1, t2),K(t′1, t′2)) = (t1 ∧ t′1)(t2 ∧ t′2 − t2t′2)
for all t1, t′1 ∈ R+ and t2, t′2 ∈ [0, 1], then K is the Keifer process. Notice that
this is Brownian motion in the first dimension and Brownian bridge in the
second dimension.
LEMMA 1.3.10: Define a random element V to be
V(t) = S(t)− tS(1); 0 ≤ t ≤ 1
Then V is Brownian bridge if S is Brownian motion.
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t
S(t)
0.5 1
0
1
−1
Figure 1.2: Simulation of Brownian motion path
t
U(t)
0.5 1
0
1
−1
Figure 1.3: Simulation of Brownian Bridge path
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PROOF:
E [V(t)V(t′)] = E [(S(t)− tS(1)) (S(t′)− t′S(1))]
= E [S(t)S(t′)]− E [tS(1)S(t′)]− E [t′S(t)S(1)] + E [tt′S(1)S(1)]
= t ∧ t′ − tt′ − tt′ + tt′
= t ∧ t′ − tt′
Therefore V is Brownian bridge.
LEMMA 1.3.11: Let U be Brownian bridge on [0, 1]. Then
S(t) = (1 + t)U
(
t
1 + t
)
; t ≥ 0
is Brownian motion on R+.
PROOF:
E [S(t)S(t′)] = E
[
(1 + t)U
(
t
1 + t
)
(1 + t′)U
(
t′
1 + t′
)]
= (1 + t)(1 + t′)
[
min
{
t
1 + t ,
t′
1 + t′
}
− tt
′
(1 + t)(1 + t′)
]
= min {t(1 + t′), t′(1 + t)} − tt′
= t ∧ t′
Therefore S(t) is Brownian motion.
LEMMA 1.3.12: If S is Brownian motion on R+ and r > 0, then
√
rS
(
t
r
)
is Brownian motion.
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PROOF:
Cov
(√
rS
(
t
r
)
,
√
rS
(
t′
r
))
= E
[
rS
(
t
r
)
S
(
t′
r
)]
= rmin
{
t
r
,
t′
r
}
= t ∧ t′
Therefore
√
rS
(
t
r
)
is Brownian motion.
LEMMA 1.3.13: If S is Brownian motion on R+ and r > 0, then
S (t+ r)− S (r)
is Brownian motion.
PROOF:
E [(S(t+ r)− S(r)) (S(t′ + r)− S(r))]
= E [S(t+ r)S(t′ + r)]− E [S(r)S(t′ + r)]− E [S(t+ r)S(r)] + E [S(r)S(r)]
= min {t+ r, t′ + r} − r − r + r
= t ∧ t′
Therefore S (t+ r)− S (r) is Brownian motion.
LEMMA 1.3.14: Let S be Brownian motion on R+. Then
U(t) = (1− t)S
(
t
1− t
)
is Brownian bridge.
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PROOF:
E [U(t)U(t′)] = (1− t)(1− t′)E
[
S
(
t
1− t
)
S
(
t′
1− t′
)]
= (1− t)(1− t′) min
{
t
1− t ,
t′
1− t′
}
= t ∧ t′ − tt′
Therefore U(t) is Brownian bridge.
LEMMA 1.3.15: Let S : U(t) → S(t) = (1 + t)U
(
t
1 + t
)
and T : S(t) 7→
U(t) = (1− t)S
(
t
1− t
)
. Then S and T are inverse transformations of each
other.
PROOF: Let S(t) be Brownian motion. Then T (S(t)) = (1− t)S
(
t
1− t
)
is
Brownian bridge and we will define U′(t) = T (S(t)). Then,
S(T (S(t))) = (1 + t)U′
(
t
1 + t
)
= (1 + t)
(
1− t1 + t
)
S

t
1 + t
1− t1 + t
 = S(t)
Now let U(t) be Brownian bridge. Then S(U(t)) = (1 + t)U
(
t
1 + t
)
= S′(t)
and
T (S(U(t))) = (1− t)S′
(
t
1− t
)
= (1− t)(1 + t1− t)U

t
1− t
1 + t1− t
 = U(t)
LEMMA 1.3.16: Define Z to be random element by
Z(t) = U(t) + U(1− t)√
2
; 0 ≤ t ≤ 1
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where U is Brownian bridge. Then Z is Brownian motion on
[
0, 12
]
. Further
U
(
t
2
)
− U
(
1− t2
)
; 0 ≤ t ≤ 1
is Brownian bridge.
PROOF:
E [Z(t)Z(t′)]
= 12 (E [U(t)U(t
′)] + E [U(t)U(1− t′)]
+E [U(1− t)U(t′)] + E [U(1− t)U(1− t′)])
= 12 (min {t, t
′}+ min {t, 1− t′}+ min {1− t, t′}+ min {1− t, 1− t′} − 1)
At this point it is convenient to assume t < t′. If t < t′, then if Z is Brownian
motion, the covariance being calculated should be t.
= 12 (t+ t+ t
′ + 1− t′ − 1)
= 12 (2t) = t
Therefore Z is Brownian motion.
E
[(
U
(
t
2
)
− U
(
1− t2
))(
U
(
t′
2
)
− U
(
1− t
′
2
))]
= 12 min {t, t
′} − tt
′
4 −min
{
t
2 , 1−
t′
2
}
+ t2 −
tt′
4
−min
{
t′
2 , 1−
t
2
}
+ t
′
2 −
tt′
4 + min
{
1− t2 , 1−
t′
2
}
− 1 + t2 +
t′
2 −
tt′
4
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Assume t < t′. This would lead to t− tt′ if this process is indeed Brownian
bridge
= t2 −
t
2 +
t
2 −
t′
2 +
t′
2 + 1−
t′
2 − 1 +
t
2 +
t′
2 − tt
′
= t− tt′
Therefore U
(
t
2
)
− U
(
1− t2
)
is Brownian bridge on
[
0, 12
]
.
LEMMA 1.3.17: Let U and V be independent Brownian bridges. Then for
0 ≤ a ≤ 1, √
1− aU+√aV
is also Brownian bridge.
PROOF: First, note that because U and V are independent, E [U(t)V(t′)] = 0
for all t and t′. Therefore the cross terms can be ignored in the expansion
below.
E
[(√
1− aU(t) +√aV(t)
) (√
1− aU(t′) +√aV(t′)
)]
= (1− a) (U(t)U(t′)) + a (V(t)V(t′))
= (1− a) (t ∧ t′ − tt′) + a (t ∧ t′ − tt′)
Therefore
√
1− aU−√aV is Brownian bridge.
LEMMA1.3.18: Let U be Brownian bridge and Z be aN(0, 1) random variable
independent of U. Then U+ tZ is Brownian motion on [0, 1].
PROOF: First, note that because U and Z are independent, E [UZ] = 0.
Therefore the cross terms can be ignored in the expansion below.
E [(U(t) + tZ) (U(t′) + t′Z)] = E [U(t)U(t′)] + tt′E
[
Z2
]
= t ∧ t′ − tt′ + tt′ = t ∧ t′
Therefore U+ tZ is Brownian motion.
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LEMMA 1.3.19: S(1) and U(t) are independent.
PROOF: E [S(1)U(t)] = E [S(1)S(t)]− tE [S(1)S(1)] = t− t = 0
LEMMA 1.3.20: Let S be Brownian motion on [0,∞). Then the time reversal
process
tS
(1
t
)
for t ≥ 0 is also Brownian motion.
PROOF:
E
[
tS
(1
t
)
t′S
( 1
t′
)]
= tt′min
{1
t
,
1
t′
}
= t′ ∧ t
Therefore tS
(1
t
)
is Brownian motion.
LEMMA 1.3.21: Let S be Brownian motion on R+. Then
X(t) = e−tS
(
e2t
)
is a Ornstein-Uhlenbeck process.
PROOF:
Cov
(
e−tS
(
e2t
)
, e−t
′S
(
e2t
′)) = e−t−t′E [S (e2t)S (e2t′)]
= e−t−t′ min
{
e2t, e2t
′}
= e−|t−t′|
Therefore X(t) is an Ornstein-Uhlenbeck process.
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LEMMA 1.3.22: Let S be a Ornstein-Uhlenbeck process on R. Then
U(t) =

√
t(1− t)X
(1
2 log
(
t
1− t
))
0 ≤ t ≤ 1
0 t = 0 or t = 1
is Brownian bridge on [0, 1].
PROOF:
E [U(t)U(t′)] = E
[√
tt′(1− t)(1− t′)X
(1
2 log
(
t
1− t
))
X
(
1
2 log
(
t′
1− t′
))]
Assuming t < t′
=
√
tt′(1− t)(1− t′) exp
− log
(t(1− t′)
t′(1− t)
) 1
2

=
√
tt′(1− t)(1− t′)
√√√√t(1− t′)
t′(1− t) = t− tt
′
Therefore it is Brownian bridge.
LEMMA 1.3.23: Let U be a Brownian bridge. Define
B(t) = [U(at)− tU(a)]√
a
for fixed 0 < a ≤ 1. Then B is Brownian bridge on [0, 1] and is independent of
{U(t) : a ≤ t ≤ 1}.
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PROOF:
E [B(t)B(t′)]
= 1
a
(E [U(at)U(at′)− U(at)t′U(a)− U(at′)tU(a) + tt′U(a)U(a)])
= 1
a
(
at ∧ at′ − a2tt′ − t′(at− a2t)− t(at′ − at′2) + tt′a(1− a)
)
= t ∧ t′ − tt′
To show independence consider the covariance between B and U
(0 ≤ t ≤ a ≤ t′ ≤ 1).
E [B(t)U(t′)] = 1√
a
(E [U(at)U(t′)]− tE [U(a)U(t′)])
= 1√
a
(at− att′ − t(a− att′))
= 0
As they are uncorrelated and Gaussian, they are independent.
LEMMA 1.3.24: Let S be Brownian motion and U be Brownian bridge. Then
1. S(t)−
∫ t
0
S(r)
r
dr; 0 ≤ t ≤ 1
2. U(t)−
∫ t
0
U(r)
r
dr; 0 ≤ t ≤ 1
3. U(t) +
∫ t
0
U(r)
1− rdr; 0 ≤ t ≤ 1
are all Brownian motion.
PROOF:
1.3 some limiting processes 45
1. Assuming t < t′
E
[(
S(t)−
∫ t
0
S(r)
r
dr
)(
S(t′)−
∫ t′
0
S(r)
r
dr
)]
= E [S(t)S(t′)]− E
[
S(t)
∫ t′
0
S(r)
r
dr
]
− E
[
S(t′)
∫ t
0
S(r)
r
dr
]
+ E
[∫ t
0
S(r)
r
dr
∫ t′
0
S(r)
r
dr
]
= t−
∫ t
0
E [S(t)S(r)]
r
dr −
∫ t′
t
E [S(t)S(r)]
r
dr −
∫ t
0
E [S(t′)S(r)]
r
dr
+
∫ t
0
∫ t
0
E [S(r)S(r′)]
rr′
drdr′ +
∫ t′
t
∫ t
0
E [S(r)S(r′)]
rr′
drdr′
= t−
∫ t
0
dr − t
∫ t′
t
dr
r
−
∫ t
0
dr + 2
∫ t
0
∫ r′
0
1
r′
drdr′ +
∫ t′
t
∫ t
0
1
r′
drdr′
= t− t− t
∫ t′
t
dr
r
− t+ 2t+ t
∫ t′
t
1
r′
dr′
= t
Therefore S(t)−
∫ t
0
S(r)
r
dr; 0 ≤ t ≤ 1 is Brownian motion.
2.
U(t)−
∫ t
0
U(r)
r
dr = S(t)− tS(1)−
∫ t
0
S(r)
r
dr − S(1)
∫ t
0
dr
= S(t)−
∫ t
0
S(r)
r
dr
Therefore using 1, we see that U(t)−
∫ t
0
U(r)
r
dr; 0 ≤ t ≤ 1 is
Brownian motion.
3. Assume t < t′
E
[(
U(t) +
∫ t
0
U(r)
1− rdr
)(
U(t′) +
∫ t′
0
U(r)
1− rdr
)]
= E [U(t)U(t′)] +
∫ t′
0
E [U(t)U(r)]
1− r dr +
∫ t
0
E [U(t′)U(r)]
1− r dr
+
∫ t′
0
∫ t
0
E [U(r)U(r′)]
(1− r)(1− r′)drdr
′
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At this point it is convenient to consider the integrals seperately.
∫ t′
0
E [U(t)U(r)]
1− r dr
=
∫ t
0
E [U(t)U(r)]
1− r dr +
∫ t′
t
E [U(t)U(r)]
1− r dr
= (1− t)
∫ t
0
r
1− rdr + t(t
′ − t)
= −t+
∫ t
0
1
1− rdr − t
∫ t
0
r
1− rdr + t(t
′ − t)∫ t
0
E [U(t′)U(r)]
1− r dr
= (1− t′)
∫ t
0
r
1− rdr
= −t+
∫ t
0
1
1− rdr − t
′
∫ t
0
r
1− rdr∫ t′
0
∫ t
0
E [U(r)U(r′)]
(1− r)(1− r′)drdr
′
= 2
∫ t
0
∫ t
r′
r′
(1− r′)drdr
′ +
∫ t
0
∫ t′
t
r′
(1− r′)drdr
′
= 2t
∫ t
0
r
(1− r)dr − 2
∫ t
0
r2
(1− r)dr + (t
′ − t)
∫ t
0
r
(1− r)dr
= 2t
∫ t
0
r
(1− r)dr − 2
∫ t
0
1
(1− r)dr + (t
2 + 2t) + (t′ − t)
∫ t
0
r
(1− r)dr
Putting all this together gives the required result, that
U(t) +
∫ t
0
U(r)
1− rdr; 0 ≤ t ≤ 1 is Brownian motion.
LEMMA 1.3.25: The sequence of functions
{√
2 sin(kpit)
kpi
}∞
k=0
= {fk(t)}∞k=0
are orthogonal on 0 ≤ t ≤ 1.
PROOF: Let k 6= j, then
∫ 1
0
fk(t)fj(t)dt =
2
kjpi2
∫ 1
0
sin(kpit) sin(jpit)dt
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Using integration by parts
= 2
kjpi2
−sin(kpit) cos(jpit)
jpi
∣∣∣∣∣
1
0
+ k
j
∫ 1
0
cos(kpit) cos(jpit)dt

Using integration by parts again and evaluating the first expression, letting
I =
∫ 1
0
fk(t)fj(t)dt
I = 2
kjpi2
k
j
 cos(kpit) sin(jpit)
jpi
∣∣∣∣∣
1
0
+ k
j
∫ 1
0
sin(kpit) sin(jpit)dt

= k
2
j2
I
As k 6= j, I = 0.
THEOREM 1.3.26: Let Z0, Z1, . . . be i.i.d. N(0, 1) random variables. Define
U(t) ≡
∞∑
k=1
Zk
√
2 sin(kpit)
kpi
; 0 ≤ t ≤ 1
and
S(t) ≡ Z0t+
∞∑
k=1
Zk
√
2 sin(kpit)
kpi
; 0 ≤ t ≤ 1
then U is Brownian bridge and S is Brownian motion on [0, 1]. This establishes
the existence of Brownian motion and Brownian bridge in 1-dimension.
PROOF:
Cov (U(t),U(t′))
= E
( ∞∑
k=1
Zk
√
2 sin(kpit)
kpi
) ∞∑
j=1
Zj
√
2 sin(jpit)
jpi

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As ZiZj are independent for i 6= j the expected value of these is 0, so
=
∞∑
k=1
E
[
Z2k
2 sin(kpit) sin(kpit′)
k2pi2
]
=
∞∑
k=1
2 sin(kpit) sin(kpit′)
k2pi2
which is seen to be the bivariate Fourier series of t ∧ t′ − tt′. To show S is
Brownian motion use Lemma 1.3.18 as
S(t) ≡ Z0t+
∞∑
k=1
Zk
√
2 sin(kpit)
kpi
= Z0t+ U(t)
LEMMA 1.3.27: Let Π: S(t) 7→ S(t)− tS(1) and Υ: U(t) 7→ (1 + t)U
(
t
1 + t
)
.
Begin with S(t) = S0(t) Brownian motion and define inductively Ui(t) =
Π(Si(t)) for i = 0, 1, . . . and Si = Υ(Ui−1(t)) for i = 1, 2, . . . Then Ui(t) are
Brownian bridges and Si(t) are Brownian motions, with
Sn(t) = (1 + nt)S
(
t
1 + nt
)
− ntS
( 1
n
)
PROOF: Assuming that Sn(t) = (1 + nt)S
(
t
1 + nt
)
− ntS
( 1
n
)
then
Un(t) = Π(Sn(t))
= (1 + nt)S
(
t
1 + nt
)
− ntS
( 1
n
)
− (n+ 1)tS
( 1
n+ 1
)
+ ntS
( 1
n
)
= (1 + nt)S
(
t
1 + nt
)
− (n+ 1)tS
( 1
n+ 1
)
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Sn+1(t) = Υ(Un(t))
= (1 + t)
(
1 + nt1 + t
)
S

t
1 + t
1 + nt1 + t
− (1 + t)(n+ 1) t1 + tS
( 1
n+ 1
)
= Sn+1(t) = (1 + (n+ 1)t)S
(
t
1 + (n+ 1)t
)
− (n+ 1)tS
( 1
n+ 1
)
Using Lemma 1.3.11 and Lemma 1.3.10 completes the proof by induction.
1.3.2 reflection principles
The following subsection follows Shorack & Wellner (1986).
THEOREM 1.3.28: Let S be Brownian motion and Tx be the first moment the
Brownian motion crosses level x. Then for b > 0
P {Tb < t} =
∫ t
0
b√
2pis3
exp
(
− b
2
2s
)
ds
PROOF: This proof follows the proof given in Feller (1971a).
P {Tb < t} = P {Tb < t,S(t) > b}+ P {Tb < t,S(t) ≤ b}
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As S(t) is continuous, P {Tb < t,S(t) > b} = P {S(t) > b}. Consider the
second term. At τ , using the strong Markov property we have a new
Brownian motion (S(t)− S(τ)) with respect to the starting point (τ, b).
Therefore the probability of S(t) ≤ b is 12 , the same as the probability of
Brownian motion starting at 0 being less than 0 at any given t ≥ 0.
= P {S(t) > b}+ 12P {Tb < t}
⇒ P {Tb < t} = 2P {S(t) > b}
= 2
(
1− Φ
(
b√
t
))
= 2
∫ t
0
d
ds
(
1− Φ
(
b√
s
))
ds
= 2
∫ t
0
b
2
√
2pis3
exp
(
− b
2
2s
)
ds =
∫ t
0
b√
2pis3
exp
(
− b
2
2s
)
ds
THEOREM 1.3.29: Let S be Brownian motion. Then for b > 0
P
{
sup
0≤s≤t
|S(s)| ≥ b
}
= 4
∞∑
k=0
P {(4k − 3)b < N(0, t) < (4k − 1)b}
= 1−
∞∑
k=−∞
(−1)kP {(2k − 1)b < N(0, t) < (2k + 1)b}
PROOF: To prove the main result it is first required to define
{A+} ≡ {S crosses the level b in [0, t]}
{A−} ≡ {S crosses the level − b in [0, t]}
This allows us to inductively define
{A+−} ≡ {S crosses the level b then crosses level − b in [0, t]}
{A−+} ≡ {S crosses the level − b then crosses level + b in [0, t]}
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and similarly for A+−+, A−+−, A+−+−, . . .. The idea is to expand out the
event
{
sup
0≤s≤t
|S(s)| ≥ b
}
in terms of the events defined above. Clearly
P
{
sup
0≤s≤t
|S(s)| ≥ b
}
< P {A+}+ P {A−}
as the event where S crosses both b and −b is counted twice. So then
P
{
sup
0≤s≤t
|S(s)| ≥ b
}
> P {A+} − P {A+−}+ P {A−} − P {A−+}
This leads us to conclude that
P
{
sup
0≤s≤t
|S(s)| ≥ b
}
= P {A+} − P {A+−}+ P {A+−+} − . . .
+ P {A−} − P {A−+}+ P {A−+−} − . . .
By symmetry
= 2 (P {A+} − P {A+−}+ P {A+−+} − . . .)
Using the idea in Figure 1.4 and Theorem 1.3.28
= 2
∞∑
k=1
(−1)k+12P {N(0, t) > (2k − 1)b}
By considering the area remaining under the graph of the normal density
after each k in Figure 1.5
= 4
∞∑
k=1
P {(4k − 3)b < N(0, t) < (4k − 1)b}
= 1−
∞∑
k=−∞
(−1)kP {(2k − 1)b < N(0, t) < (2k + 1)b}
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t
1
0
b
−b
2b
2b
3b
−3b Original path
First reflection
Second reflection
Figure 1.4: The red line is the reflection of the Brownian motion in the line
y = b after the Brownian motion hits b. The blue line is the reflection of
the red line in the line y = 3b after the Brownian motion hits y = −b. This
justifies why S(t) ≥ b and S(t) ≤ −b is the same as S(t) ≥ 3b. An extension of
this idea to when the Brownian motion repeatedly crosses the levels b and −b
is used in Theorem 1.3.29
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b 3b 5b 7b 9b . . .−b−3b−5b−7b−9b. . .
x
Figure 1.5:
∞∑
k=1
P {(4k − 3)b < N(0, 1) < (4k − 1)b} is the blue area on the
positive half axis. By symmetry this is equal to the blue area in the negative
half axis and red area = 1− blue area. Using symmetry and simplifying we
get 2
∞∑
k=1
(−1)k+12P {N(0, 1) > (2k − 1)b} = 1− red area + blue area.
THEOREM 1.3.30: Let S(t) be Brownian motion. For a ≥ 0 and b > 0
P
{
sup
t≥0
S(t)
at+ b ≥ 1
}
= exp (−2ab)
PROOF: We first note some properties. Let φ(a, b) = P
{
sup
t≥0
S(t) ≥ at+ b
}
.
Then φ(a, b) ≥ P {S(t) ≥ a+ b} > 0 for all a ≥ 0 and b > 0, φ(a, b) decreases
in b and φ(a, b1 + b2) = φ(a, b1)φ(a, b2), which is shown in Figure 1.6. The
only solution of the functional equation φ(a, b1 + b2) = φ(a, b1)φ(a, b2) in b is
φ(a, b) = exp (−ψ(a)b)
exp (−ψ(a)b) = φ(a, b)
= Eτ [φ(a, aτ)]
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t
y
y = at+ b1 + b2
y = at+ b1
τ
0
b1
b1 + b2
Figure 1.6: At the instant τ when S(τ) = aτ + b1, we have the same problem
again, but with φ(a, b2) relative to the point (τ, S(τ))
t
y = at+ b
y = b
τ
0
b
Figure 1.7: Relative to (τ, b), the sloping line has equation y = at+aτ , where
τ is the first instant S(t) = b.
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Using Theorem 1.3.28
=
∫ ∞
0
exp (−ψ(a)as) b√
2pis3
exp
(
− b
2
2s
)
ds
Let y2 = b
2
2s
= 2√
pi
∫ ∞
0
exp
(
−
(
y2 + c
y2
))
dy
where c = b
2aψ(a)
2 .
= exp
(
−b
√
2aψ(a)
)
Therefore ψ(a) = 2a and
P
{
sup
t≥0
S(t)
at+ b ≥ 1
}
= exp (−2ab)
THEOREM 1.3.31: Let U be Brownian bridge. For all b > 0
P
{
sup
0≤t≤1
U(t) > b
}
= exp
(
−2b2
)
PROOF: Using Lemma 1.3.14
P
{
sup
0≤t≤1
U(t) > b
}
= P
{
sup
0≤t≤1
(1− t)S
(
t
1− t
)
> b
}
= P
{
sup
r>0
S (r)
1 + r > b
}
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Using Theorem 1.3.30
= exp
(
−2b2
)
THEOREM 1.3.32: Let S(t) be Brownian motion. Then for a ≥ 0 and b > 0
P
{
sup
t≥0
|S(s)|
at+ b ≥ 1
}
= 2
∞∑
k=1
(−1)k+1 exp
(
−2k2ab
)
PROOF: Following Doob (1949), consider the more general problem of
Brownian motion intersecting a sequence of lines. Let {[un, vn]}∞n=1 be a
sequence of lines in the form unt+ vn for un ≥ 0, vn ≥ 0. Let t1 be the first
instant that S(t) intersects [u1, v1], if such a point exists; if t1 is defined, then
define t2 to be the first instant t > t1 that S(t) intersects [−u2,−v2]. Define
t3, t4, . . . similarly. Let pin be the probability that tn exists, that is, S(t) meets
the lines [u1, v1], [−u2,−v2], . . . , [(−1)n+1un, (−1n+1)vn] in at least n
successive points. We aim to show that pin can be calculated from pin−1 for
any n by changing the gradient and intercepts of the lines, so to show the
dependence on the underlying parameters ui and vi the notation
pin = pin(u1, v1; . . . ;un, vn)
wil be used.
Let Q be the point (tn−1,S(tn−1)) and assume that n is even. The argument
for n being odd follows by changing signs. From Figure 1.3.2 we see that
starting at Q we must hit a line [−un,−un−1tn− 1− vn−1 − untn−1 − vn],
which has probability, from Theorem 1.3.30,
exp (−2un (un−1tn−1 + vn−1 + untn−1 + vn)) (1.8)
We can replace this line by any other line that has the same probability, still
depending on tn−1. Choose the line with slope −(un−1 + un) which is
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un−1t+ vn−1
unt+ vn
Q
t0
vn−1
un−1tn−1 + vn−1
−vn−untn−1 − vn
1
Figure 1.8: Assuming Q is the first intersection of the Brownian motion and
the line un−1t + vn−1, the red line is the line with the same probability of
intersection as unt+ vn relative to the point Q, while the blue line is the red
line reflected in the dashed line intersecting Q parallel to the t axis.
un
un−1 + un−1
(un−1tn−1 + vn−1 + untn−1 + vn) units below Q at tn−1. Using
the strong Markov property we may reflect this line in the line parallel to the
t axis going through the point Q. The reflected line has parameters[
un−1 + un,
un−1vn−1 + unvn + 2unvn−1
un−1 + un
]
,
so the reflected line is independent of tn−1. Therefore
pin(u1, v1; . . . ;un, vn)
= pin−1
(
u1, v1; . . . ;un−2, vn−2;un−1 + un,
un−1vn−1 + unvn + 2unvn−1
un−1 + un
)
As in Theorem 1.3.29, define events
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{A+} ≡ {S crosses the level at+ b for t ≥ 0}
{A−} ≡ {S crosses the level − at− b for t ≥ 0}
This allows us to inductively define
{A+−} ≡ {S crosses the level at+ b then crosses level − at− b for t ≥ 0}
{A−+} ≡ {S crosses the level − at− b then crosses level at+ b for t ≥ 0}
and similarly for A+−+, A−+−, . . .
Therefore
P
{
sup
t≥0
|S(t)|
at+ b ≥ 1
}
= 2 (P {A+} − P {A+−}+ P {A+−+} − . . .)
= 2
∞∑
k=1
(−1)k+1pik(a, b; a, b; . . . ; a, b︸ ︷︷ ︸
k times
)
= 2
∞∑
k=1
(−1)k+1pi1(ka, kb)
Using Theorem 1.3.30
= 2
∞∑
k=1
(−1)k+1 exp
(
−2k2ab
)
THEOREM 1.3.33: Let U be Brownian bridge. Then for all b > 0
P
{
sup
0≤t≤1
|U(t)| ≥ b
}
= 2
∞∑
k=1
(−1)k+1 exp
(
−2k2b2
)
PROOF:
P
{
sup
0≤t≤1
|U(t)| ≥ b
}
= P
{
sup
r>0
|S(r)|
1 + r ≥ b
}
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Using Theorem 1.3.32
= 2
∞∑
k=1
(−1)k+1 exp
(
−2k2b2
)
1.4 CENTRAL LIMIT THEOREM FOR EMPIRICAL PROCESSES
This section outlines central limit theorem type results for the empirical process.
We now are dealing with convergence of processes, so we need to consider
the theory of convergence in metric spaces to prove the central limit theorem
for empirical processes. The first four subsections introduce the theory of
convergence in metric spaces, the fifth subsection consider a first application
of convergence in metric spaces to prove Donsker’s theorem, while showing
the existence of the Weiner measure and the final subsection outlines results
relevant to empirical processes.
1.4.1 theory of weak convergence
We will begin by outlining the theory of weak convergence. This is a generali-
sation of convergence in distribution to metric spaces.
DEFINITION1.4.1: Let Ω be any set. A metric space (Ω, ρ) is a pair consisting
of a set Ω and a metric ρ : Ω× Ω 7→ R such that:
(a) ρ(x, y) = 0 iff x = y for all x, y ∈ Ω.
(b) ρ(x, y) = ρ(y, x) for all x, y ∈ Ω.
(c) ρ(x, y) ≤ ρ(x, z) + ρ(z, y) for all x, y, z ∈ Ω.
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DEFINITION 1.4.2: A metric space (Ω, ρ) is complete if every Cauchy (fund-
mental) sequence in Ω converges to a limit in Ω.
DEFINITION 1.4.3: A set B ⊆ Ω is compact if every open covering of B has
a finite subcovering.
Let (S, ρ) be a metric space with S the Borel σ-field, generated by the open
sets.
DEFINITION 1.4.4: A probability measure P on (S,S) is tight if ∀ > 0 there
exists compact set K such that P {K} > 1− .
DEFINITION 1.4.5: If probability measures Pn and P satisfy Pnf → Pf for
every bounded, continuous real function f on S, then Pn converges weakly to
P, denoted Pn ⇒ P.
THEOREM 1.4.6: The following are equivalent:
(i) Pn ⇒ P.
(ii) Pnf → Pf for all bounded, uniformly continuous f .
(iii) lim sup
n→∞
PnF ≤ PF for all closed F .
(iv) lim inf
n→∞ PnG ≥ PG for all open G.
(v) Pn {A} → P {A} for all P-continuity sets A (sets where P {∂A} = 0).
PROOF:
(i) ⇒ (ii) : If it holds for bounded and continuous f , then it clearly
holds for bounded and uniformly continuous f .
(ii) ⇒ (iii) : Choose f(x) =
(
1− ρ(x, F )

)
∨ 0. It is bounded between
0 and 1 and is uniformly continuous as |f(x)− f(y)| ≤ ρ(x, y)

. Let
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F = {x : ρ(x, F ) < }. Then it follows, as x ∈ F implies f(x) = 1
and x 6∈ F implies f(x) = 0,
I{F}(x) ≤ f(x) ≤ I{F}(x).
lim sup
n→∞
PnF ≤ lim sup
n→∞
Pnf = Pf ≤ PF
As F is closed, letting  ↓ 0 gives the required result.
(iii) ⇒ (iv) : Follows immediately by complementation of (iii).
(iv) & (iii) ⇒ (v) : Let A◦ and A− be the interior (largest open subset
of A) and closure (smallest closed superset of A), it follows that
P {A◦} ≤ lim inf
n→∞ Pn {A
◦} ≤ lim inf
n→∞ Pn {A}
≤ lim sup
n→∞
Pn {A} ≤ lim sup
n→∞
Pn
{
A−
}
≤ P
{
A−
}
If A is a P-continuity set, then P {A◦} = P {A−} and (v) follows.
(v) ⇒ (i) : By linearity we may assume that the bounded f satisfies
0 < f < 1. So Pf =
∫ 1
0
P {f > t} dt and Pnf =
∫ 1
0
Pn {f > t} dt.
As f is continuous, ∂ {f > t} ⊆ {f = t} and {f > t} is a
P-continuity set except for countably many t. From (v) it follows
that Pn {f > t} → P {f > t} so using the bounded convergence
theorem
Pnf =
∫ 1
0
Pn {f > t} dt→
∫ 1
0
P {f > t} dt = Pf
Let h map S to another metric space S ′, with metric ρ′ and Borel σ-field S ′. If
h is measurable S/S ′ (A′ ∈ S ′ implies A ∈ S), then each P on (S,S) induces
a probability measure Ph−1 (defined by Ph−1 {A} = P {h−1A}).
THEOREM 1.4.7: If h is continuous, then Pn ⇒ P implies Pnh−1 ⇒ Ph−1.
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PROOF: Let f be bounded and continuous on S ′, then as h is continuous, it
follows that fh is continuous and bounded on S, so by change of variable it
follows that
∫
S′
f(y)dPnh−1(y) =
∫
S
f(h(x))dPn(x)
Pn⇒P−−−→
∫
S
f(h(x))dP(x) =
∫
S′
f(y)dPh−1(y).
1.4.2 convergence in distribution
We are considering mappings X from a probability space (Ω,F , P ) to a metric
space S. X is a random element if it is measurable F/S (S ∈ S implies
X−1S ∈ F). The distribution of X is the probability measure P = PX−1 on
(S,S) defined for A ∈ S by
P {A} = P
{
X−1(A)
}
= P {ω : X(ω) ∈ A} .
This is also called the law of X, denoted L(X).
DEFINITION 1.4.8: A sequence {Xn}∞n=1 of random elements converges in
distribution to a random element X if Pn ⇒ P, where Pn and P are the
distribution functions of Xn and X. This is denoted Xn d−→ X and is also
sometimes denoted Xn ⇒ X.
We require X,X1, X2, . . . to map into the same metric space (S) with the
same topology but the underlying probability spaces may all be different. This
is because we are concerned with the distributions which the background
probability spaces induce on S. As
E [f(X)] =
∫
Ω
f (X(ω)) dP (ω) =
∫
S
f(x)dP(x) = Pf
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letting En and E denote expectation on (Ωn,Fn, Pn) and (Ω,F , P ), the back-
ground probability spaces for Xn and X, it follows that Pnf ⇒ Pf if and
only if En [f(Xn)] → E [f(X)]. Letting P and E refer to probabilities and
expectations in the background probability space we are working in, it follows
that Xn d−→ X if and only if E [f(Xn)]→ E [f(X)].
COROLLARY 1.4.9: The following are equivalent:
(i) Xn d−→ X.
(ii) E [f(Xn)]→ E [f(X)] for all bounded, uniformly continuous f .
(iii) lim sup
n→∞
P {Xn ∈ F} ≤ P {X ∈ F} for all closed F .
(iv) lim inf
n→∞ P {Xn ∈ G} ≥ P {X ∈ G} for all open G.
(v) P {Xn ∈ A} → P {X ∈ A} for all X-continuity sets A (sets where
P {X ∈ ∂A} = 0).
PROOF: Follow directly from Theorem 1.4.6 applied to the mapping X.
DEFINITION 1.4.10: Let a be an element of S. If, for all  > 0
P {ρ(Xn, a) < } → 1
then Xn converges in probability to a. This is denoted Xn P−→ a
RESULT 1.4.11: Xn converges in probability to a if and only if Xn d−→ a
PROOF: Given Xn converges in probability to a, let G be open and a ∈ G.
For  small enough,
lim inf
n
P {Xn ∈ G} ≥ lim
n
P {ρ(Xn, a) < } = 1 = P {a ∈ G} .
Using Corollary 1.4.9 (iv), Xn d−→ a.
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Now let Xn d−→ a. The set G2 = {x : ρ(x, a) < } is open, so it follows that
lim inf
n
P {Xn ∈ G2} ≥ P {a ∈ G2} = 1.
Therefore it follows that P {ρ(Xn, a) < } → 1.
Let (Xn, Yn) be a random element of S × S and consider the random variable
ρ(Xn, Yn) which takes value ρ(Xn(ω), Yn(ω)) at point ω.
THEOREM 1.4.12: Let (Xn, Yn) be random elements of S × S. If Xn ⇒ X
and ρ(Xn, Yn) d−→ 0, then Yn ⇒ X.
PROOF: Let F = {x : ρ(x, F ) ≤ }. Then either Yn ∈ F and ρ(Xn, Yn) < 
which implies Xn ∈ F , or ρ(Xn, Yn) ≥ 
P {Yn ∈ F} ≤ P {ρ(Xn, Yn) ≥ }+ P {Xn ∈ F} .
As F is closed, using Corollary 1.4.9 (iii)
lim sup
n→∞
P {Yn ∈ F} ≤ lim sup
n→∞
P {Xn ∈ F} ≤ P {X ∈ F} .
If F is closed, then F ↓ F as  ↓ 0. Using Corollary 1.4.9 (iii) again
completes the proof.
COROLLARY 1.4.13: Let (X, Yn) be random elements of S×S. If ρ(X, Yn) d−→
0, then Yn d−→ X.
PROOF: Choose the Xn in Theorem 1.4.12 to be the sequence Xn = X for
all n.
We restrict our attention for the remainder of this subsection to random
variables, where S = R.
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THEOREM 1.4.14: If Xn d−→ X, then E|X| ≤ lim infnE|Xn|
PROOF: By Theorem 1.4.7 |Xn| d−→ |X|. Using Corollary 1.4.9 (v)
P {|Xn| > t} → P {|X| > t}, which is open, so using Corollary 1.4.9 (iv)
and Fatou’s lemma
E|X| =
∫ ∞
0
P {|X| > t} dt
≤
∫ ∞
0
lim inf
n→∞ P {|Xn| > t} dt
≤ lim inf
n→∞
∫ ∞
0
P {|Xn| > t} dt = lim inf
n→∞ E|Xn|
1.4.3 prohorov’s theorem
Let Π be a family of probability measures on (S,S). We extend the definition
of tightness for a probability measure to the family of probability measures in
the following way.
DEFINITION1.4.15: The family Π is tight if, for every  there exists a compact
set K such that P {K} > 1−  for every P in Π.
DEFINITION1.4.16: Π is relatively compact if every sequence of elements of Π
contains a weakly convergent subsequence. This means that for every sequence
{Pn}∞n=1 there exists a subsequence {Pni}∞n=1 and a probability measure Q,
defined on (S,S) but not necessarily an element of Π, such that Pni d−→ Q as
i→∞. We also require that Q {S} = 1, so that probability cannot escape in
the limit.
The reason to introduce relative compactness is that on the space C[0, 1], the
space of continuous functions on the unit interval, relative compactness and
convergence of the finite-dimensional distributions implies weak convergence.
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This idea also extends to other spaces. The idea is then to find a way of
proving relative compactness. This is done by using Prohorov’s theorem.
DEFINITION 1.4.17: A set A is dense in B, if ∀x ∈ B such that x ∈ J for
open J , then J ∩ A 6= ∅. This is equivalent to B ⊆ A−
DEFINITION 1.4.18: The space S is separable if it contains a countable, dense
subset. A subset M of S is separable if there is a countable set D that is dense
in M (M ⊆ D−)
LEMMA 1.4.19: Suppose that the subset M of S is separable. Then there is
a countable class A of open sets with the property that, if x ∈ G ∩M for G
open, then x ⊆ A ⊆ A− ⊆ G for some A ∈ A.
PROOF: Let D be a countable, dense subset of M and take A to be the balls
B(d, r) for d ∈ D and r rational, so A is countable and open. If x ∈ G ∩M
and G is open, choose  so that B(x, ) ⊆ G, which exists as G is open, then
choose d ∈ D so that ρ(x, d) < 2 , which exists as D is dense in D is dense.
Finally choose a rational r so that ρ(x, d) < r < 2 . It immediately follows
that x ⊆ B(d, r) ⊆ B(d, r)− ⊆ B(x, ) ⊆ G
THEOREM 1.4.20 (Prohorov’s Theorem): Let Π be a family of probability
measures. Then
(i) If Π is tight, then Π is relatively compact.
(ii) If Π is relatively compact and S is separable and complete, then Π
is tight.
PROOF:
(i) Let {Pn}∞n=1 be a sequence in the tight family Π. Choose compact
sets Kj so that K1 ⊆ K2 ⊆ K3 · · · and Pj {Kj} > 1− 1
j
. The set
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n⋃
i=1
Ki is separable. Therefore we can construct H consisting of ∅
and finite unions of the sets A− ∩Kj for j ≥ 1 and A ∈ A, the class
of open sets that exist by Lemma 1.4.19. Using the diagonal
method that can be found in Billingsley (1986), there exists a
subsequence
{
Pn(i)
}∞
i=1
for which the limit α(H) = lim
i→∞
Pn(i) {H}
exists for each H in the countable class H. Claim that the
probability measure is P {G} = sup
H⊆G
α(H) for all open sets G. If
such a measure exists then for H ⊆ G it follows that
α(H) ≤ lim inf
i
Pn(i) {G}, which implies that
P {G} ≤ lim inf
i
Pn(i) {G}, so by Theorem 1.4.6 Pn(i) d−→ P. The
remainder of the proof is to show that P is a probability measure. It
follows as Kj has a finite covering of A sets by compactness, that
Kj lies in H. Therefore
1 ≥ P {S} ≥ sup
j
α(Kj) ≥ sup
u
(
1− 1
u
)
= 1.
Some measurability concerns still remain, which are dealt with in
Billingsley (1999).
(ii) Let Gn be open sets increasing to S. First it will be proved that
∀ > 0 there is an n such that P {Gn} > 1−  for all P in Π.
Assume not; then for each n there exists Pn in Π with PnGn ≤ 1− .
As Π is relatively compact, there is a subsequence Pn(i) ⇒ Q for
some probability measure Q. This is impossible as
Q {Gn} ≤ lim inf
i
Pn(i) {Gn} ≤ lim inf
i
Pn(i)
{
Gn(i)
}
≤ 1− 
but Gn ↑ S. From separability there exists a sequence Ak1 , Ak2 , . . .
of open balls of radius 1
k
which cover S. Then there exists an nk
such that for all P in Π, P
 ⋃
i≤nk
Aki
 > 1− 2k as the sequence
Ak1 , Ak2 , . . . covers S. The set A =
⋂
k≥1
⋃
i≤nk
Aki is totally bounded
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and as the space S is complete, the closure of A is compact. Let
K = A. Then P {K} > 1−  for all P in Π.
THEOREM 1.4.21: If the sequence {Pn} is relatively compact and the finite-
dimensional distributions of Pn converge weakly to the finite-dimensional
distributions of P, then Pn n⇒ P
PROOF: Let Api−1t1,...,tk represent the finite-dimensional distributions of some
probability measure A. As {Pn} is relatively compact, each subsequence
{Pm} contains a further subsequence
{
Pm(i)
}
converging weakly to some Q.
From Theorem 1.4.7 it follows that Pm(i)pi−1t1,...,tk ⇒ Qpi−1t1,...,tk and using the
convergence of the finite-dimensional distributions it follows that
Qpi−1t1,...,tk = Ppi
−1
t1,...,tk for all t1, . . . , tk. This implies that Pn ⇒ P
1.4.4 the space c
We now consider the space C[0, 1] (abbreviated to C) with the uniform topology,
with the metric
ρ(x, y) = ‖x− y‖ = sup
0≤t≤1
|x(t)− y(t)|.
Weak convergence does not follow from convergence of finite-dimensional
distributions alone, but weak convergence does follow from relative compactness
and convergence of finite-dimensional distributions. From Prohorov’s theorem
we have the following.
THEOREM 1.4.22: Let Pn, P be probability measures on (C, C). If the finite-
dimensional distributions of Pn converge weakly to the finite-dimensional
distributions of P and if {P}∞n=1 is tight, then Pn ⇒ P.
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PROOF: Follows immediately from Theorem 1.4.20 and Theorem 1.4.21
To use Theorem 1.4.22 in C, we need to understand relative compactness in
C. This is the statement of the Arzela-Ascoli theorem. Before the statement
of the Arzela-Ascoli theorem, the modulus of continuity is defined.
DEFINITION 1.4.23: The modulus of continuity of an arbitrary function x
(not necessarily in C) on [0, 1] is
wx(δ) = sup
|s−t|≤δ
|x(s)− x(t)|, 0 < δ ≤ 1.
THEOREM 1.4.24 (Arzela-Ascoli): The set A in C is relatively compact (each
sequence in A contains a convergent subsequence) iff
sup
x∈A
|x(0)| <∞ (1.9)
and
lim
δ→0
sup
x∈A
wx(δ) = 0. (1.10)
PROOF: Let A be relatively compact. As C is a metric space, this is
equivalent to A− is compact, which implies (1.9). Given fixed δ > 0,
|wx (δ)− wy (δ)| ≤ 2ρ(x, y), so wx(δ) is continuous in x. As wx
( 1
n
)
is
non-increasing in n, Dini’s theorem applies, which states that for functions
that are continuous and monotonically decreasing to 0, the convergence in
uniform on compact sets and (1.10) follows as A− is compact.
Now let A satisfy (1.9) and (1.10). Choose k large enough that sup
x∈A
wx
(1
k
)
is
finite. Using the triangle inequality
|x(t)| ≤ |x(0)|+
k∑
i=1
∣∣∣∣∣x
(
it
k
)
− x
(
(i− 1)t
k
)∣∣∣∣∣
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and it follows that
sup
0≤t≤1
sup
x∈A
|x(t)| <∞. (1.11)
We want to use (1.10) and (1.11) to prove that A is relatively compact. Let
{tk}∞k=1 be an enumeration of the rationals in [0, 1]. Using (1.11) it follows
that {x(tk)}x∈A is bounded for given k, so there exists a subsequence (of a
given sequence of elements in A) {xn1}∞n1=1 ∈ A such that {xn1(t1)}
∞
n1=1
converges. Continuing for t2, t3, ... we find {xn2}∞n2=1 a subsequence of
{xn1}∞n1=1 which converges on for t2 and {xni}
∞
ni=1 a subsequence of{
xni−1
}∞
ni−1=1
which converges on for ti. Therefore the sequence of functions
{xn}∞n=1, where xj is the j-th function of the sequence
{
xnj
}∞
nj=1
, converges
for rational tk ∈ [0, 1]. So there exists an N such that
|xn(tk)− xm(tk)| < 3 for m,n ≥ N
By (1.10), for given  and any t ∈ [0, 1] there exists a tk such that
sup
x∈A
|x(t)− x(tk)| < 3 when |t− tk| < δ. Further for given δ we only need a
finite number of tk, as
∞⋃
k=1
B (tk, δ) form an open cover of [0, 1], so there is a
finite subcover, B (t1′ , δ) , B (t2′ , δ) , . . . , B (tj′ , δ). Therefore for any t ∈ [0, 1]
we have
sup
t∈[0,1]
|xn(t)− xm(t)| ≤ |xn(t)− xn(tk)|+ |xn(tk)− xm(tk)|+ |xm(t)− xm(tk)|
So for m,n greater that some finite N ′
≤ 3 +

3 +

3 = 
So the sequence {xn}∞n=1 Cauchy in C with respect to the uniform metric,
therefore the limit is continuous as C is complete. Therefore A is relatively
compact.
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Now we want to consider probability measures on (C, C).
THEOREM 1.4.25: The sequence of probability measures {Pn} is tight if and
only if the following two conditions hold
(a) For all η > 0, there exists a and N such that
Pn {x : |x(0)| ≥ a} ≤ η, n ≥ N (1.12)
(b) For all η > 0 and  > 0, there exists a 0 < δ < 1 and an N such that
Pn {x : wx(δ) ≥ } ≤ η, n ≥ N (1.13)
(b) is equivalent to
lim
δ→0
lim sup
n→∞
Pn {x : wx(δ) ≥ } = 0
PROOF: Let {Pn} be tight. For given η, there is a compact K such that
Pn {K} > 1− η for all n. By Theorem 1.4.24 for large enough a we have
K ⊆ {x : |x(0)| ≤ a} and for small enough δ we have K ⊆ {x : wx(δ) ≤ }, so
(a) and (b) hold for N = 1.
Let (a) and (b) hold. We want to show that any given probability measure on
C is tight, and then extend this to the sequence of probability measures. Since
C is separable, for each k there is a sequence of open 1
k
balls Ak1, Ak2, . . .
covering C. Choose nk large enough so that P
 ⋃
i≤nk
Aki
 > 1− 2k . As C is
complete, the totally bounded set
⋂
k≥1
⋃
i≤nk
Aki
 has compact closure K,
with P {K} > 1− . Therefore using the necessity of the thoerem, (a) and (b)
hold for each Pn individually. By choosing a to be the maximum of a that
work for the first j elements of {Pn}, and choosing δ to be the mminimum of
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the δ that work for the first j elements of {Pn}, we have that (a) and (b) hold
for finitely many elements of {Pn}, so we may assume that N = 1.
Given η, from (a) we may choose a so that, if B = {x : |x(0)| ≤ a}, then
Pn {B} ≥ 1− η for all n. Similarly, from (b) we may choose δk so that, if
Bk =
{
x : wx(δk) <
1
k
}
, then Pn {Bk} ≥ 1− η2k for all n. Let K be the
closure of A = B ∩
(⋂
k
Bk
)
, then Pn {K} ≥ 1− 2η and from Theorem
1.4.24 it follow that A is relatively compact and K is compact. Therefore
{Pn} is tight.
THEOREM 1.4.26: Let 0 = t0 < t1 < · · · < tv = 1 and
min
1<i<v
(ti − ti−1) ≥ δ (1.14)
Then for arbitrary x,
wx(δ) ≤ 3 max1≤i≤v
(
sup
ti−1≤s≤ti
|x(s)− x(ti)|
)
, (1.15)
and for arbitrary P,
P {x : wx(δ) ≥ 3} ≤
v∑
i=1
P
{
x : sup
ti−1≤s≤ti
|x(s)− x(ti)| ≥ 
}
(1.16)
PROOF: Let m be the maximum in (1.15). If s and t lie in the same interval
[ti−1, ti], then
|x(s)− x(t)| ≤ |x(s)− x(ti−1)|+ |x(t)− x(ti−1)| ≤ 2m.
If s and t lie in adjacent intervals, then
|x(s)− x(t)| ≤ |x(s)− x(ti−1)|+ |x(ti)− x(ti−1)|+ |x(t)− x(ti−1)| ≤ 3m.
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Therefore (1.15) holds. Therefore
P {x : wx(δ) ≥ 3} ≤ P
{
x : 3 max
1≤i≤v
(
sup
ti−1≤s≤ti
|x(s)− x(ti)|
)
≥ 3
}
≤
v∑
i=1
P
{
x : sup
ti−1≤s≤ti
|x(s)− x(ti)| ≥ 
}
1.4.5 construction of the weiner measure
We want to prove that the partial sum process weakly converges to Brownian
motion. The first step is to prove the existence of the limiting process, while
the second is to prove that this is indeed the correct limiting process. The ideas
used in this section can then be generalised to empirical processes, defined
on a suitable space to be discussed in the next subsection. This subsection
follows Billingsley (1999).
DEFINITION 1.4.27: The Wiener measure, W, is a probability measure on
(C, C) that satisfies the following:
(i) Each xt is normally distributed under W with mean 0 and variance t
W {xt ≤ a} = 1√2pit
∫ α
−∞
exp
(
−u
2
2t
)
du
with W {xt = 0} = 1
(ii) The stochastic process {xt : 0 ≤ t ≤ 1} has independent increments
under W
The Wiener measure is the measure associated with Brownian motion. What
we want to do is prove the existence on (C, C) of a probability measure having
a specified finite-dimensional distribution.
74 general theory of empirical processes
DEFINITION1.4.28: Given a sequence ξ1, ξ2, . . . of independent and identically
distributed random variables on some probability space having mean 0 and
finite, positive variance σ2. Let Sn =
n∑
i=1
ξi, with S0 = 0, and let Xn(ω) be an
element of C defined by
Xnt (ω) =
1
σ
√
n
Sbntc(ω) + (nt− bntc) 1
σ
√
n
ξbntc+1(ω)
Xn(ω) is the linear interpolation between the values Xni
n
(ω) = 1
σ
√
n
Si(ω)
defined by the partial sums Si : i = 1, 2, . . . , n.
THEOREM 1.4.29: There exists on (C, C) a probability measure W having
the finite-dimensional distribution specified by
W
{
xti − xti−1 ≤ αi : i = 1, . . . , k
}
=
k∏
i=1
1√
2pi(ti − ti−1)
∫ αi
−∞
exp
(
− u
2
2(ti − ti−1)
)
du
PROOF: The first step is to show that the finite-dimensional distributions of
Xn converge to the finite-dimensional distributions of W. Using Chebyshev’s
inequality (nt− bntc) 1
σ
√
n
ξbntc+1(ω) d−→ 0 as n→∞, and by the central limit
theorem 1
σ
√
n
Sbntc(ω)⇒
√
tN , where N is the standard normal distribution.
Using Theorem 1.4.12 Xnt
d−→ √tN . The same argument applied to the
differences show that (Xnt1 , Xnt2 −Xnt1 , . . . , Xntk −Xntk−1) converge to
(N1, N2, . . . , Nk) with Ni having variance ti − ti−1. Letting Pn be the
distribution on C of Xn, for each t1, . . . , tk we have Pnpit1,...,tk ⇒Wpit1,...,tk , so
the finite-dimensional distributions converge.
The second step is to show that Xn is tight, which implies that Xn is
relatively compact, so Pn d−→W. We will show that
lim
λ→0
lim sup
n→∞
λ2P
{
max
k≤n
|Sk| ≥ λσ
√
n
}
= 0 (1.17)
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implies that Xn is tight. Using Theorem 1.4.25, we see condition (a) is
satisfied as Xn0 = 0 for all n. For condition (b) we show that, for  > 0
lim
δ→0
lim sup
n→∞
P {w(Xn, δ) ≥ } = 0.
Using Theorem 1.4.26, if Equation (1.14) holds, then
P {w(Xn, δ) ≥ 3} ≤
v∑
i=1
P
{
sup
ti−1≤s≤ti
|Xns −Xnt | ≥ 
}
(1.18)
Choosing ti =
mi
n
for integer mi satisfying 0 = m0 < m1 < · · · < mv = n
allows us to evaluate the supremum in 1.18 as a maximum over the carefully
chosen ti:
P {w(Xn, δ) ≥ 3} ≤
v∑
i=1
P
{
max
mi−1≤k≤mi
|Sk − Smi−1 |
σ
√
n
≥ 
}
=
v∑
i=1
P
{
max
k≤mi−mi−1
|Sk| ≥ σ
√
n
}
(By independence)
We want to further modify our choice of mi by letting mi = im for some
integer m, where m is a function of n and δ. Choose m as mdnδe for i < v
and choose v = d n
m
e, then
mv −mv−1 ≤ m, v = d n
m
e n−→ 1
δ
<
2
δ
,
n
m
n−→ 1
δ
>
1
2δ
so for large n
P {w(Xn, δ) ≥ 3} ≤ vP
{
max
k≤m
|Sk| ≥ σ
√
n
}
≤ 2
δ
P
{
max
k≤m
|Sk| ≥ σ
√
m√
2δ
}
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Let λ = √
2δ
, so λ→∞ as δ → 0
≤ 4λ
2
2
P
{
max
k≤m
|Sk| ≥ λσm
}
Using (1.17), for given  > 0 and η > 0, there exists a λ such that
4λ2
2
lim sup
m→∞
P
{
max
k≤m
|Sk| ≥ λσm
}
< η
Letting m→∞ implies n→∞ and letting λ→∞ implies δ → 0 therefore
lim
δ→0
lim sup
n→∞
P {w(Xn, δ) ≥ } = lim
λ→0
lim sup
n→∞
λ2P
{
max
k≤n
|Sk| ≥ λσ
√
n
}
= 0
The last step is to show that (1.17) holds. Using Etemadi’s inequality implies
that
P
{
max
u≤m
|Su| ≥ α
}
≤ 3 max
u≤m
P
{
|Su| ≥ α3
}
so (1.17) holds if
lim
λ→0
lim sup
n→∞
λ2 max
k≤n
P
{
|Sk| ≥ λσ
√
n
}
= 0.
To prove existence we may use whatever sequence of ξi we choose, so choose
ξi to be independent standard normal distributions. This means
Sk√
k
also has
a normal distribution and as
P {|N | ≥ λ} < E [N
4]
λ4
= 3
λ4
we have
P
{
|Sk| ≥ λσ
√
n
}
= P
{√
k|N | ≥ λσ√n
}
<
3
λ4σ4
which implies (1.17), which implies that Xn is tight, so using Theorem
1.4.22, we have proved the existence of the Wiener measure.
We have shown that for ξi standard normal that the Wiener measure exists,
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but it is well-known that Xn converges to a Wiener measure for any sequence
of independent and identically distributed ξi with mean 0 and finite, positive
variance σ2. This is the statement of Donsker’s theorem, which is proved
below.
THEOREM 1.4.30 (Donsker’s Theorem): If ξ1, ξ2, . . . are independent and
identically distributed with mean 0 and finite, positive variance σ2, then if Pn
is the probability measure associated with Xn, then Pn d−→W
PROOF: Following from the proof of Theorem 1.4.29 all that remains is to
show that
lim
λ→0
lim sup
n→∞
λ2 max
k≤n
P
{
|Sk| ≥ λσ
√
n
}
= 0 (1.19)
for ξ1, ξ2, . . . not necessarily standard normal. Using the central limit theorem,
if kλ is large enough, then for kλ ≤ k ≤ n then
P
{
|Sk| ≥ λσ
√
n
}
≤ P
{
|Sk| ≥ λσ
√
k
}
<
3
λ4
For k < kλ we can use Chebyshev’s inequality to get
P
{
|Sk| ≥ λσ
√
n
}
≤ kλσ
2
λ2σ2n
= kλ
λ2n
Therefore the maximum in (1.19) is bounded by
( 3
λ4
)
∨
(
kλ
λ2n
)
1.4.6 central limit theorem for empirical processes
We begin by outlining the central limit theorem for empirical processes in R.
LEMMA 1.4.31: For r = 1, 2, . . . and any choice of 0 ≤ t1 < t2 < · · · < tr ≤ 1,
〈Un(t1),Un(t2), . . . ,Un(tr)〉 d−→ 〈U(t1),U(t2), . . . ,U(tr)〉
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PROOF:
E [U(tj)U(tk)] =
1
n
E
[(
n∑
i=1
(
I{0,tj}(Xi)− tj
))( n∑
i=1
(
I{0,tj}(Xi)− tj
))]
= 1
n
∑∑
i 6=l
E
[
I{0,tj}(Xi)− tj
]
E
[
I{0,tk}(Xl)− tk
]
+ 1
n
n∑
i=1
E
[(
I{0,tj}(Xi)− tj
) (
I{0,tj}(Xi)− tj
)]
= E
[(
I{0,tj}(X1)− tj
) (
I{0,tj}(X1)− tj
)]
= tj ∧ tk − tjtk
Therefore the covariance matrices of Un and U are the same, so using the
multivariate central limit theorem it follows
〈Un(t1),Un(t2), . . . ,Un(tr)〉 d−→ 〈U(t1),U(t2), . . . ,U(tr)〉
To show weak convergence of the uniform empirical process to Brownian
bridge requires an extension to the theory developed so far in this section.
The empirical process Un(t) is not continuous, so we cannot apply the theory
of the space C to establish weak convergence. Following Billingsley (1999)
we define the space D and a metric for D.
DEFINITION 1.4.32: Let D = D[0, 1] be the space of real functions x on [0, 1]
that are right-continuous and have left-hand limits:
(i) For 0 ≤ t < 1, x(t+) = lim
s↓t
x(s) exists and x(t+) = x(t).
(ii) For 0 < t ≤ 1, x(t−) = lim
s↓t
x(s).
Functions satisfying (i) and (ii) are called cadlag functions.
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DEFINITION 1.4.33: Let Λ denote the class of strictly increasing, continuous
mappings [0, 1] 7→ [0, 1]. If λ ∈ Λ, then λ(0) = 0 and λ(1) = 1. Let
‖x‖ = sup
t
|x(t)| (which is bounded ∀x ∈ D) and let I be the indentity map
on [0, 1], then
d(x, y) = inf
λ∈Λ
{‖λ− I‖ ∨ ‖x− y(λ)‖}
This metric defines the Skohorod topology, and we state that under this metric
the space D is separable and there exists an equivalent metric under which D
is complete. The proof of the following theorem is modified from Einmahl
(1993).
THEOREM1.4.34: In the space D, Un d−→ U in D, where U is Brownian bridge.
PROOF: For each m ∈ N, define Am : D 7→ D by
(Am(x))(t) =
 x
(
j − 1
m
)
,
j − 1
m
≤ t < j
m
j = 1, . . . ,m
x(1), t = 1

Choose f ∈ C∗d(D), the real-valued functions on D that are bounded,
uniformly continuous with respect to d and measurable. Then
0 ≤ ‖f‖D ≤ C <∞ 0 ≤ δf () = sup
d(x,y)<
|f(x)− f(y)| <∞
On {d(Un, Am(Un)) < } |f(Un)− f(Am ((Un))| ≤ δd()
On {d(Un, Am(Un)) ≥ } |f(Un)− f(Am ((Un))| ≤ 2C
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with the same inequalities holding for U. It follows that
|E [f(Un)]− E [f(U)]|
≤ |E [f(Un)]− E [f(Am(Un))]|+ |E [f(Am(Un))]− E [f(Am(U))]|
+ |E [f(Am(U))]− E [f(U)]|
≤ δd() + 2CP {d(Un, Am(Un)) ≥ }+ |E [f(Am(Un))]− E [f(Am(U))]|
+ δd() + 2CP {d(U, Am(U)) ≥ }
Letting ωn(ι) be the modulus of continuity for the uniform empirical process
at stage n, d(Un, Am(Un)) ≤ ωn
( 1
m
)
. For 0 <  ≤ 12 , using Theorem 1.1.29
P {d(Un, Am(Un)) ≥ } ≤ P
{
ωn
( 1
m
)
≥ 
}
≤ C ′m exp
(−(1− )2m
2 ψ
(
m√
n
))
Therefore, using Definition 1.1.23,
lim sup
n→∞
P {d(Un, Am(Un)) ≥ } ≤ C ′m exp
(1
2(1− )
2m
)
→ 0
as m→∞. As the sample paths of U are uniformly continuous on [0, 1], we
have d(U, Am(U))→ 0 almost surely as m→∞. Therefore, for all  > 0,
P {d(U, Am(U)) ≥ } → 0
as m→∞.
Finally from Lemma 1.4.31 it follows that E [f(Am(Un))] = E [f(Am(U))],
therefore E [f(Un)]→ E [f(U)] and by Corollary 1.4.9, Un d−→ U.
The previous theorem can also be proved by similar ideas used for proving
Donsker’s theorem in C, by first deriving a theorem which generalises Arzela-
Ascoli to D, then deriving a probabilistic equuivalent and showing that the
uniform empirical process satisfies these conditions. This approach is taken in
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Billingsley (1999)
For the remaider of this subsection we are considering the F -indexed empirical
process Gn introduced in Section 1.1.3. The remainder of this sections
outlines extensions to the function parametric empirical process following
van der Vaart & Wellner (1996). Let f ∈ F , then we consider the map
f 7→ Gnf =
√
n(Pn − P)f = 1√
n
n∑
i=1
(
f(Xi)−
∫
fdP
)
. (1.20)
For a given f ∈ F it follows from the central limit theorem, if Pf 2 <∞
Gnf
d−→ N
(
0,P (f − Pf)2
)
The aim is to make this statement uniform over F , that is,
‖Gn −G‖F = sup
f∈F
|(Gn −G)f | → 0
whereG is an appropriate limiting process. It is assumed that sup
f∈F
|f(x)−Pf | <
∞ for all x, which implies that ‖Gn‖F < ∞, so Gn is a bounded functional
on the space F .
DEFINITION 1.4.35: Let T be a metric space. Then l∞(T ) is defined to
be the set of all uniformly bounded real functions on T . So for f ∈ l∞(T ),
sup
t∈T
|f(t)| <∞
This means that the empirical process {Gnf : f ∈ F} is an element of l∞(F).
We consider the nature of the limit distribution G by first considering the
marginal distributions. Let f1, f2, . . . , fk ∈ F be any finite set of functions.
If f1, f2, . . . , fk are square integrable, then it follows from the multivariate
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central limit theorem that
(Gnf1,Gnf2, . . . ,Gnfk) d−→ N(0,Σ)
where
Σ =

P (f1 − Pf1)2 Pf1f2 − Pf1Pf2 · · · Pf1fk − Pf1Pfk
Pf1f2 − Pf1Pf2 P (f2 − Pf2)2 · · · Pf2fk − Pf2Pfk
... ... . . . ...
Pf1fk − Pf1Pfk Pf2fk − Pf2Pfk · · · P (fk − Pfk)2

At this stage if a limit process exists, then {Gf : f ∈ F} must be a zero-mean
Gaussian process with covariance
E [Gf1Gf2] = Pf1f2 − Pf1Pf2,
which is the P-Brownian bridge. This requires tightness to establish Gn d−→ G
in l∞(F), and such a class F for which this convergence is true is called a
Donsker class.
Sufficient conditions for a class to be Donsker depend on the entropy numbers
of the class, introduced in Section 1.1.3. A finite class of square integrable
functions is always Donsker, while the class of all square integrable, uniformly
bounded functions is almost never Donsker. It is shown in van der Vaart
& Wellner (1996) that
∫ ∞
0
√
logN[](,F , L2(P))d <∞
is a sufficient condition for a class F to be P-Donsker. To arrive at this requires
an extension of the theory of weak convergence outlined so far ot the space
l∞(F).
We would like to use the theory which has been developed so far, but an
element of l∞ is not necessarily continuous, so we cannot use the Arzela-Ascoli
theorem used in C. However we know that Prohorov’s theorem still applies, so
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the idea is to characterise tightness in l∞ in a similar way to the Arzela-Ascoli
theorem. This is the idea of asymptotic equicontinuity. The condition which
ensures asymptotic equicontinuity for Gn is, for every  > 0,
lim
δ↓0
lim sup
n→∞
P
{
sup
ρP(f−g)<δ
|Gn(f − g)| > 
}
= 0
where ρP(f) =
(
P (f − Pf)2
) 1
2 is a seminorm.
Notice the similarity between the definition of asymptotic equicontinuity and
condition (b) of Theorem 1.4.25. This leads to the following theorem:
THEOREM 1.4.36: A class F is Donsker if and only if F is totally bounded
in L2(P) and is asymptotically equicontinuous.
PROOF: Can be found in, for example, van der Vaart & Wellner
(1996).
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Collection of Research Problems
2.1 FOURIER ANALYSIS OF MIXTURES
2.1.1 characteristic functions
DEFINITION 2.1.1: Let X be a random variable with distribution function F .
The characteristic function of X (or F ) is the function ψ defined for real t by
ψ(t) = E [exp(itX)] =
∫ ∞
−∞
eitxdF (x)
It can equivalently be defined as
ψ(t) = u(t) + iv(t)
where
u(t) =
∫ ∞
−∞
cos(tx)dF (x) v(t) =
∫ ∞
−∞
sin(tx)dF (x)
For distributions F with a density f this is
ψ(t) =
∫ ∞
−∞
eitxf(x)dx
LEMMA 2.1.2: Let ψ(t) be the characteristic function of the random variable
X with distribution F . Then
1. ψ(t) is uniformly continuous
2. For constants a, b, aX + b has the characteristic function
E [exp(it(aX + b))] = eibtψ(at)
PROOF:
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1. It is useful to note that |eitx| = 1, where |(.)| denotes the complex
modulus. Therefore
∣∣∣eit(x+h) − eitx∣∣∣ ≤ ∣∣∣eitx∣∣∣ ∣∣∣eith − 1∣∣∣
=
∣∣∣eith − 1∣∣∣
=
∣∣∣∣∣ith+ (ith)22! + . . .
∣∣∣∣∣ = (ht)2 + o(h3)
So for h sufficiently small this tends to 0. Therefore ψ(t) is uniformly
continuous.
2.
E [exp(it(aX + b))] = eibtE [exp(it(aX))] = eibtE [exp(i(at)X)] = eibtψ(at)
LEMMA 2.1.3: Let X1 and X2 be independent random varaibles. Then
E [exp (it (X1 +X2))] = ψX1(t)ψX2(t)
where ψXi(t) represents the characteristic function of the random variable Xi.
PROOF:
E [exp (it (X1 +X2))] = E [exp (itX1) exp (itX2)]
= E [exp (itX1)]E [exp (itX2)] (By independence)
= ψX1(t)ψX2(t)
COROLLARY 2.1.4: 1. Let X1, X2, . . . , Xn be a finite sequence of inde-
pendent random variables, with distribution functions F1, F2, . . . , Fn
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respectively. Then if
U =
n∑
i=1
Xi
the characteristic function of U is
E [exp (itU)] =
n∏
i=1
ψXi(t)
2. A characteristic function is real iff X is symmetric.
PROOF:
1. The result follows directly Lemma 2.1.3.
2. Assuming that the characteristic function uniquely defines a
distribution function
ψ(t) ∈ R⇔ ψ(t) = ψ(t)⇔ ψX(t) = ψ−X(t)
Therefore a characteristic function is real iff X is symmetric.
EXAMPLE: Let X be the standard normal distribution, with density
f(x) = 1√
2pi
exp(−x
2
2 ) −∞ < x <∞
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The characteristic function can be obtained by
E [exp (itX)] =
∫ ∞
−∞
exp (itx) 1√
2pi
exp
(−x2
2
)
dx
= exp
(−t2
2
)∫ ∞
−∞
1√
2pi
exp
(−(x− it)2
2
)
dx
= exp
(−t2
2
)∫ ∞
−∞
1√
2pi
exp
(−(y)2
2
)
dy (Let y = x− it)
= exp
(−t2
2
)
(As the above integral is the normal density over R)
EXAMPLE: Let X be the uniform distribution on (a, b) for a < b, with density
f(x) =

1
b− a a<x<b
0 otherwise
The characteristic function is
E [exp (itX)] =
∫ b
a
exp (itx) 1
b− adx
= 1
it(b− a) exp (itx)|
b
a
= exp (itb)− exp (ita)
it(b− a)
THEOREM 2.1.5: Let ψ be the characteristic function of the distribution F
and suppose that ψ ∈ L. Then f has bounded continuous density f given by
f(x) = 12pi
∫ ∞
−∞
e−itxψ(t)dt
PROOF:
e−itxψ(t) =
∫ ∞
−∞
eit(y−x)dF (y)
⇒
∫ ∞
−∞
e−itxψ(t)dG(t) =
∫ ∞
−∞
∫ ∞
−∞
eit(y−x)dF (y)dG(t)
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Reversing the order of integration and letting γ(t) denote the characteristic
function of G
=
∫ ∞
−∞
γ(y − x)dF (y)
Define a function
N(x) = 1√
2pi
exp
(−x2
2
)
and let G be the normal distribution with variance a−2. This implies that
g(x) = aN(ax) and γ(x) =
√
2piN
(
x
a
)
⇒
∫ ∞
−∞
e−itxψ(t)g(t)dt =
∫ ∞
−∞
√
2piN
(
y − x
a
)
⇒ 12pi
∫ ∞
−∞
e−itxψ(t) exp
(
−a
2t2
2
)
dt =
∫ ∞
−∞
1
a
N
(
x− t
a
)
dF (y)
The right hand side of the above expression is the convolution of F with a
normal distribution with mean 0 and variance a2. Therefore
f(x) = lim
a↓0
{∫ ∞
−∞
1
a
N
(
x− t
a
)
dF (x)
}
On the other hand, taking the limit of the left hand side gives
lim
a↓0
{ 1
2pi
∫ ∞
−∞
e−itxψ(t)e−a
2t2
2 dt
}
= 12pi
∫ ∞
−∞
eitxψ(t)dt
Therefore
f(x) = 12pi
∫ ∞
−∞
eitxψ(t)dt
THEOREM 2.1.6: Let X be a random variable with distribution function F
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and characteristic function ψ(t). For a < b
F (b)− F (a) = 12pi
∫ ∞
−∞
ψ(t)e
−iat − e−ibt
it
dt
PROOF: Consider the convolution of F with a uniform random variable U
distributed over the interval (−b,−a), which is independent of X. Let g
denote the density of this convolution. By conditioning on the value of X it is
seen that
g(x) =
∫ x+b
x+a
1
b− adF (x) =
F (x+ b)− F (x+ a)
b− a
Let χ(t) be the characteristic function of G. As U is independent of X,
χ(t) = ψ(t)
(∫ −a
−b
eitx
b− adx
)
= ψ(t)e
−iat − e−ibt
it(b− a)
Using Theorem 2.1.5 we know that
g(x) = 12pi
∫ ∞
−∞
χ(t)e−itxdt
Therefore
F (x+ b)− F (x+ a)
b− a = g(x)
= 12pi
∫ ∞
−∞
χ(t)e−itxdt
= 12pi
∫ ∞
−∞
ψ(t)e
−iat − e−ibt
it(b− a) e
−itxdt
Let x = 0 and cancel the (b− a)−1 term on each side to get
F (b)− F (a) = 12pi
∫ ∞
−∞
ψ(t)e
−iat − e−ibt
it
dt
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2.1.2 mixtures
DEFINITION 2.1.7: Let F1, F2, . . . be probability distributions with charac-
teristic functions ψ1(t), ψ2(t), . . . , ψn(t). If pi ≥ 0 and
n∑
i=1
pi = 1, then the
mixture is defined as
U =
n∑
i=1
piFi
LEMMA 2.1.8: The mixture is a probability distribution with characteristic
function
ψU(t) =
n∑
i=1
piψFi(t)
PROOF:
E [exp (itx)] =
∫ ∞
−∞
exp (itx) dU(x)
=
∫ ∞
−∞
exp (itx)
(
n∑
i=1
pidFi(x)
)
=
n∑
i=1
pi
(∫ ∞
−∞
exp (itx) dFi(x)
)
=
n∑
i=1
piψFi(t)
Let t = 0 and ψU (0) = 1, which implies that the mixture is a valid probability
distribution.
This leads to an interesting problem. Given a mixture of normal distributions
with parameters µi and σ2i , if the characteristic function of the mixture was
divided by a factor of exp
(
−σ
2
0
2
)
, where σ20 < mini=1,...,n
{
σ2i
}
, can we ‘remove
the background noise’ to find the means of the underlying distributions. This
corresponds to removing a normal component of mean 0 and variance σ20 from
each of the components of the mixture.
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This was implemented using numerical methods to construct the character-
istic function and the inverse of the characteristic function after division by
exp
(
−σ
2
0
2
)
. As the characteristic function is a complex integral, it was eval-
uated by approximating the real integral and imaginary integral seperately.
Let ∆ = bx − ax
n
, where [ax, bx] is the interval over the real axis for which
the mixture distribution (X) is going to be numerically approximated. Let
ax = x0, xk = xk−1 + ∆ for k = 1, . . . , n. Then∫ ∞
−∞
exp (itx) dF (x) =
∫ ∞
−∞
cos (tx) dF (x) + i
∫ ∞
−∞
sin (tx) dF (x)
So we approximate as folllows
∫ ∞
−∞
cos (tx) dF (x) ≈
n∑
i=0
cos(txi)f(xi)∆∫ ∞
−∞
sin (tx) dF (x) ≈
n∑
i=0
sin(txi)f(xi)∆
where f(x) is the density of the mixture. This gives an expression for the
real and imaginary parts of the characteristic function as a function of t, so
we must also evaluate these expressions over a set of values for t. Let [at, bt]
be the interval where the characteristic function is going to be numerically
evaluated on. Then ∆t =
bt − at
n
and at = t0, tk = tk−1 + ∆t for k = 1, . . . , n.
So this sum is evaluated over the set of values for ti.
After this has been done, every value of the characteristic function is divided
by exp
(
−σ
2
0t
2
2
)
. Because this is very large (for |t| ≥ 3) and the error involved
in numerically evaluating the integrals is significant when multiplying by such
a large value, the characteristic function needs to be smoothed by saying any
real or imaginary part with modulus <  is now = 0 , for  sensible compared
to the value of σ20. This is a sensible procedure as the error in evaluating the
integral for the characteristic function is about 10−17, so removing these terms
is necessary when t ≥ 3. As we know that the density is a function in R, we
may simplify the inversion formula in Theorem 2.1.5 and approximate the
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inversion by
f ′(x) ≈ 12pi
n∑
i=1
(cos(tix)R(ψ(ti))∆t + sin(tix)I(ψ(ti))∆t)
where R() is the real part and I() is the imaginary part. Results are provided
in the figures at the end of this section.
The last mixture distribution considered in this talk is the mixture of Cauchy
random variables. Consider the artificial example of a number of light sources
placed a given perpendicular distance from a screen. If a light is randomly
chosen and then emits a light ray at a uniformly generated angle (on (−pi, pi)),
then the resulting positions where the light rays hit the screen will have a
distribution which is a mixture of Cauchy distributions. The modifications to
the previous method that are needed to deal with the Cauchy distribution are
to used the Cauchy distribution function instead of the normal and to multiply
by exp(γ|t|) instead of exp
(
σ2t2
2
)
, the characteristic function of the Cauchy
distribution with scale parameter γ (the characteristic function of the Cauchy
distribution with location parameter µ and scale parameter γ is exp(iµt−γ|t|),
so the division of a central Cauchy distribution with parameter γ′ < γ will give
a Cauchy distribution with a reduced scale parameter). Results are provided
in the figures at the end of this section.
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Figure 2.1: Mixture of normal densities with µ1 = −1.5, µ2 = 0, µ3 = 1.5 and
σ2i = 1.
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Figure 2.2: Mixture of normal distributions with µ1 = −1.5, µ2 = 0, µ3 = 1.5
and σ2i = 1.
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Figure 2.3: Mixture of normal densities with µ1 = −2, µ2 = −1, µ3 = 1,
µ4 = 2 and σ2i = 1.
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Figure 2.4: Mixture of normal distributions with µ1 = −2, µ2 = −1, µ3 = 1,
µ4 = 2 and σ2i = 1.
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Figure 2.5: Mixture of Cauchy densities with scale parameter = 1 for all
components and shift paramters µ = (−1, 0, 1)
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2.2 RESEARCH PROBLEM
The main reference for this section is Hognas (1986), with other background
references being Pflug (1991) and O’Brien (1972). Consider a sequence
defined by
Xn+1 = f(Xn) + ξn+1
where ξi are independent and identically distributed with the standard normal
distribution. If f(x) = ax for |a| < 1 constant, thenX∞ has a limit distribution
of N
(
0, 11− a2
)
. The problem posed by Goran Hognas is:
Given an arbitrary function f(x) that lies between two linear
functions f1(x) = ax and f2(x) = bx, for all x, with 0 < a < b < 1,
does the limit distribution lie between the limit distributions of
the sequences generated by f1(x) and f2(x)?
The first function considered is
f(x) = a+ b2 x+
b− a
2 x sin(x)
The distribution function was constructed by first constructing the empirical
distribution function from a generated data set of 100,000 observations of this
process. The results for b = 0.75 and a = 0.25 are given in Figure 2.6. This
answers the problem in the negative. Another choice of function is
f(x) = a+ b2 x+
b− a
2 x sin(4x)
100 collection of research problems
−4 −2 0 2 4
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Empirical distribution function Sample Size=100000
x
F(
x)
Figure 2.6: The blue lines indicate the limit distributions of the linear
functions ax and bx. The black line is the numerical estimate of the limit
distribution using f(x) = a+ b2 x+
b− a
2 x sin(x)
with a = 0.75 and b = 0.25, which leads to the results in Figure 2.7. The
final choice of function considered here is
f(x) = a+ b2 x+
b− a
2 x cos(x)
with a = 0.75 and b = 0.25, which leads to the results in Figure 2.8.
These results show that general functions within the boundary of the linear
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Figure 2.7: The blue lines indicate the limit distributions of the linear
functions ax and bx. The black line is the numerical estimate of the limit
distribution using f(x) = a+ b2 x+
b− a
2 x sin(4x)
functions ax and bx do not necessarily lead to a limit distribution between the
limit distributions of the linear functions, however some non-linear functions
could lead to limit functions between the limit distributions of the linear
functions. Therefore, the actual behaviour of the function f changes the limit
distribution. The current conjecture is that for functions f , if we consider
f ′(x) = f(x)− a+ b2 x, if f
′(x) is odd, then the limit distribution will lie within
the limit distribution of the linear functions.
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Figure 2.8: The blue lines indicate the limit distributions of the linear
functions ax and bx. The black line is the numerical estimate of the limit
distribution using f(x) = a+ b2 x+
b− a
2 x cos(x)
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2.3 NEW APPROACH TO TESTING REGRESSION
The reference for this section is Khmaladze & Koul (2004). The aim
of this section is to introduce a way of testing regression problems based on
transformations of the errors process.
We are assuming that
Yi = m(Xi; θ) + i
where m(Xi; θ) is the regression function and i are independent and identically
distributed, with mean 0 and variance σ2. If they do not have mean 0, then we
can add the bias of the error terms into the regression function and consider
the new error terms which have mean 0. If we have chosen m(Xi; θ) correctly,
then we can consider the partial sum process
Wn(t) =
1√
n
∑
i≤nt
i 0 ≤ t ≤ 1
which, as n→∞, has independent increments, mean 0 and variance tσ2. By
the central limit theorem the distribution for a given t is Gaussian, so the
limit is Brownian motion. Now consider estimating θ using Least-Squares. If
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m(Xi; θ) is differentiable in θ then
min
θ
n∑
i=1
2i = min
θ
n∑
i=1
(Yi −m(Xi; θ))2
= ∂
∂θ
n∑
i=1
(Yi −m(Xi; θ))2
=
n∑
i=1
∂
∂θ
(Yi −m(Xi; θ))2
= −2
n∑
i=1
(Yi −m(Xi; θ))m′(Xi; θ) = 0 (2.1)
Letting θˆ be the solution of (2.1), we can consider the partial sum process of
the errors ˆi under θˆ,
Ŵn(t) =
1√
n
∑
i≤nt
(
Yi −m(Xi; θˆ)
)
= 1√
n
∑
i≤nt
ˆi 0 ≤ t ≤ 1.
We cannot apply the same logic to deduce that Wˆn(t) has a Brownian motion
limit because the Least-Squares condition means that the errors are no longer
independent. It follows from the Least-Squares condition that
∫ 1
0
m′(Xnt; θˆ)dWˆn(t) =
1√
n
n∑
k=1
m′(Xk; θˆ)ˆk = 0
As an example
H0 : Yi = a+ i
for constant a, then the Least-Squares estimator of a is Y¯ = 1
n
n∑
i=1
Yi, and it
follows from (2.1) that Ŵn(1) = 0, as
∫ 1
0
m′(Xnt; θˆ)dŴn(t) =
1√
n
n∑
k=1
ˆk = 0.
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This suggests that Ŵn(t)→ V, where V is Brownian bridge, which is actually
the case.
We want to modify ˆi = Yi − Y¯ in such a way that the partial sum process of
the modified summands converges to Brownian motion. Consider the filtration
H = {Hi}, where each Hi is the σ-algebra generated by Y1, Y2, . . . , Yi, Y¯ .
E [Yi|Hi−1] = E
Yi
∣∣∣∣∣∣
n∑
j=i
Yj

This conditional expectation may be difficult to calculate, but we can consider
a regression of Yi on
n∑
j=i
Yj, with ξi = Yi − γ
n∑
j=i
Yj for regression parameter γ.
The Least-Squares estimator of γ is
E
Yi − γ n∑
j=i
Yj
 n∑
j=i
Yj
 = 0
⇒ E
Y 2i − γ n∑
j=i
Y 2j
 = 0
⇒ σ2 = (n− i+ 1)γσ2
⇒ γ = 1
n− i+ 1
Letting ξi = (Yi − Y¯ )− 1
n− i+ 1
n∑
j=i
(Yj − Y¯ ) = Yi − 1
n− i+ 1
n∑
j=i
Yj, we find
that for i < j, and assuming, without loss of generality, that E [Yi] = 0
E [ξiξj] = E
YiYj − Yi
n− j + 1
n∑
l=j
Yl − Yj
n− i+ 1
n∑
k=i
Yk
+
(
1
n− i+ 1
n∑
k=i
Yk
) 1
n− j + 1
n∑
l=j
Yl

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As Yi and Yj are independent with mean 0 it follows that
E [ξiξj] = 0− 0− σ
2
n− i+ 1 +
1
n− i+ 1
1
n− j + 1(n− j + 1)σ
2 = 0
We can also calculate the variance of ξi as
E
[
ξ2i
]
= E
Y 2i − 2Yi 1n− i+ 1
n∑
j=i
Yj +
( 1
n− i+ 1
)2 n∑
j=i
Yj
2

= σ2 − 2 1
n− i+ 1σ
2 +
( 1
n− i+ 1
)2
(n− i+ 1)σ2
= σ2
(
1− 1
n− i+ 1
)
Therefore the partial sum process
W˜n(t) =
1√
n
∑
i≤nt
ξi
is a sum of uncorrelated summands. It is also a martingale with respect to H.
Using martingale limit theory it is possible to show that W˜n(t) converges to
Brownian motion.
We can also reconstruct the original errors ˆi from ξi. With ξi = Yi −
1
n− i+ 1
n∑
j=i
Yj, we find that ξ1 = ˆ1,
ˆk = ξk −
k−1∑
j=1
(
1
n− j ξj
)
k = 2, , . . . , n− 1
and finally ˆn = −
n−1∑
j=1
ˆj.
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For the second example we will consider linear regression
Yi = a+ b(Xi − X¯) + i
for i independent and identically distributed. The Least-Squares estimators a
and b must satisfy
∂
∂a
n∑
i=1
(
Yi − a− b(Xi − X¯)
)2
= −
n∑
i=1
(
Yi − a− b(Xi − X¯)
)
= 0 (2.2)
∂
∂b
n∑
i=1
(
Yi − a− b(Xi − X¯)
)2
= −
n∑
i=1
(
Yi − a− b(Xi − X¯)
)
(Xi − X¯) = 0
(2.3)
From (2.2) it follows that
a = 1
n
n∑
i=1
Yi − b
n
n∑
i=1
(Xi − X¯) = Y¯
and from (2.3), substituting a = Y¯
n∑
i=1
(Xi − X¯)(Yi − Y¯ ) = b
n∑
i=1
(Xi − X¯)2 ⇒ b =
n∑
i=1
(Xi − X¯)(Yi − Y¯ )
n∑
i=1
(Xi − X¯)2
Therefore
Yi = Y¯ +
n∑
i=1
(Xi − X¯)(Yi − Y¯ )
n∑
i=1
(Xi − X¯)2
(Xi − X¯) + ˆi
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In this case, the limit of the partial sum process is subject to the conditions
∫ 1
0
dŴn(t) =
1√
n
n∑
k=1
ˆk = 0 (2.4)
∫ 1
0
(Xt − X¯)dŴn(t) = 1√
n
n∑
k=1
(Xk − X¯)ˆk = 0 (2.5)
so the limit is Brownian bridge subject to the extra condition (2.5). We want
to modify the partial sum process so that the modified summands ξi are
uncorrelated. As we have added a new variable to the regression function, we
have a new filtration H = {Hi}, where each Hi is the σ-algebra generated
by Y1, Y2, . . . , Yi, Y¯ , X1, X2, . . . , Xn,
n∑
i=1
(Xi − X¯)(Yi − Y¯ ). We want to again
modify the partial sum process so that the modified partial sum process
converges to Brownian motion.
E [i|Hi−1] = E
i
∣∣∣∣∣∣
n∑
j=i
j,
n∑
j=i
(Xj − X¯)j

If we know
n∑
j=i
(Xj − X¯)j and
n∑
j=i
j, then we also know
n∑
j=i
Xjj, from which
we can calculate
n∑
j=i
(Xj − X¯i,n)j, where X¯i,n = 1
n− i+ 1
n∑
j=i
Xj are partial
averages. It can be shown that
n∑
j=i
j and
n∑
j=i
(Xj − X¯i,n)j are uncorrelated.
= E
i
∣∣∣∣∣∣
n∑
j=i
j,
n∑
j=i
(Xj − X¯i,n)j

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We can consider a regression of i on
n∑
j=i
j and
n∑
j=i
(Xj − X¯i,n)j, where
ξi = i − αi
n∑
j=i
j − βi
n∑
j=i
(Xj − X¯i,n)j,
so using Least-Squares
∂
∂αi
E
[
n∑
k=1
ξ2k
]
= 0 = E
ξi
 n∑
j=i
j
 = σ2 − αiσ2(n− i+ 1) (2.6)
∂
∂βi
E
[
n∑
k=1
ξ2k
]
= 0 = E
ξi
 n∑
j=i
(Xj − X¯)j

= σ2(Xi − X¯i,n)− βi
n∑
j=i
(Xj − X¯i,n)2 (2.7)
From (2.6) it follows
αi =
1
n− i+ 1 βi =
Xi − X¯i,n
n∑
j=i
(
Xj − X¯i,n
)2
Therefore
ξi = i − 1
n− i+ 1
n∑
j=i
j − Xi − X¯i,nn∑
j=i
(
Xj − X¯i,n
)2
n∑
j=i
(Xj − X¯i,n)j
We also note that i− c can be substituted in place of i in the above equation
without changing ξi, so it follows that if
ξ′i = ˆi −
1
n− i+ 1
n∑
j=i
ˆj − Xi − X¯i,nn∑
j=i
(
Xj − X¯i,n
)2
n∑
j=i
(Xj − X¯i,n)ˆj
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and that
W˜n(t) =
1√
n
∑
i≤nt
ξ′i
is Brownian motion.
2.4 RANKS
2.4.1 introduction to ranks
For this section assume that Xi ∈ R. Define
min
1≤i≤n
Xi = X1:n ≤ X2:n ≤ . . . ≤ Xn:n = max1≤i≤nXi
as the order statistics for i = 1, . . . , n.
DEFINITION 2.4.1: Let X1, X2, . . . , Xn be a sequence of random variables.
The rank of Xi, denoted Ri, is Ri =
∑n
i=1 I{Xj≤Xi}
It is also convenient to assume that the underlying distribution function F is
continuous on R, as then the sample elements are almost surely different.
RESULT 2.4.2: For continuous F we have the following
Fn(Xi) =
1
n
Rin; Fn(Xi:n) =
i
n
; F−1n
(
i
n
)
= Xi:n
PROOF: The result follows immediately from the definition.
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For the next theorem we need to define
On = {〈t1, . . . , tn〉 ∈ Rn : t1 ≤ . . . ≤ tn}
and Rn as the set of permutations of 〈1, . . . , n〉
THEOREM 2.4.3: For continuous F , O ⊂ O and (r1, . . . , rn) ∈ Rn we have
1. P {〈X1:n, . . . , Xn:n〉 ∈ O} = n!P {〈X1, . . . , Xn〉 ∈ O}
2. P {〈R1n, . . . , Rnn〉 = 〈r1, . . . , rn〉} = 1
n!
3. 〈X1:n, . . . , Xn:n〉 and 〈R1n, . . . , Rnn〉 are independent.
PROOF: Let ρ = 〈ρ1, . . . , ρn〉 be the inverse permutation of 〈r1, . . . , rn〉. Then
it is clear that
P {〈R1n, . . . , Rnn〉 = 〈r1, . . . , rn〉 , 〈X1:n, . . . , Xn:n〉 ∈ O}
= P {〈Xρ1 , . . . , Xρn〉}
= P {〈X1, . . . , Xn〉 ∈ O}
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Letting O = O we get
P {〈R1n, . . . , Rnn〉 = 〈r1, . . . , rn〉}
= P {〈R1n, . . . , Rnn〉 = 〈r1, . . . , rn〉 , 〈X1:n, . . . , Xn:n〉 ∈ O}
= P {〈X1, . . . , Xn〉 ∈ O}
= P { X1 ≤ . . . ≤ Xn}
= 1
n!
By summing over the possible permutations of the ranks it is clear that
P {〈X1:n, . . . , Xn:n〉 ∈ O}
= n!P {〈X1, . . . , Xn〉 ∈ O}
This leads to
P {〈R1n, . . . , Rnn〉 = 〈r1, . . . , rn〉 , 〈X1:n, . . . , Xn:n〉 ∈ O}
= P {〈X1, . . . , Xn〉 ∈ O}
= 1
n!P {〈X1:n, . . . , Xn:n〉 ∈ O}
= P {〈R1n, . . . , Rnn〉 = 〈r1, . . . , rn〉}P {〈X1:n, . . . , Xn:n〉 ∈ O}
This leads us to consider the marginal distributions.
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THEOREM 2.4.4:
P {Rin = j} = 1
n
; ∀j ∈ {1, . . . , n}
PROOF: This is clear by considering the number of possible values of Rin
(1, . . . , n) and noticing that because the sample is independent and identically
distributed that all values have equal probability.
THEOREM 2.4.5:
P {Xi:n ≤ t} = n!(i− 1)!(n− i)!
∫ F (t)
0
si−1(1− s)n−ids
=
n∑
k=i
(
n
k
)
[F (t)]k [1− F (t)]n−k
PROOF: The first expression assumes that there is a derivative f of F on R.
Using the multinomial distribution, it is seen that
P {t < Xi:n ≤ t+ ∆}
= n!(i− 1)!1!(n− i)! [F (t)]
i−1 [F (t+ ∆)− F (t)] [1− F (t)]n−i +O(∆2)
Dividing by ∆ and taking the limit for ∆ ↓ 0 we find the density g for the
distribution of Xi:n as
g(t) = n!(i− 1)!(n− i)! [F (t)]
i−1 [1− F (t)]n−i f(t)
Taking the integral of g(t) from 0 to s and making a substitution s = F (t)
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gives
P {Xi:n ≤ t} = n!(i− 1)!(n− i)!
∫ F (t)
0
si−1(1− s)n−ids
=
n∑
k=i
(
n
k
)
[F (t)]k [1− F (t)]n−k
To derive the second expression it is useful to note that
{Xi:n ≤ t} ⇔ {Fn(t) ≥ t}
By conditioning on the number of Xi ≤ t and summing over the events the
second expression immediately follows.
2.4.2 applications
EXAMPLE: (Two Sample Problem)
Suppose that X1, . . . , Xn1 is a random sample of size n1 from a continuous
distribution function F1 on R and that Xn1+1, . . . , Xn1+n2 is a random sample
of size n2 from a continuous distribution function F2 on R. The two sample
problem tests the null hypothesis of F1 = F2 versus the alternative of inequality.
Let n = n1 + n2 and R1n, . . . , Rnn be the ranks of the pooled sample elements.
Then a good test statistic would be
n1∑
i=1
Rin or
n1∑
i=1
Rin
n+ 1
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which would be rejected for small or large values. Assume from now that the
null hypothesis is true and that F is the common distribution function.
THEOREM 2.4.6: Suppose for each n the real numbers c1n, . . . , cnn satisfy
n∑
i=1
cin = 0,
n∑
i=1
c2in = 1, max1≤i≤n cin → 0
Furthermore let
Wn = (12)
1
2
n∑
i=1
cin
Rin
n+ 1 , Sn = (12)
1
2
n∑
i=1
cinξi
where ξi = F (Xi) are independent with distribution U(0, 1) under the null
hypothesis. Then
P {Wn ≤ x} n→∞−→ Φ(x) ∀x ∈ R
PROOF: The first part is to show Sn converges to the standard normal
distribution.
E [Sn] = (12)
1
2
(
n∑
i=1
cin
)
E [ξi] = 0
Var(Sn) = 12
(
n∑
i=1
c2in
)
Var(ξi) = 12(1)
( 1
12
)
= 1
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Therefore Sn converges to the standard normal distribution using the central
limit theorem. The next stage is to show that Wn → Sn in L2, which implies
convergence in probability, which implies convergence in distribution. Let
(V1, . . . , Vn) =
(
R1n
n+ 1 − ξ1, . . . ,
Rnn
n+ 1 − ξn
)
which has exchangeable components. This implies that L(Vi) = L(V1) and
L(ViVj) = L(V1V2); ∀i 6= j.
1
12E [Wn − Sn]
2 = E
[
n∑
i=1
cinVi
]2
=
∑∑
i 6=j
cincjnE [ViVj] +
n∑
i=1
c2inE
[
V 2i
]
=
(
n∑
i=1
cin
)2
E [V1V2] +
(
n∑
i=1
c2in
)(
E
[
V 21
]
− E [V1V2]
)
≤ 2E
[
V 21
]
All that remains is to show that E [V 21 ]→ 0.
E
[
V 21
]
= E
[
E
[(
R1n
n+ 1 − ξi
)2
|R1n = i
]]
=
n∑
i=1
E
[(
R1n
n+ 1 − ξi
)2
|R1n = i
]
P {R1n = i}
= 1
n
n∑
i=1
E
[(
i
n+ 1 − ξi:n
)2]
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So using Theorem 2.4.4 and Theorem 2.4.5 on ξi, we see the distribution
function of ξi for 0 ≤ t ≤ 1 is
P {ξi:n ≤ t} = n!(i− 1)!(n− i)!
∫ t
0
si−1(1− s)n−idF (s)
= n!(i− 1)!(n− i)!
∫ t
0
si−1(1− s)n−ids
Which gives the first and second moments as
E [ξi:n] =
n!
(i− 1)!(n− i)!
∫ 1
0
si(1− s)n−ids
= n!(i− 1)!(n− i)!
(i)!(n− i)!
(n+ 1)! =
i
n+ 1
E
[
ξ2i:n
]
= n!(i− 1)!(n− i)!
∫ 1
0
si+1(1− s)n−ids
= n!(i− 1)!(n− i)!
(i+ 1)!(n− i)!
(n+ 2)! =
(i+ 1)i
(n+ 2)(n+ 1)
Therefore
E
[(
i
n+ 1 − ξi:n
)2]
= E
[
ξ2i:n
]
− (E [ξi:n])2
= (i+ 1)i(n+ 2)(n+ 1) −
(
i
n+ 1
)2
= i(n− i+ 1)(n+ 2)(n+ 1)2
This gives an upper bound for 112E [Wn − Sn]2 as
1
12E [Wn − Sn]
2 ≤ 2E
[
V 21
]
= 2
n∑
i=1
i(n− i+ 1)
n(n+ 2)(n+ 1)2 ↓ 0 as n→∞
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COROLLARY 2.4.7: (Wilcoxin’s two-sample test) For the two sample
problem
P
{( 12n
n1n2
) 1
2 n1∑
i=1
(
Rin
n+ 1 −
1
2
)
≤ x
}
→ Φ(x) as n1 ∧ n2 →∞; ∀x ∈ R
PROOF: Let
cin =

(
n2
nn1
) 1
2
for i = 1, . . . , n1
−
(
n1
nn2
) 1
2
for i = n1 + 1, . . . , n1 + n2
Then we only need to show it satisfies the conditions for Theorem 2.4.6.
1.
n∑
i=1
cin = 0
n∑
i=1
cin =
n1∑
i=1
(
n2
nn1
) 1
2
+
n2∑
i=1
(
− n1
nn2
) 1
2
= n1
(
n2
nn1
) 1
2
+ n2
(
− n1
nn2
) 1
2
=
(
n1n2
n
) 1
2
+
(
−n1n2
n
) 1
2
= 0
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2.
n∑
i=1
c2in = 0
n∑
i=1
c2in =
n1∑
i=1
(
n2
nn1
)
+
n2∑
i=1
(
n1
nn2
)
=
(
n2
n
)
+
(
n1
n
)
= 1
3. max
1≤i≤n
cin → 0
For i = 1, . . . , n1
|cin| ≤ 1(n1) 12
and for i = n1 + 1, . . . , n1 + n2
|cin| ≤ 1(n2) 12
.
Both of these → 0 as n1 ∧ n2 →∞, concluding the proof.
2.4.3 sequential ranks
The reference for this subsection is Khmaladze (2010). We are assumig that
the underlying distribution of the Xi is continuous for this subsection.
DEFINITION 2.4.8: Let X1, X2, . . . , Xn be a sequence of random variables.
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The sequential rank of Xi, denoted Si, is
Si =
i∑
j=1
I{Xj≤Xi}
The sequential rank is the rank of Xi among only the first i observations.
At this stage it is useful to see a comparison of the properties of ranks and
sequential ranks.
PROPOSITION 2.4.9: For sequential ranks Si ∈ {1, . . . , i} with S1 = 1 and
Sn = Rn, whereas for ranks Ri ∈ {1, . . . , n}
PROPOSITION 2.4.10: For i 6= j, P {Si = k|Sj = l} = P {Si = k}, so the
sequential ranks are independent. For ranks P {Ri = k|Rj = k} = 0 where
P {Ri = k} 6= 0 for all k, so ranks are not independent. Further,
n∑
i=1
φ(Si)
is the sum of independent random variables and is non-degenerate random
variable, whereas
n∑
i=1
φ(Ri) =
n∑
i=1
φ(i) is constant.
THEOREM 2.4.11: The relationship between the vector of ranks and the
vector of sequential ranks is one-to-one.
PROOF: Fix a sample of size n. To get the sequential ranks from the ranks,
we consider the sequential ranks of the sequence of random variables
R1, . . . , Rn, so
Si =
i∑
j=1
I{Rj≤Ri} =
i∑
j=1
I{Xj≤Xi}
where Xj ≤ Xi if and only if Rj ≤ Ri.
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To get the ranks from the sequential ranks we start with the known rank
Rn = Sn. Now consider Sn−1. If Sn ≤ Sn−1, then Xn < Xn−1, so
Rn−1 = Sn−1 + 1. If Sn > Sn−1, then Xn > Xn−1, so Xn does not affect the
rank of Xn−1, so Rn−1 = Sn−1. It follows that Rn−1 = Sn−1 + I{Sn−1≥Sn}.
Similar reasoning leads to
Ri = Si +
n∑
j=i+1
I{Si≥Sj} i = 1, 2, . . . , n− 1
where Rn = Sn.
When applying ranks in testing problems, such as the linear rank statistics
and goodness of fit statistics, the statistics are usually based on the empirical
field
zR(t, u) =
nt∑
i=1
[
I{Rin≤u(n+1)} −
[nu]
n+ 1
]
, (t, u) ∈ [0, 1]2.
The linear rank statistics are linear functionals from the empirical field
ψ(Rn) =
∫
ψ(t, u)zR(dt, du) =
n∑
i=1
(
ψ
(
i
n
,
Rin
n+ 1
)
− E
[
ψ
(
i
n
,
Rin
n+ 1
)])
where Rn is a vector of ranks of size n.
THEOREM2.4.12: If, under the null hypothesis, the sample is independent and
identically distributed, while under the alternative hypothesis the distribution
Ai of each Xi is such that
dAi(x)
dF (x) = 1 +
1√
n
a
(
i
n
, F (x)
)
+ smaller terms, n→∞ (2.8)
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where
∫ 1
0 a (t, F (x)) dt = 0, then the linear rank statistic, with ψ = a,
a(Rn) =
n∑
i=1
a
(
i
n
,
Rin
n+ 1
)
is asymptotically optimal against this alternative.
PROOF: See Hajek et al. (1999), among others.
Returning to sequential ranks, we would expect that we could use sequential
ranks for testing instead of ranks, and still have asymptotic optimality. We
can construct an empirical field based on sequential ranks
zS(t, u) =
nt∑
i=1
[
I{Si≤u(i+1)} −
[iu]
i+ 1
]
, (t, u) ∈ [0, 1]2.
and sequential linear rank statistics based on the empirical field
φ(Sn) =
∫
φ(t, u)zS(dt, du) =
n∑
i=1
(
ψ
(
i
n
,
Si
i+ 1
)
− E
[
ψ
(
i
n
,
Si
i+ 1
)])
.
However, a(Sn) =
∑n
i=1 a
(
i
n
, Si i+ 1
)
is not optimal against (2.8).
THEOREM 2.4.13: The empirical fields zR and zS are asymptotically linear
transformations of each other. Further ψ(Rn) and φ(Sn) have the same limiting
distribution under the null hypothesis and under any alternative (2.8) if
φ(t, u) = ψ(t, u)− 1
t
∫ t
0
ψ(τ, u)dτ
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or
ψ(t, u) = φ(t, u)−
∫ 1
t
1
τ
φ(τ, u)dτ
For the linear rank statistics,
n∑
i=1
a
(
i
n
,
Rin
n+ 1
)
and
n∑
i=1
(
a
(
i
n
,
Sin
i+ 1
)
− n
i
∫ i
n
0
a
(
τ,
Sin
i+ 1
)
dτ
)
(2.9)
are asymptotically optimal test statistics agianst alternative (2.8).
PROOF: Refer to Khmaladze & Parjanadze (1986) and Parjanadze &
Khmaladze (1986).
EXAMPLE: Returning to the Wilcoxon rank statistic, we consider the sequen-
tial rank version of this statistic. From (2.9) it follows that
−
n∑
i=n1+1
n1
i
Si
i+ 1
is asymptotically equivalent. We also note that if the size of the first sample
is fixed and we keep adding new observations to the second sample, then for
the sequential rank statistic we would only need to add the new summands to
the existing statistic.
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