We are concerned with the 3D incompressible Hall-magnetohydrodynamic system (Hall-MHD). Our first aim is to provide the reader with an elementary proof of a global well-posedness result for small data with critical Sobolev regularity, in the spirit of Fujita-Kato's theorem [10] for the Navier-Stokes equations. Next, we investigate the long-time asymptotics of global solutions of the Hall-MHD system that are in the Fujita-Kato regularity class. A weak-strong uniqueness statement is also proven. Finally, we consider the so-called 2 1 2 D flows for the Hall-MHD system, and prove the global existence of strong solutions, assuming only that the initial magnetic field is small.
Introduction
We are concerned with the following three dimensional incompressible resistive and viscous Hall-magnetohydrodynamics system:
where the unknown functions u, B and P represent the velocity field, the magnetic field and the scalar pressure, respectively. The parameters µ and ν are the fluid viscosity and the magnetic resistivity, while the dimensionless positive number ε measures the magnitude of the Hall effect compared to the typical length scale of the fluid. For compatibility with (1.2), we assume that div u 0 = 0 and, for physical consistency, since a magnetic field is a curl, we suppose that div B 0 = 0, a property that is propagated by (1.3).
The above system is used to model the magnetic reconnection phenomenon, that cannot be explained by the classical MHD system where the Hall electric field E H := εJ × B (here the current J is defined by J := ∇ × B) is neglected. The study of the Hall-MHD system has been initiated by Lighthill in [16] . Owing to its importance in the theory of space plasma, like e.g. star formation, solar flares or geo-dynamo, it has received lots of attention from physicists (see [2, 11, 14, 19, 20] ).
The Hall-MHD system has been considered in mathematics only rather recently. In [1] , Acheritogaray, Degond, Frouvelle and Liu formally derived the Hall-MHD system both from a two fluids system and from a kinetic model. Then, in [5] , Chae, Degond and Liu showed the global existence of Leray-Hopf weak solutions as well as the local existence of classical solutions pertaining to data with large Sobolev regularity. Weak solutions have been further investigated by Dumas and Sueur in [9] both for the Maxwell-Landau-Lifshitz system and for the Hall-MHD system. In [6] , blow-up criteria and the global existence of smooth solutions emanating from small initial data have been obtained. In [21, 22] , Weng studies the long-time behaviour and obtained optimal space-time decay rates of strong solutions. More recently, [4, 23, 24] established the well-posedness of strong solutions with improved regularity conditions for initial data in sobolev or Besov spaces.
Examples of smooth data with arbitrarily large L ∞ norms giving rise to global unique solutions have been exhibited in [17] . Very recently, in [8] , the authors of the present paper proved well-posedness in critical Besov spaces and pointed out that better results may be achieved if µ = ν.
In order to explain what we mean by critical regularity, let us first recall how it goes for the following incompressible Navier-Stokes equations:
Clearly, (N S) is invariant for all positive λ by the rescaling (u, P )(t, x) (λu, λ 2 P )(λ 2 t, λx) and u 0 (x) λu 0 (λx). (1.5) For that reason, global well-posedness results for (N S) in optimal spaces (in terms of regularity) may be achieved by means of contracting mapping arguments only if using norms for which u 0 and the solution (u, P ) have the above scaling invariance.
In contrast with the Navier-Stokes equations, the Hall-MHD system does not have a genuine scaling invariance (unless if the Hall-term is neglected). In a recent paper of ours [8] , we observed that some scaling invariance does exist if one considers the current function J = ∇ × B to be an additional unknown. Then, the scaling invariance of (u, B, J) is the same as the velocity in (1.5) .
In [8] , we also pointed out that the Hall-MHD system better behaves if µ = ν since, although being still quasi-linear, the Hall term disappears in the energy estimate involving the so-called velocity of electron v := u − εJ. Indeed, let us consider v as an additional unknown and look at the following extended formulation of the Hall-MHD system:
(1.6)
That (redundant) system is still quasilinear but, owing to
where (· | ·) denotes the scalar product in L 2 (R 3 ), the most nonlinear term cancels out when performing an energy method, since
Our primary goal is to provide an elementary proof of a Fujita-Kato type result for the Hall-MHD system in the spirit of the celebrated work [10] (see also [7] ). In our context, this amounts to proving that System (1.1)-(1.3) supplemented with initial data (u 0 , B 0 ) such that (u 0 , B 0 , v 0 ) is small enough in the critical homogeneous Sobolev spaceḢ 1 2 (R 3 ) admits a unique global solution. In passing, we will obtain some informations on the long time behavior of the solutions, similar to those that are presented for the incompressible Navier-Stokes equations in e.g. [3, Chap. 5] .
Our second purpose is to prove a weak-strong uniqueness result for the Leray-Hopf weak solutions of Hall-MHD, namely that all weak solutions coincide with the unique Fujita-Kato solution whenever the latter one exists. That result turns out to be less sensitive to the very structure of the system, and is valid for all values of µ, ν and ε.
Finally, as proposed by Chae and Lee in [6] , we will consider the 2 1 2 D flows for the Hall-MHD system, that is, 3D flows depending only on two space variables. This issue is well known for the incompressible Navier-Stokes equations (see e.g. the book by Bertozzi and Majda [18] ). In our case, the corresponding system reads:
where the unknowns u and B are functions from R + × R 2 to R 3 , u := (u 1 , u 2 ), B := (B 1 , B 2 ), ∇ := (∂ 1 , ∂ 2 ), div := ∇·, ∆ := ∂ 2 1 + ∂ 2 2 and
A small modification of the proof of [5] allows to establish that for any initial data (u 0 , B 0 ) in L 2 (R 2 ; R 3 ) with div u 0 = div B 0 = 0, there exists a global-in-time Leray-Hopf solution (u, B) of (1.9)-(1.12) that satisfies:
Whether that solution is unique and equality is true in (1.13) are open questions. The difficulty here is that, unlike for the 2 1 2 D Navier-Stokes equations or for the 2 1 2 D MHD flows with no Hall term, the two-dimensional system satisfied by the first two components of the flow is coupled with the equation satisfied by the third component, through the term B · ∇j − j · ∇B, thus hindering any attempt to prove the global well-posedness for large data by means of classical arguments.
Our aim here is to take advantage of the special structure of the system so as to get a global well-posedness statement for 2 1 2 D data such that only the initial magnetic field is small. Since it has been pointed out in [6] that controlling just j in the space L 2 (0, T ; BMO(R 2 )) prevents blow-up of a smooth solution at time T and because the spaceḢ 1 (R 2 ) is continuously embedded in BMO(R 2 ), it is natural to look for a control on j in the space L 2 (0, T ;Ḣ 1 (R 2 )) for all T > 0.
For 2 1 2 D flows, the critical Sobolev regularity corresponds to u 0 in L 2 (R 2 ) and to B 0 in H 1 (R 2 ), and we shall see that, indeed, in the case of small data, one can establish rather easily a global well-posedness result at this level of regularity. For large data, owing to the coupling between the velocity and magnetic fields through the term ∇ × (u × B), we do not know how to achieve global existence at this level of regularity. Then, our idea is to look at the equation satisfied by the vorticity ω := ∇ × u, namely
In the case µ = ν, the vector-field E := εω + B thus satisfies
(1.14)
From that identity, obvious energy arguments and (1.13), it is easy to get a global control of E in the space L 2 (R + ;Ḣ 1 (R 2 )), and, finally on j on
. We then get a global well-posedness statement, assuming only that the magnetic field is small.
We end this introductory part presenting a few notations. As usual, we denote by C harmless positive constants that may change from line to line, and A B means A ≤ CB. For X a Banach space, p ∈ [1, ∞] and T > 0, the notation L p (0, T ; X) or L p T (X) designates the set of measurable functions f : [0, T ] → X with t → f (t) X in L p (0, T ), endowed with the norm · L p T (X) := · X L p (0,T ) , and agree that C([0, T ]; X) denotes the set of continuous functions from [0, T ] to X. Sometimes, we will use the notation L p (X) to designate the space L p (R + ; X) and · L p (X) for the associated norm. We will keep the same notations for multi-component functions, namely for f : [0, T ] → X m with m ∈ N.
Main results
Our first result, that has to be compared with the Fujita-Kato theorem for the incompressible Navier-Stokes equations states that the Hall-MHD system is indeed globally well-posed if u 0 , B 0 and v 0 are small inḢ 1 2 (R 3 ).
1)
then there exists a unique global solution
to the Cauchy problem (1.1)-(1.4), such that J :
In particular, the function
is nonincreasing.
If, in addition, u 0 ∈ H s and B 0 ∈ H s+1 for some s ≥ 0 with s = 1/2, then
Remark 1. The first part of the above theorem has been proved in [8] by a different method that does not allow to get (2.2) . A small variation on the proof yields local well-posedness if assuming only that u 0 − εJ 0 Ḣ 1
is small. In contrast with the incompressible Navier-Stokes equations however, whether a local-in-time result may be proved without any smallness condition (or more regularity, see e.g. [8, Th. 2.2] ) is an open question. 
, satisfies the following energy balance for all t ≥ 0 :
The following corollary states that global solutions (even if large and with infinite energy) satisfying a suitable integrability property have to decay to 0 at infinity.
. Suppose in addition that the Hall-MHD system with µ = ν supplemented with initial data (u 0 , B 0 ) admits a global solution (u, B) such that
Then, (u, B) has the regularity properties of Theorem 2.1, and (2.4) is satisfied.
In particular, all the solutions constructed in Theorem 2.1 satisfy (2.4).
The next theorem states a weak-strong uniqueness property of the solution. It is valid for all positive coefficients µ, ν and ε. Our last result states the existence of global strong solutions for the 2 1 2 D Hall-MHD system. Two cases are considered : either the data are small and have just critical regularity, or the velocity field is more regular and only the magnetic field has to be small accordingly.
Theorem 2.5. Assume that µ = ν. Let (u 0 , B 0 ) be divergence free vector-fields with u 0 in L 2 (R 2 ) and B 0 in H 1 (R 2 ). There exists a constant c > 0 such that, if
5)
then there exists a unique global solution (u, B) to the Cauchy problem (1.9)-(1.12), with (u, B) ∈ C b (R + ; L 2 (R 2 )) ∩ L 2 (R + ;Ḣ 1 (R 2 )) and
If both u 0 and B 0 are in H 1 (R 2 ), then there exists a constant C 0 depending only on the L 2 norm of u 0 , ∇u 0 , and on µ, ε such that if
then there exists a unique global solution (u, B) to (1.9)-(1.12), with
Moreover, in the two cases, (1.13) becomes an equality.
The next section is devoted to the proof of Theorem 2.1 and of its two corollaries. In section 4, we establish the weak-strong uniqueness result. Section 5 is dedicated to the proof of Theorem 2.5. A few definitions and technical results are recalled in Appendix.
Small data global existence in critical Sobolev spaces
Throughout this section, we shall assume for simplicity that µ = ν = ε = 1 (the general case µ = ν > 0 and ε > 0 may be deduced after suitable rescaling). We shall use repeatedly the fact that, as B is divergence free, one has the following equivalence of norms for any s ∈ R:
and also that we have B = curl −1 (u − v), where the −1-th order homogeneous Fourier multiplier curl −1 is defined on the Fourier side by
Proving the existence part of Theorem 2.1 is based on the following result : 
Proof. Applying operator Λ 1 2 to both sides of System (1.6) and taking the L 2 scalar product with Λ
By Lemma A.3 and Sobolev embedding (A.2), we get 5 and A 7 may be bounded similarly as A 1 :
Hence, using repeatedly the fact that
and Young inequality and, sometimes, (3.1), it is easy to deduce (3.3) from the above inequalities. Now, combining Proposition 3.1 with Lemma A.4 (take α = 1, W ≡ 0) implies that there exists a constant c > 0 such that if
then we have for all time t ≥ 0,
That inequality obviously implies that Condition (3.4) is satisfied for all time t 0 . Hence, repeating the argument, we get (2.2) for all t ≥ t 0 ≥ 0.
In order to prove rigorously the existence part of Theorem 2.1, one can resort to the following classical procedure:
(1) smooth out the initial data and get a sequence (u n , B n ) n∈N of smooth solutions to Hall-MHD system on the maximal time interval [0, T n ); (2) apply (3.5) to (u n , B n ) n∈N and prove that T n = ∞ and that the sequence
(3) use compactness to prove that (u n , B n ) n∈N converges, up to extraction, to a solution of Hall-MHD system supplemented with initial data (u 0 , B 0 ); (4) prove stability estimates in L 2 to get the uniqueness of the solution.
To proceed, let us smooth out the initial data as follows:
, where C n stands for the annulus with small radius n −1 and large radius n. Clearly, u n 0 and B n 0 belong to all Sobolev spaces, and
The classical well-posedness theory in Sobolev spaces (see e.g. [5] ) ensures that the Hall-MHD system with data (u n 0 , B n 0 ) has a unique maximal solution (u n , B n )
Since the solution is smooth, we have according to (3.5) and (3.6),
· Now, using (3.1) and the embeddingḢ
.
Hence, the continuation criterion of [6] guarantees that T n = +∞. This means that the solution is global and that, furthermore,
We claim that, up to extraction, the sequence (u n , B n ) n∈N converges in D ′ (R + ×R 3 ) to a solution (u, B) of (1.1)-(1.3) supplemented with data (u 0 , B 0 ). The definition of (u n 0 , B n 0 ) and the fact that (u 0 , B 0 , v 0 ) belongs toḢ 1 2 already entails that
Proving the convergence of (u n , B n , v n ) n∈N can be achieved from compactness arguments, after exhibiting bounds in suitable spaces for (∂ t u n , ∂ t B n , ∂ t v n ) n∈N . Then, combining with compact embedding will enable us to apply Ascoli's theorem and to get the existence of a limit (u, B, v) for a subsequence. Furthermore, the uniform bound (3.7) will provide us with additional regularity and convergence properties so that we will be able to pass to the limit in the Hall-MHD system.
To proceed, let us introduce
Proving the convergence of ( u n , B n , v n ) n∈N relies on the following lemma:
Using the uniform bound (3.7), the product laws:
and Gagliardo-Nirenberg inequality (A.4) with s = 1 and s ′ = 2, we discover that the right-hand side of (3.8) is uniformly bounded in L 4 3 loc (R + ;Ḣ −1 ). Then applying Hölder inequality completes the proof of the lemma.
One can now turn to the proof of the existence of a solution. Let (φ j ) j∈N be a sequence of C ∞ c (R 3 ) cut-off functions supported in the ball B(0, j + 1) of R 3 and equal to 1 in a neighborhood of B(0, j).
Using the fact that the application z → φ j z is compact fromḢ 1 2 intoḢ −1 , combining Ascoli's theorem and Cantor's diagonal process enables to conclude that there exists some triplet ( u, B, v) such that for all j ∈ N,
, which is enough to pass to the limit in all the linear terms of (1.6) and to ensure that
From the estimates (3.7), interpolation and classical functional analysis arguments, we gather that ( u, B, v) belongs to L ∞ (0, T ;Ḣ 
(3.10)
As an example, let us explain how to pass to the limit in the term ∇×((∇×v n )×B n ).
Now, we have for all T > 0,
Thanks to (3.7) and to (3.10), we see that the right-hand sides above converge to 0. Hence
Arguing similarly to pass to the limit in the other nonlinear terms, one may conclude that (u, B, v) satisfies the extended formulation (1.6). Besides, as we know that v = u − ∇ × B, the couple (u, B) satisfies the Hall-MHD system for some suitable pressure function P.
To prove that (u, B) is continuous inḢ 1 2 , it suffices to notice that the properties of regularity of the solution ensure that u and B satisfy a heat equation with initial data inḢ 1 2 and right-hand side in L 2 (R + ;Ḣ − 1 2 ) (we do not know how to prove the time continuity with values inḢ 1 2 for ∇B or, equivalently, v, though).
Let us next prove the uniqueness part of the theorem. Let (u 1 , B 1 ) and (u 2 , B 2 ) be two solutions of the Hall-MHD system on [0, T ] × R 3 , supplemented with the same initial data (u 0 , B 0 ) and such that,
In order to prove the result, we shall estimate the difference (δu, δB, δv) :
. In order to justify that, indeed, (δu, δB, δv) belongs to that space, one can observe that
where
Since (δu, δB, δv)| t=0 =0, in order to achieve our goal, it suffices to prove that R 1 to R 5 belong to the space L 2 (0, T ;Ḣ −1 ). Now, since (δu, δB, δv) ∈ L ∞ (0, T ;Ḣ 1 2 ) ∩ L 2 (0, T ;Ḣ 3 2 ), we have, by interpolation and Hölder inequality that (δu, δB, δv) ∈ L 4 (0, T ;Ḣ 1 ). Hence, using repeatedly the fact that the numerical product of functions may be continuously extended toḢ 1 ×Ḣ 1/2 → L 2 , one can write that
Note that our assumptions ensure that B i and ∇B i are in L ∞ (0, T ;Ḣ 1 2 ) and thus we do have, by interpolation inequality (A.1), B i in L ∞ (0, T ;Ḣ 1 ) for i = 1, 2. Terms R 4 and R 5 may be treated similarly.
Estimating (δu, δB, δv) in the space L ∞ (0, T ; L 2 ) ∩ L 2 (0, T ;Ḣ 1 ) follows from a standard energy method applied on (3.11), Hölder's inequality and Sobolev embedding. More precisely, we have
) δB Ḣ1 and, using (3.1),
At this stage, interpolation and Young's inequality imply that
1 , and similar inequalities for all the terms of the right-hand sides of the above inequalities, except for the one with ∇ × v 1 Ḣ 1 2 that we bound as follows:
In the end, we get for all t ∈ (0, T ),
Since our assumptions ensure that V is integrable on [0, T ] and (δu, δB, δv)(0) = 0, applying Gronwall's inequality yields (δu, δB, δv) ≡ 0 in L ∞ (0, T ; L 2 (R 3 )).
Let us finally explain the propagation of higher Sobolev regularity if the initial data (u 0 , B 0 ) are, additionally, in H s × H s+1 for some s ≥ 0. Our aim is to prove that the solution (u, B) constructed above is in C b (R + ; H s × H s+1 ), and such that (∇u, ∇B) ∈ L 2 (R + ; H s × H s+1 ).
For the time being, let us assume that (u, B) is smooth and explain how to perform estimates in Sobolev spaces. First, we multiply (1.1) and (1.3) by u and B, respectively, integrate and add up the resulting equations. Using the fact that
one gets the following energy balance:
Let Λ s denote the fractional derivative operator defined in the Appendix. Since
in order to prove the desired Sobolev estimates, it suffices to get a suitable control on Λ s u L 2 and on Λ s+1 B L 2 . To this end, apply Λ s to (1.1), then take the L 2 scalar product with Λ s u. We get:
In order to control Λ s+1 B L 2 , one has to use the cancellation property (1.8).
Then, applying Λ s to the second and third equation of (1.6) and taking the L 2 scalar product with Λ s B, Λ s v, respectively, yields:
Sobolev embedding, Young's inequality and Lemma A.3, imply that
Since (u, B, v) Ḣ 1 2 is small, putting the above estimates and (3.12) together, and using (3.1), one gets after time integration that
By Gronwall inequality, we then get for all t ≥ 0,
Putting together with (3.12) and using that
dτ is bounded thanks to the first part of the theorem, we get a global-in-time control of the Sobolev norms.
Of course, to make the proof rigorous, one has to smooth out the data. For that, one can proceed exactly as in [8] . This completes the proof of Theorem 2.1. ). Now, the righthand sides of the first two equations of (1.6) belongs to L 2 loc (R + ;Ḣ −1 (R 3 )), which ensures time continuity.
Proof of Corollary 2.2. As the solution (u, B) belongs to
In order to prove that the energy balance is fulfilled, one can use the same approximation scheme as in the proof of existence (the energy balance is clearly satisfied by (u n , B n )) then observe that (u n , B n ) n∈N is actually a Cauchy sequence in L ∞ (R + ; L 2 (R 3 ))∩L 2 (R + ;Ḣ 1 (R 3 )), as may be checked by arguing as in the proof of uniqueness.
Let us next prove that (u, B, v) goes to 0 inḢ 1 2 (R 3 ) when t → +∞. Inequality (2.2) and interpolation guarantee that B ∈ L 4 (R + ;Ḣ 1 (R 3 )). Hence one can find some t 0 ≥ 0 so that v(t 0 ) ∈ L 2 (R 3 ). Then, performing an energy argument on the equation satisfied by v, we get for all t ≥ t 0 , v(t) 2
Using repeatedly the product lawḢ 1 (
, the equivalence (3.1) and adding up to (2.3) yields
dτ.
is small for all t ≥ 0, the last term may be absorbed by the left-hand side, and one can conclude (by interpolation) that (u, B, v) ∈ L 4 (t 0 , +∞;Ḣ 1 2 (R 3 )). Therefore, for all σ > 0 one may find some t 1 ≥ t 0 so that (u, B, v)(t 1 ) Ḣ 1 2 ≤ σ. Combining with (2.2) allows to conclude the proof of (2.4).
Proof of Corollary 2.3. We shall argue as in [3] and [13] , splitting the data into a small part inḢ 
Fix some η ∈ (0, c) (with c being the constant of (2.1)) and choose ρ such that
By Theorem 2.1, we know that there exists a unique global solution (u ℓ , B ℓ ) to the Hall-MHD system supplemented with data (u ℓ,0 , B ℓ,0 ), that satisfies
Let us bound the terms R 1 , R 2 , R 4 and R 5 as in the proof of the uniqueness part of Theorem 2.1, and estimate R 3 as follows:
. Note that our assumptions ensure that B ℓ and B h are in L 4 (0, T ;Ḣ 1 ∩Ḣ 2 ), thus in L 4 (0, T ; L ∞ ) owing to the Gagliardo-Nirenberg inequality (A.4) with s = 1 and s ′ = 1. Then one can conclude by a straightforward energy argument that
and Gronwall's lemma thus implies that
Since V is globally integrable on R + thanks to our assumptions and (3.13), we see by interpolation that
). This in particular implies that there exists some
2 < η and Theorem 2.1 thus ensures that (u, B, v)(t) Ḣ 1 2 < η for all t ≥ t 0 . This completes the proof of the corollary.
Weak-strong uniqueness
This section is devoted to the proof of Theorem 2.4. Let us underline that, in contrast with the other parts of the paper, the proof works for any positive coefficients µ, ν and ε. Furthermore, it could be adapted to the 2 1 2 D flows of the next section. For expository purpose however, we focus on the 3D case.
Throughout, we shall repeatedly use the following result.
) be three divergence free vector fields in R 3 . The following inequalities hold:
• If, in addition, c belongs to L 4 (0, T ;Ḣ 1 (R 3 )), then T 0 (a · ∇b | c) dτ a
• If, in addition, ∇ × c belongs to L 4 (0, T ;Ḣ 1 (R 3 )), then
To prove the first inequality, we use the fact that a · ∇b = div (b ⊗ a) and the duality inequality betweenḢ 1 andḢ −1 so as to write
Hence, thanks to Hölder and Gagliardo-Nirenberg inequalities, and Sobolev embed-
. Using the interpolation inequality (A.1) yields (4.1).
Proving (4.2) is similar. To get the last inequality, we take advantage of (1.7), of Hölder and Gagliardo-Nirenberg inequalities, and Sobolev embedding:
. Using the interpolation inequality (A.1) completes the proof.
One can now start the proof of Theorem 2.4. Let us recall our situation: we are given two Leray-Hopf solutions (u, B) and (ū,B) in L ∞ T (L 2 )∩L 2 T (Ḣ 1 ) corresponding to the same initial data (u 0 , B 0 ) ∈ L 2 with div u 0 = div B 0 = 0, and assume in addition that u and J := ∇ × B (and thus also B) are in L 4 T (Ḣ 1 ). We want to prove that the two solutions coincide on [0, T ], that is to say (δu, δB) ≡ (0, 0) with (δu, δB) := (u −ū, B −B).
(4.4)
By definition of what a Leray-Hopf solution is, both (u, B) and (ū,B) satisfy the energy inequality (1.13) on [0, T ], which implies that for all t ≥ T,
Then, the key to proving (4.4) is the following lemma, which is an adaptation to our setting of a similar result for the Navier-Stokes equations in [12] . 
Proof. The result is obvious if (u, B) and (ū,B) are smooth and decay at infinity. In our setting where the solutions are rough, it requires some justification. Therefore, we consider two sequences (u n , B n ) n∈N and (ū n ,B n ) n∈N of smooth and divergence free vector fields, such that Since our assumptions on (u, B) also ensure that (∂ t u, ∂ t B) is in L 2 T (Ḣ −1 ), one can require in addition that
Likewise, that (ū,B) is a Leray-Hopf solution guarantees that (∂ tū , ∂ tB ) is in L (∂ τ u |ū n ) + µ(∇u | ∇ū n ) + (u · ∇u |ū n ) − (B · ∇B |ū n ) dτ = 0, (4.10)
Since ∇ū n and ∇u n converge to ∇ū and ∇u, in L 2 T (L 2 ), we deduce that
Thanks to (4.6) and (4.7), and Lemma 4.1, we have lim n→∞ t 0 (u · ∇u |ū n ) dτ = t 0 (u · ∇u |ū) dτ,
and one can pass to the limit similarly in all the quadratic terms that do not contain J orJ. Finally, using the following vector identity
Inequality (4.3) and (4.6), we get, sinceB n is smooth,
Hence, by (4.7), (4.3) and (4.16),
In order to prove that
one may use directly (4.3) and (4.6) .
In order to pass to the limit in the term of (4.10) with a time derivative, one may use (4.7) and the fact that ∂ t u is in L 2 T (Ḣ −1 ). This gives
Next, since ∂ tū is in L 4/3
T (Ḣ −1 ), (4.6) enables us to write that
In order to pass to the limit in the term of (4.12) with ∂ t B, it suffices to use the fact that ∂ t B is in L 2 T (Ḣ −1 ) and (4.7). Passing to the limit in the term of (4.12) with ∂ tB , relies on the property that ∂ tB is in L 4 3 T (Ḣ −2 ) and on (4.6). Finally, passing to the limit in (4.10) and (4.11) , and adding up the resulting equalities yields for all t ∈ [0, T ],
Applying the same procedure for (4.10) and (4.11), we get Indeed, since both u n andū n are smooth, we have t 0 (∂ τ u n |ū n ) + (u n | ∂ τūn ) dτ = (u n (t) |ū n (t)) − (u n (0) |ū n (0)).
One can pass to the limit in the right-hand side thanks to (4.7). For the left-hand side, we write
We already proved that the first terms of the right-hand side converge to 0. For the second ones, this is due to (4.8),(4.9) and to the fact that (ū n ) n∈N and (u n ) n∈N are bounded in L 2 T (Ḣ 1 ) and L 4 T (Ḣ 1 ), respectively. This proves (4.19) . In order to prove that 20) we start from the fact that t 0 (∂ τ B n |B n ) + (B n | ∂ τBn ) dτ = (B n (t) |B n (t)) − (B n (0) |B n (0)).
Arguing as in the proof of Lemma 4.1 and using Young's inequality, we see that
Thus, reverting to (4.25), we conclude that, for all t ≤ T,
which, by Gronwall lemma, implies that (δu, δB) ≡ 0 on [0, T ].
5.
A global existence result for 2 1 2 D flows This section is devoted to the proof of Theorem 2.5. It essentially relies on the following proposition and on an inequality for the vector-field E defined in the introduction, that will proved at the end of the section. Let (u, B) be a smooth solution of (1.9)-(1.11) with ε = µ = ν = 1. Let v := u − j. Then, we have
and there exists a universal constant C such that
The first identity is just the energy balance. For proving (5.2), we use the fact that the third equation of (1.6) rewrites for 2 1 2 D flows a follows:
Therefore, taking the L 2 scalar product with v, integrating by parts in some terms, and using Cauchy-Schwarz inequality, one gets:
Thanks to Hölder inequality, Sobolev embedding (A.2), interpolation inequality (A.1) and Young's inequality, we have
and, using that
This yields (5.2).
For proving (5.3), use the following identity (valid if div y = div z = 0):
∇ × (y × z) = z · ∇y − y · ∇z, (5.4) to rewrite the equation for B as follows:
Taking the L 2 scalar product with B yields 1 2
To get an estimate for ∇B, apply the following relations:
∇ × ( ∇ × y) + ∆y = 0, so as to rewrite (5.5) as
Taking the L 2 scalar product with ∆B and using the fact that div ∆B = 0, we get 1 2
Thanks to Hölder inequality, (A.1), (A.2) and Young's inequality, we have
Summing up the above estimates together yields (5.3).
It is now easy to prove the first part of Theorem 2.5: adding up (5.1) and (5.2) yields for some universal constant C and all t ≥ 0 :
Lemma A.4 (take α = 2, W ≡ 0) thus implies that if 2C (u 0 , B 0 , v 0 ) 2 L 2 < 1, then we have for all time,
From that stage, applying a regularization scheme similar to the one that we used for handling the 3D case allows to conclude to the first part of Theorem 2.5 (uniqueness being also similar).
In order to prove the second part of the statement, we observe that Inequality (5.3) reads
and W (t) = u(t) 2 L 2 ∇u(t) 2 L 2 + ∇u(t) L 2 ∇ 2 u(t) L 2 . The first term of W may be bounded thanks to (1.13) . To handle the second one, the idea is to get a bound for ω (that is the curl of u) through the identity (1.14). More precisely, taking the scalar product of (1.14) with E and integrating by parts, we get (remember that µ = 1):
Combining Hölder and Gagliardo-Nirenberg inequalities thus yields
Taking advantage of (1.13) and using Gronwall lemma, we thus get
Since ω = E − B, using again (1.13) eventually yields
Now, bounding W according to the energy balance (5.1) and Inequality (5.7), and using Lemma A.4 (take α = 1), one can conclude that, if
then we have for all t ≥ 0,
From that latter inequality, (1.13) and Inequality (5.7), one can work out a regularization procedure similar to that of Section 3 and complete the proof of the second part of Theorem 2.5.
Appendix A.
For the reader's convenience, we here recall a few results that have been used repeatedly in the paper. Let us first recall the definitions of Sobolev spaces and fractional derivation operators. We have the following proposition. We also often used the following Sobolev embedding for 0 ≤ s < d/2:
and the Gagliardo-Nirenberg inequalities:
Finally, we used the following inequalities (see e.g. [15] , Lemma 2.10):
Lemma A.3. Let s > 0 and 1 < p, p 1 , p 2 , p 3 , p 4 < ∞ satisfying 1 p = 1 p1 + 1 p2 = 1 p3 + 1 p4 · There exists a constant C > 0 such that
and
The following result has been used several times to establish global a priori estimates.
Lemma A.4. Let X, D, W be three nonnegative measurable functions on [0, T ] such that X is also differentiable. Assume that there exist two nonnegative real numbers C and α such that
If, in addition, 
