Formulas for $A_{n}$ and $B_{n} by Natanzon, S M
FORMULAS FOR An AND Bn–SOLUTIONS OF WDVV EQUATIONS
S.. NATANZON
1. Introduction
1. WDVV equations were appeared in works of E.Witten [W1], R.Dijkgraaf, E.Verlinde,
H.Verlinde [DVV] as equations for primary free energy of two-dimensional topological eld
theories. The simplest non-trivial solutions of WDVV equations are An and Bn-potentials,
which describe also metrics of K.Saito on spaces of versal deformation of An and Bn-singula-
rities. According to E.Witten [W2] coecients of An{potentials form intersection numbers
of Mumford{Morita{Miller classes of a moduli space of spheres with punctures and n{spin
structures. The potentials are known for n 6 4 [W2, D1, D2]. We nd these potentials
for all n, using its connection with Gelfand-Dikii (n − k∂V ) hierarchy. In passing we give
recurrence formulas for coecients of dispersionless KP hierarchy. Results of J.-B.Zuber [Z]
give a reduction of Bn{potentials to An{potentials.
I would like to thank B.Dubrovin for fruitful discussions.
2. Main theorems
For calculation of the An−1-potential we use combinatorial coecients Pn(i1...im), where
n and sj are natural numbers. Put us






where here and later
0! = 1, Ctp =
p!
t!(p− t)! for p > t > 0 and C
t
p = 0 in another cases.
Put us x0 = 0. For q > 0 we recurrently dene polynomials x−q (x1, ..., xn−1) putting





Pn(s1 . . . sm)xn−s1   xn−sm ,
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where the second sum is taken by all natural numbers (s1, ..., sm) such that
Pm
i=1 si = q+n+
1−m.





Bqi1imxi1   xim ,
where Bqi1;:::;im are constants and the second sum is taken by numbers (i1, ..., im) such that

















A2i1−12im−1xi1   xim ,
where the second sums is taken by 1 6 i1 6 ... 6 im 6 n− 1.
Theorem 1. Polynomial FA is a An−1–potential. Polynomial FB is a Bn−1–potential. This
























where di = 1 + 1−in , d = 2 +
2
n for F = FA and di = 1 +
1−i
n−1 , d = 2 +
1
n−1 for F = FB .
3. Combinatorial lemma
For natural s, i1, ..., in and integer not negative j1, ..., jn dend Ps

i1 . . . in






i1 . . . in











i1 . . . in






(j1 +   + jn)!





i1 . . . iq






(jq+1 +   + jn)!
jq+1!    jn!
for (j1, ..., jn) 6= (0, ..., 0).
Let

i1 . . . in
j1 . . . jn

be the set of all matrices, which appear from

i1 . . . in
j1 . . . jn

by
permutation of columns. Let
∥∥∥∥ i1 . . . inj1 . . . jn
∥∥∥∥ be the number of such matrices. Put us
Ps

i1 . . . in






a1 . . . an
b1 . . . bn

,
where the sum is taken by all
a1 . . . an




i1 . . . in
j1 . . . jn

Lemma 1 Let m > 0, k > 0 and jn > 1 for n 6 m. Then
Ps

i1 . . . im im+1 . . . im+k





0, if s > i1 + ...+ im + j1 + ...+ jm,
1
k!
∥∥∥∥ im+1 . . . im+k0 . . . 0
∥∥∥∥Ps  i1 . . . imj1 . . . jm

, if s < i1 + ...+ im + j1 + ...+ jm.
































 C0s−i2 = Cj1s − Cj1s C0s−(i1+j1) =
=
8<:






, if s < i1 + j1.
3
Prove the lemma for m = 1, k = N , considering that it is proved for m = 1, k < N . If
s > i1 + j1, then
P1

i1 i2 . . . ik+1












∥∥∥∥ i2 . . . ik+10 . . . 0
∥∥∥∥ = 0.
If s < i1 + j1 than
P1

i1 i2 . . . ik+1






∥∥∥∥ i2 . . . ik+10 . . . 0
∥∥∥∥− A  C0s−(i1+j1) =
1
k!




Thus the lemma is proved for m = 1.
Prove the lemma for m = N considering that it is proved for m < N . Then
Ps

i1 . . . im im+1 . . . im+k




α1 . . . αm




i1 . . . im





(β1 +   + βm)!
β1!   βm! C
k
m+k







α1 . . . αq
β1 . . . βq

1
(m+ k − q)!C
q+1++m
s−(1++q+1++q)
(βq+1 +   + βm)!
βq+1!   βm! C
k
m+k−q 
∥∥∥∥ im+1 . . . im+k0 . . . 0








i1 . . . im









0, if s > i1 +   + im + j1 +   + jm,
Ps

i1 . . . im




∥∥∥∥ im+1 . . . im+k0 . . . 0
∥∥∥∥ , if s < i1 +   + im + j1 +   + jm.
4. Equations for Bacher-Akhiezer function
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and ψ is a function of type














, ∂ = ∂1.
A direct calculation gives

























In this case ψ is called a Bacher-Akhiezer function.


















ηi1    ηin .
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i1 . . . in
j1 . . . jn

∂j1ηi1   ∂inηin ,
where the second sum is taken by all matrices

i1 . . . in
j1 . . . jn

such that im > 1, jm > 1 and
i1 +   + in + j1 +   + jn = t.






























i1 . . . in
j1 . . . jn























(j1 +   + jn)!





i1 . . . iq






(jq+1 +    jn)!
jq+1!    jn!








i1 . . . in
j1 . . . jn

∂j1ηi1   ∂jnηin ,
where the second sums are taken by all matrices

i1 . . . in
j1 . . . jn

such that i1 +   + in + j1 +
  + jn = t, im > 1, jm > 0. According to lemma 1 it is possible to consider that in the last








i1 . . . in
j1 . . . jn

∂j1ηi1   ∂jnηin ,
6
where the second sum is taken by all matrices

i1 . . . in
j1 . . . jn

such that im > 1, jm > 1 and
i1 +   + in + j1 +   + jn = r + s.
Proof: An induction by r. According to (3) and lemma 3 for r = 1
























i1 . . . in
j1 . . . jn















i1 . . . in
j1 . . . jn

∂j1ηi1   ∂jnηin ,
where the second sum in the last formula is taken by all matrices

i1 . . . in
j1 . . . jn

such that
i1 +   + in + j1 +   + jn = s+ 1, im > 1, jm > 0. According to lemma 1 in this sum it is
sucient consider only matrices, where jm > 0 for all m.













































i1 . . . in
j1 . . . jn
































i1 . . . in
j1 . . . jn

∂j1ηi1   ∂jnηin ,
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where the second sum in the last formula is taken by all matrices

i1 . . . in
j1 . . . jn

such that
i1 +   + in + j1 +   + jn = s+ r, im > 1, jm > 1. 
5. KP hierarchy
According to [DKJM] the Bacher-Akhiezer function ψ is




τ(x1 − k−1, x2 − 12k−2, x3 − 13k−3, ...)
τ(x1, x2, x3, ...)
for some function τ(x1, x2, ...). By analogy of [N] this gives a possibility to describe the KP








j = −v(x1 − k−1, x2 − 12k






n!i1 . . . in








n!i1 . . . in
∂i1   ∂inv. (4)
Theorem 2. There exist universal rational coefficients
Rr

s1 . . . sn




s1 . . . sn












s1 . . . sn
t1 . . . tn

∂s1∂







s1 . . . sn
t1 . . . tn

∂s1∂
t1v   ∂sn∂tnv, (6)
where the second sums are taken by all matrices

s1 . . . sn
t1 . . . tn

such that sm, tm > 1, and
the sum s1 +   + sn + t1 +   + tn is equal r for (5) and i+ j for (6). Moreover
Rij

s1 . . . sn




s1    snPi(s1...sn).
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Proof: An induction by k and i+j. For i+j = 2 the theorem is obviously. For r = 1 it follows
from (4). Prove the theorem for i + j = N and r = N − 1, considering that it is proved for
i+j < N and r < N−1. Later we consider that sm, tm > 1 and σn = s1+  +sn+t1+  +tn.




















s1 . . . sn
t1 . . . tn

∂s1∂
t1v   ∂sn∂tnv.
Thus according to (5), (6) and lemma 4
1
j







s1 . . . sn
t1 . . . tn

∂s1∂









s1 . . . sn
t1 . . . tn









s1 . . . sn
t1 . . . tn










s1 . . . sn















s1 . . . sn
t1 . . . tn

∂s1∂
t1v   ∂sn∂tnv.
The obvious relation Pi

s1 . . . sn
1 . . . 1

= Pi(s1...sn) conclude the proof. 











The relation (6) was rst deduced in [ DN ] from the Hirota hierarchy [ DKJM ]. This method
gives another formulas for coecients Rij . The equalities between the coecients provide
nontrivial combinatorial identities. 
The system (6) is called the KP hierarchy. The dispersionless KP hierarchy is called the
innite system of dierential equations which appears from (6) if to throw out all monomials
Rij

s1 . . . sn
t1 . . . tn

∂s1∂
t1v   ∂sn∂tnv,
where
Pn
i=1 tj > n. The theorem 2 gives















6. Proof of theorem 1
According to [DVV, K, W2] one of An−1-potentials is
eF (x1, ..., xn−1) = v(x1, x22 , ..., xn−1n− 1 , 0, ...),
where v satises the dispersionless KP hierarchy and ∂nv = 0 (dispersionless Gelfand-Dikii
equation).
According to (7) from this follows




Pn(s1 . . . sm)∂∂s1 eF   ∂∂sm eF =




Pn(s1 . . . sm)∂∂s1 eF   ∂∂sm eF .
Thus






Pn(s1 . . . sm)∂∂s1 eF   ∂∂sm eF . (8)
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According to [W2]
∂∂s eF = xn−s and ∂∂n+s eF = −s∂s eF
for s < n. In additional ∂∂n eF = 0 and thus according to (8) ∂∂n+‘−1 eF = x1−‘ for all `.
Therefore
∂s eF = −1
s
x−s = ∂sFA
and FA − eF | is a linear form. According to [D2, p.16] this form is equal 0. According [Z]
FB(x1, ..., xn) = FA(x1, 0, x2, 0, ..., xn−1, 0, xn).
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