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RESUME 
According to Hebbian theory, neural networks refine their connectivity by patterned firing of action 
potentials in pre- and postsynaptic neurons. Spike-timing-dependent plasticity (STDP) is a synaptic 
Hebbian learning rule relying on the precise order and the millisecond timing of the paired activities 
on either side of the synapse. Temporal coding via STDP may be essential for the role of the 
striatum in learning of motor sequences in which sensory and motor events are associated in a 
precise time sequence. Corticostriatal long-term plasticity provides a fundamental mechanism for 
the function of the basal ganglia in procedural learning. Striatal output neurons act as detectors of 
distributed patterns of cortical and thalamic activity. Thus, corticostriatal STDP should play a major 
role in information processing in the basal ganglia, which is based on a precise time-coding process. 
Here, we explored the conditions required for the emergence of corticostriatal STDP. 
I. GABAergic signaling drives the polarity of corticostriatal STDP along development. 
We previously showed that GABAergic circuits control the polarity of corticostriatal STDP and 
thus operate as a Hebbian/anti-Hebbian switch. GABAergic circuits are subject to important 
developmental maturation. Here, we explored the implication for GABAergic signaling in shaping 
corticostriatal STDP along development.  
(1)   Corticostriatal STDP exhibited unidirectional asymmetric Hebbian STDP in young animals 
while anti-Hebbian STDP was observed at later developmental stages (juvenile and adult 
animals). 
(2)   Promoting tonic inhibition in the immature brain allowed the emergence of anti-Hebbian STDP. 
(3)   Blockade of tonic GABAergic signaling at juvenile stage reversed the anti-Hebbian STDP back 
to unidirectional asymmetric Hebbian STDP. 
We showed that developmental maturation of GABAergic signaling drives the polarity of 
corticostriatal plasticity. 
II. Astrocytic glutamate uptake via EAAT2 allows the expression of corticostriatal STDP. 
Astrocytes, via excitatory amino-acid transporter type-2 (EAAT2), are the major sink for released 
glutamate and contribute to set the strength and timing of synaptic inputs. EAAT2 is highly 
expressed in the striatum and it controls corticostriatal transmission and short-term plasticity. 
EAAT2 increases the strength of cortical input filtering by the striatum. We questioned the role of 
astrocytes (via EAAT2) in the control of corticostriatal STDP. 
(1)   Transient EAAT2 blockade converted Hebbian plasticity (STDP) into aberrant non-Hebbian 
plasticity, which occurred for uncorrelated events or even unpaired activity. 
(2)   Distinct signaling pathways were selected in STDP and aberrant plasticity. 
(3)   EAAT2 overexpression (with ceftriaxone) impaired the detection of correlated activity resulting 
in a lack of STDP. 
We showed that astrocytic glutamate uptake allows the emergence of bidirectional STDP and 
prevents aberrant plasticity. Thus, EAAT2 sets the proper glutamate dynamics allowing for optimal 
temporal contingency between pre- and postsynaptic activity necessary for STDP expression and 
places astrocytes as a gatekeeper of Hebbian synaptic plasticity. 
In summary, the results presented in this thesis further extend our knowledge about the different 
conditions allowing the emergence of corticostriatal STDP.  
  
RESUME (FR) 
D’après le postulat de Hebb, les réseaux neuronaux adaptent leur connectivité sous l’influence des 
activités pré- et post-synaptiques. La « spike-timing-dependent plasticity » (STDP) est une règle 
d’apprentissage synaptique de type Hebbien, qui repose sur la structure temporelle précise des 
patrons d’activités appariées de part et d’autre de la synapse. La plasticité cortico-striatale serait le 
substrat biologique de l’apprentissage procédural effectué par les ganglions de la base. Les neurones 
de sortie du striatum agissent comme des détecteurs de coïncidence des activités corticales et 
thalamiques. La STDP cortico-striatale pourrait donc jouer un rôle crucial dans les processus 
d’encodage de l’apprentissage et la mémoire procédurale. Nous avons exploré les conditions 
d’émergence et d’expression de la STDP cortico-striatale. 
I. La transmission GABAergique contrôle la polarité de la STDP cortico-striatale au cours du 
développement. 
Nous avions précédemment montré que les circuits GABAergiques contrôlent la polarité de la 
STDP corticostratale : le GABA agit comme un commutateur Hebbien/anti-Hebbien. Les réseaux 
GABAergiques sont sujets à une maturation importante au cours du développement. Dans cette 
étude, nous avons exploré l’implication de la transmission GABAergique dans la modulation de la 
STDP corticostriatale au cours du développement. Nous avons observé que : 
(1) La STDP est unidirectionnelle et asymétrique Hebbienne chez les animaux (rats) jeunes 
comparé aux juvéniles et adultes où la STDP est bidirectionnelle et anti-Hebbienne. 
(2) Une STDP bidirectionnelle anti-Hebbienne peut être observée chez les animaux jeunes 
quand on crée (pharmacologiquement) une composante inhibitrice tonique. 
(3) La STDP, anti-Hebbienne chez les juvéniles, est remplacée par une STDP unidirectionnelle 
Hebbienne comme chez les animaux jeunes, si on bloque la transmission GABAergique tonique. 
Nous avons donc démontré que la maturation de la transmission GABAergique (et plus précisément 
de la composante tonique) contrôle la polarité de la STDP corticostriatale. 
 
II. Les astrocytes, via la recapture de glutamate, permettent l’expression de la STDP 
Les astrocytes, via le transporteur du glutamate de type-2 (EAAT2), constitue le principal système 
de capture du glutamate libéré et à ce titre contribuent au contrôle du poids et de la temporalité 
synaptique. EAAT2 est fortement exprimé dans le striatum où il régule la transmission cortico-
striatale. Nous avons évalué le rôle des astrocytes (via EAAT2) dans l’expression de la STDP et ses 
conditions d’émergence. Nous avons observé que : 
(1) Le blocage transitoire d’EAAT2 convertit une plasticité Hebbienne (STDP) en une forme 
aberrante de plasticité non-Hebbienne. 
(2) des voies de signalisations différentes sous-tendent ces différentes plasticités. 
(3) La surexpression d’EAAT2 (par le ceftriaxone) entraîne une disparition de l’expression de la 
STDP. 
Nous avons donc démontré que le transport astrocytaire de glutamate (via EAAT2) permet 
l’émergence d’une STDP bidirectionnelle et prévient l’expression de plasticités aberrantes. EAAT2 
permet donc d’établir les conditions optimales, en terme de dynamique spatio-temporelle du 
glutamate, permettant l’expression de la STDP. Les astrocytes sont donc les garants de l’expression 
d’une plasticité Hebbienne de type STDP. 
 
En conclusion, les résultats présentés dans ce manuscrit de thèse permettent de mieux comprendre 
les conditions nécessaires à l’émergence et l’expression de la plasticité Hebbienne et en particulier 
de la STDP cortico-striatale. 
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PART I 
Glutamate dynamics 
(In and out of the cleft) 
 
 
INTRODUCTION 
Outside the biomedical scientific field, glutamic acid or glutamate is best known as monosodium 
glutamate, or food additive E620, which is used as a flavor or taste enhancer in food. However, the 
main motivation for the enormous scientific research is that apart from being one of the proteino-
genic amino acids, glutamate also serves as the main excitatory neurotransmitter in the mammalian 
brain (Herring et al., 2015; Zhou and Danbolt, 2014). The closely related amino acid aspartate has 
been proposed to play a role as an excitatory neurotransmitter along with glutamate, given the fact 
that it is a selective NMDAR agonist (Patneau and Mayer, 1990). Nevertheless, recent evidence 
states that glutamate alone fully accounts for neurotransmission at excitatory synapses (at least in 
the hippocampus), thus excluding a role for aspartate as an excitatory neurotransmitter (Herring et 
al., 2015). Therefore, any aspartate released from synaptic vesicles would be at a concentration too 
low to be physiologically relevant. 
The possible evolutionary origins of glutamate neurotransmission have been hypothesized to come 
with the emergence of protosynaptic (=without synapses) glutamatergic transmission as early as in 
the Metazoa clade (~1.2 millions of years ago) with the appearance of mGluRs which ancestral 
function remains unresolved. However, it has been proposed that protosynaptic mGluR activity 
modulates Ca2+ influx in sponge (Ryan and Grant, 2009). More recently, it has been hypothesized 
that glycine together with glutamate is a candidate neurotransmitter and also a ligand for iGluRs 
found in early Metazoa (Alberstein et al., 2015). 
The fact that glutamate acts as a neurotransmitter in the CNS has taken a long time to demonstrate 
due to its abundance in brain tissue and that it has an important metabolic role in the brain (for re-
view see (Zhou and Danbolt, 2014). 
Figure 1. Chemical structure of glutamic acid (glutamate). 
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Glutamate is the most abundant free amino acid in the brain and there is 5–15 mmol glutamate per 
kg brain tissue, depending on the region (Zhou and Danbolt, 2014). The concentration of extracellu-
lar glutamate varies dramatically depending upon the biological compartment being measured. For 
non-brain tissue, serum and plasma glutamate levels are estimated in the range of 30-200 µM, 
whereas red blood cell cytoplasmic glutamate is ~0.5 mM, muscle cell cytoplasmic glutamate is ~5 
mM and 10 µM in the cerebrospinal fluid (Featherstone and Shippy, 2008; Zhou and Danbolt, 
2014). 
 
 
 
INTRACELLULAR GLUTAMATE 
Intracellular glutamate in the cytoplasm of neurons is significantly higher than in astrocytes (5 mM 
from Ottersen et al., 1990) and it has been estimated to be in the low mM range: 10-15 mM 
(Featherstone and Shippy, 2008; Zhou and Danbolt, 2014) and 2-30 mM (from (Bramham et al., 
1990) and Storm-Mathisen et al. 1992) depending on cell type. In synaptic vesicles, around 2,000-
4,000 molecules of glutamate per vesicle have been estimated, which is approximately 0.03-0.2 M 
of glutamate in a vesicle (Burger et al., 1989; Riveros et al., 1986; Shupliakov et al., 1992; 
Takamori et al., 2006); for review see (Marx et al., 2015). 
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EXTRACELLULAR GLUTAMATE 
I. AMBIENT GLUTAMATE 
 
 1 - In vivo extracellular ambient glutamate 
In contrast to the relative agreement concerning intracellular glutamate concentration in different 
biological compartments, estimates of the tonic basal concentration of glutamate within the extra-
cellular space varies drastically (Cavelier and Attwell, 2005; Herman and Jahr, 2007; for review see 
(Moussawi et al., 2011). Assessment of the correct level of extracellular glutamate is critical for 
understanding the dynamics of receptor stimulation, the operation of transporters and thus the in-
formation processing at the level of the synapse. Extracellular glutamate has also a role in metabolic 
processes such as cellular redox potential and neurometabolic coupling between synaptic activity, 
glial metabolism, and blood flow (Magistretti, 2009). 
In vivo studies using microdialysis or voltammetry with biosensors measure similar levels of extra-
cellular glutamate in the range of 1–30 µM in different brain regions between different mammalian 
species (Moussawi et al., 2011). Due to the poor time resolution of these techniques, the pool of 
glutamate being sampled is mainly derived from non-synaptic origin (not from action potential me-
diated release) and thus represents a tonic pool of extracellular glutamate. As suggested, another 
issue is that a large portion of the glutamate sampled by microdialysis is of non-neuronal origin. 
Indeed, reverse transporter activity or glutamate release from glial cells could participate in the 
samples (Westerink, 1995). However, evidence from rapid microelectrode measurements suggests 
that it is possible to sample glutamate mainly of neuronal origin (Hascup et al., 2010). 
Various concerns could be raised regarding the fidelity of the measurements by the different tech-
niques mainly because of an over-estimation of the levels of extracellular glutamate. Reported val-
ues from in vivo measurements (1–5 µM) are in the range of the Kd for glutamate binding to 
NMDARs and thus a portion of these receptors would be desensitized (Fig.2). Non-physiological 
elevations of glutamate do not seem to be caused directly from acute damage to neuropil induced by 
inserting the dialysis probe. However, the possibility of glial infiltration, associated with oxidative 
stress, and the creation of an artificial extracellular compartment (a trauma layer) where glutamate 
can accumulate should be considered. 
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 2 - In vitro extracellular ambient glutamate 
In contrast to the reported low micromolar concentrations from in vivo studies, two studies using 
hippocampal slices find extracellular glutamate levels in the nanomolar range between 25 and 80 
nM (Cavelier and Attwell, 2005; Herman and Jahr, 2007). In these studies, extracellular glutamate 
levels are assessed using NMDARs as ‘glutamate sensors’ by monitoring tonic NMDAR-currents 
mediated by non-synaptic extracellular glutamate. However, this current represents the activity of 
all NMDARs expressed by the neuron and does not differentiate between synaptic and extrasynap-
tic receptors. Therefore, the fraction of ambient glutamate detected by extrasynaptic NMDARs is 
difficult to assess. 
Using the distribution of transporters (Lehre and Danbolt, 1998), models of the extracellular space 
predict that the glutamate concentration is in the range of 30–50 nM throughout the neuropil of hip-
pocampus (Zheng et al., 2008), similar to the in vitro experimental estimates (Cavelier and Attwell, 
2005; Herman and Jahr, 2007). However, this estimation differs from earlier work predicting a min-
imum maintainable concentration of extracellular glutamate of 0.6 µM (Bouvier et al., 1992) and 
0.2 µM (Attwell et al., 1993). 
Possible technical caveats concerning in vitro brain slice preparations that could influence the con-
centration of extracellular glutamate are the following: the age of the animals (juvenile for in vitro 
vs. adults for in vivo studies), the partial depletion of extracellular constituents (like cystine or 
ascorbic acid) or the tissue slicing procedure. All these factors could affect the extracellular levels 
of glutamate in tissue slices in a certain extend and thus bias its estimation. 
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 3 - Compartmentalization of different glutamate concentrations - proposal 
It has been proposed that part of the variability of the measurements may result from the sampling 
of glutamate in different extracellular compartments (synaptic versus extrasynaptic volumes). One 
explanation for the marked difference between different studies may be the existence of subcom-
partments of extracellular glutamate. Indeed, patterned expression of release and uptake sites 
around synapses could lead to different extracellular glutamate concentrations thus forming sub-
compartments (Bridges et al., 2012; Moussawi et al., 2011).  
Figure 2. Glutamate dependence of activation (top) and desensitization (bottom) for different 
iGluRs, compared to the concentration of ambient extracellular glutamate. (Top) NMDARs 
and mGluRs are activated by relatively low concentrations of glutamate (1 to 20 µM), and thus have 
typically sigmoidal dose-response curves that are left-shifted compared to those from AMPARs and 
KARs, which are activated only by glutamate concentrations of 100 to 2000 µM. If ambient extra-
cellular glutamate is ~2 µM, then about 40% of NMDARs and 10% of mGluRs could be constitu-
tively activated in vivo. (Bottom) Steady-state desensitization of iGluRs receptor occurs at much 
lower glutamate concentrations (0.1 to 10 µM). If ambient extracellular glutamate is ~2 µM, then 
one-half to three-quarters of glutamate receptors might be constitutively desensitized, and thus 
functionally silent, in vivo. However, slight changes in ambient extracellular glutamate concentra-
tion or dose-dependence of steady-state desensitization could have dramatic effects on glutamate 
receptor availability and synaptic strength.  (From (Featherstone and Shippy, 2008)). 
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In contrast to this proposal, it has been reported that there is not a steep concentration gradient of 
glutamate between the synaptic and extrasynaptic space and, consequently, that the synaptic com-
partment is not preferentially shielded by glutamate transporters (Herman et al., 2011). Using patch-
clamp combined with 2-photon calcium imaging on hippocampal brain slices Herman and col-
leagues conclude that ambient glutamate is not significantly compartmentalized but rather is univer-
sally low throughout the neuropil of the hippocampus. Nevertheless, this question is open to a de-
bate as extrasynaptic glutamate could be low compared to synaptic glutamate because glutamate is 
highly concentrated during brief synaptic release events. This will transiently raise synaptic gluta-
mate to 1000 to 3000 µM (Bergles et al., 1999; Clements et al., 1992). Alternatively, extracellular 
glutamate might be higher compared to synaptic glutamate because of localized glutamate uptake 
near perisynaptic sites. 
 
 
 
 
 
 
 
Figure 3. Proposed working model where the 
extracellular space is divided into three subcom-
partments. (1) In the synaptic cleft the glutamate 
concentration is in the low nanomolar range because 
glutamate levels are tightly regulated by both neu-
ronal and glial glutamate uptake systems to prevent 
desensitization of iGluR. (2) The transitional peri-
synaptic zone and (3) the nonsynaptic compartment 
containing low micromolar glutamate maintained by 
glial release. (From (Moussawi et al., 2011)). 
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 4 - Sources of extracellular glutamate - tonic glutamate release 
In the absence of phasic glutamate release, the ionic stoichiometry of glutamate transporters pro-
vides sufficient accumulative power to lower the extracellular glutamate concentration to ∼2nm 
(Levy et al., 1998; Zerangue and Kavanaugh, 1996), but microdialysis experiments in vivo report 
much higher values (∼2µm) (Moussawi et al., 2011). Moreover, neuronal tonic excitatory currents, 
mediated by ambient glutamate, were detected in several brain structures, suggesting a constant 
release of glutamate (Cavelier and Attwell, 2005; Fleming et al., 2011; Jabaudon et al., 1999; 
Kőszeghy et al., 2014; Le Meur et al., 2007; Nie et al., 2010; Sah et al., 1988; Sasaki et al., 2012). 
This has raised questions concerning the origins of extracellular glutamate and several mechanisms 
have been proposed. 
 
Neuronal release 
Glutamate release of neuronal origin had been one of the primary hypothesis of the constant gluta-
mate leak. However, tonic glutamate release does not reflect either action potential evoked or spon-
taneous exocytotic transmitter release (Cavelier and Attwell, 2005; Jabaudon et al., 1999). Indeed, 
tonic glutamate release is not via Ca2+-dependent exocytosis, nor via Ca2+-independent spontaneous 
vesicular release (Cavelier and Attwell, 2005; Jabaudon et al., 1999; Le Meur et al., 2007; Yang and 
Xu-Friedman, 2015). 
There are several other modes of transmitter release that are candidates for mediating the tonic re-
lease of glutamate. In contrast, it is important to note that transmembrane diffusion would have a 
negligible effect on the tonic glutamate levels (Jabaudon et al., 1999). 
 
Release via system xc- 
Baker et al. have suggested, from microdialysis experiments, that most (60%) of the tonic glutamate 
release in the ventral striatum is generated by the cystine–glutamate exchanger (or system xc-), in 
which glutamate is released in exchange for cystine taken up to make glutathione (Baker et al., 
2002; Lewerenz et al., 2013). However, patch-clamp experiments in hippocampal slices showed 
that cystine–glutamate exchange does not generate tonic glutamate release in the presence of physi-
ological cystine (Cavelier and Attwell, 2005). 
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Glial origin of extracellular glutamate 
Transient release of glutamate from glia, probably by exocytosis, can activate NMDARs in different 
regions, thus mediating slow inward currents (SICs) (Angulo et al., 2004; Fellin et al., 2004); for 
review see (Pál, 2015). A major concern about these observations comes from the fact that record-
ings are obtained in 0 Mg extracellular solution and in the presence of high concentration of 
GABAAR blocker (picrotoxin 100 µM). Anyway, Ca2+-evoked glial glutamate release seems to not 
contribute significantly to tonic activation of glutamate receptors. Indeed, blocking prostaglandin- 
and Ca2+-dependent glutamate release from astrocytes does not reduce the neuronal response to 
tonic glutamate (Cavelier and Attwell, 2005). 
In addition, astrocytes can release glutamate by other mechanisms, and it has been demonstrated 
that at least a part of the tonic glutamate results from astrocytic release (Cavelier and Attwell, 2005; 
Jabaudon et al., 1999; Le Meur et al., 2007). Indeed, a rise of [Ca2+]i in astrocytes can release glu-
tamate by a prostaglandin-dependent mechanism (Bezzi et al., 1998); and three distinct ion channels 
have been shown to release glutamate: (1) swelling-activated anion channels (Rutledge et al., 1998), 
(2) gap junctional hemichannels (Ye et al., 2003), and (3) P2X7 receptors gated by ATP (Sperlágh 
et al., 2002) but all of these mechanisms do not seem to significantly participate in the tonic gluta-
mate release since blocking them does not preclude the tonic glutamate currents in neurons 
(Cavelier and Attwell, 2005). 
Finally, tonic glutamate release has been showed to rely on astrocytes and to be mediated by a 4,4’-
Diisothiocyanatostilbene-2,2’-disulphonic acid (DIDS) -sensitive mechanism (Cavelier and Attwell, 
2005). DIDS has been found to block numerous anion transporters and channels via which gluta-
mate might exit the cell and was found to decrease the neuronal response to tonic glutamate, imply-
ing that DIDS decreases the release of glutamate. However, it still remains unclear how DIDS 
might modulate glutamate efflux (Cavelier and Attwell, 2005). 
 
 5 - Role of tonic glutamate - biological meaning 
Regardless of different estimations of the exact concentration of ambient glutamate, numerous stud-
ies have shown that both pre- and postsynaptic receptors situated peri- and/or extrasynaptically 
could be tonically activated by extracellular glutamate (Cavelier and Attwell, 2005; Jabaudon et al., 
1999; Le Meur et al., 2007); for review see Featherstone and Shippy 2008). Thus, as a function of 
the level of extracellular glutamate in the hippocampus, tonic activation of NMDARs determines 
excitability of pyramidal neurons (Sah et al., 1988) and presynaptic group III mGluRs can modulate 
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GABAergic transmission between interneurons (Semyanov and Kullmann, 2000). Moreover, group 
III mGluRs sensing ambient glutamate are also responsible for the modulation of both evoked and 
spontaneous GABA release in the supraoptic nucleus (Piet et al., 2003); and group I mGluRs modu-
late excitation in the cochlear nucleus (Chanda and Xu-Friedman, 2011). This suggests that mGluRs 
can detect variations of ambient glutamate leading to disinhibition of interneurons and increase in 
inhibitory drive, therefore counteracting hippocampal excitability. 
Astrocytes play a cardinal role in the regulation of ambient glutamate levels by the process of up-
take (see Part II - Glutamate uptake). Moreover, astrocytic enwrapment of synapses is subject to 
experience-dependent remodeling. Thus, physiological reduction in synaptic glial coverage increas-
es activation of mGluRs (Boudaba et al., 2003; Oliet et al., 2001; Piet et al., 2003) and NMDARs 
(Fleming et al., 2011) in the supraoptic nucleus. This shows that the tonic activation of receptors by 
ambient glutamate is itself a plastic process dynamically regulated by astocytes. 
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II. PHASIC GLUTAMATE 
 
 1 - Fate of glutamate following synaptic release 
Estimations of the timecourse of phasic glutamate, following each release event, in and beyond the 
synaptic cleft have been assessed combining modeling and electrophysiological studies. The dy-
namics of the glutamate transient are determined by the rate of release, its peak concentration (glu-
tamate ‘spike’), the presence of GluRs and glutamate binding sites and the diffusive properties of 
the extracellular medium together with active uptake by glutamate transporters. 
The average glutamate concentration in a single vesicle has been estimated to be 2 000 - 4 000 mol-
ecules of glutamate (Marx et al., 2015) with a concentration of 60-210 mM  (Nicholls and Attwell, 
1990). Following synaptic release, glutamate concentration in the cleft raises up to 1 µM (Barbour, 
2001; Bergles et al., 1999; Zheng et al., 2008). 
After release, glutamate molecules are subject to passive diffusion with estimated diffusion time of 
<1 ms out of the synaptic cleft (Attwell and Gibb, 2005). The tortuosity of the extracellular tissue 
has a direct effect on the spatiotemporal profile of glutamate diffusion following presynaptic exocy-
tosis. Calculations of the diffusion coefficient of glutamate can slightly vary with structures: 0.45 
µm2.ms-1 (Nielsen et al., 2004); 0.32 µm2.ms-1 (Zheng et al., 2008) because the synaptic cleft is 
packed with macromolecular obstacles (Zuber et al., 2005). The volume fraction (relative amount) 
of the extracellular space is estimated to be ~0.2 (Nicholson and Sykova, 1998). In a porous medi-
um the diffusion coefficient for glutamate is ~0.3 µm.ms-1 (Min et al., 1998). However, the porous 
medium does not take into account spatial inhomogeneities and interactions with transporters and 
other binding sites, which could further slow diffusion. Using ion-sensitive microelectrodes, the 
tortuosity factor of the neuropil in baseline conditions has been estimated experimentally to be ~1.6 
(Nicholson and Sykova, 1998); and an estimation by a modelling study is 1.34 (Rusakov and 
Kullmann, 1998). The tortuosity of the extracellular space has a crucial role in determining the de-
gree of receptor activation following glutamate release. Thus, increasing extracellular viscosity, and 
so decreasing the glutamate diffusion coefficient to ~0.15 µm2.ms-1, potentiates synaptic receptors 
activation by 20-30% (Min et al., 1998). 
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 2 - Sample the signal - role of glutamate receptors 
The glutamate transient is a signal, which could be sampled at different degrees by GluRs (Attwell 
and Gibb, 2005). The timing of activation of GluRs is proportional to their distance from the pre-
synaptic release site (Attwell and Gibb, 2005; Barbour and Häusser, 1997; Takumi et al., 1999). 
Distinct subtypes of GluRs are activated in response to different patterns of activity at excitatory 
synapses due to their relative affinity for glutamate which suggests the existence of glutamate re-
ceptor bandwidth (Attwell and Gibb, 2005; Karakossian and Otis, 2004). The kinetics of GluRs 
determines how the receptors respond to increases in glutamate concentration of different durations. 
GluRs decompose the incoming glutamate signal into different temporal components so this could 
enhance the spatial and temporal spread of neuronal signaling. 
AMPARs have fast glutamate unbinding and a low glutamate affinity to allow fast information pro-
cessing. To ensure high frequency synaptic transmission, AMPARs have high rate constant for the 
unbinding of glutamate. In addition, AMPARs transmit information on a millisecond timescale and 
this is made possible because released glutamate is cleared from the synaptic cleft on the same 
timescale (Diamond and Jahr, 2000, 1997). Under different conditions, AMPARs would be desensi-
tized instead of deactivated. Glutamate clearance depends mainly on the rate and density of gluta-
mate transporters which kinetics are matched with the properties of AMPARs (Diamond and Jahr, 
2000, 1997). In contrast, diffusion rate (<1 ms) out of the synaptic cleft is too slow to account for a 
rapid removal of glutamate and thus avoiding AMPARs desensitization. In addition, electrophoretic 
interactions between AMPAR–mediated excitatory currents and negatively charged glutamate mol-
ecules accelerate the clearance of glutamate from the synaptic cleft, speeding up synaptic responses 
(Sylantyev et al., 2008). Therefore, low-affinity AMPARs mediate fast excitatory transmission. 
In the contrary, NMDARs has a slow unbinding and so a high affinity for glutamate. NMDARs 
unbinding rate constant is 400 times lower than that for AMPARs. This property of NMDARs is 
crucial for their role in temporal coincidence detection of synaptic inputs (Attwell and Gibb, 2005; 
Sjöström et al., 2010) (see Part III - STDP). In this manner, back-propagating action potentials will 
activate NMDARs that were bound to glutamate within the preceding ~50-100 ms. Glutamate bind-
ing to NMDARs lasts for a sufficiently long time for the detection of other input occurring. Thus, 
NMDARs are able to temporally integrate incoming information and extend the duration of gluta-
mate elevations. 
Like NMDARs, mGluRs need longer elevations of glutamate to be activated but desensitize faster. 
Therefore, the kinetics of mGluR responses are in the midrange between AMPARs and NMDARs. 
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The sampling of glutamate transients by GluRs reflects the fact that synapses operate in different 
frequency ranges and activity regimes. Thus, the activity of GluRs could determine the speed of 
information processing at excitatory synapses. 
 
 3 - Terminating the signal - role of glutamate transporters 
Synaptically released glutamate diffuses out of the synaptic cleft and binds to several receptor sub-
types in the peri- or extrasynaptic membrane or at neighboring synapses (Barbour and Häusser, 
1997; Kullmann and Asztely, 1998; Kullmann et al., 1996; M et al., 1997; Szapiro and Barbour, 
2007). The extent of such extrasynaptic actions is regulated by the high affinity glutamate uptake 
(Asztely et al., 1997; Bergles and Jahr, 1997; Bergles et al., 1997; Lehre and Rusakov, 2002; Min et 
al., 1998; Rusakov and Kullmann, 1998; Zheng et al., 2008). mGluRs are preferentially localized 
perisynaptically (Baude et al., 1993) and NMDARs can be found at both peri- and extrasynaptic 
locations (Paoletti et al., 2013), implying that glutamate should escape from the synaptic cleft in 
order to activate these receptors. Glutamate transporters rapidly reduce the free concentration of 
glutamate but part of the content of the exocytosis of a single vesicle binds to receptors situated in 
the immediate perisynaptic space (Rusakov and Kullmann, 1998; Zheng et al., 2008). There is a 
critical role of glutamate diffusion in determining the balance of receptor activation and glial glu-
tamate transporters control the degree to which receptors located outside the cleft are activated fol-
lowing each release event (Bergles et al., 1997; Min et al., 1998; Zheng et al., 2008). It is thus as-
sumed that synaptic isolation is never reached and synapses do not operate as private communica-
tion channels. 
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 4 - Physiological relevance of glutamate spillover 
Spillover of glutamate following physiological synaptic activity levels is a controversial issue 
(Barbour, 2001; Rusakov and Kullmann, 1998). The effect of glutamate spillover would be disad-
vantageous by reducing synaptic independence and thus reducing the storage capacity of the brain. 
However, a number of specialized synapses exist in the brain at which spillover has an important 
functional role. Indeed, glutamate spillover has been reported as the main mode of synaptic trans-
mission in the hippocampus, cerebellum, olfactory bulb and the vestibular system (Carter and 
Regehr, 2000; DiGregorio et al., 2002; Dubois et al., 2016; Isaacson, 1999; Marcaggi et al., 2003; 
Figure 4. Glutamatergic transmission at central synapses. (Top) Schematic diagram of a 
glutamatergic synapse. Glutamate released from the presynaptic terminal acts on postsynaptic 
AMPARs, NMDARs, KARs and mGluRs. The synaptic actions of glutamate are terminated 
when its concentration in the synaptic cleft is reduced by diffusion, and by uptake by gluta-
mate transporters into surrounding glial cells and into the pre- and postsynaptic neurons. 
(Bottom) Duration ranges of increases in glutamate concentration to which AMPARs, 
NMDARs and mGluRs can respond at 37oC (From (Attwell and Gibb, 2005)). 
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Nielsen et al., 2004; Szapiro and Barbour, 2007). Most of these synapses also mediate conventional 
synaptic transmission and the role of spillover is essentially one of amplification by increasing the 
postsynaptic response to a given amount of transmitter (high-pass filtering). However, cerebellar 
climbing fiber-molecular layer interneuron connection is mediated exclusively by glutamate spillo-
ver (Szapiro and Barbour, 2007). Therefore, glutamate spillover plays a prominent role in infor-
mation processing at central synapses together with point-to-point excitatory transmission. 
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III. QUANTIFYING GLUTAMATE 
The concentration and timecourse of glutamate in and outside the synaptic cleft is of crucial im-
portance for shaping excitatory transmission. Glutamate dynamics in the extracellular fluid can oc-
cur on a different timescale: from millisecond variations following release events, to slower chang-
es directed by plastic remodeling of the network. Temporal and spatial resolutions are thus critical 
for monitoring glutamate dynamics in the brain. In an attempt to answer these requirements, various 
techniques for quantifying extracellular glutamate have been developed. 
 
 1- Microdialysis 
Historically, glutamate concentration has been determined primarily by in situ microdialysis of cer-
ebrospinal fluid (Benveniste et al., 1984; Zhang et al., 2005), but this technique is invasive and is 
limited by poor spatial and temporal resolution. Indeed, it provides only single-point sampling of 
bulk tissue with low temporal resolution (in order of tens of seconds). However, to fully understand 
the characteristics of glutamate dynamics, tools that are capable of assessing real time changes in 
glutamate transients are needed. 
 
 2 - Enzymes 
Enzymes such as glutamate dehydrogenase or glutamate oxidase can be coupled to (1) NADH fluo-
rescence in enzyme-linked fluorescence assays (Innocenti et al., 2000; Nicholls and Sihra, 1986); or 
(2) current through a microelectrode in enzymatic glutamate-selective electrodes (Oldenziel et al., 
2007; Pomerleau et al., 2003). Nevertheless, these methods lack cellular resolution, have response 
times on the order of a second and are confounded by other potential sources of signal. 
 
 3 - Electrophysiology 
Extracellular glutamate levels can be assessed using NMDARs as ‘glutamate sensors’ by displace-
ment of a rapidly dissociating competitive antagonists (D-AA or D-CCP) from NMDARs during 
synaptic transmission (Clements et al., 1992); or by monitoring tonic NMDAR-currents mediated 
by non-synaptic extracellular glutamate (Arnth-Jensen et al., 2002; Herman and Jahr, 2007). 
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 4 - Imaging 
 
In vitro 
Biosensors composed of glutamate-binding proteins coupled to a fluorescent probe have much 
greater spatial and temporal resolutions and signal can be unambiguously assigned in presence of 
glutamate. (1) Glutamate optical sensor (EOS) is a hybrid-type fluorescent indicator consisting of 
the glutamate-binding domain of the AMPAR subunit GluR2 and a fluorescent dye conjugated near 
the glutamate-binding pocket. EOS changes its fluorescence intensity upon binding of glutamate 
(Namiki et al., 2007; Okubo and Iino, 2011; Okubo et al., 2010). (2) The ligand-dependent confor-
mational change in the E. coli glutamate transporter GltI has been used to create glutamate sensors 
from Förster resonance energy transfer (FRET) between two fluorescent proteins fused to the two 
protein termini (Dulla et al., 2009; Hires et al., 2008; Okumoto, 2010). Optical detection of gluta-
mate using FRET-based sensor proteins offers the potential to greatly enhance the temporal and 
spatial resolution at which glutamate transients can be measured. 
More recently, the development of real-time measurements of glutamate clearance in vitro or in 
vivo using optogenetic reporting allowed visualizing the spatio-temporal dynamics of extracellular 
glutamate under endogenous release conditions. Quantifying real-time glutamate dynamics has be-
come possible by the use of a high-speed imaging of an intensity-based glutamate-sensing fluores-
cent reporter (iGluSnFR) (Marvin et al., 2013; Parsons et al., 2016). Important advance of optical 
methods compared to biochemical assays is that the timecourse of evoked iGluSnFR responses re-
flects not only transporter-mediated uptake but also diffusion, permitting an overall measure of glu-
tamate clearance. Another crucial factor is that as a genetically encoded sensor, iGluSnFR expres-
sion can be driven under the control of a specific promoter allowing measurements of glutamate 
sensed at the neuronal extracellular surface (versus astrocytic surface as measured by STCs; see 
Part II - Glutamate uptake). 
 
In vivo 
Development of an imaging method to probe glutamate levels in vivo is of great interest because it 
would allow studying extracellular glutamate in various pathologies and brain states. The feasibility 
of this approach has been addressed using positron emission tomography (PET) imaging and the 
radiotracer 3-(6-methylpyri- din-2-ylethynyl)-cyclohex-2-enone-O-carbon-11-methyl-oxime ([11C] 
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ABP688), which binds to the allosteric site of the mGluR5 (Ametamey et al., 2006), in both in 
monkeys (Miyake et al., 2011; Sandiego et al., 2013) and human subjects (Martinez et al., 2014). 
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PART II 
Glutamate uptake 
 
 
INTRODUCTION 
 
 1 - Blood-brain barrier (BBB) 
The BBB shields the brain from glutamate in the blood, which is much higher than concentrations 
that are toxic to neurons (50-200 µM in blood vs 2-5 µM for toxic levels for neurons). Although, 
brain barrier endothelial cells do not express significant levels of glutamate transporters (Berger and 
Hediger, 2000; Holmseth et al., 2012, 2009; Lehre et al., 1995), membrane glutamate transporters 
are heavily expressed in the astrocytic endfeet surrounding the blood vessels. It exists as well an 
efflux mechanism for glutamate reducing glutamate in the cerebrospinal fluid (Zhou and Danbolt, 
2014). Therefore, the BBB prevents glutamate entering from outside the extracellular fluid. 
 
 2 - Membrane glutamate transporters 
Because there are no enzymes extracellularly that can degrade glutamate (Logan and Snyder, 1971), 
low extracellular concentrations require efficient cellular uptake systems. Thus, the primary mecha-
nism through which the action of extracellular glutamate is terminated is the active transport via 
excitatory amino acid transporters (EAATs). Another reason to keep the extracellular glutamate 
levels low is that glutamate is toxic in high concentrations, due to excessive activation of GluRs 
(Danbolt, 2001; Marcaggi and Attwell, 2004). Therefore, powerful uptake systems like EAATs 
prevent excessive activation of GluRs and excitotoxicity by continuously removing glutamate from 
the extracellular fluid in the brain. This uptake is catalyzed by a family of transporter proteins locat-
ed at the cell surface of both astrocytes and neurons (Beart and O’Shea, 2007; Danbolt et al., 2016; 
Gegelashvili et al., 2000; Grewer and Rauen, 2005; Tzingounis and Wadiche, 2007; Vandenberg 
and Ryan, 2013). 
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 3 - Intracellular glutamate carriers 
Although it will not be discussed here, it is important to mention that glutamate, once entered the 
cell, is subject to an intracellular transport (for review see (El Mestikawy et al., 2011; Palmieri, 
2013)). When glutamate enters the cytoplasm, it may undergo further redistribution to mitochondria 
or synaptic vesicles. Mitochondrial mechanisms for glutamate translocation rely on four enzyme 
carriers located in mitochondria: AGC1, AGC2, GC1 and GC2. Glutamate transporters in synaptic 
vesicles or vesicular glutamate transporters (VGLUTs) are three different isoforms: VGLUT1, 
VGLUT2 and VGLUT3. These intracellular glutamate carriers are very different from the gluta-
mate transporters in the plasma membranes.  
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MEMBRANE GLUTAMATE TRANSPORTERS 
I. MECHANISM & STOICHIOMETRY 
The glutamate uptake process is electrogenic and is driven by the ion gradients of K+ and Na+ (Levy 
et al., 1998; Owe et al., 2006; Zerangue and Kavanaugh, 1996). Stoichiometry: glutamate influx is 
driven by the cotransport of 3 Na+ and 1 H+ ions, and the counter-transport of 1 K+ ion (Fig.1). The 
dependency of the transport process on the electrochemical gradients across the plasma membranes 
implies that the uptake can reverse if the gradients are sufficiently weakened. The transporters can 
also operate as exchangers inducing release of internal endogenous glutamate by heteroexchange 
(Danbolt, 2001). All the EAATs catalyze Na+- and K+-coupled transport of L-glutamate as well as 
L- and D-aspartate, but not D-glutamate. EAATs also function as chloride channels (Machtens et 
al., 2015) (see below Cl- conductance). 
The 3:1 ratio of Na+ to glutamate molecules transported causes a significant Na+ influx into glial 
cells during glutamate uptake. The majority of the [Na+]i is then removed from the cell by the action 
of the Na+/K+-ATPase (Chatton et al., 2000; Cholet et al., 2002). Such large and long-lasting eleva-
tions of [Na+]i can strongly affect all Na+-dependent processes in astrocytes (Kirischuk et al., 2015). 
Once extracellular glutamate is transported into astrocytes, it is transformed into glutamine by the 
enzyme glutamine synthetase (see below Restoring glutamate). 
 
  
Figure 1. Hypothetical model of glutamate transport mechanism across the plasma membrane 
from the extracellular space (Out) to the cytosol (In). For the sake of clarity, only the protomer 
shapes with its hairpins are drawn. L-glutamate (L-Glu) and sodium ions (Na+) are represented as 
purple and blue balls, respectively. In the ‘‘open’’ conformation that is closed from the cytosol side, 
L-glutamate is trapped by HP2 and HP1 in the cavity. After an intermediate state, where the cavity is 
closed on both sides, the repositioned HP2 finally releases L-glutamate. This mechanism is coupled to 
the transport of 3 Na+ ions. (Adapted from (Reyes et al., 2009))  
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II. TYPES / DISTRIBUTION / LOCALIZATION 
 
 1 - Regional distribution 
To date, five subtypes of EAATs (EAAT1-5) are found in the mammalian brain. Western blot anal-
ysis of total brain homogenates completed by immunohistochemistry, immunogold and in situ 
mRNA studies revealed distinct regional distribution for each glutamate transporter subtype 
(Chaudhry et al., 1995; Furuta et al., 1997; Kanai and Hediger, 1992; Lehre et al., 1995; Rothstein 
et al., 1994). 
EAAT1 (Slc1a3 gene) is most abundant in the cerebellar molecular layer, expressed by Bergmann 
glia cells, but is also found in cortex, hippocampus, superior colliculus and deep cerebellar nuclei 
(Arriza et al., 1994; Lehre et al., 1995; Rothstein et al., 1994; Wadiche and Kavanaugh, 1998). 
EAAT2 (Slc1a2 gene) is present in cortex, hippocampus and striatum (Furuta et al., 1997; Lehre et 
al., 1995; Rothstein et al., 1994). Higher levels of EAAT3  (SLC1A1 gene) are found in the cortex, 
the hippocampus, striatum and cerebellum, and lower levels in the spinal cord (Fairman et al., 1995; 
Furuta et al., 1997; Lehre et al., 1995; Rothstein et al., 1994; Wadiche et al., 1995b). EAAT3 could 
be found also in non-neuronal peripheral tissues, including small intestine, kidney, and liver (Arriza 
et al., 1994; Grewer et al., 2000; Holmseth et al., 2012; Kanai and Hediger, 1992; Rothstein et al., 
1994). EAAT4 (SLC1A6 gene) is expressed in the cerebellum (Dehnes et al., 1998; Fairman et al., 
1995; Furuta et al., 1997; Massie et al., 2008) and EAAT5 (SLC1A7 gene) - in the retina (Arriza et 
al., 1997). 
 
 2 - Cellular/ultrastructural localization 
EAAT1 is selectively expressed in astrocytes (somata and processes) (Lehre et al., 1995) with 
plasma membrane facing neuropil having higher densities than those facing cell bodies (Chaudhry 
et al., 1995). EAAT2 is specifically expressed in astrocytic processes ensheathing synaptic com-
plexes, but not in astocytic cell bodies (Danbolt et al., 1992; Furuta et al., 1997; Holmseth et al., 
2009; Lehre et al., 1995; Levy et al., 1998; Minelli et al., 2001; Rothstein et al., 1994). Particularly 
in the striatum, EAAT2-immunoreactive astrocytic processes were found to ensheath virtually all 
striatal neuron somata and envelop synaptic complexes (Rothstein et al., 1994). EAAT2 is also 
found on neurons but at much lower level than in astrocytes (~10% of astrocytic EAAT2). The 
physiological role of neuronal EAAT2 remains uncertain based on their very low level of expres-
sion but also on their distribution in most of the axon-terminal membranes and not being concen-
trated in the synapses (Danbolt et al., 2016; Furness et al., 2008; Petr et al., 2015; Rimmele and 
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Rosenberg, 2016). EAAT3 is found in neurons (Conti et al., 1998; Rothstein et al., 1994) in pre- 
and postsynaptic elements. EAAT4 is expressed by cerebellar Purkinje cells in particular on extra-
synaptic sites (Dehnes et al., 1998; Tanaka et al., 1997). EAAT5 is expressed in the photoreceptors, 
bipolar and amacrine cells of the retina and has been suggested to mainly act as glutamate-activated 
chloride channel to control the excitability of retinal neurons (Arriza et al., 1997; Eliasof and Jahr, 
1996; Schneider et al., 2014). 
 
 3 - Subcellular localization 
Both amino and carboxyl terminals of EAAT1 and EAAT2 are located intracellularly (Lehre et al., 
1995). The EAAT2b isoform has been found to have a basolateral membrane expression; in con-
trast, EAAT2a isoform displays a predominant distribution within intracellular vesicle compart-
ments, constitutively cycling to and from the membrane (Underhill et al., 2015). In the retina, it 
exists a different splice variant of EAAT2, named GLT1c (Rauen et al., 2004), which is expressed 
by neurons. Alternate splicing might modify the targeting of EAAT2 to distinct membrane domains 
but does not necessarily confer novel functional properties (Rauen et al., 2004; Schneider et al., 
2014; Takahashi et al., 2015). 
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III. ROLE OF EAATS 
 
 1 - Buffering and transport of glutamate 
As there are no extracellular enzymes to degrade glutamate, after release, glutamate molecules are 
subject to passive diffusion combined with active transport. It is hypothesized that thousands of 
EAATs should be present around synapses to efficiently remove glutamate on a rapid timescale 
(Diamond and Jahr, 1997; Lehre and Danbolt, 1998). EAATs have similar affinities for glutamate 
as GluRs (Arriza et al., 1994) and so they compete for the extracellular glutamate. The transport 
cycle of EAATs is slow (12-70 ms per cycle), relative to the time course of glutamate in the synap-
tic cleft (Bergles and Jahr, 1998; Clements et al., 1992; Wadiche et al., 1995b). High expression of 
which is essential to compensate for EAATs slow transport cycle. Thus, the main role of EAATs is 
to terminate the glutamate transient by primary acting as glutamate buffers followed by active 
transport. In addition, diffusion in the plasma membrane contributes to the buffering capacity of 
glial EAATs. EAATs control the degree to which receptors located in the perisynaptic space or out-
side the cleft are activated following each release event (Bergles et al., 1997; Min et al., 1998; 
Zheng et al., 2008) (see Part I - Glutamate dynamics). Therefore, EAATs efficiently follow the 
time course of synaptic activation in a temperature-dependent manner (Asztely et al., 1997; Bergles 
and Jahr, 1998, 1997; Diamond and Jahr, 2000, 1997). 
 
 2 - Glutamate metabolism 
Glutamate released from the presynaptic terminal is cleared from the cleft through diffusion fol-
lowed by active transport via EAATs that are primarily expressed on astrocytes. Replenishing neu-
ronal stores of glutamate is thus of crucial importance for the normal functioning of the synapses 
and for maintaining adequate levels of excitatory neurotransmission (Marx et al., 2015). Further-
more, glutamate is also redistributed from synaptic to extrasynaptic sites following uptake by astro-
cytes. 
 
Glutamate to glutamine 
Astrocytic metabolism plays a key role in the process of replenishment of neuronal stores of gluta-
mate vesicular pool. This process is known as the glutamate-glutamine cycle (McKenna, 2007; 
Robinson and Jackson, 2016; Stobart and Anderson, 2013). Glutamate is mainly amidated to form 
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glutamine by the enzyme glutamine synthetase. However, during periods of high neuronal activity 
up to 50% of the intracellular glutamate in astrocytes following uptake may alternatively be deami-
nated to form a-ketoglutarate and enter the TCA cycle (McKenna, 2007; Robinson and Jackson, 
2016; Stobart and Anderson, 2013). Astrocytic glutamine is subsequently transported out of astro-
cytes and into neurons, where it is used as a precursor for glutamate synthesis, forming a glutamate-
glutamine cycle (Hertz et al., 1999; Kirischuk et al., 2012; Marx et al., 2015; Stobart and Anderson, 
2013). The astrocytic glutamine transporters LAT2 (Na+-independent) and SNAT3 (Na-dependent) 
are capable of mediating glutamine release (Kirischuk et al., 2015). The [Na+]i rise that occurs as a 
consequence of astrocytic glutamate influx has the potential to directly stimulate the release of glu-
tamine from this pool via SNAT3 transport (Kirischuk et al., 2015). Because glutamate influx by 
EAATs is coupled to the influx of three Na+ ions (Zerangue and Kavanaugh, 1996) whereas gluta-
mine efflux via SNAT3 is coupled to the efflux of only one Na+ (Chaudhry et al., 1995), there is 
potential for 3:1 amplification in the coupling of glutamate uptake to glutamine. Glutamine released 
from astrocytes is subsequently transported directly into presynaptic terminals where it is converted 
back to glutamate by glutaminases to support further glutamatergic neurotransmission (Billups et 
al., 2013). Thus, the astrocytic glutamine release mechanism is therefore a central process in the 
synapse ability to maintain a sustained level of neurotransmission. Glutamate can be also synthe-
sized de novo from glucose in astrocytes via the Krebs cycle, followed by transamination or reduc-
tive amination of α-oxoglutarate (Erecińska and Silver, 1990). 
 
System xc- 
In parallel of being metabolized and converted into glutamine, glutamate following uptake could be 
also released from astrocytes at distinct extrasynaptic domains. System xc- is located on astrocytic 
process and functions as a cystine-glutamate antiporter or exchanger that couples the uptake of cys-
tine and glutamate on a 1:1 stoichiometry. The direction of the exchange is determined by the rela-
tive substrate concentration gradients. Glutamate release from system xc- has been shown to regu-
late synaptic neurotransmitter release by stimulating extrasynaptic glutamate receptors and to regu-
late synaptic plasticity (Bridges et al., 2012; Lewerenz et al., 2013; Moussawi et al., 2011). 
 
GABA synthesis 
There is some evidence that the glutamate used for GABA synthesis comes, in part, from glutamate 
via EAATs, and thus alterations of EAATs activity alters also the strength of synaptic inhibition as 
demonstrated in the hippocampus (Mathews and Diamond, 2003; Sepkuty et al., 2002). 
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 3 – EAATs and chloride conductance 
EAATs also function as chloride channels (Fahlke et al., 2016). In addition to the ion-coupled glu-
tamate translocation, EAATs mediate a thermodynamically uncoupled chloride flux activated by 
the transport of sodium and glutamate molecules, which behaves as an independent process from 
the coupled flux. In addition to this substrate-activated anion conductance, the EAATs also possess 
a ‘leak’ anion conductance (Eliasof and Jahr, 1996; Fairman et al., 1995; Kanner and Borre, 2002; 
Ryan and Mindell, 2007; Takayasu et al., 2009; Wadiche et al., 1995a; Zerangue and Kavanaugh, 
1996). The fraction of the transporter-mediated anionic current varies among EAAT proteins. Sin-
gle channel amplitudes for Cl- conductance are similar across the different EAAT isoforms but the 
EAAT4 and EAAT5 channels have a higher probability of opening. Thus, EAAT4 and EAAT5 
have the largest chloride conductance (Gameiro et al., 2011; Mim et al., 2005), and may function 
more as inhibitory glutamate receptors than as transporters (Dehnes et al., 1998; Veruki et al., 2006; 
Wersinger et al., 2006). Function of EAAT5 transporters on bipolar cells in the retina, for example, 
lies in their ion channel properties rather than their conventional glutamate transporter activity 
(Veruki et al., 2006; Wersinger et al., 2006). Similar example also in the retina is a feedback mech-
anism from horizontal cells to cones where glutamate spillover activates GluT-associated chloride 
conductance (Vroman and Kamermans, 2015). 
 
 4 - H2O/urea cotransport 
In addition, a general feature of sodium coupled transport is the transport of water (MacAulay and 
Zeuthen, 2010; MacAulay et al., 2004). EAATs are cotransport proteins shown to possess the abil-
ity to transport fixed amount of water molecules against and independently of external osmotic gra-
dients (along with KCC, NKCC1, GluT, GAT-1, etc …), a feature, not found in AQPs but physio-
logically important when water transport against on osmotic gradient is needed (MacAulay and 
Zeuthen, 2010; MacAulay et al., 2004). EAATs are expressed in astrocytic membranes facing the 
synaptic cleft, an expression pattern opposite to that of AQPs found on perivascular membranes. 
Besides the secondary active water transport, EAATs have in addition a passive water transport 
driven entirely by the osmotic gradient like in AQPs. The unit water permeability of EAAT1 is 
around 20-fold smaller than that of AQP1 (but higher than AQP0) but due to its abundant expres-
sion in astocytic membranes facing the neuropil, they would be important for water permeability of 
those specific membrane areas. Moreover, EAAT1 is also able to cotransport urea (MacAulay and 
Zeuthen, 2010; MacAulay et al., 2004). 
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IV. PHYSIOLOGY & PATHOLOGY 
 
A. Development 
During embryonic stages, EAAT2 mRNA is expressed at high levels in the ventricular zone and 
expression continues postnatally in the subventricular zone and persists in this proliferative zone in 
the adult brain. Transcript levels steadily increase postnatally to reach maximal levels around 14-20 
days of age (Furuta et al., 1997; Sutherland et al., 1996; Ullensvang et al., 1997). In addition, the 
postnatal maturation of EAAT2 expression could differ among regions as for instance astrocyte 
glutamate transporter currents mature later in the neocortex compared with hippocampus (Hanson 
et al., 2015). Similar to what is observed in the rodent brain, a study using human tissue suggest that 
EAAT2 expression appears to be low in mid-gestation, whereas its expression increases later in 
development (Bar-Peled et al., 1997). These dynamic developmental regulations suggest that 
EAAT2 not only regulates the excitatory synaptic transmission at mature stages, but also could be 
involved in the brain development. 
 
B. Regulation 
 1 - Endogenous regulation 
Regulation of transcription, mRNA processing, and translation 
The expression and trafficking of EAAT2 is tightly regulated by several factors (Danbolt, 2001; 
Fontana, 2015; Seal and Amara, 1999; Takahashi et al., 2015). 
Neuronal activity can dynamically modulate EAAT2 expression (Benediktsson et al., 2012; Poitry-
Yamate et al., 2002). Neurons cultured in the absence of astrocytes express EAAT2 dependent on 
the presence of neuronal soluble factors (Gegelashvili et al., 2001, 2000, 1997; Plachez et al., 2004; 
Zhou, 2004). Ablation results in downregulation of glial EAAT2 after glutamatergic differentiation 
(Ginsberg et al., 1995; Liévens et al., 2000a, 2000b) and sensory experience can increase the envel-
opment of synapses and EAAT2 expression in sensory cortex (Genoud et al., 2006). Moreover, 
electrical coupling through gap junctions in astrocytes has also been shown to control EAAT2 ex-
pression (Figiel et al., 2007). Indeed, reduced astrocytic coupling by blockade of gap junctions sup-
press transcriptional activity of EAAT2 promoter resulting in downregulation of EAAT2. 
The EAAT2 promoter contains several transcription factor-binding sequences, including NF-kB, 
Sp1, N-myc, CREB, EGR, and NFAT (Ghosh et al., 2011; Su et al., 2003). NF-kB can be both 
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positive and negative regulator of EAAT2 function. EGF induces transcriptional activation of 
EAAT2, whereas TNF-alpha can repress EAAT2 expression, both via NF-kB (Sitcheran et al., 
2005). Dexamethasone (a glucocorticoid) increases EAAT2 mRNA levels and upregulates EAAT2 
protein expression and activity (Wen et al., 2005; Zschocke et al., 2005). Akt (protein kinase B) 
induces the expression of EAAT2 through increased transcription (Li et al., 2006). Delta opioid 
receptor activation upregulates EAAT2 in cell culture (Liang et al., 2014). Corticosterone and reti-
nol are both able to increase the translation of EAAT2 transcripts (Tian et al., 2007). EphA4/ephrin-
A3 signaling controls EAAT2 expression (Filosa et al., 2009). 
 
Regulation via post-translational modifications 
There are two main types of post-translational modifications of EAAT2: phosphorylation and gly-
cosylation. Studies performed using in Xenopus oocytes and cell cultures showed that phosphoryla-
tion by kinases SPAK and OSR1, and protein kinase C are powerful negative regulators of EAAT2 
(Abousaab et al., 2015; Kalandadze et al., 2002), but that kinase GSK3β and proteine kinase C 
stimulate the activity of EAAT2 (Casado et al., 1993; Jiménez et al., 2014). 
Discs large homolog 1 (DLG1; SAP97) scaffolding protein stabilizes EAAT2b isoform at the sur-
face and activation of CaMKII decreases EAAT2b surface expression but does not alter the distri-
bution of EAAT2a (Underhill et al., 2015). Other factors found to stimulate EAAT2 expression are 
epidermal growth factor (EGF) (Zelenaia et al., 2000) and pituitary adenylate cyclase-activating 
peptide (PACAP) (Figiel and Engele, 2000). Furthermore, EAATs possess redox-sensing proper-
ties, and their oxidation can result in reduced uptake capacity (Trotti et al., 1997) and so nitric oxide 
through selective nNOS-dependent S-nitrosylation modulates glutamate uptake, metabolism, con-
version to glutamine, and glutamatergic transmission (Raju et al., 2015). 
 
Trafficking 
There are several molecular mechanisms regulating intracellular trafficking, endocytosis and exocy-
tosis, and surface expression of EAAT2. Intracellular compartmentalization of EAAT2 is regulated 
by sumoylation (Foran et al., 2014). cAMP modulates VAMP3 vesicle traffic in astrocytes regulat-
ing the recycling of EAATs (Li et al., 2015). EAATs are integral membrane proteins and they de-
pend on the lipid environment, and are influenced by fatty acids such as arachidonic acid (Barbour 
et al., 1989; Trotti et al., 1995; Zerangue et al., 1995) and by oxidation (Trotti et al., 1998). Surface 
diffusion of EAAT2 is regulated in activity-dependent manner and it varies according to its surface 
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location (Murphy-Royal et al., 2015). Thus, EAAT2 mobility is strongly reduced in the vicinity of 
glutamatergic synapses, favoring transporter retention. 
 
 2 - EAAT Plasticity 
EAATs can undergo plastic changes in both their activity and their level of expression. There are 
few reports (from the same team) indicating that the regulation of glutamate uptake itself may be 
important for maintaining the synaptic strength during long-term changes in synaptic efficacy. In-
deed, hippocampal LTP is associated with increase in EAAT3- and EAAT2-dependent glutamate 
uptake during the early and late phase of LTP, respectively; and translocation of EAAT3 from the 
cytosol to the plasma membrane (Levenson et al., 2002; Pita-Almenar et al., 2006; Pita-almenar et 
al., 2005). Furthermore, contextual fear conditioning increases the rate of glutamate uptake and 
EAAT3 membrane expression (Levenson et al., 2002). However, whether the increase in glutamate 
uptake simply reflects changes in synaptically released glutamate following plasticity-induction 
protocols or it is indeed a genuine long-term potentiation of the uptake itself remains underex-
plored. 
In addition, astrocytic group I mGluR-dependent potentiation of EAAT2 glutamate uptake as well 
as membrane insertion of EAAT1 has been reported (Devaraju et al., 2013; Shen and Linden, 2005) 
suggesting an important contribution of astrocytic calcium signaling in the regulation of glutamate 
uptake (Bazargani and Attwell, 2016). 
Moreover, EAAT2 function can vary with experience. Astroglial wrapping of neurons controlling 
glutamate clearance is plastic and can be modulated by different physiological processes such as 
lactation or dehydration (Bernardinelli et al., 2014; Boudaba et al., 2003; Oliet et al., 2001). Fur-
thermore, sensory experience can increase the envelopment of synapses and EAAT2 expression in 
sensory cortex (Genoud et al., 2006). 
 
 3 - Pharmacological regulation 
There are numerous synthetic and natural compounds modulating EAATs function and expression 
(Beart and O’Shea, 2007; Fontana, 2015; Jensen et al., 2015; Soni et al., 2014) (Fig.2). 
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Inhibitors 
Synthetic inhibitors of glutamate transport can be: (1) competitive non-transportable inhibitors: 
TBOA (all EAATs), DHK (EAAT2) and analogs; or (2) noncompetitive inhibitors: HIP-8 and 
WAY-213,613 (EAAT2). Several endogenous nutrients and exogenous compounds have been 
found to be allosteric modulators of EAATs: (1) inhibitors are Zn2+ and arachidonic acid 
(Vandenberg and Ryan, 2013); and  negative allosteric mudulators are UCPH-101 and UCPH-102 
(EAAT1). Activators of EAATs are MS-153, riluzole and spider toxin, which is a transporter activi-
ty enhancer via a non-competitive mechanism. 
 
Transcriptional/translational modulators 
This type of modulators targets a wide range of transcriptional and translational processes, and con-
sequently they are structurally very diverse. They exhibit pronounced subtype-selectivity since they 
may act through targets involved in the expression of a specific EAAT gene. A potential drawback 
is that many of the mechanisms targeted underlie the expression of numerous other genes, and thus 
transcriptional/translational modulators could potentially exert off-target effects outside the glu-
tamatergic system (Fig.2). Activators of EAAT2 are beta-lactams (Lee et al., 2008; Rothstein et al., 
2005), neuroimmunophilin ligand GPI-1046, LDN/OSU-0212320 and harmine. Acids like clavu-
lanic acid, valproic acid and retinoic acid are also found to be EAAT2 activators. 
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Figure 2. Novel approaches to EAAT modulation. (a) Chemical structures of allosteric EAAT lig-
ands. (b) Transcriptional/translational modulators of EAATs. Top: Chemical structures of transcrip-
tional/translational EAAT modulators. Bottom: The proposed mechanisms of action underlying the 
induction of higher EAAT expression levels by valproic acid, cefriaxone and LDN/OSU-0212320. 
Valproic acid is a transcriptional EAAT3 activator acting through inhibition of histone deacetylases 
(HDACs). These enzymes catalyze the deacetylation of specific lysine residues in histones enabling 
these to wrap DNA tightly hereby disabling gene transcription. Ceftriaxone has been proposed to 
augment EAAT2 expression level by promoting nuclear translocation of the transcription factor nu-
clear factor-kB (nF-kB) through proteasomal degradation of IkB. nF-kB subsequently binds to the 
EAAT2 promoter and increases the transcription of the gene. LDN/OSU- 0212320 is a translational 
EAAT2 activator acting in part through protein kinase C-mediated stimulation of Y-box-binding pro-
tein 1 (YB-1), an intracellular protein among other functions regulates the translation by binding to 
mRNA. (From (Jensen et al., 2015)) 
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C. Role in physiology 
 
 1 - Physiological importance 
Generation of specific KO mice for EAAT subtypes has revealed their physiological importance. 
EAAT2 is the only one of the EAAT-type of glutamate transporters that is required for survival 
under non-challenging conditions (Petr et al., 2015; Tanaka et al., 1997). Deletion of the astrocytic 
EAAT2 leads to dramatic effects such as excess mortality, lower body weight, and spontaneous 
seizures (Holmseth et al., 2012; Matsugami et al., 2006; Petr et al., 2015; Tanaka et al., 1997; 
Voutsinos-Porche et al., 2003), whereas no detectable neurological abnormalities could be observed 
with neuronal EAAT2 deletion (Petr et al., 2015). EAAT1 KO mice exhibit altered motor coordina-
tion but develop normally (Watase et al., 1998). Mice lacking EAAT3 (Peghini et al., 1997) devel-
op dicarboxylic aminoaciduria, but do not show signs of neurodegeneration at young age and do not 
display epilepsy (Aoyama et al., 2006; Peghini et al., 1997). EAAT4 knockout mice are viable and 
appear normal (Huang, 2004) albeit with some alteration of receptor activation (Nikkuni et al., 
2007). At present, no EAAT5 KO mice are available. 
 
 2 - Transmission 
Synaptic transmission 
EAATs are efficiently activated by synaptic activation (Bergles and Jahr, 1998, 1997; Bergles et al., 
1997; Diamond and Jahr, 2000, 1997) and glutamate uptake affects both the fast and slower com-
ponents of the synaptic glutamate transient (Asztely et al., 1997; Bergles and Jahr, 1998, 1997; 
Carter and Regehr, 2000; Clark and Cull-Candy, 2002; Diamond, 2001; Goubard et al., 2011; 
Kullmann and Asztely, 1998; Marcaggi et al., 2003; Nielsen et al., 2004; Otis et al., 1997, 1996; 
Overstreet et al., 1999; Sadeghi et al., 2014; Takayasu, 2005; Takayasu et al., 2006; Tong and Jahr, 
1994; Turecek and Trussell, 2000); for review see (Coddington et al., 2014; Tzingounis and 
Wadiche, 2007). EAATs also shape synaptic transmission through surface diffusion (Murphy-Royal 
et al., 2015). Interestingly, in the retina, regulation of glutamate release by presynaptic EAATs have 
been found to be regulated by the transporter-associated anion current that hyperpolarizes the pre-
synaptic terminal and thereby inhibits synaptic transmission as a result of shunting inhibition 
(Veruki et al., 2006; Vroman and Kamermans, 2015). In the same line, Purkinje cell EAAT4 con-
trols AMPAR activation of Bergman glia (Tsai et al., 2012). Thus, fast removal of glutamate by 
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transporters contributes to set the strength and timing of synaptic inputs by controlling receptor ac-
tivation during neuronal activity.  
 
Spillover 
Glutamate transport is crucial for limiting the spill-out to extrasynaptic receptors and the spillover 
to neighboring synapses, thus tightly controlling both cooperation and synaptic independence. 
High-affinity extrasynaptic NMDARs and mGluRs, located on peri- or extrasynaptically (Baude et 
al., 1993; Paoletti et al., 2013), or on neighboring neurons, mediate most of the spillover responses 
and their activation is limited by active glutamate uptake (Coddington et al., 2013; Huang and 
Bergles, 2004; Kullmann and Asztely, 1998). Control of NMDARs on glutamatergic neurons, by 
glutamate transporters, has been shown in the olfactory bulb (Isaacson, 1999); hippocampus (Arnth-
Jensen et al., 2002; Diamond, 2001); retina (Chen and Diamond, 2002); spinal cord (Nie and Weng, 
2009) and prefrontal cortex (Chalifoux and Carter, 2011). Glutamate uptake also controls activation 
of NMDARs on GABAergic neurons mainly at cerebellar synapses: parallel fiber (PF)-stellate cell 
(Carter and Regehr, 2000); PF-molecular layer interneurons (Clark and Cull-Candy, 2002); 
climbing fiber (CF)-molecular layer interneurons (Szapiro and Barbour, 2007); GABAergic 
terminals to Purkinje cells (Huang and Bergles, 2004). In addition, glutamate transport regulates 
mGluR activation on GABAergic terminals in cerebellum at both PF-Purkinje cell and CF-Purkinje 
cell synapses (Brasnjo and Otis, 2001; Dzubay and Otis, 2002; Reichelt and Knöpfel, 2002). In a 
similar manner, astrocytic glutamate uptake controls activation of mGluRs located on hippocampal 
interneurons (Huang et al., 2004). 
 
Tonic activation of receptors 
Both pre- and postsynaptic receptors situated peri- and/or extrasynaptically could be tonically acti-
vated by extracellular glutamate and EAATs are crucial for the regulation of ambient glutamate lev-
els (Cavelier and Attwell, 2005; Jabaudon et al., 1999; Le Meur et al., 2007); for review see 
(Featherstone and Shippy, 2008) (see Part I -  Glutamate dynamics). Tonic activation of NMDARs 
determines excitability of pyramidal neurons (Sah et al., 1988) and mGluRs sensing ambient gluta-
mate modulate GABAergic transmission (Chanda and Xu-Friedman, 2011; Piet et al., 2003; 
Semyanov and Kullmann, 2000). Moreover, physiological reduction in synaptic glial coverage, and 
thus, in glutamate uptake, increases activation of mGluRs (Boudaba et al., 2003; Oliet et al., 2001; 
Piet et al., 2003) and NMDARs (Fleming et al., 2011) in the supraoptic nucleus. Therefore, besides 
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modulating receptor activation after phasic glutamate release, EAATs are important in shaping the 
degree of tonic activation of receptors by ambient glutamate. 
 
 3 – Synaptic plasticity 
Genetic and pharmacological manipulations of EAATs have brought important insights in EAAT 
role in synaptic plasticity, investigated using rate-coding protocols such as low- and high-frequency 
stimulation (LFS and HFS) or theta-burst stimulation (TBS). Pharmacological inhibition of EAATs 
enhances HFS-LTD (Pinard et al., 2003), has a permissive role for the expression of LFS-LTD 
(Massey et al., 2004) or induces heterosynaptic LTP in amygdala (Tsvetkov et al., 2004). Previous 
studies showed that astrocytic EAAT2 is mandatory for HFS-LTP expression by using either 
EAAT2 knockout mice (Katagiri et al., 2001) or by pharmacological inhibition (Wang et al., 2006). 
EAAT2 upregulation by chronic treatment with ceftriaxone, impairs LFS-LTD and reduces HFS-
LTP magnitude (Omrani et al., 2009). As exemplified by the use of EAAT3 knockout mice, neu-
ronal transporters have also been demonstrated to control synaptic plasticity by regulating the bal-
ance between potentiation and depression elicited by TBS and LFS, respectively (Scimemi et al., 
2009). Finally, cerebellar LTD depends on the patterned expression of neuronal EAAT4 on Purkin-
je cells (Wadiche and Jahr, 2005) and is enhanced by EAAT4 blockade (Brasnjo and Otis, 2001). 
 
 4 - Brain energy 
A mechanism known as the astrocyte-neuron lactate shuttle (ANLS) accounts for the coupling be-
tween synaptic activity and energy delivery. Indeed, glutamate stimulates glucose uptake and lac-
tate production in astrocytes (Magistretti and Allaman, 2015; Pellerin and Magistretti, 2012; 
Robinson and Jackson, 2016). This glutamate-stimulated aerobic glycolysis is triggered by the up-
take of glutamate, which is cotransported with sodium with a stoichiometry of one glutamate to 
three Na+, resulting in the disruption of the sodium gradient. This triggers the activity of the energy-
consuming Na+/K+ ATPase at the expense of one ATP per cycle of the pump to extrude three Na+. 
Glutamate is mainly converted to glutamine by glutamine synthetase at the expense of another ATP. 
Thus, glutamate uptake and recycling in astrocytes result in a decrease in ATP content (Magistretti 
and Chatton, 2005). This decrease in the energy charge of the cell promotes glucose uptake and 
metabolism (Fig.3). The ANLS mechanism thus suggests that the uptake of synaptically released 
glutamate via EAATs into astrocytes and the ensuing increase in intracellular sodium represent a 
key signal for activated neurons to import glucose into astrocytes and produce lactate as an energy 
substrate (Magistretti and Allaman, 2015; Pellerin and Magistretti, 2012; Robinson and Jackson, 
2016). 
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Figure 3. Schematic representation of the astrocyte-neuron lactate shuttle. Glutamate released at 
the synapse activates glutamatergic receptors (GluRs), a process associated with energy expenditure 
in neuronal compartments. A large proportion of the glutamate released at the synapse is taken up by 
astrocytes via EAATs (more specifically, EAAT1 and EAAT2). The disrupted Na+ homeostasis is 
reestablished by the action of the Na+/K+, an ATP-consuming process. Following its uptake by astro-
cytes, glutamate is converted to glutamine by the action of glutamine synthetase (GS), also an ATP-
consuming process, and shuttled to neurons, where it is converted back to glutamate by glutaminases 
(GLSs). The metabolic burden created by glutamate uptake triggers nonoxidative glucose utilization 
in astrocytes and glucose uptake from the circulation through the glucose transporter GLUT1 ex-
pressed by both capillary endothelial cells and astrocytes. Glycolytically derived pyruvate is convert-
ed to lactate by lactate dehydrogenase 5 (mainly expressed in astrocytes) and shuttled to neurons 
through monocarboxylate transporters (mainly MCT1 and MCT4 in astrocytes and MCT2 in neu-
rons). In neurons, lactate can be used as an energy substrate following its conversion to pyruvate by 
LDH1 (mainly expressed in neurons). Under basal conditions, neurons can also take up glucose via 
the neuronal GLUT3. Concomitantly, astrocytes participate in the recycling of synaptic glutamate via 
the glutamate-glutamine cycle. (Fom Magistretti and Allaman, 2015)  
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D. Role in pathology 
Alterations in the proper uptake of glutamate by astrocytes can lead to glutamate excitotoxicity, 
which is a pathological process. This results in sustained elevation of extracellular glutamate levels 
and excessive activation of post-synaptic GluRs resulting in increased Ca2+ influx (Nilsson et al., 
1990) and activation of a cascade of phospholipases, endonucleases, and proteases that can lead to 
apoptotic or necrotic cell death (Raghupathi, 2004). In excitotoxic states, the extracellular concen-
trations of glutamate reaches a millimolar range, causing degeneration of neurons through excessive 
stimulation of glutamate receptors (Clements et al., 1992; Meldrum and Garthwaite, n.d.; 
Rosenberg et al., 1992; Zhou and Danbolt, 2014). Therefore, the tight regulation of the glutamate 
signal by EAAT2 is of crucial importance for normal glutamate neurotransmission and, when al-
tered, it can lead to pathological states. 
EAAT2 function has been extensively studied in the case of different neurological conditions in-
cluding neurodegenerative diseases and addiction but the discerning between cause and effect in 
terms of EAAT2 dysfunction remains difficult to access (Beart and O’Shea, 2007; Fontana, 2015; 
Oliveira et al., 2015). Nevertheless, these pathological conditions are linked to profound impair-
ment of cognitive functions, which further strengthens the fact that normal EAAT2 function is cru-
cial for learning and memory. 
 
   1 - Mechanisms of EAAT2 deregulation 
Reversal of the EAAT2 transporter is mechanism shown to mediate glutamate excitotoxicity in is-
chemia (Rossi et al., 2000). Different mechanisms leading to EAAT2 dysfunction are altered splic-
ing of EAATs and/or altered expression of splice variants found in ALS, epilepsy, hypoxia, human 
glioma and astrocytoma (Beart and O’Shea, 2007; Fontana, 2015). 
Another possibility of EAAT2 dysfunction is the altered protein and mRNA expression levels (both 
up- or downregulation). EAAT2 downregulation is observed in various neurodegenerative diseases 
including Parkinson’s, Huntington’s and Alzheimer’s. In this context, ceftriaxone appears as a new 
drug strategy for treatment (Beart and O’Shea, 2007; Medina et al., 2013; Soni et al., 2014; 
Takahashi et al., 2015). On the contrary, EAAT2 is upregulated in the prefrontal cortex of schizo-
phrenics (Matute et al., 2005) but downregulated in thalamus (McCullumsmith et al., 2015). 
Negative experience also regulates EAAT2 expression. EAAT2 downregulation in striatum and 
habenula is found in a rat model of depression (Almeida et al., 2010; Cui et al., 2014). Moreover, 
ceftriaxone has been reported to display antidepressent-like effects (Mineur et al., 2007); for review 
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see (Medina et al., 2013; Sanacora et al., 2008). Glucocorticoids or chronic stress could affect 
EAAT2 expression (Popoli et al., 2012; Reagan et al., 2004) and acute stress has been shown to 
result in EAAT2 downregulation (Yang et al., 2005). 
Chronic exposure to drugs of abuse such as nicotine, ethanol, cocaine or heroin has also been 
shown to induce a down-regulation of EAAT2 in the nucleus accumbens leading to enhance extra-
cellular glutamate levels and aberrant potentiation of glutamate transmission (Scofield and Kalivas, 
2014). EAAT2 up-regulation following chronic ceftriaxone treatment (Rothstein et al., 2005) con-
stitutes a promising tool to restore glutamate homeostasis, to attenuate some of the motor and/or 
cognitive symptoms of Huntington’s, Parkinson’s or Alzheimer’s diseases (Soni et al., 2014), to 
reverse drug-induced plasticity and to inhibit drug seeking (Scofield and Kalivas, 2014). Thus, 
EAAT2 appears to be a major target for the treatment of neurological as well as psychiatric diseases 
and addiction and the development of novel therapeutical targets (Jensen et al., 2015; Kim et al., 
2011; Sanacora et al., 2008; Scofield and Kalivas, 2014; Soni et al., 2014). 
 
   2 - Effect of EAAT2 alterations on behavior 
On the contrary, few studies reported the effect of altering EAAT2 expression on pathological be-
havior (Oliveira et al., 2015). Blockade of EAAT2 induces depressive-like effects and anhedonia 
(Bechtholt-Gompf et al., 2010; John et al., 2012) and blockade of EAAT2 in amygdala alters social 
behavior (Lee et al., 2007). EAAT2 KO mice exhibit seizures and premature death (Petr et al., 
2015; Tanaka et al., 1997). Recently, an inducible astrocyte-specific EAAT2 KO in dorsal striatum 
showed pathological repetitive behaviors and an increased corticostriatal excitatory transmission 
(Aida et al., 2015). Moreover, this phenotype was reversed by blockade of extrasynaptic NMDARs 
by memantine treatment, confirming that excessive glutamate spillover due to EAAT2 dysfunction 
underlies these repetitive behaviors emerging from deregulation of the corticostriatal pathway. On 
the other hand, EAAT2 overexpression has been reported to impair hippocampal learning (Matos-
Ocasio et al., 2014).  
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Figure 4. Alterations in glutamate uptake in various pathological conditions: parallel between 
human and animal studies. (Fom Beart and O’Shea, 2007)  
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V. PROBING GLUTAMATE UPTAKE 
 
 1 - Biochemical uptake assays 
The most common approach to quantify glutamate transport is by biochemical uptake assays in 
brain tissue by liquid scintillation counting of radio-labeled exogenous glutamate or aspartate that is 
taken up by a synaptosomal preparation on a timescale of minutes. However, an important caveat of 
this technique is that the rapid release from presynaptic terminals and reuptake by nearby transport-
ers that characterize synaptic transmission, are both lost with biochemical uptake assays. Further-
more, the uptake of exogenous substrates in the brains slices and synaptosomal preparations mostly 
occurs in the nerve terminals rather than in astrocytes (Danbolt et al., 2016; Furness et al., 2008; 
Petr et al., 2015). This favors the use of real-time measurements of glutamate clearance in situ using 
electrophysiology or optogenetic reporting. 
 
 2 - Electrophysiology 
Endogenous glutamate clearance in brain slices could be monitored online by electrophysiological 
measures of synaptically evoked transporter-mediated currents (STCs) recorded from astrocytes in 
various brain regions (Barakat and Bordey, 2002; Bergles and Jahr, 1997; Cammack and Schwartz, 
1993; Clark and Barbour, 1997; Diamond and Jahr, 2000; Diamond et al., 1998; Goubard et al., 
2011; Otis et al., 1997; Wadiche and Jahr, 2005). STCs are generated by the Na+ influx into glial 
cells during glutamate uptake and allow a direct measurement of the transport of glutamate from 
synaptic origin upon electrical stimulation of afferents. The specific properties of STCs are that they 
present a rectifying inward current at peak, have a large amplitude at negative potentials that is re-
duced with depolarization of the recorded astrocyte, and have no reversal of current (contrary to ion 
fluxes through channels). 
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PART III 
Spike timing-dependent plasticity 
(STDP) 
 
 
INTRODUCTION 
 
 1 - Information processing 
Information processing at central synapses is governed by two main neural coding strategies: 
integration and coincidence detection, which rely on spike-rate (=spike count) and spike-time 
coding, respectively (DeCharms and Zador, 2000); Dayan & Abbott 2001; Gerstner et al., 2014). 
Whether neurons use rate coding or temporal coding is a topic of intense debate. Truth stands in the 
middle. 
Action potentials convey information through their timing and can be characterized simply by their 
time of occurrence. (1) An independent-spike code is based solely on the time-dependent firing rate 
of a neuron when a stimulus is present. In this case, individual action potentials encode 
independently of each other and the generation of each spike is independent of all the other spikes 
in the train. (2) A correlation code is the case when correlations between spike times (=interspike 
intervals) may carry additional information and individual spikes do not encode independently of 
each other. In reality, information is likely to be carried both by individual spikes and through spike 
correlations. 
 
 2 - Temporal code 
When precise spike timing or high-frequency firing rate fluctuations carry information, the neural 
code is identified as a temporal code. In the case of an independent-spike code, if the time-
dependent firing rate varies slowly, the code is identified as a rate code, and if it varies rapidly, the 
code is considered as a temporal code. Thus, both inter-spike intervals (in the case of correlation 
code) and variations in the time-dependent firing rate (in the case of independent-spike code) could 
underlie temporal coding. 
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 3 - Operation modes 
Accordingly, depending on the type of code used, neurons are considered to operate as integrators 
or as coincidence detectors based on how they process input (Ratté et al., 2013). Integrators can 
summate temporally dispersed (asynchronous) inputs, whereas coincidence detectors respond only 
to temporally coincident (synchronous) inputs. In other words, integrators and coincidence detectors 
are both sensitive to synchronous input, but coincidence detectors are selective for it (Ratté et al., 
2013). 
 
Rate coding 
The use of rate coding implies good temporal integration of synaptic inputs, a feature that is usually 
limited by membrane conductances that allow synaptically delivered charge to leak out of the cell 
over time. Rate coding is associated with long (=infinite) membrane time constant, allowing 
neurons to perform accurate temporal integration of synaptic inputs. 
 
Coincidence detection 
In contrast, coincidence detection depends on short membrane time constant permitting otherwise 
quiescent neurons to fire only during coincident input, but also on the spiking threshold and the 
statistics of the input, which should be synchronous. Coincidence detectors can sum their inputs 
using a narrow time window, whereas integrators use a broad window (Ratté et al., 2013). 
The question of whether individual neurons encode and process information by using precise spike 
timings, thus, working as coincidence detectors, or spike rates, thus, working as temporal integra-
tors, has been highly debated (DeCharms and Zador, 2000). Both mechanisms generally coexist in 
the same neuron. In the PFC, depending on the inputs to L5 pyramidal neurons, dendrites behave 
either as temporal integrators or as coincident detectors by responding to spatially distributed sig-
nals within a narrow time window (Dembrow et al., 2015).  Furthermore, STN neurons operate by 
combining integration and coincidence detection and the use of one or the other function is depend-
ent on the ongoing activity that the neurons receive (Farries et al., 2010). Theoretical work has 
shown that cortical pyramidal neurons are capable of operating in a continuum between coincidence 
detection and temporal integration, depending on the characteristics of the synaptic inputs (syn-
chronous vs dispersed) (Rudolph and Destexhe, 2003). 
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ASSOCIATIVE LEARNING 
Activity-dependent modifications in synaptic strength are widely believed to be the basic 
phenomenon underlying learning and memory, and are also thought to play a crucial role in the 
development of neural circuits. Experience and training modify synapses and these modifications 
lead to network remodeling and changes in patterns of neuronal firing to affect behavior. 
 
 1 - Hebb 
In 1949, Canadian psychologist Donald Hebb speculated that if input from neuron A often 
contributes to the firing of neuron B, then the synapse from A to B should be strengthened. Hebb 
suggested that such synaptic modification could produce neuronal assemblies that reflect the 
relationships experienced during training Hebb 1949; (Sejnowski, 1999). 
“When an axon of cell A is near enough to excite B and repeatedly or persistently takes part in 
firing it, some growth process or metabolic change takes place in one or both cells such that A’s 
efficiency, as one of the cells firing B, is increased.” (Hebb 1949) 
The Hebbian theory was later summarized by the American neurobiologist Carla J. Shatz in the 
famous “Cells that fire together, wire together”. 
"Segregation to form the columns in the visual cortex [...] proceeds when the two nerves are 
stimulated asynchronously. In a sense, then, cells that fire together wire together. The timing of 
action-potential activity is critical in determining which synaptic connections are strengthened and 
retained and which are weakened and eliminated” (Shatz 1992) 
The Hebb postulate forms the basis of much of the research done on the role of associative synaptic 
plasticity in learning and memory. For example, this rule can be applied to neurons that fire 
together during training due to an associating between a stimulus and a response. As a consequence, 
these neurons would develop strong interconnections, and subsequent activation of some of them by 
the stimulus could produce the synaptic drive needed to activate the remaining neurons and 
generate the associated response. 
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 2 - Coincidence detection 
Hebb’s words have been interpreted to mean that synaptic plasticity should be based on coincidence 
detection. Strengthening of the synapse should, thus, occur when the release of neurotransmitters 
from a presynaptic terminal coincides with the depolarization of the postsynaptic neuron. Hebb’s 
original suggestion concerned increase in synaptic strength, but it has been generalized to include a 
decrease in synaptic strength due to repeated failure of neuron B to be activated by neuron A. 
Gunther Stent suggested a supplementary hypothesis to Hebb’s postulate: 
“When the presynaptic axon of cell A repeatedly and persistently fails to excite the postsynaptic cell 
B while cell B is firing under the influence of other presynaptic axons, metabolic changes take place 
in one or both cells such that A’s efficiency, as one of the cells firing B, is decreased.” (Stent, 1973) 
Evidence for a coincidence detection mechanism has first been found in the dentate gyrus of the 
rabbit hippocampus, where long-term potentiation (LTP) elicited by repeated tetanic stimulation, 
was shown to be Hebbian (Bliss and Lømo, 1973; Kelso et al., 1986). Later, long-term depression 
was found in Purkinje cells in the cerebellum (Ito et al., 1982). 
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SPIKE TIMING-DEPENDENT PLASTICITY 
I. STDP FEATURES 
Studies in different brain regions and under varying experimental conditions have revealed a large 
spectrum of different types of STDP (Abbott and Nelson, 2000; Caporale and Dan, 2008; Feldman, 
2012; Fino and Venance, 2011). Although the majority of the experimental and theoretical work 
consists in investigating the timing dependence of suprathreshold activities in pre- and postsynaptic 
neurons, it is important to note that subthreshold activities can also act as Hebbian signals for 
plasticity induction (Brandalise and Gerber, 2014; Dudman et al., 2007; Fino et al., 2009a; Sjöström 
et al., 2004). 
While the plasticity of excitatory synaptic connections in the brain has been widely studied, the 
plasticity of inhibitory connections is much less understood. Therefore, the focus here will be on 
excitatory STDP; for a review on inhibitory STDP see (Vogels et al., 2013). 
 
 1 - Pairing and order-dependence 
A cardinal feature of STDP is that it relies on the concomitant activation of both pre- and 
postsynaptic elements whose activities are temporally “paired”, meaning that there is a temporal 
correlation between them. In contrast, non-Hebbian forms of synaptic plasticity modify synaptic 
strength solely on the basis of pre- or postsynaptic firing and thus, do not require paired synaptic 
activity. 
In classical forms of bidirectional STDP (named Hebbian STDP), pre- leading postsynaptic 
temporal order (pre-post pairing) induces timing-dependent LTP (t-LTP), whereas post-pre pairings 
leads to t-LTD (Bi and Poo, 1998; Debanne et al., 1998; Markram, 1997). Hebbian STDP polarity 
was found mainly at excitatory synapses in neocortex (D’amour and Froemke, 2015; Feldman, 
2000; Froemke et al., 2005; Nevian and Sakmann, 2006; Sjöström et al., 2001), hippocampus 
(Debanne et al., 1998; Nishiyama et al., 2000; Wittenberg and Wang, 2006) and striatum (Fino et 
al., 2009b, 2008) (Fig.1). Human hippocampal synapses also show Hebbian STDP (Testa-Silva et 
al., 2010). 
The inverse requirement in the order of pre- and postsynaptic activities, is named anti-Hebbian 
STDP. In this case, pre-post pairings lead to t-LTD, whereas post-pre pairings induce t-LTP. Anti-
Hebbian STDP polarity was first observed in the electric fish (Bell et al., 1997; Han et al., 2000). 
Later, anti-Hebbian STDP was found in the dorsal cochlear nucleus (Tzounopoulos et al., 2007, 
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2004) and striatum (Cui et al., 2015; Fino et al., 2008, 2005) of rodents and in the neocortex of 
humans (Verhoog et al., 2013) (Fig.1). In some of these cases, pairing-dependent STDP could not 
be dependent on the order of pre- and postsynaptic activation, thus resulting in unidirectional STDP 
(see below Polarity and direction). 
GABA has been shown to control the polarity of STDP in striatum (Fino et al., 2010; Paillé et al., 
2013) and that Hebbian (Pawlak and Kerr, 2008; Shen et al., 2008) or anti-Hebbian (Cui et al., 
2015; Fino et al., 2005; Schulz et al., 2010) STDP were observed, depending on whether GABAA 
receptor antagonists are used. 
Similarly, Hebbian t-LTP or anti-Hebbian t-LTD at corticostriatal synapses can be triggered 
depending on the level of CB1R activation (strong vs moderate, respectively) (Cui et al., 2016), or 
on whether D2R is endogenously activated (Cui et al., 2015). Dopaminergic modulation can also 
alter the sign of STDP in the hippocampus (Brzosko et al., 2015). 
Finally, flipping Hebbian STDP into anti-Hebbian STDP could occur through development (see 
Results). 
 
 2 - Timing-dependence and symmetry 
A key requirement for STDP is translating precise pre- and postsynaptic activity into a salient time-
coded message. Thus, the main characteristic of STDP is a high degree of sensitivity to spike times. 
This implies that pre- and postsynaptic activities can lead to changes in the synaptic strength, 
following STDP paradigm, only within a sharp temporal window in the order of few milliseconds. 
Uncorrelated events (occurring with more than 30-100 ms interval in most cases) therefore fail to 
trigger plasticity and are not considered as pertinent events for an engram. 
Figure 1. STDP exists in different forms. Selected examples illustrating each form are shown schemati-
cally. (A) Hebbian STDP that is equally balanced between LTP and LTD. 1, Froemke et al. (2005). 2, Fino 
et al. (2008). (B) Hebbian STDP that is biased toward LTD. 3, Celikel et al. (2004). 4, Froemke et al. 
(2005). (C) Anti-Hebbian STDP that contains both LTP and LTD. 5, Fino et al. (2005). 6, Letzkus et al. 
(2006). (D) Anti-Hebbian STDP that contains only LTD (anti-Hebbian LTD). 7, Han et al. (2000). 8, Lu et 
al. (2007). 9, Safo and Regehr (2008). (from Feldman 2012) 
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Depending on the synaptic inputs onto the same neuron, the width of the temporal window of STDP 
could be different. Thus, vertical inputs onto layer 2/3 postsynaptic neurons in mouse barrel cortex 
have larger window than horizontal inputs (Banerjee et al., 2014). Neuromodulation can also 
modulate the STDP window and activation of beta-adrenergic receptors can enhance the width of 
the induction window for t-LTP in hippocampus (Lin et al., 2003). In addition, experience can also 
modulate the temporal window of STDP since tissue damage (incision of the hindpaw muscle) 
during a critical period of early life widens the temporal window for t-LTP (Li and Baccei, 2016). 
Depending on the width of the temporal window, STDP rules could be symmetric or asymmetric. In 
most cases, the post-pre window (t-LTD) is larger than the pre-post window (t-LTP), leading to the 
term of asymmetric STDP. 
 
 3 - Polarity and direction (uni-/bidirectional) 
In most cases, anti-Hebbian STDP is unidirectional, thus exhibiting only t-LTD and is often 
referred to simply as anti-Hebbian t-LTD. Unidirectional asymmetric STDP (t-LTD only), which is 
order-dependent, occurs at GABAergic cartwheel neurons in the dorsal cochlear nucleus 
(Tzounopoulos et al., 2007, 2004). It also occurs at parallel fiber synapses onto Purkinje-like 
neurons in the electrosensory lobe of the electric fish, where it co-occurs with timing-independent 
LTP (Bell et al., 1997; Han et al., 2000). 
Unidirectional asymmetric Hebbian STDP (t-LTP only) for pre-post pairings exists at cortical and 
thalamic inputs to the lateral amygdala (Shin et al., 2006). Conversely, unidirectional asymmetric 
anti-Hebbian STDP (t-LTP only), with exclusively post-pre pairings, has been found at 
corticostriatal synapses (Cui et al., 2016, 2015). This t-LTP is induced by low number of pairings 
(5-10 pairing) in contrast to the bidirectional anti-Hebbian STDP at corticostriatal synapses 
observed with 100 pairings. Recently, asymmetric anti-Hebbian t-LTP has also been described at 
sensory synapses onto spinal projection neurons (Li and Baccei, 2016). 
In some cases, STDP is dependent on the timing of pre- and postsynaptic activation since it occurs 
in a fixed temporal window, but the direction of the change in synaptic weight is independent on the 
temporal order of pre- and postsynaptic activities. This means that both pre-post and post-pre 
pairings induce either t-LTP, or t-LTD, resulting in a unidirectional symmetric STDP. 
Unidirectional symmetric STDP (t-LTD only), independent of temporal order, occurs at excitatory 
inputs onto fast-spiking interneurons in neocortex (Lu et al., 2007); onto spiny stellate cells in 
somatosensory cortex (Egger et al., 1999); at temporal association cortex synapses (Verhoog et al., 
 47 
2013); at thalamocortical synapses onto L2/3 pyramidal neurons (Itami et al., 2016); as well as on 
parallel fiber-Purkinje cell synapse (Safo and Regehr, 2005; Wang et al., 2000). 
Unidirectional symmetric STDP (t-LTP only), independent of temporal order, has been found in 
CA3-CA3 recurrent synapses in the hippocampus (Mishra et al., 2016), L4–L2/3 cortical synapses 
early in development (Itami and Kimura, 2012) and at corticostriatal synapses when frequency of 
pairings is increased (Cui et al., 2016). 
However, transition from lack of plasticity to unidirectional STDP, or from uni- to bidirectional 
STDP is possible notably when neuromodulation is involved. In visual cortex, activation of 
adrenergic receptors promotes bidirectional order-dependent Hebbian STDP in fast-spiking 
interneurons (Huang et al., 2013) and activation of adrenergic together with cholinergic receptors 
induces bidirectional order-dependent Hebbian STDP in cortical pyramidal cells (Seol et al., 2007). 
Dopamine has a permissive role in Hebbian and anti-Hebbian t-LTP expression in the prefrontal 
cortex (Ruan et al., 2014; Xu and Yao, 2010) and lateral amygdala (Bissière et al., 2003), and can 
switch t-LTD into t-LTP in hippocampus (Brzosko et al., 2015). Conversely, D1R activation can 
promote unidirectional symmetric STDP in hippocampus (Yang and Dani, 2014); and the 
neuromodulator octopamine found in insects can switch bidirectional Hebbian STDP in to 
unidirectional symmetric STDP (t-LTD only) in the locust olfactory system (Cassenaer and 
Laurent, 2012). Acetylcholine also modulates STDP polarity since activation of mAChRs mediates 
input-specific conversion of Hebbian t-LTP to anti-Hebbian t-LTD in the dorsal cochlear nucleus 
(Zhao and Tzounopoulos, 2011). BDNF appears as a key player in STDP induction (Edelmann et 
al., 2015); for review see (Edelmann et al., 2014). Finally, astrocytes mediate cortical t-LTD, via 
the release of glutamate (Min and Nevian, 2012), and hippocampal t-LTD via the release of D-
serine (Andrade-Talavera et al., 2016). 
The bidirectionality of STDP is a key parameter because it solves the problem of balancing t-LTP 
and t-LTD at a single synapse, thus enabling adaptive changes of the synaptic weight. 
 
 4 - Input-dependence 
Paired stimulation of thalamic and cortical auditory inputs to the lateral amygdala during auditory 
fear conditioning results in persistent potentiation of synaptic transmission in both cortical and 
thalamic inputs (Cho et al., 2011). This ITDP curve is similar to unidirectional symmetric STDP 
with t-LTP only. 
 48 
In cortical pyramidal cells, Hebbian and anti-Hebbian STDP can co-occur in the same neuron, 
depending on the dendritic location of the inputs (Letzkus et al., 2006; Sjöström and Häusser, 
2006). Therefore, anti-Hebbian STDP is observed at distal L2/3 synapses onto L5 pyramidal cells. 
Anti-Hebbian t-LTD on cortical pyramidal cells can be converted into Hebbian STDP by 
depolarization of the dendrites or promoting the spread of back-propagating action potentials 
(bAPs) (Letzkus et al., 2006; Sjöström and Häusser, 2006; Zilberter et al., 2009). The efficiency of 
the bAP could be also influenced by the morphology of the dendritic tree (Fig.2).  
 
 
 
 
 
 
 
Figure 2. Action potential propagation depends on dendritic morphology. The reliability of AP back-
propagation spans a wide range in different cell types. In mitral cell apical dendrites as well as in the axon-
bearing dendrite of substantia nigra dopaminergic neurons (left), APs backpropagate at nearly full ampli-
tude. At the other end of the range are cerebellar Purkinje cells (right), whose dendrites do not support 
propagation well. The apical dendrites of neocortical L5 and hippocampal CA1 pyramidal neurons actively 
support AP backpropagation (middle). (from Sjöström et al., 2010) 
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II. STDP MECHANISMS 
 1 - Calcium dependence and calcium hypothesis 
According to the so-called calcium hypothesis, the magnitude and time course of calcium flux into 
spines can determine the polarity of plasticity outcome. Thus, t-LTP is induced with brief, high 
calcium influxes; and prolonged moderate calcium influxes generates t-LTD. Low calcium induces 
no plasticity (Koester and Sakmann, 1998; Lisman, 1989; Magee and Johnston, 1997; Markram, 
1997; Schiller et al., 1998); for review see (Feldman, 2012; Sjöström et al., 2010). However, 
calcium transients cannot always account for the direction of changes in synaptic efficacy (Nevian 
and Sakmann, 2006). 
 
 2 - Single coincidence detector 
Classical Hebbian STDP at glutamatergic synapses requires NMDARs as a unique coincident 
detector. This occurs at CA3-CA1 hippocampal synapses, some synapses on neocortical L2/3 
pyramidal cells (Froemke et al., 2005; Nishiyama et al., 2000), al well as at corticostriatal synapses 
onto fast-spiking interneurons (Fino et al., 2008). In that case both t-LTP and t-LTD are NMDAR-
mediated and thus share the same calcium pool. The order of correlated presynaptic release and 
postsynaptic depolarization trigger calcium influx through post-synaptic NMDARs and VSCCs. In 
cases where both t-LTP and t-LTD rely on a single coincidence detector (Nishiyama et al., 2000; 
Froemke et al., 2005), the magnitude of the NMDAR and VSCCs calcium signal determines the 
sign of plasticity (Fig.4). 
Pre-post pairings produce a strong supralinear calcium signal. Presynaptic activity leads to 
postsynaptic EPSP that activate voltage-gated sodium channels and/or inactivate A-type K+ 
channels. This leads to a brief temporal window in which bAPs (induced by somatic current 
injection) are boosted in active dendrites (Hoffman et al., 1997; Stuart and Häusser, 2001). 
NMDARs have non-instantaneous kinetics of Mg2+ unblock induced by bAP. This causes maximal 
NMDAR current when glutamate binds to NMDARs before the incoming bAP by a short time 
interval (Kampa et al., 2004; Sjöström et al., 2010) (Fig.3). In addition, of crucial importance is the 
AMPAR-mediated local depolarization that boosts the supralinear interaction between NMDAR 
current and the bAP (Fuenzalida et al., 2010; Holbro et al., 2010). 
Post-pre pairings triggers a weaker, sublinear calcium signal. In this case, the EPSP coincides not 
with the bAP itself, but with the modest afterdepolarization following the bAP, generating small 
NMDAR currents (Karmarkar and Buonomano, 2002; Shouval et al., 2002).  
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 3 - Distinct coincidence detectors 
Hebbian or anti-Hebbian STDP could also require two distinct coincident detectors and so, separate 
calcium pools, for t-LTP and t-LTD. The level of intracellular calcium acts differentially by two 
opposing calcium-triggered pathways. Thus, NMDARs are required for t-LTP induction, but t-LTD 
depends on postsynaptic group I mGluRs and/or CB1Rs, VSCCs and calcium release from IP3 
receptor-gated internal stores (for review see: Feldman, 2012). In this case, PLCbeta is the 
coincident detector for t-LTD induction since coincident activation of mGluRs and VSCCs 
synergistically activates PLCbeta. This leads to 2-AG synthesis and release from the postsynaptic 
terminal and retrograde eCB signaling to presynaptic CB1R. This subsequently leads to decrease in 
release probability (Feldman 2012) (Fig.4). 
Similarly, anti-Hebbian t-LTD is often mGluR- or CB1-dependent and can be expressed both pre- 
or postsynaptically (Feldman 2012). Recently, anti-Hebbian t-LTP has been described which 
depends on mGluR and CB1R and is expressed presynaptically (Cui et al., 2015; Cui et al., 2016). 
In addition to presynaptic CB1R activation, this form of t-LTP also requires postsynaptic TRPV1 
activation. 
Finally, anti-Hebbian STDP outcome can be also controlled by eCB levels and dynamics. 
Prolonged and moderate levels of eCB lead to eCB-mediated t-LTD, while short and large eCB 
Figure 3. Relieve of the Mg2+ block from NMDARs through depolarization. (A) Illustration of a con-
nected pair of neocortical neurons (L2/3 gray, L5 black). The synapse (red circle) is relatively far from the 
soma, which means that the somatically initiated AP will be attenuated considerably before it reaches the 
NMDA receptors residing in the spine. (B) bAP of insufficient amplitude cannot expel the Mg2+ from the 
pore of a glutamate-bound NMDA receptor (left). With adequate degree of depolarization, however, the 
NMDA receptor will be unblocked (right), resulting in ion flux and dramatically increased spine levels of 
Ca2+. The reliability of bAP thus has a critical impact on the induction of synaptic plasticity. (from Sjöström 
et al., 2010) 
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transients produce eCB-mediated t-LTP (Cui et al., 2016). In contrast to the NMDAR-dependent 
Hebbian STDP where a single molecular coincident detector can trigger both t-LTP and t-LTD 
depending on the order of pairings, eCB levels vary with the number of pairings. Thus, low number 
of pairings (5-10) induces eCB-dependent t-LTP, whereas eCB-dependent t-LTD is induced with 
high number of pairings (75-100) (Cui et al., 2015; Cui et al., 2016). 
Thus, synaptic efficacy changes are driven by intracellular calcium transients evoked by the order 
of pre- and postsynaptic spikes, or their number, through potentiation and depression thresholds. 
 
 
  
Figure 4. Cellular Mechanisms for Timing Dependence of Plasticity. Biochemical signaling pathways 
for major forms of STDP. N and A, NMDA and AMPA receptors. Red, depolarization. For mGluR-CB1-
LTD, the proposed presynaptic coincidence detector is in green, and the postsynaptic coincidence detector 
is in blue. A, astrocyte. Signals conveying pre- and postsynaptic spike timing in each model are labeled. 
(from Feldman 2012) 
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III. MODULATION 
 1 - Development 
STDP is itself a plastic process and Hebbian or anti-Hebbian, uni- or bidirectional STDP can exist 
at different developmental stages. Indeed, developmental switch in STDP occurs at the end of the 
second postnatal week in somatosensory cortex, when unidirectional order-independent STDP (t-
LTP only) at L4–L2/3 cortical synapses is transformed to bidirectional Hebbian STDP (Itami and 
Kimura, 2012). In addition, thalamocortical terminals to L2/3 pyramidal cells display unidirectional 
order-independent STDP (t-LTP only) that is transformed to t-LTD only between the first and the 
second postnatal week (Itami et al. 2016). Conversely, corticostriatal asymmetric Hebbian t-LTD 
early in development is flipped to bidirectional anti-Hebbian STDP at later stages (see Results). The 
induction threshold for STDP can also be modulated. Indeed, tonic GABAergic inhibition at 
regulates dendritic bAP in juvenile, but not in younger animals, leading for higher threshold for 
STDP induction in juvenile animals (Groen et al., 2014). 
 
 2 - Experience 
Moreover, experience can also shape STDP expression. In the case of visual deprivation when 
animals are dark-reared, t-LTD in visual cortex can be maintained at later developmental stages 
(Larsen et al., 2014). 
 
 3 - Astrocytic coverage 
Astrocytes actively control various synaptic functions and, therefore, play a key role in the 
modulation of neuronal activity (Chung et al., 2015; Fields et al., 2014; Oliveira et al., 2015). The 
glial synaptic coverage may differ considerably between brain structures and can undergo 
experience-dependent remodeling (Bernardinelli et al., 2014). 
Control of neuronal computation by astrocytes is via the release and uptake of transmitters, such as 
glutamate or D-serine. Glutamate release by astrocytes plays an important role in STDP at L4-L2/3 
neocortical synapses, by controlling t-LTD through the activation of astrocytic CB1R (Min & 
Nevian 2012) and hippocampal t-LTD is dependent on the release of D-serine by astrocytes 
(Andrade-Talavera et al., 2016). Furthermore, astrocytes play a key role in the establishment of 
corticostriatal STDP, through EAAT2-mediated glutamate uptake (see Results). Indeed, EAAT2 
allows translating precise pre- and postsynaptic activity into a salient time-coded message. 
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 4 - Neuromodulation 
The fact that different neuromodulators can promote bidirectional STDP, or switch Hebbian to anti-
Hebbian STDP, indicates that the emergence of STDP is a dynamic process, associated with the 
behavioral state and the level of arousal, which ensures the gating of Hebbian synaptic plasticity 
(Frémaux and Gerstner, 2016) (Fig.5). 
   
Figure 5. Selection of experimental results addressing the interaction of neuromodulation and STDP. 
(from Frémaux & Gerstner 2016) 
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IV. STDP IN VIVO 
There are several ways to test STDP occurrence in vivo. In sensory-spike pairing, STDP is induced 
by presenting a sensory stimulus at a specific time delay relative to spikes in a single neuron, 
evoked by direct current injection. In stimulus-timing-dependent plasticity, presentation of two 
precisely timed sensory stimuli alters sensory tuning with time and order dependence consistent 
with STDP. In psychophysical experiments, paired-associative stimulation (PAS) alters sensory 
perception with STDP-like time and order dependence; for review see (Carson and Kennedy, 2013; 
Feldman, 2012; Shulz and Jacob, 2010) (Fig.6). Lastly, in vivo STDP could also be induced by 
stimulation of afferent pathways (Schulz et al., 2010). 
 
 1 - Sensory-spike pairing 
In visual cortex, receptive fields can be modified by pairing a visual input with spiking response in 
a single pyramidal neuron induced by intracellular current injection (Meliza and Dan, 2006) in 
contrast to earlier studies using direct electrical stimulation in the cortex (Schuett et al., 2001). 
Similar paradigm leads to unidirectional depression in the somatosensory cortex (Jacob et al., 
2007). In addition, in the locust olfactory system, a bidirectional Hebbian STDP can be induced in 
vivo (Cassenaer and Laurent, 2012). 
 
 2 - Stimulus timing-dependent plasticity 
In the cat visual cortex, change in receptive fields depends on the temporal order and interval 
between visual stimuli in a manner consistent with STDP (Fu et al., 2002). Thus, during visual 
conditioning, random spatial patterns are flashed asynchronously in two adjacent retinal regions to 
manipulate the relative spike timing of two groups of cortical neurons. Similarly, repetitive pairing 
of visual stimuli at two orientations induce a shift in orientation tuning of cat visual cortical 
neurons, with the direction of the shift depending on the temporal order of the pair (Yao and Dan, 
2001; Yao et al., 2004). 
Bimodal stimulation of auditory and somatosensory inputs to the guinea pig dorsal cochlear nucleus 
modulates spontaneous and sound-driven activity in a manner consistent with STDP (Koehler and 
Shore, 2013a). The degree of inhibition influences whether neurons displays Hebbian or anti-
Hebbian stimulus timing-dependent plasticity (Koehler and Shore, 2013a). Furthermore, it shifts 
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from Hebbian to anti-Hebbian orientation when animals are exposed to noise (Koehler and Shore, 
2013b). The stimulus timing-dependent plasticity in the guinea pig dorsal cochlear nucleus can also 
be induced by transcutaneous induction of stimulus-timing-dependent plasticity (Wu et al., 2015). 
In this way, auditory and transcutaneous electrical stimulation of the face and neck are paired to 
activate trigeminal and dorsal column pathways to the cochlear nucleus. 
Repeated, asynchronous pairing of tones of different frequencies can alter sound frequency 
selectivity in auditory cortex in a manner consistent with the STDP (Dahmen et al., 2008). Pairing 
sounds with locus coeruleus activation, and thus increasing the noradrenergic tone, enhances 
auditory responses on a long-term scale (days or weeks) on a single-cell level in the auditory cortex 
(Martins and Froemke, 2015). Similarly, nucleus basalis activation paired with pure tones improves 
auditory perception in the auditory cortex (Froemke et al., 2013). Pairing natural auditory stimuli 
(pup calls) with oxytocin receptor activation potentiates auditory excitatory synaptic responses in 
the left auditory cortex of virgin mice (Marlin et al., 2015). Similarly, pairing oxytocin application 
with pure tones, increases tone-evoked synaptic responses (Mitre et al., 2016). Thus, 
neuromodulators facilitate the detection of previously imperceptible auditory stimuli at the level of 
the cortex. 
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 3 - STDP in humans 
In awake humans, PAS protocols are designed by pairing a single electrical stimulus of a peripheral 
nerve to transcranial magnetic stimulation (TMS) delivered to the somatosensory afferents and 
transcranial magnetic stimulation (TMS) of cerebral cortex (Carson and Kennedy, 2013). 
For example, repeated application of TMS to somatosensory cortex prior to the median nerve-
evoked potential results in a long-lasting decrease in median nerve-evoked potentials. Conversely, 
while TMS quasi concomitant with the evoked potential peak causes a long-lasting increase in 
evoked potential. These results are interpreted to reflect Hebbian STDP in cortical circuits by 
pairing of median nerve-evoked EPSPs with TMS-evoked postsynaptic spiking (Litvak et al., 2007; 
Wolters et al., 2005). In motor cortex, similar pairing bidirectionally alters the amplitude of motor-
evoked potentials (Wolters et al., 2003). 
The polarity of the induced effects by PAS appears to depend on the order of the stimulus-generated 
cortical events, and the effective inter-stimulus intervals are within a restricted (milliseconds) 
temporal window. Thus, it has been proposed that it resembles STDP paradigm for plasticity 
induction (Carson and Kennedy, 2013). However, while these phenomena exhibit timing-
Figure 6. STDP experiments conducted in intact nervous systems (sorted by the number of pairings). 
(from Shulz and Jacob 2010) 
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dependence similar to STDP, whether they represent STDP induced at cortical synapses is 
unknown. 
Another paradigm used in humans is the stimulus timing-dependent plasticity similar in that used in 
mammals (Fu et al., 2002; Yao and Dan, 2001). In a face perception experiment involving high-
level vision, rapid serial presentation of two faces biases face perception toward the second face 
presented, but only for positive pairing delays (McMahon and Leopold, 2012). These findings argue 
that STDP-like plasticity occurs in the intact, attentive brain, and influences human visual 
perception, but again direct evidence that STDP is the causal cellular process is lacking. 
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PART IV 
Striatum 
 
 
I. STRUCTURE 
 1 - Anatomy 
Dorsal and ventral striatum 
The striatum is divided into dorsal and ventral subregions. The dorsal striatum is composed of cau-
date nucleus and putamen in humans, and dorsomedial striatum (DMS) and dorsolateral striatum 
(DLS) in rodents (Voorn et al., 2004). The distinction of these two main regions is mainly based on 
their specific physiological function and afferent/efferent circuitry. However, clear anatomical 
boundary between the two regions does not exist. The ventral striatum, also called nucleus accum-
bens (NAc) is further divided into shell and core (Fig.1). 
Because this PhD focused on the synaptic plasticity of neuronal circuits between the somatosensory 
cortex and the dorsolateral striatum, the following introduction will be concentrated on the dorsal 
region of the striatum. 
 
 
 
 
Figure 1. Anatomy of the striatum. 
(A) The schematic sagittal view of a rat brain with the 
striatum. (B) The major functional domains of the stria-
tum. An illustration of the striatum from a coronal brain 
hemisphere section. Note that these four functional sub-
divisions are anatomically continuous, including nucleus 
accumbens shell and core (limbic striatum), dorsomedial 
(DMS, association) striatum, and dorsolateral (DLS, 
sensorimotor) striatum. cc: corpus callosum. Note: The 
ventral striatal regions (e.g. areas posterior to the nucle-
us accumbens) are not included here. (Modified from 
(Lerchner et al., 2007; Yin et al., 2008)) 
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 2 - Compartments 
The striatum lacks a laminar organization and exhibits no stereotyped organization or segregation of 
synaptic inputs. However, the dorsal striatum exhibit mosaic organization and can be differentiated 
based into two compartments on immunochemical characteristics and difference in the input/output: 
matrix (10%) and striosomes (or patch) (90%) (Gerfen, 1992; Graybiel and Ragsdale, 1978; Pert et 
al., 1976) (Fig.2). 
 
Matrix 
The matrix compartment is enriched in acetylcholinesterase, somatostatin, calbindin, CB1R, TH 
and other proteins (Crittenden and Graybiel, 2011). MSNs belonging to the both direct and indirect 
trans-striatal pathways (see below Modulation and connectivity) are equally presented in this com-
partment. The matrix is innervated preferentially from associative and sensorimotor cortices and the 
intralaminar thalamic nuclei (Crittenden and Graybiel, 2011; Fujiyama et al., 2015; Graybiel and 
Ragsdale, 1978). 
 
Striosomes (patch) 
Different proteins can be segregated into these two compartments. Patch compartment is enriched 
in mu-opioid receptor, D1R and AChRs among others (Crittenden and Graybiel, 2011). The stri-
osomes receive afferents preferentially from the limbic cortex and the paraventricular thalamic nu-
cleus (Crittenden and Graybiel, 2011; Fujiyama et al., 2015; Graybiel and Ragsdale, 1978). Most of 
the striosomal MSNs belong to the indirect pathway (Lévesque and Parent, 2005) and target directly 
the dopaminergic neurons in the SNc (Fujiyama et al., 2011). Recently, the involvement of stri-
osomes in decision-making has been demonstrated (Friedman et al., 2015).However, it remains 
unknown how these striatal compartments contribute to a specific behavior. It has been hypothe-
sized that the matrix would perform action selection through the basal ganglia output nuclei (GPe 
and SNr), whereas the striosome compartment would mediate reward prediction error through do-
paminergic and limbic control (Amemori et al., 2011; Houk and Wise, 1995). 
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 3 - Cell types 
The striatum is a heterogeneous structure and comprises almost entirely different GABAergic neu-
rons. The majority of the striatal neurons, at least 95%, in species ranging from rodent to primate 
are medium-sized spiny projection neurons (MSNs or SPNs) that are the only source of output from 
the striatum (Wilson, 2007). The remaining cell types comprise large aspiny cholinergic interneu-
rons, and distinct types of GABAergic interneurons (Tepper and Bolam, 2004; Tepper et al., 2010, 
2004). 
 
 
Figure 2. A simplified diagram of striosome and matrix compartmental organization of corticostria-
tal, striatonigral and striatopallido pathways. Model of the direct, indirect, and striosome-specific stria-
tal projection pathways from the dorsal striatum. Striosomes are shown in blue, and the extra-striosomal 
matrix in orange. Shading of the striatum from medial (right) to lateral (left) schematically indicates lim-
bic, associative, and sensorimotor striatal domains. Arrows flowing into the striatum are colored to repre-
sent the relative abundance of inputs from limbic cortical regions to striosomes and from sensorimotor and 
associative regions to the matrix. Arrows exiting the striatum represent GABAergic efferent connections 
from the MSNs in the striosome and matrix compartments to their respective downstream target nuclei. 
The nucleus accumbens is shown in gray. GPe, external segment of the globus pallidus; GPi, internal seg-
ment of the globus pallidus (entopeduncular nucleus, in rodents); SNr, substantia nigra pars reticulata; 
SNc, dopamine-containing substantia nigra, pars compacta; AC, anterior commissure. (From Crittenden 
and Graybiel, 2011) 
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Principal neurons - MSNs 
GABAergic MSNs constitute the principal neurons in the striatum and the only output neurons. 
They represent around 75-80% of the striatal neurons in primates and 90-95% in rodents (Rymar et 
al., 2004). They are characterized by a medium-sized cell body (~10-15 µm) and a heavy invest-
ment of dendritic spines (Wilson and Groves, 1981). The MSNs dendritic trees spread out spheri-
cally ~300-400 micrometers around the cell bodies. The axons of the MSNs arising from the soma 
or from a large dendritic trunk near the soma mainly project downstream toward the basal ganglia 
output structures. It also exists some electrical and chemical (GABAergic) transmission between 
MSNs within the striatum through the distal dentrites and the axon collateral plexus, respectively 
(Venance et al., 2004). Interestingly, electrical and chemical synapses are mutually exclusive. In 
addition, MSNs display several specific electrophysiological properties, such as a very hyperpolar-
ized resting membrane potential (~-90mV in vivo and ~-80mV in vitro, a low input resistance, a 
marked inward rectification of the I/V curve, and a long delay to initial spike (Charpier and Deniau, 
1997; Nisenbaum and Wilson, 1995). Such intrinsic membrane features are mainly shaped by in-
wardly rectifying potassium channels (Kirs) (Mahon, 2000; Mermelstein et al., 1998). 
MSNs are divided into two main sub-populations based on the segregated expression of dopamine 
receptors and neuropeptides, and as a function to their distinct projection targets (Fig.3). The D1R-
expressing MSNs (D1R-MSNs), or striatonigral MSNs, are enriched in the neuropeptides substance 
P and dynorphin, and M4. The D2R-expressing MSNs (D2R-MSNs), or striatopallidal MSNs, ex-
press the neuropeptide enkephalin and A2AR (Calabresi et al., 2014; Gerfen, 1992; Surmeier et al., 
1996; Valjent et al., 2009). The two MSN populations exhibit similar passive and active elec-
trophyological properties. However, D2R-MSNs are characterized with a lower rheobase and thus, 
are more excitable than D1R-MSNs (Gertler et al., 2008; Planert et al., 2013) (Fig.3). Moreover, 
D1R- and D2R-MSNs differ in their somatodendritic morphology. The total length of the dendrites 
of the D1R-MSNs is significantly greater than that of the D2R-MSNs due to more primary den-
drites, branch points and tips. However, the two types of MSNs have similar mean dendritic length 
(Gertler et al., 2008) (Fig.3). 
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GABAergic interneurons 
Aspiny fast-spiking (FS) interneurons expressing parvalbumin (PV) account for about 1% of striatal 
neurons (Tepper and Bolam, 2004; Tepper et al., 2008, 2004) (Fig.4). PV+ interneurons receive a 
powerful excitatory input from the cortex with multiple serial contacts from single corticostriatal 
axons within short distance (Ramanathan et al., 2002). Thus, they participate in powerful feedfor-
ward inhibition of MSNs by contacting them perisomaticaly and making repeated contacts along 
proximal dendrites (Kreitzer, 2009; Tepper and Bolam, 2004; Tepper et al., 2010, 2004). Reciprocal 
connections (MSN-FS) have not been observed (Koós and Tepper, 1999; Taverna et al., 2007). FS 
are connected with gap junctions that could help synchronize firing (Koós and Tepper, 1999; 
Tepper et al., 2004). FS exhibit a hyperpolarized resting membrane potential in vitro (~ -70 - -75 
mV) and low input resistance similar to MSNs (50-150 MΩ). 
Aspiny GABAergic interneurons positive for somatosatin (nNOS) comprise about ~1% of the stria-
tal neurons (Kawaguchi, 1993; Kawaguchi et al., 1995; Rymar et al., 2004). In vitro, nNOS inter-
neurons have relatively depolarized resting membrane potential (-60 - -55 mV), high input re-
sistance (>500 MΩ) and low action potential threshold (Tepper et al., 2010). They exhibit a doublet 
of action potential at rheobase followed by a persistent discharge. They are also named "persistent 
Figure 3. Electrophysiological and morphological characterizations of D1R- and D2R-MSNs. 
(A) Sample responses to intrasomatic current injection revealed that rheobase is significantly higher in 
D1R-MSNs. (B) Up: membrane responses to intrasomatic current injection revealed a significant 
subthreshold divergence. Down: firing rate of D1R- and D2R-MSNs to intrasomatic current steps 
demonstrated increased excitability in the D2R-MSNs. (C) Fan-in diagrams displayed no apparent 
preferred orientation in either the D1R- or D2R-MSNs. (D) Dendrograms displaying in two dimensions the 
length, number, and connectivity of dendritic segments in sample neurons. (From Gertler et al., 2008)  
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and low-threshold spike (PLTS)" interneurons (Fino and Venance, 2011; Kawaguchi, 1993). Com-
pared to fast-spiking interneurons, nNOS interneurons contact MSN dendrites mainly on the neck 
of the spines, form weaker inhibitory synapses (Gittis et al., 2010; Kubota and Kawaguchi, 2000). It 
has been shown that a burst of spikes in nNOS interneuron induces large inhibitory postsynaptic 
currents (IPSCs) which delays the depolarization-induced firing at the level of MSNs (Tepper and 
Bolam, 2004). 
Another type is the aspiny GABAergic interneurons immunoreactive for calretinin (Kawaguchi et 
al., 1995), that express tyrosine hydroxylase (Ibáñez-Sandoval et al., 2015; Unal et al., 2011) but 
lack the ability to release dopamine (Tritsch et al., 2016; Xenias et al., 2015). They exert inhibitory 
control of MSN excitability (West, 2004). Neuropeptide-Y neurogliaform neurons (NPY-NGF) 
interneurons are found to translate synchronous activity of cholinergic interneurons into inhibition 
of MSNs (Ibáñez-Sandoval et al., 2011). Lastly, the fast-adapting interneurons (FAIs) receive a 
powerful nicotinic cholinergic input and are densely connected to MSNs (Faust et al., 2015). 
 
Cholinergic interneurons 
Cholinergic interneurons (or tonically active neurons, TANs) are the only non-GABAergic cells 
within the dorsal striatum and constitute 0.3~2% of the striatal neurons in rodents (Kreitzer, 2009; 
Rymar et al., 2004) (Fig.4). They are also known as giant aspiny neurons because of their large cell 
bodies (50 µm) and their widespread axonal fields (up to 1 mm). In vitro, they have depolarized 
resting potential (-60mV), prominent afterhyperpolarization and high input resistance (~ 300MΩ) 
(Kawaguchi, 1993). Driven by the combined action of the persistent Na+ currents and hyperpolari-
zation-activated cation currents (Ih), cholinergic interneurons spontaneously fire at 2-10 Hz in vivo 
(Bennett et al., 2000). Cholinergic interneurons respond to salient environmental stimuli with stere-
otyped responses, through pause in their firing, that are temporally aligned with the responses of 
dopaminergic neurons of the SNc (Apicella, 2007; Morris et al., 2004) 
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Figure 4. Anatomical and electrophysiological characteristics of the different striatal interneurons 
compared to MSNs. Biocytin injections and current-clamp recordings in rat brain slices: (A) the medium-
sized spiny neurons (MSNs), (B) the fast-spiking GABAergic interneurons (FS), (C) the neuronal nitric 
oxide synthase interneurons (nNOS) and (D) the cholinergic interneurons (Chol). (From Fino and 
Venance, 2011) 
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II. MODULATION AND CONNECTIVITY 
 1 - Inhibitory control 
There are two major potential sources of the fast GABAergic inhibition of striatal output: feedfor-
ward inhibition from the GABAergic interneurons and feedback inhibition from the axon collaterals 
of the MSNs themselves. Furthermore, GABAergic inputs from the globus pallidus provide an addi-
tional source of inhibitory control onto MSNs. The existence of different GABAergic pathways is 
crucial for the differential sculpting of striatal output under a variety of conditions and brain states 
(Wilson, 2007). 
 
Feedforward inhibition 
MSNs receive independent streams of feedforward inhibition. The robust and widespread connec-
tivity from FS interneurons to MSNs exerts unidirectional feedforward inhibition (Gittis et al., 
2014; Koós and Tepper, 1999; Koos et al., 2004; Mallet and Moine, 2005; Planert et al., 2010; 
Szydlowski et al., 2013). Inhibition by FS interneurons is reliable, homogenous, and exerted by the 
same FS cells onto both striatonigral and striato-pallidal projection neurons (Planert et al., 2010) at 
perisomatic level (Tepper et al., 2008). Feedforward inhibition by FS interneurons is highly selec-
tive in terms of postsynaptic targets. FS interneurons contact neighboring MSNs with high probabil-
ity providing strong and reliable inhibition, while cholinergic interneurons are avoided (but 
see(Gonzales et al., 2013) for macaque monkey putamen) and LTS interneurons are contacted only 
with low probability (Szydlowski et al., 2013). GABAergic interneurons produce strong feedfor-
ward inhibitory effect on MSNs, and control the precise timing and the pattern of firing of MSNs 
(Wilson, 2007). They can delay or even prevent the discharge in MSNs (Koós and Tepper, 1999; 
Planert et al., 2010; Plenz and Kitai, 1998). This strong inhibitory effect is mediated by GABAARs 
expressed on MSNs (Koós and Tepper, 1999; Koos et al., 2004). 
Finally, cholinergic interneurons can also provide a source of feedforward inhibition (English et al., 
2012). They modulate the sub- and supra-threshold responses of MSNs to cortical and/or thalamic 
afferents, particularly in reward-related behaviors (Calabresi et al., 2000; Ding et al., 2010). 
Therefore, the function of striatal interneurons may not be limited to feed-forward gating of cortical 
and thalamic input onto MSNs. Instead, the interconnected cholinergic and GABAergic interneu-
rons may transmit afferent signals that are not directly received by projection neurons and integrate 
them with other striatal inputs through the emergent dynamics of their circuitry. 
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Collateral feedback inhibition between MSNs 
In addition to their extrastriatal projections, MSNs give rise to a relatively dense local axon collat-
eral arborization. Most of these axons form synapses with dendrites or spine shafts in the more dis-
tal regions of MSNs, with only a small percentage forming axosomatic contacts (Tepper et al., 
2008). MSNs are sparsely and weakly interconnected with a minority of neighboring neurons form-
ing synaptic connections (Czubayko and Plenz, 2002; Guzmán et al., 2003; Koos et al., 2004; 
Planert et al., 2010; Plenz, 2003; Taverna et al., 2004; Tunstall et al., 2002; Venance et al., 2004). 
Striatopallidal collateral connections are differentially modulated by dopamine (Tecuapetla et al., 
2009). Thus, although individual presynaptic MSNs are not very effective at affecting action poten-
tial generation in their postsynaptic MSN targets, a single MSN-MSN synapse could exert powerful 
effects on local dendritic processing. This could include strong influences on spike back-
propagation, dendritic calcium entry and other events that could play a significant role in long-term 
corticostriatal and/or thalamostriatal plasticity (Carter and Sabatini, 2004; Kerr and Plenz, 2002; 
Kerr, 2004; Plenz, 2003). 
 
Globus pallidus input 
In addition to the intrastriatal GABAergic inhibitory control, PV+ neurons from globus pallidus 
(comprising about 40% of globus pallidus neurons) also enervate the striatum (Bevan et al., 1998; 
Mallet et al., 2012; Saunders et al., 2016). Pallidostriatal axons make potent inhibitory synapses on 
PLTS and FS interneurons in the striatum, but rarely on MSNs (Saunders et al., 2016). 
 
 2 - Neuromodulatory control 
Dopaminergic control 
Striatal circuitry is strongly modulated by the dopamine afferences from midbrain nuclei (Gerfen 
and Surmeier, 2011; Tritsch and Sabatini, 2012). Up and down states in MSNs are bidirectionally 
regulated by DR signaling. The somatic up state is increased by the activation of D1Rs in D1R-
MSNs, whereas it is shortened by activation of D2Rs in D2R-MSNs (Plotkin et al., 2011). In addi-
tion, recent evidences suggest that dopamine-containing neurons in the VTA and SNc monosynap-
tically inhibit MSNs through Ca2+-dependent release of a GABAAR agonist (Tritsch and Sabatini, 
2012; Tritsch et al., 2014). 
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GABAergic interneurons express both D1R and D2Rs (Centonze et al., 2003) and D2Rs are highly 
expressed by cholinergic cells, whose activation slows down the autonomous pacemaking and re-
duces neurotransmitter acetylcholine (ACh) release (Bergson et al., 1995; Morris et al., 2004; Yan 
and Surmeier, 1997; Yan et al., 1997). 
 
Cholinergic control 
In turn, cholinergic interneurons modulate MSNs activity through muscarinic receptors positioned 
at corticostriatal synapses (Calabresi et al., 2000). Two families of muscarinic receptors (M1 and 
M4) are broadly distributed on both classes of MSNs. Striatonigral MSNs express both M1R (excit-
atory) and M4R (inhibitory) while striatopallidal MSNs only express M1R. However, muscarinic 
agonists (acetylcholine or muscarine) exert mainly an excitatory effect on MSNs by increasing their 
evoked discharge (Perez-Rosello et al., 2005) due to postsynaptic M1R activation. Cholinergic in-
terneurons also modulate GABAergic interneurons since acetylcholine potently depolarizes and 
excites fast-spiking interneurons via the activation of ionotropic nicotinic ACh receptor (Koos and 
Tepper, 2002). They are thought to modulate nNOS interneurons since their expression of M1R and 
M2R (Bernard et al., 1998). Furthermore, the pedunculopontine nucleus (PPN) and the laterodorsal 
tegmentum (LDT) nuclei in the brain stem send prominent cholinergic afferents to DLS and DMS, 
respectively (Dautan et al., 2014). These cholinergic terminals target both MSNs and interneurons.  
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III. INPUT AND TARGETS 
 1 - Activity of MSNs 
The striatum is the largest nucleus and also the major input of the basal ganglia. Although most of 
the neurons in the striatum are GABAergic, most of the synapses are not. 80% of the synapses in 
the striatum consist of asymmetric glutamatergic synapses originating from the principal excitatory 
afferents to MSNs - cortex and thalamus (Wilson, 2007). 
MSNs have low discharge rate in vivo (for review see Wilson, 2007) and exhibit mainly subthresh-
old responses (Reig and Silberberg, 2014); but see (Pidoux et al., 2011). They require significant 
excitatory synaptic drive to spike (Wickens and Wilson, 1998). The subthreshold transitions be-
tween hyperpolarized potentials (-90 to -70 mV) to more depolarized potentials (-60 to -40 mV) in 
MSNs correspond to Down and Up states (Mahon et al., 2001; Plenz and Kitai, 1998; Stern et al., 
1998, 1997; Wickens and Wilson, 1998; Wilson and Kawaguchi, 1996; Wilson and Groves, 1981) 
(Fig.5). Spiking activity is usually triggered by noisy fluctuations in the Up state (Stern et al., 1997; 
Wickens and Wilson, 1998). The Down state of MSNs is attributable to the high expression of in-
wardly rectifying K+ channels which allow keeping MSNs quiescent near the K+ equilibrium poten-
tial and limit the membrane depolarization in response to excitatory synaptic inputs for cerebral 
cortex or thalamus (Nisenbaum and Wilson, 1995). The Up state near the spike threshold depends 
on a temporally convergent excitatory synaptic inputs from cortex and thalamus, interacting with 
voltage-gated intrinsic membrane conductances (Blackwell et al., 2003; Wilson and Kawaguchi, 
1996). Transitions from Down to Up state are mainly due to the activation of NMDA receptors and 
voltage-dependent Ca2+ channels (Plotkin et al., 2011). 
Importantly, Up and Down states are found to be much less prominent in awake animals than under 
different anesthetics and during slow-wave sleep (Mahon et al., 2006, 2001). During the awaking 
state, MSNs display continuous and irregular membrane potential fluctuations together with random 
action potential discharges (Mahon et al., 2006). Contrasting with the conventional bistable activi-
ties in the anesthetic conditions, the spontaneous synaptic activities in the awake head-restrained 
animal indicate that the membrane potential fluctuations and firing patterns of MSNs are much 
more versatile than expected, and strongly depend on the state of vigilance. Although the neural 
function of this complex cellular behavior remains unclear and the neural activities could differ 
from that occurring during natural behaviors (particularly in sensorimotor specific tasks), these 
findings in the awake animal provide the natural intracellular activities of MSNs during wakeful-
ness and suggest multiple capabilities of information processing in the basal ganglia. 
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Figure 5. Up and Down states in MSNs. (A) Intracellular recordings from a silent MSN displaying up 
and down subthreshold membrane potential fluctuations. (B) Intracellular recordings from a spontaneously 
firing MSN. Both neurons (A and B) displayed subthreshold membrane potential fluctuations between a 
depolarized Up state and a hyperpolarized Down states, but only one fired action potentials while being in 
the Up state. (C) The membrane potential values of MSNs oscillate between Up state and Down state, 
depending on the degree of cortical activity. (D) MSNs intracellular recordings (bottom trace) together 
with the corresponding electromyographic (EMG) and electroencephalographic (EEG) activity during 
wakefulness. Note that Up and Down states were absent. (Modified from Wickens and Wilson, 1998; 
Mahon et al., 2006; Calabresi et al., 2007). 
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 2 - Targets 
The classical model of striatal output connectivity relies on the suggestion that D1R- and D2R-
expressing MSNs project to different output structures via the two trans-striatal pathways. Thus, 
D1R-MSNs belong to the so-called direct pathway projecting to the GPi and SNr. The indirect 
pathway D2R-MSNs project to the two intermediate relay nuclei of the basal ganglia - the GPe and 
STN. Downstream connectivity connects the two pathways since the output structures of the indi-
rect pathway are also GPi and SNr (Gerfen and Surmeier, 2011; Gerfen, 1992; Surmeier et al., 
1996; Valjent et al., 2009) (Fig.6). 
 
 
 
 
 
 
 
Figure 6. Diagram of basal ganglia circuits. The striatum receives excitatory corticostriatal and thalamic 
inputs. Outputs of the basal ganglia arise from the internal segment of the globus pallidus (GPi) and subs-
tantia nigra pars reticulata (SNr), which are directed to the thalamus, superior colliculus, and pendunculo-
pontine nucleus (PPN). The direct pathway originates from D1R-MSNs that project to the GPi and SNr 
output nuclei. The indirect pathway originates from D2R-MSNs that project only to the external segment 
of the globus pallidus (GPe), which together with the subthalamic nucleus (STN) contain transsynaptic 
circuits connecting to the basal output. (Modified from Gerfen and Surmeier, 2011). 
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IV. FUNCTION 
 1 - Involvement of the striatum in different valuation systems 
Different corticostriatal circuits are thought to control competing behavioral strategies during 
choice situations. Striatum is involved in both flexible (planning or goal-directed) and stimulus–
response (habit) decision-making: DLS (or sensorimotor striatum) is involved in stimulus–response 
strategies and ventral striatum and DMS (or associative striatum) are involved in goal-directed 
strategies (Lavoie and Mizumori, 1994; O’Doherty et al., 2004); for review see (Johnson et al., 
2007) (Fig.7,8). 
DLS plays a crucial part in the control of habits and is an important component of incremental (pro-
cedural, route-based) stimulus–response learning (Graybiel, 1998; Yin and Knowlton, 2006, 2004; 
Yin et al., 2004). This evidence has gain support from lesion (Packard and McGaugh, 1996), phar-
macological (Gold, 2004) and recording studies (Barnes et al., 2005; Jog et al., 1999; Samejima et 
al., 2005; Schmitzer-Torbert and Redish, 2004). 
In contrast to the involvement of DLS in outcome-independent control and habit formation, DMS is 
involved in flexible goal-directed actions, including the map-based components of navigation (place 
learning) tasks (Devan and White, 1999; Yin and Knowlton, 2004) and the learning and perfor-
mance of goal-directed actions of instrumental conditioning tasks (Ragozzino et al., 2002; Yin et 
al., 2005a, 2005b). Rats with DMS lesions (Adams et al., 2001; Yin et al., 2004) or with NMDA-
receptor antagonist infusions into DMS (Yin et al., 2005a) are insensitive to contingency degrada-
tion of outcome, suggesting that DMS is a key component in the processing of action–outcome rela-
tionships. 
Important difference between habitual and goal-directed systems is how they respond to changes in 
the environment. Goal-directed system updates the value of an action as soon as the value of its 
outcome changes, whereas the habit system does not (Rangel et al., 2008). 
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Figure 7. Basic computations involved in making a choice. Value-based decision making can be broken 
down into five basic processes: first, the construction of a representation of the decision problem, which 
entails identifying internal and external states as well as potential courses of action; second, the valuation 
of the different actions under consideration; third, the selection of one of the actions on the basis of their 
valuations; fourth, after implementing the decision the brain needs to measure the desirability of the out-
comes that follow; and finally, the outcome evaluation is used to update the other processes to improve the 
quality of future decisions. (From Rangel et al., 2008). 
Figure 8. Valuation systems. Action-outcome and stimulus-response systems are dependent on different 
brain regions (bottom) and have different characteristics: (left) goal-directed actions; (right) habitual re-
ponses. Abbreviations: mPFC – medial prefrontal cortex; OFC – orbitofrontal cortex; Cx - cortex; Str - 
striatum. 
 73 
 2 - Habit formation and learning procedures 
With practice, neuronal activity shifts from more ventral and anterior striatal regions to more caudal 
zones in the striatum (Doyon and Benali, 2005; Graybiel, 2008, 2005; Isoda and Hikosaka, 2007; 
Poldrack et al., 2005). 
 
Chuncking 
Habits could be viewed as complex action sequences that are grouped together into units, or 
“chunked”, that allows them to be rapidly executable, fluid, and robust to changes in outcome con-
tingency (Barnes et al., 2011; Graybiel and Grafton, 2015; Graybiel, 2008, 1998; Jin and Costa, 
2010; Jog et al., 1999; Pennartz et al., 2009; Smith and Graybiel, 2014; Tang et al., 2009; Thorn et 
al., 2010). 
DLS and related pathways are thought to be necessary for the transition of instrumental behavior 
into habits. During habit acquisition, neuronal activity patterns change dynamically and at the end 
remain stabilized into specific ‘chunked’ patterns. Thus, neuronal activity changes from variable to 
repetitive. Parallel to that, there is a transition in behavioral output from a testing, exploratory mode 
to a focused, exploitive mode during the crystallization of habitual behaviors (Graybiel 2008; Pen-
nartz et al., 2009). 
On the contrary, a nearly inverse pattern of spike activity has been shown to gradually develop in 
the DMS, which is critical for goal-directed behavior, translated by increased firing during a task, 
especially around the decision period of the task. Much less activity is observed at the beginning 
and end of the task. Moreover, this decision-period activity becomes less intense during late learn-
ing, opposing to the beginning and end activity in the DLS (Graybiel and Grafton, 2015; Smith and 
Graybiel, 2014; Thorn et al., 2010). 
 
Task bracketing 
Chunks represent activity patterns emphasizing the beginning and end of entire behavioral sequenc-
es. Thus, it has been hypothesized that such acquired task-bracketing patterns might reflect behav-
ioral chunking of the procedure as successful learning occurred. These representations may be a 
neural signature of learning-related behavioral chunking (Barnes et al., 2011, 2005). The task-
bracketing pattern in the DLS is extremely resistant to degradation. It could be suppressed but not 
erased by removal of rewards. This suggests that the task-bracketing pattern cannot be fully blocked 
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but it rather stays latent and could be rapidly retrievable (Graybiel and Grafton, 2015; Smith and 
Graybiel, 2014). These patterns reflect entire behavioral sequences from beginning to end, which 
initially are goal directed, but after long training can become nearly autonomous. Thus, the bracket-
ing could be a neural sign of the chunking of behaviors. 
 
 3 - Shift from goal-directed to habitual behavior 
Goal-directed behavior is essential to face the ever-changing environment, but demands an effortful 
control and monitoring of the response. The continuous control and attention that this process de-
mands could result in an unnecessary expenditure of resources and could be inefficient in some sit-
uations. Therefore, automatization of recurring decision processes as a habit could increase the effi-
ciency and balances the need for flexibility. Habits are performed automatically allowing attention 
to be focused elsewhere. A broad spectrum of behavioral routines and rituals can become habitual 
and stereotyped through learning (acquired via experience-dependent plasticity), although others 
have a strong innate basis (Graybiel 2008). Habitual responses no longer need the evaluation of 
their consequences and can be elicited by particular situations or stimuli (Balleine et al., 2007; Yin 
and Knowlton, 2006). Habits could be advantageous when behavior is repeated regularly for exten-
sive periods without major changes in outcome value or contingency, or under uncertain situations 
where the probability of obtaining an outcome could not be manipulated (Dickinson, 1985). 
The ability to shift between these two types of strategies is necessary for appropriate decision-
making. Thus, in some situations, the ability to inhibit a habit and use a goal-directed strategy may 
be crucial. Decision-making refers to the act or process of choosing a preferred option or course of 
action from a set of alternatives; and guides the selection of actions. In this case, the outcome is part 
of the resources that are available for action-selection. Action selection is the process of selecting 
what to do next in dynamic and unpredictable environments in real time. Therefore, appropriate 
decision-making relies on the ability to shift between different behavioral strategies according to the 
context in which decisions are made. 
This behavioral flexibility is impaired in various conditions including drug addiction, obsessive-
compulsive spectrum disorders (OCDs) and response to chronic stress. There alterations result in 
strengthening of the behavior, making it more compulsive and difficult to disrupt, thus resulting in 
loss of flexibility and the ability to shift between goal-directed and habitual responses. Furthermore, 
repetitive behaviors can appear as cardinal symptoms in a broad range of neurological and neuro-
psychiatric diseases and addiction (Graybiel 2008). Various neuronal and circuit adaptations in drug 
addiction, for example, result in the compulsive focusing of behavior on drug-associated stimuli and 
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reduced responding to non-drug stimuli (Everitt and Robbins, 2005; Kalivas and Volkow, 2005). 
Repetitive behaviors and thoughts are major presenting features in disorders such as Tourette syn-
drome and OCDs. Stereotypies and repetitive behaviors appear in a range of other clinical disorders 
including schizophrenia and Huntington’s disease (Burguière et al., 2015; Graybiel and Rauch, 
2000; Graybiel, 2008). 
Chronic unpredictable stress also alters the flexibility in shifting between the two types of strate-
gies. Indeed, rats subjected to chronic unpredictable stress become insensitive to reinforcer devalua-
tion and resistant to changes in action-outcome contingency (Dias-Ferreira et al., 2009). Similar 
insensitivity to changes in outcome devaluation is found in humans subjected to prolonged stress 
(Soares et al., 2012). Thus, stress induces a bias in decision-making strategies and promotes a shift 
to habitual behavior.	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METHODS 
 
I. ANIMALS AND HOUSING 
All experiments were performed in accordance with the local animal welfare committee (Center for 
Interdisciplinary Research in Biology Ethical Committee) and EU guidelines (directive 
2010/63/EU). Every precaution was taken to minimize stress and the number of animals used in 
each series of experiments. OFA rats P7-80 of both sexes (Charles River, L’Arbresle, France) were 
used for brain slice electrophysiology. 
A. Standard housing 
Young rats 
Pregnant OFA female rat was ordered from Charles River, L’Arbresle, France and housed until and 
after delivery with its litter (usually 6-8 pups of both sexes) in standard 12 hours light/dark cycles 
and food and water were available ad libitum. Shelter and paper for nesting material were available 
in the cage as a part of standard environment housing. Cages were located in a common housing 
room with other cages housing exclusively female rats or female rats and litter of pups. 
Juvenile rats before weaning 
OFA female rat with a litter of 10-12 juvenile rats, mainly males (P18-P28) were housed in standard 
12 hours light/dark cycles and food and water were available ad libitum. Shelter and paper for nest-
ing material were available in the cage. Juvenile rats were housed with the female rat until use for 
electrophysiology. Cages were located in a common housing room with other cages housing exclu-
sively female rats or female rats and litter of pups. 
Adult rats 
After weaning, three-four OFA male littermates (P30—P80) were group housed in standard 12 
hours light/dark cycles and food and water were available ad libitum. Shelter and paper for nesting 
material were available in the cage. Cages were located in a common housing room with other cag-
es housing exclusively male rats. 
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B. Saline and ceftriaxone injections 
After weaning, four OFA male littermates (P20—P42) were group housed in standard 12 hours 
light/dark cycles and food and water were available ad libitum. Shelter and paper for nesting mate-
rial were available in the cage. The cage usually consisted of mixed littermates receiving either dai-
ly injections of physiological saline or ceftriaxone (Rocepin, La Roche). Cages were located in a 
common housing room with other cages housing exclusively male rats. 
 
II. CEFTRIAXONE CHRONIC TREATMENT 
Male OFA rats (P30-P42) were housed as described above (see Special housing and chronic treat-
ments section above) received a daily intraperitoneal (i.p.) injection of either ceftriaxone (Rocefin, 
Roche; 200mg/kg per day dissolved in saline) or equal volumes of physiological saline for 8 con-
secutive days. Electrophysiological and immunohistochemistry experiments were carried from Day 
9 after the beginning of the treatment protocol (see Fig. 1 below). Validation of the protocol was 
done by immunohistochemistry to confirm overexpression of EAAT2 by ceftriaxone (see Immuno-
histochemistry section below). 
 
III. ELECTROPHYSIOLOGY 
A. Acute brain slice preparation 
Rats from various ages and treatments (see Animals and housing section above) were used for in 
vitro acute slice preparation. 
Dorsolateral striatal (DLS) slices 
Horizontal brain slices containing the somatosensory cortical area and the corresponding corti-
costriatal projection field were prepared according to the methods previously described (Fino et al., 
2005). Corticostriatal connections (between somatosensory cortex layer 5 and dorsal striatum) are 
preserved in a horizontal plane. DLS brain slices with a thickness of 300-330 µm were prepared. 
Figure 1. Ceftriaxone chronic treatment and electrophysiology experiments timeline. 
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Surgery and acute brain slice preparation 
Rats were anesthetised with isoflurane and brains removed. Slices were prepared using a vibrating 
blade microtome (VT1200S, Leica Micosystems, Nussloch, Germany). Brains were sliced in a 95% 
O2/5%CO2-bubbled, ice-cold cutting solution containing (in mM) 125 NaCl, 2.5 KCl, 25 glucose, 
25 NaHCO3, 1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, 1 pyruvic acid, and transferred into the same solu-
tion at 34°C during cutting and then moved to room temperature. 
 
B. Electrophysiology recordings 
Solutions 
Patch-clamp recordings were performed as previously described (Paillé et al. 2013; Cui et al. 2015; 
Cui et al. 2016). Briefly, borosilicate glass pipettes of 6-8 MΩ resistance used for whole-cell re-
cordings were filled with either K-based or Cs-based intracellular solution. KOH-based intracellular 
solution was used for both CC and VC mode whole-cell recordings in P7-10 rats and contained (in 
mM): 105 K-gluconate, 30 KCl, 10 HEPES, 10 phosphocreatine, 4 Mg-ATP, 0.3 Na-GTP, 0.3 EG-
TA (adjusted to pH 7.35 with KOH). For whole-cell recordings in P17-25 rats, the KOH-based intra-
cellular solution contained (in mM): 122 K-gluconate, 13 KCl, 10 HEPES, 10 phosphocreatine, 4 
Mg-ATP, 0.3 Na-GTP, 0.3 EGTA (adjusted to pH 7.35 with KOH). Cs-based intracellular solution 
was used exclusively in VC mode for monitoring sIPSCs and contained (in mM): 135 CsCl, 10 
HEPES, 10 phosphocreatine, 4 ATP-Mg, 0.3 GTP-Tris, 0.3 EGTA (adjusted to pH 7.35 with 
CsOH). The composition of the ACSF extracellular solution was (mM): 125 NaCl, 2.5 KCl, 25 glu-
cose, 25 NaHCO3, 1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, 10 µM pyruvic acid bubbled with 95% O2 and 
5% CO2. 
 
Figure 2. Corticostriatal brain slice with stimulation and recording sites. Electrical stimulation was 
placed in the L5 of the somatosensory cortex. Whole-cell recordings were made from MSNs in the 
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Signal recording 
Signals were amplified using EPC9-2, EPC10-3 and EPC10-4 amplifiers (HEKA Elektronik, Lam-
brecht, Germany). All recordings were performed at 34°C using a temperature control system 
(Bath-controller V, Luigs&Neumann, Ratingen, Germany) and slices were continuously superfused 
at 2 ml/min with the extracellular solution. Slices were visualized on an Olympus BX51WI micro-
scope (Olympus, Rungis, France) using a 4x/0.13 objective for the placement of the stimulating 
electrode and a 40x/0.80 water-immersion objective for localizing cells for whole-cell recordings. 
Current-clamp (CC) recordings were filtered at 2.5 kHz and sampled at 5 kHz and voltage-clamp 
(VC) recordings were filtered at 5 kHz and sampled at 10 kHz using the Patchmaster v2x32 pro-
gram (HEKA Elektronik). 
 
Identification of neurons and basic properties 
Medium-sized spiny neurons (MSNs) and fast-spiking interneurons (FS) were visualised on a mi-
croscope (see above for details) and identified based on their distinct electrophysiological properties 
as previously described (Fino et al. 2007; Fino & Venance 2011). Recordings were made in CC 
mode with 0 pA intracellular current injection allowing the recorded neuron to stay at its RMP. 500 
ms long current steps with 10-20 pA step increase starting from -300 pA were applied. Current 
steps were applied until 200 pA after spiking threshold. 
 
 
Figure 3. Identification of MSNs. (Left) MSN injected with biocytin (scale bar, 100 m). (Right) 
Characteristic membrane properties and spiking pattern of MSN: note the very hyperpolarized RMP 
(-87 mV), the inward rectification (illustrated in the steady-state I–V relationship), and the long 
depolarizing ramp to the AP threshold leading to a delayed spike discharge (the delay to first spike 
is 452 ms in this example). Raw traces show individual voltage responses to series of 500mscurrent 
pulses from -90 to 90 pA with 20pA increasing current steps and to 50 pA above AP threshold 
(spike frequency, 15 Hz) (adapted from (Fino et al. 2005)). 
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Protocols without afferent stimulation 
a. Reversal potential of GABAAR-mediated current in MSNs 
RMP and EGABA are required to determine the value of the driving force of chloride ions through 
GABAARs. Thus, EGABAA and RMP were measured based on cell-attached recordings of single-
channel iGABA and iNMDA (Dehorter et al. 2009). The value of RMP was estimated from iNMDA which 
is known to reverse at a membrane potential close to 0 mV, and EGABA was determined based on the 
relationship between iGABA and the extracellular potential to the patch of the membrane. EGABA(A) = 
DFGABA(A) + RMP. For this purpose, two different intra-pipette solutions were used (mM): (1) for 
iNMDA measurement, 140 NaCl, 3.5 KCl, 1.8 CaCl2, 10 HEPES pH 7.3, 10 µM NMDA, 10 µM 
Glycine and 1 µM strychnine, and (2) for iGABA measurement, 120 NaCl, 20 TEA-Chloride, 5 KCl, 
5 4-aminopyridine, 0.1 CaCl2, 10 MgCl2, 10 Glucose, 10 HEPES buffered to pH 7.3, GABA 5 µM, 
isoguvacine 5 µM and CsCl 3 µM. 
 
b. Spontaneous inhibitory post-synaptic currents (sIPSCs) 
Spontaneous phasic and tonic GABAAR currents were measured using a Cs+-high-chloride based 
intracellular solution (see composition above). Phasic and tonic GABAergic components were es-
timated after inhibition of ionotropic glutamatergic receptors by adding D-AP5 (50 µM) and CNQX 
(10 µM) at the beginning of the experiment. Phasic and tonic components were analyzed during 
50sec recording segments before and after pharmacological treatments. Concerning phasic current, 
spontaneous IPSCs (sIPSCs) were identified using a semi-automated amplitude threshold based 
detection software (Mini Analysis 6.0.7 Program, Synaptosoft, Fort Lee, NJ, USA) and were visual-
ly confirmed. Concerning tonic current,  the holding current was sampled every 100 ms for a 50 sec 
period preceding drug application and discarded points landing on IPSCs. The corresponding distri-
bution, not skewed by synaptic events, was fitted by a Gaussian and the peak indicated the mean 
holding current (Ihold) required maintaining the membrane potential at -80 mV. After pharmacologi-
cal treatment, a new Ihold and ΔIhold was determined corresponding to the tonic component affected 
by the drug. In some cases, bath-applied PTX was added at the end of the experiment to estimate 
the magnitude of the tonic GABAergic signaling. 
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c. Continuous membrane potential monitoring 
Continuous recording in CC mode with 0 pA intracellular current injection was performed allowing 
the recorded neuron to stay at its RMP. Recordings were made either in the absence of drugs in 
standard ACSF solution (see composition above) or in the constant presence of (1) AP5 (50 µM); 
(2) CNQX (20 µM); or CNQX (20 µM) + MCPG (500 µM). Stable baseline for 5-10 min was es-
tablished and DHK (300 µM) was applied for 5 min. The resulting depolarisation of the recorded 
neuron was estimated comparing the mean RMP during baseline with the membrane potential 
reached after 5 min of DHK. The return to baseline membrane potential was estimated comparing 
the baseline RMP and the membrane potential reached after 15 min of DHK washout. 
 
d. Spontaneous activity 
Continuous recording in CC mode with 0 pA intracellular current injection was performed allowing 
the recorded neuron to stay at its RMP. Recordings were made in the absence of drugs in standard 
ACSF solution (see composition above). Stable baseline for 5-10 min was established and DHK 
(300 µM) was applied for 5 min. The resulting spontaneous activity of the recorded neuron was 
estimated calculating the mean spontaneous spiking frequency (in Hz) reached after 5 min of DHK. 
The return to baseline state of spontaneous spiking activity was estimated after 15 min of DHK 
washout. 
 
Stimulation protocols 
Electrical stimulations were performed with a concentric bipolar electrode (Phymep, Paris, France) 
placed in the layer 5 of the somatosensory cortex (Fino et al. 2005). Electrical stimulations were 
monophasic at constant current (ISO-Flex stimulator, AMPI, Jerusalem, Israel). Currents were ad-
justed to evoke 100-300 pA EPSCs VC mode and 15-20 mV EPSPs in CC mode. 
 
a.   Paired-pulse ratio (PPR) 
Repetitive control stimuli (x5) were applied at 0.1 Hz in VC mode. The inter-stimulus intervals 
(ISI) between all each two of the five stimuli were 50, 100, 250 and 500 ms, by which MSNs in the 
DLS display a bidirectional short-term plasticity (Goubard et al., 2012). For PPR estimation, the 
amplitude of 10-20 successive EPSCs were measured and PPR was calculated by the mean of 
EPSC2 amplitude/EPSC1 amplitude for each sweep. 
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b. Triggered spiking responses 
Repetitive control stimuli were applied at 0.1 Hz in CC mode with 0 pA intracellular current injec-
tion allowing the recorded neuron to stay at its RMP. Stable baseline for 5-10 min was established 
and DHK (300 µM) was applied for 5 min. The resulting triggered spiking response of the recorded 
neuron was estimated calculating the probability of triggered spikes by the control stimuli reached 
after 5 min of DHK. The return to baseline state was estimated comparing the probability of trig-
gered spiking response during baseline and the probability of triggered spiking response after 15 
min of DHK washout. 
 
c. Spike-timing dependent plasticity protocols and random ΔtSTDP patterns 
Repetitive control stimuli were applied at 0.1 Hz in VC mode. STDP protocols in DLS slices con-
sisted in pairings of pre- and postsynaptic stimulations (at 1 Hz in CC mode) with the two events 
separated by a specific temporal interval (ΔtSTDP). Presynaptic stimulations corresponded to cortical 
stimulations and the postsynaptic stimulation of an action potential evoked by a depolarizing cur-
rent step (30 ms duration) in MSN. ΔtSTDP<0 ms and ΔtSTDP>0ms refer to post-pre and pre-post pair-
ings, respectively. ΔtSTDP=±500 ms refer to post-pre and pre-post pairings performed around 
ΔtSTDP=-500 ms and ΔtSTDP=+500 ms. Note that for ΔtSTDP=-500 ms and ΔtSTDP=+500 ms the order 
(post-pre vs pre-post) was determined only by the first pairing of the STDP protocol since for the 
remaining pairings the pre- and post-stimulations were separated by 500 ms and thus could be con-
sidered both as post-pre or pre-post pairings when performed at 1 Hz. For this reason, data for both 
ΔtSTDP=-500 ms and ΔtSTDP=+500 ms were pooled together (ΔtSTDP=±500 ms) and represented in 
the figures as a single average. Neurons were recorded for 10 min during baseline and for at least 
40-60 min after STDP protocol; long-term synaptic efficacy changes were measured from 40 to 60 
min. 60 successive EPSCs were individually measured and then averaged, comparing the last 10min 
of the recording with the 10min of baseline. Neurons were recorded in VC mode during baseline 
and the 60 min of recording after STDP protocol, and in CC during STDP protocol. Variation of 
input resistance above 20% led to the rejection of the experiment. 
For the random ΔtSTDP patterns we used the following algorithm (programmed in Igor Pro 6.3 soft-
ware, WaveMetrics): for each pairing, we first selected a temporal window with a length randomly 
chosen between 500 and 1500 ms (with uniform distribution) and located the presynaptic stimula-
tion time in the middle of this window. The postsynaptic stimulation time was then randomly cho-
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sen within this window (with uniform distribution). The ΔtSTDP pattern was formed by the concate-
nation of 100 of those windows. This generated both a close-to-uniform distribution of the ΔtSTDP 
and a variable interval between two successive presynaptic stimulations. 
 
 
C. Chemicals 
All chemicals were purchased from Tocris (Ellisville, MO, USA), except picrotoxin (Sigma). 
(2S,3S,4R)-2-Carboxy-4-isopropyl-3-pyrrolidineacetic acid (Dihydrokainic acid, DHK; 300 µM), 
DL-2-amino-5-phosphono-pentanoic acid (D-AP5; 50 µM), (1S,2S)-2-[2-[[3-(1H-Benzimidazol-
2yl)propyl]methylamino]ethyl]-6-fluoro-1,2,3,4-tetrahydro-1-(1-methylethyl)-2-naphthalenyl 
methoxyacetoacetate dihydrochloride (Mibefradil; 20 µM), 6-Cyano-7-nitroquinoxaline-2,3-dione 
(CNQX; 20 µM), (αR,βS)-α-(4-Hydroxyphenyl)-β-methyl-4-(phenylmethyl)-1-piperidinepropanol 
maleate (Ro 25-6981; 10 µM), 3,5-Dimethyl-tricyclo[3.3.1.13,7]decan-1-amine hydrochloride 
(Memantine; 10 µM), SR 95531 hydrobromide (gabazine; 10 µM and 200 nM) (Tocris), L655,708 
(10 µM) (Tocris), (R)-1-(1-Phenylethyl)-1H-imidazole-5-carboxylic acid ethyl ester (etomidate, 3 
µM) (Tocris), (±)-3-Piperidine carboxylic acid (nipecotic acid, 500 µM) (Tocris), N-Methyl-D-
aspartate (NMDA, 10mM) (Tocris), Glycine (10mM) (Tocris), Strychnine (1mM) (Tocris), 
isoguvacine (5mM) (Tocris), GABA (5mM) (Tocris), Tetraethylammonium chloride (TEA-Cl, 
20mM) (Tocris) and 4-aminopyridine (4-AP, 5mM) (Tocris) were dissolved directly in the extracel-
lular solution. N-(piperidin-1-yl)-5-(4-iodophenyl)-1-(2,4-dichlorophenyl)-4-methyl-1H-pyrazole-
3-carboxamide (AM251; 3 µM) and picrotoxin (50 µM) were dissolved in ethanol and added in the 
external solution at a final concentration of ethanol of 0.01-0.1%. (S)-α-Methyl-4-
carboxyphenylglycine (MCPG; 500  µM) was dissolved in 1.1 eq. NaOH, and added in the external 
solution. N-[4-(2-Bromo-4,5-difluorophenoxy)p henyl]-L-asparagine (WAY 213613; 50 µM) was 
Figure 4. STDP protocol. Pairings of pre- and postsynaptic stimulations (at 1 Hz) were per-
formed in CC mode with the two events separated by a specific temporal interval (ΔtSTDP). 
Presynaptic stimulations corresponded to cortical stimulations and the postsynaptic stimula-
tion of an action potential evoked by a depolarizing current step (30 ms duration) in MSN. 
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dissolved in DMSO and added in the external solution at a final concentration of DMSO of 0,5%. 
BAPTA (10 mM) and dizocilpine maleate (i-MK801; 1mM) were dissolved directly into the intra-
cellular solution. 
The contrasting activity patterns of synaptic and extrasynaptic NMDARs result in a differential de-
gree of memantine blockade (Lipton 2006; Xia et al. 2010). Due to the agonist concentration-
dependence of memantine blockade kinetics, slices were pre-incubated with low dose of memantine 
(10 µM) for at least one hour previous to recording to allow enough time to achieve equilibrium 
block. 
 
D. EAAT2 transient blockade with DHK 
DHK (300µM), a selective non-transportable inhibitor of EAAT2 (Arriza et al. 1994), was bath-
applied during a time-lapse as brief as possible to keep its effect on Vm compatible with a proper 
analysis of the synaptic efficacy changes. Indeed, blocking EAAT2 results in a marked depolariza-
tion (Goubard et al. 2011)and present study), which may impair the estimation of the synaptic effi-
cacy changes. After establishing a 10 min stable baseline, DHK was bath-applied for 5 min. We 
systematically ensured the efficiency of DHK application before applying the STDP protocol. This 
depolarization was used as an indication for the DHK efficiency. DHK was washed out at the STDP 
protocol offset. The full DHK washout took 15min and during this period a significant and transient 
decrease of EPSC magnitude (due to DHK-induced inward shift in Iholding and AMPAR desensitiza-
tion) (Goubard et al. 2011) was observed. Accordingly, in all figures the synaptic efficacy changes 
are illustrated from 15min after the DHK removal. Synaptic efficacy changes were evaluated at 60 
min after the start of the DHK washout, i.e. at least 30 min after the full recovery of baseline Iholding. 
 
E. Electrophysiological data analysis 
Off-line analysis was performed using Fitmaster (Heka Elektronik). Statistical analysis was per-
formed using Prism 5.02 software (San Diego, CA, USA). In all cases “n” refers to a single cell 
experiment from single slice. All results were expressed as mean±SEM in the text and as mean±SD 
in the figures (except when specified), and statistical significance was assessed using the unpaired t 
test or the one sample t test when appropriate at the significance level (p) indicated or one-way 
ANOVA with Bonferroni correction when specified.  
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IV. IMMUNOHISTOCHEMISTRY 
Animals 
Immunohistochemistry experiments were carried on male OFA rats (P30-P42) subjected to chronic 
ceftriaxone treatment and the corresponding saline controls. Rats were treated for 8 days with daily 
i.p. injection of either saline (n=4 rats) or ceftriaxone (n=4 rats) as described above. Immunohisto-
chemistry experiments started 24 hours after the last injection (Fig. 5). 
 
 
 
 
Fixed brain slice preparation 
Rats were anesthetized with pentobarbital and transcardiacally perfused with 4% paraformaldehyde. 
Brains were postfixed in 4% paraformaldehyde overnight, then transfered in 1X phosphate-buffered 
saline (PBS) the next day and sliced in 1X PBS into 30µm horizontal or coronal sections with a 
vibratome (Microm HM650V, ThermoScientific). Slices were conserved until use at -20°C in cryo-
protectant solution containing (in %): 30 glycerol, 30 ethylene glycol, 10 10X PBS, 30 Milli-Q wa-
ter. 
 
Immunohistochemistry protocol 
Immunostaining was performed on free-floating sections using guinea pig EAAT2 antibody 
(1:5000; AB1783, Merck Millipore) for 48 hours at 4°C and then with a secondary Cyanine Cy™3-
conjugated antibody (1:1000; Jackson Laboratories) dissolved in PBS 1X for one hour.  Detailed 
protocol is described in Table 2 below. 
 
Day 1 
5x wash PBS 1X (5x10min)  
MeOH 500µL + H2O2 180µL + PBS 4.3mL (5min)  
5x wash PBS 1X (5x10min)  
Triton 10% 100µL + PBS 4.9mL (20min)  
Figure 5. Ceftriaxone chronic treatment and immunohistochemistry experiments timeline. 
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5x wash PBS 1X (5x10min)  
BSA 3% in PBS (1h) [BSA 150mg in PBS 1X 5mL] 
GLT1 AB (1:5000) in BSA 1% in PBS 1mL + Triton 10% 10µL 
48h at 4°C 
Day 3 
5x wash PBS 1X (5x10min)  
ABII (1:1000) in PBS 1X (1h) in dark 
5x wash PBS 1X (5x10min) in dark 
1x wash PB 0.1M (15min) in dark 
mount slices on slides in PB 0.1M 
dry at room T° (24h) in dark 
put coverslip with DPX mounting medium  
dry at room T° (overnight) in dark 
store at 4°C in dark  
 
Image acquisition and data analysis 
Images were acquired using an SP5 confocal system (Leica, Germany) and optical density was ana-
lysed with ImageJ (NIH, USA).	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RESULTS 
INTRODUCTION 
 
 
I. ARTICLE 1 
Developmental control of spike-timing-dependent plasticity polarity by tonic GABAergic sig-
naling in striatum 
Valtcheva S*, Paillé V*, Gangarossa G, Perez S,  Dembitskaya Y, Fino E and Venance L 
(in preparation) 
 
Rationale:  
We previously showed that GABAergic signaling governs the corticostriatal STDP polarity and 
thus operates as a Hebbian/anti-Hebbian switch in striatum (Paillé et al. 2013). Although GABAer-
gic microcircuits are subject to important developmental maturation, it remains unclear whether 
STDP is developmentally shaped by GABAergic maturation. Here, we explored the contribution of 
tonic and phasic GABAergic signaling in the expression of STDP, a major physiological relevant 
form of Hebbian learning. 
 
Physiological relevance:  
The striatum is constituted by a vast majority of GABAergic neurons providing an efficient feed-
forward and feedback inhibition onto MSNs. Therefore, GABAergic networks have a crucial role in 
shaping MSN responses to incoming cortical inputs and in modulating striatal output. Corticostria-
tal long-term synaptic plasticity provides a fundamental mechanism for the function of the basal 
ganglia in procedural learning. How corticostriatal plasticity rules are modified during development 
remains unexplored. Tonic and phasic GABAergic signaling have differential developmental matu-
ration and so, should be critically involved in driving corticostriatal STDP along development. 
 
Novelty:  
GABAergic circuits control the polarity of corticostriatal STDP and thus operate as a Hebbian/anti-
Hebbian switch. Here, we explored the implication for GABAergic signaling in shaping 
corticostriatal STDP along development. We show that at the single-cell level: 
(1)   Corticostriatal STDP exhibits unidirectional asymmetric Hebbian STDP in P7-10 young animals 
while bidirectional anti-Hebbian STDP is observed at later developmental stages (P17-25 juvenile 
and P60-80 adult animals). 
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(2)   Promoting tonic inhibition in the immature brain (in P7-10 rats) allows the emergence of 
bidirectional anti-Hebbian STDP. 
(3)   Blockade of tonic GABAergic signaling at juvenile stage reverses the bidirectional anti-
Hebbian STDP back to unidirectional asymmetric Hebbian STDP. 
Here, we show that developmental maturation of GABAergic signaling drives the polarity of corti-
costriatal plasticity. To our knowledge this is the first study exploring the contribution of tonic inhi-
bition in the developmental switch of STDP timing rule. Therefore, GABAergic networks not only 
in orientate STDP polarity (Paillé et al. 2013) in juvenile and adult animals, but also play a key role 
in the establishment of bidirectional anti-Hebbian STDP in the mature brain.  
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II. ARTICLE 2 
Astrocytes gate Hebbian synaptic plasticity in striatum 
Valtcheva S and Venance L 
(Nat Commun, in revision) 
 
Rationale:  
Astrocytes, via the excitatory amino acid transporter type-2 (EAAT2), are the major sink for relea-
sed glutamate and contribute to set the strength and the timing of synaptic inputs. Glutamate dyna-
mics is therefore expected to impact strongly on STDP expression. However, the proper conditions 
for the emergence of Hebbian plasticity out of distributed neuronal activity remain unknown. 
EAAT2 is known to be responsible for 95% of glutamate reuptake and thus tightly controls gluta-
mate dynamics. Here, we questioned the role of astrocytes (via EAAT2) in the expression of STDP.  
 
Physiological relevance:  
It has been shown at various synapses (including the corticostriatal synapse) that glutamate spillo-
ver occurs in a different extent depending on glutamate transporters expression, astrocytic coverage 
and synaptic firing regimes. By investigating the role of EAAT2 in STDP expression, we determine 
the conditions required for the expression of Hebbian plasticity, which is critical for a better unders-
tanding of the mechanisms underlying learning and memory. STDP, as a canonical form of Hebbian 
plasticity, has attracted considerable interest in experimental as well as in computational neuros-
ciences. In addition, dysfunction of EAAT2 has been observed in neurodegenerative diseases and 
drug of abuse exposure. 
 
Novelty:  
STDP is triggered by correlated activity on either side of the synapse and here we unravel a new 
role for astrocytes in the establishment of Hebbian synaptic plasticity. Indeed, we show that at the 
single-cell level in striatum: 
(1) A transient blockade of EAAT2 converts Hebbian plasticity (STDP) into aberrant non-
Hebbian plasticity, which occurs for uncorrelated or even unpaired activity; such activities are inef-
ficient to trigger long-term changes in the synaptic weight in control conditions. We show that dis-
tinct signaling pathways are selected in STDP and aberrant plasticity. 
(2) On the contrary, EAAT2 overexpression (with ceftriaxone) impairs the detection of cor-
related activity resulting in a lack of STDP. 
(3) Astrocytic glutamate uptake allows the emergence of bidirectional STDP and prevents 
the occurrence of aberrant plasticity. 
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To our knowledge this is the first report showing the involvement of astrocytes (via EAAT2) in 
Hebbian synaptic learning rule (STDP) and in preventing the occurrence of aberrant non-Hebbian 
plasticity. Here, we thus demonstrate that astrocytes set the appropriate glutamate dynamics allow-
ing for optimal temporal contingency between pre- and postsynaptic activity necessary for STDP 
emergence and places astrocytes as gatekeepers of Hebbian plasticity. In this aspect, EAAT2 gates 
the conversion from timing-dependent to timing-independent plasticity. 
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Abstract  
Activity-dependent long-term potentiation (LTP) and depression (LTD) of synaptic strength under-
lie multiple forms of learning and memory. Spike-timing dependent plasticity (STDP) is a synaptic 
Hebbian learning rule that could account for experience-dependent changes in neural networks. We 
previously showed that GABAergic signaling governs the STDP polarity and thus operates as a 
Hebbian/anti-Hebbian switch in striatum. Although GABAergic microcircuits are subject to im-
portant developmental maturation, it remains unclear whether STDP is developmentally shaped by 
GABAergic maturation. Here, we found that in immature rats (P7-10), striatal STDP displays unidi-
rectional Hebbian tLTD whereas in juvenile (P17-25) and adult (P60-80) animals STDP is bidirectional 
and anti-Hebbian. Both tonic (extrasynaptic) and phasic (synaptic) GABAergic signaling are differ-
ently implicated in controlling STDP. More specifically, we found that the tonic GABAergic signal-
ing, which is developmentally regulated, is a crucial actor in the shaping of STDP rules along de-
velopment and for the establishment of the striatal anti-Hebbian STDP. Thus, developmental matu-
ration of GABAergic signaling tightly drives the polarity of striatal plasticity.  
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Introduction 
Bidirectional long-term synaptic efficacy changes (LTD and LTP) are involved in multiple forms of 
learning and memory (Citri and Malenka, 2008; Nabavi et al, 2014). Experience-dependent plastici-
ty requires a fine balance of excitation-inhibition as evidenced in the visual cortex (Takesian and 
Hensch, 2013) or hippocampus (Donato et al., 2013). Spike-timing dependent plasticity (STDP) has 
been proposed as candidate mechanism accounting for experience-dependent changes in the neural 
networks (Feldman, 2012). We previously showed that GABAergic signaling operates as a Hebbi-
an/anti-Hebbian switch of striatal STDP, i.e. depending on the presence or absence of GABAAR 
transmission the polarity of the plasticity (LTP vs LTD) is reversed (Fino et al., 2010; Paillé et al., 
2013). STDP is a major form of synaptic Hebbian learning rule, in which the occurrence of spike-
timing long-term potentiation (tLTP) or depression (tLTD) relies on the precise order and relative 
millisecond timing of the paired activities on either side of the synapse (Sjöström et al., 2008; 
Feldman, 2012). GABAergic feedforward signaling modulates the spike timing (Higley and 
Contreras, 2006; Pouille and Scanziani, 2001; Wehr and Zador, 2003) and the electrotonic proper-
ties of the dendritic tree (Froemke et al., 2010), which are key parameters known to orientate STDP 
preferentially toward LTP or LTD (Sjöström et al., 2008). 
The striatum is constituted by a vast majority of GABAergic neurons. Given the efficient feedfor-
ward (Koos and Tepper, 1999; Szydlowski et al., 2013) and feedback (Venance et al., 2004; Koos et 
al., 2004) inhibition onto the striatal medium-sized spiny neurons (MSNs) (Tepper et al., 2008; 
Gittis and Kreitzer, 2012; Silberberg and Bolam, 2015), we tested the effects of the GABAergic 
maturation in STDP-timing rules establishment along development. GABAergic signaling and cir-
cuits are subject to important developmental maturation (Ben-Ari et al., 2007; Farrant and Nusser, 
2005; Glykys and Mody, 2007; Brickley and Mody, 2012). In striatum, it is known that at least two 
populations of GABAergic cells, the parvalbumin interneurons and the MSNs, mature considerably 
between P8 and P19 (Chesselet et al., 2007; Santhakumar et al., 2010). In addition, tonic and phasic 
GABAergic signaling also have differential developmental maturation (Ade et al., 2008; Kirmse et 
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al., 2008; Santhakumar et al., 2010; Luo et al., 2013). We tested the hypothesis of developmentally-
driven STDP-timing rules by GABAergic maturation investigating STDP at different developmen-
tal stages: young (P8-10), juvenile (P20-25) and adult (P60-90) rats. Here, we found that in P7-10 rats, 
striatal STDP displays a unidirectional Hebbian tLTD whereas in older animals STDP acquires bi-
directional and anti-Hebbian features. We found that tonic and phasic GABAergic signaling are 
differently engaged in shaping plasticity. Notably, tonic GABAergic signaling appears to play a key 
role in controlling STDP expression and polarity along development. Indeed, tonic GABAergic 
component, which arises from P16, is mandatory for the establishment of bidirectional anti-Hebbian 
STDP in striatum. The emergence of bidirectional anti-Hebbian STDP is tightly linked to the devel-
opmental maturation of GABAergic signaling in striatum. 
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METHODS 
Animals 
All experiments were performed in accordance with the guidelines of the local animal welfare 
committee (Center for Interdisciplinary Research in Biology Ethics Committee) and the EU 
(directive 2010/63/EU). Every precaution was taken to minimize stress and the number of animals 
used in each series of experiments. OFA rats P7-80 (Charles River, L’Arbresle, France) were used 
for brain slice electrophysiology. Animals were housed in standard 12-hour light/dark cycles and 
food and water were available ad libitum. 
 
Brain slice preparation and patch-clamp recordings 
Horizontal brain slices containing the somatosensory cortical area and the corresponding 
corticostriatal projection field were prepared as previously described (Fino et al., 2005). 
Corticostriatal connections (between somatosensory cortex layer 5 and the dorsal striatum) are 
preserved in the horizontal plane. Horizontal brain slices (300-330 µm-thick) were prepared from 
rats with a vibrating blade microtome (VT1200S, Leica Microsystems, Nussloch, Germany). Brains 
were sliced in an ice-cold cutting solution (125 mM NaCl, 2.5 mM KCl, 25 mM glucose 25 mM 
NaHCO3, 1.25 mM NaH2PO4, 2 mM CaCl2, 1 mM MgCl2, 1 mM pyruvic acid) through which 95% 
O2/5% CO2 was bubbled. The slices were transferred to the same solution at 34°C for one hour and 
then to room temperature. Patch-clamp recordings were performed as previously described (Fino et 
al., 2010; Paillé et al., 2013). Briefly, for whole-cell recordings in P7-10 rats, borosilicate glass 
pipettes of 6-8MΩ resistance were filled with (in mM): 105 K-gluconate, 30 KCl, 10 HEPES, 10 
phosphocreatine, 4 Mg-ATP, 0.3 Na-GTP, 0.3 EGTA (adjusted to pH 7.35 with KOH). For whole-
cell recordings in P17-25 rats, borosilicate glass pipettes of 6-8MΩ resistance were filled with (in 
mM): 122 K-gluconate, 13 KCl, 10 HEPES, 10 phosphocreatine, 4 Mg-ATP, 0.3 Na-GTP, 0.3 
EGTA (adjusted to pH 7.35 with KOH). In a subset of experiments (for the analysis of the phasic 
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and tonic GABAergic inhibition), the chloride concentration was increased to obtain an E(Cl-)rev ≈ 0 
mV and K+ was replaced by Cs+; the composition of the internal solution was (in mM): 135 CsCl, 
10 HEPES, 10 phosphocreatine, 4 ATP-Mg, 0.3 GTP-Tris, 0.3 EGTA (adjusted to pH 7.35 with 
CsOH). The composition of the extracellular solution was (mM): 125 NaCl, 2.5 KCl, 25 glucose, 25 
NaHCO3, 1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, 10 µM pyruvic acid bubbled with 95% O2 and 5% 
CO2. Signals were amplified using with EPC9-2 amplifiers (HEKA Elektronik, Lambrecht, 
Germany). All recordings were performed at 34°C, using a temperature control system (Bath-
controller V, Luigs & Neumann, Ratingen, Germany) and slices were continuously superfused with 
extracellular solution, at a rate of 2 ml/min. Slices were visualized under an Olympus BX51WI 
microscope (Olympus, Rungis, France), with a 4x/0.13 objective for the placement of the 
stimulating electrode and a 40x/0.80 water-immersion objective for the localization of cells for 
whole-cell recordings. Current-clamp recordings were filtered at 2.5 kHz and sampled at 5 kHz and 
voltage-clamp recordings were filtered at 5 kHz and sampled at 10 kHz, with the Patchmaster 
v2x32 program (HEKA Elektronik). 
 
Spike-timing-dependent plasticity protocols 
Electrical stimulations were performed with a concentric bipolar electrode (Phymep, Paris, France) 
placed in layer 5 of the somatosensory cortex. Electrical stimulations were monophasic, at constant 
current (ISO-Flex stimulator, AMPI, Jerusalem, Israel). Currents were adjusted to evoke 50-200 pA 
EPSCs. Repetitive control stimuli were applied at 0.1 Hz. STDP protocols consisted of pairings of 
pre- and postsynaptic stimulations (at 1 Hz) separated by a specific time interval (ΔtSTDP). 
Presynaptic stimulations corresponded to cortical stimulations and the postsynaptic stimulation of 
an action potential evoked by a depolarizing current step (30 ms duration) in MSNs. ΔtSTDP<0 ms 
for post-pre pairings, and ΔtSTDP>0 ms for pre-post pairings. Recordings on neurons were made 
over a period of 10 minutes at baseline, and for at least 60 minutes after the SDTP protocols; long-
term changes in synaptic efficacy were measured from 45 to 60 minutes. We individually measured 
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and averaged 60 successive EPSCs, comparing the last 10 minutes of the recording with the 10-
minute baseline recording. Neuron recordings were made in in voltage-clamp mode during baseline 
and for the 60 minutes of recording after the STDP protocol, and in current-clamp mode during 
STDP protocol. Experiments were excluded if input resistance (Ri) varied by more than 20%. 
 
Chemicals  
DL-2-amino-5-phosphono-pentanoic acid (D-AP5, 50 µM) (Tocris, Ellisville, MO, USA), 6-cyano-
7-nitroquinoxaline-2,3-dione (CNQX, 10 µM) (Tocris), SR 95531 hydrobromide (gabazine, 10 µM 
and 200 nM) (Tocris), L655,708 (10 µM) (Tocris), N-Methyl-D-aspartate (NMDA, 10mM) 
(Tocris), Glycine (10mM) (Tocris), Strychnine (1mM) (Tocris), isoguvacine (5mM) (Tocris), 
GABA (5mM) (Tocris), Tetraethylammonium chloride (TEA-Cl, 20mM) (Tocris), 4-aminopyridine 
(4-AP, 5mM) (Tocris), (R)-1-(1-Phenylethyl)-1H-imidazole-5-carboxylic acid ethyl ester (etomi-
date, 3 µM) (Tocris) and (±)-3-Piperidine carboxylic acid (nipecotic acid, 500 µM) (Tocris) were 
dissolved directly in the extracellular solution and bath applied. Picrotoxin (50 µM) (Sigma) was 
dissolved in ethanol and then added in the external solution at a final concentration of ethanol of 
0.01%. 
 
Phasic and tonic GABAA currents measurement 
Spontaneous phasic and tonic GABAA currents were measured using a Cs+-high-chloride based 
intracellular solution (in mM): 135 CsCl, 10 HEPES, 10 phosphocreatine, 4 ATP-Mg, 0.3 GTP-
Tris, 0.3 EGTA (adjusted to pH 7.35 with CsOH). Phasic and tonic GABAergic components were 
estimated after inhibition of ionotropic glutamatergic receptors by adding D-AP5 (50µM) and 
CNQX (10µM) at the beginning of the experiment. Phasic and tonic components were analyzed 
during 50sec recording segments before and after pharmacological treatments. Concerning phasic 
current, spontaneous IPSCs (sIPSCs) were identified using a semi-automated amplitude threshold 
based detection software (Mini Analysis 6.0.7 Program, Synaptosoft, Fort Lee, NJ, USA) and were 
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visually confirmed. Concerning tonic current, we sampled the holding current every 100 ms for a 50 
sec period preceding drug application and discarded points landing on IPSCs. The corresponding 
distribution, not skewed by synaptic events, was fitted by a Gaussian and the peak indicated the 
mean holding current (Ihold) required maintaining the membrane potential at -80 mV. After pharma-
cological treatment, we determined a new Ihold and ΔIhold corresponded to the tonic component af-
fected by the drug. Bath-applied picrotoxin was systematically added at the end of the experiment 
to estimate the magnitude of the tonic GABAergic signaling. 
 
Reversal potential of the GABAA-mediated current 
To determine the value of the driving force of chloride ions through GABAARs, one needs to know 
RMP and EGABA(A). EGABA(A) and RMP were measured based on cell-attached recordings of single-
channel iGABA and iNMDA (Paillé et al., 2013). Briefly, we estimated the value of RMP from iNMDA 
which is known to reverse at a membrane potential close to 0 mV, and EGABA was determined based 
on the relationship between iGABA and the extracellular potential to the patch of the membrane. 
EGABA(A) = DFGABA(A) + RMP. For this purpose, two different intra-pipette solutions were used 
(mM): (1) for iNMDA measurement, 140 NaCl, 3.5 KCl, 1.8 CaCl2, 10 HEPES pH 7.3, 10µM 
NMDA, 10µM Glycine and 1µM strychnine, and (2) for iGABA measurement, 120 NaCl, 20 TEA-
Chloride, 5 KCl, 5 4-aminopyridine, 0.1 CaCl2, 10 MgCl2, 10 Glucose, 10 HEPES buffered to pH 
7.3, GABA 5µM, isoguvacine 5µM and CsCl 3µM. 
 
Electrophysiological data analysis 
Off-line analysis was performed with Fitmaster (Heka Elektronik), Igor-Pro 6.0.3 (Wavemetrics, 
Lake Oswego, OR, USA) and MiniAnalysis 6.0.7 software (Synaptosoft, Fort Lee, NJ, USA). 
Spontaneous post-synaptic currents (sPSCs) were identified using a semi-automated amplitude 
threshold based detection software (Mini Analysis 6.0.7 Program, Synaptosoft, Fort Lee, NJ, USA) 
and were visually confirmed. Statistical analysis was performed with Prism 5.02 software (San Die-
 102 
go, CA, USA). In all cases “n” refers to an experiment on a single cell from a single slice. All re-
sults are expressed as mean ± SEM in the text and as mean ± SD in the figures. Statistical signifi-
cance was assessed in unpaired t tests or in one-sample t tests, as appropriate, using the indicated 
significance threshold (p). 
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RESULTS 
We investigated the effect of GABAAR signaling on STDP along development, using whole-cell 
recordings from striatal medium-sized spiny neurons (MSNs) in horizontal corticostriatal brain 
slices (Fino et al., 2005) from young (P7-10), juvenile (P17-25) and adult (P60-80) rats. Baseline 
excitatory postsynaptic currents (EPSCs) were recorded for 10 minutes in voltage-clamp mode and 
then recordings were switched to current-clamp mode to pair a single presynaptic stimulation with a 
single postsynaptic spike induced by a brief depolarization of the MSN. The STDP protocol 
involved pairing pre- and postsynaptic stimulation with a certain fixed timing interval, ΔtSTDP 
(ΔtSTDP<0 indicating that postsynaptic stimulation preceded presynaptic stimulation, i.e. post-pre 
pairings, and ΔtSTDP>0 indicating that presynaptic stimulation preceded postsynaptic stimulation, 
i.e. pre-post pairings), repeated 100 times at 1 Hz. After the STDP pairings, recordings were 
obtained in voltage-clamp mode, and EPSCs were monitored at 0.1 Hz for one hour. 
 
Developmental switch in STDP polarity and expression 
In control conditions (i.e. without any pharmacological treatment), and consistent with previous 
results (Fino et al., 2005; Fino et al., 2010), we observed bidirectional STDP in MSNs for post- and 
presynaptic activities paired within -30<ΔtSTDP<+30 ms in juvenile (P17-25) rats: post-pre pairings 
induced spike-timing-dependent long-term potentiation (tLTP) whereas pre-post pairings induced 
spike-timing-dependent long-term depression (tLTD). An example of the tLTP induced by post-pre 
pairings (ΔtSTDP=-19 ms) is illustrated in Figure 1a1; the mean baseline EPSC amplitude was 191±8 
pA before pairings, and increased by 242% to 654±14 pA one hour after pairings. Ri remained 
stable over this period. Conversely, pre-post pairings (ΔtSTDP=+13 ms) induced tLTD, as shown in 
the example in Figure 1b1: the mean baseline EPSC amplitude, 208±3 pA, had decreased by 35%, 
to 135±3 pA, one hour after pairing. To summarize, post-pre pairings (-30<ΔtSTDP<0ms) induced 
tLTP (mean EPSC amplitude recorded 60 min after protocol induction: 181±30% of baseline, 
p=0.0429, n=6; 5 of 6 cells displayed tLTP) (Fig. 1a2), whereas pre-post pairings (0<ΔtSTDP<+30 
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ms) induced tLTD (62±4%, p=0.0004, n=5; 5/5 cells displayed tLTD) (Fig. 1b2), resulting in anti-
Hebbian STDP. In adult rats (P60-80), we found similar results: anti-Hebbian STDP in control 
conditions. Indeed, post-pre pairings induced tLTP (as exemplified in Figure 1c1 with an increase 
of EPSCs by 117% for ΔtSTDP= -17 ms; 133±14%, p=0.0380, n=12; 8/12 cells displayed tLTP; Fig. 
1c2) whereas pre-post pairings induced tLTD (see example in Figure 1d1 with a decrease of EPSCs 
by 22% for ΔtSTDP=+18 ms; 70±8%, p=0.0078, n=7; 6/7 cells displayed tLTD; Fig. 1d2).  
Remarkably in P7-10 rats, we found a different picture than the anti-Hebbian STDP observed in 
juvenile and adult rats: post-pre pairings induced tLTD whereas pre-post pairing failed to trigger 
significant plasticity (Fig. 1e-f). An example of the tLTD induced by post-pre pairings (ΔtSTDP=-15 
ms) is shown in Figure 1e1; the mean baseline EPSC amplitude was 163±6 pA before pairings, and 
decreased by 69% to 51±3 pA one hour after pairings. Pre-post pairings (ΔtSTDP=+18 ms) did not 
induce plasticity, as illustrated in the example in Figure 1f1: the mean baseline EPSC amplitude, 
226±8 pA, did not significantly change (7% increase), one hour after pairing, 242±5pA. To 
summarize, post-pre pairings (-30<ΔtSTDP<0ms) induced tLTD (59±10%, p=0.0036, n=8; 7/8 cells 
displayed tLTD) (Fig. 1e2), whereas pre-post pairings (0<ΔtSTDP<+30 ms) failed inducing plasticity 
(89±10%, p=0.287, n=8; 5/8 cells displayed tLTD) (Fig. 1f2), resulting in an asymmetric 
unidirectional Hebbian STDP in P7-10 rats.  
In conclusion, corticostriatal STDP expression and polarity is developmentally regulated and 
displays a transition from asymmetric unidirectional Hebbian STDP at P7-10 to bidirectional anti-
Hebbian after P17.  
 
GABAAR transmission differentially controls STDP polarity depending on the developmental 
stage  
We have previously shown that GABAergic signaling controls the polarity of corticostriatal STDP 
(Fino et al., 2010; Paillé et al., 2013). Indeed, Hebbian (Pawlak and Kerr, 2008; Shen et al., 2008) 
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or anti-Hebbian (Fino et al., 2005; Fino et al., 2010; Schultz et al., 2010) STDP were observed, 
depending on whether GABAA receptor (GABAARs) antagonists are applied (Paillé et al., 2013). 
Here, we confirmed our previous finding with bath-application of picrotoxin (50µM), an activity 
dependent blocker of GABAARs. The examples in Figure 2a1 and 2b1 show that with picrotoxin 
post-pre pairings at ΔtSTDP=-15 ms induced tLTD (the mean baseline EPSC amplitude was 223±7 
pA before pairings and had decreased by 24%, to 171±4 pA, one hour after pairings; Fig. 2a1) 
whereas pre-post pairings at ΔtSTDP=+20 ms induced tLTP (the mean baseline EPSC amplitude was 
219±X pA before pairings and had increased by 64%, to 358±6 pA, one hour after pairings; Fig. 
2b1). In summary, in P17-25 rats blockade of GABAARs reversed STDP polarity: post-pre pairings 
induced tLTD (79±5%, p=0.0142, n=5; 5/5 cells displayed tLTD; Fig. 2a2) and pre-post pairings 
triggered tLTP (179±32%, p=0.0405, n=8; 7/8 cells displayed tLTP; Fig. 2b2). In adult rats (P60-80), 
we found similar results: anti-Hebbian STDP in control conditions and Hebbian STDP with 
blockade of GABAARs. Indeed, with blockade of GABAARs, post-pre pairings induced tLTD (as 
exemplified in Figure 2c1 with a decrease of EPSCs by 36% for ΔtSTDP= -20 ms; 64±3%, p=0.0004, 
n=5; 5/5 cells displayed tLTP; Fig. 2c2) whereas pre-post pairings induced tLTP (as exemplified in 
Figure 2d1 with an increase of EPSCs by 72% for ΔtSTDP=+18 ms; 132±12%, p=0.0405, n=7; 4/7 
cells displayed tLTP; Fig. 2d2). 
In P7-10 rats, we found an unidirectional Hebbian STDP in control conditions (Fig. 1e-f). Knowing 
that striatal GABAergic circuits are subject to marked developmental maturation ( Chesselet et al., 
2007; Ade et al., 2008; Kirmse et al., 2008; Santhakumar et al., 2010), we investigated the effect of 
a blockade of GABAA transmission for STDP expression in P7-10 rats. With blockade of GABAARs, 
we observed a bidirectional Hebbian STDP (Fig. 2e and 2f). The examples in Figures 2e1 and 2f1 
show that with picrotoxin post-pre pairings at ΔtSTDP=-12 ms induced tLTD (the mean baseline 
EPSC amplitude was 130±2 pA before pairings and had decreased by 33%, to 87±2 pA, one hour 
after pairings; Fig. 2e1) whereas pre-post pairings at ΔtSTDP=+13 ms induced tLTP (the mean base-
line EPSC amplitude was 118±4 pA before pairings and had increased by 59%, to 188±4 pA, one 
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hour after pairings; Fig. 2f1). In summary, in P7-10 rats blockade of GABAARs uncovered a Hebbian 
STDP: post-pre pairings induced tLTD (64±7%, p=0.0013, n=8; 8/8 cells displayed tLTD; Fig. 2e2) 
and pre-post pairings triggered tLTP (147±11%, p=0.0049, n=8; 8/8 cells displayed tLTP; Fig. 2f2). 
In conclusion, corticostriatal STDP is differentially controlled by GABAAR signaling depending on 
the developmental stage. Indeed, with blockade of GABAARs STDP shifted from a unidirectional 
asymmetric Hebbian STDP to a bidirectional Hebbian STDP in P7-10 animals whereas it is switched 
from bidirectional anti-hebbian STDP into bidirectional Hebbian STDP in juvenile and adult rats 
(Fig. 2g). Remarkably, regardless of the developmental stage, blockade of GABAA transmission 
promotes tLTD with post-pre pairings (Fig. 2g1), whereas tLTP is induced with pre-post pairings 
(Fig. 2g2). 
 
Tonic GABAergic component is developmentally regulated 
There are two ionotropic GABAergic signaling depending on the location of GABAARs: the tonic 
and the phasic signaling which rely, respectively, on extrasynaptic and synaptic GABAARs (Farrant 
and Nusser, 2005; Glykys and Mody, 2007; Brickley and Mody, 2012). Phasic and tonic activation 
of GABAARs display distinct roles in the control of neuronal excitability (Farrant and Nusser, 2005; 
Glykys and Mody, 2007). Using a high-chloride cesium-based intracellular solution (see Methods) 
associated with bath-applied D-AP5/CNQX and specific inhibition of GABAARs, we first verified 
that both GABAergic components were present in MSNs in juvenile rats (Fig. 3a). Picrotoxin 
(50µM) treatment removed the phasic component (spontaneous IPSCs), and the tonic signaling was 
revealed by a significant change of the injected current (ΔIhold) necessary to hold the resting 
membrane potential (RMP) (ΔIhold=23.4±3.1pA, n=9, p<0.01) together with a decrease of the SD of 
the synaptic noise (before picrotoxin: 2.9±0.3pA, and after picrotoxin: 1.9±0.2pA, n=9, p<0.05) 
(Fig. 3a1-a3).  
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We then assessed the presence of the tonic and phasic GABAergic components in P7-10 rats (Fig. 
3b). sIPSCs recorded at P7-10 had a similar frequency than those observed at P17-25 (2.6±0.5Hz, n=6 
versus 3.3±0.6Hz, n=9, respectively; p>0.05) while their amplitude was larger (46.7±5.4pA, n=6 
versus 20.4±3.7pA, n=9, respectively; p<0.05) (Fig. 3b1). The tonic GABAergic component was 
absent in P7-10 rats. Indeed, picrotoxin did not induce a significant variation of Ihold (-3.1±5.1pA, 
p>0.05, n=6) and synaptic noise (2.5±0.2pA, p>0.05, n=6) (Fig. 3b1-b3). This is consistent with 
previous observation reporting the apparition of tonic inhibition in striatum later in development 
(~P16) (Ade et al., 2008; Kirmse et al., 2008; Santhakumar et al., 2010). Therefore, phasic 
GABAergic signaling appeared to be the sole GABAAR mediated-transmission in P7-10 rats. 
 
The reversal potential of GABAA-mediated current (EGABA(A)) is -35mV in MSNs from P7-10 
rats 
It has been reported a decreased MSN excitability following blockage of GABA (Ade et al., 2008; 
Bracci and Panzeri, 2006). This could be attributed to a depolarizing effect of the GABA due to the 
positive difference between GABA reversal potential (EGABA(A)) and the RMP of MSNs. We 
estimated EGABA and RMP with cell-attached recordings of single-channel NMDAR and GABAA 
mediated-currents (iNMDA and iGABA(A)) (see Methods) (Fig. 3c). In P17-25 MSNs, we previously 
reported a EGABA(A)=-60.8 mV (with a driving force of chloride ions through GABAARs of 17.2±7 
mV and RMP=-78.1±1.1 mV; n=4) (Paillé et al., 2013). Interestingly, in P7-10 MSNs we measured a 
driving force of chloride ions through GABAARs of 33.0±1.8 mV from EGABA(A)=-34.6 mV and 
RMP=-67.5±2.8 mV (n=5). This shows the depolarizing effect of GABA in MSNs from P17-25 as 
well as in P17-25 animals. 
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Promoting tonic GABAergic signaling induces anti-Hebbian t-LTD in P7-10 MSNs 
We now asked whether the absence of the tonic GABAergic component in P7-10 rats could account 
for the unidirectional asymmetric Hebbian STDP observed at this stage. To answer this question we 
aimed at promoting tonic GABAergic component using two distinct strategies: (1) by 
pharmacological stimulation of the high-affinity extrasynaptic GABAARs (Farrant and Nusser, 
2005; Glykys and Mody, 2007) β2/β3-subunit containing GABAARs (Janssen et al., 2009) and (2) 
by pharmacological blockade of the GABA transporters (GATs) which promotes the accumulation 
of GABA and activation of GABAARs resulting in the subsequent induction of tonic GABAergic 
signaling (Nusser and Mody, 2002; Rossi et al., 2003; Semyanov et al., 2003;  Kirmse et al., 2008; 
Goubard et al., 2012). 
We first tested the efficiency of etomidate, a general anesthetic and selective agonist for β2/β3-
subunit containing GABAARs (Hill-Venning et al. 1997), to induce a tonic GABAergic component 
at P7-10. Using a high-chloride cesium-based intracellular solution associated with bath-applied D-
AP5/CNQX, we observed that etomidate (3 µM) did not affect the phasic signaling but created a 
potent tonic component (Fig. 4a). We observed a significant change of ΔIhold (ΔIhold=-22,29±4,69 
pA, n=8, p<0.021) without significant increase of the SD of the synaptic noise (before etomidate: 
6,42±1,03 pA, and after: 9,16±2,31 pA, p<0.113, n=8) (Fig. 4a1-a3). After validating the specificity 
and efficiency of etomidate in promoting tonic GABAergic signaling, we explored the effect of 
etomidate on STDP in P7-10 rats. With etomidate (3 µM), we observed tLTD for both post-pre and 
pre-post pairings. Indeed, both post-pre and pre-post pairings induced tLTD (88±6%, p=0.0491, 
n=11, 7/11 cells displayed tLTD, and 53±8%, p=0.0025, n=6, 6/6 cells displayed tLTD, 
respectively) (Fig. 4b and 4c). 
We then blocked GABA uptake with nipecotic acid, a competitive inhibitor of GAT-1/2/3 subtypes 
(Shousboe et al., 1979; Liu et al., 1993). Nipecotic acid (500 µM) was able to induce a tonic 
GABAergic signaling at P7-10. Using a high-chloride cesium-based intracellular solution with D-
AP5/CNQX, nipecotic acid did not affect significantly the mean frequency (4,44±0,60 Hz before vs 
 109 
4,55±0,58 Hz after nipecotic acid, p<0.278, n=10) or the mean amplitude of the remaining 
spontaneous IPSCs (28,46±2,63 pA before vs 29,31±2,63 pA after nipecotic acid, p<0.713, n=10) 
(Fig.4d). As previously reported (Kirmse et al. 2008; Goubard et al., 2012), nipecotic acid induced a 
significant increase of the SD of the synaptic noise (before nipecotic acid: 5.82±0.98 pA, and after: 
8,76±1.00 pA, p<0.004, n=8; Fig.4d2) with a significant increase of the tonic GABAAR-mediated 
conductances (ΔIhold=-73,18±26,69 pA, n=8, p<0.029; Fig. 4d3). Therefore, the blockade of GATs 
generated a tonic inhibition at high-affinity extrasynaptic GABAARs and a decrease of 
corticostriatal transmission. Similarly to the plasticity observed with etomidate treatment, with 
nipecotic acid (500 µM), we observed a symmetric tLTD i. e. for both post-pre and pre-post 
pairings. Both post-pre and pre-post pairings induced tLTD (77±6%, p=0.0030, n=10, 8/10 cells 
displayed tLTD, and 86±5%, p=0.0332, n=8, 6/8 cells displayed tLTD, respectively) (Fig. 4e and 
4f). 
In conclusion, promoting tonic GABAergic signaling at P7-10 was able to partially restore anti-
Hebbian STDP by inducing tLTD for pre-post pairings. 
 
Tonic and phasic GABAergic signaling differentially shape anti-Hebbian STDP at P17-25 
We then specifically inhibited the phasic or tonic GABAergic component in P17-25 rats to estimate 
their contribution to STDP expression and polarity.  
The phasic component was specifically precluded with low concentration of gabazine (200nM), a 
GABAARs competitive antagonist, without affecting the tonic signaling (Fig. 5a). Indeed, using a 
high-chloride cesium-based intracellular solution with D-AP5/CNQX, frequency and amplitude of 
sIPSCs were significantly reduced after gabazine treatment (frequency: 6.0±1.8Hz before vs 
1.2±0.2Hz after gabazine, p<0.05, n=5; amplitude: 30.9±2.2pA before vs 13.3±2.6pA after 
gabazine, p<0.01, n=5) without significant changes in the tonic component (ΔIhold=2.3±2.5pA, 
p>0.05, n=5). We thus inhibited the phasic GABAergic component with the use of low 
concentration of gabazine (200nM) in P17-25 rats (see Fig. 2b and 2c). For post-pre pairings, which 
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induced tLTP in control conditions (Fig. 1a), we still observed a robust tLTP with gabazine 
(147±16%, p=0.0236, n=7, 5/7 cells displayed tLTP) (Fig. 5b). For pre-post pairings with gabazine 
no significant plasticity could be observed (102±4%, p=0.6765, n=8, 2/8 cells displayed tLTD) (Fig. 
5c). Therefore, anti-Hebbian tLTD, but not tLTP, at P17-25 is dependent on phasic GABAergic 
signaling. 
Ambient GABA can generate tonic inhibition at high-affinity extrasynaptic GABAARs (Farrant and 
Nusser, 2005; Glykys and Mody, 2007) composed by the α5-subunit in striatum (Ade et al., 2008). 
L655,708 (10µM), a α5-GABAAR-selective inverse agonist, inhibited the tonic (ΔIhold=29.0±7.7pA, 
p<0.05, n=4) without affecting the phasic component (sIPSC frequency: 4.4±1.0Hz before vs 
4.6±1.1Hz after L655,708, p>0.05, n=5; sIPSC amplitude: 28.1±2.9pA before vs 24.6±2.9pA after 
L655,708, p>0.05, n=5) (Fig. 5d). Note that the corticostriatal transmission was not affected by 
L655,708 (EPSC mean amplitude: 127±9pA before vs 132±13pA after L655,708, p>0.05, n=11). 
We then inhibited the tonic GABAergic component by bath-applying L655,708 in P17-25 rats (see 
Fig. 5e and 5f) and we observed a dramatic change in STDP expression. For post-pre pairings, 
which induced tLTP in control conditions (Fig. 1b), we observed tLTD with L655,708 (10µM) 
(83±5%, p=0.0124, n=7, 5/7 cells displayed tLTD) (Fig. 5e). For pre-post pairings with L655,708, 
no significant plasticity could be detected (91±17%, p=0.6193, n=7, 4/7 cells displayed tLTD) (Fig. 
5f). Therefore, blockade of the tonic GABAergic component in P17-25 rats induced a switch in STDP 
polarity thus promoting unidirectional asymmetric Hebbian STDP similar to our results in P7-10 rats 
(in which tonic signaling is lacking). 
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DISCUSSION 
This study demonstrates that along development striatal STDP exhibits distinct polarity, which is 
mainly controlled by the tonic GABAergic component. Indeed, we found that in immature P7-10 rats, 
STDP displays asymmetric and unidirectional Hebbian tLTD whereas in older animals (P17-25 and 
P60-80 rats) STDP is bidirectional and anti-Hebbian. We uncovered that tonic and phasic GABAergic 
signaling are differently engaged in controlling STDP. Most importantly, the tonic GABAergic 
signaling is a key actor for the control of STDP polarity along development. Indeed, tonic 
GABAergic component, which arises from P16 in striatum (Ade et al., 2008; Kirmse et al., 2008; 
Santhakumar et al., 2010), is necessary to the shift from asymmetric and unidirectional Hebbian 
tLTD in immature animals to bidirectional anti-Hebbbian STDP observed at later developmental 
stages (Fino and Venance, 2010). Therefore, the tonic GABA appears to be a key actor in 
controlling STDP polarity because it is sufficient to explain the shift from STDP observed in P17-25 
rats (bidirectional anti-Hebbian) to those observed in P7-10 rats (unidirectional Hebbian STDP). To 
our knowledge, our study is the first to explore corticostriatal STDP in the immature brain and to 
show its reshaping along development. Indeed, the contribution of tonic GABA was investigated in 
hippocampal STDP (Groen et al. 2014): tonic GABAergic inhibition regulates dendritic bAP in 
juvenile, but not in younger animals and blockade of the tonic GABAergic component leads to 
higher threshold for STDP induction in juvenile animals but without changing the polarity of STDP 
(Groen et al. 2014). Numerous studies in juvenile rodents investigated different forms of long-term 
plasticity using pharmacological blockade of the GABAAR-mediated transmission. These 
conditions affect the physiological polarity of STDP. Indeed, Hebbian and anti-Hebbian polarity of 
the corticostriatal STDP have been observed depending on the use (Hebbian STDP) (Pawlak and 
Kerr, 2008; Shen et al., 2008) or not (anti-Hebbian STDP) (Fino et al., 2005; Fino et al., 2010) of 
GABAAR antagonists (Paillé et al., 2013); This is in accordance with in vivo experiments in adult 
rats showing that corticostriatal STDP without pharmacological treatment displays anti-Hebbian 
polarity (Schulz et al., 2010). Thus, in juvenile and adult animals, GABA operates as a 
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Hebbian/anti-Hebbian switch and this is most likely due to its depolarizing effect in striatum (Paillé 
et al., 2013). Developmental maturation of GABAergic signaling is tightly linked to the emergence 
of bidirectional anti-Hebbian STDP in striatum. 
MSNs of the dorsal striatum can be divided into two main subpopulations based on their belonging 
to the direct (striato-nigral) or indirect (striato-subthalamo-nigral) output pathways (Calabresi et al., 
2014). MSNs of the direct and indirect pathways express D1-like and D2-like dopamine receptors, 
respectively. Using D1-GFP mice, we have previously shown that GABA exerts similar control on 
STDP polarity regardless of the belonging of MSNs to the direct (D1+ MSNs) or the indirect (D2+ 
MSNs) pathway (Paillé et al., 2013). Although it has been reported that D2+ MSNs express a sligh-
tly higher tonic component in young/juvenile mice (Ade et al., 2008; Santhakumar et al., 2010; Luo 
et al., 2013), we did not observe segregation of our STDP results when either blocking selectively 
tonic GABAergic signaling in juvenile rats or, conversely, promoting tonic GABAergic component 
in immature rats. Therefore, the occurrence of plasticity in our experimental conditions indicates a 
lack of segregation between the two trans-striatal pathways. It should be noted that in P>30 mice, 
tonic GABAergic signaling increases in D1+ MSNs whereas it decreases in D2+ MSNs (Santha-
kumar et al., 2010). Previous observations have reported that FS interneurons contact both subpopu-
lations of MSNs and exert a strong inhibitory weight on both (Bennett and Bolam, 1994; Planert et 
al., 2010), indicating that the phasic GABA is similar in D1+ and D2+ MSNs (Ade et al., 2008). We 
observed similar effects of GABA in both D1+ and D2+ MSNs, highlighting that the control of 
STDP by GABA would not be specific to these MSN subpopulations. It remains to investigate the 
impact of dopamine (absence or presence, various activity patterns of nigrostriatal dopaminergic 
cells), which could unveil differential control of STDP by tonic GABAergic signaling along deve-
lopment. 
The present results confirm the crucial role of GABAergic transmission in controlling plasticity 
depending on developmental stages. It implies that similar paired stimulations (post-pre pairings) 
should induce tLTD in pre-juvenile brain while a LTP will occur at a later stages, and conversely for 
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pre-post pairings (a lack of plasticity vs LTD). This means that GABA should have different effect 
on learning in young versus adult animals. Importantly, the difference between young and juvenile 
animals is not likely due to a different effect of GABA in term of polarization because in immature 
and juvenile animals EGABA(A) is more depolarized than RMP. Our results show that EGABA(A), 
although depolarizing in P7-10 and juvenile animals, is different in both cases (-35 mV vs -60 mV) 
(Fig. 3c and Paillé et al. 2013). However, the RMP of MSNs in P7-10 animals is also shifted towards 
more depolarized values. Therefore, the shunting inhibition operated by GABAergic signaling 
should increase the membrane conductance in an identical manner. This will result in a similar 
reduction in the membrane time constant and therefore less temporal integration of inputs in both in 
P7-10 and older (P17-25 and P60-80) animals. This suggests that the information transfer regarding 
temporal coding at early developmental stages is expected to be similar in mature animals. 
Therefore, the sole change in EGABA(A) cannot account for the observed changes in the corticostriatal 
STDP rule. The establishment of the canonical form of anti-Hebbian STDP in the dorsolateral 
striatum appears to be due to the expression along development of the tonic GABAergic 
component. For earlier developmental stage than P16, MSNs have the required equipment to sense 
tonic GABA since with either pharmacological activation of β2/β3-subunit containing GABAARs 
(Janssen et al., 2011) or with inhibition of GATs, a tonic GABAergic component was observed in 
MSNs from immature rats. It has been reported that etomidate impairs hippocampal LTP (induced 
with theta burst stimulation) most likely via a5-subunit containing GABAARs (Rogers et al., 2015). 
Tonic GABAergic signaling can be prevented in the immature striatum through various mechanisms 
which would limit the GABA spillover and/or its effects: a high expression of GAT-2/3 in the early 
phases of phases of postnatal development (Conti et al. 2004), a more complete astrocytic coverage 
of the corticostriatal synapses or extra-synaptic GABAARs clustered in domains too far away from 
the GABA releasing sites. Thus, STDP-timing rule is tightly developmentally-driven by the 
maturation of GABAergic circuits and associated signaling.  
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The differential effect of GABA observed along development could rely on the maturation of the 
different subtypes of striatal interneurons (Tepper et al., 2008), as well as the functional maturation 
of synaptic and extra-synaptic GABAARs and associated signaling. The best candidates for the 
feedforward inhibition are the fast-spiking interneurons because they exert the strongest inhibition 
on MSNs (Koos and Tepper, 1999; Tepper et al., 2008). Nevertheless, at least two other types of 
GABAergic interneurons, NO-synthase and calretinin containing interneurons exerting feedforward 
inhibition on MSNs (Tepper et al., 2008; Gittis and Kreitzer, 2012; Silberberg and Bolam, 2015), 
and MSNs colaterals exerting feedback inhibition (Venance et al., 2004; Koos et al., 2004). It 
remains thus to analyze the impact of each interneuronal subpopulation and/or MSNs in the 
developmental shift of STDP. 
Corticostriatal STDP shifts from Hebbian-LTD to anti-Hebbian STDP along development. 
Developmental regulation of STDP has been also investigated at L4–L2/3 cortical synapses (Itami 
& Kimura 2012). Developmental switch in STDP occurs at the end of the second postnatal week in 
somatosensory cortex, when unidirectional symmetric STDP (t-LTP) is flipped to bidirectional 
Hebbian STDP. In addition, thalamocortical terminals to L2/3 pyramidal cells display unidirectional 
order-independent STDP (t-LTP only) that is transformed to t-LTD only between the first and the 
second postnatal week (Itami et al. 2016). 
The physiological relevance of anti-Hebbian STDP in striatal function is yet to be unraveled. The 
hypothesis is that anti-Hebbian tLTD, also observed in the cerebellum-like sensory structures in 
electric fish (Bell et al., 1997) or in the dorsal coclear nucleus (Tzounopoulos et al., 2007), would 
serve to cancel out predictable inputs and consequently allowed novel sensory inputs to be better 
represented (Roberts and Bell, 2000), or keep synapses weak (Sjöström and Häusser, 2006). This 
could be a crucial requirement for striatum, which is acting as a coincident detector of distributed 
patterns of cortical and thalamic activity (REFs). Thus, an overriding question is what would be the 
advantage of a bidirectional anti-Hebbian STDP at later developmental stages compared to 
unidirectional Hebbian tLTD? The use of neuronal network model would allow determining the 
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efficiency for information storage and recall of various forms of STDP (Mishra et al., 2016) and 
thus eventually answer the question of the developmental benefit of the shift in STDP polarity.  
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FIGURE LEGENDS: 
Figure 1. Developmental switch in STDP polarity and expression. 
(a-b) Corticostriatal STDP in P17-25 rats in control conditions for post-pre pairings. (a1) Example of 
tLTP induced by 100 post-pre pairings in control conditions. Top, EPSC strength before and after 
pairings. Bottom, time course of Ri (baseline: 77±0.5MΩ and 40-50 min after pairings: 91±0.5MΩ; 
change of 18%). (a2) Averaged time-courses of tLTP induced by 100 post-pre pairings in control 
conditions. Scatter plot of the STDP experiments; each point represents a single STDP experiment. 
Postsynaptic EPSC traces during 10 minutes of baseline (black trace) and 60 minutes after the 
STDP protocol (grey trace). (b1) Example of tLTD induced by 100 pre-post pairings in control 
conditions. Top, EPSC strength before and after pairings. Bottom, time course of Ri (baseline: 
65±0.5MΩ and 40-50 min after pairings: 58±0.4MΩ; change of 11%). (b2) Averaged time-courses 
of tLTD induced by 100 pre-post pairings in control conditions. (c-d) Corticostriatal STDP in P60-80 
rats. (c1) Example of tLTP induced by 100 post-pre pairings. Top, EPSC strength before and after 
pairings. Bottom, time course of Ri (baseline: 87±1MΩ and 40-50 min after pairings: 82±0.2MΩ; 
change of 7%). (c2) Averaged time-courses of tLTP induced by 100 post-pre pairings. (d1) Example 
of tLTD induced by 100 pre-post pairings. Top, EPSC strength before and after pairings. Bottom, 
time course of Ri (baseline: 39±0.4MΩ and 40-50 min after pairings: 44±0.2MΩ; change of 15%). 
(d2) Averaged time-courses of tLTD induced by 100 pre-post pairings. (e-f) Corticostriatal STDP in 
P7-10 rats. (e1) Example of tLTD induced by 100 post-pre pairings. Top, EPSC strength before and 
after pairings. Bottom, time course of Ri (baseline: 67±0.2MΩ and 50-60 min after pairings: 
64±0.3MΩ; change of 5%). (e2) Averaged time-courses of tLTD induced by 100 post-pre pairings. 
(f1) Example of the lack of plasticity induced by 100 pre-post pairings. Top, EPSC strength before 
and after pairings. Bottom, time course of Ri (baseline: 438±5MΩ and 50-60 min after pairings: 
511±8MΩ; change of 17%). (f2) Averaged time-courses of the lack of plasticity by 100 pre-post 
pairings.  
Error bars represent the SD. *: p<0.05; **: p<0.01; ***: p<0.001; ns: not significant. 
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Figure 2. GABAAR transmission differentially controls STDP polarity depending on the 
developmental stage 
(a-b) Corticostriatal STDP in P17-25 rats with bath-applied picrotoxin (50µM). (a1) Example of 
tLTD induced by 100 post-pre pairings with picrotoxin. Top, EPSC strength before and after 
pairings. Bottom, time course of Ri (baseline: 127±0.9MΩ and 40-50 min after pairings: 137±1MΩ; 
change of 8%). (a2) Averaged time-courses of tLTD induced by 100 post-pre pairings with 
picrotoxin. Scatter plot of the STDP experiments; each point represents a single STDP experiment. 
Postsynaptic EPSC traces during 10 minutes of baseline (black trace) and 60 minutes after the 
STDP protocol (gray trace). (b1) Example of tLTP induced by 100 pre-post pairings with 
picrotoxin. Top, EPSC strength before and after pairings. Bottom, time course of Ri (baseline: 
163±2MΩ and 50-60 min after pairings: 160±2MΩ; change of 2%). (b2) Averaged time-courses of 
tLTP induced by 100 pre-post pairings with picrotoxin. (c-d) Corticostriatal STDP in P60-80 rats with 
picrotoxin. (c1) Example of tLTD induced by 100 post-pre pairings with picrotoxin. Top, EPSC 
strength before and after pairings. Bottom, time course of Ri (baseline: 104±0.4MΩ and 50-60 min 
after pairings: 92±0.6MΩ; change of 11%). (c2) Averaged time-courses of tLTD induced by 100 
post-pre pairings with picrotoxin. (d1) Example of tLTP induced by 100 pre-post pairings with 
picrotoxin. Top, EPSC strength before and after pairings. Bottom, time course of Ri (baseline: 
79±1MΩ and 40-50 min after pairings: 89±0.5MΩ; change of 14%). (d2) Averaged time-courses of 
tLTP induced by 100 pre-post pairings with picrotoxin. (e-f) Corticostriatal STDP in P7-10 rats with 
picrotoxin. (e1) Example of tLTD induced by 100 post-pre pairings with picrotoxin. Top, EPSC 
strength before and after pairings. Bottom, time course of Ri (baseline: 190±1MΩ and 50-60 min 
after pairings: 181±0.8MΩ; change of 5%). (e2) Averaged time-courses of tLTD induced by 100 
post-pre pairings with picrotoxin. (f1) Example of tLTP induced by 100 pre-post pairings with 
picrotoxin. Top, EPSC strength before and after pairings. Bottom, time course of Ri (baseline: 
194±2MΩ and 50-60 min after pairings: 176±2MΩ; change of 9%) (f2) Averaged time-courses of 
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tLTP induced by 100 pre-post pairings with picrotoxin. (g) Summary graphs illustrating the 
corticostriatal STDP expression and polarity along development in control conditions and with 
picrotoxin for post-pre (g1) and pre-post (g2) pairings. Regardless of the developmental stage, 
blockade of GABAA transmission promotes tLTD with post-pre pairings, whereas tLTP is favored 
with pre-post pairings. 
Error bars represent the SD. *: p<0.05; **: p<0.01; ***: p<0.001. 
 
Figure 3. Tonic GABAergic component and reversal potential of GABAA-mediated current 
(EGABA) are developmentally regulated 
(a) Picrotoxin (50µM) inhibits both tonic and phasic GABAAR transmission in P17-25 rats. (a1) Raw 
traces with D-AP5/CNQX and then with picrotoxin (showing the phasic (IPSCs) and tonic (holding 
current, dashed line, and synaptic noise) GABAergic components. (a2) All point histograms are 
build on data from 50 sec recordings in the presence or absence of picrotoxin (with D-AP5/CNQX). 
(a3) Frequency and amplitude of IPSCs with and without picrotoxin (in D-AP5/CNQX). Both 
phasic and tonic GABAergic components were present in MSNs recorded from P17-25 rats. Bath-
applied picrotoxin prevented the phasic component (IPSCs) and abolished the tonic signaling, 
which was revealed by a significant shift in ΔIhold and a decrease of the synaptic noise. (b) 
Picrotoxin (50µM) inhibits only the  phasic GABAAR transmission in P7-10 rats (b1) Raw traces 
illustrate that in P7-10 rats the holding current (indicated by dashed line) and synaptic noise were not 
significantly affected by the application of picrotoxin, denoting an absence of tonic GABAergic 
signaling at this stage of development. (b2) All point histograms are build from 50 sec recordings 
with or without picrotoxin (in D-AP5/CNQX). (b3) Frequency and amplitude of sIPSCs with or 
without picrotoxin (in D-AP5/CNQX). Then in MSNs from P7-10 rats, it exists a phasic but not a 
tonic GABA component. (c) The reversal potential of GABAA-mediated current (EGABA) is -35mV 
in MSNs from P7-10 rats. (c1) Cell-attached recordings of unitary NMDA currents at various holding 
potentials (left traces) and iNMDA-V relationship. RMP is determined at the value indicated by the 
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arrow on the graph. EGABA = DFGABA + RMP. (c2) Cell-attached recordings of unitary GABAA 
currents at various holding potentials (left traces) and iGABA-V relationship. The driving force of 
chloride ions (DFGABA) through GABAARs is determined at the value indicated by the arrow. To 
extract EGABA, we used the following relationship EGABA = DFGABA – RMP. (Data for P17-25 rat 
MSNs are adapted from Paillé et al., 2013). 
Error bars represent the SD. *: p<0.05; ns: not significant. 
 
Figure 4. Promoting tonic GABAergic signaling at P7-10 induces anti-Hebbian t-LTD  
(a) Etomidate (3 µM) promotes tonic GABAAR-current without affecting the phasic component in 
P7-10 rats. (a1) Sample traces illustrate that etomidate induces an increase of Ihold (dashed line) 
accounting for a tonic GABAergic signaling. (a2) All point histograms build from 50 sec recordings 
with etomidate (in D-AP5/CNQX) illustrate that etomidate promotes tonic GABAAR-current. (a3) 
Etomidate promotes tonic (left panel) without affecting phasic (right panels) GABAAR-current. (b) 
Averaged time-courses of tLTD induced by 100 post-pre pairings with etomidate in P7-10 rats. (c) 
Averaged time-courses of tLTD induced by 100 pre-post pairings with etomidate in P7-10 rats. (d) 
Nipecotic acid (500µM) promotes tonic GABAAR-current without affecting the phasic component 
in P7-10 rats. (d1) Sample traces illustrate that nipecotic acid induces an increase of Ihold (dashed 
line) accounting for a tonic GABAergic signaling. (d2) All point histograms build from 50 sec 
recordings with nipecotic acid (in D-AP5/CNQX) illustrate that nipecotic acid promotes tonic 
GABAAR-current. (d3) Nipecotic acid promotes tonic (left panel) without affecting phasic (right 
panels) GABAAR-current. (e) Averaged time-courses of tLTD induced by 100 post-pre pairings 
with nipecotic acid in P7-10 rats. (f) Averaged time-courses of tLTD induced by 100 pre-post 
pairings with nipecotic acid in P7-10 rats. 
Error bars represent the SD. *: p<0.05; ; **: p<0.01; ***: p<0.001. 
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Figure 5. Tonic and phasic GABAergic signalling differentially shape anti-Hebbian STDP at 
P17-25 
(a) Low concentration of gabazine (200nM) specifically precluded the phasic without affecting the 
tonic GABAAR-current in P17-25 rats. Sample traces (a1) and all point histograms (build from 50 sec 
recordings) (a2) illustrate that Ihold was not affected by gabazine (200nM); gabazine at 10µM 
inhibits both phasic and tonic components. (a3) Gabazine at 200nM inhibited phasic (right panels) 
without affecting tonic (left panels) GABAAR-current, whereas at 10µM gabazine inhibited both 
phasic and tonic GABAergic signaling. (b) Averaged time-courses of tLTP induced by 100 post-pre 
pairings with gabazine (200nM) in P17-25 rats. (c) Averaged time-course of the lack of plasticity 
observed with 100 pre-post pairings with gabazine (200nM) in P17-25 rats. (d) L655,708 inhibited 
the tonic GABAergic signaling without affecting the phasic component in P17-25 rats. (d1) Sample 
traces illustrate that Ihold (dashed line) was affected by L655,708 (10µM). Accordingly, picrotoxin 
applied after L655,708 did not affect Ihold. (d2) All point histograms build from 50 sec recordings 
with L655,708 and with L655,708/picrotoxin (in D-AP5/CNQX) illustrate that L655,708 inhibited 
the tonic component. (d3) L655,708 (10µM) inhibited tonic (left panel) without affecting phasic 
(right panels) GABAAR-current. (e) Averaged time-courses of tLTD induced by 100 post-pre 
pairings with L655,708 in P17-25 rats. (f) Averaged time-course of the lack of plasticity observed 
with 100 pre-post pairings with L655,708 in P17-25 rats.  
Error bars represent the SD. *: p<0.05; ns: not significant. 
 
Figure 6. Schematic representation of the control operated by tonic GABAergic component on 
STDP expression and polarity in the striatum 
The tonic GABAergic component in striatum arises from P14 and would switch the Hebbian tLTD 
occurring at earlier developmental stages to a bidirectional anti-Hebbian STDP at later stages. 
Therefore, selective inhibition of the tonic GABAergic component in P17-25 rats shifts the 
bidirectional anti-Hebbian STDP into Hebbian tLTD. Conversely, promoting tonic GABAergic 
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component in P7-10 rats partially restores the anti-Hebbian STDP observed at later developmental 
stages. 
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Abstract 
Astrocytes, via excitatory amino-acid transporter type-2 (EAAT2), are the major sink for released 
glutamate and contribute to set the strength and timing of synaptic inputs. The conditions required 
for the emergence of Hebbian plasticity from distributed neural activity remain elusive. We 
investigated the role of EAAT2 in the expression of a major physiologically relevant form of 
Hebbian learning, spike-timing-dependent plasticity (STDP). We found that a transient blockade of 
EAAT2 disrupted the temporal contingency required for Hebbian synaptic plasticity. Indeed, STDP 
was replaced by aberrant non-timing-dependent plasticity occurring for uncorrelated events. 
Conversely, EAAT2 overexpression impaired the detection of correlated activity and precluded 
STDP expression. Our findings demonstrate that EAAT2 sets the appropriate glutamate dynamics 
for the optimal temporal contingency between pre- and postsynaptic activity required for STDP 
emergence, and highlight the role of astrocytes as gatekeepers for Hebbian synaptic plasticity. 
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Introduction 
Fast excitatory transmission at central synapses is dependent on glutamate dynamics. Astrocytes 
play a major role in the precise regulation of glutamate concentration in the extracellular fluid, via 
their high-affinity glutamate transporters (excitatory amino-acid transporters, EAATs), which 
determine the extent of receptor stimulation by terminating the neurotransmitter signal1,2,3,4. Among 
the five subtypes of EAATs, the largest proportion of glutamate uptake (95%) in the adult forebrain 
is mediated by the astrocytic EAAT25,6,7,8. Specific deletion of EAAT2 in astrocytes (which express 
90% of total EAAT2) revealed that astrocytic EAAT2 contributes to most of the glutamate uptake 
and that specific EAAT2 deletion in neurons has to this day unidentified consequences8,9. Decreased 
levels of EAAT2 associated with increased ambient glutamate have been observed in 
neurodegenerative and psychiatric diseases7,10,11 and in chronic exposure to drugs of abuse12. 
EAAT2 is of crucial importance in the maintenance of low glutamate concentrations and for 
ensuring a high signal-to-noise ratio in synaptic and extrasynaptic transmission4,13. Astrocytic 
glutamate uptake via EAAT2 affects both the fast component of the synaptic glutamate transient 
and slower components by limiting the spill-out to extrasynaptic receptors and the spillover to 
neighboring synapses13,14,15. Although, astrocytic glutamate transporters are not overwhelmed upon 
physiological activity16, synaptic isolation is never reached17. Thus, fast removal of glutamate by 
astrocytes contributes to set the strength and timing of synaptic inputs by controlling peri- and 
extrasynaptic receptor activation during neuronal activity18. 
According to Hebbian theory, neural networks refine their connectivity by patterned firing of action 
potentials in pre- and postsynaptic neurons19. Spike-timing-dependent plasticity (STDP) is a 
synaptic Hebbian learning rule that has been the focus of considerable attention in experimental19,20 
and computational21,22 neuroscience. STDP relies on the precise order and the millisecond timing of 
the paired activities on either side of the synapse19,20. However, the conditions required for the 
emergence of STDP from distributed neural activity remain unclear.  
Temporal coding via STDP may be essential for the role of the striatum in learning of motor 
sequences in which sensory and motor events are associated in a precise time sequence. 
Corticostriatal long-term plasticity provides a fundamental mechanism for the function of the basal 
ganglia in procedural learning23,24. MSNs act as detectors of distributed patterns of cortical and 
thalamic activity. Thus, the physiological or pathological regulation of EAAT2 expression should 
play a major role in information processing in the basal ganglia, which is based on a precise time-
coding process. EAAT2 is highly expressed in the striatum7 and specific knockout of astrocytic 
EAAT2 in the striatum leads to pathological repetitive behaviors due to corticostriatal 
dysfunction25. We have previously shown, by dual astrocyte-neuron recordings, that EAAT2 
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controls corticostriatal transmission and short-term plasticity, and increases the strength of cortical 
input filtering by the striatum26. Here, we questioned the role of astrocytes (via EAAT2) in the 
control of Hebbian plasticity expression, and, more specifically, corticostriatal STDP. 
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RESULTS 
Bidirectional STDP within a narrow temporal window 
We investigated the effect of EAAT2 on STDP, using whole-cell recordings from striatal medium-
sized spiny neurons (MSNs) in horizontal corticostriatal brain slices from juvenile rats as previously 
described27 (Fig. 1a). Baseline excitatory postsynaptic currents (EPSCs) were recorded for 10 
minutes in voltage-clamp mode and then recordings were switched to current-clamp mode to pair a 
single excitatory postsynaptic potential (EPSP) induced by presynaptic stimulation with a single 
postsynaptic spike induced by a brief depolarization of the MSN (Fig. 1b). The STDP protocol 
involved pairing pre- and postsynaptic stimulation with a certain fixed timing interval, ΔtSTDP 
(ΔtSTDP<0 indicating that postsynaptic stimulation preceded presynaptic stimulation and ΔtSTDP>0 
indicating that presynaptic stimulation preceded postsynaptic stimulation), repeated 100 times at 1 
Hz. After the STDP protocol, recordings were obtained in voltage-clamp mode, and EPSCs were 
monitored for one hour. 
Post- and presynaptic activities paired within a narrow time window (-30<ΔtSTDP<+30 ms) induced 
bidirectional STDP in MSNs. An example of the timing-dependent long-term potentiation (t-LTP) 
induced by post-pre pairings (ΔtSTDP=-12 ms) is illustrated in Figure 1c; the mean baseline EPSC 
amplitude was 155±6 pA before pairings, and increased by 360% to 711±22 pA one hour after 
pairings. Ri remained stable over this period. Conversely, pre-post pairings (ΔtSTDP=+13 ms) 
induced timing-dependent long-term depression (t-LTD), as shown in the example in Figure 1d: the 
mean baseline EPSC amplitude, 474±10 pA, had decreased by 66%, to 318±7pA, one hour after 
pairing. To summarize, post-pre pairings (-30<ΔtSTDP<0ms) induced t-LTP (mean EPSC amplitude 
recorded 60 min after protocol induction: 207±35% of baseline, p=0.0116, n=11; 9 of 11 cells 
displayed LTP), whereas pre-post pairings (0<ΔtSTDP<+30 ms) induced t-LTD (61±5%, p=0.0001, 
n=7; 7/7 cells displayed LTD) (Fig. 1e,f,i), resulting in anti-Hebbian STDP. We have shown that 
GABA controls the polarity of corticostriatal STDP28 and that Hebbian29,30 or anti-Hebbian27,31,32 
STDP were observed, depending on whether GABAA receptor antagonists are used. The pairings 
for ΔtSTDP~-30 ms and ΔtSTDP~+30 ms did not induce plasticity (97±5%, p=0.6205, n=4 and 
105±5%, p=0.4670, n=3). Less correlated pairings (ΔtSTDP<-30 ms and ΔtSTDP>+30 ms) failed to 
induce long-term synaptic efficacy changes. Indeed, for -250<ΔtSTDP<-100 ms and 
+100<ΔtSTDP<+250 ms, we observed no plasticity (98±6%, p=0.7931, n=7 and 91±4%, p=0.1067, 
n=5, respectively; Fig. 1g,i). Uncorrelated pairings up to ±500 ms, the maximum interval between 
the postsynaptic action potential and the presynaptic stimulation paired at 1Hz, also failed to induce 
long-term synaptic efficacy changes (103±5%, p=0.4577, n=7; Fig. 1h,i). Thus, post- and 
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presynaptic activities paired only within a narrow temporal window, spanning 60 ms (-
30<ΔtSTDP<+30 ms), efficiently induce bidirectional STDP (Fig. 1i). 
 
EAAT2 gates the polarity and temporal window of STDP  
Investigation of the role of astroctytic glutamate uptake in corticostriatal STDP required the 
transient blocking of EAAT2 during the STDP pairings (see Methods). We considered a 
pharmacological approach to be most appropriate for this purpose. We previously showed, by dual 
astroctyte-neuron recordings, that dihydrokainate (DHK; 300 µM), a selective non-transportable 
inhibitor of EAAT233, efficiently blocked most of the transporter-mediated currents in striatal 
astrocytes upon corticostriatal stimulation26. Brief EAAT2 blockade with DHK (300 µM) for 5 
minutes resulted in a marked depolarization of the recorded MSN in current-clamp mode in the 
absence of cortical stimulation (22±2 mV, p<0.0001, n=14) (Fig. 2a). This effect was fully 
reversible after 15 minutes of DHK washout. These findings suggest that the slice contained 
sufficiently large amounts of glutamate to induce postsynaptic depolarization during EAAT2 
blockade. DHK-induced depolarization involved AMPAR and type-I/II mGluR activation (Fig. 2a). 
Indeed, during the concomitant inhibition of AMPAR with CNQX (20 µM) and of type-I/II mGluR 
with MCPG (500 µM) no significant depolarization was observed (1±0.2 mV, p=0.5872, n=7). 
NMDAR inhibition with D-AP5 (50 µM) did not prevent DHK-induced depolarization (one-way 
repeated-measures ANOVA: p<0.0001; post hoc Bonferroni-corrected pairwise comparisons: 
DHK-D-AP5: p>0.05, DHK–CNQX: p<0.001, DHK-D-AP5+CNQX+MCPG: p<0.001) (Fig. 2a). 
We then ensured that brief (5 minutes) EAAT2 blockade induced no long-term change in synaptic 
efficacy. A stable baseline was established over a period of 10 minutes. We then applied DHK for 5 
minutes without STDP pairing. As exemplified in Figure 2b and 2c, we observed a transient 
decrease in EPSC amplitude (65±9%, p=0.0105, n=6) due to AMPAR desensitization, as previously 
reported26, and an inward shift of Iholding (-199±41 pA, p=0.0022) (Ri was not significantly affected, 
p=0.8182) (Fig.2c). These effects were fully reversed 15 minutes after DHK removal (93±9%, 
p=0.4749 and 11±16 pA, p=0.1797, respectively; Fig. 2c). Thus, transient EAAT2 blockade with 
DHK was compatible with the estimation of long-term changes in synaptic efficacy. 
For transient EAAT2 blockade during STDP pairings, we observed a profound change in STDP, as 
synaptic plasticity extended over the entire temporal window: LTD for a narrow ΔtSTDP (-
70<ΔtSTDP<+70 ms) and LTP for a broader ΔtSTDP (-250<ΔtSTDP<-100 ms, +100<ΔtSTDP<+250 ms 
and ΔtSTDP=±500 ms) (Fig. 2). An example of LTD induced by post-pre pairings (ΔtSTDP=+38 ms) 
under transient EAAT2 blockade with DHK (300 µM) is shown in Figure 2d; the mean baseline 
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EPSC amplitude was 200±5 pA before pairings and had decreased by 38%, to 125±3 pA, one hour 
after pairings. Both post-pre and pre-post pairings induced LTD in a ΔtSTDP spanning 140 ms (-
70<ΔtSTDP<+70 ms) (66±6%, p=0.0005, n=9; 8/9 cells displayed LTD for -70<ΔtSTDP<0 ms and 
63±5%, p=0.0008, n=6; 6/6 cells displayed LTD for 0<ΔtSTDP<+70 ms; Fig. 2e and f). LTD was of 
similar amplitude for post-pre and pre-post pairings (p=0.7924). For more uncorrelated pairings 
(ΔtSTDP<-70 ms and ΔtSTDP>+70 ms), LTP extended over the entire temporal window until ±500 ms. 
Indeed, as exemplified in Figure 2g, we observed LTP for post-pairing with a ΔtSTDP=-175 ms 
under transient EAAT2 blockade (mean baseline EPSC amplitude of 123±3pA before pairings, 
increasing by 66%, to 203±3 pA, one hour after pairings). In summary, we observed LTP for -
250<ΔtSTDP<-70 ms and +70<ΔtSTDP<+250 ms (136±8%, p=0.0049, n=7; 6/7 cells displayed LTP 
and 144±14%, p=0.0148, n=8; 6/8 cells displayed LTP, respectively; Fig. 2h and j). We then 
assessed plasticity induction for the most uncorrelated ΔtSTDP that could be achieved with a pairing 
frequency of 1 Hz (i.e. ΔtSTDP=±500 ms), and we observed LTP (136±9%, p=0.0085, n=7; 6/7 cells 
displayed LTP; Figs. 2i and j). LTP was of similar amplitude for post-pre and pre-post pairings 
(p=0.6325). We previously showed that bidirectional STDP was equally frequent in MSNs involved 
in the direct and indirect pathways28. Here, the occurrence of plasticity under EAAT2 blockade 
indicates a lack of segregation between the two trans-striatal pathways. 
To confirm these findings, we then used another EAAT2 inhibitor, WAY-213,613, structurally 
distinct from DHK. DHK and WAY-213,613 display different mechanisms of action onto EAAT2: 
DHK is a substrate inhibitor (non-transported)33 whereas WAY-213,613 is a non-substrate 
inhibitor34. We ensured that transient EAAT2 blockade with WAY-213,613 was reversible and, 
thus, compatible with the estimation of long-term changes in synaptic efficacy. The bath application 
of WAY-213,613 (50 µM) for 5 minutes induced a transient, non-significant decrease in EPSC 
amplitude (with no change in Ri). This effect was fully reversible within 5 minutes (n=6; 
Supplementary Fig. 1a-c). For transient EAAT2 blockade with WAY-213,613 (50-100 µM) during 
STDP pairings (for -70<ΔtSTDP<+70 ms and for ΔtSTDP=±200 ms), we observed a profound 
modification of STDP (similar to that observed with DHK): LTD or no plasticity for a narrow 
ΔtSTDP (-70<ΔtSTDP<+70 ms) and LTP for a broader ΔtSTDP (ΔtSTDP=±200 ms) (Supplementary Fig. 
1d-i). First, for -70<ΔtSTDP<+70 ms with WAY-213,613 (50 µM), no plasticity was observed, as 
exemplified in the Supplementary Fig. 1d. Both post-pre and pre-post pairings (-70<ΔtSTDP<+70 
ms) failed to induce significant plasticity (104±5%, p=0.4600, n=5; 1/5 cells displayed LTD; 
Supplementary Fig. 1e). With 100 µM WAY-213,613, the incidence of LTD was higher, as 
exemplified in the Supplementary Fig. 1f, even though, in average no significant LTD was induced 
for pairings at -70<ΔtSTDP<+70 ms (80±11%, p=0.1061, n=8; 5/8 cells showed LTD; 
Supplementary Fig. 1g). LTP was observed for uncorrelated pairings (ΔtSTDP=±200 ms). An 
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example of LTP induced by post-pre pairings (ΔtSTDP=-200 ms) during the transient blockade of 
EAAT2 with WAY-213,613 (50 µM) is shown in the Supplementary Fig. 1h. In summary, we 
observed LTP for ΔtSTDP=±200 ms (165±21%, p=0.0150, n=8; 7/8 cells displayed LTP; 
Supplementary Fig. 1i). 
Thus, during the transient blockade of EAAT2 with either DHK or WAY-213,613, any paired 
activity on either side of the synapse, regardless of ΔtSTDP, was able to modify synaptic efficacy in 
the long term (Fig. 2j). This finding contrasts strongly with the STDP observed in control 
conditions, in which EAAT2 activity was unaffected. In conclusion, the correct functioning of 
EAAT2 allows the expression of a bidirectional order-dependent STDP during a restricted time 
window. 
 
Postsynaptic DHK-induced depolarization cannot account for the plasticity observed under 
EAAT2 blockade 
We investigated whether the observed plasticity was due to the transient depolarization induced by 
EAAT2 blockade. For this purpose, we maintained the recorded MSNs at -80 mV by intracellular 
current injection (close to MSN resting membrane potential) during STDP pairings, to prevent 
DHK-induced depolarization. In these conditions, pairings for -70<ΔtSTDP<+70 ms and 
ΔtSTDP=±200 ms induced LTD (77±7%, p=0.0233, n=5; 5/5 cells displayed LTD; Supplementary 
Fig. 2a) and LTP (186±28%, p=0.0382, n=5; 5/5 cells displayed LTP; Supplementary Fig. 2b), 
respectively. These results are similar to those obtained for the depolarization of DHK-treated 
neurons (Fig. 2). Thus, the depolarization of the postsynaptic MSN induced by EAAT2 blockade 
does not account for the observed plasticity.  
We then investigated whether postsynaptic depolarization alone (without DHK) during STDP 
pairings mimicked the effects of transient EAAT2 blockade. When MSNs were held at -50 mV in 
the absence of DHK during the STDP protocol, pairings for -70<ΔtSTDP<+70 ms and for 
ΔtSTDP=±200 ms induced exclusively LTD (65±7%, p=0.0029, n=7, 7/7 cells displayed LTD and 
62±6%, p=0.0011, n=7, 7/7 cells displayed LTD, respectively; Supplementary Figure 1c-d). This 
result is in accordance with LTD induced with sustained depolarization in visual cortex35, and with 
hippocampal depolarization-induced LTD36. Thus, postsynaptic depolarization in the absence of 
DHK is not sufficient to reproduce the effects of transient EAAT2 blockade. Glutamate spillover is, 
therefore, likely to contribute to the observed plasticity. 
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The recruitment of GABAergic microcircuits under transient EAAT2 blockade induces LTD 
We then investigated the receptors involved in the synaptic plasticity induced under transient 
EAAT2 blockade. We first investigated the receptors involved in the LTD observed for pairings at -
70<ΔtSTDP<+70 ms. In control conditions, corticostriatal t-LTD is mediated by CB1R16,17,18. We, 
therefore, first determined whether the LTD observed under EAAT2 blockade was CB1R-mediated. 
Following the bath application of a CB1R-specific antagonist (AM251; 3 µM), LTD was still 
observed under EAAT2 blockade (69±8%, p=0.0019, n=11; 10/11 cells showed LTD; 
Supplementary Fig. 3a), indicating that LTD was not CB1R-mediated. mGluRs and NMDARs 
located outside the synapse can be activated by glutamate spillover promoted by EAAT2 
blockade15,37,38,39,40. We, therefore, investigated the involvement of mGluRs and NMDARs in LTD 
under EAAT2 blockade for pairings at -70<ΔtSTDP<+70 ms. The inhibition of type I/II mGluRs with 
MCPG (500 µM) or of NMDARs with D-AP5 (50 µM) had no effect on the establishment of LTD 
(62±9%, p=0.0279, n=4; 4/4 cells displayed LTD and 61±5%, p=0.0003, n=7; 7/7 cells displayed 
LTD, respectively; Supplementary Fig. 3b). We then examined the involvement of L- and T-type 
voltage-sensitive calcium channels (VSCCs), which can be activated by DHK-induced 
depolarization. Under EAAT2 blockade, bath-applied mibefradil (20 µM), a specific antagonist of 
T-type VSCCs (also blocking L-type VSCCs at concentrations above 18 µM) not only prevented 
LTD, but also revealed potent LTP (207±13%, p=0.0002, n=7; 7/7 cells displayed LTP; Fig. 3a). 
This LTP, unmasked by VSCC inhibition, was mediated by NMDARs, because it was prevented by 
the co-application of mibefradil and D-AP5 (84±8%, p=0.0680, n=8; 1/8 cells displayed LTP; 
Supplementary Fig. 3c). 
Given the involvement of VSCCs in the LTD observed under EAAT2 blockade, we investigated the 
calcium dependence of LTD at the level of the recorded MSN. To do so, we delivered 
intracellularly a fast calcium buffer, BAPTA, (i-BAPTA, 10mM) through the patch-clamp pipette in 
the recorded MSN. Under EAAT2 blockade, i-BAPTA had no effect on LTD (77±9%, p=0.0482, 
n=7; 5/7 cells displayed LTD at -70<ΔtSTDP<+70 ms; Fig. 3b). Thus, LTD observed under EAAT2 
blockade is not dependent on postsynaptic MSN calcium. These results indicate that network effects 
are involved in LTD expression. They also suggest that VSCCs involved are located on neurons 
other than the recorded MSN and are activated during EAAT2 blockade, due to glutamate spillover-
induced depolarization. 
We then investigated the involvement of inhibitory networks in LTD. DHK-induced depolarization 
would also affect GABAergic interneurons inhibitory tone38. Thus, the observed LTD might 
arguably arise from an increase in GABA release. 
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We investigated whether DHK application resulted in an increase in the inhibitory component 
recorded in MSNs. When MSNs were held at -50 mV, a membrane potential for measuring mainly 
inhibitory transmission, we observed an outward current of 21±4 pA (n=14) (Fig. 3c). In the 
presence of DHK, this outward current increased by 81%, reaching 37±6 pA, and was inhibited by a 
GABAAR blocker, picrotoxin (50 µM), (PSC after picrotoxin: 12±1 pA; one-way repeated-
measures ANOVA: p<0.002; post hoc Bonferroni-corrected pairwise comparisons: control–DHK: 
p<0.01, DHK–picrotoxin: p<0.001). We tested the activation of GABAergic circuits under EAAT2 
blockade directly, by making recordings on both striatal fast-spiking (FS) GABAergic interneurons 
and MSNs during EAAT2 blockade with DHK (Fig. 3d). In brain slices, both FS cells and MSNs 
are silent at rest, and DHK application led to marked depolarization in both cell types (FS cells: 
+29±2 mV, n=5; MSNs: +24±1 mV, n=6; Fig. 3e). Spontaneous firing activity during DHK 
application was observed only in FS cells (13±7 Hz, n=5) whereas MSNs remained silent (Fig. 3f). 
Cortical stimulation (of an intensity similar to that used for STDP pairings) evoked action potentials 
in all recorded FS cells whereas MSNs displayed subthreshold EPSPs (Fig. 3f). Thus, DHK 
application leads to the recruitment of GABAergic interneurons, resulting in an increase of the 
inhibitory weight exerted on the recorded MSN. An increase in inhibitory drive may, therefore, 
promote LTD. 
We then bath-applied picrotoxin (50 µM) to investigate the involvement of GABAergic networks in 
LTD. For pairings at -70<ΔtSTDP<+70 ms under EAAT2 blockade, picrotoxin application prevented 
LTD, instead promoting LTP (202±20%, p=0.0075, n=6; 6/6 cells displayed LTP; Fig. 3c). These 
findings suggest that LTD was dependent on GABAAR activation. Thus, an increase in inhibitory 
transmission, probably due to the recruitment of GABAergic interneurons under DHK treatment, is 
responsible for LTD. Surprisingly, the prevention of this GABAergic inhibition by picrotoxin did 
not result in the expected lack of plasticity. Instead, it promoted LTP. We analyzed the involvement 
of GABAergic circuits in LTD expression further, by inhibiting GABAergic transmission during 
transient DHK application. Co-application of gabazine (10 µM; with effects readily reversible by 
washout) and DHK prevented the expression of plasticity (94±3%, p=0.0974, n=5; 1/5 cells 
displayed LTD; Fig. 3i). Thus, GABAergic transmission during STDP pairings is determinant for 
LTD induction under transient EAAT2 blockade. 
The LTD observed under transient EAAT2 blockade, for pairings at -70<ΔtSTDP<+70 ms, is, thus, 
dependent on the activation of VSCCs, probably located on striatal GABAergic interneurons. The 
blockade of GABAergic transmission revealed potent LTP, similar to that observed for uncorrelated 
pairings (-500<ΔtSTDP<-70 ms and +70<ΔtSTDP<+500 ms). Thus, an impairment of EAAT2 function 
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leads to LTP over the entire range of ΔtSTDP, with the exception of a narrow time window (-
70<ΔtSTDP<+70 ms), during which GABAergic microcircuits take over LTP and impose LTD. 
 
LTP under transient EAAT2 blockade is dependent on extrasynaptic GluN2B-containing 
NMDARs located on the postsynaptic MSN 
We then investigated the mechanism underlying the LTP observed under transient EAAT2 
blockade, for pairings at -500<ΔtSTDP<-70 ms and +70<ΔtSTDP<+500 ms. For both ΔtSTDP=±200 ms 
and ΔtSTDP=±500 ms, LTP was mediated by NMDAR, as it was prevented by D-AP5 (50 µM) 
(98±7%, p=0.8330, n=8; 1/8 cells displayed LTP and 95±14%, p=0.7306, n=4; 1/4 cells displayed 
LTP, respectively; Fig. 4a). Glutamate spillover induced by EAAT2 blockade has been reported to 
mediate crosstalk between neighboring neurons via NMDARs15,40. We therefore investigated 
whether the observed LTP was dependent on the recruitment of NMDARs expressed on 
neighboring cells or solely on the NMDARs located on the postsynaptic MSN subjected to pairings. 
We used MK801, a use-dependent blocker of NMDARs, which we delivered intracellularly to the 
postsynaptic MSN used for recording via the patch-clamp pipette (i-MK801; 1 mM). i-MK801 
prevented LTP (97±8%, p=0.6777, n=6; 1/6 cells displayed LTP; Fig. 4b). The NMDARs required 
for LTP were, therefore, located on the postsynaptic recorded MSN, and not on neighboring cells. 
We then aimed at identifying further the NMDARs involved in the LTP observed under transient 
EAAT2 blockade. Glutamate spillover activates high-affinity extrasynaptic NMDARs14,15,39,40, 
which are enriched in the GluN2B subunit41. We thus explored the involvement of GluN2B-
containing NMDARs in LTP with Ro25-6981, a selective non-competitive antagonist of the 
GluN2B subunit. Ro25-6981 treatment (10 µM) prevented long-term plasticity (93±10%, p=0.5320, 
n=6; 1/6 cells displayed LTP) (Fig. 4c), demonstrating the involvement of GluN2B-containing 
NMDARs in LTP expression under EAAT2 blockade. 
The GluN2B subunit is predominantly expressed at extrasynaptic NMDARs but it has also been 
identified in synaptic NMDARs41. We applied memantine (10 µM), a low-affinity uncompetitive 
NMDAR antagonist that acts as an open-channel blocker with a fast off-rate (see Methods). 
Memantine preferentially blocks extrasynaptic NMDARs, without affecting synaptic transmission. 
Indeed, memantine blocks with a greater extend extrasynaptic NMDARs that are activated due to a 
low but prolonged elevation of glutamate concentration. By contrast, memantine is relatively 
inefficient to block NMDARs in the presence of higher synaptic concentrations of glutamate over 
periods of a few milliseconds, and thus does not interfere with synaptic activity42. For STDP during 
EAAT2 blockade, memantine treatment prevented LTP, as no significant plasticity was observed 
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(99±5%, p=0.8302, n=5; 1/5 cells displayed LTP; Fig. 4d). Extrasynaptic GluN2B-containing 
NMDARs located on the postsynaptic recorded striatal MSN are thus required for LTP induction 
under EAAT2 blockade. 
We previously showed that corticostriatal t-LTP is dependent on postsynaptic NMDARs31 and, 
more precisely, that the balance between GluN2A- and GluN2B-containing NMDARs shapes 
ΔtSTDP43. We further investigated whether extrasynaptic NMDARs were required for t-LTP 
expression in control conditions, as observed for as for LTP observed under EAAT2 blockade. For 
this purpose, we performed STDP experiments with post-pre pairings at -30<ΔtSTDP<0 ms (similar 
to the experiments in Fig. 1c,e), in presence of memantine (10 µM); LTP was still observed 
(222±44%, p=0.0271, n=8; 7/8 cells displayed LTP; Supplementary Fig. 4). Thus, in control 
conditions, extrasynaptic NMDARs are not required for t-LTP expression. This finding is consistent 
with the observation that, compared to t-LTP in control conditions, the LTP induced for 
uncorrelated pairings under transient EAAT2 blockade involves distinct signaling pathways. 
 
EAAT2 blockade converts STDP into LTP, which does not rely on timing and order of paired 
activity 
Under transient EAAT2 blockade, plasticity was observed even for highly uncorrelated pairings (up 
to ΔtSTDP=±500 ms; Fig. 2g). This suggests that the induction of plasticity is not dependent on the 
timing or order of pre- and postsynaptic activity. Timing, order and paired activity are the cardinal 
features of STDP11. We, therefore, investigated whether the plasticity observed under transient 
EAAT2 blockade nevertheless followed STDP rules. We designed STDP protocols with each of 
100 ΔtSTDP pairings chosen randomly between -500 and +500 ms from a close-to-uniform 
distribution (see Methods; Fig. 5). Each of the random pairing protocols (n=8) was applied both to a 
MSN recorded in control conditions and to a MSN subjected to transient EAAT2 blockade. An 
example is shown in Figure 5a, with two MSNs (one in control conditions and the other under 
transient EAAT2 blockade) subjected to the same random pairing template. A single random ΔtSTDP 
pattern (taken from the eight different randomly generated ΔtSTDP patterns) did not trigger plasticity 
in the MSN in control conditions (the mean baseline EPSC amplitude, 119±3 pA, was not 
significantly different from the 120±5 pA one hour after pairings), but it did induce LTP in the 
MSN subjected to transient EAAT2 blockade (the mean baseline EPSC amplitude, 121±4 pA, 
increased by 152%, to 307±4pA, one hour after pairings). The histogram of the ΔtSTDP random 
pairings (n=8) in Figure 5b illustrates that pairings were randomly distributed in a uniform manner. 
The application of the eight different randomly generated ΔtSTDP patterns resulted in no significant 
 146 
plasticity in control conditions (99±5%, p=0.8429, n=8; 2/8 cells displayed LTP; Fig. 5c), whereas 
these patterns induced LTP under transient EAAT2 blockade (165±22%, p=0.0226, n=8; 7/8 cells 
displayed LTP; Fig. 5d). Thus, plasticity under transient EAAT2 blockade does not depend on the 
timing or order of the paired activity on either side of the synapse and does not, therefore, meet the 
criteria for STDP. 
 
LTP expressed under transient EAAT2 blockade does not require paired activity 
The timing and order of pairings are crucial for STDP, but were not critical for the expression of 
plasticity under EAAT2 blockade. We investigated whether paired activity was required to induce 
plasticity under EAAT2 blockade, by determining whether unpaired activity consisting in 
postsynaptic spiking (a single postsynaptic action potential repeated 100 times at 1 Hz) without 
presynaptic stimulation could trigger long-term plasticity (Fig. 5e). In control conditions, this 
unpaired activity did not induce plasticity (101±5%, p=0.9074, n=6; 1/6 cells displayed LTP; Fig. 
5f). By contrast, under transient EAAT2 blockade, this unpaired activity was sufficient to trigger 
LTP (156±17%, p=0.0152, n=7; 6/7 cells displayed LTP; Fig. 5g). This LTP was prevented by D-
AP5 (50 µM) and was therefore NMDAR-mediated (96±10%, p=0.6693, n=6; 1/6 cells displayed 
LTP; Fig. 5g). 
Finally, we investigated whether postsynaptic suprathreshold activity was required to induce 
plasticity under transient EAAT2 blockade. To do so, we induced subthreshold depolarization 
(repeated 100 times at 1 Hz without cortical stimulation) in the recorded MSN (Supplementary Fig. 
5a). This subthreshold unpaired postsynaptic stimulation was not sufficient to trigger significant 
plasticity when the average of all experiments performed in these conditions was considered: 
118±10% (p=0.1213, n=6; Supplementary Fig. 5b). However, four of the six recorded MSNs 
displayed significant LTP (see scatter plot in Supplementary Fig. 5b). The postsynaptic spike 
therefore seems to be required for the induction of potent NMDAR-mediated LTP under transient 
EAAT2 blockade. 
Correct functioning of EAAT2 is, therefore, required for STDP expression. A cardinal feature for 
STDP is that it relies on the precise time-correlation between the activities on either side of the 
synapse. Plasticity under transient EAAT2 blockade therefore does not meet the criteria for STDP. 
 
EAAT2 overexpression prevents striatal STDP expression 
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To estimate to what extent EAAT2 controls STDP expression, we next questioned if an 
overexpression of EAAT2 would have an impact on STDP. We used ceftriaxone, a beta-lactam 
antibiotic that increases EAAT2 levels and activity44. Indeed, immunohistochemistry showed that 
eight days of daily i.p. ceftriaxone (200 mg/kg) injections in rats (Fig. 6a significantly increased 
(p=0.0420) EAAT2 levels in the striatum (Fig. 6b). The control group consisted of rats receiving a 
daily injection of an equal volume of saline for eight days. We observed no significant difference 
between saline- and ceftriaxone-injected rats for passive and active membrane properties of MSNs 
(RMP, Ri, rheobase, intensity-frequency relationship) or transmission and short-term plasticity 
(Supplementary Fig. 6). We first verified that similar STDP was observed in saline-injected and 
control rats. The examples in Figure 6c and 6d show that post-pre pairings at ΔtSTDP=-18 ms 
induced LTP (the mean baseline EPSC amplitude was 278±4 pA before pairings and had increased 
by 27%, to 354±3 pA, one hour after pairings; Fig. 6c) whereas pre-post pairings at ΔtSTDP=+13 ms 
induced LTD (the mean baseline EPSC amplitude was 123±4 pA before pairings and had decreased 
by 63%, to 45±2 pA, one hour after pairings; Fig. 6d). In summary, saline-injected rats displayed 
bidirectional STDP similar to that observed in control rats: post-pre pairings induced LTP 
(179±28%, p=0.0295, n=7; 7/7 cells displayed LTP) and pre-post pairings triggered LTD (51±8%, 
p=0.0036, n=5; 5/5 cells displayed LTD; Fig. 6e,i). In ceftriaxone-treated rats, canonical pairings 
were unable to induce STDP. Indeed, as exemplified in Figure 6f, post-pre pairings at ΔtSTDP=-10 
ms failed to induce plasticity: no significant difference was observed before and after pairings 
(190±3 pA and 182±3 pA, respectively). Similarly, an absence of plasticity was observed for pre-
post pairings at ΔtSTDP=+10 ms because there was no significant difference before and after pairings 
(151±2 pA and 148±3 pA, respectively; Fig. 6g). In summary, MSNs recorded from ceftriaxone-
treated rats displayed no STDP as both post-pre (-30<ΔtSTDP<0 ms) and pre-post (0<ΔtSTDP<+30 
ms) pairings failed to induce significant plasticity (96±3%, p=0.3286, n=7, 0/7 cells displayed LTP 
and 97±5%, p=0.6279, n=7, 1/7 cells displayed LTD, respectively; Fig. 6h,i). In conclusion, 
EAAT2 overexpression impaired the detection of correlated activity and precluded the occurrence 
of a bidirectional STDP (Fig. 6i). 
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Discussion 
Identifying the conditions required for the expression of Hebbian plasticity, such as STDP, is 
essential for a better understanding of the mechanisms underlying learning and memory. Our 
findings demonstrate that astrocytes play a key role in the establishment of STDP, through EAAT2-
mediated glutamate uptake. Indeed, EAAT2 allows translating precise pre- and postsynaptic activity 
into a salient time-coded message. This is a key requirement for STDP, the main characteristic of 
which is a high degree of sensitivity to timing19,20, a feature that was erased by the transient 
blockade of EAAT2. Under this blockade, STDP was replaced by a non-Hebbian form of plasticity 
that was not dependent on the timing or order of the activities on either side of the synapse and was 
even observed in cases of unpaired activity. By contrast, EAAT2 overexpression impaired the 
detection of correlated pre- and postsynaptic activity by MSNs, resulting in an absence of plasticity. 
Our results show that astrocytes gate the conversion from non-Hebbian to Hebbian plasticity via 
EAAT2, leading to the emergence of STDP (Fig. 7).  
Astrocytes actively control various synaptic functions and, therefore, play a key role in the 
modulation of neuronal activity11,12,45,46. Control of neuronal computation by astrocytes is via the 
release and uptake of transmitters, such as glutamate. Glutamate release by astrocytes plays an 
important role in STDP at L4-L2/3 neocortical synapses, by controlling t-LTD through the 
activation of astrocytic CB1R47. By contrast, the involvement of astrocytic glutamate uptake in a 
time-coding paradigm, such as STDP, has never been investigated. Previous reports indicate that 
rate-coded plasticity, induced by low- or high-frequency stimulation (LFS and HFS) or theta-burst 
stimulation (TBS), is sensitive to changes in astrocytic glutamate uptake48,49,50,51,52,53. In addition, 
neuronal EAAT3 regulates the balance between TBS-LTP and LFS-LTD54 and cerebellar LTD is 
dependent on the patterned expression of neuronal EAAT4 on Purkinje cells55. This study is, to our 
knowledge, the first to assess the involvement of astrocytic glutamate uptake in the expression of 
time-coded plasticity, such as STDP. STDP relies on the precise timing and order of inputs on 
either side of the synapse. STDP thus constitutes a time-coding paradigm for plasticity 
induction19,20 by contrast to rate-coding plasticity protocols. The detection of a temporal 
coincidence between pre- and postsynaptic activities is crucial for STDP expression. Astrocytic 
glutamate uptake is involved in setting the timing of synaptic inputs. We therefore explored the role 
of EAAT2 in STDP, by transiently inhibiting (with DHK or WAY-213,613) EAAT2 during STDP 
pairings. This allows an on-off manipulation compatible with STDP study, whereas genetic 
approaches (knockout) and long-lasting drug applications have potential long-term effects. DHK 
and WAY-213,613 have several advantages for studies of this type. In addition to their specificity 
for EAAT2 and their efficient washout, they are also non-transportable inhibitors of EAAT2, and 
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this property prevents artificial increases in extracellular glutamate concentration due to hetero-
exchange33,34. We next overexpressed EAAT2 with ceftriaxone, which has been reported to increase 
EAAT2 expression and activity44. 
Astrocytic pools of EAAT2 are responsible for 90% of the glutamate uptake8. EAAT2 is also found 
on neurons but at much lower level (~10% of astrocytic EAAT2). The physiological role of 
neuronal EAAT2 remains uncertain based on their very low level of expression but also on their 
distribution in most of the axon-terminal membranes and not being concentrated in the synapses9,56. 
Specific deletion of EAAT2 in astrocytes induces dramatic effects, such as excess mortality, lower 
body weight and spontaneous seizures, whereas no detectable neurological abnormalities are 
observed with neuronal EAAT2 deletion8,9. Nevertheless, it would be interesting to test specifically 
the impact of neuronal EAAT2 (using neuronal EAAT2-KO mice) in STDP expression. 
The key feature of STDP is its occurrence within a restricted time window. Uncorrelated events 
(>30 ms) therefore fail to trigger plasticity. When EAAT2 activity is transiently impaired, an 
aberrant form of plasticity occurs during time windows in which plasticity is not normally observed. 
Uncorrelated events can induce this aberrant plasticity and are considered as pertinent events for an 
engram. Unlike STDP, the non-Hebbian LTP induced under transient EAAT2 blockade did not 
depend on the timing or order of pre- and postsynaptic activity. t-LTP has been reported to be 
mainly dependent on NMDARs19, which operate as molecular coincidence detectors4. By contrast, 
non-Hebbian LTP under EAAT2 blockade is dependent on postsynaptic GluN2B-containing 
NMDARs located extrasynaptically, and these receptors do not act as molecular coincident 
detectors. Supporting this, we found that even unpaired activity (consisting of a single postsynaptic 
action potential repeated 100 times at 1 Hz) induced non-Hebbian LTP under EAAT2 blockade. 
Molecular coincidence detectors, such as NMDARs, require concomitant signals to be activated, as 
in STDP, in which the postsynaptic back-propagating action potential is paired with presynaptic 
activity19,20. In the presence of transient EAAT2 blockade, this feature is lost, because a single 
signal, the postsynaptic back-propagating action potential removing Mg2+ blockade, becomes 
sufficient to trigger LTP, due to the high ambient glutamate levels present when EAAT2 is blocked.  
GABAergic microcircuits are involved in plasticity occurring at specific time window (-
70<ΔtSTDP<+70 ms) resulting in LTD (by contrast to the non-timing-dependent LTP). In the 
presence of DHK, GABAergic inhibition was stronger, due to the recruitment of inhibitory neurons 
as a result of the increase in glutamate spillover. In the presence of blockers of GABAARs or 
VSCCs, pairings for which -70<ΔtSTDP<+70 ms unmasked NMDAR-mediated LTP. This LTP 
shares similar induction mechanism as that observed for larger time intervals.  
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We previously described the control of STDP polarity by GABA28. Here, different mechanisms are 
involved because concomitant transient blockade of GABAergic transmission and EAAT2 led to an 
absence of plasticity. GABAergic circuits are efficiently recruited by cortical stimulation in the 
presence of DHK. We hypothesize that the NMDAR-mediated LTP observed at large ΔtSTDP is 
somehow shunted at narrow ΔtSTDP by an additional pool of GABA, due to the recruitment of 
GABAergic interneurons by cortical stimulation. Indeed, NMDAR-mediated LTP at larger ΔtSTDP 
was exclusively dependent on the postsynaptic spiking (Fig. 5g) and did not require presynaptic 
stimulation. By contrast, when cortical stimulation (and, thus, the recruitment of GABAergic 
interneurons) was paired with the postsynaptic spike for narrow ΔtSTDP, the increased GABAergic 
transmission prevented LTP expression. Thus, NMDAR-mediated LTP may be expressed only at 
large ΔtSTDP, when presynaptic stimulation occurs far from the postsynaptic spike and GABAergic 
evoked transmission does not interfere with LTP expression. As a result, the blocking of GABAA 
transmission revealed LTP. This LTP was similar to the non-timing-dependent LTP (NMDAR-
mediated) induced for large ΔtSTDP. Interestingly, pre-post t-LTD and post-pre t-LTP observed in 
control conditions are both dependent on VSCC activity31, but their induction itself is not dependent 
on GABAergic transmission28. Thus, the t-LTD and t-LTP evoked in control conditions involve 
signaling mechanisms distinct from those involved in the plasticity observed under EAAT2 
blockade. 
EAAT2 overexpression by ceftriaxone prevented both t-LTP and t-LTD. We verified that 
ceftriaxone did not alter the passive and active electrophysiological properties of MSNs, as well as 
corticostriatal transmission and probability of glutamate release. Ceftriaxone can also mediate the 
upregulation of system xc- (cystine/glutamate antiporter system)57, which, together with EAAT2, is 
involved in the maintenance of glutamate homeostasis. However, the net effect of up- or 
downregulation and the precise balance between these two systems (glutamate uptake and export) 
remains to be determined. System xc- modulates long-term synaptic plasticity in the nucleus 
accumbens through an increase of extracellular glutamate and activation of mGluR2/3 and 
mGluR558. However, discerning the effects of ceftriaxone on either direct activation of system xc- 
(due to off-target effects of system xc- pharmacology) and an effect as a consequence of the 
alteration of EAAT2 function remains difficult to determine. We cannot, therefore, exclude the 
possibility that the observed effects of ceftriaxone arise from system xc- upregulation. However, we 
hypothesize that enhanced glutamate clearance may prevent the activation of postsynaptic type-
ImGluRs located perisynaptically, leading to t-LTD31,43. We have previously shown that the 
bidirectional corticostriatal STDP relies on two distinct signaling pathways31,43. Indeed, t-LTP is 
NMDAR-dependent, whereas t-LTD is mGluR-mediated. Both receptor subtypes can be localized 
outside the synaptic cleft37,41 and thus compete with EAAT2 for the extracellular glutamate. 
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Therefore, enhancing glutamate uptake through EAAT2 overexpression with ceftriaxone, would 
reasonably result in a profound alteration of corticostriatal STDP expression. In line with that, 
increases in glutamate transporter expression have been shown to alter frequency-based plasticity, 
such as mGluR-dependent LFS-LTD and HFS-LTP in the hippocampus53. 
A few studies have reported effects of changes in EAAT2 expression on behavior46. The pharmaco-
logical blockade of EAAT2 with DHK impairs spatial memory and induces depression and anhe-
donia and ceftriaxone has been reported to display antidepressant effects46. EAAT2 downregulation 
in striatum is also found in a rat model of depression59. EAAT2 KO mice exhibit seizures and 
premature death6,9. An inducible astrocytic EAAT2 knockout in dorsal striatum was recently shown 
to be associated with pathological repetitive behaviors and an increase in corticostriatal excitatory 
transmission25. Moreover, this phenotype was reversed by memantine treatment, confirming that 
excessive glutamate spillover due to EAAT2 dysfunction, deregulating the corticostriatal pathway, 
was responsible for the observed repetitive behaviors. These findings are consistent with our results 
showing that memantine prevents aberrant LTP in conditions of EAAT2 blockade. Conversely, 
EAAT2 overexpression has been reported to impair hippocampal learning60. This observation is 
consistent with our results showing a lack of plasticity with ceftriaxone treatment. 
EAAT2 dysfunction, associated with higher ambient glutamate levels, has been observed in neuro-
degenerative and psychiatric diseases including Huntington’s, Parkinson’s, Alzheimer’s and schiz-
ophrenia in which cognitive functions are impaired7,10,11. Chronic exposure to drugs of abuse has 
also been shown to induce a downregulation of EAAT2 in the nucleus accumbens12. EAAT2 there-
fore appears to be a major target for the treatment of neurological diseases and addiction (by ceftri-
axone), not only to combat glutamatergic neurotoxicity but also to prevent aberrant plasticity, which 
could be linked to cognitive deficits10,11,12. Thus, our results, showing the tight control of STDP by 
EAAT2, are of importance for linking the expression of timing-dependent plasticity with different 
physiological or pathological states. 
Astrocyte function is not restricted to structural and metabolic support or homeostatic and 
protective functions. Through glutamate uptake, astrocytes are also involved in higher brain 
functions, such as learning and memory11,45,46. We demonstrate here that EAAT2 operates over a 
highly controlled range to allow the emergence of bidirectional STDP. If STDP is dependent on the 
efficiency of glutamate uptake, then we would expect STDP expression to be controlled by the 
precise location and density of transporter expression, and glial synaptic coverage, which may differ 
considerably between brain structures and can undergo experience-dependent remodelling61 (Fig. 
7). This work thus identifies astrocytes as key players in the establishment of synaptic Hebbian 
learning rule, such as STDP.  
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Methods 
Animals 
All experiments were performed in accordance with the guidelines of the local animal welfare 
committee (Center for Interdisciplinary Research in Biology Ethics Committee) and the EU 
(directive 2010/63/EU). Every precaution was taken to minimize stress and the number of animals 
used in each series of experiments. OFA rats P18-42 (Charles River, L’Arbresle, France) were used 
for brain slice electrophysiology. Animals were housed in standard 12-hour light/dark cycles and 
food and water were available ad libitum. 
 
Brain slice preparation 
Horizontal brain slices containing the somatosensory cortical area and the corresponding 
corticostriatal projection field were prepared as previously described27,27,31,28. Corticostriatal 
connections (between somatosensory cortex layer 5 and the dorsal striatum) are preserved in the 
horizontal plane. Horizontal brain slices (330 µm-thick) were prepared from rats with a vibrating 
blade microtome (VT1200S, Leica Micosystems, Nussloch, Germany). Brains were sliced in an ice-
cold cutting solution (125 mM NaCl, 2.5 mM KCl, 25 mM glucose 25 mM  NaHCO3, 1.25 mM 
NaH2PO4, 2 mM CaCl2, 1 mM MgCl2, 1 mM pyruvic acid) through which 95% O2/5% CO2 was 
bubbled. The slices were transferred to the same solution at 34°C for one hour and then to room 
temperature. 
 
Electrophysiology recordings 
Patch-clamp recordings were performed as previously described27,27,31,28. Briefly, for whole-cell 
recordings, borosilicate glass pipettes of 6-8MΩ resistance were filled with (in mM): 105 K-
gluconate, 30 KCl, 10 HEPES, 10 phosphocreatine, 4 Mg-ATP, 0.3 Na-GTP, 0.3 EGTA (adjusted 
to pH 7.35 with KOH). The composition of the extracellular solution was (mM): 125 NaCl, 2.5 
KCl, 25 glucose, 25 NaHCO3, 1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, 10 µM pyruvic acid bubbled with 
95% O2 and 5% CO2. Signals were amplified using with EPC9-2 and EPC10-4 amplifiers (HEKA 
Elektronik, Lambrecht, Germany). All recordings were performed at 34°C, using a temperature 
control system (Bath-controller V, Luigs & Neumann, Ratingen, Germany) and slices were 
continuously superfused with extracellular solution, at a rate of 2 ml/min. Slices were visualized 
under an Olympus BX51WI microscope (Olympus, Rungis, France), with a 4x/0.13 objective for 
 153 
the placement of the stimulating electrode and a 40x/0.80 water-immersion objective for the 
localization of cells for whole-cell recordings. Current-clamp recordings were filtered at 2.5 kHz 
and sampled at 5 kHz and voltage-clamp recordings were filtered at 5 kHz and sampled at 10 kHz, 
with the Patchmaster v2x32 program (HEKA Elektronik). 
 
Spike-timing-dependent plasticity protocols and random ΔtSTDP patterns 
Electrical stimulations were performed with a concentric bipolar electrode (Phymep, Paris, France 
and CBBSE75 FHC, Bowdoin, ME, USA) placed in layer 5 of the somatosensory cortex15. 
Electrical stimulations were monophasic, at constant current (ISO-Flex stimulator, AMPI, 
Jerusalem, Israel). Currents were adjusted to evoke 50-200 pA EPSCs. Repetitive control stimuli 
were applied at 0.1 Hz. STDP protocols consisted of pairings of pre- and postsynaptic stimulations 
(at 1 Hz) separated by a specific time interval (ΔtSTDP). Presynaptic stimulations corresponded to 
cortical stimulations and the postsynaptic stimulation of an action potential evoked by a 
depolarizing current step (30 ms duration) in MSNs. ΔtSTDP<0 ms for post-pre pairings, and 
ΔtSTDP>0 ms for pre-post pairings. ΔtSTDP=±500 ms corresponds to post-pre and pre-post pairings 
performed around ΔtSTDP=-500 ms and ΔtSTDP=+500 ms. Note that for ΔtSTDP=-500 ms and 
ΔtSTDP=+500 ms, the order (post-pre vs. pre-post) was determined by the first pairing of the STDP 
protocol only, because, for the remaining pairings, the pre- and postsynaptic stimulations were 
separated by 500 ms and could therefore be considered as either post-pre or pre-post pairings at 1 
Hz. We therefore pooled the data for ΔtSTDP=-500 ms and ΔtSTDP=+500 ms (ΔtSTDP=±500ms), which 
are presented as a single average on the figures. Recordings on neurons were made over a period of 
10 minutes at baseline, and for at least 60 minutes after the SDTP protocols; long-term changes in 
synaptic efficacy were measured from 45 to 60 minutes. We individually measured and averaged 60 
successive EPSCs, comparing the last 10 minutes of the recording with the 10-minute baseline 
recording. Neuron recordings were made in in voltage-clamp mode during baseline and for the 60 
minutes of recording after the STDP protocol, and in current-clamp mode during STDP protocol. 
Experiments were excluded if input resistance (Ri) varied by more than 20%. 
For the random ΔtSTDP patterns, we used the following algorithm (programmed in Igor Pro 6.3 
software, WaveMetrics): for each pairing, we first selected a time window with a randomly selected 
length between 500 and 1500 ms (with a uniform distribution) and located the presynaptic 
stimulation time in the middle of this window. The postsynaptic stimulation time was then 
randomly chosen within this window (with a uniform distribution). The ΔtSTDP pattern was formed 
by the concatenation of 100 such windows. This generated both a close-to-uniform distribution of 
the ΔtSTDP and a variable interval between two successive presynaptic stimulations. 
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Chemicals 
All chemicals were purchased from Tocris (Ellisville, MO, USA), except for picrotoxin (Sigma). 
(2S,3S,4R)-2-Carboxy-4-isopropyl-3-pyrrolidineacetic acid (Dihydrokainic acid, DHK; 300 µM), 
DL-2-amino-5-phosphono-pentanoic acid (D-AP5; 50 µM), (1S,2S)-2-[2-[[3-(1H-benzimidazol-
2yl)propyl]methylamino]ethyl]-6-fluoro-1,2,3,4-tetrahydro-1-(1-methylethyl)-2-naphthalenyl 
methoxyacetoacetate dihydrochloride (Mibefradil; 20 µM), 6-cyano-7-nitroquinoxaline-2,3-dione 
(CNQX; 20 µM), (αR,βS)-α-(4-hydroxyphenyl)-β-methyl-4-(phenylmethyl)-1-piperidinepropanol 
maleate (Ro 25-6981; 10 µM), SR 95531 hydrobromide (gabazine 10 µM) and 3,5-dimethyl-
tricyclo[3.3.1.13,7]decan-1-amine hydrochloride (Memantine; 1 0µM) were dissolved directly in 
the extracellular solution and bath applied. N-(piperidin-1-yl)-5-(4-iodophenyl)-1-(2,4-
dichlorophenyl)-4-methyl-1H-pyrazole-3-carboxamide (AM251; 3 µM) and picrotoxin (50 µM) 
were dissolved in ethanol and added to the external solution, such that the final concentration of 
ethanol was 0.01-0.1%. N-[4-(2-bromo-4,5-difluorophenoxy)phenyl]-L-asparagine (WAY-213,613; 
50 and 100 µM) was dissolved in DMSO and added to the external solution such that the final 
concentration of DMSO was 0.05% and 0.1%, respectively. (S)-α-Methyl-4-carboxyphenylglycine 
(MCPG; 500 µM) was dissolved in 1.1 eq. NaOH and added to the external solution. BAPTA (10 
mM) and dizocilpine maleate (i-MK801; 1 mM) were dissolved directly in the intracellular 
solution. 
The contrasting activity patterns of synaptic and extrasynaptic NMDARs result in different degrees 
of memantine blockade42. Due to the agonist concentration-dependence of memantine blockade 
kinetics, slices were pre-incubated with low dose of memantine (10 µM) for at least one hour before 
recording, to allow sufficient time for equilibrium to be reached. 
 
Transient EAAT2 blockade 
Transient EAAT2 blockade was achieved with two structurally different molecules: DHK (300 
µM), a selective substrate inhibitor (non-transportable) of EAAT233, and WAY-213,613 (50-100 
µM), a selective non-substrate inhibitor (non-transportable) of EAAT234. DHK was bath-applied for 
as short a period as possible, to ensure that its effect on Vm was compatible with the correct 
analysis of synaptic efficacy changes. Indeed, EAAT2 blockade resulted in a marked 
depolarization21, potentially impairing the estimation of synaptic efficacy changes. A stable baseline 
was established over a period of 10 minutes. DHK was bath-applied for 5 minutes (the dark gray 
area in the figures). We systematically checked the efficacy of DHK application before applying the 
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STDP protocol. This depolarization (Fig. 2a) was used as an indicator of DHK efficiency. DHK 
was washed out at the STDP protocol offset. The full DHK washout took 15 minutes (the light gray 
area in the figures) and, during this period, a significant and transient decrease in EPSC magnitude 
(due to the DHK-induced inward shift in Iholding and AMPAR desensitization26) was observed. 
Accordingly, in all figures, synaptic efficacy changes are illustrated from 15 minutes after the 
removal of DHK. Synaptic efficacy changes were evaluated 60 minutes after the start of the DHK 
washout (at least 30 minutes after the full recovery of baseline Iholding). 
 
Electrophysiological data analysis 
Off-line analysis was performed with Fitmaster (Heka Elektronik). Spontaneous post-synaptic 
currents (sPSCs) were identified using a semi-automated amplitude threshold based detection 
software (Mini Analysis 6.0.7 Program, Synaptosoft, Fort Lee, NJ, USA) and were visually 
confirmed. Statistical analysis was performed with Prism 5.02 software (San Diego, CA, USA). In 
all cases “n” refers to an experiment on a single cell from a single slice. All results are expressed as 
mean±SEM in the text and as mean±SD in the figures (except in Fig. 1f,i, 2g, 6i and Supplementary 
Fig. 2a: mean ± SEM), and statistical significance was assessed in unpaired t tests or in one-sample 
t tests, as appropriate, using the indicated significance threshold (p), or one-way ANOVA with 
Bonferroni correction, where specified. 
 
Chronic ceftriaxone treatment 
To increase the expression of EAAT2 chronic ceftriaxone treatment of the rats was performed as 
previously described53. Male OFA rats (P30-P42) received a daily intraperitoneal (i.p.) injection of 
ceftriaxone (Rocefin, Roche; 200 mg/kg per day dissolved in saline) or an equal volume of saline 
on eight consecutive days. Corticostriatal brain slices for electrophysiology were obtained from 
ceftriaxone- or saline-treated rats 24 hours after the final injection, and prepared as described above. 
 
Immunohistochemistry 
Rats were treated for eight days with daily i.p. injection of either saline (n=4 rats) or ceftriaxone 
(n=4 rats), as described above. Rats were anesthetized with pentobarbital 4% paraformaldehyde. 
Brains were postfixed in 4% paraformaldehyde and cut into 30 µm horizontal sections with a 
vibratome (Microm HM650V, ThermoScientific). Immunostaining was performed by incubating 
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free-floating sections with a guinea pig anti-EAAT2 antibody (1:5000; AB1783, Merck Millipore) 
for 48 hours at 4°C and then with a secondary Cyanine Cy™3-conjugated antibody (1:1000; 
Jackson Laboratories) dissolved in PBS 1X for one hour. Images were acquired with the SP5 
confocal system (Leica, Germany).  
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Figure Legends 
Figure 1. Bidirectional corticostriatal STDP expression occurs within a restricted time 
window. 
(a) Scheme of the recording and stimulating sites in corticostriatal slices. (b) STDP pairings: a 
single spike evoked in the recorded striatal MSN was paired with a single cortical stimulation; this 
pairing being repeated 100 times at 1 Hz. ΔtSTDP indicates the time between pre- and postsynaptic 
stimulations. ΔtSTDP<0 and ΔtSTDP>0 refer to post-pre and pre-post pairings, respectively. (c) 
Example of LTP induced by 100 post-pre pairings. Top, EPSC strength before and after pairings. 
Bottom, time course of Ri (baseline: 67±0.3MΩ and 50-60 min after pairings: 79±0.8MΩ; change 
of 18%). Postsynaptic EPSC traces during 10 minutes of baseline (1) and 60 minutes after the 
STDP protocol (arrow) (2). (d) Example of LTD induced by 100 pre-post pairings (Ri, baseline: 
106±0.5MΩ; 50-60 min after pairings: 116±0.5MΩ; change of 9%). (e) Averaged time-course of 
LTP induced by 100 post-pre pairings and LTD induced by 100 pre-post pairings. (f) Bidirectional 
STDP occurred in a narrow time window: post-pre pairings (-30<ΔtSTDP<0 ms) induced LTP, 
whereas pre-post pairings (0<ΔtSTDP<+30 ms) induced LTD. Synaptic strength was determined 45-
60 minites after pairings (empty circles: individual neurons; black circle: average). The y-axis is 
discontinuous for clarity; plasticity amplitudes above the interruption are 312 pA, 367 pA and 424 
pA. (g) Uncorrelated post-pre (-250<ΔtSTDP<-100) and pre-post (+100<ΔtSTDP<+250 ms) pairings 
induced no significant plasticity. (h) Post-pre or pre-post pairings with ΔtSTDP~±500 ms induced no 
significant plasticity. (i) Graph summarizing STDP occurrence. Bidirectional plasticity was induced 
over a narrow time window (-30<ΔtSTDP<+30 ms), whereas no plasticity was observed with 
uncorrelated pairings (-500<ΔtSTDP<-30 ms and +30<ΔtSTDP<+500 ms). 
Insets correspond to a mean of 60 EPSCs during baseline and 1 hour after STDP pairings. Error 
bars represent the SD (except in panel i: SEM). *: p<0.05; **: p<0.01; ***: p<0.001; ns: not 
significant. 
 
Figure 2. EAAT2 activity gates STDP polarity and time window 
(a) Current-clamp recording of MSN in the absence of cortical stimulation showing that brief DHK 
application (300 µM for 5min) induced significant depolarization, indicating the presence of 
ambient glutamate in the slice. This depolarization was fully reversed after 15 minutes of DHK 
washout and was dependent on AMPAR and type-I/II mGluR, but not NMDAR. (b-c) DHK 
application had no effect on long-term synaptic efficacy changes estimated from 15 minutes after 
DHK washout (example in b and averaged time-course of experiments in c). The brief application 
of DHK without the STDP protocol induced a transient decrease in EPSC amplitude and an inward 
shift in Iholding (light gray area). Both EPSC amplitude and Iholding had fully recovered 15 minutes 
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after DHK washout. Ri remained unchanged during and after DHK application. The effects of DHK 
were fully reversible and, thus, compatible with the estimation of long-term synaptic efficacy 
changes. (d) Example of LTD induced by 100 pre-post pairings (ΔtSTDP=+38 ms) with a transient 
blockade of EAAT2 by DHK (300 µM for 5 min, dark gray area; the light gray area indicates DHK 
washout). Top, EPSC strength before and after pairings. Bottom, time course of Ri (baseline, 
47±0.2MΩ; 50-60 min after pairings, 51±0.1MΩ; change of 10%). (e) Averaged time-course of 
experiments with the transient blockade of EAAT2 with DHK, showing the induction of LTD for 
both post-pre (-70<ΔtSTDP<0 ms) and pre-post (0<ΔtSTDP<+70 ms) pairings. (f) LTD expression for 
-70<ΔtSTDP<+70 ms with DHK. Synaptic strength was assessed 45-60 minutes after pairings (light 
blue circles: individual neurons; dark blue circle: average). (g) Example of LTP induced by 100 
post-pre pairings (ΔtSTDP=-175 ms) during the transient blockade of EAAT2 with DHK (Ri, 
baseline: 136±0.5MΩ; 50-60 min after pairings: 145±1MΩ; change of 6%). (h) Averaged time-
course of experiments with transient EAAT2 blockade with DHK during pairings, inducing LTP for 
both post-pre (-250<ΔtSTDP<-100 ms) and pre-post (+100<ΔtSTDP<+250 ms) pairings. (i) Averaged 
time-course of experiments with transient EAAT2 blockade with DHK during pairings, inducing 
LTP for ΔtSTDP~±500 ms. (j) Time window for long-term synaptic strength for post-pre and pre-
post pairings (-500<ΔtSTDP<+500 ms) in control conditions and in the presence of DHK. In controls, 
bidirectional plasticity was induced over a narrow time window (-30<ΔtSTDP<+30 ms) and no 
plasticity was observed with uncorrelated pairings (-500<ΔtSTDP<-30 ms and +30<ΔtSTDP<+500 
ms). During transient EAAT2 blockade in the STDP protocol, plasticity was observed regardless of 
the ΔtSTDP value: LTD for narrow ΔtSTDP (-70<ΔtSTDP<+70) and LTP for a larger ΔtSTDP (-
500<ΔtSTDP<-70 ms and +70<ΔtSTDP<+500 ms). 
Insets correspond to the mean of 60 EPSCs during baseline and 1 hour after STDP pairings. Error 
bars represent the SD (except in panel g: SEM) *: p<0.05; **: p<0.01; ***: p<0.001. ns: not 
significant. 
 
Figure 3. The recruitment of GABAergic microcircuits under transient EAAT2 blockade 
induces LTD 
(a) Blocking L- and T-type VSCCs with mibefradil (20 µM) under transient EAAT2 blockade 
impaired LTD and revealed potent LTP. (b) i-BAPTA did not impair the LTD observed under 
transient EAAT2 blockade. (c) Inhibitory currents recorded in MSNs held at -50 mV in control 
conditions, with DHK and with DHK+picrotoxin (50 µM) (n=14). (d) Top, characteristic voltage 
responses of one FS cell and one MSN to a series of 500 ms current pulses. Bottom, depolarization 
of FS cells and MSNs induced by DHK application. Left: example of changes in Vm before, during 
and after DHK application, in one FS cell and one MSN; right: mean values. (e) DHK-induced 
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depolarization led to firing activity in FS cells but not in MSNs. (f) Under EAAT2 blockade, 
cortical stimulation evoked an action potential in all recorded FS cells whereas subthreshold EPSPs 
were observed in MSNs. (g) Picrotoxin (50 µM) prevented the LTD induced by pairings at -
70<ΔtSTDP<+70 ms under EAAT2 blockade, and revealed LTP. (h) Co-application of gabazine (10 
µM) with DHK during STDP pairings prevented the expression of LTD. 
Insets correspond to the mean of 60 EPSCs during baseline and 1 hour after STDP pairings. Error 
bars represent the SD. *: p<0.05; **:p<0.01; ***: p<0.001; ns: not significant. 
 
Figure 4: LTP under transient EAAT2 blockade is dependent on extrasynaptic GluN2B-
containing NMDARs located on the postsynaptic MSN 
(a) The LTP induced under EAAT2 blockade for ΔtSTDP=±200 ms and ΔtSTDP=±500 ms was 
mediated by NMDARs, because it was prevented by D-AP5 (50 µM) application. (b) The LTP 
induced under transient EAAT2 blockade for ΔtSTDP=±200 ms was prevented by blocking 
postsynaptic NMDARs with i-MK801 (1 mM) applied intracellularly in the recorded MSN. (c) The 
inhibition of GluN2B-containing NMDARs with Ro25-6981 (10 µM) prevented the induction of 
LTP. (d) The inhibition of extrasynaptic NMDARs with memantine (10 µM) prevented LTP under 
transient EAAT2 blockade. Extrasynaptic GluN2B-containing NMDARs located on the 
postsynaptic MSN are thus required for the induction of LTP under transient EAAT2 blockade. 
Insets correspond to the mean of 60 EPSCs during baseline and 1 hour after STDP pairings. Error 
bars represent SD. ns: not significant. 
 
Figure 5. Paired activity is not required for LTP expression under transient EAAT2 blockade. 
(a-c) Example of one random ΔtSTDP pairing in control conditions and of one such pairing under 
transient EAAT2 blockade. (a) Scatter plot of a single random ΔtSTDP pattern (comprising 100 
consecutive random ΔtSTDP pairings between -500 and +500 ms) together with the CC traces of 7 
successive random pairings. Example of experiments performed in two separate MSNs, showing 
that the same random ΔtSTDP pattern failed to induce plasticity in control conditions, whereas LTP 
was observed under transient EAAT2 blockade. (b) Histogram of the ΔtSTDP from the n=8 random 
protocols, showing a uniform distribution. (b-d) Eight random ΔtSTDP patterns were generated and 
each was applied to two MSNs, one in control conditions (c) and the other under EAAT2 blockade 
(d). In summary, random ΔtSTDP patterns failed to induce plasticity in control cells, but resulted in 
LTP under transient EAAT2 blockade. Thus, under transient EAAT2 blockade, plasticity is not 
dependent on the timing and order of the paired activity. (e) Experimental design depicting a cell 
conditioning protocol consisting of a postsynaptic spike without paired presynaptic stimulation, 
repeated 100 times at 1 Hz; (f) This protocol did not induce plasticity in control conditions. (g) 
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Postsynaptic suprathreshold activity is sufficient to induce potent LTP under transient EAAT2 
blockade. This LTP was mediated by NMDARSs, as it was prevented by D-AP5 (50 µM).  
Insets correspond to the mean of 60 EPSCs during baseline and 1 hour after STDP pairings. Error 
bars represent the SD. *: p<0.05; ***: p<0.001; ns: not significant. 
 
Figure 6. EAAT2 overexpression by ceftriaxone treatment impairs STDP 
(a) Experimental design: ceftriaxone (or saline) was daily injected for 8 days; electrophysiology and 
immunohistochemistry experiments were performed 24 h after the last injection. (b) 
Immunohistochemistry revealed an increase of EAAT2-positive puncta in striatal slices from 
ceftriaxone-injected rats than in slices from saline-injected rats. Scale bar: 10 µm. (c) Example of 
LTP induced by 100 post-pre pairings recorded in a saline-injected rat. Top, EPSC strength before 
and after pairings. Bottom, time course of Ri (baseline: 50±0.2MΩ; 50-60 min after pairings: 
48±0.2MΩ; change of -5%). (d) Example of LTD induced by 100 pre-post pairings recorded in a 
saline-injected rat (Ri, baseline: 60±0.3MΩ; 50-60 min after pairings: 61±0.4MΩ; change of 0.4%). 
(e) Averaged time-course of experiments performed in saline-injected rats, showing bidirectional 
STDP: LTP was induced for post-pre (-30<ΔtSTDP<0 ms) and LTD for pre-post (0<ΔtSTDP<+30 ms) 
pairings. (f) Example of the lack of plasticity observed with 100 post-pre pairings recorded from a 
ceftriaxone-treated rat. Top, EPSC strength was not significantly different before and after pairings. 
Bottom, time course of Ri (baseline: 75±0.3MΩ; 40-50 min after pairings: 69±0.5MΩ; change of -
8%). (g) Example of the absence of plasticity observed with 100 pre-post pairings from a 
ceftriaxone-treated rat. EPSC strength did not differ significantly before and after pairings (Ri, 
baseline: 149±0.6MΩ; 40-50 min after pairings 163±10MΩ; change of 10%). (h) Averaged time 
course of experiments performed on ceftriaxone-treated rats, showing an absence of STDP for both 
post-pre and pre-post pairings. (i) Time window for long-term synaptic strength for post-pre and 
pre-post pairings (-30<ΔtSTDP<+30 ms) in saline- and ceftriaxone-treated rats. Synaptic strength was 
assessed 45-60 min after pairings (empty circles: individual neurons; gray or purple circles: 
average). Bidirectional plasticity was induced in saline-injected rats, whereas no plasticity was 
observed in ceftriaxone-treated rats. 
Insets correspond to the average of 60 EPSCs during baseline and 1 hour after STDP pairings. Error 
bars represent the SD (except in panel i: SEM). *: p<0.05; **: p<0.01; ***: p<0.001; ns: not 
significant. 
 
Figure 7. Schematic representation of the impact of astrocytes, via their EAAT2 expression, 
on Hebbian plasticity in the striatum 
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(a) Transient EAAT2 blockade prevents the expression of STDP, instead favoring non-Hebbian 
plasticity (timing-independent LTP). LTP is mediated by extrasynaptic NMDAR and LTD is 
dependent on the activation of striatal GABAergic microcircuits. In these conditions, unpaired 
activity is sufficient to induce LTP. (b) The physiological expression of EAAT2 allows the 
emergence of Hebbian plasticity (bidirectional STDP). Pairings on either side of the synapse 
induced NMDAR-mediated t-LTP (and non-dependent on extrasynaptic NMDARs) and 
endocannabinoid-mediated t-LTD. (c) EAAT2 overexpression by limiting glutamate spillover 
prevents STDP expression. 
Thus, the efficiency of glutamate uptake, most through astrocytic EAAT2, gates the expression of 
Hebbian synaptic plasticity in the striatum. 
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Supplementary Figure Legends 
Supplementary Figure 1. The transient inhibition of EAAT2 by WAY-213,613 disrupts STDP 
(a-c) WAY-213,613 application had no effect on the changes in synaptic efficacy estimated from 
WAY-213,613 washout (example in a, and averaged time-course of experiments in b and c). The 
brief application of WAY-213,613 induced a non-significant transient decrease in EPSC amplitude, 
with no change in Ri. The effect of WAY-213,613 on synaptic transmission was, thus, compatible 
with the estimation of long-term synaptic efficacy changes. (d) Example of the lack of plasticity 
observed with 100 pre-post pairings (ΔtSTDP=+44 ms) during the transient blockade of EAAT2 with 
WAY-213,613 (50 µM for 5 min, gray area). Top, EPSC strength before and after pairings. Bottom, 
time course of Ri (baseline, 79±1MΩ; 50-60 min after pairings, 81±0.2MΩ; change of 2%). (e) 
Averaged time-course of experiments with a transient blockade of EAAT2 with WAY-213,613 (50 
µM), with the absence of plasticity induction for pairings at -70<ΔtSTDP<+70 ms. (f) Example of 
LTD induced by 100 pre-post pairings (ΔtSTDP=+20 ms) with a transient blockade of EAAT2 with 
WAY-213,613 (100 µM). Top, EPSC strength before and after pairings. Bottom, time course of Ri 
(baseline, 84±0.2MΩ; 50-60 min after pairings, 92±0.2MΩ; change of 11%). (g) Averaged time-
course of experiments with a transient blockade of EAAT2 with WAY-213,613 (50 µM), with no 
significant induction of plasticity for pairings at -70<ΔtSTDP<+70 ms. However, it should be noted 
that LTD was more frequent (5/8 cells) when induced with 100 µM WAY-213,613 than when 
induced with 50 µM WAY-213,613 (1/5 cells). (h) Example of LTP induced by 100 post-pre 
pairings (ΔtSTDP=-200 ms) with a transient blockade of EAAT2 with WAY-213,613 (50 µM) (Ri, 
baseline: 54±0.3MΩ; 50-60 min after pairings: 52±0.3MΩ; change of -4%). (h) Example of LTP 
induced by 100 post-pre pairings (ΔtSTDP=-200 ms) with a transient blockade of EAAT2 with 
WAY-213,613 (50 µM). Top, EPSC strength before and after pairings. Bottom, time course of Ri 
(baseline, 54±0.3MΩ; 50-60 min after pairings, 52±0.3MΩ; change of -4%). (i) Averaged time-
course of experiments with transient EAAT2 blockade with WAY-213,613 during pairings, 
inducing LTP for ΔtSTDP=±200 ms pairings.  
Insets correspond to the average of 60 EPSCs during baseline and 1 hour after STDP pairings. Error 
bars represent the SD. *: p<0.05; ***: p<0.001. ns: not significant. 
 
Supplementary Figure 2.  The plasticity observed under EAAT2 blockade is not dependent on 
postsynaptic DHK-induced depolarization 
(a, b) Averaged time-course of STDP experiments with the recorded MSN maintained at -80 mV 
by intracellular current injection during the STDP pairings. LTD and LTP were induced with 
pairings at -70<ΔtSTDP<+70 ms (a) and ΔtSTDP=±200 ms (b), respectively. The prevention of DHK-
induced depolarization did not impair the plasticity observed when MSN was depolarized. (c, d) 
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Summary of STDP experiments in which the recorded MSN was held at -50 mV, performed with 
pairings at -70<ΔtSTDP<+70 ms (c) and ΔtSTDP=±200 ms (d), respectively; in these conditions, only 
LTD was observed. 
Insets correspond to the average of 60 EPSCs during baseline and 1 hour after STDP pairings. Error 
bars represent the SD. *: p<0.05; **: p<0.01. 
 
Supplementary Figure 3.  LTD under transient EAAT2 blockade is not dependent on the 
activation of CB1Rs, type I/II mGluRs or NMDARs 
(a) LTD under transient EAAT2 blockade for pairings at -70<ΔtSTDP<+70 ms was not dependent on 
CB1R activation, because AM251 (3 µM) failed to prevent LTD. (b) LTD was not mediated by 
type-I/II mGluR or NMDAR, because MCPG (500 µM) or D-AP5 (50 µM) failed to block LTD. (c) 
The LTP observed with transient EAAT2 blockade during pairings for -70<ΔtSTDP<+70 ms in the 
presence of mibefradil was NMDAR-mediated, because it was prevented by the application of 
mibefradil (20 µM) together with D-AP5 (50 µM). 
Insets correspond to the average of 60 EPSCs during baseline and 1 hour after STDP pairings. Error 
bars represent the SD. *: p<0.05; **:p<0.01; ***: p<0.001; ns: not significant. 
 
Supplementary Figure 4. t-LTP in control conditions is not dependent on extrasynaptic 
NMDARs 
Memantine (10 µM) did not affect t-LTP for pairings at -30<ΔtSTDP<0 ms. 
Insets correspond to the average of 60 EPSCs during baseline and 1 hour after STDP pairings. Error 
bars represent the SD. *: p<0.05. 
 
Supplementary Figure 5. Under EAAT2 blockade, postsynaptic subthreshold activity fails to 
induce plasticity 
(a) Protocol consisting of postsynaptic subthreshold depolarization without paired presynaptic 
stimulation repeated 100 times at 1 Hz, under EAAT2 blockade. (b) This protocol did not induce 
plasticity.  
ns: not significant. 
 
Supplementary Figure 6. The electrophysiological properties of MSNs and corticostriatal 
transmission did not differ between saline- and ceftriaxone-injected rats 
(a, b) The passive electrophysiological properties, RMP (a) and Ri (b), of MSNs did not differ 
between saline- and ceftriaxone-injected rats (n=20 in both groups). (c) Characteristic voltage 
responses of MSNs from saline- and ceftriaxone-injected rats to a series of 500 ms current pulses. 
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(d) The rheobase of MSNs did not differ between saline- and ceftriaxone-injected rats (n=20 in both 
groups). (e) Number of elicited spikes plotted as a function of 500 ms current pulses of increasing 
amplitude in saline- and ceftriaxone-injected rats. No difference was found between the two groups. 
(f) Paired-pulse ratio at 20 Hz induced facilitation did not differ between saline- and ceftriaxone-
injected rats (n=13 and n=16, respectively). (g) Traces of sPSCs from saline- and ceftriaxone-
injected rats. (h, i) No difference was found in the amplitude (h) and frequency (i) of sPSCs 
between the two groups (n=13 and n=12, respectively). 
ns: not significant. 
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GENERAL DISCUSSION 
 
 
I. ARTICLE 1 
Developmental control of spike-timing-dependent plasticity polarity by tonic GABAergic 
signaling in striatum 
Valtcheva S*, Paillé V*, Ganagarossa G, Perez S,  Dembitskaya Y, Fino E and Venance L 
(in preparation) 
 
1 - Comparison with previous studies 
 
 (1) STDP polarity 
Temporally asymmetric and unidirectional learning rules governing changes in synaptic strength 
have been rarely described (see Introduction, Part III - STDP) and therefore their computation 
advantages are poorly understood. Associative long-term plasticity (t-LTP or t-LTD) can occur for a 
fixed temporal order of pairings, whereas the reverse sequence of pairings fails to influence 
synaptic efficacy. Such timing rules exist in the mammalian CNS (Tzounopoulos et al. 2004; Shin 
et al. 2006; Tzounopoulos et al. 2007; Cui et al. 2015; Cui et al. 2016) and PNS (Li & Baccei 
2016); as well as in the electrosensory lobe of the electric fish (Bell et al. 1997). 
Both unidirectional asymmetric Hebbian and anti-Hebbian plasticity rules have been described with 
the specificity that mainly pre-post pairings are efficient to trigger plasticity. Pre-post pairings 
trigger t-LTP in the case of unidirectional asymmetric Hebbian STDP (Shin et al. 2006; Li & 
Baccei 2016). Conversely, the same pre-post order triggers t-LTD in the case of unidirectional 
asymmetric anti-Hebbian STDP (Bell et al. 1997; Tzounopoulos et al. 2004; Tzounopoulos et al. 
2007; Li & Baccei 2016). Just recently, unidirectional anti-Hebbian t-LTP, induced for post-pre 
pairings, has been found at corticostriatal synapses (Cui et al. 2015; Cui et al. 2016). 
With respect to previous studies, the corticostriatal STDP at early developmental stages described in 
our study (see Results – Article 1), has remarkable characteristics in that it occurs exclusively for 
post-pre pairings, resulting in tLTD. 
 
 (2) STDP during development 
Developmental regulation of STDP expression has been previously investigated in the cerebral 
cortex. Developmental switch in STDP occurs at the end of the second postnatal week in 
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somatosensory cortex, when unidirectional symmetric STDP (t-LTP only) at L4–L2/3 cortical 
synapses is transformed to bidirectional Hebbian STDP (Itami & Kimura 2012). In addition, 
thalamocortical terminals to L2/3 pyramidal cells display unidirectional order-independent STDP (t-
LTP only) that is transformed to t-LTD only between the first and the second postnatal week (Itami 
et al. 2016). 
Nevertheless, to our knowledge, our current study is the first to assess the contribution of tonic 
GABAergic signaling in the developmental switch of STDP timing rule. We showed that tonic 
GABAergic component is absent in the immature striatum and promoting it, partially restores anti-
Hebbian STDP in young animals. More importantly, preventing tonic GABAergic signaling in 
juvenile animals results in Hebbian t-LTD similar to what we observed in young animals (see 
Results – Article 1). 
One study investigated the contribution of tonic GABA for STDP expression in hippocampus 
exclusively in juvenile animals (Groen et al. 2014). In this case, tonic GABAergic inhibition 
regulates dendritic bAP in juvenile, but not in younger animals. Moreover, blockade of the tonic 
GABAergic component leads to higher threshold for STDP induction in juvenile animals but 
without changing the polarity of STDP (Groen et al. 2014). 
Therefore, our study is the first to report a flip in STDP polarity along development and that this 
transition is operated by maturation of the tonic GABAergic signaling.  
 
 (3) Possible explanations of the observed results 
Our results show that the reversal potential of the GABAAR-mediated current (EGABA(A)), although 
depolarizing in both cases, is different in young compared to juvenile animals (-35 mV vs -60 mV) 
(Paillé et al. 2013) (see Results – Article 1). However, the RMP of MSNs in young animals is also 
shifted to more depolarized values (data not shown). Therefore, the shunting inhibition operated by 
GABAergic signaling should increase the membrane conductance in an identical manner. This will 
result in a similar reduction in the membrane time constant and therefore less temporal integration 
of inputs in both young and juvenile animals. This suggests that the information transfer regarding 
temporal coding at early developmental stages is expected to be similar in mature animals. 
Therefore, the change in EGABA(A) alone cannot account for the observed changes in the 
corticostriatal STDP rule. 
The apparent resistance of corticostriatal synapses to t-LTP may be restricted to the STDP pairing 
protocol used in our studies (see Methods). Therefore, it is not excluded that other activity-
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dependent regimes such as high-frequency stimulation or theta-burst stimulation; or – alternatively 
– increasing the rate and/or number of STDP pairings, would be efficient in unraveling 
corticostriatal LTP in the immature brain. In line with that, unopposed t-LTD at corticostriatal 
synapses would eventually result in the saturation of these synapses and a loss in the ability of 
MSNs to efficiently encode cortical information. In this case, homeostatic mechanisms could 
contribute to the scaling down of synaptic connections. 
 
2 - Physiological relevance 
 
A central question is what would be the computational advantage of such asymmetric learning rule 
early in development? 
The spontaneous activity of the brain provides a context within which incoming sensory signals are 
processed. This emphasizes the importance of establishing a certain degree of filtering which is 
mainly operated by GABAergic signaling. GABAergic networks mature parallel to the stabilization 
of synaptic connections and play an important role in maintaining the excitation/inhibition balance. 
Early in development, when the tonic GABAergic component is absent, the filtering of arriving 
inputs would be weaker and thus the signal-to-noise ratio would be decreased. Due to this noisy 
environment, synaptic connections would tend to be preferentially depressed by Hebbian t-LTD. 
This could contribute to the filtering of irrelevant inputs and narrowing the repertoire of pertinent 
information, thus helping network maturation. 
Specifically, at the level of the striatum, presynaptic activity from the thalamus representing 
upcoming sensory inputs, followed by cortical activity, will result in a post-pre sequence. 
Considering our results, this temporal order of activation will depress corticostriatal synapses at the 
level of the MSNs. Nevertheless, corticostriatal STDP exhibit marked cell-specific features (Fino et 
al. 2005; Fino et al. 2008; Fino et al. 2009) and thus, the striatal output is shaped by the interplay 
between the strengthening and weakening of synapses onto different neuronal populations. 
Therefore, it would be difficult to speculate about the net result of Hebbian t-LTD on striatal output 
early in development, without exploring STDP expression in other neuronal types (GABAergic and 
cholinergic interneurons for example). In addition, thalamo-striatal STDP displays Hebbian features 
(unpublished data) in juvenile and adult animals, thus being ‘complementary’ to anti-Hebbian 
STDP at corticostriatal synapses, but it still remains to explore its developmental regulation. 
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 3 – Open questions 
(1)  Coincidence detectors 
We showed that corticostriatal Hebbian t-LTD occurs in young animals. An appealing question 
would be what molecular mechanisms underlie this form of plasticity? Bidirectional anti-Hebbian 
STDP at corticostriatal synapses in juvenile animals relies on two distinct coincidence detectors 
(Fino et al. 2010). In addition, these signaling pathways are preserved in the absence of GABAergic 
signaling (Paillé et al. 2013). More precisely, t-LTP is mediated by NMDARs, and t-LTD requires 
PLCβ and (IP3R)-gated calcium stores resulting in retrograde endocannabinoid signaling (Fino et 
al. 2010). In addition, endocannabinoids can trigger both anti-Hebbian t-LTP and t-LTD in striatum 
(Cui et al. 2015; Cui et al. 2016). Therefore, it would be interesting to test weather 
endocannabinoids can also gate Hebbian t-LTD in the immature striatum. 
 
(2)  Sources of tonic inhibition 
The origins of tonic GABA have been subject to a debate (Glykys & Mody 2007a). Vesicular 
release and spillout of GABA from synaptic to extrasynaptic compartments have been suggested 
(Glykys & Mody 2007b). Astrocytes have been also shown to release GABA through anion-
channels (Lee et al. 2010). Considering the vesicular origin of tonic GABA, its absence in young 
animals could be due either (1) to a significantly lower degree of spillout; (2) incomplete maturation 
of inhibitory interneurons (Chesselet et al. 2007); or (3) to a different localization of GABAARs 
where the sensing of tonic GABA would be less efficient. Astrocytic release on the other hand, 
would imply that (1) astrocytic wrapping of synapses is weaker, or (2) the mechanisms of GABA 
release by astrocytes are immature. In addition the expression of GATs is developmentally 
regulated (Conti et al. 2004). It would be thus tempting to explore the possible reasons for the 
absence of tonic GABA at early developmental stages and potentially try to induce bidirectional 
anti-Hebbian STDP in young animals by playing with these mechanisms. 
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II. ARTICLE 2 
Astrocytes gate Hebbian synaptic plasticity in striatum 
Valtcheva S and Venance L 
(Nat Commun, in revision) 
 
 1 – Novelty of the study 
 
Few other previous studies have addressed the effects of glutamate uptake in the expression of 
synaptic plasticity. All reports in the current literature have been focused on rate-coded plasticity, 
induced with low- and high-frequency stimulation (LFS and HFS) or theta-burst stimulation (TBS), 
showing that rate-coded plasticity is sensitive to alterations of glutamate uptake (Katagiri et al. 
2001; Pinard et al. 2003; Massey et al. 2004; Wang et al. 2006; Omrani et al. 2009; Scimemi et al. 
2009). Nevertheless, our study is the first one to focus on time-coded plasticity using explicitly a 
synaptic Hebbian learning rule such as STDP, which is currently viewed as the finest way to trigger 
physiological plasticity and could account for experience-dependent changes in neural networks 
(Feldman 2012). 
Our study constitutes the first report demonstrating not only that astrocytic glutamate uptake allows 
the emergence and the expression of STDP but also that it prevents the occurrence of aberrant 
plasticity. In all previous studies, glutamate uptake has been shown to control in different extent 
rate-coded plasticity but our study is the first to shows that EAAT2 glutamate uptake is responsible 
for the shift from STDP to other form of plasticity which is not timing-dependent. The role of 
EAAT2 has never been assessed in STDP paradigm, which strongly differs from frequency-based 
protocols (HFS, LFS, TBS) and which constitutes a Hebbian synaptic learning rule relying on 
precise time coding. Since its discovery, STDP has been attracting substantial interest in 
experimental (Feldman 2012) as well in computational neuroscience (Clopath et al. 2010; Costa et 
al. 2015). 
The key point of our study is coming from a pending and debated question: how STDP emerge out 
of distributed neural activity. Our findings demonstrate that EAAT2 sets the glutamate dynamics 
allowing for optimal temporal contingency between pre- and postsynaptic activity necessary for 
STDP emergence and highlight the role of astrocytes as gatekeepers for Hebbian synaptic plasticity. 
 
Up to our knowledge, there are only few studies investigating the effects of glutamate uptake on 
long-term synaptic plasticity. It has been reported that a long lasting inhibition of glutamate uptake 
precludes HFS-LTP in spinal cord (Wang et al. 2006), enhances HFS-LTD at neuromuscular 
junction (Pinard et al. 2003), has a permissive role for the expression of LFS-LTD in cerebral cortex 
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(Massey et al. 2004) or induces heterosynaptic LTP in amygdala (Tsvetkov et al. 2004). Note that 
Pinard et al., Tsvetkov et al., or Massey et al. studies tested the role of glutamate uptake in general, 
not specifically EAAT2, by using unspecific glutamate transporter antagonist (TBOA). Using 
genetic approach, impairment of HFS-LTD has been reported in hippocampus from EAAT2 KO 
mice (Katagiri et al. 2001). Furthermore, increased EAAT2 expression has been shown to alter 
frequency-based plasticity such as mGluR-dependent LFS-LTD and HFS-LTP in the hippocampus 
(Omrani et al. 2009). 
Concerning the neuronal EAAT3 transporter, it has been shown that it regulates the balance 
between TBS-LTP and LFS-LTD (Scimemi et al. 2009). In addition, this study shows that the 
structural and diffusion properties of the hippocampal neuropil are not altered by genetic deletion of 
EAAT3 since they are similar in wild-type and EAAT3 KO mice. The main finding of this study is 
that EAAT3 acts primarily as a buffer, rapidly binding glutamate and then releasing it back in the 
extracellular space without significantly diminishing the total amount of glutamate taken up by 
astrocytes. 
When compared with our study, we can quote several major differences with these studies. First, we 
investigated the role of EAAT2 in STDP, as a canonical paradigm for synaptic Hebbian learning 
rule (as discussed above). We show for the first time that specific EAAT2 inhibition (with either 
DHK or WAY-213,613) does not only prevent STDP expression but unveils another form of 
plasticity, which does not rely on spike-timing. Our manuscript is the first report addressing the 
specific control of STDP emergence by EAAT2. Indeed, the question of the appropriate conditions 
of the emergence of STDP out of distributed neural activity remains unsolved. Here we show that 
EAAT2 is a key actor for allowing the expression of STDP and counteracting spurious plasticity. 
Second, a major advance of our study is that we transiently inhibit EAAT2 with two specific 
inhibitors (DHK or WAY-213,613) exclusively during the pairing protocol to evaluate the impact of 
glutamate uptake on STDP induction. This strategy allows for the first time exerting an on-off 
manipulation compatible with STDP study in contrast to previous reports using long-lasting drug 
application (Pinard et al. 2003; Massey et al. 2004; Tsvetkov et al. 2004; Wang et al. 2006) or 
genetic approaches (Katagiri et al. 2001) having potential long-term effects. 
To our knowledge, the present results constitute the first report of the erasure of STDP to the profit 
of a distinct form of plasticity, which does not rely on the precise timing or order of paired activity. 
Astrocytes via a subtle control of glutamate uptake (and consequently glutamate spillover extent) 
ensures the expression of STDP. Thus, astrocytic glutamate uptake via EAAT2 does not only gate 
STDP but also places astrocytes as a key player in the establishment of Hebbian synaptic plasticity 
and in counteracting aberrant plasticity. 
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 2 - Technical challenge 
 
 (1) EAAT2 transient blockade 
Astrocytic glutamate uptake is involved in setting the precise timing of synaptic inputs. We 
therefore explored the role of EAAT2 in STDP, first by transiently inhibiting (with DHK or WAY-
213,613) EAAT2 during STDP pairings. This allows an on-off manipulation compatible with STDP 
investigation. In contrast, as aforementioned genetic approaches (knockout) (Tanaka et al. 2008; 
Katagiri et al. 2001; Petr et al. 2015) and long-lasting drug applications (Pinard et al. 2003; Massey 
et al. 2004; Tsvetkov et al. 2004; Wang et al. 2006) would have potential long-term effects. DHK 
and WAY-213,613 have several advantages for studies of this type. In addition to their specificity 
for EAAT2 and their efficient washout, they are also non-transportable inhibitors of EAAT2, and 
this property prevents artificial increases in extracellular glutamate concentration due to hetero-
exchange (Arriza et al. 1994; Dunlop et al. 2005). We confirmed our initial findings with DHK, by 
using another specific EAAT2 inhibitor, WAY-213,613 which is structurally distinct from DHK. 
DHK and WAY-213,613 display different mechanisms of action onto EAAT2: DHK is a substrate 
inhibitor (non-transported) (Arriza et al. 1994), whereas WAY-213,613 is a non-substrate inhibitor 
(Dunlop et al. 2005). 
 (2) Ceftriaxone chronic treatment 
When ceftriaxone (Sigma) adapted to in vitro cell culture research was first used, we obtained 
radically different results than when ceftriaxone (Roche) specifically designed for injections was 
used later in our study (data not shown). In addition, marked difference in results outcome and 
variability was observed in both ceftriaxone and saline groups when rats were chronically I.P. 
injected for 8 days with either ceftriaxone (200mg/kg) or equal volumes of saline before weaning, 
when group housed with an adult female rat (data not shown). Notably, control corticostriatal STDP 
could not be reproduced in saline-injected rats before weaning when housed with their mother. Only 
when rats were group housed separately from their mother and injections started at least 2 days after 
separation and at least 8-10 days after weaning age (~P28-30), control STDP could be observed in 
saline-injected rats and ceftriaxone-injected rats displayed homogeneous and reproducible results. 
Thus, chronic daily injections regardless of the injected compound (saline or ceftriaxone) seem to 
be an important stress factor in young rats. Therefore, ceftriaxone treatment is efficient only in older 
animals. 
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 3 - Physiological and pathological implications of the study 
 
Although, the aim of our study was not to mimic a pathological state but rather to reveal the role of 
EAAT2 in the expression of Hebbian plasticity such as STDP, there are several important 
implications for our study in a physiological as well as in pathological frame. 
We showed that EAAT2 activity in a physiological range is crucial for STDP expression. Indeed, 
there is a shift from STDP to a non-timing-dependent plasticity (when EAAT2 is blocked) or to the 
lack of plasticity (when EAAT2 is overexpressed with ceftriaxone). It indicates that timing-
dependent plasticity, such as STDP, depends on different levels of EAAT2 expression or/and 
function. 
EAAT2 expression levels can vary in different physiological states and pathological conditions: 
  
 (1) Physiological processes 
 
EAAT2 expression varies along development with lower EAAT2 levels in early stages (Furuta et al. 
1997; Ullensvang et al. 1997). Glutamate transport in the neonatal cortex is shown to be slow and 
therefore not limiting NMDAR activation (Hanson et al. 2015). In contrast, glutamate uptake 
becomes more important later in development and in the adult cortex LTD could be induced 
exclusively by blocking glutamate transport (Massey et al. 2004). In addition, EAAT2 expression 
decreases with aging (Potier et al. 2010) and EAAT2 upregulation prevents age-related cognitive 
decline (Pereira et al. 2014). 
At corticostriatal synapses, physiological stimulation has been shown to enhance glutamate 
spillover (Zhang & Sulzer 2003). Interestingly, the authors show similar results by blocking EAATs 
with different blockers including DHK at 300µM, when monitoring the effect of such spillover on 
dopamine release.  
Moreover, EAAT2 function can vary with experience. Astroglial wrapping of neurons controlling 
glutamate clearance is plastic and can be modulated by different physiological processes such as 
lactation or dehydration (Oliet et al. 2001; Boudaba et al. 2003; Bernardinelli et al. 2014). Sensory 
experience can increase the enwrapping of synapses and EAAT2 expression in sensory cortex 
(Genoud et al. 2006). 
Negative experience also regulates EAAT2 expression. EAAT2 downregulation in striatum and 
habenula was found in a rat model of depression (Almeida et al. 2010; Zink et al. 2010; Cui et al. 
2014; Choudary et al. 2005; Bernard et al. 2011). Blockade of EAAT2 in the prefrontal cortex 
induces anhedonia (John et al. 2012) and blockade of EAAT2 in amygdala alters social behavior 
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(Lee et al. 2007). Moreover, ceftriaxone has been reported to display antidepressant-like effects 
(Mineur et al. 2007). On the contrary, glucocorticoids or chronic stress either increase or decrease 
EAAT2 expression (Reagan et al. 2004; Popoli et al. 2012). 
  
 (2) Pathological processes 
 
Specific knockout of astrocytic EAAT2 in dorsal striatum and an increased corticostriatal excitatory 
transmission leads to pathological repetitive behaviors (Aida et al. 2015). Furthermore, this 
phenotype was reversed by memantine (see Results – Article 2), which is in accordance with our 
results showing that memantine prevents the expression of aberrant LTP observed under EAAT2 
blockade. 
EAAT2 downregulation is also observed in various neurodegenerative diseases including 
Parkinson’s, Huntington’s and Alzheimer’s. In this context, ceftriaxone appears as a new drug 
strategy for treatment (Soni et al. 2014; Fontana 2015). On the contrary, upregulation of EAAT2 is 
found in the prefrontal cortex of schizophrenics (Matute et al. 2005). 
In addition, chronic exposure to drugs of abuse or alcohol consumption has been shown to induce a 
downregulation of EAAT2 in the nucleus accumbens (Scofield & Kalivas 2014). Ceftriaxone 
constitutes a promising tool to restore glutamate homeostasis, to reverse drug-induced plasticity and 
to inhibit drug seeking (Scofield & Kalivas 2014). 
Thus, our results, showing the tight control of STDP by EAAT2, might be of importance for linking 
the expression of timing-dependent plasticity with experience or pathological states. 
 
 
 4 - Potential drawbacks of the study 
 
 (1) Discerning between astrocytic and neuronal EAAT2 pools  
 
DHK and ceftriaxone treatment affect not only astrocytic pools of EAAT2 but also possibly 
neuronal ones. The fact that astrocytic pools of EAAT2 are certainly involved in shaping STDP 
(since they are responsible for 90% of the glutamate uptake, (Lehre & Danbolt 1998) does not 
exclude a contribution of neuronal EAAT2. 
Nerve terminal uptake of glutamate has been debated and indeed constitutes a controversial issue 
for decades. In hippocampus, EAAT2 has been detected in axon terminals (Furness et al. 2008; 
Holmseth et al. 2012; Petr et al. 2015; Danbolt et al. 2016). However, the physiological role of 
neuronal EAAT2 remains uncertain based first on its very low level of expression (~10% of that 
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expressed in astrocytes) but also on its distribution in most of the axon-terminal membranes and not 
being concentrated in the synapses (Furness et al. 2008; Danbolt et al. 2016). Therefore, the density 
of neuronal EAAT2 is not expected to be sufficient to capture any major proportion of released 
glutamate. 
Astrocytic EAAT2 deletion (Tanaka et al. 2008; Petr et al. 2015) results in dramatic effects such as 
excess mortality, lower body weight, and spontaneous seizures whereas no detectable neurological 
abnormalities could be observed with neuronal EAAT2 deletion. However, contradicting these 
observations, Petr et al. found that neuronal EAAT2 but not astrocytic EAAT2 contributed 
significantly to glutamate uptake in crude synaptosomes. It seems that this is not due to differential 
rates of net uptake and heteroexchange (Zhou et al. 2014). These surprising results may arise from 
differences in mechanical properties of the cells, i.e. neuronal membrane give more easily 
« synaptosomes » than astrocytes (astrocytic EAAT2 is not proportionately represented by the 
synaptosomal uptake assay). Indeed, an important caveat of synaptosomal preparation is that the 
rapid release from presynaptic terminals and reuptake by nearby transporters that characterize 
synaptic transmission, are both lost with biochemical uptake assays. Furthermore, the uptake of 
exogenous substrates in the brains slices and synaptosomal preparations mostly occurs in the nerve 
terminals rather than in astrocytes (Furness et al. 2008; Petr et al. 2015). An additional explanation 
brought by Petr and coll. is that a subset of astrocytic EAAT2 « just » bind glutamate with a low net 
transport (due to mitochondria distribution). It has been estimated that glutamate transporters 
display transport and binding/unbinding of glutamate with comparable probability (Tzingounis & 
Wadiche 2007). Thus, it is unlikely that neuronal EAAT2 would have a significant functional 
contribution (contrarily to EAAT3; see (Scimemi et al. 2009). 
Furthermore, specific knockout of astrocytic EAAT2 in the dorsal striatum has a profound impact 
on behavior. EAAT2-KO mice have an increased corticostriatal excitatory transmission together 
with pathological repetitive behaviors, which are an indication of corticostriatal dysfunction (Aida 
et al. 2015). This finding suggests that astrocytic EAAT2 in striatum has a cardinal role in the 
regulation of corticostriatal information processing. 
The aim of our paper was to inhibit EAAT2 exclusively during the STDP pairing protocol to 
examine the role of glutamate uptake onto STDP induction phase. Indeed, canonical form of STDP 
(100 pairings at 1Hz) is induced with protocol lasting for 100 seconds. It is the reason why we 
chose a pharmacological strategy (due to a lack of current tools providing possibility for an on-off 
manipulation of EAAT2 activity, like optogenetics for example) instead of genetic approach. 
However, testing the mouse lines with astrocytic or neuronal EAAT2 deletion would be highly 
interesting to firmly conclude concerning the putative functional role of neuronal EAAT2 in STDP. 
 
 195 
 (2) Ceftriaxone treatment 
 
The use of ceftriaxone can be viewed as problematic because it implies a chronic treatment (8 days 
of daily injections) with all putative multiple concomitants of EAAT2 overexpression it can 
involve. However, it seems that ceftriaxone displays a quite specific effect on EAAT2 expression. 
To our knowledge, the only other target for ceftriaxone, which has been reported is the system xc- 
(cystine/glutamate antiporter system) (Lewerenz et al. 2013). Ceftriaxone-mediated upregulation of 
system xc- occurs by transcriptional regulation of its specific subunit xCT and is dependent on the 
increase of nuclear Nrf2 levels induced by ceftriaxone. 
When EAAT2 expression is decreased (by cocaine for example), the system xc- is decreased in 
parallel, and vice versa. Thus the system xc- participates to the glutamate homeostasis and brings an 
opposite effect than EAAT2. However, the net effect following either up- or downregulation and 
the exact balance between these two systems (glutamate uptake and export) remains to be 
determined. 
System xc- modulates synaptic plasticity in the nucleus accumbens (Moussawi et al. 2009). Indeed, 
expression of LTP and LTD of PFC afferents to the nucleus accumbens is altered in cocaine-
withdrawn animals and treatment with N-acetylcysteine (a cysteine prodrug that activates system 
xc-) restores both LTP and LTD. This effect is due to an increase of extracellular glutamate and 
activation of mGluR2/3 and mGluR5 as a consequence of the activation of system xc-. 
To our knowledge, all pharmacological substances used to study system xc- display off-target 
effects (all xc- inhibitors have cross-reactivity, especially with ionotropic and metabotropic 
glutamate receptors, due to their structural similarity to glutamate) making problematic the direct 
study of the potential involvement of system xc- in synaptic plasticity. Also, discerning between 
direct effect on system xc- activity (and/or system xc- expression) and an effect as a consequence of 
the alteration of EAAT2 function remains difficult to access. 
 
 (3) EAAT2 upregulation but not side-effects of ceftriaxone treatment is responsible for the 
lack of STDP 
 
The possibility to occlude ceftriaxone effect on STDP by preventing EAAT2 upregulation is not 
easy to address. Stereotaxic siRNA injections could be an attempt to “normalize” the effect of 
ceftriaxone by bringing back to baseline the expression levels of EAAT2. However, the only 
commercially available EAAT2 siRNA (Santa Cruz, EAAT2 siRNA sc-270106) is specifically 
designed for in vitro cell culture transfection studies. In vivo experiments require 5 to 50 µM 
concentrated siRNA, and the Santa Cruz siRNA is sold and packed for cell culture experiments with 
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an already-made dilution preventing in vivo utilization. However, it would be interesting to design 
EAAT2 siRNA allowing in vivo use to conclude about the specific effect of upregulation of 
EAAT2 via ceftriaxone treatment.  
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III. FUTURE DIRECTIONS 
 
EXPERIENCE-DEPENDENT PLASTICITY IN STRIATUM 
 
Corticostriatal long-term plasticity is itself a plastic phenomenon as shown in the present 
manuscript (see Results). STDP undergoes developmental transformation, shifting from Hebbian t-
LTD in the immature brain, to bidirectional anti-Hebbian STDP in the juvenile and adult brain (see 
Results - Article 1). Furthermore, synaptic environment also plays a crucial role in the establishment 
of bidirectional anti-Hebbian STDP at corticostriatal synapses. More precisely, we showed that 
astrocytes via EAAT2 tightly control STDP expression (see Results - Article 2). A primary driving 
force for brain plasticity in the intact behaving organism is learning and experience. Experience-
dependent remodeling of synaptic circuits underlies changes in perception and behavior. Therefore, 
a cardinal question to ask would be how corticostriatal transmission and plasticity can vary 
depending on the context and experience. 
 
 1 - Decision-making and chronic stress 
 
Life experience could be negative and maladaptive responses to persistent negative experience can 
produce changes in the brain and affect cognitive processes, attention and executive functions. 
Specifically in the dorsal striatum, chronic stress impairs cognitive functions and affects decision-
making (Hollon et al. 2015). More specifically, chronic unpredictable stress alters the flexibility in 
shifting between the two types of behavioral strategies (goal-directed vs habitual) (see Introduction, 
Part IV - Striatum) in rodents (Dias-Ferreira et al. 2009) as well in humans (Soares et al. 2012). 
 
Thus, stress induces a bias in decision-making strategies and promotes a shift to habitual behavior. 
Moreover, automatization of recurring decision processes into stereotypic behaviors or habits 
caused by exposure to stress could be advantageous. This could increase behavioral efficiency by 
releasing cognitive resources for more demanding tasks. 
 
 2 - Dorsal striatum and chronic stress 
 
These changes in behavior are paralleled by morphological changes in the both subregions of the 
dorsal striatum (Dias-Ferreira et al. 2009). More specifically, dendritic atrophy was observed in the 
DMS and mPFC (forming the associative network), coupled with hypertrophy in the DLS. In 
human subjects, sMRI study showed morphological hypertrophy and increased activity and volume 
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of the putamen (=DLS in rodents), and an atrophy and reduced activity in the caudate (=DMS in 
rodents) (Soares et al. 2012). 
 
 3 - Neural substrates underlying effects of chronic stress on decision-making 
 
These changes reflect an imbalanced activation of the networks that govern decision processes, 
shifting activation from the associative to the sensorimotor circuits. 
However, electrophysiology data are missing and the underlying mechanisms of the potential 
network remodeling in dorsal striatum are still to be investigated. We can speculate that cell 
excitability, corticostriatal transmission and short- and long-term plasticity are differentially 
regulated in the two dorsal striatum subregions (DLS and DMS) following chronic stress. Precisely, 
we would expect increased cell excitability and strengthened corticostriatal transmission in DLS 
compared to DMS, thus favoring a bias towards habitual behavioral strategies. Concerning the 
underlying mechanisms, they could be of various natures. Indeed, increased presynaptic release, 
altered postsynaptic receptor expression together with the complex role of neuromodulatory and 
neurotrophic factors, and structural changes of the synapse, could play a role in shaping 
corticostriatal synaptic transmission following chronic stress (Popoli et al. 2012; Mcewen et al. 
2015). 
 
 4 - EAAT2 expression and chronic stress 
 
EAAT2 expression levels are subject to experience-dependent changes (Oliet et al. 2001; Boudaba 
et al. 2003; Genoud et al. 2006; Cui et al. 2014). Importantly, negative states like stress can alter 
EAAT2 expression. Similar to the inverted U-shape of the physiological responses to stressors, 
EAAT2 expression also varies as the function of the persistence of the stressors. Allostasis is 
defined as the active process of adaptation to stressors. In the case of protective allostasis (or 
allostatic load), acute stress (and acute glucocorticoid treatments) induce adaptive changes that lead 
to increased glutamate clearance, thereby preventing spillover of the excessive release of 
presynaptic glutamate into the extrasynaptic space (Popoli et al. 2012); but see (Yang et al. 2005). 
In the contrary, in the case of damaging allostasis (or allostatic overload), chronic stress leads to 
increased basal levels of serum corticosterone (Popoli et al. 2012) and leads to the downregulation 
of EAAT2 and reduced glutamate clearance (Olivenza et al. 2000; de Vasconcellos-Bittencourt et 
al. 2011); but see (Reagan et al. 2004). Furthermore, the cumulative pathophysiology of chronic 
exposure to life stressors is one of the most reliable precipitating factors in the development of a 
depressive episode (Hill et al. 2012) and ceftriaxone has been reported to display antidepressant-like 
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effects (Mineur et al. 2007; Hashimoto 2009). Altogether, these findings stand for a crucial role of 
EAAT2 in shaping glutamate transmission and responses to stress. 
 
 5 - EAAT2 expression may underlie dorsal striatum alterations following chronic stress 
 
Given the (1) strong evidence of the importance of EAAT2 in shaping corticostriatal transmission 
(Goubard et al. 2011) and long-term plasticity (see Results - Article 2); (2) EAAT2 susceptibility to 
alterations following chronic stress (Popoli et al. 2012); and (3) the antidepressant-like effects of 
EAAT2 upregulation (Mineur et al. 2007), we hypothesize that EAAT2 might be involved in the 
dorsal striatum network remodeling following exposure to chronic stress. More precisely, on a 
molecular level, we would expect that EAAT2 is downregulated in DLS, thus promoting excessive 
spillover resulting in strengthening of the corticostriatal synaptic transmission. Furthermore, we 
would expect that these alterations in EAAT2 expression levels will trigger parallel 
electrophysiological changes in DLS and DMS corticostriatal synaptic transmission and plasticity. 
We would thus expect that restoring proper EAAT2 expression levels and function with chronic 
ceftriaxone treatment during the chronic stress exposure will rescue the corticostriatal synaptic 
transmission and plasticity. Finally, we speculate that these molecular and physiological changes 
would reflect imbalanced activation of the sensorimotor vs associative circuits, and thus, result in a 
lack of flexibility in shifting between goal-directed vs habitual behavior. Therefore, we would 
expect that ceftriaxone treatment would rescue adequate decision-making, and that, on the contrary, 
local DHK infusion in the DLS would promote habit-biased behavior in non-stress exposed control 
animals. 
 
In conclusion, it would be of a great significance to explore the modulation of corticostriatal 
plasticity in a chronic stress paradigm, therefore further demonstrating its susceptibly to undergo 
plastic changes with experience, together with the already demonstrated developmental changes 
(see Results - Article 1) and astrocytic involvement in its expression (see Results - Article 2). 
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ANNEX 
INTRODUCTION 
 
 
The main focus of this PhD work was the investigation of the proper conditions for STDP 
emergence in striatum. In addition, I was also involved in two other collaborative projects with 
colleagues working in the fields of computational neuroscience and biophysics. These projects can 
be viewed as a follow up of a first collaborative project about the determination of the extent to 
which obstructions (fiber bundles, blood vessels, glial cells, …) affect electrical signal propagation 
on a microscale (Nelson et al., 2013). 
 
I. ARTICLE 1 
Intracellular impedance measurements reveal non-ohmic properties of the extracellular 
medium around neurons. 
Gomès* JM, Bédard* C, Valtcheva S, Nelson M, Khokhlova V, Pouget P, Venance L, Bal T and 
Destexhe A, Biophys J Jan 5;110(1):234-46 (2016). 
 
The first project includes a quantitative study of the electrical properties of the extracellular space 
around neurons (Gomes et al., 2016). 
 
Introduction and rationale: 
Understanding the genesis of extracellular potentials and their exact source localization is a critical 
issue in experimental neuroscience where extracellular recordings are broadly used as readout of 
neural activity. Nevertheless, interpretation of such extracellular data may be a sensitive issue. The 
propagation of electric signals in brain tissue depends on its electric properties. It is classically 
admitted that the extracellular medium presents ohmic properties (i.e. resistive medium). This 
assumption mainly relies on data collected with metal electrodes (Logothetis et al., 2007). 
A previous study involving our team, indicated a marked frequency dependence of the brain tissue 
(Nelson et al., 2013). Indeed, dependent on the nature of the inhomogeneties, present in the 
extracellular medium, the electrical signal propagation is differently distorted. Such inhomogeneties 
(cell bodies, blood vessels, striatal fibers) impose a significant frequency filtering of the 
extracellular signal. These findings present an indirect evidence for nonresistive nature of the 
extracellular medium. 
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Results and conclusions: 
Here, we combined in vitro and in vivo whole-cell recordings with computational modeling to 
address the question of the exact biophysical nature of the extracellular medium. We introduced a 
method to measure the impedance of the tissue by preserving the intact cell-medium interface using 
whole-cell in vivo and in vitro. We found that neural tissue has marked non-ohmic and frequency-
filtering properties, which are, thus, not consistent with resistive medium as previously assumed. 
Furthermore, our computational model showed that the impact of such frequency-filtering 
properties might be important for the generation of local field potentials, as well as for the cable 
properties of neurons. 
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II. ARTICLE 2 
A recording circuit for cross-talk between recording channels and its implications for 
electrophysiology experimentation. 
Nelson M, Valtcheva S and Venance L (in preparation) 
 
In this second study, we addressed the issue of possible cross-talk which could arise from the 
simultaneous recording from two or more electrodes. 
 
Introduction and rationale: 
Using two or more electrodes for simultaneous intracellular and extracellular recordings or 
stimulation could have complications in interpreting the collected data as these methods are 
susceptible to capacitive cross-talk. However, estimations of the exact extend and the importance of 
suck cross-talk for neuroscience experimentation is still lacking. 
 
Results and conclusions: 
Here, we described a simplified electrical circuit to model simultaneous recording or stimulation 
with two or more electrodes. We further validated the model by using in vitro whole-cell recordings 
in brain slices where we could experimentally observe the occurrence of cross-talk. Our 
experimental data show that cross-talk increases with higher frequencies and with higher electrode 
impedance of the channel receiving the cross-talk. Nevertheless, cross-talk amplitudes remain a 
small fraction of the originating signal. The result would thus be negligible when both originating 
and receiving electrodes record signals of the same magnitude, as with multiple electrode 
extracellular recordings for example. However this effect can be noticeable in extracellular 
recordings when intracellular signals are recorded simultaneously on nearby channels, or in some 
cases when stimulation and simultaneous recording is applied, because of the different orders of 
magnitude of the two signals. 
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ABSTRACT 
 Modern neurophysiological experiments are being performed in an increasingly parallel 
fashion with simultaneous recordings from many channels often separated by very small distances. 
A unique methodological concern for multiple electrode experiments is that of capacitive coupling 
(cross-talk) between channels, to which such recordings would potentially be susceptible. Yet the 
nature of the cross-talk recording circuit is not widely known in the field and the extent to which it 
might practically affect the experiments being conducted today in neuroscience has never been 
investigated. Here we describe a simplified electrical circuit to model simultaneous recording or 
stimulation with two or more electrodes. We demonstrate the validity of the model across a range of 
experimental configurations, both intracellularly and extracellularly and for both in vitro brain slice 
and in vivo whole-brain preparations. Consistent with the model, cross-talk increases with higher 
frequencies and with higher electrode impedance of the channel receiving the cross-talk. Recorded 
cross-talk signals are characteristically positively phase shifted, leading the originating signal up to 
90 degrees. Nevertheless, cross-talk amplitudes remain a small fraction of the originating signal. 
For a typical extracellular recording electrode recording in our tests, .0006 of the original signal 
amplitude was transferred between channels at 900 Hz. The result would thus be negligible when 
both originating and receiving electrodes record signals of the same magnitude, as with multiple 
electrode extracellular recordings for example. However this effect can be noticeable in 
extracellular traces when intracellular signals are recorded simultaneously on nearby channels, or in 
some cases when stimulation and simultaneous recording is applied, because of the different orders 
of magnitude of the two signals. We experimentally demonstrate observable cross-talk of action 
potential waveforms between intracellular and extracellular channels. We then discuss some 
techniques for detecting and experimentally reducing cross-talk.  
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INTRODUCTION 
  Once upon a time in neuroscience, neurophysiological experiments were performed on a 
single channel at a time, including extracellular (Mountcastle 1957) and intracellular (Hodgkin et al. 
1952) experiments. Today neurophysiological experiments are performed in an increasingly parallel 
fashion with simultaneous recordings from many channels (Buzsáki 2004). Beyond merely 
increasing the throughput of a given experiment, multiple channel experiments afford unique 
inferences not available to single channel studies (Borst et al. 1995; Debanne et al. 2008).   
 A unique methodological concern for multiple electrode experiments is that of capacitive 
coupling (cross-talk) between channels. This coupling occurs along the lengths of electrode shanks 
located close to each other and is artificially introduced into the naturally occurring electrical 
circuits of the brain whenever simultaneous multiple electrode recordings are performed. Modern 
multi-channel neuronal recording methods have been becoming increasingly parallel with 
increasingly smaller inter-electrode distances (Khodagholy et al. 2015), raising the question of 
whether cross-talk would ever create a problem for these designs. Additionally, cross-talk will be 
more apparent for experiments involving large differences in amplitudes between signals (Nagaoka 
et al. 1992), with the larger amplitude signal more easily contaminating the smaller amplitude 
signal. This is precisely the case for simultaneous intracellular and extracellular experiments, which 
have seen increased interest in recent years (Hasenstaub et al. 2005; Poulet and Petersen 2008; 
Atallah and Scanziani 2009; Glickfeld et al. 2009; Poo and Isaacson 2009; Trevelyan 2009; Bazelot 
et al. 2010; Okun et al. 2010; Anastassiou et al. 2011, 2015; Nelson et al. 2013; Blot and Barbour 
2014; Gomes et al. 2016; Haider et al. 2016), among other situations.  
 Some neurophysiologists may be aware of the existence of cross-talk, but the nature of the 
cross-talk recording circuit is not widely known in the field and the extent to which it might 
practically affect the types experiments being conducted today in neuroscience has never been fully 
investigated. In reviewing the literature, we were only able to find the issue discussed in depth with 
respect to surface EMGs (Kilner et al., 2002; Farina et al., 2004, but see Nagaoka et al., 1992). 
Further, a mention of the potential concerns for cross-talk rarely appears in even the methodology 
sections of any papers (but see Blot and Barbour, 2014).  
 We sought to explore the topic of cross-talk in and present the details of import for 
neurophysiology experimenters and anyone interpreting multiple channel electrophysiological data. 
Here we review the signatures of cross-talk and present a simplified circuit and concurrent model to 
estimate cross-talk between channels. We experimentally verify the behavior of such circuits and 
describe the practical implications of cross-talk for present-day neurophysiology experiments.  
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METHODS 
 All experiments involving animals were performed in accordance with the local animal 
welfare committee (Center for Interdisciplinary Research in Biology) and EU guidelines (directive 
86/609/EEC).  
 
Recording procedures- Brain slice recordings 
Extracellular or whole-cell recordings of striatal neurons were performed in horizontal brain 
slices (330 μm) from Oncins France Strain A (OFA) rats (Charles River, L’Arbresle, France) 
(postnatal days P17-30), using procedures described previously (Fino et al. 2009). Using a 
temperature control system (Bathcontroller V, Luigs&Neumann, Ratingen, Germany) recordings 
were performed at 34°C. Slices were continuously superfused at 1.5-2 ml/min with an extracellular 
solution similar to cerebro-spinal fluid. The composition was (mM): 125 NaCl, 2.5 KCl, 25 glucose, 
25 NaHCO3, 1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, 10 M pyruvic acid bubbled with 95% O2 and 5% 
CO2. Pipettes used for whole-cell recordings were filled with (mM): 105 K-gluconate, 30 KCl, 10 
HEPES, 10 phosphocreatine, 4 ATP-Mg, 0.3 GTP-Na, 0.3 EGTA (adjusted to pH 7.35 with KOH). 
Pipettes used for extracellular recordings or stimulation were filled with the same extracellular 
solution used to bathe the slice. Recordings were made with EPC 10-3 amplifiers (HEKA 
Elektronik; Lambrecht, Germany) with a very high input impedance (~1 TΩ) to ensure there was no 
appreciable signal distortion imposed by the high impedance electrodes (Nelson et al. 2008). For all 
experiments, a circular reference electrode surrounding the slice was used to avoid biasing current 
travel in any direction.  
During the experiments, individual neurons and the microscale local composition of the 
extracellular space were identified using infrared-differential interference contrast video-
microscopy with a CCD camera (Optronis VX45; Kehl, Germany). For experiments that involved 
whole-cell recordings, target cells were chosen avoiding obvious extracellular obstructions (blood 
vessels, fiber bundles, etc.) that would not bias the amounts of obstructions in the slice in any 
direction (Nelson et al. 2013). Recorded neurons were identified as striatal output neurons based on 
apparent cell morphology, current-voltage relationships and specific firing patterns (Fino et al. 
2005, 2008).  
Recording pipettes of varying impedances across experiments (ranging from 1.7 to 17.2 
MΩ) were inserted into the slice via a micromanipulator, and either were used for whole-cell 
recordings or remained suspended in the extracellular space within the slice 100 μm below the 
surface of the slice. With the recording pipette in place, a signal pipette (6-8 MΩ impedance) filled 
with extracellular solution was placed suspended in the air above the bath, with its tip 
approximately 50 microns away in a lateral direction from the recording pipette shaft. Sinusoidal 
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stimuli were then driven through the signal pipette as described below. For the recording in Figure 
1, we varied the location of the recording pipette between recordings while maintaining the signal 
pipette in the same position.  
To calculate pipette impedance across frequencies, sinusoidal stimuli (see below for details) 
were applied with the pipette in the slice without other pipettes present. The pipette impedance for 
each frequency was taken as the ratio of voltage to current. For some recordings this was done 
while performing whole-cell recordings with that electrode.  
 
Recording procedures- In vivo recordings 
 In vivo experiments were conducted in adult male Sprague-Dawley rats (Charles River, 
L’Arbresle, France) weighing 275-300g. Rats were placed in a stereotaxic apparatus 
(Unimecanique, Asniere, France) after anesthesia induction with a 400mg/kg intra-peritoneal 
injection of chloral hydrate (Sigma-Aldrich, Saint-Quentin Fallavier, France). A deep anesthesia 
maintenance was ensured by intra-peritoneal infusion on demand of chloral hydrate delivered with a 
peristaltic pump set at 60mg/kg/hour turned on one hour after induction. Proper depth of anesthesia 
was assessed regularly by testing the cardiac rhythm, EcoG activity, the lack of response of mild 
hindpaw pinch and the lack of vibrissae movement. The electrocardiogram was monitored 
throughout the experiment and body temperature was maintained at 36.5° C by a homeothermic 
blanket. 
 Two craniotomies were performed, one for the insertion of a reference electrode in the 
somatosensory cerebral cortex (layer2/3) and one to allow the recording of activity from within the 
cortex. For the recording electrode, a 2x2 mm craniotomy was made to expose the left 
posteromedial barrel subfield at the following coordinates: posterior 3.0-3.5 mm from the bregma, 
lateral 4.0-4.5 mm from the midline. To increase recording stability the cistern was drained. 
 Recording pipettes of varying impedances across experiments (ranging from 1.7 to 9.2 MΩ) 
filled with extracellular solution were inserted into the brain and lowered 1.5 mm below the cortical 
surface. With the recording pipette in place, a signal pipette (6-8 MΩ impedance) filled with 
extracellular solution was placed suspended in the air above the brain, with a tip approximately 50 
microns away in a lateral direction from the recording pipette shaft. Sinusoidal stimuli were then 
driven through the signal pipette as described below.  
 
Stimuli-sinusoids 
Sine waves of 13 different frequencies were tested, varying approximately evenly on a 
logarithmic scale ranging from 6 Hz to 905 Hz. Specific frequencies tested were: 6, 12, 24, 40, 57, 
80, 113, 160, 225, 320, 450, 640 and 905 Hz. For some experimental configurations, not all 
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frequencies were gathered. Recordings were sampled at 16.7 kHz. 100 to 300 traces of 100 to 1500 
ms in length were averaged before recording the data to disk for offline analyses. Longer stimulus 
lengths and more traces were recorded for low frequency stimuli for which the cross-talk signal-to-
noise ratio was lower. The order of the presentation of the frequencies was randomized for each 
recording.  
For most configurations, stimuli were introduced with the signal electrode in voltage clamp 
mode in order to ensure constant voltage amplitude, regardless of the impedance from the signal 
electrode to ground. This was particularly important when the signal electrode was suspended in the 
air. The signal amplitudes for most configurations were 300 mV for frequencies from 6 Hz to 113 
Hz, and 50 mV for frequencies from 160 Hz to 926 Hz. For select experiments indicated, 
amplitudes of 100 μV across all frequencies were used to mimic typical extracellular LFP recording 
amplitudes. For the impedance measurements of the pipette in series with a neuron while the pipette 
performed a whole-cell recording, we used a constant current stimulus of 300 pA at every frequency 
to ensure that the current levels would not damage the recorded neuron. Intracellular and 
extracellular voltages were recorded completely unfiltered. Before conducting experiments, we 
verified via control recordings with an external signal generator in the bath without a slice that any 
amplitude changes or phase shifts introduced by the equipment into the recordings across 
frequencies were negligible.  
 
Natural LFP recordings 
 Extracellular recordings of natural LFPs were performed for both in-vitro slice preparations 
and in vivo whole-brain preparations. A recording pipette was suspended in the air approximately 
50 μm away from the shaft of the signal originating electrode which passively recorded potentials in 
two conditions: suspended in the air above the neural preparation (in vivo or in vitro), or inserted in 
the neural preparation at the same depths described above for the sinusoidal recordings for each 
preparation. For the in vitro preparation, dihydrokainic acid (Tocris Bioscience) (DHK, 300uM) 
was added to the slice to increase the spontaneous LFP activity by blocking glutamate re-uptake and 
neuronal depolarization. 5 minutes of spontaneous activity was recorded in both conditions.  
 
Natural action potential recordings 
To record the cross-talk effect of natural action potential waveforms, a recording electrode 
was placed submerged in the aCSF bath, but above the slice, 50 microns away laterally from the 
shaft of a pipette performing a whole-cell recording of a neuron. Repeated step-function current 
injections of 620 pA for 350 ms were applied to the neuron in order to elicit a large number of 
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spikes while recording the voltage continuously on both channels. These recordings were sampled 
at 50 kHz.  
 
Analyses 
Offline analyses were conducted in Matlab (Natick, MA). The amplitude and phase of each 
digitized recording at the known stimulus frequency were determined using techniques previously 
describe (Nelson et al. 2013). Noise levels were estimated for each experiment at each frequency by 
averaging across all the recordings in the experiment when the given frequency was not the 
frequency of the stimulus sinusoid. When averaging across experiments, the phase and amplitude of 
each measurement were first combined and averages were then performed in the complex plane, 
although we observed that for these data results were the same when  calculating the average 
amplitude and circular average phase individually.  
 For the analysis of natural LFPs, spectra were calculated using the function pwelch from 
matlab’s signal processing toolbox, dividing the data into 8 equal-length segments with 50% 
overlap. Segments were windowed with a Hamming window. The resulting spectra were smoothed 
on a log-log scale with each point showing the average spectrum over a width of 0.25 in base 10 log 
of frequency space, at a sampling distance of 0.25 in base 10 log of frequency. Results near 50 Hz 
were omitted.   
 
Equipment sources of cross-talk 
 We tested to rule-out equipment sources of cross-talk downstream of the amplifiers-
electrodes circuits we present here. This was done one channel at a time by attaching a BNC 
shorting cap to each channel and recording from that channel while the stimulation channel 
delivered sinusoidal current in the same manner as in the rest of our experiments. The resulting 
signal was flat on the shorted channel for all frequencies and configurations.  
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RESULTS 
We observed that when one electrode in a bath is placed near another electrode suspended in 
the air that is made to carry a sine wave voltage, some amount of the sine wave at the same 
frequency becomes present in the electrode in the bath (Figure 1A). Since the electrode from which 
the signal originates is suspended in the air, we can be certain that the voltage present in the second 
electrode in this situation results only from capacitive cross-talk between the electrodes. 
Importantly, this cross-talk would still be present in the case of simultaneous recordings with two or 
more electrodes placed in a neural preparation and might need to be considered when interpreting 
such data. Interestingly, after removing the second pipette from the bath, the recorded cross-talk 
signal increases considerably (Figure 1 B) and becomes instead in-phase with the original signal. 
When the electrode is moved far enough away, the recorded cross talk can be made to disappear 
entirely beneath the noise floor of the channel (Figure 1C).  
 
Equivalent circuit 
 We present a simplified recording circuit (Figure 2) to describe simultaneous recording of 
more than one channel. Additional complications could always be added to the circuit to improve 
precision, but this circuit suffices to describe the phenomena we explore here, which are the 
practical implications of cross-talk in neuroscience. To describe the implications of the circuit, we 
recall the behavior of a voltage divider shown in Figure 2C, which yields the resulting relationship:  
𝑉𝐵(𝜔)
𝑉𝐴(𝜔)
=
𝑍𝐵(𝜔)
𝑍𝐴(𝜔)+𝑍𝐵(𝜔)
  (1) 
where (𝜔) indicates that the given variable is a function of frequency. Thus, the ratio of 𝑉𝐵 to a 
signal that is present at 𝑉𝐴 connected in series along a path to ground is equal to the ratio of the 
impedance of the portion of the path following 𝑉𝐵 (i.e. 𝑍𝐵) to the impedance of the entire path 
(𝑍𝐴 + 𝑍𝐵). This relation follows from the application of Ohm’s law and a conservation of current. 
  We apply this basic concept to the circuit shown in Figure 2A and B which applies to both 
in vitro slice recordings or grounded in vivo whole brain recordings in order to derive an expression 
for the cross-talk voltage recorded. We denote the voltage present in the signal originating electrode 
to be 𝑉𝑒𝑙𝑒𝑐1. This voltage could arise from recording neural activity intracellularly or extracellularly 
as is shown in the circuit of Figure 2A, or from externally applied stimulation for example. A 
second electrode records a cross-talk voltage from the first electrode, which we denote as 𝑉𝑒𝑙𝑒𝑐2. 
Note that either electrode could be performing whole-cell recordings, as shown for electrode 1 in 
Figure 2A. Doing so would just add a component to the effective impedance at the electrode’s tip, 
but would not change the behavior of the overall circuit. The cross-talk voltage ratio can be reduced 
to the approximation in equation 2: 
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𝑉𝑒𝑙𝑒𝑐2(𝜔)
𝑉𝑒𝑙𝑒𝑐1(𝜔)
=
(𝑍𝑒𝑙𝑒𝑐2′+𝑍𝑒𝑥𝑡𝑟𝑎3‖(𝑍𝑒𝑥𝑡𝑟𝑎2+𝑍𝑒𝑥𝑡𝑟𝑎1))‖𝑍𝑎
𝑍𝑐𝑟𝑜𝑠𝑠+(𝑍𝑒𝑙𝑒𝑐2′+𝑍𝑒𝑥𝑡𝑟𝑎3‖(𝑍𝑒𝑥𝑡𝑟𝑎2+𝑍𝑒𝑥𝑡𝑟𝑎1))‖𝑍𝑎
 = 
𝑍𝑒𝑙𝑒𝑐2′′‖𝑍𝑎
𝑍𝑐𝑟𝑜𝑠𝑠+𝑍𝑒𝑙𝑒𝑐2′′‖𝑍𝑎
≈
𝑍𝑒𝑙𝑒𝑐2′′(𝜔)
𝑍𝑐𝑟𝑜𝑠𝑠(𝜔)+𝑍𝑒𝑙𝑒𝑐2′′(𝜔)
 
 (2) 
where ‖ represents impedances adding in parallel, and the effective electrode impedance is written 
as 𝑍𝑒𝑙𝑒𝑐2′′ = 𝑍𝑒𝑙𝑒𝑐2′ + 𝑍𝑒𝑥𝑡𝑟𝑎3‖(𝑍𝑒𝑥𝑡𝑟𝑎2 + 𝑍𝑒𝑥𝑡𝑟𝑎1), which incorporates the impedance in the neural 
preparation downstream of the electrode. The (𝜔) is omitted for intermediate variables for brevity 
above, but it should be known that every variable can potentially vary with frequency. 𝑍𝑒𝑙𝑒𝑐2′ 
corresponds to the potential inclusion of 𝑍𝑖𝑛𝑡𝑟𝑎 and 𝑍𝑚 in series with 𝑍𝑒𝑙𝑒𝑐2 if the electrode is used 
for whole-cell recordings. The approximation in the rightmost side of the equation holds if 𝑍𝑎 ≫
𝑍𝑒𝑙𝑒𝑐2′′, which is typically the case for the high input-impedance amplifiers used in brain slice 
recordings. In our setup, 𝑍𝑎 is reported to be ~1TΩ (HEKA Elektronik, Lambrecht, Germany) 
which is several orders of magnitude over our measured values of 𝑍𝑒𝑙𝑒𝑐2′′.  
 This circuit and equation indicates that the current contributing to cross-talk voltages crosses 
a capacitance between the electrode shafts and then, rather than only traveling to ground through the 
amplifier input impedance, much of the current travels through the second electrode tip into the 
neural preparation en route to ground, as indicated in Figure 2A. 𝑉𝑒𝑙𝑒𝑐2 is thus in between the 
impedances 𝑍𝑐𝑟𝑜𝑠𝑠 and 𝑍𝑒𝑙𝑒𝑐2′′ in a complete path to ground, and the resulting cross-talk voltage is 
describe by a voltage divider between those two impedances. This capacitive current traveling 
through the neural preparation is of course artificially introduced by the addition of these multiple 
electrodes and would not otherwise be present. Moreover, if 𝑍𝑐𝑟𝑜𝑠𝑠 ≫ 𝑍𝑒𝑙𝑒𝑐2′′ a final simplifying 
approximation of:  
𝑉𝑒𝑙𝑒𝑐2(𝜔)
𝑉𝑒𝑙𝑒𝑐1(𝜔)
≈
𝑍𝑒𝑙𝑒𝑐2′′(𝜔)
𝑍𝑐𝑟𝑜𝑠𝑠(𝜔)
  (3) 
 
can be considered, and the cross talk voltage magnitude will scale approximately linearly with the 
effective electrode impedance magnitude.  
 Equations 2 and 3 explain the increase in amplitude in Figure 1B when the electrode is 
removed from the bath, as this would have the effect of adding an additional very large capacitive 
impedance in series with 𝑍𝑒𝑙𝑒𝑐2, effectively raising the magnitude of 𝑍𝑒𝑙𝑒𝑐2′′ a large amount. Note 
that the behavior of this circuit stands in contrast with the circuit for single-channel electrode 
recording described in (Robinson 1968) and (Nelson et al. 2008), where the recorded voltage is 
effectively electrically independent of electrode impedance when high input-impedance initial 
amplifiers are used.   
 The phase of the signal is also well described by the above equations. 𝑍𝑐𝑟𝑜𝑠𝑠 will always 
have a phase angle of -90°. Equations 2 and 3 predict that the phase of the resulting ratio will thus 
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be approximately the phase angle of 𝑍𝑒𝑙𝑒𝑐2′′ plus 90°. Glass micropipettes are well described 
electrically by a simple frequency-independent resistance at the tip (see Figure 5) which has a phase 
of 0° across all frequencies. 𝑉𝑒𝑙𝑒𝑐2 for these electrodes would thus be phase shifted +90° relative to 
𝑉𝑒𝑙𝑒𝑐1, indicating the cross-talk component of 𝑉𝑒𝑙𝑒𝑐2 would lead 𝑉𝑒𝑙𝑒𝑐1 by that amount. This is 
precisely what is found in the example of Figure 1A. When the glass pipette is removed from the 
bath, 𝑍𝑒𝑙𝑒𝑐2′′ effectively becomes dominated by large capacitive impedances to ground. The phase 
of 𝑍𝑒𝑙𝑒𝑐2′′ effectively becomes -90°, equal to that of 𝑍𝑐𝑟𝑜𝑠𝑠. The cross-talk observed in 𝑉𝑒𝑙𝑒𝑐2 will 
thus be in-phase with 𝑉𝑒𝑙𝑒𝑐1 as well as a higher in amplitude, as is observed in Figure 1B. The 
resulting cross-talk phase recorded by metal microelectrodes will be positive but less than +90°, 
because the impedance phase of metal microelectrode tips are frequency dependent but between 0 
and -90° for the frequencies of interest to neuroscientists (Nelson et al. 2008).  
 As described above, to perform a measurement that approximately isolates the cross-talk 
component of 𝑉𝑒𝑙𝑒𝑐2, we placed the electrode carrying the source voltage above the bath. In the 
generalized circuit we present here, this would have the effect of adding an additional very large 
capacitive impedance in series with 𝑍𝑒𝑙𝑒𝑐1′, effectively leaving that portion of the circuit open, 
though for absolute precision, some current would still travel via this route into the bath or slice. 
This current would contribute to the voltage recorded by the second pipette in the bath or slice, 
combining additively with the cross-talk signal described in equations 2 and 3 above. However this 
contribution would be expected to be very low, as the relative voltage induced in the bath in this 
configuration is given by 
𝑍𝑏𝑎𝑡ℎ
𝑍𝑒𝑙𝑒𝑐1+𝑍𝑐𝑎𝑝1+𝑍𝑏𝑎𝑡ℎ
, where 𝑍𝑐𝑎𝑝1 is the capacitive impedance added by 
raising the first pipette above the water, and 𝑍𝑏𝑎𝑡ℎ is the impedance to reach ground after entering 
the bath. . Because 𝑍𝑏𝑎𝑡ℎ is expected to be much lower than the series combination of 𝑍𝑒𝑙𝑒𝑐1 and 
𝑍𝑐𝑎𝑝1, this contribution to 𝑉𝑒𝑙𝑒𝑐2 should be relatively negligible.  
 
Demonstrating and testing the equivalent circuit 
 Figure 3 demonstrates the existence of cross-talk recorded in an extracellular electrode when 
a voltage signal is sent through a nearby channel suspended in the air. At the signal levels tested 
here, the cross-talk rises above the noise, with higher magnitudes at higher frequencies and a phase 
that leads the originating signal voltage by about 90° across frequencies. We showed that this same 
effect is present in in vivo extracellular recordings across a range of electrode impedances (Figure 
4A). Specifically, the recorded cross-talk amplitude increased as the extracellular electrode 
impedance increased. Application of the model (equation 2) with the known impedance of the 
pipette permitted calculation of the cross-talk impedance, 𝑍𝑐𝑟𝑜𝑠𝑠 (Figure 4B). The values were 
nearly identical across electrodes, with some slight systematic differences across electrodes likely 
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resulting from differential effects of stray capacitance unaccounted for in the simplified model. 
𝑍𝑐𝑟𝑜𝑠𝑠 decreases linearly with frequency on a log-log scale with an approximate slope of -1 and a 
phase of nearly -90°, as anticipated for the impedance of a simple capacitance. Using the average 
value for 𝑍𝑐𝑟𝑜𝑠𝑠 and the known impedance of each extracellular electrode, we used the rightmost 
expression of equation 2 to predict the expected voltage ratio. These yielded close results to the 
observed data (solid versus dashed lines in Figure 4A), indicating that the quantitative predictions 
of the model are held in these data. Across frequencies and electrodes for this configuration we 
estimated the capacitance underlying 𝑍𝑐𝑟𝑜𝑠𝑠 to be 87 pF. 
 The calculations described above to determine the predicted values in Figure 4A assume that 
the pipette impedance is resistive and constant across frequencies, using the value estimated from 
Patchmaster software (HEKA Elektronik, Lambrecht, Germany) using a square biphasic pulse of 5 
ms duration per phase. We verified the assumption by performing single electrode tests measuring 
pipette impedances across for frequencies for a range of pipette impedances (Figure 5). The 
impedance of these pipettes is generally resistive (with phases near zero) and constant across 
frequencies. Some effects of stray capacitances can be observed though at high frequencies for high 
impedance pipettes, which causes a negative phase shift and depressed impedance moduli over 
those ranges. These effects are seen over these ranges because both higher frequencies and higher 
pipette resistances result in the parallel stray capacitive routes becoming increasingly less impeding 
relative to the direct route through the pipette tip. Note that observation that the impedance of glass 
micropipettes surrounding a metallic filament is well described as a constant resistance across 
frequencies stands in stark contrast to the impedance of metal microelectrodes, which are well 
modeled by resistance and capacitance in parallel (Robinson 1968; Grimnes and Martinsen 2008; 
Nelson et al. 2008). Considering that glass pipettes involve recording with a metallic inner filament, 
this can be explained by the fact that there is a low overall resistance in the very large metal to 
saline contact over the wire inside the pipettes. The impedance of the pipette is then dominated by 
the impedance at the pipette tip, which becomes large because of the microscopically small 
conductive opening there. This impedance through saline along a narrow passage still involves the 
transfer of ions through saline, which is resistive across frequencies (Grimnes and Martinsen 2008) 
thus resulting in the overall resistive and frequency independent nature of the glass pipettes used in 
slice electrophysiology.  
 
Cross-talk recorded on an intracellular channel 
 Cross-talk originating from a nearby channel can also affect intracellular recordings, 
drawing current into the recorded neuron and later the bath via the electrode performing the 
recordings in the same manner demonstrated above for extracellular recordings. Figure 6 shows that 
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signals originating from an electrode suspended in air were transmitted above noise levels across 
frequencies to a nearby electrode that was performing a whole-cell recording. The recorded voltage 
effects had a positive phase shift as in Figure 3, but that phase shift was less than 90 degrees, 
resulting from the negative phase of the impedance of the recorded neuron. We explored this further 
by directly measuring the total impedance of a pipette performing a whole-cell recording in a slice 
(Figure 7A) in a subsample of cells for which cross-talk recordings were later performed. The 
impedance rose over lower frequencies, with moderate negative phases near -30°, and local phase 
minima at about 40 Hz. These impedances reflect the value of 𝑍𝑒𝑙𝑒𝑐2′ in the model, as the pipette 
performing a whole-cell recording is considered as the recording pipette in this analysis. This 
impedance corresponds to the impedance of the pipette, the neuron and the extracellular space of 
the slice in series, and explains the observed phase shifts in the cross-talk voltages. The phase shifts 
predicted by the model approximation (equation 3) are 90° plus the phase of  𝑍𝑒𝑙𝑒𝑐2′, which matches 
reasonably well with the observed values, including the shape of the cross-talk phase across 
frequencies (Figure 7B).  
 
Practical Implications of the equivalent circuit 
 One can observe in Figure 3 that the overall ratio of recorded cross-talk voltage to the 
voltage in the originating signal is very low, peaking at 10^-3 at the highest frequencies we tested 
(~1 kHz), with even lower ratios than this for low frequencies. Are these ratios likely to cause a 
problem for multiple channel extracellular recordings? To test this we re-performed the same 
experiment as shown in Figure 3 for one experiment with lower originating signal peak-to-peak 
amplitudes of 200 μV, mimicking what would be a large voltage observed during an extracellular 
recording. Figure 8 shows that the cross-talk signal voltages do not exceed the noise level in the 
same recordings, for both the in vitro (Figure 8A) and in vivo preparations (Figure 8B). 
Importantly, these results indicate that even at close distances (here 50 μm of lateral separation at 
the pipette tips), there is no appreciable effect of cross-talk between extracellular recording channels 
for the amplitudes typically encountered for these recordings. 
 We tested the cross-talk transfer of spontaneous LFPs recorded from in vitro and in vivo 
preparations. For each preparation, a recording pipette was suspended in the air 50 microns away 
from the shaft of a signal pipette under two conditions: when the signal pipette was suspended in 
the air as well or when it was placed in a slice or brain recording spontaneous LFPs. There was no 
appreciable difference in the power spectra recorded between the two conditions for both slice and 
in vivo preparations, and the condition where LFPs were recorded in the signal electrode actually 
showed slightly less power across frequencies (Figure 9). The extracellular potentials recorded by 
the signal electrode were too weak to have an appreciable effect through cross-talk. 
  231 
 However, when performing simultaneous intracellular and extracellular recordings, the 
amplitudes differ by several orders of magnitude. Are the effects of cross-talk from natural signals 
in this situation observable? We tested this by recording a neuron in whole-cell mode with one 
pipette and eliciting it to spike using step injections of current while measuring the spike-triggered 
average resulting potentials recorded from a second pipette submerged in the bath but not in the 
slice. Figure 10 shows the average waveform recorded on the recording pipette, which matches the 
predicted waveform by equation 2. The recorded cross-talk waveform is a distorted version of the 
intracellular waveform, and is distinct in shape from extracellular spike waveforms recorded in 
absence of cross-talk which are typically negative going at their largest amplitude point. The 
waveform peaks before the intracellular waveform, resulting from the positive phase shift across 
frequencies described above. The peak cross-talk waveform voltage recorded here was 6.7 μV.  
  Note though that the intracellular spikes appear to have a baseline of -30 mV roughly, 
because we excited the neuron to this elevated baseline level. Completely natural spikes without 
this elevated baseline potential would be expected to have larger amplitudes and equally large 
resulting cross-talk waveforms.  
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DISCUSSION 
 We have demonstrated the existence of cross-talk between multiple channels in typical 
neuroscience preparations. We have presented a simplified electrical circuit model to explain the 
behavior of this circuit and developed simple equations to capture the bulk of the circuit’s behavior. 
We demonstrated experimentally both in in vitro slice preparations and in vivo whole brain 
preparations that this model accurately describes cross-talk and amplitudes and phases. We have 
shown that the equations we describe can be used to predict cross-talk waveforms in novel 
situations.  This cross-talk recorded on a given electrode will increase with its impedance and will 
have a positive phase shift so that the cross-talk voltage leads the originating signal voltage. We 
find that for a 1.7 MΩ pipette, a fraction of 0.0006 of the originating signal amplitude is recorded 
when separated by 50 μm from the signal pipette in our experiment (Figure 4A). This ratio will 
increase for higher frequencies and with less separation between the shafts of the recording 
electrodes. We have shown with artificial and natural stimuli that recordings of similar amplitude 
levels will not be affected by appreciably affected. However signals of largely differing amplitudes 
including simultaneous intracellular and extracellular recordings, or simultaneous stimulation and 
recording can have appreciable cross-talk effects that should be considered by experimenters and 
readers interpreting these data.  
 
Practical implications of cross-talk in neuroscience  
 We find that multiple extracellular recordings are likely not to be affected by cross-talk 
considerably, nor are as far as we can tell EEG recordings. The results in Figures 8 and 9 are of 
course good news for modern multiple-electrode recording designs (e.g. (Maynard et al. 1997; 
Khodagholy et al. 2015) which have increasingly smaller separations between recording channels. 
Here we tested a distance of 50 μm and found no noticeable cross-talk for signals at approximate 
amplitude of typical LFPs. We do note however that the 50 μm that we mention here is the 
minimum distance between channels in our experiments. More so than just the minimum distance 
between channels, the integrated distance of the entire electrical paths between the channels up until 
the initial headstage amplifiers is the critical factor in the determination of cross-talk magnitude. 
The collection of wires across the multiple channels leading to the headstage for modern multiple-
electrode arrays is likely to be the limiting factor that would lead to cross-talk problems for these 
designs if they are to occur, which we did not investigate here.  
 Cross-talk may warrant special consideration for simultaneous intracellular and extracellular 
experiments however. Intracellular experiments vary on the order of tens of millivolts, with peak-
to-peak action potential amplitudes exceeding 100 mV, while extracellular potentials on the order of 
tens of microvolts can be of interest in extracellular recordings. In consideration of spike shapes in 
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particular, we note that the distorted, positive-peaked spike shape resulting from cross-talk will be 
one noticeable sign of potential cross-talk. Recording of classically-shaped negative-peaked action 
potentials that match the extracellular spike shape in recordings when the intracellular electrode is 
not present is a positive sign that the resulting waveform was not a result of cross-talk, though 
cross-talk waveforms could have impacted the precision of the resulting waveform measurement. 
Describing tests for cross-talk and indication of what cross-talk amplitudes were in these 
experiments would allow the user to better assess the precision of the resulting measurement.  
 Some of the most important results in the literature involving simultaneous intra- and 
extracellular measurements are classical studies from Gyori Buzsáki's group (Buzsáki et al. 1996; 
Henze et al. 2000) as well as recent work from (Anastassiou et al. 2015). In these papers the 
extracellular waveforms recorded are perfectly in line with waveforms recorded in scores of other 
extracellular recording only experiments. Through personal communication with the authors, we 
know that they were aware of the issue when conducting the experiment and took steps to reduce 
cross-talk, but this or what they did was not mentioned in the published text. Recent work continues 
these works in an impressive fashion in slice recordings   
 The questions we raise are not imply that all articles employing this methodology are certain 
to have cross-talk concerns, or that such concerns if they exist necessarily invalidate every 
conclusion of the paper. Taking one recent example in the literature, (Haider et al. 2016) used a 
regularized linear regression technique to explore coupling between simultaneously recorded 
intracellular and extracellular data. The distances between their electrodes (from 0.2 to 1.1 mm, on 
average 0.5 mm) may be sufficiently large to avoid concern, in addition to the fact that much of 
their results are driven by lower frequencies where cross-talk is less of a concern, especially for the 
pipettes they use to perform extracellular recordings. Our intention here is to review the cross-talk 
effect, which we feel may not be well-known by everyone in the field and implore readers and 
experimenters to then consider the effect in the future when it is appropriate. 
  Stimulation with simultaneous recording paradigms may also be susceptible to this in the 
same fashion (Anastassiou et al. 2011; Nelson et al. 2013), since the stimulating electrodes and 
extracellular recording electrodes may have vastly differing voltage magnitudes. Other techniques 
averaging over many events to reveal a small signal may also be susceptible to concern (Bakkum et 
al. 2013; Teleńczuk et al. 2015). 
 
Signs of the occurrence of cross talk 
 There are some signals that experimenters can look for in their data as potential red flags for 
the presence of cross-talk.  
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 A positive phase shift between a recording and a potential cross-talk source is one sign. This 
phase will be 90° if the signal is recorded with a glass pipette, but between 0 and 90° with more 
variation across frequencies if the signal is recorded with typical metal microelectrodes because of 
the phase of metal microelectrode impedances (Nelson et al. 2008).  
 Another cross-talk red flag is if the effect increases with electrode impedance across 
experiments where that parameter varied. Note this increase of voltage with electrode impedance is 
different from the single-channel behavior of recording a signal from the neural preparation in 
series with the electrode tip (Nelson et al. 2008). If using the correctly designed amplifiers, this will 
be independent of electrode impedance. Though both this circuit and the cross-talk circuit we 
describe here operate essentially as voltage dividers, the pipette impedance is on opposite sides of 
the mid-point voltage along the shaft of the electrode, which is what gets recorded during the 
experiments. In the cross-talk circuit, the current in the electrode shaft flows in the reverse direction 
to what is typically considered; after going across 𝑍𝑐𝑟𝑜𝑠𝑠 the current flows across the electrode tip 
and back into the neural preparation and towards the ground there. 𝑍𝑒𝑙𝑒𝑐2′′ thus takes the place of 
𝑍𝑎′ from the single electrode circuit (Nelson et al. 2008) and  𝑍𝑐𝑟𝑜𝑠𝑠 takes the place of 𝑍𝑒′. 
 If the recorded amplitude decreases with an increase in distance from a suspected cross-talk 
voltage source, this would indicate the presence of cross-talk. However in many cases this 
dependence on distance may be difficult to disentangle from an effect of the distance from the 
desired signal source. For example, consider the measurements in (Anastassiou et al. 2015) 
simultaneously recording spike waveforms of the same neuron with an intracellular and 
extracellular electrode. Showing that the recorded potential in this instance decreases as the distance 
between the two electrodes increases likely gives no information about the presence of cross-talk 
since this decrease would happen to both cross-talk and desired voltage signal sources of the 
recorded voltage. In this case, maintaining the electrode tip position while varying the extracellular 
electrode orientation to be as perpendicular as possible to the intracellular electrode would affect the 
recording of cross-talk but not recording from the intended signal voltage. The authors may have 
even performed this very test, but it’s not mentioned in the article, so it’s difficult to say. 
 
How to prevent and deal with cross talk 
 Here we review some ways to help address the issue of crosstalk for a study where it could 
be a concern. Distance of a recording electrode to potential cross-talk sources should be maximized, 
especially if the potential cross-talk source has a much larger amplitude than the signals of interest 
or the noise floor of the recording on the second channel being made. To this end, we note that the 
capacitance, which is to be minimized, will be proportional to the area of overlap between the two 
electrodes. Therefore the integrated distance between channels along the entire path of current 
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traveled between each electrode’s tip and the primary headstage of the recording equipment should 
be maximized in instances where cross-talk is a concern. To maximize this distance for given 
recordings at two distinct points in space, the electrode shafts should be made to be as perpendicular 
as possible given the physical constraints of the recording.  
 As we have shown here, minimizing electrode impedance is another way to decrease the 
amplitude of cross-talk. Doing so however will decrease the noise floor of the electrode by roughly 
the same amount considering thermal noise, which will not make the cross-talk less visible relative 
to that. However both the thermal noise and cross-talk will be decreased in amplitude relative to the 
target signal being recorded, so minimizing electrode impedance inasmuch as it does not interfere 
with other aims of the study at hand is generally a good idea.  
 Inferences involving neural activity over lower frequencies will be less susceptible to cross-
talk. This dependence will be stronger when the channel potentially receiving cross-talk is a micro-
pipette as opposed to metal microelectrodes. The dominant element giving rise to the impedance of 
glass micropipettes is an essentially pure resistance at the narrow pipette tip. This is constant in 
amplitude and has a phase of 0° across frequencies, which data we present here verifies (Figure 5). 
Equations 2 and 3 shows that cross-talk at lower frequencies will thus be attenuated because 𝑍𝑐𝑟𝑜𝑠𝑠 
increases with lower frequencies, as it reflects the ratio of the recording electrode impedance to 
𝑍𝑐𝑟𝑜𝑠𝑠. In contrast, the impedance of metal microelectrodes rises at lower frequencies, but not as 
steeply as 𝑍𝑐𝑟𝑜𝑠𝑠. 𝑍𝑐𝑟𝑜𝑠𝑠 is a purely capacitive impedance that increases with lower frequencies, 
with a  slope of -1 on a log-log scale. The slope of common metal-microelectrode impedance 
against frequency is less steep, and is roughly -0.6 with some differences at different frequencies 
(Nelson et al. 2008). Thus there is expected to be some increase in cross-talk for higher frequencies 
for metal microelectrode recordings, but less frequency dependence than glass pipette recordings.  
 If cross-talk has been recorded between two channels, in some cases the contamination can 
be removed after recording using a ‘blind signal  separation’ algorithm described in (Kilner et al. 
2002). 
 
Implications, continued 
 People should write in their methods everything an outside person reading the article would 
need to reproduce it. We are aware that describing this type of information might not always make 
for the sexiest, most captivating prose in the world, but the details can be included in supplementary 
materials for example free of cost and journal space and without distracting from the message/story 
of the main text for the majority of interested readers. Particularly with increased attention to 
replication issues in science, the field needs to realize that the success of a particular study does not 
come merely when it is published, but rather when it is published and reproduced in an unrelated 
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laboratory. When publishing results, neuroscientists should be eager to help others to replicate their 
finding, not to show off an impossible feat that only the authors of the paper with their expertise are 
able to accomplish. Including all of the methodological details necessary for someone to do this we 
view is an important part of this process. It is our experience broadly in the neuroscience literature 
that this often does not happen.  
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FIGURE LEGENDS 
Figure 1. Evidence of cross-talk between channels. The same 40 Hz sine wave signal is sent 
through the electrode on the left while it is suspended in the air and a second recording micropipette 
records signals at three different locations. A: In the bath. B: Just above the surface of the bath, near 
the signal electrode. C: Above the bath and far away from the signal electrode. Data traces show 
raw single recordings. Note the y-axis scaling of the recorded signal at each location. The same x-
axis scaling is used for all plots. 
 
Figure 2. Equivalent circuit model for simultaneous intracellular and extracellular recordings. A: A 
hypothetical simultaneous recording with two glass micropipette electrodes is illustrated, with the 
pipette on the left performing a whole-cell recording of a neuron while the pipette on the right 
records extracellularly. The equivalent recording circuit model in black is overlaid on the 
illustration of the experiment. Both pipettes are connected to amplifiers with input impedances 𝑍𝑎 
recording signals 𝑉𝑒𝑙𝑒𝑐1 and 𝑉𝑒𝑙𝑒𝑐2, respectively. This diagram and circuit could describe the 
behavior of either a slice recording or an in vivo recording with a grounded reference in contact 
with the neural tissue. Grounding in the bath as for a slice preparation is indicated. The arrow 
labeled 𝐼𝑐𝑟𝑜𝑠𝑠 indicates the path of current flow that gives rise to the cross-talk contamination added 
to 𝑉𝑒𝑙𝑒𝑐2. B: Schematic of the recording circuit diagram shown in A with impedance elements of 
arbitrary phases replacing parallel combinations of capacitance and resistance. 𝑍𝑒𝑙𝑒𝑐1′ and 𝑍𝑒𝑙𝑒𝑐2′ 
correspond to the potential inclusion of 𝑍𝑖𝑛𝑡𝑟𝑎 and 𝑍𝑚 in series with 𝑍𝑒𝑙𝑒𝑐1 or 𝑍𝑒𝑙𝑒𝑐2 if either 
channel is performing a whole-cell recording. The equivalent circuit otherwise functions the same 
with or without a neuron recording taking place on either channel. C: Abstract schematic of a 
voltage divider circuit. This simple circuit leads to the relations shown in equation 1. 
 
Figure 3. Recorded cross-talk across frequencies by an extracellular electrode. Blue traces show the 
voltage recorded across frequencies with a pipette recording extracellularly in a slice while 
sinusoidal signals of different frequencies are sent through a nearby signal electrode suspended 
above the bath a fixed distance away from the extracellular electrode (50 μm laterally). Red traces 
correspond to estimates of the noise levels obtained from the same recordings, using the recordings 
when no signal was present for each frequency. Five recordings were made with similar impedances 
of both pipettes. The shaded regions show the standard errors of the mean across recordings. The 
top plot shows the amplitude ratio of the voltage, specifically the recording channel amplitude 
divided by the signal channel amplitude. The bottom plot shows the phase of the recording channel 
relative to the phase of the signal channel. The dashed line indicates a phase of 90°. 
 
  240 
Figure 4. Cross-talk recordings in extracellular electrodes in vivo across a range of impedances. A: 
Amplitude (top) and phase (bottom) of an extracellular electrode recording from the cortex of an 
anesthetized rat while sinusoidal signals are sent through a second electrode suspended above the 
rat’s brain near the first electrode. Extracellular electrodes with impedances of 1.7, 4.8 and 9.2 MΩ 
across frequencies were used in separate recordings, with the darker traces corresponding to higher 
impedances. Blue traces show the voltage at the frequency used to drive the signal in the suspended 
electrode. Red traces correspond to estimates of the noise levels obtained from the same recordings, 
using the recordings when no signal was present for each frequency. Dashed blue lines show the 
amplitude values predicted by the model given each electrode’s known impedance value. The 
expected voltage phase of 90° is shown with a horizontal dashed line in the lower panel. B: 
Estimations of the amplitude (top) and phase (bottom) of 𝑍𝑐𝑟𝑜𝑠𝑠 for each electrode using these same 
data. The average value for 𝑍𝑐𝑟𝑜𝑠𝑠 across all three electrodes was used to derive the predicted 
voltage ratios shown with dashed lines in the left panel. The dashed black line in the upper plot 
shows the regression line approximating the average 𝑍𝑐𝑟𝑜𝑠𝑠 amplitude, and the horizontal dashed 
line in the lower plots marks the phase of -90°, which is expected for the impedance across a simple 
capacitance.  
 
Figure 5. Pipette impedances. Impedance amplitude (top) and phase (bottom) measured from single 
pipettes suspended in a brain slice. The impedance is generally resistive and constant across 
frequencies, with some stray capacitance causing a negative phase shift and depressed impedance 
moduli observed at high frequencies for high impedance pipettes.  
 
Figure 6. Cross-talk recorded in pipettes performing intracellular recordings. Blue traces 
correspond to signal frequency voltage recorded by a pipette performing a whole-cell recording 
while sinusoidal signals of different frequencies are sent through a nearby signal-originating 
electrode suspended above the bath a fixed distance away (50 μm laterally). Red traces correspond 
to estimates of the noise levels in the recording channel obtained from the same recordings, based 
on the recordings where no signal was present at that frequency for each frequency. 6 different 
neurons were recorded with similar impedances of both pipettes. The shaded regions show the 
standard errors of the mean across recordings. The top plot shows the amplitude of the voltage 
while the bottom plot shows the phase. The dashed line indicates a phase of 90°. 
 
Figure 7. Whole-cell recording impedance and resulting cross talk. A: The impedance of a whole-
cell recording configuration was measured across frequencies for 2 different whole-cell recordings, 
following the same procedure as in Figure 5. The top panel shows the absolute impedance 
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amplitude and the bottom panel shows the impedance phase. B: Cross-talk recorded from a nearby 
electrode suspended in the air in the same 2 whole-cell recordings.  The upper panel shows the 
amplitude ratio (the whole-cell recording channel amplitude divided by the amplitude of the signal 
channel suspended in air). The lower panel shows the phase of the whole-cell recording channel 
relative to the phase of the signal channel suspended in air. The dashed lines in the lower panel 
indicate the predicted phase across frequencies, given the measurements shown in A.  
 
Figure 8. Cross-talk of signals at amplitudes seen during extracellular recordings does not exceed 
noise levels. A: An example in vitro recording session using stimuli woth peak-to-peak amplitudes 
of 200 μV and a recording pipette impedance of 1.1 MΩ. B: Example in vivo recording sessions 
using stimuli of amplitude 200 μV for the same pipettes shown in Figure 4 (1.7, 4.8 and 9.2 MΩ).  
  
Figure 9. Recorded natural LFP fluctuations are too weak to create appreciable cross-talk voltages 
in neighboring electrodes. A: Power spectral density across frequencies recorded on a 1.4 MΩ 
pipette suspended in the air next to a signal originating electrode that was either suspended in the 
air, or recording spontaneous LFPs from a slice preparation. B: The same for a 0.8 MΩ pipette with 
a signal originating electrode alternately placed in the air or in the brain in an in vivo preparation.  
 
Figure 10. Intracellular spike waveforms lead to cross-talk on nearby extracellular channels. A 
neuron was recorded in a whole-cell configuration and elicited to spike with a second 7.5 MΩ 
recording pipette submerged in the bath above the slice, at a 50 μm lateral distance from the shaft of 
the pipette used for whole-cell recordings. The top panel shows the intracellular waveform averaged 
over 2648 elicited spikes. The bottom panel solid line shows the waveform of the recording pipette 
in the bath averaged over the same spikes. The dashed line shows the cross-talk waveform predicted 
by equation 2 from the recorded intracellular waveform given the recording pipette’s measured 
impedance and estimates of the inter-channel capacitance at that distance from other recordings. 
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