The cycling operation endows the super summit set S x of any element x of a Garside group G with the structure of a directed graph Γ x . We establish that the subset U x of S x consisting of the circuits of Γ x can be used instead of S x for deciding conjugacy to x in G, yielding a faster and more practical solution to the conjugacy problem for Garside groups. Moreover, we present a probabilistic approach to the conjugacy search problem in Garside groups. The results are likely to have implications for the security of recently proposed cryptosystems based on the hardness of problems related to the conjugacy (search) problem in braid groups.
Introduction
Given a group G, the conjugacy problem in G is to decide for given elements a, b ∈ G, whether a and b are conjugate in G, that is, whether there exists an element c ∈ G such that a c = b. The conjugacy search problem in G, on the other hand, is to find for given elements a and b which are known to be conjugate in G, an element c ∈ G such that a c = b.
Both problems are known to be solvable in Garside groups, that is, in particular in braid groups [1, 2, 3, 4, 5] . However, all known algorithms involve computing a particular invariant of the conjugacy class, the so-called super summit set, for either a or b and both the memory and the time complexity of these algorithms are proportional to the cardinality of this set. In the case of the braid group B n , the best proven bound for this cardinality is exponential in both the braid index n and the element length r and, while the existence of polynomial bounds is conjectured, computations in practice are hard or infeasible even for moderate values of n and r. Recently, braid groups came under interest as possible sources for public key cryptosystems and the security of most of the proposed cryptosystems depends on the hardness of variations of the conjugacy (search) problem [6, 7] . Hence an improved understanding of the conjugacy problems is highly desirable. The crucial point in computing the super summit set S x of an element x is the following "convexity" property: For any pair of elements u, v ∈ S x there are elements u 0 , . . . , u k with u 0 = u and u k = v, such that for i = 1, . . . , k, u i is obtained from u i−1 by conjugation with a suitable element from a finite set D. This allows us to compute S x , starting with a single representative, as closure with respect to conjugation by elements of D.
In this paper we establish that a subset of the super summit set, which in general is much smaller, can be used for deciding conjugacy in Garside groups. The set S x can be endowed with the structure of a directed graph and we will show that the union of the circuits of this graph has the same "convexity" property as described above, that is, can be computed in a similar way. The graph structure used for proving this result also yields a fast probabilistic algorithm for solving the conjugacy search problem.
Garside Groups and Monoids
We start with a brief review of some basic terminology and facts about Garside groups. The results can be found, for example, in [1, 2, 3, 4, 8, 9, 10] . Throughout this section, let M be a (left and right) cancellative monoid. M is called atomic if M is generated by its atoms and if for every a ∈ M there exists a bound N a such that a cannot be written as product of more than N a atoms. Definition 1.5 Let M be a Garside monoid. Its group of fractions G is called a Garside group. We identify the elements of M with their images in G and call them the positive elements of G. Let τ : x → x δ = δ −1 xδ be the automorphism of G induced by conjugation with δ. The partial orderings and , and thus the notions of left gcd and left lcm, can be extended to G as follows. For a, b ∈ G, we say a b if there exists an element c ∈ M such that ac = b and we say a b if there exists an element c ∈ M such that a = cb. Clearly and are invariant under τ . Example 1.6 Consider the monoid B + n defined by the presentation
Its quotient group is the braid group B n on n strings [11] . B + n is a Garside monoid with Garside element (σ 1 · · · σ n−1 )(σ 1 · · · σ n−2 ) · · · (σ 1 σ 2 )σ 1 . The positive elements of B n are simply the words in σ 1 , . . . , σ n−1 not involving inverses of generators. There are n! simple elements, corresponding to those braids in which any two strings cross at most once. A simple element is described uniquely by the permutation it induces on the strings and every permutation of the n strings corresponds to a simple element. Example 1.7 The monoid BKL + n generated by {a t,s : n ≥ t > s ≥ 1} subject to the relations a t,s a r,q = a r,q a t,s if (t − r)(t − q)(s − r)(s − q) > 0 a t,s a s,r = a t,r a t,s = a s,r a t,r if t > s > r
also has the braid group B n as its quotient group [3] . In terms of presen-
is a possible choice for the generators a t,s . BKL + n is a Garside monoid with Garside element a n,n−1 a n−1,n−2 · · · a 2,1 . The number of simple elements of BKL + n is (2n)!/(n!(n + 1)!). Again, a simple element is described uniquely by the permutation it induces on the strings, but not every permutation of the n strings corresponds to a simple element. Notation 1.8 From now on let M be a Garside monoid with Garside group G, Garside element δ and set of simple elements D.
Normal Forms
Definition 1.9 By Theorem 1.4 there exist for every x ∈ G integers r ≥ 0 and k such that δ k x δ k+r . Choose k maximal and r minimal subject to this condition. We call k the infimum, denoted by inf(x), r the canonical length, denoted len(x), and k + r the supremum, denoted by sup(x), of x. There are uniquely defined elements A 1 , . . . , A r ∈ D such that x = δ k A 1 · · · A r and A −1 i δ ∧ A i+1 = 1 for i = 1, . . . , r − 1. We call this representation of x the normal form of x. Obviously,
Super Summit Sets
The notion of super summit sets was developed in [1] and [2] in the context of braid groups and extended to Garside groups in [4] . It is crucial for testing conjugacy in Garside groups. More details and proofs of the results quoted in this section can be found in the references above. Definition 1.10 Let x ∈ G and denote by x G the set of conjugates of x. Let inf s (x) = max{inf(y) : y ∈ x G } and sup s (x) = min{sup(y) :
The set S x = {y ∈ x G : inf(y) = inf s (x), sup(y) = sup s (x)} is called the super summit set of x. We define len s (x) = sup s (x) − inf s (x).
. We call c(x) and d(x) the cycling of x and the decycling of x, respectively. Theorem 1.12 ([2] , [4] , [12] ) Let x ∈ G. (a) S x is finite and not empty. (b) A representative of S x can be obtained effectively by applying a finite sequence of cycling and decycling operations to x.
The following result is crucial for computing the super summit set of an element. Theorem 1.13 (El-Rifai, Morton [2] ; Picantin [4] ) Let x ∈ G. (a) For any y, z ∈ S x there exists u ∈ M such that y u = z. (b) If y ∈ S x and u ∈ M such that y u ∈ S x then y δ∧u ∈ S x . (c) For any y, z ∈ S x there exist elements y 0 , . . . , y t ∈ S x and elements c 1 , . . . , c t ∈ D such that y 0 = y, y t = z and y
Hence S x can be computed as follows. First obtainx ∈ S x according to Theorem 1.12 (b) and set S = {x}. Now keep conjugating elements of S by sim-ple elements and add those conjugates with infimum inf s (x) and supremum sup s (x) to S. When no new elements of S x can be found using this method, that is, S = {y c : y ∈ S, c ∈ D, y c ∈ S x }, then S = S x .
Franco and González-Meneses improved this algorithm as follows.
Theorem 1.14 (Franco, González-Meneses [5] ) Let x ∈ G, y ∈ S x and u, v ∈ D. If y u ∈ S x and y v ∈ S x then y u∧v ∈ S x .
Hence, for an element y ∈ S in the algorithm outlined above, only the conjugates by those elements which are minimal with respect to in the set {c ∈ D : c = 1, y c ∈ S x } have to be considered. Franco and González-Meneses remark in [5] that the number of such -minimal elements is bounded by the number of atoms in M and give an algorithm for computing them.
Testing Conjugacy of Elements
Since S x by definition only depends on the conjugacy class of x, conjugacy of elements x and y of G can be tested as follows [2, 4, 5] . Compute representativesx of S x andỹ of S y according to Theorem 1.12 (b). If inf(x) = inf(ỹ) or sup(x) = sup(ỹ) then x and y are not conjugate. Otherwise, start computing S x as described in Section 1.3. The elements x and y are conjugate if and only ifỹ ∈ S x . Note that if x and y are conjugate, an element conjugating x to y can be found by keeping track of the conjugations during the computations ofx,ỹ and S x .
Remark 1.15
It is obvious that in the worst case, both the space and the time requirements of the algorithm outlined above are proportional to the cardinality of S x . In the cases of the monoids B + n and BKL + n , the only known upper bounds for the size of S x are exponential in n and len(x). It is conjectured however, that for fixed n, at least for B + n a polynomial bound in len(x) exists [8] . Nevertheless, the rapidly growing super summit sets make computations in general infeasible for values larger than n ≈ 10 due to lack of memory. Note also that distributing the computation of S x is not practical, as the set S defined in Section 1.3 is constantly accessed and modified by all nodes.
Ultra Summit Sets
Definition 1.16 By Theorem 1.12, the super summit set S x of x ∈ G can be made into a finite directed graph Γ x with set of vertices S x and set of edges {(y, c(y)) : y ∈ S x }. Obviously, τ induces an automorphism of Γ x . Let U x , the ultra summit set of x, be the subset of vertices which are contained in a circuit of Γ x , that is, U x = {y ∈ S x : c k (y) = y for some k > 0}.
For y ∈ S x , define the trajectory
can be obtained by computing T y for an arbitrary y ∈ S x . For any z ∈ T y , computing s z ∈ M satisfying y sz = z is straightforward.
The following main result of this paper will be proved in Section 2.
Corollary 1.18 Let x ∈ G and y, z ∈ U x . There exist elements y 0 , . . . , y t ∈ U x and elements c 1 , . . . , c t ∈ D such that y 0 = y, y t = z and y
Proof: We may assume y = z. First note that y ∈ U x implies y δ = τ (y) ∈ U x as τ is an automorphism of Γ x . By Theorem 1.13 (a), there exists u ∈ M with y u = z. Let s = sup(u). Choose c 1 = δ ∧ u ∈ D and let y 1 = y c 1 and 
Proof: This follows directly from Corollary 1.18. 2
The following result will also be proved in Section 2. Theorem 1.21 Let x ∈ G, y ∈ U x and z ∈ T y . For any s ∈ C z there exists t ∈ C y such that z s ∈ T y t .
Algorithm 1.22
Given an element x of a Garside group, the following algorithm computes the ultra summit set U x of x.
for y ∈ {y 1 , . . . , y m } do Compute C y and set U = U ∪ c∈Cy T y c .
[ * ] end for end while return U The computation of the set C y in step [ * ] will be discussed in Section 4.
Two elements x and y of G are conjugate in G if and only if U x = U y , or indeed, if and only if U x ∩ U y = ∅. Hence, conjugacy of elements x and y of G can be tested, and a conjugating element can be computed, as outlined in Section 1.4, using ultra summit sets instead of super summit sets.
2 Proof of Theorems 1.17 and 1.21
Throughout this section let x ∈ G be an element of its super summit set with non-zero canonical length, that is, let δ k A 1 · · · A r be the normal form of x, with r > 0, k = inf(x) = inf s (x) and r + k = sup(x) = sup s (x). We need to understand how the normal forms of conjugates of x are related to the normal form of x. Proposition 2.1 Let x be as above and let u ∈ M such that x u ∈ S x . There are elements u 0 , . . . , u r in M such that u 0 = τ k (u), u r = u and the normal form of x u is δ k (u
Here, the factors in brackets are understood to be the simple elements occurring in the normal form of
. . , r − 1. By the observation in Definition 1.9, w i has infimum 0 and canonical length r + 1 − i and the normal form of
Corollary 2.2 Let x be as above and let u, v ∈ M such that x u ∈ S x and x v ∈ S x . Let u 0 , . . . , u r and v 0 , . . . , v r be the positive elements obtained by applying Proposition 2.1 to (x, u) and (x, v), respectively. (
only depends on the starting point and the end point of the path.
Proof: (a) follows from c(x)
Definition 2.4 In the situation of Lemma 2.3, we call ϕ x (u) the transport of u along x → c(x). If x is obvious from the context, we define u (0) = u and
Lemma 2.5 Let x be as above and let u, v ∈ M such that
Proof: Let u 0 , . . . , u r and v 0 , . . . , v r be the positive elements obtained by applying Proposition 2.1 to (x, u) and (x, v), respectively. As
The claim then follows from Lemma 2.3 (c). 2 Lemma 2.6 Let x be as above, let u ∈ M such that x u ∈ S x and let c N (x) = x and c N (x u ) = x u for some integer N > 0. There is an integer m > 0 such that u (mN ) = u, where we use the notation from Definition 2.4.
Proof: By Lemma 2.3 (b), u (iN ) ∈ M and sup(u (iN ) ) ≤ sup(u) for every integer i ≥ 0. Since the number of such elements is at most |D| sup(u) , in particular finite, there must exist integers i 2 > i 1 ≥ 0 such that u (i 1 N ) = u (i 2 N ) ; let i 2 be minimal subject to this condition. Assume i 1 > 0. Then we can for l = 1, . . . , N conclude u
using Lemma 2.5. In particular, u −1)N ) , contradicting the minimality of i 2 . Hence, i 1 = 0 and u
Proof: First note that we may assume that c(x) ∈ U x , since if x is a counterexample with c(
Moreover,ū ∧v = 1 by Corollary 2.2 (d). Repeating this process finitely many times, we arrive at a counterexample x with c(
. We use the notation from Definition 2.4. According to Lemma 2.6, we can further assume that u (N +1) = u (1) and v (N +1) = v (1) , replacing N by a suitable multiple if necessary. Now consider the conjugations by the conjugating elements indicated in the following diagram.
where we used Lemma 2.3 (c) four times. We conclude x ∈ U x from
Theorems 1.17 and 1.21 now follow easily.
Theorem 1.17 Let x ∈ G, y ∈ U x and let u, v ∈ M such that y u ∈ U x and y v ∈ U x . Then y u∧v ∈ U x .
Proof: If inf s (x) = sup s (x) = k then U x = S x = {δ k } and the claim follows from Theorems 1.13 (b) and 1.14. Hence assume sup s (x) > inf s (x). Let t = u ∧ v. Then u = tū, v = tv withū ∧v = 1. By Theorems 1.13 (b) and 1.14, y t ∈ S x . As (y t )ū = y u ∈ U x and (y t )v = y v ∈ U x , Theorem 2.7 implies y t ∈ U x . 2 Theorem 1.21 Let x ∈ G, y ∈ U x and z ∈ T y . For any s ∈ C z there exists t ∈ C y such that z s ∈ T y t .
Proof: Consider the restriction ϕ = ϕ y | Dy ∪{1} : D y ∪ {1} → D c(y) ∪ {1} of ϕ y to D y ∪ {1}. By Lemma 2.6, ϕ is bijective and, using Corollary 2.2 (b), ϕ(u) ϕ(v) if and only if u v holds for all u, v ∈ D y ∪ {1}. We hence obtain C c(y) = {ϕ x (u) : u ∈ C y } from which the claim follows by induction. 2
A Probabilistic Approach to the Conjugacy Search Problem
Given elements x, y ∈ G which are conjugate in G, we can use the structure of the graph Γ x for computing an element s ∈ G satisfying x s = y without having to compute the entire ultra summit set U x . Applying cycling and decycling operations to x and y, respectively, we can obtainx,ỹ ∈ U x = U y as well as s x , s y ∈ G satisfying x sx =x and y sy =ỹ. For z ∈ Tx, that is, z = c k (x) for some k, let s(z) satisfyx s(z) = z.
Algorithm 3.1 Given a Garside group G and elements x, y ∈ G which are conjugate in G, the following Las Vegas algorithm computes an element s ∈ G such that x s = y.
Computex, s x , Tx and {s(z) : z ∈ Tx} as above. Computeỹ and s y as above. Set z =ỹ and s = s y .
The computation of c a in step [ * ] (recall Definition 1.19) will be discussed in Section 4.
Remark 3.2
The expected number of passes through the loop in Algorithm 3.1 is the number of circuits of the graph Γ x . This loop can easily be parallelised, since no communication between nodes is necessary.
Computing Minimal Elements
Throughout this section let x ∈ G be an element of its ultra summit set with normal form δ k A 1 · · · A r , where r > 0, and let N be the minimal positive integer satisfying c N (x) = x.
In this section we show how the elements c s = c s (x) (s ∈ D) and the set C x introduced in Definition 1.19 can be computed efficiently.
For any s ∈ D, Theorem 1.14 implies the existence of a unique -minimal element ρ s = ρ s (x) satisfying s ρ s δ and x ρs ∈ S x . An algorithm for computing ρ s is given in [5] . Note that ρ s c s since U x ⊆ S x . Moreover, if s = 1 then c s = ρ s = 1. 
. Let i 1 and i 2 be minimal subject to this condition and define l x (u) = i 2 − i 1 and
Note that 1 ∈ F x (u) if and only if F x (u) = {1}. Moreover, if x u ∈ U x then i 1 = 0 by Lemma 2.6, that is, u ∈ F x (u).
Proof: As v (lN ) = v, the first claim follows by induction. For the second claim note that c lN ( 
If moreover p c s and c s τ
Proof: If p (1) = 1 then Proposition 2.1 implies τ k (p) A 1 . Thus we assume
using Corollary 2.2 (e). This completes the proof of the first claim.
Definition 4.6 Let s ∈ D and let y ∈ U x . By Theorems 1.13 (b) and 1.14 and Corollary 2.2 (a) and (e), there exists a unique -minimal element π y (s) ∈ D satisfying y πy(s) ∈ S x and s ϕ y (π y (s)). We call π y (s) the pullback of s along y → c(y). If y is obvious from the context, we define s (0) = s and
Let u ∈ D such that y u ∈ S x and s ϕ y (u). Using the notation from Proposition 2.1 we have τ k (s) , we obtain p c s . 2 Algorithm 4.9 Given s ∈ D and a boolean value f indicating whether elements which are known not to be -minimal in D x should be discarded, the following algorithm returns c s or identifies it as not -minimal in D x .
Compute ρ s as described in [5] and compute
In the case that f is true, the algorithm can be aborted returning not minimal in step [ * ] if c s is at any point found to be not -minimal in D x by Lemma 4.5.
Remark 4.10 A superset of C x whose cardinality is bounded by the number of atoms of M can be computed using Algorithm 4.9 with f = true, by letting s range over all atoms of M. Obvious short-cuts, similar to the ones described in [5] , can be used to increase the efficiency of this process.
Practical Comparisons
In this section, we present empirical results for braid groups B n given by the presentation (1) from Section 1.1. For several values of n and r, we consider a set of elements x ∈ B n with len s (x) = r, chosen at random, and compute for each such x its super summit set S x and its ultra summit set U x . Let t S and t U be the times spent on computing S x and U x , respectively, and let n U be the number of trajectories under cycling of which U x consists. We compare the average and maximal values of |S x |, |U x |, t S , t U and n U . (See Tables 1 and 2 .) Random elements for these tests were obtained as follows. We choose independent random simple elements A 1 , A 2 , . . . until len(A 1 · · · A m ) = r, choose a random integer k ∈ {0, 1} and compute x = δ k · A 1 · · · A m . We repeat this process until x satisfies len s (x) = r. (See Remark 5.1.) Note that δ 2 is central in B n , whence there is a natural isomorphism of the graphs Γ x and Γ δ 2m x for arbitrary m. Our choice of k thus is no restriction. In a second series of tests we consider for several values of n and r a set of elements x = δ k · A 1 · · · A r ∈ B n obtained by choosing a random integer k ∈ {0, 1} and independent random simple elements A 1 , . . . , A r . We compare the average values of len(x) and len s (x), as well as the percentages ǫ S and ǫ U of elements x satisfying x ∈ S x and x ∈ U x , respectively. (See Table 3 .) (2) With the exception of very small values of r (r = 2, 5), the average size of U x is of the order of 2r, in particular almost independent of n, for the case of presentation (1) from Section 1.1. Similar tests for presentation (2) yield an average size of the order of nr for not too small values of r. There are, however, elements whose ultra summit sets are much larger than the average values. With growing values of n and r, these exceptions seem to get rarer, so in some sense the situation then becomes easier.
In the tests, U x remained sufficiently small to be computed easily over the entire parameter range. (3) The average number of connected components (trajectories) of U x is approximately 1.5 for larger values of r. Note that this implies that computing conjugating elements by Algorithm 3.1 is very efficient. Another consequence of this is that even in the case n = 3 where U x = S x , computing U x is much faster than computing S x for large values of r, since the decomposition of U x into trajectories is used efficiently (Theorem 1.21). (4) A random element of the form δ k · A 1 · · · A r with independent random simple elements A 1 , . . . , A r is surprisingly likely to be a super summit element, that is, satisfy x ∈ S x . In the tests for n > 20, the probability for this is indistinguishable from 1 and the elements moreover satisfy len s (x) = r. Random elements as above which are ultra summit elements, on the other hand, are very rare for n > 5 and were not encountered at all in the tests for n > 20.
This suggests that, with the exception of braid groups on very few strings, the ultra summit set of an element in general is a very small subset of the super summit set.
Remark 5.1 Other methods of constructing random elements may produce different distributions on the set of all elements x ∈ B n with len s (x) = r and x ∈ S x . However, the most natural (and computationally most efficient) way of producing random elements seems to be computing the normal forms of longer sequences of independent random simple elements and hence this method was used in the tests. Note, moreover, that at least for larger values of n, according to our results a product x of a random power of δ and r independent random simple elements is extremely likely to satisfy both x ∈ S x and len(x) = len s (x) = r. In this sense, the distribution of random super summit elements with given canonical length produced by the method used in our tests is very natural. According to tests with other methods of generating random elements, our main results as formulated in Section 5.1 in any case do not seem to depend on the details of random element generation.
Conclusions
We defined a new invariant of conjugacy classes in Garside groups, the ultra summit set, using the digraph structure of the well-known super summit set induced by the cycling operation and established that it satisfies "convexity" properties analogous to the ones holding for super summit sets. Ultra summit sets seem to be rather natural objects and may be useful for further theoretical analysis of Garside groups. Apart from their theoretical significance, our results allow efficient computation of ultra summit sets, providing a practical solution to the conjugacy decision and search problems in Garside groups. Our tests for Artin's presentation of B n show that, in particular for larger braid index n, super summit elements are extremely common and super summit sets hence are much too large to be of computational use. Ultra summit elements, on the other hand, seem to be extremely rare and ultra summit sets can be computed easily even for large values of braid index and canonical length. We demonstrate that, using ultra summit sets, the conjugacy decision and search problems can be solved in very little time on current computers for elements of canonical length 1000 in B 100 . Hence from both a theoretical and a computational point of view, the notion of ultra summit sets appears to be a significant advance in the study of the conjugacy problems in Garside groups.
