Introduction
Recent years have seen the deployments of WSNs in a variety of data-intensive applications including micro-climate and habitat monitoring [1] , precision agriculture, and audio/video surveillance [2] . It is shown in [3] that a moderate-size WSN can gather up to 1 Gb/year from a biological habitat. Due to the limited storage capacity of sensor nodes, most data must be transmitted to the base station for archiving and analysis. However, sensor nodes must operate on limited power supplies such as batteries or small solar panels. Therefore, a key challenge faced by dataintensive WSNs is to minimize the energy consumption of sensor nodes such that the sheer amount of data generated within the lifetime of the application can be transmitted to the base station.
Recent work showed that the energy cost of WSNs can be significantly reduced by utilizing the mobility of nodes. Several different approaches have been proposed. A robotic unit may move around the network and collect data from static nodes through one-hop or multi-hop transmissions [4] - [8] . The mobile node may serve as the base station or a "data mule" that transports data between static nodes and the base station [9] - [11] . Mobile nodes may also be used as relays [12] that forward the data from source nodes to the base station. Several movement strategies for mobile relays have been studied in [12] , [13] .
Although the effectiveness of mobility in energy conservation is demonstrated by previous studies, the following key issues have not been addressed collectively. First, the movement cost of mobile nodes is not accounted for in the total network energy consumption. Instead, mobile nodes are often assumed to have replenishable energy supplies. For instance, a mobile node may periodically recharge its battery at a fixed charging dock [7] . However, energy replenishment is not always feasible due to the constraints of the physical environment. Second, complex motion planning of mobile nodes is often assumed in existing solutions which introduces significant design complexity and manufacturing costs. In [7] , [8] , [14] , [15] , mobile nodes need to compute optimal motion paths and continuously change their orientation and/or speed of movement. Such capabilities are usually not supported by existing low-cost mobile sensor platforms. For instance, Robomote [16] nodes are designed using 8-bit CPUs and small batteries that only last for about 25 minutes in full motion. Complex motion planning is not practical for such platforms due to the limited computational power and short battery lifetime.
In this paper, we use low-cost disposable mobile relays to reduce the total energy consumption of dataintensive WSNs. Different from mobile base station or data mules, mobile relays do not transport data; instead, they move to different locations and then remain stationary to forward data along the paths from sources to the base station. As a result, the communication delays can be significantly reduced compared with using mobile stations or data mules.
Our approach is motivated by the current state of mobile sensor platform technology. On the one hand, numerous low-cost mobile sensor prototypes such as Packbot [14] , Robomote [16] , Khepera [17] , and FIRA [18] are now available. Their manufacturing cost is comparable to that of typical static sensor platforms. As a result, they can be massively deployed in a network and used in a disposable manner. Our approach takes advantage of this capability by assuming that we have a large number of mobile relay nodes. On the other hand, due to low manufacturing cost, existing mobile sensor platforms are typically powered by batteries and only capable of limited mobility. Consistent with this constraint, our approach only requires simple motions of mobile relays, Le., one-shot relocation to designated positions after deployment. Compared with our approach, existing mobility approaches (such as mobile base station and data mule) typically assume a small number of powerful mobile nodes, which does not exploit the availability of massive low-cost mobile nodes.
We make the following contributions in this paper. (1) We formulate the problem of Optimal Mobile Relay Configuration in data-intensive WSNs. Our objective of energy conservation is holistic in that the total energy consumed by both mobility of relays and wireless transmissions is minimized, which is in contrast to existing mobility approaches that only minimize the transmission energy consumption. The tradeoff in energy consumption between mobility and transmission is exploited by configuring the positions of mobile relays. (2) We develop two algorithms that iteratively refine the configuration of mobile relays and converge to the optimal solution. We show that the optimal position for a mobile relay is not the midpoint of its neighbors, which is in contrast to the result of several previous studies [13] , [19] that only account for transmission costs. Instead, the optimal relay configuration depends on both the initial positions of nodes and the amount of data to be transmitted. Our optimal 81 algorithms have efficient distributed implementations that do not require explicit synchronization. (3) We conduct extensive simulations based on realistic energy models obtained from existing mobile and static sensor platforms. Our results show that our algorithms can reduce energy consumption by roughly 23% compared to the best existing solutions.
The rest of the paper is organized as follows. Section 2 reviews related work. In Section 3, we formally define our problem. We propose an iterative algorithm for the single-flow problem in Section 4. In Section 5, we extend our solution to the multi-flow problem. Section 6 describes our simulation results and Section 7 concludes this paper.
Related Work
We review three different approaches, mobile base stations, data mules, and mobile relays, that use mobility to reduce energy consumption. A mobile base station moves around the network and collects data from the nodes. In some work, all nodes are always performing multiple hop transmissions to the base station, and the goal is to rotate which nodes are close to the base station in order to balance the transmission load [4] - [6] . In other work, nodes only transmit to the base station when it is close to them (or a neighbor). The goal is to compute a mobility path to collect data from visited nodes before those nodes suffer buffer overflows [7] , [8] , [14] , [15] . These approaches incur high latencies due to the low to moderate speed, e.g. 0.1-1 mls [14] , [16] , of mobile base stations.
Data mules are similar to the second form of mobile base stations [9] - [ 11] . Data mules pick up data from the sensors and transport it to the sink. In [20] , the data mule visits all the sources to collect data, transports data over some distance, and then transmits it to the static base station through the network. The goal is to find a movement path that minimizes both communication and mobility energy consumption. Similar to mobile base stations, data mules introduce large delays since sensors have to wait for a mule to pass by before starting their transmission.
In the third approach, the network consists of mobile relay nodes along with static base station and data sources. Relay nodes do not transport data; instead, they move to different locations to decrease the transmission costs. We use the mobile relay approach in this work. Goldenberg et al. [13] showed that an iterative mobility algorithm where each relay node moves to the midpoint of its neighbors converges on the optimal solution for a single routing path. However, they do not take into consideration the cost of moving the relay nodes. In [19] , mobile nodes decide to move only when moving is beneficial, (Le., mobility costs are covered by the savings in transmission costs). However, only the cost of moving to the midpoint of neighbors is considered in [19] .
Compared to the approaches of mobile base stations and data mules, our approach considers the energy consumption of both mobility and transmission, and requires much simpler motion planning. Specifically, after deployment, each mobile relay relocates only once and then remains stationary for data forwarding. The key difference between our approach and the mobile relay schemes in [13] and [19] is that we consider all possible locations as possible target locations for a mobile node instead of just its current position and the midpoint of its neighbors. Moreover, our approach accurately computes the optimal position of each mobile relay node.
Problem Definition

Energy Consumption Models
Nodes consume energy during communication, computation, and movement, but communication and mobility energy consumption are the major cause of battery drainage. Radios consume considerable energy even in an idle listening state, but the idle listening time of radios can be significantly reduced by a number of sleep scheduling protocols [21] . In this work, we focus on reducing the total energy consumption due to transmissions and mobility. Such a holistic objective of energy conservation is motivated by the fact that mobile relays act the same as static forwarding nodes after movement.
For mobility, we consider wheeled sensor nodes with differential drives such as Khepera [17] , Robomote [16] and FIRA [18] . This type of node usually has two wheels, each controlled by independent engines. We adopt the distance proportional energy consumption model which is appropriate for this kind of node [22] . The energy EM (d) consumed by moving a distance d is modeled as:
The value of the parameter k depends on the speed of the node. In general, there is an optimal speed at which k is lowest. In [22] , the authors discuss in detail the variation of the energy consumption with respect to the speed of the mote. When the node is running at optimal speed, k = 2 [22] .
To model the energy consumed through transmissions, we analyze the empirical results obtained by two radios CC2420 [23] and CC1000 [24] that are 82 widely used on existing sensor network platforms. For CC2420, the authors of [25] studied the transmission power level needed for transmitting packets reliably (e.g., above 95% packet reception ratio) over different distances. Let ET(d) be the energy consumed to transmit reliably over distance d. It can be modeled as
where m is the number of bits transmitted and a and b are constants depending on the environment. We now discuss the instantiation of the above model for both CC2420 and CC1000 radio platforms. In an outdoor environment, for received signal strength of -80 dbm (which corresponds to a packet reception ratio higher than 95%), we obtain a = 0.6x10- 7 Jjbit and b = 4x
10-10 Jm-2 jbit from the measurements on CC2420 in [25] . This model is consistent with the theoretical analysis discussed in [26] . We also consider the energy needed by CC1000 to output the same levels. We get lower consumption parameters: a = 0.3 x 10-7 J jbit and b = 2 X 10-10 Jm-2 jbit. We will see in section
4.1 that we maintain this high packet reception ratio throughout our algorithm.
An Illustrative Example
We now describe the main idea of our approach using a simple example. Suppose we have three nodes 81,82,83 located at positions X1,X2,X3, respectively (Figure 1 ), such that 82 is a mobile relay node. The objective is to minimize the total energy consumption due to both movement and transmissions. Data storage node 81 needs to transmit a data chunk to sink 83 through relay node 82. One solution is to have 81 transmit the data from Xl to node 82 at position X2 and node 82 relays it to sink 83 at position X3; that is, node 82 does not move. Another solution, which takes advantage of 82'S mobility, is to move 82 to the midpoint of the segment X1X3, which is suggested in [13] . This will reduce the transmission energy by reducing the distances separating the nodes. However, moving relay node 82 also consumes energy. We assume the following parameters for the energy models: k = 2,a = 0.6 x 10-7,b = 4 x 10-10 .
In this example, for a given data chunk rtu, the optimal solution is to move 82 to x~(a position that we can compute precisely). This will minimize the total energy consumption due to both transmission and mobility. For small messages, 82 moves very little if at all. As the size of the data increases, relay node 82 moves closer to the midpoint. Table 1 illustrates how much energy can be saved by using the optimal approach instead of the other two approaches. In this ( 25,60) x. . . - Figure 1 . Reduction in energy consumption due to mobile relay. As the data chunk size increases, the optimal position converges to the midpoint of 8183' short delay in mobile relay relocation. We assume that transmission routes from the sources to the sink are already determined. This is a first step towards solving the more general problem in which transmission routes are not known in advance. Furthermore, we assume that all mobile nodes know their locations either by GPS units mounted on them or a localization service in the network. We focus on the case where all nodes are in a 2-dimensional plane~2, but the results apply to~3 and other metric spaces.
Problem Formulation
Our problem can be described as follows. Given a network containing one or more static source nodes that store data gathered by other nodes, a number of mobile relay nodes and a static sink, we want to find the optimal positions to move the mobile relays to in order to minimize the total energy consumed by transmitting a data chunk from the source(s) to the sink and the energy consumed by the mobile relays to reach their new locations. The source nodes in our problem formulation serve as storage points which cache the data gathered by other nodes and periodically transmit to the sink, in response to user queries. Such a network architecture is consistent with the design of storagecentric sensor networks [27] . Our problem formulation also considers the initial positions of nodes and the amount of data that needs to be transmitted from each storage node to the sink. The formal definition of the problem is given below. In our definitions, we assume that all movements are completed before any transmissions begin. As we show in section 4.1, the distance moved by a mobile relay is no more than the distance between its starting position and its corresponding position in the evenly spaced configuration along the straight line between the source and the destination, which often leads to a example, for large enough messages ( 13 MB), one relay node can reduce total energy consumption by 10% compared to the other two approaches. In general, the energy consumption reduction is higher when there are multiple mobile relay nodes.
The above example illustrates two interesting results. The optimal position of a mobile relay is not the midpoint between the source and sink when both mobility and transmissions costs are taken into consideration. This is in contrast to the conclusion of several previous studies [12] , [13] which only account for transmission costs. Second, the optimal position of a mobile relay depends on not only the network topology (e.g., the initial positions of nodes) but also the amount of data to be transmitted. Moreover, as the data chunk size increases, the optimal position converges to the midpoint of s l and s3. These results are particularly important for minimizing the energy cost of dataintensive WSNs as the traffic load of such networks varies significantly with the sampling rates of nodes and network density.
to subproblems in which each non-mobile intermediate source node is a sink. Our algorithm can be applied to each subproblem to yield an optimal solution for the main problem.
Mobile Relay
Configuration for Single Data Flow We first study the special case where there exists only one data flow. For example, storage nodes may be sparsely distributed and their paths to the sink may not share any intermediate nodes. The solution to this special case also provides important insights for the general case with multiple data flows (Section 5).
Iterative Algorithm
We propose a simple iterative approach to compute the optimal position Ui for each node 8i. To define our algorithm, we need the following notation. According to our energy models, the total transmission and movement energy cost incurred by mobile relay node s, assuming all the mobile relays move from the initial configuration UO directly to configuration uj before performing any transmissions is Ci(U j ) = kllu{ -Dill +am+bllu{+1 -u{11 2m, and the total cost of configuration i» is c(uj) = L~:11 Ci(U j ). Finally,
this corresponds to the transmission cost of node 8i-1 plus the total cost of node s..
In odd iterations j, the algorithm computes a position u{ for each odd-numbered node s, that minimizes
that is, node 8i'S even numbered neighboring nodes are at the same positions in configurations Uj-1 and t>.
In even-numbered iterations, the controller does the same for even-numbered nodes. The algorithm behaves this way because the optimization of u{ requires a fixed location for nodes i -1 and i + 1. By alternating between optimizing for odd and even numbered nodes, the algorithm guarantees that the node s; is always making progress towards the optimal position iu, 
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The optimal position is then x{ =~(X{_1 +X{+1)+Y/. Even though configurations change with every iteration, nodes only move after the final positions have been computed. So each node follows a straight line to its final destination. As the data chunk size increases, the optimal configuration gets closer to the straight line connecting the source and the sink and the nodes get more evenly spaced along that line. In fact, in any given configuration, the maximum distance travelled by a node is bounded by the distance between its starting position and its final position in the evenly spaced configuration. 
Convergence and Optimality
Our algorithm continues iterating until the change in position for each node falls below a predefined threshold, Upon termination, no node can move by itself to improve the overall cost (within the threshold bound). We prove that such a configuration is globally optimal, and no simultaneous relocation of multiple nodes can improve the overall cost. The proof of optimality is omitted due to lack of space and can be found in [28] . The key intuition is that for a configuration in which no relay node can move and improve the cost by itself, the directional derivative [29] at that configuration is positive; this is a sufficient condition for the optimality of that configuration because the cost function is convex.
We have not completed a rate of convergence analysis for our algorithm. However, in our simulations, we reach our error threshold within 6 to 8 iterations. Since each iteration involves only half the nodes and each computation of u1 can be performed in constant time, the time complexity of our algorithm is O(An) , where A is the number of iterations to reach convergence. Given that A :::; 8 in our simulations, our observed time complexity is O(n).
Centralized and Distributed Implementation
One implementation of our iterative approach is a centralized scheme in which one node has full knowledge of the network including which nodes (SI, ... , sn) are on the transmission path, the order position i of each node s., the original physical position o, of each node s., and the total message length m to be sent. This node computes Ui, the final position of each node s; and sends Ui to node s.. Each node s, then moves to u.; before the transmission begins.
While the centralized algorithm computes optimal position u, for each node s., it incurs prohibitively high overhead in large-scale networks. We now present a distributed and decentralized version of our optimal algorithm. The key observation is that computing each ui for node s, only depends on the current position of s/s two neighbors, Si-l and Si+l. Thus, s, can perform this computation.
The distributed implementation proceeds as follows. First, there is a setup process where the sender SI sends a discover message that ends with the receiver Sn; the two purposes of this message are (1) to assign a label of odd or even to each node s, and (2) for each node s; to learn the current positions of nodes Si-l and Si+ 1. A node s, sends its current position to node Si-l when acknowledging receipt of the discover message. Second, there is a distributed process by which the nodes compute their transmission positions. We make each iteration of the basic algorithm a "round", though there does not need to be explicit synchronization. In odd rounds, each odd node computes its locally optimal position and transmits this new position to its two neighbors. In even rounds, each even node does the same. A node begins its next round when it receives updated positions from its two neighbors. The final step is to have the nodes move to their computed transmission positions, send messages to their neighbors saying they are in position, and finally perform the transmission. To ensure the second process does not take too long, we limit the number of rounds to 4; that is, each node computes an updated position two times. Simulation results show that this is enough to obtain costs close to optimal (see Section 6).
Mobile Relay Configuration for Multiple Data Flows
We extend our solution to the the more general multiple flows traffic pattern. We assume that we know the path from each source to the sink. The set of paths form a directed tree in which the leaves are sources and the root is the sink. We also assume that separate messages cannot be compressed through merging; that is, if two distinct messages of lengths ml and m2 use the same link (s., Sj) on the path from a source to a 86 sink, the total number of bits that must traverse link (s., Sj) is ml + m2.
Before we can describe our modified iterative algorithm, we need to define the following notation. First, for a given node s., we define node Sd to be the parent node of s, in the directed tree; that is, node s, will transmit to node Sd. Furthermore, we use S(Si) to denote the set of nodes that have s, as their parent in the tree. The cost incurred by s; in a configuration t» is Ci(U j) = klluf -oill + ami + bmillu~-uf11 2 ; remember that s, transmits to Sd. The 
LszES(Si) ami + blluf -u!11 2m l ; this corresponds to the transmission cost of all nodes S l that send messages to node s; plus the total cost of node s..
The key modifications to our iterative algorithm are modified routines for labeling nodes as odd or even, a new routine to calculate mi for each node s., and an updated routine to determine position uf that takes into account multiple nodes transmitting to node s.. To obtain consistent labels for nodes, we start the labeling process from the root using a breadth first traversal of the tree. The root gets labeled as even. Each of its children gets labeled as odd. Each subsequent child is then given the opposite label of its parent. We define tru, the weight of a node s., to be the sum of message lengths over all paths passing through s.. 
The cost functions c(uj) and C, (U j) are still convex which means that a configuration in which no node can move to reduce the cost function is still an optimal configuration. The proof of optimality is similar to the proof for the single flow case. Details can be found in [28] . In our simulations, we observe that 10 iterations suffice to converge to our error threshold. This algorithm again can be implemented as a centralized or a distributed algorithm. The basic mechanisms are identical. First a labeling process is needed which proceeds from the sink to the sources. Then the node weights are computed which proceeds from the sources to the sink. Finally, we perform the iterative algorithm to compute u{ for each node s.. The only significant change is that each node has to wait for an update from all its neighbors before computing its next position. In the distributed implementation, we limit this process to 8 rounds. We observe 8 rounds is sufficient to obtain nearly optimal results.
Simulation Results
We carried out simulations on 100 network topologies for each of the single flow and multiple flows configurations, each topology consisting of 100 randomly placed nodes in a 150m by 150m area, with randomly selected sources and sink. To determine the transmission path between the sources and sink, any routing algorithm can be used. We arbitrarily picked greedy geographic forwarding in which each node forwards the packet to the neighbor that is closest to the sink. Of the 200 network topologies, only four networks resulted in a disconnected path between the sources and the sink, due to the existence of routing voids. We used 10-4 meters as our error threshold.
In the mobility energy consumption model, we use k values 0.25, 1, 2, and 4 with k = 2 as the standard setting because it models several platforms such as
Robomote [16] , [17] . For transmission, we use a = 0.6 x 10-7 and b = 4 X 10-10 as the standard setting which is consistent with the empirical measurements on CC2420 motes [25] . We also use other settings shown in Table 2 to consider other platforms. We set the maximum communication distance of a node to be roughly 30m, which was shown to result in a high packet reception ratio for CC2420 in [25] .
Single Data Flow
We first consider the single data flow scenario. We compare the minimum cost computed by our centralized algorithm to the approaches proposed in [13] and [19] . In the first approach, nodes move to the evenly spaced positions along a straight line from the source to the sink. This results in lower costs than those of 87 both [13] and [19] since we assume that nodes follow a straight line to reach their final positions whereas in [13] and [19] , nodes converge to their final destination by following a series of segments along a broken line. The second approach we compare to is transmitting data from the original positions, which is used in [19] when it is not beneficial for the nodes to move. In general, for each value of k, we get the same trend as shown in figure 4 . When the data chunk is small, the optimal positions coincide with the original positions. As data size increases, the optimal positions diverge from the original positions towards the evenly spaced positions. For example, when k = 2, the optimal positions diverge from the original positions for data lengths as short as 5 MB (figure 4).
Our algorithms are most effective for data that is not too short to initiate a move or too long to cause a convergence to the evenly spaced positions. For these cases, our algorithm reduces energy consumption by up to 23% in comparison to [19] as shown in figure  4 . This improvement is attained for all energy costs parameters. The data size at which this improvement is reached can be as low as 1 MB when the mobility cost is low compared to the transmission costs. When the mobility cost is high (k = 4) and the transmission costs are low (b = 2 x 10-10 ) , the maximum improvement is reached for data chunks around 60 MB.
We now evaluate the performance of the distributed implementation. The energy consumed by the distributed approach is at most 1.5% more than the energy consumed by the optimal centralized version. This error margin is due to stopping the computation after only 4 rounds of updates (Le. only two updates per node) as shown in figure 5 . The distributed approach converges to the optimal positions if we allow 8 rounds of computation. We obtain the same results of quick convergence and small error margin after 4 rounds for all settings.
Multiple Data Flows
We now consider the multiple data flows scenario. We used between 4 and 12 sources. We used the same In the centralized case, the cost of the optimal positions is equal to the cost of the original positions for small data chunks. It starts moving away as the data gets longer and finally meets with proportionally spaced positions for large data chunks as shown in Figure 6 . Our approach performs best when the costs of the other two approaches are similar. In this example, this is reached for data chunks around 32 (MB), and the savings go up to 23%. We obtain similar results for all parameter values. Table 2 summarizes the reduction obtained and the data size that yields it for a variety of parameter settings. In all cases, similar reduction ratios (~23%) are reached, but the data size is different. It decreases as k decreases compared to a and b.
We then evaluate the distributed approach for multiple flows by comparing it to the optimal centralized approach. For all values of k, a and b, the distributed approach quickly converges to the optimal configuration. Figure 7 shows the average costs for a = 0.6 x 10-7 , b = 4 X 10-10 , k = 2; after eight rounds of updates, the distributed costs are insignificantly higher than the centralized costs. The extra cost incurred is less than 2% for data chunks shorter than 150MB and less than 3% for data chunks up to 300MB.
Conclusion and Future Work
In this paper, we proposed a holistic approach to minimize the total energy consumed by both mobility of relays and wireless transmissions. Most previous work ignored the energy consumed by moving mobile relays. We developed an iterative approach to compute the optimal positions of relay nodes that can be implemented in a centralized or distributed fashion. Our algorithms are appropriate for a variety of dataintensive wireless sensor networks. In both single flow and multiple flow patterns, we show that our holistic approach can reduce total energy consumption by up to 23% compared to previous approaches. The optimal position for a mobile relay is not the midpoint of its neighbors; instead, it converges to this position as the amount of data transmitted goes to infinity. Our algorithms allow some nodes to move while others do not because any local improvement for a given mobile relay is a global improvement. This allows us to potentially extend our approach to handle additional constraints on individual nodes such as low energy levels or mobility restrictions due to application requirements .
Our algorithms are optimal when the transmission routes are predetermined and participating nodes remain the same throughout different configurations. In some cases, it may be beneficial to insert a new relay along the transmission path after several rounds if the new route moves into its proximity, or alternatively, drop a node if the route moves away from it. For future work, we plan on studying the problem of finding the optimal routes along with the optimal locations of ;; 3000 nodes on those routes.
