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Abstract
Fast and accurate calculation for the distributions of Quadratic forms of cen-
tered Gaussian variables is of interest in computational statistics. This paper
presents a novel numerical procedure to efficiently compute the moments of
a given quadratic form. Based on that, a gamma distribution with matched
skewness-kurtosis ratio is proposed to approximate its distribution. Comparing
with existing methods, the new method is significantly more accurate in getting
the right-tail probability. The new method may facilitate the hypothesis testing
in the analysis of big data, where efficient and accurate calculation of small
p-values is desired. Relevant R functions are provided in the Supplementary
Materials.
Keywords: quadratic form, mixture of chi-square, gamma distribution,
moment-matching method, kurtosis, type I error
1. Introduction
Quadratic forms of Gaussian variables often appear in many statistical ap-
plications such as hypothesis testing and statistical power calculation. In partic-
ular, recent developments in statistical genetics often adopt the quadratic forms
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as test statistics to detect associations between genetic variants and complex
phenotypes. Well-known examples include, to name a few, the kernel machine
based score statistic for genetic pathway analysis [1], the sequence kernel as-
sociation test statistic (SKAT) [2] and the sum of powered score test statistic
(SPU) [3] for rare-variant analysis. These new applications of analyzing biolog-
ical big data require accurate calculation of small p-values. This requirement
poses challenges to the calculation of distribution at the far-right tail. For ex-
ample, in a typical gene-based whole-genome association study of about 20,000
human genes, the significance threshold under Bonferroni correction is at the
level of α = 0.05/20000 = 2.5× 10−6.
In this paper we focus on a quadratic form of n centered Gaussian variables.
It is worth mentioning that the techniques described in this paper can be applied
to non-central Gaussian variables as well. Define
Q = Z ′AZ = U ′ΛU, (1)
where A is a given n× n positive semi-definite matrix, Z ∼ N (0,Σ) is a vector
of n Gaussian random variables with mean vector 0 and covariance matrix Σ,
U = (Σ1/2)−1Z ∼ N (0, I), and Λ is the diagonal matrix of eigenvalues of
M = (Σ1/2)′AΣ1/2. We are interested in calculating the right tail probability
P (Q > q), (2)
where q ≥ 0 is an observed value of Q.
The last equation in formula (1) indicates that the distribution of Q is the
same as a weighted sum of independent chi-squared random variables. Thus,
the cumulative distribution function (CDF) of Q can be obtained by inverting
its characteristic function numerically [4, 5]. We call this calculation approach
the exact method since it is accurate in theory except for potential errors in the
numerical procedures. However, the exact approach is time-consuming for two
reasons: 1) it requires eigendecomposition with a computation cost in the order
of O(n3), which is heavy when n is large in big data analysis; 2) the algorithm’s
speed is sensitive to the number of positive eigenvalues and the point at which
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the CDF is evaluated [5].
To speed up the computation, various approximation methods have been
proposed based on the moments of Q. In particular, the Satterthwaite-Welch
method (SW) [6, 7] matches the first two moments of Q with a gamma variable.
The Hall-Buckley-Eagleson approximation (HBE) [8, 9] matches the skewness
of Q with a chi-squared variable while adjusting for the mean and the variance.
Wood’s F approximation (Wood) [10] matches the first three moments with a
three-parameter F variable. Liu-Tang-Zhang method (LTZ) [11] tries to match
both skewness and kurtosis of Q with a non-central chi-squared variable while
adjusting for the mean and the variance at the same time. A more comprehen-
sive literature review can be found in [12]. In the applications to hypothesis
testing of big data, these methods are lack of desired accuracy for controlling
type I error rates at small α levels (see Figure 2). Furthermore, to obtain the
moments of Q, these methods typically use eigenvalues of AΣ or the trace of
(AΣ)k, k = 1, 2, ..., which can be computationally intensive when n is large.
To address these two issues, we first propose a numerical procedure that
calculates the moments of Q more efficiently. Then we describe a general
moments-matching framework, which allows flexibly incorporating the infor-
mation of high moments to improve accuracy without increasing computational
difficulties. Within this framework we propose a novel approximation method
that significantly improves the accuracy in computing the distribution of Q,
especially at the far right tail as in (2).
2. Methods
2.1. Computing the moments of Q
The mean µQ, variance σ
2
Q, skewness γQ and excess kurtosis κQ can be
calculated through the cumulants of Q:
µQ = c1, σ
2
Q = c2, γQ =
c3
c
3/2
2
, κQ =
c4
c22
, (3)
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where ck is the kth cumulants of Q [13]
ck = 2
k−1(k − 1)!
n∑
i=1
λki , (4)
where λi, i = 1, ..., n, are eigenvalues of M .
Another way to find these moments without the needs of eigenvalues is
through the trace of AΣ to the fourth power [14]:
µQ = tr(AΣ), σ
2
Q = 2tr(AΣ)
2, γQ =
√
8tr(AΣ)3
(tr(AΣ)2)3/2
, κQ =
12tr(AΣ)4
(tr(AΣ)2)2
+ 3.
(5)
The computation in (5) is more efficient than (3) as evidenced by Figure 1.
However, it still requires at least three matrix multiplications (assuming AΣ is
known in advance), which could be computationally expensive when n is large.
In order to further improve computational efficiency, we propose to calculate
µQ = tr(AΣ), σ
2
Q = 2tr(AΣ)
2,
γQ =
8e′
(
(AΣ)2 ◦AΣ) e
σ3Q
, κQ =
48e′
(
(AΣ)2 ◦ (AΣ)2) e
σ4Q
+ 3,
(6)
where ◦ denotes the Hadamard product (i.e., the element-wise product) between
matrices, e is an n × 1 vector of 1’s. That is, the trace of the product of two
matrices is equal to the summation of all elements of the element-wise product.
Formula (6) only needs one matrix multiplication to get (AΣ)2. The rest
of the computation is O(n2), which is substantially more efficient than matrix
multiplication or eigenvalue decomposition. The computational time compari-
son among formulas (3), (5), and (6) is shown in Figure 1. The trace approach in
(5) could be much more efficient than the eigenvalue approach in (3) when using
Microsoft R Open (MRO). This is because MRO highly optimizes the matrix
multiplication. Such improvement becomes much smaller if a plain version of
R is used. However, in either case, the proposed method in (6) is more efficient
than the trace method, and this improvement seems to be larger as n grows.
2.2. A general framework for moment-matching method
Since the moments of Q can be efficiently obtained, it is appealing to ap-
proximate the distribution of Q by the moment-matching method. Ideally, en-
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Figure 1: Computation time comparison between methods to calculate moments of Q. n is
the number of Gaussian variables. Eigen: formula (3); Trace: formula (5); Proposed: formula
(6). Left: R-3.5.0 for Windows. Right: Microsoft R Open 3.5.1.
gaging more moments and more parameters could allow more flexible distribu-
tion model and thus provide more accuracy in general. However, the resulting
matching equations would also be more difficult to solve, and sometimes a solu-
tion does not exist. To ease this trade-off, we describe a general framework for
moment-matching methods that can increase the number of matched moments
without adding too much computational difficulty in this section.
Let Y = Y (θ) be a random variable with known CDF FY (y|θ), where θ =
(θ1, ..., θm) denotes m distribution parameters. In this framework, we match
the moments of Q with the moments of a linear transformation of Y :
T = aY + b. (7)
Note that the standardized moments of T are always equal to those of Y , which
are functions of θ but not of a and b. For k ≥ 1,
µ˜k,Y (θ) := E
(
Y − µY
σY
)k
= E
(
T − µT
σT
)k
=: µ˜k,T (θ).
The advantage of matching Q with T , instead of directly matching Q with
Y , is that it has a potential to gain two “free” parameters a and b corresponding
to the mean and variance. In other words, the means and variances of Q and
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T are automatically matched as long as θ is available. Therefore, θ could be
determined by matching higher (k ≥ 3) standardized moments (e.g., skewness
γ = µ˜3 and kurtosis κ = µ˜4), which provides more flexibility of distribution
especially at the tail.
Specifically, by matching the mean and variance of Q and T we have
a∗ =
σQ
σY (θ)
, b∗ = µQ − σQ
σY (θ)
µY (θ). (8)
Now, θ could be determined by solving proper equations regarding the higher
(k ≥ 3) standardized moments of Q and Y . We denote such equations in the
following generic way:
gj(µ˜k,Y (θ), µ˜k,Q(θ); k = 3, 4, ...) = 0, j = 1, 2, ...,m, (9)
where the g functions of higher standardized moments need to be designed
properly in order to get solutions θ∗. Finally, with the determined a∗, b∗ and
θ∗ the right-tail probability of Q is approximated by
P (Q > q) ≈ P (T > q) = P
(
Y >
q − b∗
a∗
)
= 1− FY
(
σY
σQ
(q − µQ) + µY |θ∗
)
.
(10)
Many existing approximation methods for Q can fit into this general frame-
work in (7) – (10). When choosing Y a gamma random variable G(α, 1) with
shape parameter α and scale parameter 1, the Satterthwaite-Welch method is
equivalent to solving θ = α by fixing b∗ = 0 in (8) without engaging higher mo-
ment information in (9). Hall-Buckley-Eagleson method also uses the gamma
variable; it is equivalent to solving α by matching the skewness in (9). Choos-
ing Y a non-central chi-squared variable χ2d(δ) with degrees of freedom d and
noncentrality δ, Liu-Tang-Zhang method is equivalent to solving θ = (d, δ) by
matching the skewness and kurtosis in (9). Letting Y follow an F distribution
with degrees of freedom d1 and d2, Wood’s F approximation is equivalent to
solving θ = (d1, d2) by fixing b
∗ = 0 in (8) and matching the skewness in (9).
2.3. Matching higher standardized moments
Solving θ by matching higher standardized moments in (9) is not trivial.
Depending on the distribution of Y , the equations in (9) often do not have
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proper solutions for many seemingly obvious choices of the g functions due to
the interdependence of the moments. For example, one design for (9) is to
match skewness and kurtosis at the same time, such as described in Liu-Tang-
Zhang method [11]. The authors provided some nice results on the conditions
when the solution for θ = (d, δ) exists. When it does not exist (which actually
happens frequently, see [15, 12] and the simulations in Section 3), Liu-Tang-
Zhang method steps back to matching only the skewness. We can also modify
the method to matching the kurtosis instead, which could show some improved
results in some scenarios. However, in either way it will lose the information of
the unmatched moment.
In order to overcome the difficulty of matching both skewness and kurtosis,
while at the same time still keeping the information from both, we propose the
following solution. First, we choose the gamma distribution model, i.e., Y ∼
G(α, 1). Here we fix the gamma scale parameter to be 1 because it is redundant
with the coefficient parameter a in (7) and thus does not affect the calculation
in (10). Second, we propose two types of g functions below for equation (9),
which incorporate the information of both skewness and kurtosis. Comparing
with the Liu-Tang-Zhang method, the solution of our matching equation always
exists. At the same time, it is more accurate in approximating the right tail
probability in (2) at a relatively large threshold q.
2.3.1. Moment-ratio matching (MR)
With one parameter α, we match the ratio between skewness and kurtosis.
Define
g1(µ˜3,Y , µ˜3,Q, µ˜4,Y , µ˜4,Q) =
µ˜3,Y
µ˜4,Y − 3 −
µ˜3,Q
µ˜4,Q − 3 .
The solution of equation (9) always exists: α∗ =
9µ˜23,Q
(µ˜4,Q−3)2 .
2.3.2. Minimized matching error (ME)
We can also choose α to minimize the Euclidean distance between (µ˜3,Y , µ˜4,Y )
and (µ˜3,Q, µ˜4,Q). The corresponding g function is the first-order derivative of
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the distance as a function of α,
g1(µ˜3,Y , µ˜3,Q, µ˜4,Y , µ˜4,Q) =
∂
∂α
[
(µ˜3,Y − µ˜3,Q)2 + (µ˜4,Y − µ˜4,Q)2
]
. (11)
Accordingly, equation (9) becomes
µ˜3,Qα
3/2 − 2(10− 3µ˜4,Q)α− 36 = 0. (12)
Since µ˜3,Q > 0, it is straightforward to show that there exists one and only one
real root α∗ > 0.
3. Simulation results
In this section we evaluate the accuracies of the proposed and existing Q dis-
tribution approximation methods in the context of hypothesis testing. Specifi-
cally, consider Q as the test statistic and q as its observed value. The right-tail
probability P (Q > q) can be regarded as the p-value for testing the null hy-
pothesis H0 : µZ = 0. In the simulation study, we vary the correlation matrix
Σ while fixing A = I, because A can be considered as a factor that varies the
correlation matrix (i.e., Z ′AZ = X ′IX, where X is still Gaussian with a dif-
ferent correlation matrix). For a given covariance matrix Σ, 2× 107 of random
Gaussian vectors Z ∼ N (0,Σ) were generated, each led to an observed q. Con-
sequently, each approximation method was applied to generate 2×107 p-values.
The empirical type I error rate for a given approximation method is defined as
the proportion of rejections under H0, i.e., the proportion of p-values less than a
nominal level α. A good approximation method would have the empirical type
I error rate being close to the nominal α.
Motivated by genetic data, we examined a wide variety of covariance patterns
that are potentially with block structures. Consider the n×n covariance matrix
Σ =
Σ11 Σ12
Σ′12 Σ22
 ,
where each of the blocks is of size (n/2) × (n/2). Equal correlation matrix Ek
and polynomially decaying correlation matrix Dk were used to define Σ or its
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Table 1: Σ used in the simulations based on (13) and (14). The six numbers in each entry are
the eigenvalues of the specified Σ when n = 6, ρ = 0.9, φ = 1, for illustration purpose only. If
not specified, Σ22 = I and Σ12 = 0.
Type I (Upper Left) II (Diagonal Blocks) III (All Blocks)
Equal(ρ)
Σ11 = En/2(ρ)
(2.8, 1, 1, 1, 0.1, 0.1)
Σ11 = Σ22 = En/2(ρ)
(2.8, 2.8, 0.1, 0.1, 0.1, 0.1)
Σ = En(ρ)
(5.5, 0.1, 0.1, 0.1, 0.1, 0.1)
Poly(φ)
Σ11 = Dn/2(φ)
(1.9, 1, 1, 1, 0.7 0.4)
Σ11 = Σ22 = Dn/2(φ)
(1.9, 1.9, 0.7, 0.7, 0.4, 0.4)
Σ = Dn(φ)
(2.7, 1.1, 0.7, 0.5, 0.5, 0.4)
Inv-Equal(ρ)*
Σ11 = E
−1
n/2(ρ)
(1.5, 1.5, 1, 1, 1, 0.05)
Σ11 = Σ22 = E
−1
n/2(ρ)
(1.5, 1.5, 1.5, 1.5, 0.05, 0.05)
Σ = E−1n (ρ)
(1.2, 1.2, 1.2, 1.2, 1.2, 0.02)
Inv-Poly(φ)*
Σ11 = D
−1
n/2(φ)
(1.5, 1.1, 1, 1, 1, 0.4)
Σ11 = Σ22 = D
−1
n/2(φ)
(1.5, 1.5, 1.1, 1.1, 0.4, 0.4)
Σ = D−1n (φ)
(1.6, 1.5, 1.2, 0.9, 0.6, 0.2)
*Σ is standardized to become a correlation matrix.
blocks:
Ek(ρ) : Ek(i, j) = ρ, 1 ≤ i 6= j ≤ k and 0 ≤ ρ < 1, (13)
Dk(φ) : Dk(i, j) = 1/|i− j|φ, 1 ≤ i 6= j ≤ k and φ > 0. (14)
Table 1 summarizes a total of 12 correlation types for Σ. Multiple values of the
matrix parameters ρ = 0.9, 0.5, 0.1 and φ = 0.2, 1, 3 were considered to model the
strong, moderate and weak correlations, respectively. The dimensions n = 10,
20 and 50 were also considered.
The approximation methods to be compared are 1) MR: the proposed moment-
ratio matching method; 2) ME: the proposed minimized matching error method;
3) SW: Satterthwaite-Welch method; 4) HBE: Hall-Buckley-Eagleson method;
5) Wood: Wood F approximation; 6) LTZ: Liu-Tang-Zhang method; 7) LTZ4:
modified Liu-Tang-Zhang method (i.e., when skewness and kurtosis could not
be matched simultaneously, we chose to match kurtosis instead of skewness);
and 8) Exact: the Davies method that inverts the characteristic function. We
used R package CompQuadForm for the implementation of the LTZ method
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and the Exact method. Other methods were implemented by the authors.
Figure 2 shows the empirical type I error comparison of all methods at
nominal α levels from α = 0.05 to 2.5 × 10−6. The upper panel includes all
methods, while the lower panel removes methods with largest variations (SW
and Wood) for comparison among the rest at a finer scale. As expected, the
exact method (Davies) was accurate at all levels; the variations at more stringent
α levels were due to Monte-Carlo errors. The proposed moment ratio matching
method (MR) also controlled the type I error rates very well across the nominal
levels. It only varied slightly more than the exact method. The minimized
matching error method (ME) was more inflated when α < 10−4 when comparing
with MR. For other methods, the simplest Satterthwaite-Welch approach (SW)
inflated the type I errors when α ≤ 0.01. The Wood method is often very
conservative. The Hall-Buckley-Eagleson method (HBE), which can be viewed
as an extension of Satterthwaite-Welch method, better controlled the type I
errors at α = 0.01 but still could be inflated significantly at more stringent α
levels. The Liu-Tang-Zhang method (LTZ) performed the same as HBE because
it failed matching both skewness and kurtosis in all of the simulation scenarios,
and thus reduced to matching the skewness only. The modified Liu-Tang-Zhang
method (LTZ4) seemed to perform better than the original version.
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