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Resumo
Neste trabalho apresentamos o estudo e a construc¸a˜o de superf´ıcies mı´ni-
mas atrave´s de um me´todo exclusivo. Em 1762, Lagrange introduziu a
Equac¸a˜o Diferencial das Superf´ıcies Mı´nimas atrave´s do Ca´lculo de Variac¸o˜es,
e hoje a teoria de tais superf´ıcies e´ uma a´rea de pesquisa ativa e abrangente. A
elaborac¸a˜o de novas famı´lias de superf´ıcies mı´nimas esta´ baseada no me´todo
da Construc¸a˜o Reversa, desenvolvido por Hermann Karcher nos meados da
de´cada de 80. Salientamos no presente trabalho a maneira diferenciada com
que os problemas de per´ıodos foram resolvidos. Para isso, utilizaram-se as
equac¸o˜es de uma superf´ıcie mı´nima limite, para a qual ja´ era conhecido que
o problema de per´ıodos tinha soluc¸a˜o transversal. Tal me´todo, que neste tra-
balho sera´ denominado “me´todo limite”, simplifica de maneira considera´vel
o esforc¸o em solucionar os problemas de per´ıodo da famı´lia original.
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Abstract
In this work we present the study and construction of minimal surfaces
through an exclusive method. In 1762, Lagrange introduced the Minimal
Surfaces Differential Equation through the Calculus of Variations, and today
the theory of such surfaces builds up an active and broad research area. We
obtain new families of minimal surfaces based upon the Reverse Construction
Method, developed by Hermann Karcher during the eighties. In our work
we stress the original fashion with which period problems are solved: One
makes use of a limit minimal surface, of which the periods are known to
have transversal solution. Because of that we named our technique as “limit-
method”, which simplifies considerably the effort of solving period problems
for the sought after family of minimal surfaces.
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Cap´ıtulo 1
Introduc¸a˜o
O estudo de superf´ıcies mı´nimas foi motivado primeiramente pelas suas
propriedades f´ısicas. Dado uma curva simples fechada C em R3, a superf´ıcie
S com C = ∂S de menor a´rea e´ tambe´m a que minimiza a tensa˜o superficial.
De uma forma mais geral, se S separa dois meios homogeˆneos, cada um sob
presso˜es uniformes P1 e P2, a tensa˜o mı´nima equivale a termos H constante,
onde H denota a curvatura me´dia de S. Na verdade, neste caso temos H
proporcional a P1 − P2 (veja [1] para detalhes).
Em 1883, Enneper e Weierstrass mostraram que toda superf´ıcie mı´nima
e´ localmente parametrizada por F : Ω → R3, para um aberto Ω ⊂ C e F
determinada por uma func¸a˜o meromorfa g e uma diferencial holomorfa dh em
Ω. A func¸a˜o g e´ a projec¸a˜o estereogra´fica da aplicac¸a˜o de Gauss N : Ω → S2.
Ale´m disso, se Fθ e´ a aplicac¸a˜o associada obtida de e
iθdh, θ ∈ [0, 2pi), enta˜o
todas as Fθ : Ω → R3 sa˜o imerso˜es mı´nimas isome´tricas. O caso θ = pi/2 e´
denotado por F ∗ ou S∗ e chamado de conjugada.
Se F (∂Ω) = C e´ uma poligonal com projec¸a˜o ortogonal bijetiva P sobre
um plano, enta˜o F e´ o gra´fico de uma func¸a˜o f : P ∪ IntP → R. Neste caso,
como f |P e´ expl´ıcita, uma soluc¸a˜o de EDP nume´rica descreve a superf´ıcie
por gra´ficos computacionais. Das isometrias e das aplicac¸o˜es de Gauss coin-
cidentes de F e F ∗, obte´m-se imagens nume´ricas de S∗. Este procedimento
e´ conhecido como “Construc¸a˜o por Conjugada de Plateau”.
Em alguns casos, S esta´ contida em uma superf´ıcie completa M com
H ≡ 0, ainda chamada “mı´nima” embora ∂M = ∅. Por exemplo, o Princ´ıpio
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de Reflexa˜o de Schwarz aplica-se a` poligonal C, e enta˜o M e´ dada por
X : R→ R3, para uma superf´ıcie de Riemann R com carta local ψ : Ω → R,
e F = X ◦ψ. Isto permite que g e dh sejam globalmente definidas em R, e se
R e´ compacta, de suas equac¸o˜es alge´bricas podemos dar fo´rmulas expl´ıcitas
para g e dh. Este e´ o segundo caso onde gra´ficos computacionais tornam-se
poss´ıveis, mesmo para dar noc¸a˜o de toda a M . Este processo e´ chamado
“Construc¸a˜o por Dados de Weierstrass”.
Ate´ hoje, nenhuma nova forma de construc¸a˜o expl´ıcita foi estabelecida.
Para as superf´ıcies chamadas alge´bricas, a saber completas e com curvatura
total finita em um espac¸o “flat”, construc¸o˜es impl´ıcitas foram introduzidas
por Traizet e Kapouleas. Mas nelas, ou (g, dh) ou mesmo R sa˜o desconhecidos
(veja [7] e [16]). A grande dificuldade com a “Construc¸a˜o por Weierstrass”
para superf´ıcies alge´bricas sa˜o os problemas de per´ıodos. Em geral, eles sa˜o
um sistema de equac¸o˜es envolvendo integrais el´ıpticas com va´rios paraˆmetros
interdependentes. Mesmo quando admite soluc¸a˜o, esta e´ usualmente obtida
com muitas dificuldades.
Outras construc¸o˜es podem ser chamadas de “quase expl´ıcitas”, onde falta
somente a possibilidade para um refinamento teo´rico dos paraˆmetros do
domı´nio. Este e´ o caso de [17], [18] e [20], nos quais se conhece o domı´nio:
uma vizinhanc¸a perfurada de 0 ∈ Rn, imposs´ıvel de ser descrita, onde n e´ o
nu´mero de paraˆmetros. Em outras palavras, aplica-se o teorema da func¸a˜o
impl´ıcita, que requer as derivadas parciais das integrais el´ıpticas calculadas
na origem.
Nesta tese de doutorado vamos construir exemplos de superf´ıcies mı´nimas
com um novo me´todo que tambe´m classificamos de “quase expl´ıcito”. A
diferenc¸a e´ que praticamente nenhum ca´lculo e´ necessa´rio para resolver os
per´ıodos, mas requer-se que os exemplos procurados convirjam para uma su-
perf´ıcie-limite, para a qual os per´ıodos teˆm soluc¸a˜o transversal. Aqui este
termo significa somente que a diferenc¸a de duas func¸o˜es cont´ınuas troca de
sinal, desconsiderando se elas teˆm ou na˜o hiperplanos tangentes coincidindo
ao longo do cruzamento, como requer o sentido cla´ssico.
O me´todo na˜o somente soluciona per´ıodos, mas tambe´m ajuda a provar
mergulho. Uma vez que se obte´m uma famı´lia cont´ınua de imerso˜es bem
definidas, um membro-limite mergulhado pode ser usado para este propo´sito
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(veja [5] ou [19] como refereˆncia). Alguns exemplos com soluc¸a˜o transversal
de per´ıodos sa˜o encontrados em [2] ou [5]. Nem a superf´ıcie de Costa, nem a
de Chen-Gackstatter satisfaz esta condic¸a˜o (veja [3], [4], [5] e [8]).
Com o objetivo de ilustrar o nosso me´todo, no Cap´ıtulo 4 constru´ımos
exemplos de superf´ıcies mı´nimas chamadas CL pi
2
. Elas foram inspiradas nas
superf´ıcies Lpi
2
e Cpi
2
de [12] e [13], e os seus dados de Weierstrass foram calcu-
lados pelo me´todo da construc¸a˜o reversa de Karcher, conforme [8]. Tambe´m
no Cap´ıtulo 4 descrevemos as equac¸o˜es anal´ıticas para os per´ıodos, que foram
finalmente solucionadas pelo me´todo-limite, e provamos o mergulho da pec¸a
fundamental P, que gera CLpi
2
por isometrias do R3.
Neste trabalho, fazemos uso de argumentos de simetria, teoria de su-
perf´ıcies de Riemann compactas e de topologia alge´brica. Para uma melhor
compreensa˜o das ide´ias apresentadas aqui introduzimos, no Cap´ıtulo 2, algu-
mas definic¸o˜es e teoremas encontrados na literatura cla´ssica. No Cap´ıtulo 3
detalhamos alguns resultados da teoria de func¸o˜es el´ıpticas, resultados estes
que apresentam-se no texto inu´meras vezes.
No Cap´ıtulo 5 o me´todo-limite e´ utilizado para resolver um problema pro-
posto em [12], para o qual os me´todos usuais mostraram-se ineficazes. Por
fim, o Cap´ıtulo 6 e´ destinado a` apresentac¸a˜o de uma superf´ıcie triplamente
perio´dica inspirada na CL pi
2
, superf´ıcie esta que sera´ objeto de estudos pos-
teriores.
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Cap´ıtulo 2
Preliminares
Neste cap´ıtulo vamos dar algumas definic¸o˜es e teoremas ba´sicos. Para
maiores detalhes veja [8], [10] e [11].
Definic¸a˜o 2.1. Uma superf´ıcie de Riemann e´ um par (X,Σ), onde X e´
uma variedade 2-dimensional conexa e Σ e´ uma estrutura complexa em X.
O toro plano ou toro, exemplo de superf´ıcie de Riemann que sera´ ma-
nipulado no decorrer do texto, e´ o quociente do plano complexo por algum
reticulado Γ, sendo que um reticulado e´ dado por
Γ := {nw1 +mw2|n,m ∈ Z}
para w1, w2 ∈ C linearmente independentes sobre R. Considerando pi : C →
C/Γ a projec¸a˜o canoˆnica podemos induzir uma estrutura complexa em C/Γ
do seguinte modo: seja V ⊂ C um subconjunto aberto tal que quaisquer dois
de seus pontos na˜o sa˜o equivalentes mo´dulo Γ. Enta˜o U := pi(V ) e´ aberto
e pi|V → U e´ um homeomorfismo. Sua inversa φ : U → V e´ uma carta
complexa. A colec¸a˜o de todas estas cartas forma o atlas complexo U , que
cobre C/Γ e determina, assim, uma estrutura complexa nesta superf´ıcie.
Teorema 2.1. Seja X : R → E uma imersa˜o isome´trica completa de uma
superf´ıcie de Riemann R sobre um espac¸o E “flat”, completo e tridimensio-
nal. Se X e´ mı´nima e a curvatura Gaussiana total
∫
R
KdA e´ finita, enta˜o
R e´ biholomorfa a uma superf´ıcie de Riemann compacta R perfurada em um
nu´mero finito de pontos {p1, p2, ..., ps}.
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Teorema 2.2. (Representac¸a˜o de Weierstrass). Seja R uma superf´ıcie de
Riemann, g e dh func¸a˜o e 1-forma meromorfas em R, tais que os zeros de
dh coincidam com os po´los e zeros de g. Suponhamos que X : R → E, dada
por
X(p) := Re
∫ p
(φ1, φ2, φ3), onde (φ1, φ2, φ3) :=
1
2
(g−1 − g, ig−1 + ig, 2)dh,
esta´ bem definida. Enta˜o X e´ uma imersa˜o mı´nima conforme. Reciproca-
mente, toda imersa˜o mı´nima conforme X : R → E pode ser expressa como
acima para alguma func¸a˜o g e 1-forma dh meromorfas.
Definic¸a˜o 2.2. O par (g, dh) sa˜o os dados de Weierstrass e φ1,2,3 as for-
mas de Weierstrass em R da imersa˜o mı´nima X : R→ X(R) ⊂ E.
Teorema 2.3. Nas hipo´teses dos Teoremas 2.1 e 2.2, os dados de Wei-
erstrass (g, dh) se estendem meromorficamente sobre R.
Definic¸a˜o 2.3. Um fim de R e´ a imagem de uma vizinhanc¸a perfurada
Vp de um ponto p ∈ {p1, p2, · · · , ps} tal que ({p1, p2, · · · , ps} − p) ∩ Vp = ∅.
O fim e´ mergulhado se sua imagem e´ mergulhada para uma vizinhanc¸a sufi-
cientemente pequena de p.
Teorema 2.4. (Fo´rmula de Jorge-Meeks). Seja X : R → E uma superf´ıcie
mı´nima regular completa de curvatura total finita
∫
S
KdA. Se os fins de R
sa˜o mergulhados enta˜o
deg(g) = k + s− 1,
onde k e´ o geˆnero de R = R− {p1, · · · , ps} e s e´ o seu nu´mero de fins.
A func¸a˜o g e´ a projec¸a˜o estereogra´fica da aplicac¸a˜o de Gauss N : R→ S2
da imersa˜o mı´nima X, ou seja,
N =
1
|g|2 + 1(2Re{g}, 2Im{g}, |g|
2− 1).
Ela e´ um recobrimento ramificado de Ĉ e
∫
S
KdA = −4pideg(g).
O elemento (de reta) ds de X : R→ E pode ser escrito como
ds =
1
2
(
|g|+ 1|g|
)
|dh|
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e a curvatura de Gauss e´ dada por
K = −16
(
|g|+ 1|g|
)−4 ∣∣∣∣dgg
∣∣∣∣2 |dh|2.
Teorema 2.5. Se γ e´ uma curva em X(R) enta˜o vale:
i) γ e´ assinto´tica se, e somente se,
dg
g
(γ˙) · dh(γ˙) ∈ iR;
ii) γ e´ principal se, e somente se,
dg
g
(γ˙) · dh(γ˙) ∈ R.
Teorema 2.6. (Princ´ıpio da Reflexa˜o). Toda linha reta (respectivamente,
geode´sica plana) numa superf´ıcie mı´nima e´ uma linha de simetria rotacional
(respectivamente, simetria especular) da superf´ıcie.
Teorema 2.7. (Fo´rmula de Riemann-Hurwitz). Sejam X e Y superf´ıcies de
Riemann compactas e f : X → Y uma aplicac¸a˜o holomorfa na˜o constante.
Se bf e´ a ordem total dos ramos de f, enta˜o
gen(X) =
bf
2
+ #(f)(gen(Y )− 1) + 1. (2.1)
Uma fo´rmula equivalente a (2.1) e´
χ(X) = −bf + #(f) · χ(Y ). (2.2)
Consideramos agora R uma superf´ıcie topolo´gica compacta e J : R → R
um homeomorfismo, cujo conjunto de pontos fixos e´ discreto, tal que Jm =
id,m > 1, e Jm−k 6= id para 1 ≤ k < m. Dado Q ∈ R, definimos
• o grupo de isotropia de Q em 〈J〉 como F(Q) = {A ∈ 〈J〉 | A(Q) = Q},
• µ(Q) = |F(Q)|,
• a o´rbita de Q associada a 〈J〉 como orb(Q) = {Q, J(Q), ..., Jm−1(Q)}.
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Notamos que #(orb(Q)) ·µ(Q) = ord(J). Para o recobrimento ramificado
ζ : R→ R/〈J〉 obtemos
χ(R) = ord(J) · χ(R/〈J〉)−
∑
Q∈R
(µ(Q)− 1). (2.3)
Se Q ∈ R com µ(Q) > 1, observamos que orb(Q) = orb(J(Q)) = · · · =
orb(Jm−1(Q)). Neste caso existem exatamente s conjuntos disjuntos, com s ∈
N∗, e cada um possui uma cardinalidade mi, i = 1, · · · , s. Enta˜o, podemos
reescrever (2.3) como
χ(R/〈J〉) = χ(R)
ord(J)
+
∑s
i=1(ord(J)−mi)
ord(J)
. (2.4)
Quando J2 = id, temos mi = 1 e s igual ao nu´mero de pontos fixos de R.
Dessa forma,
χ(R/〈J〉) = χ(R)
2
+
s
2
.
A equac¸a˜o (2.3) e´ conhecida como fo´rmula de Euler-Poincare´.
Teorema 2.8. Sejam X, X˜, Y e Y˜ variedades diferencia´veis, e r : Y˜ →
Y, s : X˜ → X recobrimentos C∞. Se F : X˜ → Y˜ e´ um difeomorfismo C∞
que preserva fibras, enta˜o existe f : X → Y difeomorfismo de classe C∞ tal
que f ◦ s = r ◦ F.
Reciprocamente, se X˜ e Y˜ sa˜o simplesmente conexos e temos f : X → Y
difeomorfismo de classe C∞, enta˜o existe F : X˜ → Y˜ difeomorfismo C∞ que
preserva fibras, com f ◦ s = r ◦ F.
Teorema 2.9. (Princ´ıpio do Ma´ximo para Superf´ıcies Mı´nimas). Se S1
e S2 sa˜o duas superf´ıcies mı´nimas conexas com um ponto p em comum e
pro´ximas de p sa˜o gra´ficos de func¸o˜es f1 e f2 com f1 > f2, enta˜o S1 ≡ S2.
Teorema 2.10. (Teorema do Semi-espac¸o). Uma superf´ıcie mı´nima na˜o
planar, propriamente imersa e completa em R3 na˜o esta contida em qualquer
semi-espac¸o.
Teorema 2.11. A ordem de uma 1-forma meromorfa na˜o-nula w sobre
uma superf´ıcie de Riemann compacta de geˆnero g satisfaz
deg(w) = 2g − 2.
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Teorema 2.12. Suponhamos que X e Y sa˜o superf´ıcies de Riemann e que
pi : Y → X e´ uma aplicac¸a˜o de recobrimento ramificado de n-folhas. Se f e´
uma func¸a˜o meromorfa e c1, c2, · · · , cn sa˜o as func¸o˜es sime´tricas elementares
de f, enta˜o
fn + (pi∗c1)f
n−1 + · · ·+ (pi∗cn−1)f + pi∗cn = 0.
O monomorfismo pi∗ : M(X) → M(Y ) e´ uma extensa˜o alge´brica de um
corpo de grau ≤ n. Ale´m disso, se existe uma f ∈ M(X) e um x ∈ X com
pre´-imagens y1, y2, · · · , yn ∈ Y tais que os valores f(yν) para ν = 1, · · · , n
sa˜o todos distintos, enta˜o a extensa˜o do corpo pi∗ : M(X) →M(Y ) tem grau
n.
Teorema 2.13. Suponhamos que X e´ uma superf´ıcie de Riemann e
P (T ) = T n + c1T
n−1 + · · ·+ cn ∈ M(X)[T ]
e´ um polinoˆmio irredut´ıvel de grau n. Enta˜o existe uma superf´ıcie de Riemann
Y , um recobrimento ramificado de n-folhas pi : Y → X e uma func¸a˜o mero-
morfa F ∈ M(Y ) tal que (pi∗P )(F ) = 0. Nestas condic¸o˜es a tripla (Y, pi, F )
e´ unicamente determinada. Se (Z, τ, G) teˆm as correspondentes proprieda-
des, enta˜o existe exatamente uma aplicac¸a˜o bioholomorfa que preserva fibras
σ : Z → Y tal que G = σ∗F.
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Cap´ıtulo 3
Func¸o˜es El´ıpticas
3.1 Introduc¸a˜o
Uma func¸a˜o el´ıptica e´ qualquer func¸a˜o meromorfa definida sobre um toro,
que como visto no Cap´ıtulo 2, e´ o quociente do plano complexo C por al-
gum reticulado G. Dentre todas as func¸o˜es el´ıpticas a mais importante e´ a
cla´ssica func¸a˜o ℘ de Weierstrass. Neste cap´ıtulo, desejamos estudar a func¸a˜o
℘ de Weierstrass sime´trica, que foi introduzida por H. Karcher [8]. A relac¸a˜o
alge´brica entre elas, quando definidas sobre o mesmo toro, e´ um reescalona-
mento a seguido por uma translac¸a˜o b, onde a e b sa˜o constantes comple-
xas. Entretanto, as func¸o˜es ℘ de Weierstrass sime´tricas sa˜o mais fa´ceis de
manipular quando observadas do ponto de vista geome´trico. Mostraremos
que o comportamento delas pode ser estudado usando apenas argumentos
geome´tricos. Ale´m disso, teremos mais informac¸o˜es do que na teoria padra˜o
da ℘ de Weierstrass cla´ssica.
3.2 Dois teoremas geome´tricos ba´sicos
Agora introduzimos resultados importantes que na˜o esta˜o estritamente re-
lacionados com func¸o˜es el´ıpticas. Estes resultados constituem os argumentos
fundamentais para podermos analisar o comportamento das func¸o˜es men-
cionadas acima. Primeiramente, precisamos da seguinte definic¸a˜o:
Definic¸a˜o 3.1. Uma involuc¸a˜o e´ uma aplicac¸a˜o cont´ınua I : S → S que
satisfaz I ◦ I = id (a identidade em S). Quando S e´ uma superf´ıcie de Rie-
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mann compacta, a involuc¸a˜o e´ chamada hiperel´ıptica se gen(S/I) = 0.
Da definic¸a˜o e´ imediato ver que toda involuc¸a˜o e´ uma bijec¸a˜o.
Teorema 3.1. Toda involuc¸a˜o conforme ou anti-conforme em Ĉ e´ dada
por uma transformac¸a˜o de Mo¨bius M ou sua conjugada M .
Prova: Tome uma involuc¸a˜o I : Ĉ → Ĉ. Se e´ conforme, enta˜o e´ biholo-
morfa e assim uma transformac¸a˜o de Mo¨bius. Se e´ anti-conforme, enta˜o I e´
biholomorfa e assim I e´ a conjugada de uma transformac¸a˜o de Mo¨bius.
Note que a rec´ıproca do Teorema 3.1 na˜o e´ va´lida, pois z → 2z na˜o e´
uma involuc¸a˜o.
Teorema 3.2. Sejam S e R superf´ıcies de Riemann, I : S → S uma
involuc¸a˜o e f : S → R uma func¸a˜o cont´ınua, aberta e sobrejetora. Enta˜o,
existe uma u´nica involuc¸a˜o J : R → R tal que J ◦ f = f ◦ I se, e somente
se, sempre que f(x) = f(y) temos f ◦ I(x) = f ◦ I(y).
Prova: As hipo´teses do teorema foram formuladas para garantir a comu-
tatividade do diagrama:
S
f
R R
J
f
S
I
Admitimos que J ◦ f = f ◦ I. Se f(x) = f(y) enta˜o
f ◦ I(x) = J ◦ f(x) = J ◦ f(y) = f ◦ I(y).
Suponhamos agora que f ◦ I(x) = f ◦ I(y) quando f(x) = f(y). Para
cada z ∈ R definimos J(z) := f ◦ I(x), para algum x ∈ S tal que f(x) =
z (este elemento existe pois f e´ sobrejetora). Por hipo´tese J : S → S
esta´ bem definida. Ale´m disso, J ◦ f = f ◦ I. A func¸a˜o J e´ cont´ınua por
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causa do seguinte argumento: para qualquer subconjunto aberto U ⊂ R
temos que I−1(f−1(U)) e´ aberto em S. Mas I−1(f−1(U)) = f−1(J−1(U)), e
consequ¨entemente J−1(U) e´ aberto em R. Ainda temos
J ◦ J ◦ f = J ◦ f ◦ I = f ◦ I ◦ I = f.
Assim, J e´ uma involuc¸a˜o.
E´ imediato concluir que dado F ⊂ R temos J(F ) = F se, e somente se,
I(f−1(F )) = f−1(F ).
3.3 A func¸a˜o ℘ de Weierstrass sime´trica
Como qualquer toro T e´ o quociente de C por algum reticulado G ⊂ C,
podemos descrever isto por meio de nu´meros complexos na˜o nulos w1 e w2,
com w1w2 /∈ R. Assim, G := {(2n+1)w1+(2m+1)w2 : n,m ∈ Z} e T := C/G.
IR
IRi
w
w
1
2
Figura 3.1: O toro T .
No toro T a involuc¸a˜o I(z) = −z tem exatamente quatro pontos fixos:
0, w1, w2 e w1 + w2. Usando a fo´rmula de Euler-Poincare´ temos:
χ(T/I) =
χ(T )
2
+
4
2
= 2.
Logo T/I tem geˆnero zero e pelo teorema de Koebe existe um biholomor-
fismo B : T/I → Ĉ. A menos de uma transformac¸a˜o de Mo¨bius a func¸a˜o B
21
esta´ bem definida.
Definic¸a˜o 3.2. A func¸a˜o ℘ de Weierstrass sime´trica e´ a composta ℘ :=
B ◦ (·/I) : T → Ĉ tal que
℘(0) = 0, ℘(w1 + w2) = ∞ e ℘
(
w1 + w2
2
)
= i.
Devido a` func¸a˜o quociente ·/I : T → T/I, e´ imediato concluir que
℘(−z) = ℘(z), para qualquer z ∈ T. Logo ℘
(
−w1 + w22
)
= i. Ale´m disso,
deg(℘)=2 e seus pontos de ramo sa˜o exatamente os quatro pontos fixos de I.
Da Definic¸a˜o 3.1 vemos que I e´ hiperel´ıptica. Vamos agora estudar
outra func¸a˜o hiperel´ıptica em T, que e´ dada por H(z) = −z + w1 + w2
(rotac¸a˜o em torno de w1 + w22 ). Seu conjunto de pontos fixos e´ exatamente{
±w1 + w22 ,±
w1 − w2
2
}
. Do Teorema 3.2, H e ℘ induzem outra involuc¸a˜o
em Ĉ, e como ambas sa˜o holomorfas, a involuc¸a˜o induzida tambe´m sera´ ho-
lomorfa. Do Teorema 3.1 esta involuc¸a˜o e´ uma transformac¸a˜o de Mo¨bius.
Como H intercambia 0 e w1 +w2 e deixa fixo w1 + w22 , se J e´ a induzida por
℘ temos:
J(0) = J(℘(0)) = ℘(H(0)) = ℘(w1 + w2) = ∞;
J(∞) = J(℘(w1 + w2)) = ℘(H(w1 + w2)) = ℘(0) = 0;
J(i) = J(℘(w1 + w22 )) = ℘(H(
w1 + w2
2 )) = ℘(
w1 + w2
2 ) = i.
Assim, a transformac¸a˜o de Mo¨bius associada e´
℘→ − 1
℘
. (3.1)
Uma vez que os pontos ±w1 − w22 permanecem fixados pela H, neles
temos ℘2 = −1. Como o grau da ℘ e´ 2 e H(±w1 + w22 ) 6= H(±
w1 − w2
2 ),
temos
℘
(
±w1 − w2
2
)
= −i.
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Ale´m disso, (3.1) implica que todo segmento em T com extremos p, q e
cujo centro e´ um ponto fixo de H, satisfaz ℘(q) = −1/℘(p). Veja a figura
abaixo.
IR
IRi
q p
q
w
w
1
2
Figura 3.2: p, q diagonalmente opostos na subgrade, ℘(q) = − 1
℘(p)
.
De fato, como J e´ induzida de H pela ℘, temos (℘ ◦H)(p) = (J ◦℘)(p) =
−1
℘(p)
. Assim, basta mostrarmos que H(p) = q. Tomamos v um ponto fixo de
H e p, q os extremos de um segmento com ponto me´dio v. Os pontos p, q e
v satisfazem: |−→pq| = 2|−→vq|, donde p = 2v − q. Como 2v − w1 − w2 ∈ G, para
v ∈
{
±w1 + w22 ,±
w1 − w2
2
}
, verificamos o resultado.
No caso especial de um toro retangular, a menos de biholomorfismo ou
anti-biholomorfismo podemos assumir que w1 ∈ R+ e w2 ∈ iR+. Algumas
involuc¸o˜es adicionais tambe´m va˜o satisfazer as hipo´teses do Teorema 3.2, a
saber:
I1 : z → z;
I2 : z → −z;
I3 : z → z + w2;
I4 : z → −z + w1.
Elas esta˜o representadas na seguinte figura:
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I2I4 I4I2
I3
I3
1
2
w
IR
IRi
I1
w
I1
Figura 3.3: As involuc¸o˜es I1,2,3,4 no toro retangular T .
Junto com ℘, elas induzem involuc¸o˜es anti-holomorfas J1,2,3,4 em Ĉ que
identificaremos com o aux´ılio do Teorema 3.1.
Consideramos I1 e I2. Elas fixam alguns pontos especiais como 0, w1+w2 e
intercambiam w1 + w22 e
w1 − w2
2 . Uma vez que ℘(0) = 0, ℘(w1 +w2) = ∞ e
℘(w1 + w22 ) = −℘(
w1 − w2
2 ) = i, elas induzem a mesma involuc¸a˜o em Ĉ, que
fixa 0,∞ e intercambia i com −i. Do Teorema 3.1, esta involuc¸a˜o e´ ℘ → ℘.
Em particular, isto significa que a imagem de ℘ do conjunto dos pontos fi-
xos de I1,2 e´ real. Assim, ℘(w1) = tanα para algum α ∈ (−pi2 , pi2 ) \ {0}.
Pela Figura 3.2, w1 e w2 sa˜o os extremos de um segmento com ponto me´dio
w1 + w2
2 , e conclu´ımos que ℘(w2) = − cotα. Como tanα = − cot(α + pi2 ), a
menos de um anti-biholomorfismo podemos escolher o nosso toro de modo
que α > 0. Dessa forma, consideramos α ∈ (0, pi2 ).
A involuc¸a˜o I4 intercambia 0 com w1 e w1 + w2 com w2. Logo, se J4 for
a involuc¸a˜o induzida por ℘ (de I4), ela sera´ uma transformac¸a˜o de Mo¨bius
anti-holomorfa que satisfaz:
J4(0) = J4(℘(0)) = ℘(I4((0)) = ℘(w1) = tanα;
J4(∞) = J4(℘(w1 + w2)) = ℘(I4((w1 + w2)) = ℘(w2) = − cotα;
J4(− cotα) = J4(℘(w2)) = ℘(I4((w2)) = ℘(w1 + w2) = ∞.
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Portanto J4 e´ dada por
℘→ tanα− ℘
1 + tanα · ℘.
Os ca´lculos para determinar a involuc¸a˜o induzida por I3 sa˜o ana´logos. O
pro´ximo desenho representa ℘(T ) com as suas involuc¸o˜es induzidas (foram
dados os mesmos nomes).
-tan (
, I2
-cot α
2
cot(pi α
4 2
- )
-cot α tan α
tan α
2
pi
3
α
4 2
- )
IRi
i
-i
IR
I I4
1I
Figura 3.4: A imagem ℘(T ) com as involuc¸o˜es induzidas.
Uma equac¸a˜o alge´brica para esse toro e´ dada por ℘′2 = c1℘(℘−tanα)(℘+
cotα), sendo c1 uma constante complexa na˜o-nula. Usualmente escrevem-se
os valores de ℘ sobre o toro, como na pro´xima figura.
tan α
2
tan α
2
−tan(pi α
4 2
− )
−tan(pi α
4 2
− )
−cotα
2
−cotα
2
cot(pi α
4 2
− )
cot(pi α
4 2
− )
8 2
i
i−i
−i
0
2
(2)−cotα
tan α(2)
Figura 3.5: Os valores de ℘ no toro retangular T .
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Agora estudaremos o caso especial do toro roˆmbico. A menos de um biho-
lomorfismo ou anti-biholomorfismo podemos assumir que Arg(w1) ∈ (0, pi2 )
e w2 = −w1. As involuc¸o˜es definidas anteriormente I3,4 na˜o sa˜o mais va´lidas
aqui, mas I1,2 e outras duas involuc¸o˜es ainda va˜o satisfazer as hipo´teses do
Teorema 3.2, a saber:
I5 : z → z + w1 + w2;
I6 : z → −z + w1 − w2.
Elas esta˜o representadas na seguinte figura:
I1
w1w2
IRi
IR
I
I
I
2
5
5
6I I6
Figura 3.6: As involuc¸o˜es I1,2,5,6 no toro roˆmbico T .
Em Ĉ, I1,2 induzem a mesma involuc¸a˜o, a saber ℘ → −℘. O mesmo
ocorre com I5,6 que tambe´m induzem a mesma involuc¸a˜o: ℘ → 1/℘. Uma
consequ¨eˆncia importante da involuc¸a˜o ℘→ −℘ em Ĉ e´ que a imagem pela ℘
das diagonais de T e´ o eixo imagina´rio. Como escolhemos ℘
(
w1 + w2
2
)
= i,
a imagem pela ℘ da diagonal horizontal de T e´ iR−, enquanto que a imagem
pela ℘ da diagonal vertical de T e´ iR+. Da involuc¸a˜o ℘→ 1/℘ em Ĉ, temos
que a imagem do sub-retaˆngulo representado na Figura 3.6 cobre o S1. Dessa
forma, ℘(w1) = e
iρ para algum ρ ∈ (−pi2 , pi2 ). Similarmente ao caso do toro
retaˆngulo, sem perder a generalidade, podemos tomar ρ ≥ 0 e agora conside-
rar ρ ∈ [0, pi2 ). Da Figura 3.2 conclu´ımos que ℘(w2) = −e−iρ.
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Uma equac¸a˜o alge´brica para este toro e´ dada por ℘′2 = c2℘(℘− eiρ)(℘+
e−iρ), sendo c2 uma constante complexa na˜o nula.
No caso particular do toro quadrado, que e´ simultaneamente roˆmbico e
retangular, temos α = pi4 e ρ = 0. A pro´xima figura descreve os valores de ℘
diretamente sobre o toro.
82
i
i
(2)
−i−i
e i−e−i ρ (2)ρ
0 2
Figura 3.7: Os valores de ℘ no toro roˆmbico T .
Observac¸a˜o 3.1: Ca´lculos ana´logos poderiam ter sido desenvolvidos sobre
o toro T := C/Γ, com Γ = {nw1 + mw2|n,m ∈ Z}, w1, w2 ∈ C∗ e w1w2 /∈ R.
Uma equac¸a˜o alge´brica para este toro e´ ℘′2 = c℘(℘− x)(℘+ 1x) com x ∈ R+
e x so´ dependendo de w1w2 .
Observac¸a˜o 3.2: Quaisquer dois toros com mesmo w1w2
sa˜o biholomorfos, e
reciprocamente. Basta observarmos que se w1w2 =
w˜1
w˜2
, enta˜o existe g : C → C
com g(z) = az e a ∈ C∗ tal que g(w1) = w˜1 e g(w2) = w˜2. Do Teorema
2.8 temos que T e´ biholomorfa a T˜ . A rec´ıproca tambe´m e´ consequ¨eˆncia
imediata deste teorema.
Agora consideramos T := C/Γ e T˜ := C/Γ˜, onde w˜1 = g(w1) e w˜2 = g(w2)
para g(z) = az + b com a, b ∈ C e a 6= 0, conforme a Figura 3.8. Sejam
β(t) := t(w1 + w2), 0 ≤ t ≤ 1 e β˜ = t(w˜1 + w˜2) + b = aβ(t) + b, 0 ≤ t ≤ 1.
Como vimos anteriormente, ℘(β(t)) e´ uma curva que liga 0 a ∞ e passa
por i = ℘(β(1
2
)). Logo, ℘(β(t))′
∣∣
1
2
= y ∈ C∗, sendo que y depende apenas
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de w1w2
. Por outro lado,
[
℘(β(t))′
∣∣
1
2
]2
= y2 ⇒ ℘′(β(1
2
)).
[
β ′(1
2
)
]2
= y2 ⇒
ci(i− x)(i + 1
x
).(w1 + w2)
2 = y2 ⇒ c = w
−2
2 y
2(
1 +
w1
w2
)2 (
x− 1
x
− 2i
) .
β
1
2
2 1
g
b
g(w  )
w
w
g(w  )
Figura 3.8: A aplicac¸a˜o g.
A relac¸a˜o entre c e o reticulado Γ para cada u = w1w2
fixo e´ u´nica, pois
para cada par (w1, w2), (w˜1, w˜2) com
w1
w2 =
w˜1
w˜2
= u temos:
c|(w1,w2) = c|( ew1, ew2) ⇐⇒ (w1 + w2)2 = (w˜1 + w˜2)2 ⇐⇒ (w1, w2) = ±(w˜1, w˜2),
que por sua vez define o mesmo reticulado Γ.
Logo, a menos de um biholomorfismo ou anti-biholomorfismo, todos os
toros esta˜o representados num quadrante de c´ırculo, conforme a figura abaixo.
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Legenda:
=1w 1
w 2
toro quadrado
toro retangular
toro 
toro rombico^
Figura 3.9: Representac¸a˜o dos tipos de toros.
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Cap´ıtulo 4
Superf´ıcie CLpi
2
-Costa
Este cap´ıtulo tem como objetivo principal a exposic¸a˜o do nosso me´todo-
limite para soluc¸a˜o de problemas de per´ıodos. Para tanto, motivados pelas
superf´ıcies Cpi
2
e Lpi
2
de [12] e [13], constru´ımos uma nova famı´lia de superf´ıcies
mı´nimas duplamente perio´dicas denotada por CL pi
2
-Costa. Para a obtenc¸a˜o
desta superf´ıcie, utilizamos o me´todo da construc¸a˜o reversa desenvolvido por
Hermann Karcher na de´cada de 80 (vide [8]). A Figura 4.1 ilustra esta
superf´ıcie.
4.1 A superf´ıcie CLpi
2
-Costa
Teorema 4.1. Existe uma famı´lia a 2-paraˆmetros de superf´ıcies mı´nimas
duplamente perio´dicas em R3 tal que, para qualquer membro desta famı´lia
se verifica:
1) a superf´ıcie imersa e´ mı´nima;
2) ela e´ gerada pela reflexa˜o em torno de um plano vertical junto com um
grupo de translac¸a˜o horizontal, ambos aplicados sobre uma pec¸a fundamen-
tal P , onde P e´ uma superf´ıcie com bordo e dois fins catenoidais;
3) P tem um grupo de simetria gerado pela rotac¸a˜o de 180◦ em torno de dois
segmentos que se cruzam ortogonalmente em seu ponto me´dio S;
4) ∂P consiste de duas curvas congruentes alternado com dois segmentos re-
tos, e eles se projetam sobre um retaˆngulo Q.
Podemos interpretar P como a superf´ıcie de Costa com seus fins catenoi-
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Figura 4.1: A superf´ıcie CLpi
2
.
dais mantidos, mas o fim planar substitu´ıdo por ∂P . O ponto S representa
a “Sela-Costa” onde as retas se encontram. De fato, a superf´ıcie duplamente
perio´dica possui auto-intersecc¸o˜es, mas elas somente ocorrem nos fins cate-
noidais. Vamos considerar S como a origem do R3 e os segmentos de P\∂P
contidos em Ox1, Ox2. Dessa forma, Ox3 e´ o eixo dos fins catenoidais “top”
e “bottom”. Ale´m disso, consideramos que x3 = x1 ∧ x2 e Ox1 intercepta
somente os segmentos de ∂P. Projetando ∂P ortogonalmente sobre x3 = 0,
vemos que Q sera´ ortogonal a Ox1,2. Outras configurac¸o˜es implicariam em
mais auto-intersecc¸o˜es ale´m daquelas entre os fins.
Da Figura 4.2 notamos que Q e os fins podem assumir diversas escalas e
crescimentos logar´ıtmicos, isto e´, diferentes raios de crescimento na direc¸a˜o
dos limites normais (0, 0,±1) ja´ que para o exterior de um conjunto compacto
suficientemente grande, X : M → R3 e´ um gra´fico (sobre o exterior de um
domı´nio limitado no plano x1, x2) com o seguinte comportamento assinto´tico:
x3(x1, x2) =
η
2
ln(x21 + x
2
2) + µ+
ax1 + bx2
x21 + x
2
2
+O((x21 + x22)−1),
onde η, µ, a e b sa˜o nu´meros reais. O raio do crescimento logar´ıtmico e´ o
negativo do res´ıduo de dh em torno do fim considerado. Dessa forma, os
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SBC
TC
Figura 4.2: O retaˆngulo Q.
exemplos CLpi
2
formam uma famı´lia de superf´ıcies a dois paraˆmetros. Toma-
mos um membro gene´rico M desta famı´lia. Considerando o seu quociente
pelo grupo de translac¸a˜o, seguido pela compactificac¸a˜o dos seus fins, obte-
mos uma superf´ıcie topolo´gica e compacta, denotada por M (veja a Figura
4.3(a)). Desta figura facilmente vemos que o geˆnero de M e´ 3. O tre-
cho A → L → F → D → A forma as retas da superf´ıcie, enquanto que
A→ E → A e F → N → F geram as curvas de simetria reflexional.
Vamos agora considerar ρ : M → M como a involuc¸a˜o que corres-
ponde a` rotac¸a˜o de 180◦ em torno de Ox3. Esta involuc¸a˜o fixa os pontos
L,D, TC, S,BC, TC ′, S ′, BC ′ e intercambia A com F e E com N. Assim,
pela fo´rmula de Euler-Poincare´
χ(M/ρ) =
χ(M)
2
+
8
2
= 2,
ou seja, M/ρ e´ topologicamente S2, que admite um u´nica estrutura conforme
Ĉ = C ∪ {∞}, pelo teorema de Koebe. Como ρ e´ um recobrimento ramifi-
cado, ele induz uma estrutura conforme em M. Isto determina uma aplicac¸a˜o
meromorfa z : M → Ĉ e, a menos de uma transformac¸a˜o de Mo¨bius, esco-
lhemos z(S) = 0, z(A) = 1 e z(S ′) = ∞.
A rotac¸a˜o de 180◦ em torno do trecho A → L fixa os valores 0,∞ e
1, logo a transformac¸a˜o induzida em Ĉ e´ uma reflexa˜o no eixo real, e con-
sequ¨entemente z(A→ L) ⊂ R. Como S e S ′ na˜o pertencem a A→ L, temos
z(A → L) = [1, x˜] para algum x˜ > 1 ou z(A → L) = [x, 1] para um certo
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x < 1. Como o trecho S → L e´ fixado pela rotac¸a˜o de 180◦ em torno de si,
e esta fixa S ′, enta˜o z(S → L) ⊂ R e z(S) = 0 < z(L) < z(A) = 1. Assim,
z(L) = x com 0 < x < 1.
A rotac¸a˜o de 180◦ em torno de S → L fixa S, S ′, L e D, ou seja, 0, ∞, x,
e z(D), e intercambia A ↔ F,E ↔ N, TC ↔ BC e TC ′ ↔ BC ′, onde
z(E) = z(N) devido a ρ. Logo, ela induz z 7→ z em Ĉ e temos
z(N) = z(E) = z(N) ⇒ z(E) = z(N) ∈ R, (4.1)
z(TC) = z(BC), z(TC ′) = z(BC ′). (4.2)
A reflexa˜o em A → E fixa A,E, F,N e intercambia TC ↔ TC ′, BC ↔
BC ′, S ↔ S ′ e L ↔ D, ou seja, fixa 1 e intercambia ∞ com 0. Assim, a
transformac¸a˜o induzida e´ z 7→ 1/z, donde z(D) = 1/z(L) = 1/x e
z(TC) = 1/z(TC ′), z(BC) = 1/z(BC ′). (4.3)
Observemos que os pontos fixos desta reflexa˜o pertencem a S1, portanto
z(E) = z(N) ∈ S1. (4.4)
A E A
TC’
S’
BC’
D D
F F
TC
S
BC
L
A AE
L
x
x
N
2
1
iαz(p)=e
i IR
z(L)=x
z(TC)=y
z(S)= z(A)=10z(E)=
IR
−1
Figura 4.3: (a) M com pontos importantes; (b) a aplicac¸a˜o z : M → Ĉ.
De (4.1), (4.4) e do fato que z(A) = 1 temos z(E) = z(N) = −1. Como
a rotac¸a˜o em torno de A → L na˜o fixa TC, enta˜o z(TC) =: y ∈ C \ R. De
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(4.2) e (4.3) temos z(BC) = y, z(TC ′) = 1/y e z(BC ′) = 1/y. As curvas
A → E → A e F → N → F sa˜o curvas de simetria reflexional localizadas
em planos paralelos a x2 = 0. Logo possuem pontos de mı´nimo e ma´ximo.
Sejam p, p′ e q, q′ tais pontos em A → E → A e F → N → F, respecti-
vamente. Notamos que ](A → E,A → L) = pi/2 e A na˜o e´ fixado por ρ.
Assim ](z(A → E), z(A → L)) = pi/2. Como a reflexa˜o em A → E e´ dada
por z 7→ 1/z, enta˜o z(A → L) ⊂ S1. Sem perder a generalidade tomamos
Im{y} > 0, que implica |y| < 1 e z(p) = eiα para algum α ∈ (0, pi). Note
que ρ intercambia p com q, logo z(q) = eiα. Da rotac¸a˜o em torno de E → S
temos z(p′) = z(p) e z(q′) = z(q), assim z(p′) = z(q′) = e−iα. A Figura
4.3(b) ilustra a aplicac¸a˜o z : M → Ĉ.
Como ρ : M →M e´ uma involuc¸a˜o hiperel´ıptica, e´ fa´cil escrevermos uma
equac¸a˜o alge´brica para M :
w2 =
Z2 − 2Re{Y }Z + |Y |2
(Z −X)(Z − 2 cosα)2 , (4.5)
onde X = x+
1
x
, Y = y+
1
y
e Z = z+
1
z
com x ∈ (0, 1), |y| < 1, Im(y) > 0
e α ∈ (0, pi). Os valores 0±1, x±1, y±1 e y ±1 da˜o exatamente todos os pon-
tos de ramo de z, todos de ordem 1. Pela fo´rmula de Riemann-Hurwitz,
8/2− 2 + 1 = 3, que esta´ de acordo com o geˆnero esperado de M.
4.2 Os dados de Weierstrass de CLpi
2
Suponhamos agora que M e´ a imersa˜o mı´nima completa de M \{TC,BC,
TC ′, BC ′} em R3 e que (g, dh) sa˜o os dados de Weierstrass correspondentes
em M. Como a aplicac¸a˜o g e´ a projec¸a˜o estereogra´fica da aplicac¸a˜o normal
de Gauss em M, atrave´s do comportamento do vetor normal unita´rio tenta-
remos descrever uma equac¸a˜o para g em func¸a˜o de z.
Observando a Figura 4.1 e 4.3(a) vemos que M possui vetores normais
unita´rios verticais que apontam no mesmo sentido em TC,BC, S, TC ′, BC ′,
S ′. Suponhamos que todos eles sejam −−→e3 = (0, 0,−1). Assim, g({TC,BC, S,
TC ′, BC ′, S ′}) = {0}. Como o geˆnero de M e´ 3 e o nu´mero de fins do
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quociente de M pelo seu grupo de translac¸a˜o e´ 4, pela fo´rmula de Jorge-
Meeks temos
deg(g) = 3 + 4− 1 = 6.
Ou seja, os zeros da aplicac¸a˜o g sa˜o simples. Uma vez que g e´ uma aplicac¸a˜o
meromorfa em uma superf´ıcie de Riemann compacta, o seu nu´mero de po´los e
zeros (contados com multiplicidade) coincide e isto implica que g tem 6 po´los.
Pela Figura 4.3(a) temos queD e L sa˜o po´los de g, pois esta˜o na intersec¸a˜o das
retas ortogonais S ′ → D com D → F e S → L com A→ L, respectivamente.
Tambe´m temos que D e L sa˜o po´los simples, pois representam pontos de
sela de M que tera˜o curvatura Gaussiana estritamente negativa. Como as
curvas A → E → A e F → N → F esta˜o localizadas em planos paralelos
a x2 = 0, os pontos p, p
′ e q, q′ sa˜o po´los simples pois D e L teˆm ordem 1,
deg(g) = 6 e ρ intercambia p com q. Portanto, a ana´lise dos zeros e po´los da
g esta´ conclu´ıda. Baseados na equac¸a˜o (4.5) e nas observac¸o˜es acima, temos
que g = icw para alguma constante c ∈ C∗. Por outro lado, observando o
comportamento da aplicac¸a˜o g no caminho S → L, vemos que g(S → L) ∈ iR
e que w(S → L) ∈ R. Assim,
g = icw, onde c > 0. (4.6)
Para determinarmos a equac¸a˜o da diferencial dh observamos que, se M
e´ a imersa˜o mı´nima completa de M \ {TC,BC, TC ′, BC ′}, enta˜o todos os
po´los e zeros da dh sa˜o determinados pelos po´los e zeros da g, juntamente
com os fins e pontos regulares da M.
Nos pontos regulares r ∈ M para os quais g e´ zero ou infinito a di-
ferencial dh assume um zero com ordr(dh) = |ordr(g)|. Estes pontos sa˜o
exatamente S, S ′, D, L, p, p′, q, q′. Nos fins catenoidais de M, que correspon-
dem aos pontos TC,BC, TC ′ e BC ′ de M, temos po´los simples da dh. Como
deg(dh) = −χ(M) = 4, a ana´lise dos zeros e po´los de dh esta´ conclu´ıda.
Comparando os resultados acima com as aplicac¸o˜es z e dz temos
dh =
c˜(Z − 2 cosα)dz/z
Z2 − 2Re{Y }Z + |Y |2 , c˜ ∈ C
∗. (4.7)
Nas retas de M (e portanto tambe´m em S → L) temos x3 = Re
∫
dh = 0,
ou seja, dh e´ imagina´rio puro nestes caminhos. Mas o lado direito da equac¸a˜o
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(4.7) e´, a menos de c˜, real em S → L e dessa forma a constante c˜ e´ imagina´ria
pura. Fixamos c˜ = −i, ja´ que qualquer outro valor so´ estaria reescalonando
a superf´ıcie M. Dessa forma, a equac¸a˜o de dh fica
dh = − i(Z − 2 cosα)dz/z
Z2 − 2Re{Y }Z + |Y |2 . (4.8)
Uma vez conhecidas as equac¸o˜es de M, da aplicac¸a˜o g e da diferencial
dh, temos a descric¸a˜o expl´ıcita da superf´ıcie, ou seja, M e´ a imersa˜o mı´nima
completa em R3 de M \ z−1({y±1, y ±1}) cujos dados de Weierstrass sa˜o de-
finidos pelas equac¸o˜es (4.5), (4.6) e (4.8). Pela Tabela 4.1 verificamos que
os caminhos indicados sa˜o geode´sicas, sendo E → S, S → L e L → A retas
em M e A → E uma curva de simetria reflexional, ja´ que pelo Teorema 2.5
dg
g
· dh ∈ iR nos primeiros casos e dg
g
· dh ∈ R no u´ltimo.
Simetria Involuc¸a˜o Valores de z Valores de w Valores de dh
E → S (w, z) 7→ (−w, z) z = t, −1 < t < 0 w ∈ iR dh(z˙) ∈ iR
S → L (w, z) 7→ (w, z) z = t, 0 < t < x w ∈ R dh(z˙) ∈ iR
L → A (w, z) 7→ (−w, z) z = t, x < t < 1 w ∈ iR dh(z˙) ∈ iR
A → E (w, z) 7→ (−w, 1/z) z = eit, 0 < t < pi w ∈ iR dh(z˙) ∈ R
Tabela 4.1: Involuc¸o˜es e simetrias.
4.3 Ana´lise dos per´ıodos
A Figura 4.4 representa a pec¸a fundamental de M com per´ıodos abertos.
Sobre ela tomamos a curva γ := S → L→ A→ E → S. Lembramos que para
uma superf´ıcie de Riemann R e w uma 1-forma diferencial fechada em R a
integral
∫
σ
w, definida para qualquer representante da classe de homotopia de
uma curva σ de R, e´ chamada de per´ıodo de w. Ale´m disso, se X : R → R3
e´ a imersa˜o mı´nima de R em R3 enta˜o a diferenc¸a X(σ(1))−X(σ(0)) e´ de-
nominada de vetor per´ıodo. Vamos, dessa forma, para toda curva fechada
em M \ {TC,BC, TC ′, BC ′} analisar o vetor per´ıodo Re ∮ φ1,2,3.
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Figura 4.4: A pec¸a fundamental com per´ıodos abertos.
Tomando uma pequena curva simples fechada em M \ {TC,BC, TC ′,
BC ′} em torno de TC, a menos de orientac¸a˜o esta e´ homoto´pica a ρ(γ) ∪ γ.
Logo, verificar que o vetor per´ıodo e´ nulo nesta curva e´ equivalente a mos-
trarmos que Re
∫
γ
φ1,2,3 = 0. O mesmo vale para curvas simples fechadas em
torno de BC, TC ′ ou BC ′, pois sa˜o imagens de TC por involuc¸o˜es de M.
Sobre a curva A → L → F o vetor per´ıodo e´ zero em Ox1,3 mas na˜o-
nulo em Ox2, pois ele e´ levado a uma linha paralela a este eixo pela imersa˜o
mı´nima. Agora, A→ E → A esta´ em um plano paralelo a Ox1,3. Assim, seu
per´ıodo e´ nulo em Ox2. Se o per´ıodo for nulo em γ, teremos Re
∫
A→E
φ1 =
Re
∫
L→S
φ1 6= 0, pois o u´ltimo e´ um segmento de reta em M. Finalmente, e´
suficiente provarmos que o vetor per´ıodo e´ nulo em γ, ou seja, verificarmos
que as constantes c = c(x, y, α) e α = α(y) satisfazem a`s seguintes condic¸o˜es
cosα =
∫ pi
0
cos tdt
4 cos2 t−4Re{Y } cos t+|Y |2∫ pi
0
dt
4 cos2 t−4Re{Y } cos t+|Y |2
; c2 = c1 :=
I1 + I2
−I3 + I4 ; c
2 = c2 :=
I5 − I6
I7 − I8 ,
(4.9)
onde I1 =
∫ x
0
|w−1dh|, I3 =
∫ x
0
|wdh|, I5 =
∫ 0
−1
|w−1dh|, I6 =
∫ 1
x
|w−1dh|, I7
=
∫ 1
x
|wdh| e I8 =
∫ 0
−1
|wdh|, para z(t) = t variando em intervalos reais. Para
I2,4, z(t) = e
it e 0 ≤ t ≤ pi, com I2 =
∫ pi
0
|dh/w| e I4 =
∫ pi
0
|wdh|. Notamos
que I2,4 permanece invariante se escolhemos z(t) = e
−it.
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De (4.5) e (4.8) claramente reconhecemos a complexidade das Equac¸o˜es
(4.9). Se tentarmos o teorema do valor intermedia´rio, muitos cuidados sera˜o
necessa´rios. Por exemplo, precisamos observar a regia˜o xy onde ambos os
denominadores de c1,2 sa˜o na˜o-nulos. Depois, a positividade devera´ valer em
uma certa sub-regia˜o conexa, em cujo bordo temos pontos onde c1−c2 devera´
trocar de sinal. Das equac¸o˜es (4.9) percebemos que estes procedimentos se
mostraram extremamente trabalhosos e infrut´ıferos. Na pro´xima sec¸a˜o apli-
caremos o me´todo-limite para solucionar (4.9) praticamente sem contas.
4.4 Aplicac¸a˜o do Me´todo-Limite
Para aplicarmos o me´todo mencionado no Cap´ıtulo 1, analisaremos pri-
meiro os dados de Weierstrass de M = Mx,y,α. Se considerarmos a func¸a˜o z
como uma varia´vel do plano complexo, no limite de x→ 0 teremos os dados
de Weierstrass da superf´ıcie-MLb (veja [14], p. 482). Para esta u´ltima temos
a soluc¸a˜o dos per´ıodos por cruzamento transversal de dois gra´ficos (veja [14],
pp. 486-9). A grosso modo, estes sa˜o gra´ficos de xc1,2 em x = 0, e significam
que as func¸o˜es c1,2 coincidem para x > 0 suficientemente pequeno e certos
valores y, α que dependem de x. Ale´m disso, o cruzamento acontece em va-
lores positivos de xc1,2|x=0 e consequ¨entemente c e´ real positivo.
Tomemos qualquer λ > 1 e ρ ∈ (−pi
2
, 0]. Se x e´ suficientemente pro´ximo
de zero a escolha
y(x) :=
xeiρ
eiρ + iλ
(4.10)
garante que y(x) pertence ao interior de D− := {z ∈ C : |z| ≤ 1 ≤
1− Im{z}}.
Consideremos C :=
√
xλ · c e K um compacto na regia˜o B := {ζ ∈ Ĉ :
Re{ζ} ≥ 0}\{−λi, eiρ}. Vamos provar que C2 tem um limite positivo e finito.
Assumimos isto por enquanto e tambe´m fazemos Cj =
√
xλ · cj, j = 1, 2.
Para x suficientemente pro´ximo de 0, o setor {ζ ∈ C : |ζ + iλ
1−x2
| < λx
1−x2
}
sera´ disjunto de K. Seja z : K → D− a aplicac¸a˜o dada por z(ζ) = xζ
ζ+iλ
e
definimos G(ζ) := g ◦ z(ζ), dH := λ
x
z∗dh. Agora para qualquer ζ ∈ K fixado
e, de acordo com (4.5), (4.6) e (4.8) segue-se as relac¸o˜es abaixo. Para maiores
detalhes vide Anexo A.
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Figura 4.5: A aplicac¸a˜o z(ζ).
lim
x→0
G2(ζ) = lim
x→0
−C2w2(ζ)
xλ
=
iC2ζ(ζ − eiρ)(ζ + e−iρ)
(ζ + iλ)2
; (4.11)
lim
x→0
dH(ζ˙) = lim
x→0
λdh(ζ˙)
x
=
dζ
(ζ − eiρ)(ζ + e−iρ) . (4.12)
Mas (4.11) e (4.12) sa˜o os dados de Weierstrass da superf´ıcie MLb , a
menos de uma rotac¸a˜o de 90◦ em torno do eixo vertical (veja [14], pp. 483-
4). Deste fato e de (4.9) e´ fa´cil ver que
√
λ3
x
I1,5,6 e
√
λ
x3
I3,7,8 va˜o convergir
para as integrais em (13) e (22) de [14], pp. 486-8. Agora, a convergeˆncia
uniforme pode ser estabelecida pelo seguinte argumento.
Notemos que I5 − I6 =
∫
σ
dh/w, onde σ e´ homoto´pica a ∂D− \ (0, x) em
D− \ {y}. Similarmente, I7 − I8 =
∫
σ
wdh. Uma escolha adequada de K ga-
rante que ({0} × i[0,+∞]) ∪ {(z−1)∗σ} ⊂ K. De [14], pp. 485-8, vemos que
as correspondentes integrais-limites possuem a mesma propriedade. Logo, a
convergeˆncia para x pro´ximo de zero ainda sera´ uniforme, pois as integrais
esta˜o bem definidas em caminhos contidos em K.
39
Vamos analisar I2,4. Na sequ¨eˆncia provaremos que para uma curva ζ(t)
homoto´pica a β(t) := −iλ
1−x2
(1 + xeit), t ∈ [0, pi], temos lim
x→0
√
λ3
x
I2 = 0 e
lim
x→0
√
λ
x3
I4 =
λpi
f(λ)
, onde f(λ) =
√
λ(1 + λ2 + 2λsen ρ). Deste fato e da
convergeˆncia uniforme dos dados de Weierstrass de Mx,y,α para MLb em K,
segue-se que C1 e C2 coincidem em x = 0 com as constantes (13) e (22) de
[14], pp. 486-8. A saber, C1,2 sa˜o transversais em uma vizinhanc¸a de x = 0.
Dessa forma, C1 = C2 (e consequ¨entemente c1 = c2) para x pro´ximo de zero,
λ = λ(x) com λ(0) = λρ, e y(x) = xe
iρ/(eiρ + iλ).
Em β(t), um ca´lculo cuidadoso mostra que lim
x→0
z(t) = e−it. Portanto,
lim
x→0
√
x · |w|
∣∣∣∣
β(t)
=
|iλ+ eiρ|
2| cos t− cosα| (4.13)
e
lim
x→0
|dh|
x2
∣∣∣∣
β(t)
=
2| cos t− cosα|dt
|iλ+ eiρ|2 . (4.14)
De (4.13) e (4.14) vemos que lim
x→0
√
λ3
x
I2 = 0 e lim
x→0
√
λ
x3
I4 = λpi/f(λ). Isto
finalmente prova que as Equac¸o˜es (4.9) teˆm uma soluc¸a˜o positiva e simultaˆnea
numa curva y(x, λ(x), ρ) e α = α(y(x)), para x positivo em uma vizinhanc¸a
de zero.
4.5 Mergulho da pec¸a fundamental
O nosso objetivo, nesta sec¸a˜o, e´ verificar que as auto-intersec¸o˜es de M
ocorrem somente nos fins catenoidais. Utilizaremos argumentos similares
aos apresentados em [14]. A convergeˆncia ja´ estudada na Sec¸a˜o 4.4 sera´
u´til para simplificar a nossa tarefa, pois ali provamos a existeˆncia de uma
constante positiva ε e uma curva y : (0, ε) → D−, para a qual a escolha
c = c(x, y(x), α(x)) em (4.6) satisfaz as Equac¸o˜es (4.9). Daqui em diante, c
representara´ tal escolha.
Na verdade, o paraˆmetro ρ pode ser escolhido em (−pi/2, 0] e estabelece
a curva λ : (0, ε) → (1,∞), apo´s o que y e´ finalmente dado por (4.10). To-
mando z = xζ
ζ+iλ
, ζ ∈ B e dH = λdh/x, quando x = 0 as constantes C1,2 da
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sec¸a˜o anterior fecham os per´ıodos da superf´ıcie em [14].
Escolhemos qualquer x ∈ (0, ε) e consideramos a imersa˜o mı´nima Xx :
M \ z−1({y±, y¯±}) → R3 definida por (4.5) e (4.8). Assim, Xx restrito a
z−1(D−) pode ser visto como uma func¸a˜o bivalente Xx : D− \ {y¯} → R3.
Na verdade, cada ramo w da raiz quadrada em (4.5) aplica qualquer ponto
q ∈ D− \ {y} num par de pontos em R3, digamos Xx(q)+ e Xx(q)−. Fixando
Xx(0) como a origem, enta˜o um e´ a imagem do outro por uma rotac¸a˜o de
180◦ em torno de Ox3 (veja Figura 4.6(a)). Ale´m disso, para qualquer curva
fechada homoto´pica a ∂D−, o vetor per´ıodo sera´ zero, como provado na Sec¸a˜o
4.4.
Consideramos a pec¸a fundamental P de M . Sejam P− a imagem de
D− \ {y} em R3 por Xx, e P+ a imagem em R3 de P− pela rotac¸a˜o de 180◦
em torno de Xx([0, x]) ou de Xx([−1, 0]). Logo, P = P− ∪ P+. A imagem
de ∂D− pela Xx esta´ descrita na Figura 4.6(b).
TC
BC
S
L
LF
A
E
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X(q)+
X(q)−
F M
S
E A
L L
Figura 4.6: (a) A pec¸a fundamental P ; (b) a imagem de ∂D− pela Xx.
Na Sec¸a˜o 4.4 definimos o conjunto B. Consideramos K um subconjunto
compacto de B tal que B \K = VAE ∪ VBC , onde VAE e VBC sa˜o vizinhanc¸as
conexas de −iλ e eiρ, respectivamente. De (4.11) e (4.12), vemos que os da-
dos (g, λdh/x) convergem uniformemente em K para os dados de Weierstrass
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da superf´ıcie mergulhada MLb , com lim
x→0
√
xλc(x) = cLb (veja [14]). Denota-
remos este mergulho mı´nimo correspondente por X0.
Como foi mencionado anteriormente, por [5] ou [15], se VBC e´ suficiente-
mente pequena, enta˜o Xx
∣∣
VBC
e´ o gra´fico de
x3(x1, x2) =
η
2
ln(x21 + x
2
2) + µ+
ax1 + bx2
x21 + x
2
2
+O((x21 + x22)−1),
onde η, µ, a e b sa˜o nu´meros reais. Isto caracteriza Xx
∣∣
VBC
como um fim
catenoidal. Como todos os paraˆmetros variam continuamente, x → 0 im-
plica que Xx
∣∣
VAE
se aproxima de um par de fins Scherk, que tambe´m sa˜o
gra´ficos (veja [16]). Assim podemos escolher VAE pequena o suficiente para
que X0
∣∣
VAE
seja um gra´fico. Se x e´ bem pro´ximo de zero, enta˜o a projec¸a˜o
de Xx
∣∣
∂VAE
sobre x3 = 0 sera´ um par de curvas simples fechadas C±, cada
uma consistindo de um arco regular e treˆs segmentos, conforme a Figura 4.7.
De fato, estas curvas determinam duas regio˜es abertas no plano, R+ e R−,
limitadas e simplesmente conexas.
C+
R
R
+ C
−
−
Figura 4.7: Regio˜es R± e curvas C±.
Para VAE suficientemente pequena, g(VAE) esta´ contida em uma semi-
esfera de S2. Isto implica que (x1, x2)
∣∣
VAE
e´ uma imersa˜o, a saber sobre R±
pois x1 e´ limitado para qualquer x ∈ (0, ε/2). Como ∂R± sa˜o as curvas
mono´tonas C±, enta˜o Xx
∣∣
VAE
e´ um gra´fico de x3 como func¸a˜o de (x1, x2). Os
fins na˜o se interceptam para VAE, VBC e x suficientemente pequenos. Por-
tanto, Xx
∣∣
VAE
, Xx
∣∣
VBC
e Xx
∣∣
K
sa˜o mergulhos disjuntos em R3.
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X0
∣∣
K
e´ uma superf´ıcie mı´nima, completa, mergulhada e compacta em R3.
Como o seu bordo na˜o tem auto-intersec¸o˜es, enta˜o Xx
∣∣
K
e´ ainda mergulhada
para x pro´ximo de zero. Ale´m disso, Xx
∣∣
K
na˜o intercepta nem Xx
∣∣
VAE
nem
Xx
∣∣
VBC
, sena˜o haveria uma bola em R3 contendo todo o bordo de Xx
∣∣
K
, mas
na˜o todo o resto dela. Isto e´ imposs´ıvel no caso mı´nimo. Assim, as pec¸as
mergulhadas Xx
∣∣
VAE
, Xx
∣∣
VBC
e Xx
∣∣
K
formam uma u´nica superf´ıcie mı´nima
mergulhada Xx : B → R3, para qualquer x suficientemente pro´ximo de zero.
Podemos estender o resultado para todo x em (0, ε) pelo princ´ıpio do
ma´ximo. Portanto, P− e´ mergulhado em R3, e como P+ e´ sua imagem sobre
uma rotac¸a˜o de 180◦ em torno de segmentos de P−, a pec¸a toda P na˜o tera´
auto-intersec¸o˜es. Uma vez que a imersa˜o e´ pro´pria, P e´ mergulhada em R3.
4.6 Comenta´rios
Como vimos, os exemplos-CL pi
2
sa˜o uma famı´lia cont´ınua a dois paraˆmetros
de superf´ıcies mı´nimas. E´ claro que, para cada exemplo, ambos os paraˆmetros
controlam a escala de Q e o crescimento logar´ıtmico dos fins. De (4.7) e (4.10)
facilmente calculamos
Res(dh, z = y) =
Y − 2 cosα
2(y − 1/y)Im{Y } . (4.15)
Na Sec¸a˜o 4.4 provamos que a pec¸a fundamental na˜o tem per´ıodos. Con-
sequ¨entemente, Re{2piiRes(dh, z = y¯)} = 0 e vale a seguinte relac¸a˜o
cosα =
2Re{y}
1 + |y|2 . (4.16)
Isto significa que a curva y(x) iguala (4.9) com (4.16). Substituindo (4.16)
em (4.15) obtemos
Res(dh, z = y) =
1− |y|2
2Im{Y } . (4.17)
De (4.10) e (4.17) facilmente obtemos lim
x→0
λ
x
Res(dh, z = y) = 1
2
sec ρ.
Este e´ exatamente o valor em [14], p. 486. De fato, x e ρ atuam simultane-
amente para o crescimento logaritmico e a escala de Q. Com o objetivo de
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obtermos paraˆmetros que controlam cada grandeza separadamente, digamos
l e q, devemos inverter o seguinte sistema de equac¸o˜es:
` =
1− |y(x, ρ)|2
2Im{Y (x, ρ)} e q =
I1(x, ρ) + c
2(x, ρ)I3(x, ρ)
I6(x, ρ) + c2(x, ρ)I7(x, ρ)
.
Vamos agora brevemente discutir outra superf´ıcie-limite que poderia ser
usada para obter os exemplos-CL pi
2
. Em [14], pp. 492-5, foram estudadas as
superf´ıcies MCb . Se fizermos x→ 1, enta˜o
lim
x→1
g2 =
−c2(Z2 − 2Re{Y }+ |Y |2)
(Z − 2)(Z − 2 cosα)2 (4.18)
e
lim
x→1
dh =
−i(Z − 2 cosα)dz/z
Z2 − 2Re{Y }+ |Y |2 . (4.19)
De [14], p. 493, reconhecemos (4.18) e (4.19) como os dados de Weiers-
trass das superf´ıcies MCb . Ale´m disso, lim
x→1
2I6 = 0 e lim
x→1
2I7 = pi/|2− Y |, a
saber c1,2 coincidem em x = 1 com os correspondentes paraˆmetros Lo´pez-Ros
(41) e (42) de [14]. De fato,
I6 =
∫ 1
x
|dh/w| = 1√
x
∫ 1
x
√
(x2 + 1)t− t2x− x(t2 + 1− 2t cosα)2dt√
t[(t2 + 1)2 − 2Re{Y }(t3 + t) + |Y |2t2]3/2 .
Pela mudanc¸a de varia´veis v = (x− t)/(x− 1), e´ claro que lim
x→1
2I6 = 0.
2I7 = 2
∫ 1
x
√
xt dt
{(1− xt)(t− x)[(t2 + 1)2 − 2Re{Y }(t3 + t) + |Y |2t2]}1/2 .
Aplicando a mudanc¸a t = x+ (1− x2)u2 segue-se que
2I7 = 4
√
x
∫ 1√
1+x
0
√
(1− x2)u2 + x du
{(1− xu2)[(t2 + 1)2 − 2Re{Y }(t3 + t) + |Y |2t2]}1/2 .
Portanto,
lim
x→1
2I7 = 4
∫ 1√
2
0
du
[(1− u2)(4− 4Re{Y }+ |Y |2)]1/2 =
pi
|2− Y | .
Em [14], p. 494, foi obtido uma curva soluc¸a˜o (α(t), y(t)) na qual vale
c1|x=1 = c2|x=1. Esta curva e´ obtida por cruzamento transversal de gra´ficos
em um subconjunto aberto de R2. O me´todo-limite estabelece func¸o˜es α(t, x)
e y(t, x), para x ∈ (1 − ε, 1), que da˜o soluc¸o˜es positivas e simultaˆneas para
(4.9).
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Cap´ıtulo 5
A superf´ıcie Scherk-Costa
duplamente perio´dica
5.1 Introduc¸a˜o
Neste cap´ıtulo utilizaremos o me´todo limite para soluc¸a˜o de problemas de
per´ıodos e mergulho no problema proposto no cap´ıtulo 10 de [12], ou seja,
provar a existeˆncia da superf´ıcie duplamente perio´dica ilustrada abaixo.
Figura 5.1: Superf´ıcie Scherk-Costa duplamente perio´dica.
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Para melhor compreensa˜o do trabalho, vamos descrever nas Sec¸o˜es 5.2 e
5.3 a construc¸a˜o da superf´ıcie como esta´ apresentada em [12]. A Sec¸a˜o 5.4
se destinara´ a` soluc¸a˜o dos problemas de per´ıodos.
5.2 A superf´ıcie de Riemann compacta M e
a func¸a˜o z
Como observado na figura acima, vamos considerar a possibilidade de
trocar os fins catenoidais da superf´ıcie Scherk-Costa simplesmente perio´dica
(descrita em [14]) por uma curva planar de simetria reflexional.
Denotemos porM a superf´ıcie representada na Figura 5.1, e porM o quo-
ciente de M por seu grupo de translac¸a˜o. A compactificac¸a˜o dos fins Scherk
de M conduzem a uma superf´ıcie de Riemann compacta que denotaremos
por M . A pec¸a fundamental de M esta´ representada na Figura 5.2(a), junto
com alguns pontos significativos. Indicaremos por E1 e E2 os fins Scherk.
Observamos tambe´m que M e´ invariante por reflexo˜es na curva fechada em
destaque, e as imagens de S, F, E1 e E2 sobre esta reflexa˜o sera˜o chamadas
de S ′, F ′, E ′1 e E
′
2, respectivamente.
E
2
E
1
F
S
S’ F’
EFS 1,2
E’1,2
Figura 5.2: (a) A pec¸a fundamental de M ; (b) o toro T = ρ(M ).
Denotamos por ρ a rotac¸a˜o de 180◦ em torno do eixo x3, indicado na
Figura 5.2(a). Como M tem geˆnero 3 e ρ tem 4 pontos fixos S, F, S ′, F ′, pela
fo´rmula de Euler-Poincare´ segue-se que
χ(ρ(M)) =
χ(M)
2
+
4
2
= 0.
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Por causa disto, ρ(M) e´ um toro que identificamos por T . A simetria
de reflexa˜o horizontal de M e´ induzida por ρ sobre T, e uma vez que esta
simetria fixa duas componentes conclu´ımos que T e´ um toro retangular, re-
presentado na Figura 5.2(b). Agora, escolhendo uma func¸a˜o el´ıptica Z em T
e definindo z := Z ◦ ρ : M → Ĉ, tentaremos deduzir os dados de Weierstrass
de M em termos de z.
Consideramos a Figura 5.3(a) e os pontos marcados com um quadrado
preto () sobre ela, que sa˜o os pontos de ramo de certa func¸a˜o meromorfa
Z : T → Ĉ, com deg(Z)=2. Tomamos o aˆngulo α ∈ (0, pi4 ) e escolhemos Z
de forma que ±i tanα e ±i cotα sejam os seus valores de ramo, conforme a
Figura 5.3(a). Como vimos no Cap´ıtulo 3 de func¸o˜es el´ıpticas, a menos de
um biholomorfismo esta func¸a˜o e´ u´nica e α determina um toro retangular.
O toro e´ quadrado se, e somente se, α = pi8 .
cot α  itan α  i
αtan− cot α−
tan α  i cot α  i
0 8
0 8
n n
n
−1 1
i n
1
i
−1
n
n
n
n
tan α cot α
i i
−x x y
− −
−
−
Figura 5.3: (a) Valores importantes de Z em T ; (b) a func¸a˜o W em T .
Alguns dos valores de Z esta˜o indicados na Figura 5.3(a). Observamos
que Z(ρ(F )) = −Z(ρ(S)) = x, para algum x ∈ (0,∞), e Z(ρ(E1,2)) = y,
onde y−1 ∈ (−x−1, x−1). Ou seja, inclu´ımos a possibilidade de y ser ∞. Con-
sequ¨entemente, Z(ρ(S ′)) = −Z(ρ(F ′)) = x e Z(ρ(E ′1,2)) = −y.
Para descrevermos a aplicac¸a˜o g em M e´ necessa´rio definirmos outra
func¸a˜o el´ıptica W : T → Ĉ, cujos valores importantes esta˜o representados na
Figura 5.3(b). Podemos descrever W em termos de Z e Z ′ usando teoremas
de func¸o˜es el´ıpticas. No entanto, atrave´s de alguns argumentos fa´ceis vamos
dar uma fo´rmula expl´ıcita para W 2.
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0
0
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−ξ−y −y 8
Figura 5.4: (a) Po´los e zeros de Z; (b) po´los e zeros de Z ′/Z.
Consideramos a Figura 5.4, onde ξ e´ um valor imagina´rio puro a ser
determinado. Definindo
f :=
Z2 − y−2
Z
(
Z ′
Z + ξ
)
e comparando as Figuras 5.3(a) e 5.4, atrave´s de uma ana´lise dos po´los e zeros
destas func¸o˜es e´ fa´cil ver que, para uma certa constante complexa c, vale a
igualdade cf 2 = W
2 − tan2 α
W 2 − cot2 α . Com base na Figura 5.3(a) e no Cap´ıtulo 2,
podemos facilmente descrever uma equac¸a˜o alge´brica para T como segue:
Z ′2 = −(Z2 + tan2 α)(Z2 + cot2 α). (5.1)
Dessa forma,
(
Z ′
Z
)2
= −(Z2 +Z−2 +tan2 α+cot2 α) e consequ¨entemente
fixamos ξ = i(y2 + y−2 +tan2 α+cot2 α)
1
2 . Da Figura 5.3 temos que W = ∞
implica Z = ±i
(
1 + y2 cot2 α
y2 + cot2 α
) 1
2
. Por outro lado, para W = ∞ tambe´m
temos cf 2 = 1, donde
c = f−2|W=∞ = cot
2 α · y2
[2 + cot2 α · (y2 + y−2)]2 · (tan
2 α− cot2 α + |ξ|2)2.
A relac¸a˜o expl´ıcita entre W 2, Z e Z ′ e´ dada por
W 2 = cot2 α+
cot2 α− tan2 α
cf 2 − 1 , onde f =
Z2 − y−2
Z ′ + ξZ
. (5.2)
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5.3 A aplicac¸a˜o de Gauss de M e a func¸a˜o g
em M
Consideramos z := Z ◦ ρ e w := W ◦ ρ. Dessa forma, z e w sa˜o func¸o˜es
meromorfas em M e deg(z)=deg(w)=4. Baseados nas Figuras 5.1 e 5.2(a),
observamos que os vetores normais unita´rios em M sa˜o verticais em S, F, E1
e E2. Se assumirmos que em S o vetor normal aponta para baixo, enta˜o em
F,E1 e E2 ele apontara´ para cima. Consequ¨entemente, g({S, F ′, E ′1,2}) = {0}
e g({S ′, F, E1,2}) = {∞}. Exceto nos pontos mencionados acima, na˜o e´ es-
perado que o vetor normal unita´rio seja vertical em nenhum outro ponto de
M. Ale´m disso, todos os po´los e zeros de g sa˜o simples. Portanto deg(g)=4.
8 8
8 0
0 0
Figura 5.5: (a) Po´los e zeros de g; (b) po´los e zeros de dh.
Baseados nas Figuras 5.3 e 5.5(a), conclu´ımos que
g2 =
x + z
x− z ·
cotα + w
cotα− w. (5.3)
De fato, ambos os lados de (5.3) esta˜o relacionados atrave´s de uma cons-
tante de proporc¸a˜o. Mas, uma vez que o vetor normal unita´rio e´ horizontal
sobre a curva fechada em destaque na Figura 5.2(a), temos que g e´ unita´rio
sobre este caminho. Como z e w sa˜o imagina´rios puros sobre esta curva,
segue-se que esta constante de proporc¸a˜o sera´ unita´ria. Ale´m disso, basea-
dos nas Figuras 5.2(a) e 5.3, temos que g e´ real para z ∈ (−x, x) e imagina´rio
puro para z ∈ R \ (−x, x). Como w ∈ [− cotα, cotα] quando z e´ real, con-
clu´ımos que a constante de proporc¸a˜o unita´ria e´ 1. Portanto, definimos M
como um membro de uma famı´lia de superf´ıcies de Riemann compactas da-
das por (5.3).
Aplicando a fo´rmula de Riemann-Hurwitz para (5.3), obtemos
4(2− 1) + 8(2− 1)
2
− 4 + 1 = 3.
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Assim, o geˆnero de M e´ treˆs. Agora, vamos verificar se M realmente tem to-
das as simetrias que esperamos e se g realmente corresponde ao vetor normal
unita´rio em M. Comec¸amos por mostrar que w(z) = w(z) e w(−z) = −w(z).
De (5.1) temos Z ′(Z) = ±Z ′(Z). Mas de acordo com (5.1), Z ′ e´ ima-
gina´rio puro onde Z e´ real. Assim, Z ′(Z) = −Z ′(Z). Agora, lembrando
que ξ = i|ξ| e usando (5.2) obtemos f(Z) = −f (Z) e W 2(Z) = W 2(Z).
Logo, W (Z) = ±W (Z). Mas W ∈ [− cotα, cotα] quando Z e´ real, enta˜o
W (Z) = W (Z). Agora aplicamos z = Z ◦ ρ e w = W ◦ ρ a esta relac¸a˜o.
Usando (5.1) novamente, no caso Z → −Z temos duas possibilidades: ou
Z ′(−Z) = Z ′(Z) ou Z ′(−Z) = −Z ′(Z). Entretanto, nossas suposic¸o˜es sobre
as simetrias de M na˜o implicam que ρ induz sobre M a involuc¸a˜o (Z ′, Z) →
(−Z ′,−Z) em T . Assim, consideramos somente (Z ′, Z) → (Z ′,−Z) e te-
mos W (−Z) = ±W (Z). Uma vez que W e´ imagina´rio puro para Z ∈ i ·
[− cotα, cotα], enta˜oW (−Z) = −W (Z) e consequ¨entemente temos w(−z) =
−w(z).
Podemos sumarizar nosso estudo das simetrias de M e o comportamento
de g na seguinte tabela:
Involuc¸o˜es Valores de z Valores de g
(g, z) → (g, z) z = t,−x < t < x g ∈ R
(g, z) → (−g, z) z = t, x < t < y g ∈ iR
(g, z) → (−g, z) z = t, y < t < −x g ∈ iR
(g, z) → (1/g,−z) z = it, tanα < t < cotα |g| ≡ 1
(g, z) → (1/g,−z) z = it,− cotα < t < − tanα |g| ≡ 1
Tabela 5.1: Involuc¸o˜es e valores de z, g.
5.4 A diferencial dh em M
Vamos agora escrever uma fo´rmula expl´ıcita para dh, observando os pon-
tos regulares e os tipos de fins desejados para a superf´ıcie M . Baseados nas
Figuras 5.2(a) e 5.3(a), vemos que S e F correspondem a pontos regulares
de M em que o vetor normal e´ vertical. O mesmo e´ va´lido para S ′ e F ′.
Dessa forma, dh({S, F, S ′, F ′}) = {0}. Como M possui somente fins do tipo
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Scherk, todos na direc¸a˜o x1, enta˜o dh na˜o possui po´los e e´ holomorfa em
M . Ale´m disso, como deg(dh)=4, conclu´ımos que todos os zeros de dh sa˜o
simples. Eles esta˜o representados na Figura 5.5(b).
Baseados na Figura 5.3(a), hav´ıamos estabelecido a seguinte equac¸a˜o
alge´brica de T
Z ′2 = −(Z2 + tan2 α)(Z2 + cot2 α). (5.4)
Da Figura 5.5(b), imediatamente verificamos que
dh =
dz
Z ′ ◦ ρ. (5.5)
A priori, ambos os lados de (5.5) sa˜o apenas proporcionais, mas como
z e´ real nas retas de M, de (5.4) obtemos valores imagina´rios puros para
Z ′ ◦ ρ nestes caminhos. Dessa forma, a constante de proporc¸a˜o em (5.5) sera´
real, e a escolhemos como sendo 1. Isto implica que (5.5) tambe´m e´ consis-
tente com Re{dh} = 0 sobre a curva fechada em destaque na Figura 5.2(a).
Disto temos z = it, tanα < |t| < cotα, que conduz a valores reais para Z ′◦ρ.
De forma ana´loga tambe´m poder´ıamos ter definido a equac¸a˜o alge´brica
de T por W ′2 = (W 2 − tan2 α)(W 2 − cot2 α) e a diferencial por dh = dw
W ′◦ρ ,
ou seja,
dh =
dw√
(w2 − tan2 α)(w2 − cot2 α) . (5.6)
Exatamente neste ponto podemos provar queM de fato possui as geode´sicas
planas e as retas ilustradas pela Figura 5.1. Sumarizamos isto na seguinte
tabela:
z = t,−x < t < x g ∈ R dh(z˙) ∈ iR
z = t, x < t < y g ∈ iR dh(z˙) ∈ iR
z = t, y < t < −x g ∈ iR dh(z˙) ∈ iR
z = it, tanα < t < cotα |g| ≡ 1 dh(z˙) ∈ iR
z = it,− cotα < t < − tanα |g| ≡ 1 dh(z˙) ∈ iR
Tabela 5.2: Valores de z, g e dh.
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Da tabela (5.2) e´ imediato verificar que
dg
g · dh e´ real e imagina´rio puro
exatamente onde espera´vamos geode´sicas planas e retas de M.
5.5 Soluc¸a˜o dos problemas de per´ıodos
Vamos considerar a Figura 5.6. Reproduzimos a Figura 5.2(a) e sua ima-
gem sobre z, com alguns caminhos especiais indicados ali.
tan α−i
cot α−i
cot α  i
E
2
E
1
F
tan α
IR
y
  i
(1)
(3)(1)
(2)
−x x
x
x
1
2
x3
IR
S
i
Figura 5.6: A pec¸a fundamental de M e sua imagem sobre z.
Ao redor dos fins de M , a saber w−1({± cotα}), consideramos peque-
nas curvas dadas por w(t) = ± cotα + δeit, onde δ e´ um real positivo
e t varia no intervalo [0, 4pi] (relembramos que w toma os valores ± cotα
com multiplicidade 2). Todas estas curvas sa˜o homotopicamente equiva-
lentes, para valores de δ suficientemente pequenos. Dessa forma, tomando
δ → 0, um simples ca´lculo conduz a Re ∮ (φ1, φ3) = 0, e a menos de sinal,
Re
∮
φ2 = Re{2pii ·Res(φ2)|w=cot α}, donde
Re
∮
φ2 =
2pi√
cot2 α− tan2 α ·
√
y + x
y − x. (5.7)
Com base nesta ana´lise e na Tabela (5.2), e´ claro que Re
∫
(1)
φ3 = 0.
Ale´m disso, da Tabela (5.2) tambe´m temos Re
∫
(2)
φ3 = 0. A curva (2) da
Figura 5.6 e´ homotopicamente equivalente a` soma de (1) com suas imagens
sob as aplicac¸o˜es (g, z) → (g, z) e (g, z) → (−g, z), compostas nesta ordem
(veja Tabela 5.1). Esta composic¸a˜o corresponde a` aplicac¸a˜o ρ, mencionada
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Figura 5.7: Superf´ıcie de Callahan-Hoffman-Meeks.
no comec¸o deste cap´ıtulo. Uma vez que
∫
ρ◦(1)
(φ1, φ2) = −
∫
(1)
(φ1, φ2), enta˜o
Re
∫
(2)
(φ1, φ2) = 0. Resta provarmos que
Re
∫
(1)
(φ1, φ2) = 0. (5.8)
Na Figura 5.6, a curva (3) e´ sime´trica com respeito a` geode´sica (2). Por
causa disto, a u´nica componente na˜o nula do vetor per´ıodo Re
∫
(3)
φ1,2,3 sera´
a terceira. De fato, Re
∫
(3)
φ3 6= 0, porque no´s ja´ hav´ıamos mostrado que
Re
∫
(1)
φ3 = Re
∫
(2)
φ3 = 0, e se Re
∫
(3)
φ3 fosse zero, isto contradiria o Teo-
rema 2.10 do Cap´ıtulo 2. Esta componente gera o per´ıodo vertical de M,
sugerido pela Figura 5.1. O per´ıodo horizontal e´ dado por (5.7).
Reduzimos nossa ana´lise dos problemas de per´ıodos a uma u´nica tarefa,
a saber, a prova de (5.8), que desejamos concluir nesta sec¸a˜o. Para tanto,
vamos mostrar que os dados de Weierstrass (5.3) e (5.5) convergem para os
dados de Weierstrass da Callahan-Hoffman-Meeks (CHM). Veja a Figura 5.7.
Consideramos K um conjunto compacto do toro, que na˜o contenha os
pontos w−1({± cotα}). Da Figura 5.8 temos que
(
x + z
x− z
)2
converge unifor-
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Figura 5.8: (a) Po´los e zeros de
(
x+z
x−z
)2
; (b) po´los e zeros de
(
w−tan α
w+tan α
)(
cot α+w
cot α−w
)
.
memente em K para a aplicac¸a˜o
(
w − tanα
w + tanα
) (
cotα + w
cotα− w
)
, quando x e y
tendem para 1. Assim, da equac¸a˜o (5.3) segue-se que
g4 =
w − tanα
tanα + w
(
cotα + w
cotα− w
)3
. (5.9)
x
y
−y
−x σ (1)
(1)
x
−x
Figura 5.9: Descric¸a˜o da curva (1) e de sua imagem pela involuc¸a˜o σ.
Portanto, os dados de Weierstrass da superf´ıcie Scherk-Costa duplamente
perio´dica va˜o convergir para (5.9) e (5.6), que sa˜o os dados de Weierstrass
da CHM conforme [2].
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Figura 5.10: Domı´nio fundamental da g.
Observac¸a˜o 5.1: Se φ1,2,3 sa˜o os dados de Weierstrass para (g, dh), chama-
mos φ˜1,2,3 os dados para (g˜, dh) = (e
−ipi/4g, dh). No caso da CHM, automati-
camente temos Re
∫
(1)
φ˜1 = 0 devido a`s simetrias adicionais.
Seja σ a involuc¸a˜o dada por (g, z) → (−1/g,−z). Da equac¸a˜o (5.6) e
lembrando que w(−z) = −w(z) temos dh→ −dh. Dessa forma,
Re
∫
σ(1)
dh
g
= Re
∫
(1)
σ∗
(
dh
g
)
= Re
∫
(1)
gdh. (5.10)
A Figura 5.9 sugere que (1) e´ homoto´pica a` curva formada pela unia˜o de
β e σ(1), sendo β a representac¸a˜o do trecho vertical e σ(1) a curva obtida de
(1) atrave´s da involuc¸a˜o σ. Tal fato pode ser verificado diretamente no plano
complexo. Com esta observac¸a˜o podemos reescrever:
Re
∫
(1)
φ1 = Re
∫
(1)
dh
g
− Re
∫
(1)
g · dh
= Re
∫
(1)
dh
g
− Re
∫
β∪σ(1)
g · dh
= Re
∫
(1)
dh
g
− Re
∫
σ(1)
g · dh−Re
∫
β
g · dh
= −Re
∫
β
g · dh, uma vez que (1) e´ uma curva real.
No trecho vertical β := β+ ∪ β−, onde β+ e´ a curva ascendente que vai
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Figura 5.11: (a) Imagem de cot α+w
cot α−w
, (b) imagem de g2.
IR
β+)
IR
g ( β −) (~
IRi IRi
g~ ( β ) g~ ( β −)+
g~
Figura 5.12: (a) Ramo da raiz quadrada de g˜ no caso I, (b) ramo da raiz
quadrada de g˜ no caso II.
de −x a x e β− o caminho de x a −x valem as relac¸o˜es g → −g e dh→ dh,
sob a ac¸a˜o de ρ dada por (g, z) → (−g, z). Logo,∫
β
g dh =
∫
β+∪β−
g dh = 2
∫
β+
g dh = 2
∫
β−
g dh.
Observac¸a˜o 5.2: A Figura 5.10 identifica a imagem de g por um domı´nio
fundamental D, isto e´, um menor subconjunto de X(M) que o gera por iso-
metrias de R3. Conve´m ressaltarmos que a imagem da esquerda representa
a aplicac¸a˜o g
∣∣∣
D
referente a` “pec¸a da frente” que conte´m β−, enquanto que a
imagem da direita diz respeito a` “pec¸a de tra´s”, que conte´m β+.
Consideremos os seguintes casos:
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g2( β ))(2g
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Figura 5.13: (a) Imagem de β no caso II, (b) imagem de g2.
Caso I) Se x = 1 . y.
Para o caminho β+ temos z(t) = −eit com 0 ≤ t ≤ pi. Neste caso a
diferencial dh e´ representada por
dh =
−idz/z
[z2 + z−2 + tan2 α + cot2 α]1/2
=
dt
[2 cos 2t+ tan2 α + cot2 α]1/2
,
e temos tanα > w(t) > − tanα. Ale´m disso, 1+z
1−z
∣∣
β+
= −isen t
1+cos t
donde cot α+w
cot α−w
e
consequ¨entemente g2(t) variam conforme a Figura 5.11.
Da Observac¸a˜o 5.1 notamos que a curva da Figura 5.11(b), rotacionada
de −i, tem ramo de raiz quadrada dada pela Figura 5.12(a), por causa da
Observac¸a˜o 5.2, donde Re
∫
g˜dh < 0.
Caso II) Se x = 1 & y.
Neste caso o trecho β+ tambe´m e´ dado por z(t) = −eit com 0 ≤ t ≤ pi e
1+z
1−z
= −isen t
1+cos t
. Por outro lado, como x & y temos que cot α+w
cot α−w
e consequ¨ente-
mente g2(t) variam conforme a Figura 5.13. Assim, tambe´m das Observac¸o˜es
5.1 e 5.2, temos que o ramo da raiz quadrada de g (rotacionada de −i) esta´
representado na Figura 5.12(b), donde Re
∫
(1)
g˜dh > 0.
Na Figura 5.14 destacamos o comportamento da superf´ıcie Scherk-Costa
duplamente perio´dica para os diferentes casos citados acima e no caso espe-
cial em que x = y = 1.
Dessa forma, Re
∫
(1)
g˜dh = 0 para valores adequados de (x, y) numa vizi-
nhanc¸a de (1, 1). Para a CHM, Re
∫
(1)
φ˜2 e´ uma func¸a˜o de α ∈ (0, pi/4) com
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(a) (c)(b)
Figura 5.14: (a) x < y, (b) x > y, (c) x = y.
um u´nico zero dado por λ∗ de acordo com [9] (veja a Figura 5.15).
α
0
grafico de Re φ
φ
~
~
(1)
(1)
1
2
grafico de Reκ
4
pi
v
Figura 5.15: Per´ıodos na curva (1).
Poder´ıamos, por exemplo, considerar x e y como func¸o˜es de (α, κ) da-
das por x = 1 + κα, y = 1 + κα + 2κ( 4λ
∗+pi
8
− α). Dessa forma, e´ imediato
verificar que fixado κ & 0 teremos x = 1 < y para α ∈ (0, 4λ∗+pi
8
− α) e
x = 1 > y para α ∈ ( 4λ∗+pi
8
− α, pi
4
), ou seja, Re
∫
(1)
φ˜1 < 0 no primeiro
intervalo e Re
∫
(1)
φ˜1 > 0 no segundo. Podemos variar y(α, κ) da forma
y = 1 + κα+ 2κ( 4λ
∗+pi
8
· s−α), 1 ≥ s > 0. Logo, existe uma curva (α(t), κ(t))
para a qual Re
∫
(1)
φ˜1 = 0. Ale´m disso, sobre esta curva teremos x 6= y, pois
se x = y 6= 1 o per´ıodo Re ∫
(1)
φ˜1 na˜o se anula na direc¸a˜o x1.
Isto se deve ao fato de que ter´ıamos uma CHM “com torsa˜o”, na qual
Re
∫
(1)
φ˜1 6= 0 sempre, o que podemos ilustrar pela Figura 5.16 e pelo ca´lculo
58
12
1
2xx
xx
Figura 5.16: (a) Simetria da CHM aberta, (b) CHM com torsa˜o.
simples abaixo:
Re
∫
β
g˜dh = Re
∫ −i|g˜||dh| = 0 pois g˜ = −i|g˜|,
Re
∫
β
ĝdh = cos( pi
2+ε
) ·Re ∫ |g˜||dh| 6= 0 pois ĝ = e−ipi/(2+ε)|g˜|.
5.6 Mergulho da pec¸a fundamental
Comec¸amos esta sec¸a˜o identificando na Figura 5.17 o domı´nio fundamen-
tal D de X(M). Vamos com isso provar que a pec¸a fundamental de M e´
mergulhada.
Na sec¸a˜o anterior provamos a existeˆncia de uma curva (x(t), y(t)), com
0 ≤ t < 1, sobre a qual a equac¸a˜o (5.8) se verifica. Estabelecemos t ∈ (0, 1)
e limt→0α(t) = λ
∗. Fixamos t ∈ (0, 1) e consideramos a imersa˜o mı´nima
Xt : D\{E1,2} → R3 definida por (5.3) e (5.6). Cada ramo da raiz quadrada
de g aplica qualquer ponto q ∈ D\{E1,2} num par de pontos em R3, digamos
Xt(q)
+ e Xt(q)
−. Fixado Xt(0) como a origem, enta˜o um e´ a imagem do outro
por uma rotac¸a˜o de 180◦ em torno de Ox3. Ale´m disso, para qualquer curva
fechada homoto´pica a ∂D, o vetor per´ıodo sera´ zero, como provado na sec¸a˜o
anterior.
Consideramos a pec¸a fundamental P de M. Seja P− a imagem de D \
{E1,2} em R3 sob Xt e P+ a imagem em R3 de P− sobre a rotac¸a˜o de 180◦
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Figura 5.17: (a) Imagem de g do domı´no fundamental; (b) Domı´nio funda-
mental D.
em torno de Xt([−x, x]). Logo, P = P+ ∪ P−.
Tome K um subconjunto de D tal que D \ K = VE, onde VE e´ uma vizi-
nhanc¸a conexa de E1,2. De (5.6) e (5.9) vemos que os dados (g, dh) conver-
gem uniformemente para os dados de Weierstrass da superf´ıcie mergulhada
MCHM . Denotaremos este mergulho mı´nimo por X0. Para t → 0 temos que
Xt|VE se aproxima de um fim planar, para VE suficientemente pequeno. Se t
e´ pro´ximo de zero enta˜o a projec¸a˜o Xt|∂VE sobre x3 = 0 sa˜o curvas C± que
determinam duas regio˜es abertas e simplesmente conexas, R+ e R−. Como
g(VE) esta´ contida em uma semi-esfera de S
2, (x1, x2)|VE e´ uma imersa˜o so-
bre R± pois x2 e´ limitado para qualquer t ∈ (0, 1). Como ∂R± sa˜o curvas
mono´tonas C±, enta˜o XT |∂VE e´ um gra´fico de x3 como func¸a˜o de (x1, x2).
C+
R
R
+ C
−
−
Figura 5.18: Regio˜es R± e curvas C±.
Observamos que X0|K e´ uma superf´ıcie mı´nima, completa, mergulhada
60
e compacta de R3. Como o seu bordo na˜o tem auto-intersec¸o˜es, enta˜o Xt|K
e´ ainda mergulhada para t suficientemente pequeno. Ale´m disso, Xt|K na˜o
intercepta Xt|VE , sena˜o haveria uma bola em R3 contendo todo o bordo de
Xt|K mas na˜o todo o resto dela. Assim, as pec¸as mergulhadas Xt|K e Xt|VE
formam uma u´nica superf´ıcie mı´nima mergulhada Xt : D\{E1,2} → R3, para
t suficientemente pro´ximo de zero.
Podemos estender o resultado para todo t ∈ (0, 1) pelo princ´ıpio do
ma´ximo. Portanto, P+ e´ mergulhado em R3, sendo P− a sua imagem sobre
uma rotac¸a˜o de 180◦ em torno do segmento de P+. Enta˜o, a pec¸a toda P na˜o
tera´ auto-intersecc¸o˜es. Uma vez que a imersa˜o e´ pro´pria, P e´ mergulhada
em R3.
Agora, P ⊂ R3/G, onde G e´ o grupo de translac¸o˜es do R3 gerado por
(x1, x2, x3) → (x1, x2, x3 + Re
∫
β+
dh) e (x1, x2, x3) → (x1, x2 + Re
∮
φ2, x3).
Nas faces horizontais de ∂(R3/G) temos as curvas de reflexa˜o em P. Nas faces
verticais, temos retas de P. Enta˜o aplicando-se G a P temos M, que e´ uma
superf´ıcie completa, duplamente perio´dica e mergulhada em R3.
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Cap´ıtulo 6
Superf´ıcie CLpi
2
-Costa
triplamente perio´dica
Inspirados na superf´ıcie CL pi
2
-Costa vamos detalhar, neste Cap´ıtulo, a
construc¸a˜o da CL pi
2
-Costa triplamente perio´dica.
A
E
S
L
F
D
N S
x
x
x
1
2
3
1
2
Figura 6.1: Pec¸a fundamental da superf´ıcie M.
Seja M a superf´ıcie triplamente perio´dica cuja pec¸a fundamental esta´
representada na Figura 6.1, junto com alguns pontos significativos. A com-
pactificac¸a˜o do quociente de M por seu grupo de translac¸a˜o e´ uma superf´ıcie
de Riemann compacta, de geˆnero 9, que denotamos por M. Observamos
tambe´m que M e´ invariante por reflexo˜es na curva fechada em destaque, e
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as imagens de A,L, F,D,E, S1, N e S2 sob esta reflexa˜o sa˜o chamadas de
A′, L′, F ′, D′, E ′, S ′1, N
′ e S ′2, respectivamente.
Consideremos s : M → M a aplicac¸a˜o dada pela composic¸a˜o de uma
rotac¸a˜o de 180◦ em torno da reta r, paralela ao eixo x3 e que passa em E, com
uma reflexa˜o no plano Ox1x2. Esta aplicac¸a˜o fixa os pontos E,N,E
′, A, F, A′,
F ′ e identifica os pontos L com D, S1 com S2, S
′
1 com S
′
2, e L2 com D2,
gerando, no quociente, os pontos LD, S, S ′ e LD′ respectivamente. Pela
fo´rmula de Euler-Poincare´ temos
χ(M/s) = 1− 9 + 8
2
= −4.
Definindo ρ : M →M como a rotac¸a˜o de 180◦ em torno do eixo x3 perce-
bemos que ela e´ preservada em M/s, deixando fixos os pontos S, S ′, LD, LD′
e identificando A com F , A′ com F ′, E com N e E ′ com N ′. Assim,
χ((M/s)/ρ) =
−4
2
+
4
2
= 0.
Por causa disto, ρ(s(M)) e´ um toro que identificamos por T . Como as
simetrias de reflexo˜es horizontais sa˜o induzidas em T e estas fixam duas com-
ponentes, conclu´ımos que T e´ um toro retangular, representado na Figura
6.2(b).
Vamos agora escolher uma func¸a˜o el´ıptica Z em T e definir z := Z ◦ρ◦s :
M → Ĉ, para deduzir os dados de Weierstrass de M em M em termos de z.
Consideramos a Figura 6.2(a) onde os pontos marcados com um quadrado
preto () sa˜o os pontos de ramo de certa func¸a˜o meromorfa Z : T → Ĉ,
com deg(Z)=2. Tomamos o aˆngulo α ∈ (0, pi4 ) e escolhemos Z de forma que±i tanα e ±i cotα sejam os seus valores de ramo.
Alguns valores de Z esta˜o indicados na Figura 6.2(a). Observamos que
Z(ρ(LD)) = −Z(ρ(S)) = x, para algum x ∈ (0,∞), e Z(ρ(R)) = y, onde
y−1 ∈ (−x−1, x−1) e R e´ a imagem por s de um ponto que esta´ sobre o
caminho A → E e que representa o ponto de ma´ximo ou mı´nimo desta
curva. Consequ¨entemente, Z(ρ(S ′)) = −Z(ρ(LD′)) = x e Z(ρ(R′)) = −y.
Uma equac¸a˜o alge´brica para T e´ dada por
Z ′2 = −(Z2 + tan2 α)(Z2 + cot2 α). (6.1)
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Figura 6.2: (a) Z em T ; (b) O toro T = ρ(s(M)); (c) W em T.
Para descrevermos a aplicac¸a˜o g em M e´ necessa´rio definirmos outra
func¸a˜o el´ıptica W : T → Ĉ, cujos valores importantes esta˜o representados
na Figura 6.2(c). A ana´lise para descrevermos W em termos de Z e Z ′ e´ a
mesma da Sec¸a˜o 5.2 do Cap´ıtulo 5. Note que W = cotα−λ corresponde aos
pontos E e A, enquanto que R corresponde a Z = y.
6.1 A aplicac¸a˜o de Gauss de M e a func¸a˜o g
em M
Consideramos z := Z◦ρ◦s e w := W ◦ρ◦s. Dessa forma, z e w sa˜o func¸o˜es
meromorfas em M e deg(z)=deg(w)=8. Baseados na Figura 6.1 observamos
que os vetores normais unita´rios em M sa˜o verticais em L,D, S1, S2 e nos
pontos r1, r2, r3 e r4 onde as curvas A → E → A e F → N → F assumem
ma´ximos e mı´nimos. Se assumirmos que em S1 (e portanto tambe´m em S2)
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Figura 6.3: (a) Po´los e zeros da g; (b) po´los e zeros da dh.
o vetor normal aponta para cima, enta˜o g({r1,2,3,4, L,D, S ′1, S ′2}) = {0} e
g({r′1,2,3,4, L′, D′, S1, S2}) = {∞}. Exceto nos pontos mencionados acima na˜o
e´ esperado que o vetor normal unita´rio seja vertical em nenhum outro ponto
deM. Ale´m disso, todos os po´los e zeros de g sa˜o simples. Portanto deg(g)=8.
Baseados na Figura 6.3(a) conclu´ımos que
g2 =
x + z
x− z ·
cotα + w
cotα− w. (6.2)
De fato, ambos os lados de (6.2) esta˜o relacionados atrave´s de uma cons-
tante de proporc¸a˜o, que facilmente conclu´ımos ser 1. Portanto, definimos
M como um membro de uma famı´lia de superf´ıcies de Riemann compactas
dadas por (6.2).
Aplicando a fo´rmula de Riemann-Hurwitz para (6.2), obtemos
16 + 2 · 4 + 8
2
− 8 + 1 = 9.
Assim, o geˆnero de M e´ nove.
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6.2 A diferencial dh em M
Nos pontos regulares de M em que o vetor normal unita´rio e´ vertical temos
que dh assume zero com ord(dh) = |ord(g)|. Logo,
dh({r1,2,3,4, r′1,2,3,4, L, L′, D,D′, S1,2, S ′1,2}) = {0}.
Como M na˜o possui nenhum fim, enta˜o dh na˜o possui po´los e e´ holomorfa
em M . Ale´m disso, como deg(dh)=16, conclu´ımos que todos os zeros de dh
sa˜o simples.
Baseados na Figura 6.3(b), imediatamente verificamos que
dh =
dz
Z ′ ◦ ρ · u onde u
2 =
cot2 α− w2
cot2 α− (w − λ)2 . (6.3)
Observamos que a func¸a˜o u define um polinoˆmio P (u, z) = 0 que deter-
mina uma famı´lia de superf´ıcies de Riemann compactas. Apesar de na˜o ser
a mais geral, resolvera´ naturalmente um dos treˆs problemas de per´ıodos.
A priori, ambos os lados de (6.3) sa˜o apenas proporcionais, mas como z
e´ real nas retas de M, de (6.1) obtemos valores imagina´rios puros para Z ′ ◦ ρ
nestes caminhos. Dessa forma, a constante de proporc¸a˜o em (6.3) sera´ real,
e a escolhemos como sendo 1.
De forma ana´loga tambe´m poder´ıamos ter definido a equac¸a˜o alge´brica
de T por W ′2 = (W 2 − tan2 α)(W 2 − cot2 α) e ter´ıamos dz
Z′◦ρ =
dw
W ′◦ρ , pois
ambas sa˜o induzidas da mesma forma holomorfa no toro. Enta˜o
dh =
dw√
(tan2 α− w2)(cot2 α− (w − λ)2) . (6.4)
As equac¸o˜es (6.2) e (6.3) definem portanto os dados de Weierstrass da
superf´ıcie CLpi
2
-Costa triplamente perio´dica. Devem-se, contudo, verificar as
hipo´teses de simetrias, o problema dos per´ıodos e o mergulho. Estas ana´lises
formara˜o objeto futuro de pesquisa.
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Cap´ıtulo 7
Apeˆndice A
Para G(ζ) := g ◦ z(ζ), dH := λ
x
z∗dh e z(ζ) = xζ
ζ+iλ
a escolha y(x) := xe
iρ
eiρ+iλ
nos garante que, para qualquer ζ ∈ K fixado, valem as relac¸o˜es:
lim
x→0
G2(ζ) = lim
x→0
−C2w2(ζ)
xλ
=
iC2ζ(ζ − eiρ)(ζ + e−iρ)
(ζ + iλ)2
,
lim
x→0
dH(ζ˙) = lim
x→0
λdh(ζ˙)
x
=
dζ
(ζ − eiρ)(ζ + e−iρ) .
Da definic¸a˜o Y (x) = y +
1
y
segue-se que Y (x) =
x
1− iλeiρ +
1− iλeiρ
x
,
donde Re{Y (X)} = R1 +R2, para R1 = x(1 + λsen ρ)
1 + 2λsen ρ + λ2
e R2 =
1 + λsen ρ
x
.
Ale´m disso, temos que |Y |2 = (R1+R2)2+(I1+I2)2, com I1 = xλ cos ρ
1 + 2λsen ρ + λ2
e I2 =
−λ cos ρ
x
. Analogamente, Z = z+
1
z
implica que Z(ζ) =
x2ζ2 + (ζ + iλ)2
xζ(ζ + iλ)
.
Assim, fazendo A(ζ) = (x2ζ2+(ζ+iλ)2)2−2(xR1+xR2)(x2ζ2+(ζ+iλ)2)(ζ+
iλ)ζ + ((R1 + R2)
2x2 + (I1 + I2)
2x2)(ζ + iλ)2ζ2, B(ζ) = x2ζ2 + (ζ + iλ)2 −
(x2 + 1)(ζ + iλ)ζ e E(ζ) = x2ζ2 + (ζ + iλ)2 − 2 cosα(ζ + iλ))xζ temos que:
w2(ζ) =
Z2(ζ)− 2Re{Y }Z(ζ) + |Y |2
(Z(ζ)−X)(Z(ζ)− 2 cosα)2 =
A(ζ)x(ζ + iλ)ζ
B(ζ)E(ζ)2
,
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dh =
−i(Z(ζ)− 2 cosα)dz/z
Z2(ζ)− 2Re{Y }Z(ζ) + |Y |2 =
λxE(ζ)dζ
A(ζ)
.
Uma vez que limx→0R1 = 0, limx→0 xR2 = 1 + λsen ρ, limx→0 I1 = 0 e
limx→0 xI2 = −λ cos ρ podemos facilmente concluir que:
1) limx→0G
2(ζ) = limx→0
−C2w2(ζ)
xλ
= limx→0
−C2
xλ
A(ζ)x(ζ + iλ)ζ
B(ζ)E(ζ)2
=
−C2
λ
λ2(−1− 2iζsen ρ+ ζ2)ζ
(ζ + iλ)2iλ
=
iC2ζ(ζ − eiρ)(ζ + e−iρ)
(ζ + iλ)2
.
2) limx→0 dH(ζ˙) = limx→0
λdh(ζ˙)
x
= limx→0
λ
x
λxE(ζ)dζ
A(ζ)
= limx→0
λ2E(ζ)dζ
A(ζ)
=
λ2dζ
λ2(ζ + eiρ)(ζ + e−iρ)
=
dζ
(ζ + eiρ)(ζ + e−iρ)
.
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