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Abstract: We study the attractor mechanism for extremal non-BPS black holes with an
infinite throat near horizon geometry, developing, as we do so, a physical argument as to
why such a mechanism does not exist in non-extremal cases. We present a detailed deriva-
tion of the non-supersymmetric attractor equation. This equation defines the stabilization
of moduli near the black hole horizon: the fixed moduli take values specified by electric and
magnetic charges corresponding to the fluxes in a Calabi Yau compactification of string
theory. They also define the so-called double-extremal solutions. In some examples, stud-
ied previously by Tripathy and Trivedi, we solve the equation and show that the moduli
are fixed at values which may also be derived from the critical points of the black hole
potential.
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1. Introduction
The supersymmetric black hole attractor mechanism was introduced in [1]-[3] and studied
in the context of string theory in [4] and [5]. The possibility of non-supersymmetric black
holes attractors was initially introduced in [6], where the concept of the effective “black
hole potential” was proposed. In general such a potential is a function of electric and
magnetic charges and scalar-dependent vector couplings. For N = 2 supergravity VBH =
|DZ|2 + |Z|2, where Z is the black hole central charge, the charge of the graviphoton.
The attractor mechanism for non-supersymmetric black holes was recently studied in
[7] and [8]; examples were given and some important special features were described. In
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supersymmetric black hole attractors the moduli near the black hole horizon are always
attracted to their fixed values since the attractor point is the minimum of the potential
([6]). For non-supersymmetric black holes the critical point of the black hole potential
may not be a minimum — it was stressed in [7] and [8] that only the critical points of the
potential which are a minima of the black hole potentials are the true attractor points.
In this paper we shall explore various aspects of non-BPS attractors. We commence,
in Section 2, by analyzing the differences between extremal (zero temperature) and non-
extremal black holes. By developing an analysis of the scalar field dynamics in both
situations, we are able to construct a physical argument as to why one would expect only
extremal black holes to attract. The essential geometric difference between the two cases
is that extremal black holes possess an infinite throat where the physical distance to the
horizon is infinite; this is in contrast to the non-extremal case, where this physical distance
is finite. Since the distance acts as an evolution parameter for the scalar fields, it is only in
the former case that the field can reach its attractor value, and forget its initial conditions.
In Section 3 we analyze the double-extremal black hole introduced in [9] and further
developed in [10] and [11]. These solutions have everywhere-constant scalar fields, a sim-
plification that allows us to study them in some detail.
It was shown in [12] that in effective N = 2 supergravity, instead of solving the equation
for the extremum of the black hole potential, one can use the attractor equation in the
form:
H3 = 2Im
[
Z Ω3 +Da¯ZGa¯aDaΩ3
]
∂VBH=0
(1.1)
The detailed form of the equation ∂VBH = 0 was presented in [6] and it requires that
2(DaZ)Z¯ + iCabcGbb¯Gcc¯D¯b¯Z¯D¯c¯Z¯ = 0. This form can be used to make (1.1) explicit. This
equation has been already tested in an example of a non-BPS black hole in [13]. In Section
4 we use this to establish a convenient and useful form of the non-BPS black hole attractor
equation:
H3 = 2Im
[
Z Ω3 − (Da¯Db¯Z)G
a¯aGb¯bDbZ
2Z
DaΩ3
]
. (1.2)
In Section 5 we confirm the validity of the above by solving it directly for some of the
examples from [8]. In these examples the attractor points were identified in [8] by solving
the equation ∂aVBH = 0. Here we will solve equation (1.2) and find both supersymmetric
attractors with DcZ = 0 and the non-supersymmetric ones with DcZ 6= 0. In the super-
symmetric case the second term in (1.2) vanishes. However, in the non-supersymmetric
case it conspires with the first term so that the moduli have to become function of charges
to satisfy the equation. We also present an example of a double extremal non-BPS black
hole.
Finally, we discuss the relation between non-BPS attractors and the O’Raifeartaigh
model of spontaneous SUSY-breaking. In both cases the system cannot, by design, go to
the supersymmetric minimum and therefore is stable.
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2. Extremality and Attractiveness
Here we present the main features of the stabilization of moduli near a black hole horizon.
We confirm, with a detailed explanation, that such stabilization is not necessarily related to
unbroken supersymmetry and, in fact, that the existence of attractor-like behavior depends
on the extremality (or otherwise) of the black hole.
We follow [6] and start by writing down the bosonic part of the Einstein-Maxwell
action coupled to some Abelian vector fields:
−R
2
+Gaa¯∂µz
a∂ν z¯
a¯gµν + ImNΛΣFΛµνFΣλρgµλgνρ +ReNΛΣFΛµν
(∗FΣλρ) gµλgνρ . (2.1)
This action may have an arbitrary scalar metric Gaa¯ and arbitrary scalar dependent vector
couplings ReNΛΣ and ImNΛΣ. In the special case that the bosonic action is part of N = 2
supergravity action, the positive definite metric (Gaa¯) on the scalar manifold and the scalar
dependent negative definite vector couplings (ReNΛΣ and ImNΛΣ) can be extracted from
the prepotential or the symplectic section that defines a particular N = 2 theory. Such an
effective action can also be derived from the compactification of string theory on Calabi-Yau
manifolds.
We consider the following static, spherically symmetric ansatz for the metric
ds2 = e2Udt2 − e−2U
[
c4
sinh4 cτ
dτ2 +
c2
sinh2 cτ
dΩ2
]
. (2.2)
It was shown in [6] that the effective 1-dimensional Lagrangian from which the radial
equations for U(τ), z(τ) and z¯(τ) as well as electric (ψΛ(τ)) and magnetic (χΛ(τ)) potentials
may be derived, is a pure geodesic action
Gˆij
dφˆi
dτ
dφˆj
dτ
, (2.3)
with the constraint
Gˆij
dφˆi
dτ
dφˆj
dτ
= c2. (2.4)
Here the hatted fields include U(τ), z(τ), z¯(τ), ψΛ(τ), χΛ(τ). Taking into account the gauge
invariance of the vector multiplet part of the action one can express the derivatives of the
electric and magnetic potentials via conserved electric and magnetic charges. The resulting
one-dimensional Lagrangian for the evolution of U(τ), z(τ) and z¯(τ) is not pure geodesic
anymore, it now has a “black hole potential”:
L (U(τ), za(τ), z¯a¯(τ)) = (dU
dτ
)2
+Gaa¯
dza
dτ
dz¯a¯
dτ
+ e2UVBH(z, z¯, p, q) . (2.5)
The constraint, in turn, becomes:(
dU
dτ
)2
+Gaa¯
dza
dτ
dz¯a¯
dτ
− e2UVBH(z, z¯, p, q) = c2 . (2.6)
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Further details of this calculation can be found in Appendix A. In general VBH is an
expression that depends on the charges and the vector couplings; its explicit form is given
in equations (12)and (13) of [6]. In case of N = 2 supergravity we have:
VBH(z, z¯, p, q) =
(|Z(z, z¯, p, q)|2 + |DaZ(z, z¯, p, q)|2) . (2.7)
Z is the central charge, the charge of the graviphoton in N = 2 supergravity and DaZ
is the Ka¨hler covariant derivative of the central charge (some details of our notation for
derivatives are discussed in Appendix B):
Z(z, z¯, q, p) = e
K(z,z¯)
2 (XΛ(z)qΛ − FΛ(z) pΛ) = (LΛqΛ −MΛpΛ) . (2.8)
Here c2 = 2ST , where S is the entropy and T is the temperature of the black hole. At
infinity, as τ → 0, U →Mτ and one finds a Minkowski metric and the constraint:
M2(z∞, z¯∞, p, q)− |Z(z∞, z¯∞, p, q)|2 = c2 + |DaZ(z∞, z¯∞, p, q)|2 −Gaa¯ΣaΣa¯ . (2.9)
The dilaton charge at infinity is defined as Σa =
(
dza
dτ
)
∞
. The BPS configuration has its
mass equal to the central charge in supersymmetric theories so that:
M2(z∞, z¯∞, p, q) = |Z(z∞, z¯∞, p, q)|2 , c = 0 , Gaa¯Da¯Z(z∞, z¯∞, p, q) = Σa .
(2.10)
In this paper, following [7] and [8], we are primarily interested in non-BPS solutions where
the 1st order BPS equation
(
dza
dτ
)
= Gaa¯Da¯Z(z, z¯, p, q) is not satisfied.
These solutions can be divided into two classes:
1. The first case, with c2 = 2ST 6= 0 in (2.2) and DaZ(z, z¯, p, q) 6= 0, describes non-BPS
black holes with surface gravity > 0. When these are charged they are non-extremal,
they have two non-coincident horizons and a non-vanishing temperature. They can
evaporate quantum-mechanically until they reach zero temperature and consequent
extremality.
2. The second type is the end stage of the evaporation described above. Here c2 =
2ST = 0, but the black holes still have DaZ(z, z¯, p, q) 6= 0. Thus they are extremal
and at zero temperature, but they are still not-BPS and have no unbroken supersym-
metry.
Let’s proceed by considering the latter type of black hole. Although c = 0, in contrast
to (2.10) the 1st order BPS equation
(
dza
dτ
)
= Gaa¯Da¯Z(z, z¯, p, q) is not satisfied for these
solutions. Therefore M2 6= |Z|2, and instead:
M2(z∞, z¯∞, p, q)− |Z(z∞, z¯∞, p, q)|2 = |DaZ(z, z¯, p, q)|2 − |Σa|2 > 0 . (2.11)
We can also use (2.2) to obtain an expression for the geometry at c = 0:
ds2 = e2Udt2 − e−2U
[
dτ2
τ4
+
1
τ2
(dθ2 + sin2 θdϕ2)
]
. (2.12)
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Requiring that the solution has finite horizon area leads us to conclude:
e−2U →
(
A
4π
)
τ2 as τ → −∞ . (2.13)
Thus the near horizon geometry is given by:
ds2 =
4π
Aτ2
dt2 −
(
A
4π
)[
dτ2
τ2
+ (dθ2 + sin2 θdϕ2)
]
. (2.14)
Using ρ = − 1τ and ω = log ρ this becomes the Bertotti-Robinson product space, AdS2×S2:
ds2 =
(
4π
A
)
e2ωdt2 −
(
A
4π
)
dω2 −
(
A
4π
)
dΩ2 . (2.15)
We can repeat this analysis for non-extremal (c 6= 0), non-BPS black holes. To start we
consider the limit of the geometry at the horizon as τ → −∞ and generalize our earlier
observation about the need for a finite area solution:
e−2U → A
4π
sinh2 cτ
c2
as τ → −∞ . (2.16)
The near horizon geometry (for arbitrary c) then becomes:
ds2 =
4πc2
A sinh2 cτ
dt2 − A
4π
c2
sinh2 cτ
dτ2 − A
4π
d2Ω . (2.17)
The above can be represented as:
ds2 =
(
4π
A
)
c2ρ2dt2 −
(
A
4π
)
dρ2 −
(
A
4π
)
dΩ2 , ρ→ 0 . (2.18)
We have used the approximation that sinh cτ → −e−cτ/2 as τ → −∞ and also changed
variables to ρ = 2ecτ . We can get the same near horizon geometry without making this
approximation, but instead performing a change of variables x = log(− tanh cτ2 ). This will
lead to the metric:
ds2 =
(
4π
A
)
c2 sinhx2dt2 −
(
A
4π
)
dx2 −
(
A
4π
)
dΩ2 , x→ 0 . (2.19)
If, as we approach the horizon, we take the limit x → 0, we will reproduce the geometry
in (2.18). With a re-scaling of t and defining r2h =
(
A
4pi
)
we can write the above as:
ds2 = ρ2dt2 − (rh)2 dρ2 − (rh)2 dΩ2 , ρ→ 0 . (2.20)
Note that the coordinate ρ is the physical distance to the horizon in the units of rh – that
is to say at any given time the interval ds2 is equal to coordinate distance (rh)
2dρ2. To put
this another way; if one starts at some finite values ρ0 the physical distance to the horizon
is given by:
∆ρ = ρ0 − ρh = ρ0 . (2.21)
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This is finite. Now let’s compare this with the near horizon geometry for extremal black
holes with the AdS2 × S2 geometry:
ds2 =
e2ω
(rh)2
dt2 − (rh)2 dω2 − (rh)2 dΩ2 , ωh → −∞ . (2.22)
This expression follows from (2.15), after making the above replacement for rh. In this
metric if one starts at some finite value of the physical distance coordinate ω0, one finds
that the distance to the horizon is infinite.
∆ω = ω0 − ωh →∞ (2.23)
This physical difference in the near horizon geometries can give us some considerable insight
into why the latter set of black holes can have attractors, while the former cannot. The
infinite distance to the horizon in the extremal black hole case is, of course, characteristic
of so-called infinite throat geometries. To see how this leads to the attractor mechanism it
is helpful to consider a classical mechanical system. In such a system attractor behavior
follows when a fixed point (xfix such that v(xfix) = 0) of a motion x(t) is reached in the
limit t→∞. In our gravitational example the role of the evolution parameter t is played
by physical distance to the horizon. Proceeding a little further with this line of reasoning it
is clear that the infinite physical distance is key to allowing a scalar field to forget about its
initial conditions1. For whilst in the non-extremal case the field only has finite “time” until
it reaches the horizon (ensuring the lingering memory of initial conditions), the presence of
an infinite throat provides the guarantee that the scalar will be captured by the inexorable
lure of the attractor2.
Euclidean spatial slices of this geometry are illustrated in Figure 1 (analogous to those
in [16]. These clearly show the distinct differences in the near horizon geometries of our
examples.
To transform this argument into something more rigorous, we will basically repeat the
reasoning given in [6] that if extremal black holes have a non-singular geometry and regular
values of scalars at the horizon, then such scalars will take the universal values defined by
the minimum of the black hole potential. We will use the near horizon geometry with the
physical distance coordinate ω which at the horizon goes to −∞; and, as expected, we will
show that source of this universality is attributed to the infinite physical distance to the
horizon. An analogous derivation in the non-extremal black holes near horizon geometry
with the physical distance coordinate ρ, which at the horizon goes to 0, will show why
the horizon values of scalars are non-universal; again, as our reasoning in the previous
paragraph suggests, the finite distance to the horizon will prove to be the key3.
1We are grateful to A. Linde who suggested this explanation of attractor/non-attractor behavior.
2A somewhat incomplete, but perhaps helpful, analogy would be an under-damped oscillator. In any
finite time interval the position and velocity will be related to the initial conditions. However, as t → ∞
the oscillator settles at its equilibrium point.
3In [7] an argument was given as to why extremal black holes are attractive and non-extremal ones are
not; examples of scalar field behavior in the latter system (from [17]) were also plotted. Our approach to
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Horizon
Horizon
Figure 1: On the left there is an Euclidean section of the near horizon “cigar” geometry of the non-
extremal black holes with non-vanishing temperature. On the right there is an Euclidean section of
an infinite throat near horizon geometry of the extremal black holes with vanishing temperature.
We start by deriving the equations of motion for the scalar field from the Lagrangian:
L (U(τ), za(τ), z¯a¯(τ)) =
((
dU
dτ
)2
+Gaa¯
dza
dτ
dz¯a¯
dτ
+ e2UVBH(z, z¯, p, q)
)
. (2.24)
Varying this action with respect to z¯a¯) gives:
Gab¯∂τ (∂τ z
a) +
(
∂Gab¯
∂z¯a¯
− ∂Gaa¯
∂z¯b¯
)
∂τ z¯
a¯∂τz
a +
∂Gab¯
∂zb
∂τz
a∂τz
b = e2U
∂V
∂z¯b¯
. (2.25)
If we assume that that the moduli space is a complex Ka¨hler manifold with a Ka¨hler metric
Gab¯, this simplifies to:
∂τ (∂τ z
a) + Γabc(z, z¯)∂τ z
b∂τ z
c = Gab¯e2U
∂V
∂z¯b¯
. (2.26)
Note the the assumption of Ka¨hlerity is not essential and the following arguments hold in
general. However, for reasons of clarity, we will work in this more constrained situation.
Extremal black holes
The equation of motion (2.26) for the scalars in the near horizon geometry (2.22) is given
by:
∂τ (∂τ z
a) + Γabc(z, z¯)∂τ z
b∂τ z
c = Gab¯e2U
∂V
∂z¯b¯
. (2.27)
We have set rh = 1 for simplicity. Using ∂τ = (−1/τ)∂ω and e2U → (r2h/τ2) we obtain:
(za)′′ + (za)′ + Γabc(z
b)′(zc)′ = Gab¯
∂V
∂z¯b¯
, (2.28)
this problem is based on [6] where the authors work with coordinate systems that use the physical distance.
This allows us to see the difference between these two systems as the result of infinite vs finite physical
distance to the horizon.
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where (za)′ ≡ ∂ωza.
We now argue that the l.h.s. of this expression must vanish identically at the horizon.
To see this recall that we are working with the physical distance as our coordinate. Accord-
ingly we expect that the scalar field and all its derivatives with respect to this coordinate
will be finite and tend to a definite limit at the horizon. However, if, say, the first derivative
of za tends to some non-zero limit as ω → −∞ then za →∞ as we approach the horizon.
Hence, if za = constant at the horizon, then all the derivatives must be zero there (this
extends to higher derivatives by induction).
We are left, then, with the following condition at the horizon:
∂V
∂za
∣∣∣∣
za
h
= 0 . (2.29)
Since the values of the scalar field that solve this equation are independent of their initial
conditions, the horizon is an attractor where the scalar field takes values zah ≡ zah(p, q).
Before moving on let’s take a brief detor. It is clear that the analysis above will still
hold if the black hole in question is BPS. Of course in this situation we will have the
following additional conditions:
dU
dτ
= eU |Z| , (2.30)
dza
dτ
= eUGaa¯D¯a¯Z¯ . (2.31)
These follow immediately from (2.6), (2.7) and the 1st order BPS condition. As τ → −∞
(2.31) can be given in the form (with rh = 1):
dza
dω
= Gaa¯D¯a¯Z¯ . (2.32)
Therefore, at the horizon, where the moduli are stabilized, we have:
dza
dω
= Gaa¯D¯a¯Z¯ = 0 , (2.33)
and the number of unbroken supersymmetries is doubled.
Non-extremal black holes
Let’s now examine the equation of motion (2.26) in the non-extremal near horizon geometry
(2.20):
∂τ (∂τ z
a) + Γabc(z, z¯)∂τ z
b∂τ z
c = Gab¯e2U
∂V
∂z¯b¯
. (2.34)
Making the substitutions e2U → (−c2ρ2/r2h) and ρ = 2ecτ we obtain:
ρ(za)′′ + (za)′ + ρΓabc(z
b)′(zc)′ = −ρGab¯ ∂V
∂z¯b¯
. (2.35)
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The prime denotes a derivative with respect to ρ. This in turn implies that at ρ = 0:
(za)′ = 0 . (2.36)
Substituting this gives us the following equation at the horizon:
(za)′′
∣∣
ρ=0
= −Gab¯ ∂V
∂z¯b¯
∣∣∣∣
za
h
. (2.37)
While at first glance this may seem similar to the equation obtained for the extremal case
(2.28), there is an important difference. Here the coordinate ρ takes the value 0 in the
horizon limit. Thus, if we insist that the field and all its derivatives with respect to ρ
are finite at the horizon (since it is a physical coordinate), this does not place any further
constraints on the za. Indeed such an assertion simply means that the scalar field has a
Taylor expansion around ρ = 0. Thus:
−Gab¯ ∂V
∂z¯b¯
∣∣∣∣
za
h
= Aa2 . (2.38)
Here Aa2 are the appropriate coefficients of the Taylor expansion and are, generically, de-
pendent on some initial conditions and not equal to zero. Therefore, for non-extremal black
holes the values that the scalar fields take will depend on their initial conditions — there
is no attractor.
3. Double-extremal Black Holes
Double-extremal BPS black holes have everywhere-constant moduli, they were studied in
[9], [10] and [11]. For example consider Figure 2 where we have plotted the evolution of the
dilaton as a function of the coordinate ρ for a particular extremal black hole example from
[17]. This coordinate ρ = −1r is inverse to isotropic coordinate r. The double-extremal
case corresponds to fixed values of the moduli everywhere in space-time — it is represented
by the horizontal line in the plot.
The black hole solution presented in [9] may be supersymmetric if the constant scalars
satisfy the equation DZ = 0. However, the solution is valid also when this condition on
scalars is not satisfied, as long as ∂aV = 0. The theory defined by the action (2.1) has
a solution with the extremal Reissner-Nordstro¨m geometry and fixed scalars whose values
are defined by the condition ∂aV = 0. As we will show in the next section, this condition
is also a consequence of the general attractor equation, and is valid for supersymmetric as
well as for non-supersymmetric solutions.
A point that should be stressed here is that in the Reissner-Nordstro¨m case there is
only one vector field, a graviphoton, and that the vector coupling NΛΣ in (2.1) is trivial,
with only ImN00 = −1/2 for 00 component — there are no axions. In fact, even more
general cases double-extremal black holes have a similar metric. There are differences
though; the constant scalars now include axions, the matrix NΛΣ depends on (p, q) and the
full solution has a multi-component vector field.
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Figure 2: Evolution of the dilaton field e−2z for various initial conditions at ρ = 0 (r = ∞) to
a common fixed point at ρ = −∞ (r = 0) where ρ = − 1
r
. The special case of the horizontal line
represents a double-extremal black hole.
We call these black holes double-extremal since they pick up the values of the moduli
at infinity that extremize the black hole mass; values that are equal to those at the horizon.
There is no energy stored in the scalars, so ∂z∂τ = 0 everywhere. While for the BPS case
DZ = 0 everywhere, the most general conditions are that double-extremal black holes
(BPS or otherwise) have Reissner-Nordstro¨m geometry and everywhere constant scalars
whose values are defined by the critical point of the black hole potential:
∂aVBH = 0 , zfix(p, q) = z∞ = zh . (3.1)
Obviously for BPS states (3.1) is automatically satisified, since DaZ = 0 ⇒ ∂aVBH = 0
The double-extremal BPS and non-BPS black hole solution is given in isotropic coordinates
by the metric:
ds2 = e2Udt2 − e−2Ud~x2 . (3.2)
Where:
e−U (r) = 1 +
√
A/4π
r
= 1 +
M
r
. (3.3)
With r2 = ~x2 and the horizon at r = 0. The constant A is the area of the horizon defined
by the value of the potential at the horizon (and, for that matter, the value everywhere
else):
A
4π
= V (zh, z¯h, p, q) = V (z∞, z¯∞, p, q)) = V (zfix, z¯fix, p, q) . (3.4)
The vanishing scalar charges, Σa, imply that the the constraint equation at infinity takes
the form:
A
4π
=M2(z∞, z¯∞, p, q) = V (zfix, z¯fix, p, q) . (3.5)
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The vector field can be defined by the symplectic doublet (FΛ, GΛ). Here GΛ is related to
the field FΛ and its dual ∗FΛ as follows: GΛ = (ReN F)Λ − (ImN (∗F))Λ. The double-
extremal solution for the vector fields is given by [9] as:
FΛ = e2U 2Q
Λ
r2
dt ∧ dr − 2PΛdθ ∧ sin θdφ . (3.6)
The “dressed” electric and magnetic charges QΛ, PΛ which are involved in (3.6) are related
to quantized electric and magnetic charges qΛ, p
Λ via the moduli dependent vector couplings
NΛΣ as follows: (
PΛ
QΛ
)
=
1
2
(
pΛ
((ImN )−1(ReN )p)Λ − ((ImN )−1q)Λ
)
. (3.7)
The quantized charges (pΛ, qΛ) can be identified with magnetic charges of the doublet
(FΛ, GΛ) via the surface integral: (
pΛ
qΛ
)
=
(∫ FΛ∫ GΛ
)
. (3.8)
Further, we can find the vector couplings as functions of the moduli coordinates. In N = 2
supergravities defined by the holomorphic prepotential F (X), the couplings are given in
[18] as:
NΛΣ = FΛΣ + 2i(ImFΛΩ)(ImFΠΣ)z
ΩzΠ
(ImFΓ∆)zΓz∆
. (3.9)
FΛΣ is the second derivative of the prepotential, ∂Λ∂ΣF and the special coordinates z
Λ
are defined by zΛ = X
Λ
X0
, so that zΛ = (1, X
a
X0
). For a Calabi-Yau moduli space with
F = Dabc
XaXbXc
X0
one finds ([10]):
FΛΣ =
(
2Dabcz
azbzc −3Dabczbzc
−3Dabczbzc 6Dabczc
)
. (3.10)
In models where the prepotential F does not exist and only the section (XΛ, FΛ) is
available, the form of the vector couplings NΛΣ can still be found — see [19] for details.
In order to completely specify the double-extreme black hole solution at all values of r,
one also has to give, in addition to the metric and the attractor values of the scalars, the
values of the vector fields. We should therefore calculate the vector couplings NΛΣ at the
attractor point for the scalars, providing the values of the “dressed” electric and magnetic
charges QΛ and PΛ. In terms of these charges the fixed value of the black hole potential
has a simple expression:
Vfix(p, q) = (|Z|2 + |DZ|2)fix =
[−2ImNΛΣ(QΛQΣ + PΛPΣ)]fix (3.11)
As we established earlier, since double-extremal black holes have ∂aVBH = 0 at all points,
including for moduli at infinity, the sobriquet is valid for BPS and non-BPS black holes.
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However, there is a subtle difference — while for the BPS black holes the mass is always
at a minimum at infinity, for the non-BPS case one should require (as proposed in [7], [8])
that the second derivative is positive definite .
We will give examples of a BPS and a non-BPS double-extremal black hole in Section
5.2. These examples will be consistent with the those of the solution of the attractor
equation in Section 5.1.
4. The Attractor Equation
In this section, we introduce the explicit form of the black hole attractor equation. The
equation we find is valid for non-supersymmetric cases as well as for supersymmetric ones.
The attractor mechanism in the latter scenario is well known and was developed in [1]-[3].
In the context of type-IIB string theory the electric and magnetic charges of a black
hole originate from the self-dual 5-form. Three legs of this 5-form belong to a Calabi-Yau
manifold and the other two are in the 4d space-time. When the 5-form is integrated over a
supersymmetric 3-cycle in the Calabi-Yau manifold it gives a field-strength for the effective
N = 2 supergravity in the 4d space-time. The field-strength in 4d space-time can, in turn,
be integrated over some appropriate 2-cycle to define the electric and magnetic charges. If
the 5-form is integrated over the relevant 2-cycle first, we will have a 3-form with regard
to the Calabi-Yau.
To set up a normalization in agreement with [3] and [14], we remind ourselves that the
graviphoton field strength, T−µν , and the vector multiplet field strength, F i−µν , appear in the
4d gravitino and chiral gaugino transformations as follows:
δψAµ = DµǫA + ǫABT−µνγνǫB ,
δλaA = iγµ∂µz
aǫA +
i
2
Fa−µν γµνǫBǫAB . (4.1)
ǫA is the parameter of the transformation and ǫAB is the complete antisymmetric tensor.
The central charge and its covariant derivative in N = 2, d = 4 supergravity are defined
as follows:
Z = −1
2
∫
S2
T− , Za ≡ DaZ = −1
2
∫
S2
F+a¯Gaa¯ , (4.2)
Z = −1
2
∫
S2
T+ , Z a¯ ≡ Da¯Z = −1
2
∫
S2
F−aGaa¯ . (4.3)
In 10d supergravity, we start with the self-dual five-form F = ∗F on the manifold
M4 × K6. A real conserved field strength is given by the imaginary part of the five-form
F+ such that F5 = i(F−−F+) = 2ImF+. The appropriate conservation equation for this
field strength is ∂µFµν... = 0. We can now define the 3-form in the CY originating from
the 5-form F as an integral over the 2-cycle:
H3 =
1
2
∫
S2
F5 = Im
∫
S2
F+ . (4.4)
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Using the Hodge-decomposition for this 3-form (see Appendix C), we can uniquely expand
the real 3-form flux as follows:
H3 = AΩ+ Ba¯Da¯Ω+ BaDaΩ+AΩ . (4.5)
Here Ω = e
K
2 Ω3,0(K6) is the covariantly holomorphic three form of the Calabi-Yau and A,
Ba, are the coefficients of the expansion. Our approach here is closely related to the one
developed in [15] and used for the derivation of the “new attractors” in [12]. We have not
included the terms with the second derivative of Ω since from the special geometry of the
moduli space [20] it is known that DDΩ is not an independent form and, in fact, is related
to DΩ through the Yukawa couplings (Gcd¯ is the Ka¨hler metric defined on K6):
DaDbΩ = iCabcGcd¯Dd¯Ω . (4.6)
The next thing we need to do is to find the coefficients of the expansion (4.5). Using
the expression for the central charge in terms of the covariantly holomorphic three form,
namely Z =
∫
K6
H3 ∧Ω, we immediately find that A = iZ. Following the same procedure,
we can also obtain Ba = −iGab¯Db¯Z. Substituting these expressions into the expansion, we
obtain (in agreement with [3], [12] and [14]) the Hodge-decomposition of the 3-form flux
as:
H3 = 2Im
[
Z Ω¯3 +Da¯ZGa¯aDaΩ3
]
= Im
∫
S2
F+ . (4.7)
Notice that this relation is valid at any arbitrary point of the moduli space. After
integrating over the 3-cycles we can rewrite the above relation in terms of the integer
charges:
h = 2Im
[
ZΠ+Ga¯bDa¯Z DbΠ
]
. (4.8)
h = (pΛ, qΛ) is the set of magnetic and electric charges and Π is the covariantly holomorphic
period vector. Clearly, at supersymmetric extrema (where DaZ = 0), this gives a simple
([1]-[4]) algebraic expression:
h = 2Im[ZΠ] . (4.9)
In more general case, we can use the minimization condition of the effective potential
of black hole ∂VBH = 0 which is equivalent to ([6]):
2(DaZ)Z¯ + iCabcGbd¯Gce¯D¯d¯Z¯D¯e¯Z¯ = 0 . (4.10)
This readily gives:
DaZ = −iCabcG
bd¯Gce¯D¯d¯Z¯D¯e¯Z¯
2Z¯
. (4.11)
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Using the special geometry relation DaDbZ = iCabcGcd¯D¯d¯Z¯ in the above equation and
substituting into the result for (4.8), we find the following equation:
h = 2Im
[
ZΠ− (Da¯Db¯Z)G
a¯cGb¯dDcZDdΠ
2Z
]
. (4.12)
The replacements made above are only valid in case that Z 6= 0.
This is the general form of the attractor equation, valid both for supersymmetric and
non-supersymmetric cases. We claim that solving the above equation to find the moduli
at horizon of the black hole is equivalent to the minimization of the potential.
That (4.12) was derived using a type-IIB string theory compactified on a CY manifold
is somewhat auxiliary to the result. It is an equation that is valid for the general case of 4d
non-BPS black holes (as defined in Section 2) in the framework of special geometry. This is
analogous to the situation that took place for the BPS black hole attractor equation. While
in [2] the equation h = 2Im[ZΠ] was derived string theory compactified on a CY manifold,
in [3] the derivation was extended to the general case of special geometry. Thus our new
non-BPS black hole attractor equation is valid for any non-BPS black holes in special
geometry, in particular when they are derived from type-IIA string theory. In the next
section, we explicitly solve (4.12) for specific situations and find the value of the moduli
at the horizon of the black hole and compare our results with minimizing the effective
potential.
Before we move on to the next section, we point out that care should be taken with the
precise meaning of (4.12). We use the symbol D to denote the fully covariant derivative:
D = ∂ + x(∂K) + Γ . (4.13)
where x denotes the Ka¨hler weight of the object that the covariant derivative acts on and Γ
denotes the Christoffel symbol(s) of the Levi-Civita connection of the Ka¨hler metric. The
Ka¨hler weight x of an object O is determined by its transformation law under Ka¨hler trans-
formation. When K → K + f(z) + f¯(z¯), the object O transforms as O → ex(f(z)−f¯(z¯))O,
see e. g. [21]. The Ka¨hler weights for the central charge Z and its conjugate, are 12 and
−12 respectively. It follows from this that the superpotential W = e−K/2Z has a covariant
derivative DW = e−K/2 (∂ + 12(∂K))Z = ∂W + ∂KW and the conjugate has a vanishing
covariant derivative DW = e−K/2 (∂ − 12(∂K))Z = ∂W = 0. Notice that this definition of
covariant derivative is different from the derivative ∇ used in [8], which does not include
Christoffel symbols. Of course the two operations are identical when acting on scalar quan-
tities (such as the effective potential and the superpotential), but the distinction becomes
important once we consider second derivatives. Somewhat more detail on this issue (espe-
cially with regards to the differences between the above quoted expression for the extremal
condition and that used in [8]) can be found in Appendix B.
5. Solving the Attractor Equation
In this section, we consider three examples, explicitly solve the attractor equation for them
– 14 –
and extract the values of the moduli at the horizon (the attractor point). The first of
these are black hole attractors in the framework of type-IIA string compactification, where
we take the internal space to be a Calabi-Yau manifold whose volume is large. Next we
consider a double-extremal example, in the same background. In the final example, we
study the mirror quintic manifold in type-IIB, at the vicinity of the Gepner point. In each
case, we first solve the attractor equation directly to find the moduli at horizon and then we
compare our results with those from the minimization of the effective potential presented
in [8].
5.1 Large Volume Calabi-Yau in the Absence of D6-brane
Here we solve the attractor equation directly for black hole attractors in the framework
of type-IIA string theory compactifications, in which the internal space is a Calabi-Yau
manifold with large volume. The BPS attractor equation for this system was solved in
[11] and the moduli at horizon in the non-BPS case were found in [8] by minimizing the
effective potential of the black hole.
In the low-energy limit ofN = 2 theory compactified on a CY three-fold with h1,1(K6) =
N , the superpotential takes the following form4:
W = q0 + qaz
a − 3Dabcpazbzc , (5.1)
in which q0, qa, and p
a are D0, D2 and D4-brane charges respectively. For simplicity, we
assume that there is no D6-brane in this setup, p0 = 0. The Ka¨hler potential is then given
by:
K = − ln
(
− iDabc
(
za − z¯a)(zb − z¯b)(zc − z¯c)) . (5.2)
Also, we assume that there is no D2-brane5, namely qa = 0. Before jumping into the task
of calculating the terms which are involved in (4.12), it is prudent to obtain the form of the
solution. By solving (4.12), we find za as a function of charges and for the present situation,
the only charges are those associated with the D0-brane and D4-brane, namely q0 and p
a.
Therefore, it is quite clear that the most general symplectic vector which can be constructed
from q0 and p
a has the form za = ipat(q0,D), where we have defined D = Dabcp
apbpc. We
can set all the za to be purely imaginary since the superpotential is quadratic with respect
to them. This implies that t(q0,D) is a real function.
First term of The Attractor Equation
Now, we calculate the terms of r.h.s. of (4.12). We know that:
Z = eK/2W , Π = eK/2


1
za
F0
Fa

 . (5.3)
4Although it is not necessary to choose a specific gauge, we work in the gauge X0 = 0 for simplicity.
5This condition can be easily relaxed.
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Thus, considering the fact that the Ka¨hler potential is real, we can write the first term of
the r.h.s. of (4.12) as:
ZΠ = eKW


1
z¯a
F¯0
F¯a

 . (5.4)
Fa = ∂aF = ∂a(Dbcdz
bzczd) = 3Dabcz
bzc and F0 = ∂0F = ∂0(
DbcdX
bXcXd
X0
) = −Dabczazbzc.
Substituting the general form of za = ipat into the above expression, we get:
Fa = 3Dabc(−ipbt)(−ipct) = −3Dat2 , (5.5)
F0 = −Dabc(−ipat)(−ipbt)(−ipct) = −iDt3 , (5.6)
where Da = Dabcp
bpc. Using M = D(2it)3 = −8iDt3 (see (5.12)), we easily find eK =
i
M =
−1
8Dt3
. Therefore, the first term of the r.h.s. of (4.12) reads:
2(ZΠ) = − W
4Dt3


1
−ipct
−iDt3
−3Dct2

 . (5.7)
Notice that c is a free index and runs over 1 to h1,1 = N . Substituting the general form
of za = ipat for (5.1), the superpotential becomes W = (q0 + 3Dt
2) — this is clearly
real. Finally, the imaginary part of (5.7) gives the first term of the r.h.s. of the attractor
equation:
2Im(ZΠ) =
W
4Dt2


0
pc
Dt2
0

 . (5.8)
Second Term of The Attractor Equation
In order to evaluate the second term of the attractor equation, we need to compute the
first and second covariant derivatives of the superpotential as well as the first covariant
derivative of the period vector.
Following the notion of [8], the covariant derivative of the superpotential is:
DaW = (∂a + (∂aK))W = −6Dabzb − 3Ma
M
W . (5.9)
Here Dab = Dabcp
c and Mab, Ma, and M are defined as:
Mab = Dabc(z
c − z¯c) , (5.10)
Ma = Dabc(z
b − z¯b)(zc − z¯c) , (5.11)
M = Dabc(z
a − z¯a)(zb − z¯b)(zc − z¯c) . (5.12)
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If we again substitute the general form of za = ipat into the above expressions, we obtain
Mab = 2iDabt, Ma = −4Dat2, and M = −8iDt3. Then, the covariant derivative of the
superpotential reads:
DaW = −3itDa
(
2− W
2Dt2
)
, Da¯W = +3itDa
(
2− W
2Dt2
)
. (5.13)
The second covariant derivative of the superpotential is:
DaDbW = (∂a + (∂aK))DbW − ΓdabDdW , (5.14)
with the Christoffel symbols of the Ka¨hler metric given by Γdab = G
de¯∂aGe¯b. Expressions
for the metric and inverse metric can be found in [8]:
Gab¯ =
3
M
(
2Mab − 3
M
MaMb
)
(5.15)
Gab¯ =
M
6
(
Mab − 3
M
(za − z¯a)(zb − z¯b)
)
. (5.16)
These, in turn, imply that the Christoffel symbols take the following form:
Γdab =M
deDeab − 3
M
(
Maδ
d
b +Mbδ
d
a −Mab(zd − z¯d)
)
. (5.17)
Combining (5.13) and (5.17), we get:
ΓdabDdW = −12Dab + 18
DaDb
D
+
3W
2Dt2
(
2Dab − 3DaDb
D
)
. (5.18)
We can also compute the first piece of (5.14):
(∂a + (∂aK))DbW = −6Dab + 18DaDb
D
+
3W
2Dt2
(
Dab − 3DaDb
D
)
. (5.19)
After all this, we obtain the second covariant derivative of the superpotential:
DaDbW = 3Dab
(
2− W
2Dt2
)
. (5.20)
The last thing we need to compute is the covariant derivative of the period vector.
Using the expression for the period vector (5.3), we now find its covariant derivative:
DdΠ = eK/2Dd


1
zc
F0
Fc

 = eK/2


∂dK
δcd + ∂dK z
c
−3Ddefzezf − ∂dKDefhzezfzh
6Dcdez
e + 3∂dK Dcefz
ezf

 . (5.21)
We can easily see that ∂dK = −3MdM = 3iDd2Dt . Substituting this result in the above expres-
sion, we get:
DdΠ = eK/2


3
2 i
Dd
D
1
t
δcd − 32pc DdD
3
2Ddt
2
6iDcdt− 92 iDdDcD t

 . (5.22)
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Combining the above result with (5.13), (5.15) and (5.20), we get the second term of the
attractor equation:
2Im
[
(Da¯Db¯Z¯)Ga¯cGb¯dDcZDdΠ
2Z
]
= −Dt
2
2W
(−2 + W
2Dt2
)(4 − W
Dt2
)


0
−pc
3Dt2
0

 . (5.23)
Adding the Two Terms Up
Now that we have the two terms of the r.h.s. of the attractor equation, we can form the
equation and solve it in order to find t(q0,D). We know h = (p
Λ, qΛ) is the set of charges
and for this setup we have:
h =


0
pc
q0
0

 . (5.24)
If we define the new variable Y = W
Dt2
, then we can write the attractor equation (4.12) in
the following way:

0
pc
(Y − 3)Dt2
0

 =


0(
1
4Y − 12Y
(− 2 + 12Y )(4− Y ))pc(
1
4Y +
3
2Y
(− 2 + 12Y )(4− Y ))Dt2
0

 , (5.25)
in which we have substituted q0 by q0 =W − 3Dt2 = (Y − 3)Dt2. Now, we find that both
non-vanishing rows of the above matrix equation lead to the following equation for Y :
(Y − 4)(Y − 2) = 0 . (5.26)
The solution Y = 4, which corresponds to the supersymmetric solution (because DaW = 0
at Y = 4, see (5.13)), leads us to the result t =
√
q0
D . However, the solution Y = 2,
corresponding to the non-supersymmetric solution (DaW 6= 0 at Y = 2), gives us t =√
− q0D .
Minimization of The Effective Potential
In the previous section, we explicitly solved the attractor equation and found the moduli at
the horizon (the attractor point) of the black hole. In [8], however, the moduli at horizon
is found by the minimization of the effective potential of the black hole. Here we see that
these approaches are equivalent.
Minimization of the effective potential leads to the following equation6:
∂aVeff = Da
(
|Z|2 + |DZ|2
)
= eK
(
gbc¯(DaDbW )D¯c¯W + 2(DaW )W
)
= 0 . (5.27)
6The form of this equation in [8] is slightly different from that presented here. But in Appendix B, we
show that they are equivalent.
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Using the general form of za = ipat, the equation governing t takes the following form:
(q0 − t2D)(q0 + t2D) = 0 . (5.28)
The solution t1 =
√
q0
D is the supersymmetric one (where DaW vanishes) and t2 =
√
− q0D is
the non-supersymmetric one (where DaW 6= 0). Thus we confirm that the two procedures
lead to the same answer.
5.2 An Example of the Non-BPS Double-extremal Black Hole
In this subsection, we will first review an example of a double-extremal black hole given in
[11]. It corresponds to a special case of the model studied in Sec. 5.1 when there are only
3 moduli coordinates z1, z2, z3. The only non-vanishing component of Dabc is D123 = −1/6
and therefore D = −p1p2p3.
As explained in Section 3, double-extremal black holes are Reissner-Nordstro¨m type
solutions of the theory defined by action (2.1) where the moduli fields za, z¯a¯ take constant
values. The values of the moduli at the horizon of the black hole are determined by
solving the attractor equation (or equivalently by finding the critical points of the black
hole potential). Therefore, the constant values for double-extremal black holes are defined
by the solution of the attractor equation.
Double-extremal BPS Black Hole
As shown in [9]-[11] the 4-dimensional metric, in the double-extremal limit, defines an
extreme Reissner-Nordstro¨m metric ds24 = e
2U dt2 − e−2Ud~x2, where:
e−2U =
√
H0DabcHaHbHc =
(
1 +
M
r
)2
, M2 = 2
√
q0D . (5.29)
Here the harmonic (i.e. ∂i∂iH0 = ∂i∂iH
a = 0) functions are given by:
H0 =
√
2q0
(
k +
1
r
)
, H1 = −
√
2p1
(
k +
1
r
)
,
H2 =
√
2p2
(
k +
1
r
)
, H3 =
√
2p3
(
k +
1
r
)
. (5.30)
k−4 = −4q0p1p2p3 and r = |~x|. It is assumed that q0D = −q0p1p2p3 > 0. The constant
values of the three moduli are:
z1 = i
√
H0H1
H2H3
= i p1
√
q0
D
, (5.31)
z2 = i
√
H0H2
H1H3
= i p2
√
q0
D
, (5.32)
z3 = i
√
H0H3
H1H2
= i p3
√
q0
D
. (5.33)
It is evident that all of the above only depend on the electric charge q0 and the magnetic
charges p1, p2, and p3. Moreover, as mentioned in Section 3, the solution for the four vector
– 19 –
fields is given by (3.6). For this example, we need to introduce the values of the dressed
charges and of M . To do this, one first has to find the vector couplings. Using (3.9) we
obtain (t =
√
q0/D):
NΛΣ =
(
iDt3 0
0 −6iDabt+ 9itDaDbD
)
. (5.34)
The fact that the above matrix has no real entries implies that we do not have any axions
for this example, as expected. Using (3.7) we simply find the values of the dressed electric
and magnetic charges as P 0 = 0, P a = 12p
a, Q0 = 12t and Q
a = 0. Also we have M2 =
2
√
q0D = −2(ImNΛΣ)(QΛQΣ + PΛPΣ). In addition to the constant values of the scalar
fields, one also has to find the values of the the vector fields. Using (3.6), the electric and
magnetic fields are given in terms of harmonic functions H0, H
1, H2, and H3 as:
F0i0 = ∂iψ0 , Ga i0 = ∂iχa . (5.35)
The electric and magnetic potentials are proportional to the inverses of the harmonic
functions:
ψ0 =
1√
2
(H0)
−1 , χa =
1√
2
(Ha)−1 . (5.36)
Double-extremal Non-BPS Black Hole
Now we wish to consider the double-extremal black hole for the non-supersymmetric case.
In the previous section, we explicitly solved the attractor equation (4.12) to find the values
of moduli coordinates at the horizon of the black hole. In the general setup, we had N
moduli coordinates, an electric charge q0 and magnetic charges p
a. Comparing supersym-
metric and non supersymmetric solutions7, we immediately realize that in order to obtain
the double-extremal black hole in the non-BPS case one only needs to substitute q0 by −q0
in the supersymmetric double-extremal black hole solution with −q0D > 0.
This leads to the following expressions for the harmonic functions:
H˜0 = −
√
2q0
(
k˜ +
1
r
)
, H˜1 = −
√
2p1
(
k˜ +
1
r
)
,
H˜2 =
√
2p2
(
k˜ +
1
r
)
, H˜3 =
√
2p3
(
k˜ +
1
r
)
, (5.37)
where, in this case, k˜−4 = +4q0p
1p2p3. In terms of these harmonic functions the metric is
the same as in (5.29). The scalars, again in terms of new harmonic functions, are the same
as in (5.31). This corresponds to changing q0 to −q0 and we get M˜2 = 2
√−q0D.
7The supersymmetric solution is za = ipa
√
q0
D
whereas the non-supersymmetric solution is given by
za = ipa
√
−
q0
D
.
– 20 –
Therefore, considering the BPS solution (5.31), the constant values of the three moduli
coordinates for the non-BPS black hole are given by:
z˜1 = i
√
H˜0H˜1
H˜2H˜3
= i p1
√
−q0
D
, (5.38)
z˜2 = i
√
H˜0H˜2
H˜1H˜3
= i p2
√−q0
D
, (5.39)
z˜3 = i
√
H˜0H˜3
H˜1H˜2
= i p3
√
−q0
D
. (5.40)
From (5.36) we can also find the values of the electric and magnetic potentials; in terms of
harmonic functions these are:
F˜0i0 = ∂iψ˜0, G˜a i0 = ∂iχ˜a . (5.41)
The electric and magnetic potentials are related to the inverse of harmonic functions in the
following way:
ψ˜0 =
1√
2
(H˜0)
−1 χ˜a =
1√
2
(H˜a)−1 . (5.42)
5.3 Mirror Quintic
In this section, we consider black holes in the framework of type-IIB string theory com-
pactified on mirror quintic Calabi-Yau 3-folds. We closely follow the notation of [8] and
[22]. For a quintic hypersurface in P 4, the mirror quintic M is obtained by the following
quotient([23]):
M =
( 5∑
i=1
Z5i − 5ψ
5∏
i=1
Zi
)/
(Z5)
3 , (5.43)
where ψ is a complex coefficient. The Hodge numbers of the mirror quintic Calabi-Yau are
h1,1(M) = 101 and h2,1(M) = 1. In IIB theory, the vector multiplet moduli space which
corresponds to the deformations of the complex structure is parameterized by ψ and is one
dimensional. In terms of homology there are, in general, 2(h2,1(M)+ 1) nontrivial 3-cycles
{Aa, Ba}. From the holomorphic 3-form Ω of the Calabi-Yau manifold, we can find the
special coordinates za of the vector multiplet moduli space and the prepotential F :∫
Aa
Ω = za ,
∫
Ba
Ω = ∂aF . (5.44)
The Ka¨hler potential and the superpotential are then given by:
K = − log(−iΠ† · Σ · Π) , W = hT · Σ ·Π , (5.45)
where Σ is a matrix given in Appendix D, h = (pa, qa) is the set of electric and magnetic
charges and Π is the period function. We notice that both h and Π are four dimensional
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column vectors. Now, we want to solve the attractor equation ((4.12)) for the case of mirror
quintic in the vicinity of the Gepner point (ψ = 0) at which the holomorphic 3-form of the
Calabi-Yau is well known as a power series ([23]). In this limit, we find all ingredients of
the attractor equation as a series in terms of ψ and then we only keep linear terms. The
Ka¨hler potential and the superpotential are then expressed as:
K = C0 − log
(
1 + (2−
√
5)
c21
c20
|ψ|2 − (2−
√
5)
c22
c21
|ψ|4 + · · ·
)
, (5.46)
W =
1
25
(2πi
5
)3(
c0n · p0 + c1n · p1ψ + c2n · p2ψ2 + · · ·
)
. (5.47)
The constants C0, ci and the column vectors pi are defined in Appendix D. n is a column
vector which is related to the charges by n = 5m˜h, where matrix m˜ can be found in
appendix [C]. From the Ka¨hler potential, it is straightforward to calculate the Ka¨hler metric
and the Christoffel symbols of the Levi-Civita connection associated with this metric:
Gψψ¯ = − c
2
0
c21(2−
√
5)
[
1 +
(
2(2−
√
5)
c21
c20
+ 4
c22
c21
)
|ψ|2 + · · ·
]
, (5.48)
Γψψψ = −2
(
(2−
√
5)
c21
c20
+ 2
c22
c21
)
ψ¯ . (5.49)
Now we are able to compute the ingredients of the attractor equation. The covariant
derivatives of the superpotential are given by:
DψW = 1
25
(2πi
5
)3(
c1n · p1 + 2c2n · p2ψ − c
2
1
c20
(2−
√
5)c0n · p0ψ¯
)
, (5.50)
DψDψW = 2
25
(2πi
5
)3(
c2n · p2 + 3c3n · p3ψ + 2c
2
2
c1
n · p1ψ¯
)
. (5.51)
The period vector in terms of ψ is:
Π =
1
5
(2πi
5
)3(
c0m˜p0 + c1m˜p1ψ + c2m˜p2ψ
2 + · · ·
)
. (5.52)
For the covariant derivative of the period vector, we get:
DψΠ = 1
5
(2πi
5
)3(
c1m˜p1 + 2c2m˜p2ψ − (2−
√
5)
c21
c0
m˜p0ψ¯
)
. (5.53)
So far, we have computed all the ingredients of the r.h.s. of the attractor equation (4.12)
for the mirror quintic. The only thing we need is the l.h.s. of (4.12), namely the charges
which should be expressed in terms n. This is given by:
h =
(
pa
qa
)
=
1
5


−20n1
2(4n1 − n2)
11n1
−4n1 + n2

 , (5.54)
in which we assumed that vector n has the form n = (n1, n2, n2, n1). This assumption is
not necessary but it makes the calculations easier. Specifically, one can see that such an
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assumption ensures all the n · pi are real. Next we form the attractor equation and ignore
all quadratic and higher order terms in ψ. Then, we have:
2Im
[
ZΠ− (Gψψ¯)2 (Dψ¯Dψ¯Z)DψZDψΠ
2Z
]
− h = 0 = N1 +N2ψ . (5.55)
N1 is expressed in the following way:
N1 = −h+ 2
5
√
2 + 2
√
5
m˜
(
(n · p0)Imp¯0 − 1
(2−√5)2
c0c2
c21
(n · p1)2
n · p0 Imp1
)
, (5.56)
For N2 we obtain (assuming ψ is real):
N2 =
2
5
√
2 + 2
√
5
m˜
[
c1
c0
(
(n · p1)Imp¯0 + (n · p0)Imp¯1
)
− 2
(2−√5)2
c0c
2
2
c31
(n · p1)2
n · p0 Im(p1 + p2)
+
1
(2−√5)2
c2
c1
(n · p1)3
(n · p0)2 Imp1 −
3
(2−√5)2
c0c3
c21
(n · p1)Imp1
+
1
(2−√5)
c2
c1
(
(n · p1)Imp1 + (n · p1)
2
n · p0 Imp0
)]
. (5.57)
In order to find a solution, we need to pick a specific set of charges up such that N1/N2 ≪ 1.
Therefore, we set N1 = 0 and this equation determines the ratio
n1
n2
. The equation we find
for the ratio n1n2 is: (n1
n2
)2 − 0.063(n1
n2
)
− 0.121 = 0 . (5.58)
The above equation clearly has two solutions:
(
n1
n2
)
= 0.381, which corresponds to the
supersymmetric solution (it is easy to see that DψW vanishes for this solution because
n · p1 = 0 for
(
n1
n2
)
= 0.381) and
(
n1
n2
)
= −0.319, which corresponds to the non-
supersymmetric solution (DψW 6= 0 for
(
n1
n2
)
= −0.319). This result is in agreement
with the one which is obtained by minimization of the black hole potential in [8].
6. Discussion
In analyzing the non-BPS black hole attractor mechanism for we have provided a reasonable
physical argument as to why such a mechanism depends on the extremality (in the sense
of zero temperature) of the black hole. Whilst not entirely rigorous, such thinking may be
valuable as we seek to understand other situations in which we may have attractors; for
example, flux vacua.
We have also developed an explicit form of the black hole attractor equation; deriving
it from a minimization condition on VBH and the Hodge decomposition of the 3-form flux.
The veracity of this equation has been demonstrated for a number of the examples. In
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these examples when a non-supersymmetric minimum exists, it does so in isolation — this
is a point which we develop further below.
There is an apparent conceptual similarity between non-BPS extremal black holes
and the O’Raifeartaigh model of spontaneous supersymmetry breaking. There are certain
superpotentials which do not admit a supersymmetric minimum of the potential but do
admit a non-supersymmetric one. A classic example is the O’Raifeartaigh model ([24])
for 3 scalars: W = λΦ1(Φ
2
3 − M2) + µΦ2Φ3. Here ∂1W = λ(Φ23 − M2), ∂2W = µΦ3
and ∂3W = 2λΦ1Φ3 + µΦ2. All 3 derivatives cannot simultaneously vanish. However, if
M2 < µ
2/2λ2, the potential has an absolute minimum with positive value at Φ2 = Φ3 = 0,
along with a flat direction in the Φ1 direction.
In models of the above type the system cannot decay to a supersymmetric ground state
since such a state does not exist, so the non-SUSY vacuum is stable. The same is true of the
non-BPS black hole — there is a choice of fluxes which leads to an effective superpotential
such that VBH does not admit a supersymmetric minimum of the potential but does admit
a non-supersymmetric one. Actually, there are also some additional constraints we should
apply. It is not enough to show that no spherically-symmetric BPS state exists, we should
also confirm that there are no multi-centered BPS solutions. Such solutions are discussed
(with explicit examples) in [26]. Although in the cases we have studied such multi-centered
solutions do not exist, it is clear that this will not always be true, and in addition to
checking that we have an attractive non-BPS solution, we must ensure that the chosen
charges do not also allow multiple states.
In our examples with an appropriate choice of fluxes the non-BPS black holes are
stable; there is no way to get a supersymmetric black hole or BPS black hole composites
for the given set of fluxes and, furthermore, since T = 0 they do not evaporate. It would be
interesting to develop a more general strategy on finding such stable non-BPS black holes
as, so far, there are just a few known examples.
Intriguingly there is a similarity between the non-BPS attractor equations for black
holes and those for flux vacua that were studied in [12]. This similarity suggests that the
attractor mechanism could be successful in providing a realization of an effective way of
achieving stable SUSY-breaking. Some recent analysis of this issue in [25] shows just how
difficult it may be to avoid a runaway of the non-SUSY vacua into the SUSY ones. In the
case of O’Raifeartaigh model and the non-BPS black holes, however, this runaway does not
take place since there is no supersymmetric vacua. It thus remains a challenge to construct
the analog of the stable non-BPS extremal black holes in dS flux vacua.
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A. Deriving the Effective Potential
The derivation of (2.5) and (2.6) from (2.1) using the metric ansatz (2.2) is straightforward,
but calculationally involved. Here we highlight the salient points. Our starting point is
the Einstein-Maxwell action quoted in Section 2:
−R
2
+Gaa¯∂µz
a∂ν z¯
a¯gµν +
1
2
µΛΣFΛµνFΣλρgµλgνρ +
1
2
νΛΣFΛµν
(∗FΣλρ) gµλgνρ . (A.1)
We have used µ and ν instead of the imaginary and real parts of N for clarity. We define
the dual through:
(∗F )µν = 1
2
√−gǫµνρσF ρσ , (A.2)
with ǫtτθφ = 1 = −ǫtτθφ. Using the metric ansatz (2.2) and multiplying by
√−g we can
obtain the Lagrangian terms. The gravity term gives:
−√−g R
2
= −1
2
(
c4e−2U sin(θ)
sinh4(cτ)
)(
−2e
2U sinh4(cτ)
(
c2 − U ′(τ)2 + U ′′(τ))
c4
)
= − sin(θ)
(
∂U
∂τ
)2
. (A.3)
We have dropped the constant and the U ′′(τ) terms (the latter is a total derivative).
Similarly, the scalar kinetic term can be readily calculated to give:
√−g Gaa¯∂µza∂ν z¯a¯gµν = − sin(θ)Gaa¯∂τza∂τ z¯a¯ . (A.4)
The vector terms are somewhat trickier. First we define:
GµνΣ = −iµΣΛ (∗F)Λµν − νΣΛFΛµν . (A.5)
Then we define electric and magnetic potentials through:
FΣtτ = ∂τψΣ
GΣ tτ = ∂τχΣ . (A.6)
We can then use (A.5) to obtain:
GΛ tτ = −iµΛΣ
√−gFΣ θφ − νΛΣFΣtτ . (A.7)
Substituting our potentials and with some rearranging, this becomes:
√−gFΣ θφ = i(µ−1ν)ΣΓ∂τψΓ + i(µ−1)ΣΛ∂τχΛ . (A.8)
Since all other components of F are zero, we can write the vector part of the Lagrangian
as:
2
√−g
(
µΛΣFΛtτFΣtτgttgττ + µΛΣ
(√−gFΛ θφ)(√−gFΣ θφ) gθθgφφ
(
√−g)2
+νΛΣFΛtτ
(√−gFΣ θφ) gttgττ + νΛΣ (√−gFΛ θφ)FΣtτgttgττ
)
. (A.9)
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Our metric ansatz gives:
gttgττ = −sinh
4(cτ)
c4
gθθgφφ
(
√−g)2 =
sinh4(cτ)
c4
√−g = c
4e−2U sin θ
sinh4(cτ)
. (A.10)
Thus we obtain:
−2e−2U sin(θ)
(
µΛΣFΛtτFΣtτ − µΛΣ
(√−gFΛ θφ)(√−gFΣ θφ)
+νΛΣFΛtτ
(√−gFΣ θφ)+ νΛΣ (√−gFΛ θφ)FΣtτ) . (A.11)
Since it is now clear that the θ-dependance of the Lagrangian factors out (as we would
expect), we shall drop this leading factor from now on. Our next task is to express the
parenthetical term in (A.11) in terms of the electric and magnetic potentials, using (A.6)
and (A.8). Making the appropriate substitutions, using the symmetry of µ and ν and
taking the real part of the action, the unquantized vector Lagrangian is:
−2e−2U (∂τψΛ ∂τχΛ)
(
(µ+ νµ−1ν)ΛΣ (νµ
−1)ΣΛ
(µ−1ν)ΛΣ (µ
−1)ΛΣ
)(
∂τψ
Σ
∂τχΣ
)
. (A.12)
The quantize this, we use the fact that it is manifestly independent of ψ and χ, only their
derivatives appear. Thus:
∂L
∂ψΛ
= 0 ⇒ ∂L
∂(∂τψΛ)
= qΛ
∂L
∂χΛ
= 0 ⇒ ∂L
∂(∂τχΛ)
= pΛ . (A.13)
In more condensed notation (A.12) becomes:
−e−2U (∂τ χˆΛ)(M−1)ΛΣ(∂τ χˆΣ) . (A.14)
Here (M−1)ΛΣ(z, z¯) is the middle matrix in (A.12) and χˆΛ is a vector whose entries contain
both χΛ and ψ
Λ, ordered as in (A.12). We can then use the constraints in (A.14) to get:
pˆΛ = 2e−2U (M−1)ΛΣ(∂τ χˆΣ) . (A.15)
pˆΛ is a charge vector containing both the pΛ and qΛ defined above. This implies that:
(∂τ χˆΣ) =
1
2
e2U pˆΛMΛΣ . (A.16)
Making this substitution in (A.12)8 and combining all the parts together gives:
L =
(
∂U
∂τ
)2
+Gaa¯∂τ z
a∂τ z¯
a¯ +
1
4
e2U
(
pΛ qΛ
)( (µ + νµ−1ν)ΛΣ −(νµ−1)ΣΛ
−(µ−1ν)ΛΣ (µ−1)ΛΣ
)(
pΣ
qΣ
)
.
(A.17)
8Note that we now use the inverse of the previous matrix, and invert the order of the electric and
magnetic charges.
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This is of the form (2.5), with:
VBH(z, z¯, p, q) =
1
4
(
pΛ qΛ
)( (µ+ νµ−1ν)ΛΣ −(νµ−1)ΣΛ
−(µ−1ν)ΛΣ (µ−1)ΛΣ
)(
pΣ
qΣ
)
. (A.18)
B. Covariant Derivatives
In [8], the equation which is obtained from the minimization of the effective potential of
black hole is expressed in the following way:
∂aVeff = e
K
(
Gbc¯(∇a∇bW )∇¯c¯W + 2(∇aW )W + (∂aGbc¯)(∇bW )(∇¯c¯W )
)
= 0 . (B.1)
∇aW = (∂a + (∂aK))W , and also9:
∇a∇bW = (∂a + ∂aK)∇bW . (B.2)
Now, consider the full covariant derivative acting on DbW :
DaDbW =
(
(∂a + ∂aK)δ
d
b − Γdab
)
DdW , (B.3)
Γdab are the Christoffel symbols of Levi-Civita connection on the moduli space. We can
thus rewrite the last term of (B.1) in the following way:
(∂aG
bc¯)DbW = (∂aGbc¯)δdbDdW = (∂aGbc¯)(Gbe¯Ge¯d)DdW
= −Gbc¯(∂aGbe¯)Ge¯dDdW = −Gbc¯ΓdabDdW , (B.4)
where we used the expression Γdab = G
de¯∂aGe¯b for Christoffel symbols of a metric compatible
Ka¨hler manifold. Using this (B.1) becomes:
∂aVeff = e
K
(
Gbc¯
[
(∂a + ∂aK)δ
d
b − Γdab
]DdW D¯c¯W + 2(DaW )W)
= eK
(
Gbc¯(DaDbW )D¯c¯W + 2(DaW )W
)
. (B.5)
It is clear that the above equation has the appropriate covariant form.
C. Hodge-decomposition of 3-form flux
As we discussed in Section 1, (4.8) (or equivalently (4.7)) is the Hodge-decomposition of
the flux form and this equation by itself does not contain any information about the moduli
at horizon of the black hole. In other words, (4.8) does not pick any point of the moduli
space up and it is trivially satisfied. Of course, at first glance, it might be thought that this
equation can be solved for the moduli; after all the r.h.s. of (4.8) is a function of moduli
za and the l.h.s. only includes a set of integers. Nevertheless, the r.h.s. of (4.8) is always
9Note that ∇bW = DbW . For the scalars which are defined on the moduli space, D and ∇ act in the
same way.
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independent of the moduli coordinates. We can explicitly show that this is the case for the
specific example considered in section 5.1.
Since we have already computed all the ingredients of (4.8) in section 5.1, we can easily
calculate the r.h.s. Considering (5.15), (5.13), and (5.22), the second term of the r.h.s. of
(4.8) is given by:
Ga¯bDa¯ZDbΠ = − i
6
(
Mab +
12
M
papbt2
)(
+ 3itDa(2− W
2Dt2
)
)


3
2 i
Dd
D
1
t
δcd − 32pc DdD
3
2Ddt
2
6iDcdt− 92 iDdDcD t

 .(C.1)
After simplifying the above expression, we obtain for the second term of the r.h.s. of (4.8):
2Im
(
Ga¯bDa¯ZDbΠ
)
= −
(
1− W
4Dt2
)


0
−pc
3Dt2
0

 . (C.2)
Then, from (5.8), we find:
2Im
[
ZΠ+Ga¯bDa¯ZDbΠ
]
=


0
pc
W − 3Dt2
0

 , (C.3)
whereW−3Dt2 is nothing but q0. Therefore, the final answer is precisely the set of electric
and magnetic charges h. Hence (4.8) is true for any arbitrary point of the moduli space
and this equation does not pick up any specific point of the moduli space.
D. More Details on Mirror Quintic
In this appendix, for completeness, we present the formulas used in Section 5.3. In the
vicinity of ψ = 0, the period vector in the Picard-Fuchs basis is obtained by solving the
Picard-Fuchs equation ([23]). The fundamental period vector is given by the following
series:
ω0(ψ) = −1
5
∞∑
m=1
α2mΓ(m/5)(5ψ)m
Γ(m)Γ4(1−m/5) , (D.1)
where α = e2pii/5. By changing the basis, we can obtain the period vector in symplectic
form. It turns out that the period vector in the symplectic basis is given by:
Π = m˜ω¯(ψ) . (D.2)
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ω¯ itself is given by:
ω¯ = − 1
ψ
(2πi
5
)3


ω2
ω1
ω0
ω4

 . (D.3)
Here ωi = ω0(α
iψ) and matrix m˜ is:
m˜ =


−1 0 8 3
0 1 −1 0
−35 −15 215 85
0 0 −1 0

 . (D.4)
It is convenient to define the coefficients cm and column vectors pm as:
cm =
Γ((m+ 1)/5)5m+1
Γ(m+ 1)Γ4((4−m)/5) , pm =


α4(m+1)
α3(m+1)
α2(m+1)
α(m+1)

 . (D.5)
Recalling (5.45), in which Σ is
Σ =


0 0 1 0
0 0 0 1
0 −1 0 0
−1 0 0 0

 , (D.6)
we can find the Ka¨hler potential as a power series in terms of ψ:
K = C0 − log
(
1 + (2−
√
5)
c21
c20
|ψ|2 − (2−
√
5)
c22
c21
|ψ|4 + · · ·
)
. (D.7)
C0 is the following additive constant:
C0 = − log
[√
2 + 2
√
5
(c0
5
)2(2π
5
)6]
. (D.8)
The Ka¨hler metric and its inverse are then expressed in terms of ψ as:
Gψψ¯ = −(2−
√
5)
c21
c20
+ 2(2 −
√
5)
[(c1
c0
)4
+ 2
(c2
c0
)2|ψ|2
]
+ · · · , (D.9)
Gψψ¯ = − c
2
0
c21(2−
√
5)
[
1 +
(
2(2−
√
5)
c21
c20
+ 4
c22
c21
)
|ψ|2 + · · ·
]
. (D.10)
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