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Abstract
We review recent developments in the construction of heterotic and type II string field
theories and their various applications. These include systematic procedures for determining
the shifts in the vacuum expectation values of fields under quantum corrections, computing
renormalized masses and S-matrix of the theory around the shifted vacuum and a proof of
unitarity of the S-matrix. The S-matrix computed this way is free from all divergences when
there are more than 4 non-compact space-time dimensions, but suffers from the usual infrared
divergences when the number of non-compact space-time dimensions is 4 or less.
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1 Introduction and Motivation
In string theory the observables are S-matrix elements – also called amplitudes.1 These are
the observables in field theories as well. However, the prescription for computing the S-matrix
in string theory is apparently different from that in quantum field theories. A g-loop, N -point
amplitude is given by an expression of the form:∫
dm1 . . . dm6g−6+2N F (m1,m2, . . . ,m6g−6+2N) (1.1)
where mi are the parameters labelling the moduli space of two dimensional Riemann surfaces
of genus g and n marked points – also known as punctures. F ({mi}) denotes a correlation
function of a two dimensional conformal field theory on the Riemann surface, with vertex
operators for external states inserted at the punctures and additional insertions of ghost fields
and picture changing operators (PCO) [1] that do not depend on the external states. In
particular, at any given loop order there is only one term, while in a quantum field theory
for a similar amplitude, there will be many terms representing contributions from different
Feynman diagrams. Given these differences, we may wonder if there is any similarity between
string theory amplitudes and ordinary quantum field theory amplitudes.
The closest comparison between string theory amplitudes and the amplitudes in an ordinary
quantum field theory can be made in Schwinger parameter representation of the latter, in which
we replace the denominator factors of each propagator by an integral:
(k2 +m2)−1 =
∫ ∞
0
ds e−s(k
2+m2) . (1.2)
With this replacement, the integration over loop momenta takes the form of gaussian integrals,
possibly multiplied by a polynomial in momenta arising from vertices and propagators, and
the integrals can be easily performed. The result takes the form∫
ds1 . . . dsn f(s1, . . . , sn) (1.3)
where s1, . . . , sn are the Schwinger parameters for the n propagators and f({si}) is some
function of these parameters that we obtain after integration over momenta. At a very crude
1Throughout this review string theory will mean superstring theory, which in turn will include the two
heterotic string theories and the two type II string theories, possibly compactified on some manifold with NS
(NSNS) background fields. We shall assume that there are some non-compact dimensions with flat Minkowski
metric that can be used to define the S-matrix.
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Figure 1: The left figure shows a Riemann surface near a separating type degeneration and the
right figure shows a Riemann surface near a non-separating type degeneration. The degenera-
tion happens when S1 and S2 shrink to a point.
level, in string theory the parameters {mi} labelling the moduli space of Riemann surfaces
play the role of the Schwinger parameters {si}, and the integrand F appearing in (1.1) plays
the role of the function f appearing in (1.3).
In quantum field theories we typically have both ultraviolet (UV) and infrared (IR) diver-
gences. The UV divergences arise from regions of integration where one or more loop momenta
become large, while IR divergences arise from regions of integration where one or more propa-
gators have vanishing denominator. In the Schwinger parameter representation where all loop
momenta integrations have already been performed, the UV divergences arise from the region
where one or more Schwinger parameter vanishes, and the IR divergences arise from the region
where one or more Schwinger parameter becomes infinite.
The string theory amplitudes (1.1) also suffer from divergences. These divergences come
from near the boundary of the moduli space where the Riemann surface degenerates. As shown
in Fig. 1, the degeneration can be of two types – separating type degeneration in which the
Riemann surface breaks apart into two parts and non-separating type degeneration in which
the Riemann surface breaks into a lower genus surface with two extra punctures. Examination
of the integrand F in (1.1) in this limit shows that the integrand behaves in a way similar
to the integrand f in the field theory expression in the limit where the Schwinger parameter
of a propagator approaches infinity. The corresponding field theory Feynman diagrams have
been shown in Fig. 2, where the thick lines represent the propagators with large Schwinger
parameters.
Since, in field theory, divergences for large Schwinger parameters represent IR divergences,
we conclude that the divergences in string theory, arising from degenerate Riemann surfaces,
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Figure 2: The left figure shows the Feynman diagrams in field theory analogous to a separating
type degeneration and the right figure shows the Feynman diagrams in field theory analogous to
a non-separating type degeneration. The blobs represent arbitrary Feynman diagrams, and the
thick lines represent propagators whose Schwinger parameters go to infinity in the degeneration
limit.
Figure 3: A tree level diagram that encounters type 1 divergence when the total energy flow-
ing along the horizontal line exceeds the threshold for producing an on-shell single particle
intermediate state.
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are IR divergences. Therefore, in order to deal with IR divergences in string theory, it will be
instructive to see what kind of divergences arise in quantum field theories in the large Schwinger
parameter regime and how they are resolved. They can be classified into two categories:
1. For k2 +m2 < 0, the left hand side of (1.2) is finite but the right hand side diverges. As
shown in Fig. 3, such a divergence can arise even at the tree level. In a quantum field
theory this is easily dealt with by working directly with the left hand side, i.e. in the
momentum space representation of the Feynman amplitudes. This option does not exist
in the conventional formulation of superstring perturbation theory. The second option,
which can be generalized to string theory [2, 3], is to treat the Schwinger parameters
as complex variable and treat the integration over these variables as contour integrals
with the upper limit taken to be i∞ instead of ∞. A closely related third approach is
to write the amplitude with the external momenta in the region where such divergences
are absent and then define the amplitude in other regions via analytic continuation.
Examples of such divergences in string theory include those arising from two or more
vertex operators in the world-sheet coming close, e.g. the apparent divergences in the
integral representation of Virasoro-Shapiro amplitude in certain kinematic regime.
2. For (k2 +m2) = 0, both the left hand side and the right hand side of (1.2) diverge. These
are genuine divergences in quantum field theories in which some internal propagator is
forced to be on-shell. Examples of such diagrams are mass renormalization diagrams and
massless tadpole diagrams as shown in Fig. 4. In quantum field theory, these divergences
have standard remedies. For example, the presence of tadpole diagrams in a quantum
field theory indicates that the tree level vacuum is modified by quantum corrections.
We deal with these divergences by first constructing the one particle irreducible (1PI)
effective action, finding its extremum and then expanding the action around the new
extremum to reorganize the perturbation expansion. Similarly, the divergences associated
with the mass renormalization diagrams are removed by first finding the solution to the
linearized equations of motion of 1PI effective action around the extremum to determine
the renormalized mass of the particle, and then computing the S-matrix using the LSZ
prescription. In this approach, diagrams of the type shown in Fig. 4 never appear, but
we have to compensate for it in other ways that involve correcting the interaction terms
and/or masses. However, in conventional superstring perturbation theory, there is no
well defined procedure for removing these divergences, essentially due to the fact that at
7
Figure 4: The figure on the left shows a divergence associated with massless tadpoles. The
thick line is forced to carry zero momentum due to momentum conservation. Therefore if
it represents a massless particle, the propagator diverges. The diagram on the right shows
divergences associated with mass renormalization. Requiring the external line to be on-shell
also puts the internal line marked by the thick line on-shell, causing a divergence.
each loop there is a single term, and there is no fully systematic procedure for removing
some parts of this contribution and compensating for this in other ways [4–17]. Even
when these divergences are absent, the final results for S-matrix computed using standard
rules have apparent ambiguities [18–20] which need to be absorbed into redefinitions of
moduli fields and / or wave-function renormalization factors [20,21].
One of our goals in this review will be to describe how superstring field theory can be used
to remove these divergences. Along the way, we shall also see various other applications of
superstring field theory. We shall mostly follow the approach described in [22–29].
What is superstring field theory? By requirement, superstring field theory is a quantum field
theory whose amplitudes, computed with Feynman diagrams, have the following properties:
1. They agree with standard superstring amplitudes when the latter are finite.
2. They agree with analytic continuation of standard superstring amplitudes when the latter
are finite.
3. They formally agree with standard superstring amplitudes when the latter have genuine
divergences. However, in superstring field theory we should be able to deal with these
divergences using standard field theory techniques like mass renormalization and shift of
vacuum.
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The question is: Does such a theory exist? For open and closed bosonic string theory such a
theory has been known to exist for a long time [30–35]. There have been various approaches to
constructing tree level open superstring and closed heterotic string field theories [36–65]. Some
of these have been discussed briefly in section 10. However, there is an apparent no go theorem
ruling out the existence of such theories for type IIB superstrings. It goes as follows. If we
can construct an action for type IIB superstring theory then by taking its low energy limit we
should get an action for type IIB supergravity. However, it is known that it is impossible to
construct such an action due to the existence of the four form gauge field with self-dual field
strength in this theory. Therefore, it follows that we should not be able to construct an action
for type IIB superstring field theory. While this does not rule out the possibility of having
type IIA or heterotic string field theories, it shows that there cannot be a generic formalism
covering all superstring theories.
It turns out that there is a way to circumvent this no-go theorem as follows [23, 25]. It is
possible to construct actions for heterotic and type II string field theories, but each of these
theories contains an additional set of “ghost”-like particles which are free. These additional
particles are unobservable since they do not scatter. Therefore, their existence can be ignored
for all practical purposes except that the fields corresponding to these particles are necessary to
construct the kinetic term of the action. Using this formalism one can now construct heterotic
and type II superstring field theories – collectively called superstring field theory – not only
at the tree level but also at the full quantum level [22, 23, 25]. In the following sections, we
shall describe the structure of these theories in detail. This construction closely follows the
structure of the closed bosonic string field theory [34], with few additional twists.
Once a superstring field theory is formulated, the divergences associated with massless
tadpoles and mass renormalizations, illustrated in Fig. 4, can be dealt with using standard
techniques of quantum field theory [22–24]. This leads to an unambiguous, divergence free
definition of S-matrix elements when the number of non-compact space-time dimensions is
≥ 5. Furthermore, this S-matrix can be shown to be unitary [26–28]. When the number of
non-compact space-time dimensions is four or less, there is another kind of infrared divergence
that comes from loops involving massless particles. These are reflections of the fact that we
cannot distinguish between a final state with no massless particles from a final state with
massless particles if the energy carried by the massless particles is sufficiently low2 or if the
opening angle between two or more massless particles in the final state is sufficiently low. In
2Such particles are called soft particles.
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quantum field theory one can show that these infrared divergences go away if in the cross
section we sum over final state soft particles and collinear massless particles– i.e. not calculate
the cross section for a fixed final state but a fixed final state accompanied by arbitrary number
of soft particles carrying total energy below some fixed value and/or almost collinear massless
particles with opening angle below some fixed value – and average over initial state soft and
collinear particles [66–69]. The analogue of this result for superstring field theory has not yet
been established, but we do not expect any unsurmountable difficulty in establishing this.
The rest of this review is organized as follows. In section 2 we describe the construction of
off-shell amplitudes of superstring field theory, without worrying whether they come from an
underlying superstring field theory. In section 3 we describe the condition under which the off-
shell amplitudes arise from the Feynman diagram of a superstring field theory, and explicitly
construct the action of the gauge fixed superstring field theory. In section 4 we describe the
quantum master action, whose Batalin-Vilkovisky (BV) quantization gives the gauge fixed
action of section 3. In section 5 we derive the Ward identities for the off-shell amputated
Green’s functions of this superstring field theory. At this stage this still remains a formal
derivation, since this Green’s function is divergent in the presence of massless tadpoles. We
also describe the construction of the effective action obtained by integrating out a subset of the
fields of the theory and also construct the gauge invariant 1PI effective action. These are free
from all divergences. In section 6 we describe how using the 1PI action constructed in section
5, we can find the vacuum solution and expand the action around it to find the renormalized
masses and the unbroken (super-)symmetries. We also construct the Siegel gauge propagator
and the interaction terms of the action expanded around the vacuum solution so that the
Feynman diagrams computed using these vertices and propagators are free from tadpole and
mass renormalization divergences. In section 7 we derive the Ward identities of the divergence
free amplitudes computed from this new action. In section 8 we formulate the Feynman rules
of string field theory in momentum space as in conventional quantum field theories and show
that the rules for integration over the loop energies need to be modified in order to get UV
finite results. In section 9 we make use of the momentum space Feynman rules of section 8
to prove unitarity of the S-matrix of superstring field theory. In section 10 we briefly discuss
some of the other approaches used in the construction of superstring field theories. Appendix
A contains a summary of notations and conventions while the rest of the appendices provide
various supplementary material containing some details that were left out in the main text and
also some simple examples illustrating some of the points discussed in the text.
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We end this section by describing some of the notations and conventions we shall use, as well
as the scope and limitations of this review. As already mentioned in footnote 1, superstring will
refer to either of the heterotic string theories or either of the type II string theories, possibly
compactified on a manifold with NS (NSNS for type II) background. The latter restriction
is due to the fact that conformal invariance of the world-sheet theory will play an important
role in this construction and at present the world-sheet description of string theory in an RR
background has not been fully understood. If the pure spinor approach [70,71] can be made into
a fully workable formalism that works to all orders in superstring perturbation theory, then the
present approach may be extendable to RR background as well. We shall also keep away from
type I string theory, but we expect that this formalism can be generalized to type I theories with
minor changes.3 We shall use the formalism of picture changing operators (PCO) to define
amplitudes in superstring theory. For on-shell amplitudes there is an alternative formalism
based on integration over supermoduli space [20, 72–86]. So far, off-shell generalization of
these amplitudes have not been written down except for partial construction of tree level open
string field theory [87], but in future it may be possible to reformulate the whole analysis
described here by expressing the off-shell amplitudes as integrals over supermoduli spaces.
While our approach will be based on a manifestly Lorentz covariant formulation of super-
string field theory, there is an alternative approach, known as light-cone string field theory,
that only manifestly preserves the SO(d − 1) subgroup of the SO(d, 1) Lorentz group. This
approach has been successful for bosonic string theory [88, 89], but there are various contact
term ambiguities when we consider superstring field theory which have not been completely
resolved [90–96].
We shall set α′ = 1 and define the mass2 level of a state carrying momentum k to be
the eigenvalue of the operator 2(L0 + L¯0) − k2 where L0 and L¯0 denote zero modes of the
total Virasoro generators. Physically this gives the squared mass of the state at tree level if it
corresponds to a physical state of string theory.
Finally we would like to remark that in this review our focus will be on the application
of closed superstring field theory in making superstring perturbation theory well defined. For
instance, as mentioned earlier, one of the applications of this formalism is in proving the
unitarity of the theory in the situations when the perturbation theory can be trusted. Treating
the situation beyond perturbation theory, e.g., proving unitarity in the presence of black holes,
3At loop level one needs to construct a field theory containing both open and closed string fields along the
lines described in [35].
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can’t be dealt in this approach. The close cousin of closed superstring theory, namely open
string field theory, has been used to construct non-trivial classical solutions, going beyond what
can be achieved in perturbation theory [97]. Similar applications of closed string field theory
remains beyond reach to this day despite some tantalizing numerical results in closed bosonic
string field theory [98].
2 Off-shell amplitudes in superstring theory
In this section we shall follow [99, 100] to describe construction of off-shell amplitudes in su-
perstring theory without demanding that they arise from an underlying field theory. For defi-
niteness we shall restrict most of the discussions to heterotic string theory, and later comment
on the additional ingredients necessary for extending the results to type II string theory.
2.1 World-sheet theory
The world-sheet theory for any heterotic string compactification at string tree level contains
a matter superconformal field theory with central charge (26,15) and a ghost system of total
central charge (−26,−15). For the matter sector, we denote by Tm and TF the right-moving
stress tensor and its superpartner and by T¯m the left-moving stress tensor. They satisfy the
operator product expansion
Tm(z)Tm(w) =
15
2
1
(z − w)4 + · · · , (2.1)
TF (z)TF (w) =
5
2
1
(z − w)3 +
1
2
1
z − wTm(w) + · · · ,
Tm(z)TF (w) =
3
2
1
(z − w)2TF (w) +
1
z − w∂TF (w) + · · · ,
T¯m(z¯)T¯m(w¯) =
26
2
1
(z¯ − w¯)4 + · · · ,
where · · · denote less singular terms.
The ghost system consists of anti-commuting b, c, b¯, c¯ ghosts and the commuting β, γ
ghosts. The (β, γ) system can be bosonized as [1]
γ = η eφ, β = ∂ξ e−φ, δ(γ) = e−φ, δ(β) = eφ , (2.2)
where ξ, η are fermions of conformal weights (0, 0) and (0, 1) respectively and φ is a scalar with
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background charge. The operator products of these fields take the form
c(z)b(w) = (z − w)−1 + · · · , (2.3)
c¯(z¯)b¯(w¯) = (z¯ − w¯)−1 + · · · ,
ξ(z)η(w) = (z − w)−1 + · · · ,
eq1φ(z)eq2φ(w) = (z − w)−q1q2e(q1+q2)φ(w) + · · · ,
∂φ(z) ∂φ(w) = − 1
(z − w)2 + · · · ,
where · · · denote less singular terms. The stress tensors of the ghost fields are given by
Tb,c = −2 b ∂ c+ c ∂ b, T¯b¯,c¯ = −2 b¯ ∂¯ c¯+ c¯ ∂¯ b¯, (2.4)
Tβ,γ(z) =
3
2
β∂γ +
1
2
γ∂β = Tφ + Tη,ξ , (2.5)
where
Tη,ξ = −η∂ξ , (2.6)
and
Tφ = −1
2
∂φ∂φ− ∂2φ . (2.7)
With this the total φ charge needed to get a non-vanishing correlation function on a genus
g surface is 2(g − 1). We assign (ghost number, picture number, GSO) quantum numbers to
various fields as given in table 1 where we have also given the conformal weights and Grassmann
parities of these fields.
The ghost fields have mode expansions
b(z) =
∑
bnz
−n−2, c(z) =
∑
n
cnz
−n+1, b¯(z¯) =
∑
b¯nz¯
−n−2, c¯(z¯) =
∑
n
c¯nz¯
−n+1,
β(z) =
∑
n
βnz
−n− 3
2 , γ(z) =
∑
n
γnz
−n+ 1
2 , η(z) =
∑
n
ηnz
−n−1, ξ(z) =
∑
n
ξnz
−n .
(2.8)
Also useful will be the mode expansions of the total stress tensors of the matter + ghost SCFT
T (z) =
∑
Lnz
−n−2, T¯ (z¯) =
∑
L¯nz¯
−n−2 . (2.9)
The BRST charge is given by
QB =
∮
dzB(z) +
∮
dz¯¯B(z¯) , (2.10)
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Field Conformal
Weight (h¯, h)
Grassmann
Parity
Ghost
Number
Picture
Number
GSO pro-
jection
β (0, 3/2) even -1 0 -
γ (0,−1/2) even 1 0 -
b (0, 2) odd -1 0 +
c (0,−1) odd 1 0 +
b¯ (2, 0) odd -1 0 +
c¯ (−1, 0) odd 1 0 +
η (0,1) odd 1 -1 +
ξ (0,0) odd -1 1 +
∂φ (0,1) even 0 0 +
eqφ −q(q + 2)/2 (−1)q 0 q (−1)q
Table 1: The quantum numbers and conformal weights of various fields.
where
¯B(z¯) = c¯(z¯)T¯m(z¯) + b¯(z¯)c¯(z¯)∂¯c¯(z¯) , (2.11)
B(z) = c(z)(Tm(z) + Tβ,γ(z)) + γ(z)TF (z) + b(z)c(z)∂c(z)− 1
4
γ(z)2b(z) , (2.12)
and
∮
is normalized so that
∮
dz/z = 1,
∮
dz¯/z¯ = 1. The PCO X is defined as [1, 101]
X (z) = {QB, ξ(z)} = c ∂ξ + eφTF − 1
4
∂η e2φ b− 1
4
∂
(
η e2φ b
)
. (2.13)
This is a BRST invariant primary operator of dimension zero which carries picture number 1.
We shall be working with the so called ‘small Hilbert space’ [1, 101] where we remove the
zero mode of the ξ field from the spectrum. This means that we only consider states that
are annihilated by η0. In the vertex operators of such states factors of ξ appear with at
least one derivative acting on them. Correlation functions of such vertex operators on any
Riemann surface naively vanish since ξ being a dimension zero field has zero modes on all
Riemann surfaces and there is no factor of ξ to absorb the ξ zero mode. For this reason it
will be understood that in any correlation function of vertex operators in the small Hilbert
space there is an implicit insertion of ξ(z) that absorbs the zero mode. Since only the zero
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mode part of ξ is relevant, the result is independent of where we insert ξ. Similarly it will be
understood that in all inner products we shall insert an implicit factor of ξ0 in order to get a
non-vanishing result. For definiteness we can take these insertions to be on the extreme left
of the correlation functions. With this convention, a non-vanishing correlation function on a
genus g Riemann surface must involve equal number of insertions of ∂ξ or its derivatives and
η and its derivatives [101].
Finally to get the signs and normalizations of various correlation functions we need to
describe our normalization condition for the SL(2, C) invariant vacuum |0〉. Denoting by
|k〉 = eik·X(0)|0〉 the Fock vacuum carrying momentum k along the non-compact directions,
we choose the normalization
〈k|c−1c¯−1c0c¯0c1c¯1e−2φ(z)|k′〉 = (2pi)Dδ(D)(k + k′) . (2.14)
For type II string theories the world-sheet theory of matter sector has central charge (15, 15).
The ghost system now also includes left-moving (β¯, γ¯) system so that the total central charge
of the ghost system now is (−15,−15). There will now be separate picture numbers and GSO
parities associated with the left- and right-moving sectors. The left-moving BRST current
¯B(z¯) now contains extra terms as in (2.12) and we have left-handed PCO X¯ (z¯) given by
an expression identical to (2.13) with all right-handed fields replaced by their left-handed
counterpart. We work in the small Hilbert space annihilated by η0 and η¯0. The normalization
condition (2.14) will be replaced by
〈k|c−1c¯−1c0c¯0c1c¯1e−2φ(z)e−2φ¯(w¯)|k′〉 = −(2pi)Dδ(D)(k + k′) . (2.15)
As will be discussed in §4.4, the unusual minus sign on the right hand side of (2.15) allows us
to use a uniform convention for the normalization in the heterotic and type II string theories.
We denote by HT the Hilbert space of GSO even states in the small Hilbert space of the
matter-ghost CFT with arbitrary ghost and picture numbers, with coefficients taking values
in the Grassmann algebra, satisfying the constraints
|s〉 ∈ HT iff b−0 |s〉 = 0, L−0 |s〉 = 0 , (2.16)
where4
b±0 ≡ (b0 ± b¯0), L±0 ≡ (L0 ± L¯0), c±0 ≡
1
2
(c0 ± c¯0) . (2.17)
4The asymmetry due to the factor of 12 in the definition of b
±
0 and c
±
0 is just a convention which ensures the
simple anti-commutation relations {b+0 , c+0 } = 1 = {b−0 , c−0 }.
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The role of the constraints given in (2.16) will be explained while discussing off-shell amplitudes.
In the heterotic theory HT decomposes into a direct sum of the Neveu-Schwarz (NS) sector
HNS and Ramond (R) sector HR. In the type II string theories the corresponding decom-
position is HT = HNSNS ⊕ HNSR ⊕ HRNS ⊕ HRR. For our analysis we shall in fact need a
finer decomposition. In the heterotic string theory we shall denote by Hm the subspace of
states in HT carrying picture number m. m will be integer for NS sector and integer + 1/2
for R-sector states. Similarly in type II theory we shall denote by Hm,n the subspace of HT
carrying left-moving picture number m and right-moving picture number n. We also define
for heterotic : ĤT ≡ H−1 ⊕H−1/2, H˜T ≡ H−1 ⊕H−3/2 ,
for type II :
{
ĤT ≡ H−1,−1 ⊕H−1/2,−1 ⊕H−1,−1/2 ⊕H−1/2,−1/2
H˜T ≡ H−1,−1 ⊕H−3/2,−1 ⊕H−1,−3/2 ⊕H−3/2,−3/2
. (2.18)
The special role of ĤT and H˜T can be understood as follows. Using the bosonization rules
(2.2), the operator product expansion (2.3) and the mode expansion (2.8), one can see that
acting on a picture number p vacuum |p〉 ≡ ep φ(0)|0〉 in the heterotic string theory, the modes
of β and γ have the following properties:
βn|p〉 = 0 for n ≥ −p− 1
2
, γn|p〉 = 0 for n ≥ p+ 3
2
. (2.19)
This shows that in H−1 all the positive modes of β and γ, beginning with β1/2 and γ1/2,
annihilate the vacuum. For any other integer picture number however there will be either
some positive mode of β or positive mode of γ that will not annihilate the vacuum. As a
result by acting with these oscillators we can create states of arbitrary negative dimension.
For on-shell states this does not cause a severe problem since one can show that the BRST
cohomology is the same in all picture numbers [1, 102], and therefore we can choose to work
in any fixed picture number sector modulo certain ambiguities related to boundary terms [20].
However, since in the string field theory all off-shell states will propagate in the loop, presence
of states of arbitrary negative weight will make the theory inconsistent. For this reason, we
restrict the off-shell states in the NS sector to have picture number −1. Similar analysis in
the R sector shows that only in picture number −1/2 and −3/2 sectors we do not have any
positive mode of β and γ that does not annihilate the vacuum. There is still a milder problem
in the R sector since γ0| − 1/2〉 6= 0 and β0| − 3/2〉 6= 0. Therefore we can create infinite
number of states at the same mass2 level by applying these zero mode operators. We shall
argue at the end of §3.7 that the structure of the propagator in the R sector prevents this from
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happening. If we take the interacting off-shell string states to have picture number −1/2, and
use an appropriate prescription for the propagators of Ramond sector string fields, then at any
mass2 level only a finite number of states can propagate.
The above analysis can be easily generalized to type II string theory to illustrate the special
role of ĤT and H˜T .
For both heterotic and type II string theories we take |ϕr〉 ∈ ĤT , |ϕcr〉 ∈ H˜T to be appro-
priate basis states satisfying
〈ϕcr|c−0 |ϕs〉 = δrs , 〈ϕs|c−0 |ϕcr〉 = δrs . (2.20)
The second relation follows from the first. (2.20) implies the completeness relation∑
r
|ϕr〉〈ϕcr|c−0 = 1,
∑
r
|ϕcr〉〈ϕr|c−0 = 1 , (2.21)
acting on states in ĤT and H˜T respectively. The basis states ϕr and ϕcr will in general carry
non-trivial Grassmann parities which we shall denote by (−1)γr and (−1)γcr respectively. In
the NS sector of the heterotic theory and the NSNS and RR sector of type II theory, the
Grassmann parity of ϕr or ϕ
c
r is odd (even) if the ghost number of ϕr or ϕ
c
r is odd (even). In
the R sector of the heterotic theory and the RNS and NSR sector of the type II theory, the
Grassmann parity of ϕr or ϕ
c
r is odd (even) if the ghost number of ϕr or ϕ
c
r is even (odd). It
results from the ghost number conservation rule following from (2.14), (2.15) and (2.20) that
(−1)γr+γcr = −1 . (2.22)
We denote by X0 and X¯0 the zero modes of the PCOs:
X0 ≡
∮
dz
z
X (z), X¯0 ≡
∮
dz¯
z¯
X¯ (z¯). (2.23)
In the heterotic string theory we define
G|s〉 =
{ |s〉 if |s〉 ∈ HNS
X0 |s〉 if |s〉 ∈ HR , (2.24)
while in type II string theories we define
G|s〉 =

|s〉 if |s〉 ∈ HNSNS
X0 |s〉 if |s〉 ∈ HNSR
X¯0 |s〉 if |s〉 ∈ HRNS
X0X¯0 |s〉 if |s〉 ∈ HRR
. (2.25)
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Note that
[G, L±0 ] = 0, [G, b±0 ] = 0 , [G, QB] = 0 , (2.26)
The importance of these operators will become clear from §3 onwards.
One can define the correlation functions of the local operators of the world-sheet super-
conformal field theory on a general Riemann surface following standard procedure. The ghost
and picture number anomalies tell us that on a genus g Riemann surface we shall need total
ghost number 6 − 6g and total picture number of 2g − 2 to get a non-vanishing result for a
correlation function. In type II theory the required picture number is (2g − 2, 2g − 2). This
fixes the required number of PCOs to be inserted on the Riemann surface for a given set of
external states.
Normally correlation function of a set of local operators encounters singularities when they
come close to each other. The correlation functions of the ξ, η, φ system have additional
singularities known as spurious poles [101]. They occur even when all the vertex operators are
far away from each other and their origin can be traced to the appearance of γ zero modes in the
presence of the insertion of the other operators. There are also more conventional singularities
that arise when two PCOs approach each other or a PCO approaches a vertex operator.
We shall collectively call these singularities spurious poles since they are not associated with
degenerations of Riemann surfaces with punctures. In defining off-shell amplitudes we have
to be careful in avoiding the spurious poles. This is in contrast to the singularities that arise
from collision of vertex operators. These correspond to degeneration of Riemann surfaces with
punctures, and will appear as infrared divergences in the underlying superstring field theory
that can be dealt with using standard quantum field theory techniques.
2.2 Off-shell amplitudes
In this subsection we shall give a precise definition of on-shell and off-shell amplitudes of
superstring theory, but we shall begin our discussion with a qualitative description of on-
shell amplitudes. A g-loop on-shell amplitude in heterotic string theory with m external NS
sector states and n external R-sector states is expressed as an integral over the (6g − 6 +
2m + 2n) dimensional moduli space Mg,m,n of genus g Riemann surfaces Σg,m,n with m NS
and n R punctures. The integrand is expressed in terms of appropriate correlation functions
of the vertex operators of external states inserted at the punctures, ghost fields and PCOs
inserted at certain locations on the Riemann surface. The final result is independent of the
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Mg,m,n
Local coordinates and PCO locations
P˜g,m,n
Figure 5: The space P˜g,m,n as a fiber bundle.
locations of the PCOs as long as they avoid spurious poles (discussed in appendix C) and satisfy
certain factorization constraints near the boundaries of the moduli space. These factorization
conditions tell us how the PCOs should be distributed among different component Riemann
surfaces and the neck in the degeneration limit, and will be discussed in §3.1. For type II
string the story is similar except that there are now four sectors and we have to insert both left
and right-moving PCOs. For simplicity we shall restrict our discussion to the heterotic string
theory.
We shall follow a convention in which the sum over spin structures will be implicit in the
integration over Mg,m,n. If a Ramond puncture is present then the sum over spin structure
can be implemented by extending the range of integration over the location of a Ramond
puncture, since a translation of the Ramond puncture around a cycle of the Riemann surface
changes the boundary condition on the fermions along the dual cycle. Therefore by doubling
the range of integration of the location of a Ramond puncture along each of the 2 g cycles of
the Riemann surface we can get all the 22g spin structures. In order to maintain symmetry
under the exchange of all the punctures we can symmetrize the result with respect to all the
punctures following the general procedure that will be elaborated below (see (2.38)). If there
are no R punctures present then we can implement the sum over all even (odd) spin structures
by starting with a particular even (odd) spin structure and extending the range of integration
over the moduli. Since a modular transformation mixes different even (odd) spin structures,
adding appropriate number of copies of the fundamental domain is equivalent to summing over
different spin structures related by modular transformation. But we need to explicitly add the
contributions from even and odd spin structures.
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Defining off-shell amplitudes in superstring theory requires extra data.5 First of all since the
vertex operators are not BRST invariant, the result depends on the choice of PCO locations.
Furthermore since the vertex operators are not conformally invariant, the result also depends
on the choice of world-sheet metric around the punctures. We shall parametrize the metric in
terms of the choice of local holomorphic coordinates around the puncture. If w denotes the
local holomorphic coordinate around a puncture, then we take the metric around the puncture
to be |dw|2. But the result will now depend on the choice of the local holomorphic coordinate
– if instead of w we choose the local holomorphic coordinate to be some holomorphic function
f(w) then the metric will be given by |f ′(w)dw|2. The only exception is a phase rotation of w
which does not change the metric.
The most convenient way of encoding the dependence on the extra data is to introduce an
infinite dimensional space P˜g,m,n with the structure of a fiber bundle, whose base isMg,m,n and
whose (infinite dimensional) fiber is parametrized by the possible choices of local coordinate
system around each puncture and the possible choices of PCO locations on the Riemann
surface [34,99,103]. This has been shown schematically in Fig. 5. The punctures will be taken
to be distinguishable, i.e. two points inMg,m,n related by the exchange of two punctures will be
considered to be distinct points. SinceMg,m,n has real dimension (6g−6+2m+2n), a section
of P˜g,m,n will have the same real dimension. The off-shell amplitude is described as an integral
of a (6g− 6 + 2m+ 2n)-form over a section of P˜g,m,n.6 It will also be convenient to introduce a
space P̂g,m,n that is obtained from P˜g,m,n by forgetting about the PCO locations, i.e., P̂g,m,n has
a fiber bundle structure whose base isMg,m,n and whose fiber contains information about the
possible choices of local coordinates around the punctures. Then P˜g,m,n can also be regarded as
a fiber bundle with base P̂g,m,n and the fiber parametrized by possible choices of PCO locations
on the Riemann surface.
We shall now turn this qualitative description of on-shell and off-shell amplitudes into fully
quantitative description. Our first task will be to introduce a coordinate system on P˜g,m,n. It is
easy to see that given a Riemann surface of genus g and m+n punctures, we can regard this as
5Throughout this paper we shall mean by off-shell amplitude the analogue of the amputated Green’s function
in a quantum field theory where the tree level propagators for external states are dropped. This is what integral
over moduli space of Riemann surfaces naturally computes.
6We cannot really choose a continuous section – in order the avoid spurious poles we have to divide the base
Mg,m,n into small regions, choose different sections over these different regions and add appropriate correction
terms at the boundaries of these regions [99,100]. This has been discussed briefly in appendix C. The net result
is that in carrying out various manipulations we can pretend that we have continuous sections. This is how we
shall proceed.
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Figure 6: Two torus with two punctures.
a union of m+n disks {Da}, one around each puncture, and 2g−2 +m+n spheres {Si}, each
with three holes, joined along 3g− 3 + 2m+ 2n circles {Cs}. An example of this for m+n = 2
and g = 2 has been shown in Fig. 6. Let wa denote the choice of local holomorphic coordinates
on Da such that the a-th puncture is located at wa = 0 and zi denote the local holomorphic
coordinates on Si. Then the Riemann surface is prescribed completely by specifying the spin
structure and the functional relation between the coordinates on the two sides of each overlap
circle Cs. This typically takes the form
zi = fij(zj) or zi = gia(wa) . (2.27)
In order to use a compact notation, we shall fix some orientation for each Cs and call σs and τs
respectively the coordinate systems on the left and right of Cs. Each σs and τs will correspond
to one of the zi or one of the wa. Eq. (2.27) may now be reexpressed as
σs = Fs(τs) . (2.28)
Besides the spin structure, the functions {Fs} contain complete information about the Riemann
surface and the local coordinate system around the punctures (which are taken to be wa).
Therefore they can be chosen to parametrize P̂g,m,n. More specifically, if {ui} denote the
complete set of parameters labelling the functions {Fs}, e.g. coefficients of Laurent series
expansion of these functions, then we can take {ui} to be the coordinates of P̂g,m,n. This is
clearly an infinite dimensional space. Once the coordinate system on P̂g,m,n is fixed this way,
we can introduce coordinate system on P˜g,m,n by appending to the former the locations of
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the PCOs. This introduces one complex coordinate for each PCO. If a PCO is located on
Si then we shall specify its coordinate in the zi coordinate system while if it is located on
Da we shall specify its location in the wa coordinate system. We shall denote collectively by
{yα} the locations of all the PCOs. We shall take the NS vertex operators to have picture
number −1 and the R-vertex operators to have picture number −1/2. Then by picture number
conservation we need precisely 2g − 2 +m+ n/2 PCOs for non zero correlation functions.
The set {uj, yα} provides a highly redundant coordinate system on P˜g,m,n, since a reparametriza-
tion of zi that is non-singular on Si (with the holes cut out) changes the function Fs (and hence
some of the uj’s) if Cs forms a boundary of Si. This also changes the coordinate yα of a PCO if
it is situated on Si. On the other hand such a reparametrization does not change the Riemann
surface or the local coordinates around the punctures or the physical location of the PCO.
Therefore we must identify points in the {uj, yα} space related by such reparametrizations. A
reparametrization of wa that is non-singular inside Da and leaves the location of the puncture
wa = 0 unchanged, changes the local coordinate around the a-th puncture but does not change
the Riemann surface. Therefore this moves us along the fiber of P˜g,m,n. However, if this trans-
formation is a phase rotation of wa then it does not have any action on P˜g,m,n and again we
must identify points in the {uj, yα} space related by such reparametrizations.
The tangent vectors of P˜g,m,n are associated with infinitesimal motions in P˜g,m,n. One set
of tangent vectors, associated with the changes in the PCO locations keeping moduli and local
coordinates fixed, are simply ∂/∂yα. The other tangent vectors ∂/∂ui, which are also tangent
vectors of P̂g,m,n, are associated with deformation of the transition functions Fs. For later use
we define
B
[
∂
∂ui
]
≡
∑
s
∮
Cs
∂Fs
∂ui
dσs b(σs) +
∑
s
∮
Cs
∂F¯s
∂ui
dσ¯s b¯(σ¯s) , (2.29)
where
∮
includes a factor of 1/2pii for the first integral and −1/2pii for the second integral. b,
b¯ are the usual ghost fields of the world-sheet theory. By definition, the contour traverses Cs
keeping the patch covered by the σs coordinate system to the left. It is easy to verify that this
definition is invariant under the reversal of the orientation of Cs that exchanges σs and τs.
Suppose we want to compute an off-shell amplitude of m NS sector vertex operators
K1, . . . , Km ∈ H−1 and n R sector vertex operators L1, . . . , Ln ∈ H−1/2. In order to avoid
some cumbersome sign factors we shall from now on multiply each Grassmann odd vertex op-
erator by a Grassmann odd c-number so that the vertex operators of external states are always
Grassmann even. In any equation we can always strip off these Grassmann odd c-numbers from
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both side to recover the necessary sign factors. We now describe the construction of a p-form
Ω
(g,m,n)
p ({Ki}, {Lj}) on P˜g,m,n that can be integrated over a p-dimensional subspace of P˜g,m,n –
henceforth referred to as an integration cycle. This is defined by specifying the contraction of
this p-form with p arbitrary tangent vectors of P˜g,m,n which could be either of the type ∂/∂yα
or of type ∂/∂uj. Denoting by Ω
(g,m,n)
p ({Ki}, {Lj})
[
∂/∂uj1 , . . . ∂/∂ujk , ∂/∂yαk+1 , . . . ∂/∂yαp
]
the contraction of the p-form with such vector fields, evaluated at some particular point in
P˜g,m,n, we take7
Ω(g,m,n)p ({Ki}, {Lj})
[
∂/∂uj1 , . . . , ∂/∂ujk , ∂/∂yαk+1 , . . . , ∂/∂yαp
]
= (−2pii)−(3g−3+m+n)
〈
B[∂/∂uj1 ] . . .B[∂/∂ujk ](−∂ξ(yαk+1) . . . (−∂ξ(yαp))
2g−2+m+n/2∏
α=1
α 6=αk+1,...αp
X (yα)K1 . . . KmL1 . . . Ln
〉
Σg,m,n
. (2.30)
We shall now explain the various parts of this formula. First of all this expression gives the
contraction of the p-form with the vector fields at some particular point in P˜g,m,n. Associ-
ated with this point there is a specific Riemann surface Σg,m,n with m + n punctures, local
coordinates at each of these punctures and choice of PCO locations on the Riemann surface.
y1, . . . , y2g−2+m+n/2 denote these PCO locations. 〈· · ·〉Σg,m,n denotes correlation function on
the Riemann surface Σg,m,n. The actual computation of these correlation functions require
detailed knowledge of the underlying SCFT. For simple background, explicit expressions of
these correlation functions can be found e.g. in [104, 105]. The vertex operators {Ki} and
{Lj} are inserted at the punctures of the Riemann surface using the chosen local coordinates
corresponding to the particular point in P˜g,m,n where we want to compute the left hand side.
B[∂/∂uj] has been defined in (2.29).
The expression (2.30) clearly depends on the choice of the PCO locations yα. It also depends
on the choice of local coordinates around the punctures. For example, if Ka is a primary
operator of dimension (h, h) inserted at the a-th puncture at wa = 0, then under a change in
local coordinates from wa to w˜a = f(wa), the correlator is multiplied by a factor of |f ′(0)|−2h.
7The (−2pii) factor in the normalization differs from the ones used e.g. in [99] where 2pii was used. It
was shown in [24] that with the choice given in [99], for any complex modulus m = mR + imI , dmI ∧ dmR
represented positive integration measure, i.e.
∫
dmI ∧ dmR integration over a region in the complex m-plane
gives positive result. This is opposite of the standard convention in which
∫
dmR ∧ dmI over a region gives
positive result. With the normalization convention given in (2.32) we can use the more standard normalization
for integration measure where
∫
dmR ∧ dmI over a region gives positive result.
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For non-primary states the transformation law is more complicated, involving mixing with other
descendants of the primary. Since the local coordinates around the punctures are defined only
up to a phase rotation, (2.30) is well defined only if the external states are annihilated by L−0 ;
otherwise a phase rotation of the local coordinates will change the correlation function.
The above definition of Ω
(g,m,n)
p may look somewhat formal since P˜g,m,n is an infinite di-
mensional space parametrized by infinite number of coordinates {ui, yα}. For any practical
computation we shall integrate Ω
(g,m,n)
p over a given p-dimensional subspace with fixed set of
tangent vectors. In this case (2.30) can be used to find a specific p-form on this p dimensional
subspace of P˜g,m,n as follows. Let us suppose that t1, . . . tp denote the parameters that label the
p dimensional subspace of P˜g,m,n. Then in general all the transition functions Fs and the PCO
locations {yα} will depend on the parameters {ti}. According to (2.29), (2.30), contraction of
Ω
(g,m,n)
p with a tangent vector ∂/∂ti will correspond to inserting the operator
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Bi =
∑
s
∮
Cs
∂Fs
∂ti
dσs b(σs) +
∑
s
∮
Cs
∂F¯s
∂ti
dσ¯s b¯(σ¯s)−
∑
α
1
X (yα)
∂yα
∂ti
∂ξ(yα) (2.31)
into the correlation function. Note the formal factor of 1/X (yα) – this simply means that we
have to remove the X (yα) factor from the rest of the operator insertion. The net integration
measure will be given by
(−2pii)−(3g−3+m+n)
〈
B1dt1 ∧ B2dt2 ∧ . . . ∧ Bpdtp
2g−2+m+n/2∏
α=1
X (yα)K1 . . . KmL1 . . . Ln
〉
Σg,m,n
.
(2.32)
This has no X (yα) in the denominator since the same 1/X (yα) given in (2.31) cannot appear
more than once due to the vanishing of the corresponding wedge product ∂t1y
αdt1 ∧ ∂t2yαdt2.
Single factors of X (yα) in the denominator get cancelled by the
∏2g−2+m+n/2
α=1 X (yα) factor. We
emphasize again that the X (yα) in the denominator of (2.31) is only a formal way of writing
the final expression.
The p-form defined in (2.30) has several useful properties:
1. First of all recall that the coordinate system on P˜g,m,n that we have used is highly
redundant. Consequently there are many vectors which actually represent zero vec-
tors of P˜g,m,n. Examples of such tangent vectors are those generated by infinitesimal
8The first two terms are already present in the amplitudes of the bosonic string theory. The last factor is
needed when the PCO locations vary with moduli [101].
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reparametrization of zi together with a shift of the PCO locations on Si that keeps their
physical location unchanged. Such tangent vectors will be represented by some linear
combination of the vectors ∂/∂uj and ∂/∂y
α. We need to ensure that the contraction of
Ω
(g,m,n)
p with such vectors must vanish since they represent zero tangent vector. We shall
now show that this can be proved using standard properties of correlation functions of
conformal field theories on Riemann surfaces.
For definiteness, suppose that we make an infinitesimal deformation of the coordinate
system z1 on S1 to z1 +v(z1). Let us suppose further that C1, C2 and C3 form boundaries
of S1 keeping S1 on the left, and that on S1 there are insertions of PCOs at y1, . . . yN .
Then on Cs for 1 ≤ s ≤ 3, Fs changes by v(z1), and for 1 ≤ α ≤ N , yα changes by v(yα).
The relevant insertion into the correlation function upon contraction of Ω
(g,m,n)
p with the
tangent vector induced by this deformation takes the form 3∑
i=1
∮
Ci
v(z1)b(z1)dz1 +
3∑
i=1
∮
Ci
v¯(z¯1)b¯(z¯1)dz¯1
 N∏
β=1
X (yβ)−
N∑
α=1
(v(yα)∂ξ(yα))
N∏
β=1
β 6=α
X (yβ) ,
(2.33)
with the integration along C1, C2, C3 performed by keeping S1 to the left. We can now
deform the integration contours into the interior of S1. The contour integral over z¯1 can
be shrunk to a point giving vanishing contribution, while the integral over z1 picks up
residues at yα due to the insertion of X (yα). It follows from (2.13) that these residues
are given by v(yα)∂ξ(yα). The sum of all the residues cancel the last term. Therefore we
see that the apparent tangent vector induced by a change of coordinate on S1 indeed has
vanishing contraction with Ω
(g,m,n)
p .
2. Similarly contraction of Ω
(g,m,n)
p with tangent vectors associated with phase rotation
wa → wa+iwa of the wa’s can also be shown to vanish. If there are M insertions of PCOs
at y1, . . . yM on Da then the relevant insertion upon contraction with the corresponding
tangent vector takes the formi∮
Ca
wab(wa)dwa − i
∮
Ca
w¯ab¯(w¯a)dw¯a
 M∏
β=1
X (yβ)Va(0)
−i
M∑
α=1
(yα∂ξ(yα))
M∏
β=1
β 6=α
X (yβ)Va(0) , (2.34)
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where Ca represents an anti-clockwise contour along the boundary of the disk Da around
the a-th puncture, and Va is the vertex operator inserted at the a-th puncture at wa = 0.
We can now deform the contour Ca towards wa = 0. Sum of the residues at yα cancel
the last term as before, leaving us with the residue at wa = 0. This is proportional to
b−0 |Va〉 and vanishes by eq. (2.16) since Va ∈ HT .
3. Ω
(g,m,n)
p satisfies the important identity
Ω(g,m,n)p (QBK1, K2, . . . , Km, L1, . . . , Ln) + · · ·+ Ω(g,m,n)p (K1, K2, . . . , Km, L1, . . . , QBLn)
= (−1)pdΩ(g,m,n)p−1 (K1, . . . , Km, L1, . . . , Ln) . (2.35)
The derivation of this formula can be found in [99]. We shall not repeat it here with
all the details but briefly indicate the general idea behind the proof. Let us pick some
convenient coordinate system {ui} on P̂g,m,n, and use {ui} and the PCO locations {yα}
as the coordinates of P˜g,m,n. We now take the contraction of both sides of (2.35) with
q tangent vectors of the form ∂/∂ui and p − q tangent vectors of the form ∂/∂yα, and
evaluate both sides using (2.30). Since on the left hand side we have QB acting on all the
states in turn, we can deform the contour of integration defining QB into the interior of
the Riemann surface, picking up residues from the insertions of b, b¯ ghosts in the B[∂/∂ui]
factors and also from the ∂ξ insertions. X insertions of course are invariant under QB.
One might also worry about possible residues from the spurious poles mentioned at the
end of §2.1, but as has been reviewed in appendix C, there are no spurious poles in the
argument of the BRST current [106,107]. Using the relations
{QB, b(z)} = T (z), {QB, b¯(z¯)} = T¯ (z¯) , (2.36)
where T¯ and T are the left- and right-moving components of the total stress tensor of the
world-sheet theory, we can see that the residue at B[∂/∂ui] generates a factor similar to
that in (2.29) with b, b¯ replaced by stress tensors T, T¯ . This generates derivative of the
correlation function with respect to ui. On the other hand the residue at ∂ξ(yα) generates
a factor of ∂X (yα) and this generates derivative of the correlation function with respect
to the coordinate yα. Putting all these results together one finds that the contraction of
the left and right hand sides of (2.35) with arbitrary set of tangent vectors agrees. This
establishes (2.35).
4. Since on a genus g surface we need total ghost number 6−6g to get a non-zero correlator,
we see that Ω
(g,m,n)
p ({Ki}, {Lj}) is non-zero only if the total ghost number carried by {Ki}
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and {Lj} is equal to 6 − 6g + p. On the other hand conservation of picture number is
automatic due to our choice of picture numbers of {Ki} and {Lj}, and the number of
PCO insertions in the definition of Ω
(g,m,n)
p ({Ki}, {Lj}).
We are now ready to define off-shell amplitudes. The off-shell amplitude of the external
states K1, . . . , Km, L1, . . . , Ln is given by∫
Sg,m,n
Ω
(g,m,n)
6g−6+2m+2n(K1, . . . , Km, L1, . . . , Ln) , (2.37)
where Sg,m,n is a section of P˜g,m,n. For on-shell external states this gives the usual on-shell
amplitudes and can be shown to be formally independent of the choice of Sg,m,n. The proof
of this has been reviewed in §2.3. However for off-shell external states the result depends on
the choice of this section since the external states are not BRST invariant. We shall describe
in §5.4 and appendix E how physical quantities computed from off-shell amplitudes become
independent of the choice of the section.
As already mentioned in footnote 6, we cannot choose the section to be continuous, but
once we add correct compensating terms we can treat it as continuous in all manipulations.
We can further generalize the notion of a section by taking weighted averages of sections –
several sections S(1)g,m,n, . . .S(k)g,m,n with weights w1, . . . wk such that
∑k
i=1wi = 1. If we denote
by Sg,m,n the formal weighted sum
∑k
i=1wi S(i)g,m,n then by definition∫
Sg,m,n
Ω
(g,m,n)
6g−6+2m+2n(K1, . . . , Km, L1, . . . , Ln) =
k∑
i=1
wi
∫
S(i)g,m,n
Ω
(g,m,n)
6g−6+2m+2n(K1, . . . , Km, L1, . . . , Ln) .
(2.38)
This is also a good definition of off-shell amplitude since for on-shell external states the result
reduces to the usual on-shell amplitude. We shall call sections of this kind ‘generalized sections’.
In all subsequent analysis whenever we refer to section, we shall actually mean generalized
section.
Some explicit examples of off-shell amplitudes computed using this prescription can be
found in appendix B.
The story in type II string theory is similar. For an amplitude with m NSNS states, n NSR
states, r RNS states and s RR states one has to work with the space P˜g,m,n,r,s which has as its
fiber the choice of local coordinates at the punctures and locations of m + n + (r + s)/2 left-
moving PCOs and m+r+(n+s)/2 right-moving PCOs. Construction of Ω
(g,m,n,r,s)
p proceeds in
a manner identical to that of heterotic string theory, with the contraction with tangent vectors
∂/∂y˜α, with y˜α denoting the location of the left-moving PCO, introducing a factor of −∂¯ξ¯(y˜α).
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Ug,m,n
S ′g,m,n
Sg,m,n
Vg,m,n Vg,m,n
Figure 7: The region Ug,m,n interpolating between two sections Sg,m,n and S ′g,m,n.The subspace
Vg,m,n is part of the fiber of P˜g,m,n over the boundary ofMg,m,n. We shall choose the orientation
of S ′g,m,n and Vg,m,n to be outward from Ug,m,n and that of Sg,m,n to be inward towards Ug,m,n.
2.3 Formal properties of on-shell amplitudes
Using (2.35) we can prove some useful formal properties of on-shell amplitudes [103], where an
on-shell state will refer to a state that is BRST invariant, but not necessarily a dimension zero
primary. First consider the situation where all the states K1, . . . , Km, L1, . . . , Ln are BRST
invariant and one of them, say K1, is BRST exact, i.e. K1 = QBΛ. Then using (2.35) we get
Ω
(g,m,n)
6g−6+2m+2n(QBΛ, K2, . . . , Km, L1, . . . , Ln) = dΩ
(g,m,n)
6g−6+2m+2n−1(Λ, K2, . . . , Km, L1, . . . , Ln) .
(2.39)
We now integrate both sides over Sg,m,n. The left hand side gives the on-shell amplitude in
which one state is BRST exact. The right hand side is the integral of an exact form and hence
the integral vanishes provided we can ignore the boundary terms. This shows the decoupling
of pure gauge states. We emphasize however that this ‘derivation’ is formal since it ignores
possible contribution from the boundary terms. One of our goals will be to give a complete
proof of the decoupling of pure gauge states with the help of superstring field theory, without
having to worry about potential boundary contributions.
Next we shall consider the dependence of the on-shell amplitudes on the choice of the section
Sg,m,n. For this we again consider a set of BRST invariant states K1, . . . Km, L1, . . . Ln. The
genus g amplitudes of these states is given by (2.37). Now if we choose a different section S ′g,m,n
then it is possible to find a dimension 6g − 6 + 2(m+ n) + 1 subspace Ug,m,n that interpolates
between Sg,m,n and S ′g,m,n. Of course Ug,m,n is not determined uniquely. In this case we have
∂Ug,m,n = S ′g,m,n − Sg,m,n + Vg,m,n , (2.40)
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where Vg,m,n denotes the intersection of Ug,m,n with the fiber over the boundary of Mg,m,n.
This has been shown pictorially in Fig. 7. We now get∫
S′g,m,n
Ω
(g,m,n)
6g−6+2(m+n) −
∫
Sg,m,n
Ω
(g,m,n)
6g−6+2(m+n) =
∫
Ug,m,n
dΩ
(g,m,n)
6g−6+2(m+n) −
∫
Vg,m,n
Ω
(g,m,n)
6g−6+2(m+n)
= −
∫
Vg,m,n
Ω
(g,m,n)
6g−6+2(m+n) . (2.41)
where in the last step we have used the fact that dΩ
(g,m,n)
6g−6+2(m+n) with BRST invariant arguments
vanishes due to (2.35). Therefore we see that the difference between the on-shell amplitudes
computed using the two sections vanishes up to boundary terms. We shall see in §5.4 and
appendix E that once on-shell amplitudes are defined using superstring field theory, the re-
sult can be shown to be independent of the choice of sections without having to make any
assumption about the vanishing of the boundary terms.
3 Superstring field theory: Gauge fixed action
A field theory of superstrings will produce off-shell amplitudes but not all off-shell amplitudes
may have field theory interpretation. In order to have a field theory interpretation the off-shell
amplitude must be expressed as the contribution from a sum of Feynman diagrams. Therefore
the section Sg,m,n must admit a cell decomposition with each cell describing a section over a
codimension zero subspace of Mg,m,n, such that
• the integral of Ω(g,m,n)6g−6+2m+2n over a given cell can be interpreted as the contribution from
one particular Feynman diagram of superstring field theory, and
• the sum of the contribution from all the cells has the interpretation of the sum over all
the Feynman diagrams.
We shall now describe under what conditions this holds. From now on we shall refer to the
segments of Sg,m,n corresponding to individual Feynman diagrams as section segments of the
corresponding Feynman diagrams.
3.1 Condition on the choice of sections
One of the key properties of Feynman diagrams is that a pair of Feynman diagrams can be
joined by a propagator to make a new Feynman diagram. A related property is that two
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external legs of a single Feynman diagram can be joined to make a new Feynman diagram
with an additional loop. Now, each Feynman diagram of superstring field theory is expected
to correspond to an integral of Ω over a section segment. This means that there must be an
operation that takes the section segments of two different Feynman diagrams and gives the
section segment of the new Feynman diagram obtained by joining the two by a propagator.
There must also be another operation which acts on the section segment of a single Feynman
diagram and generates a section segment of the new Feynman diagram obtained by joining
two external legs of the original Feynman diagram. Our first task will be to describe these op-
erations.9 Again for simplicity of notation, we restrict our analysis to heterotic string theories;
the analysis for type II string theories is more or less identical.
For reasons that will become clear in due course, the operation of joining two legs of
two different Feynman diagrams or two legs of the same Feynman diagram, is played by an
operation on Riemann surfaces known as plumbing fixture. First recall that for each external
leg of a Feynman diagram we have a puncture on the corresponding Riemann surface, and
that for a given choice of section segment, we also have a choice of local coordinates at the
punctures and the PCO locations on the Riemann surface. The operation of joining a pair of
external legs of a Feynman diagram (or of two Feynman diagrams) will be represented by the
operation of identifying the local coordinates w1 and w2 around the corresponding punctures
via the relation
w1w2 = e
−s−iθ, 0 ≤ s <∞, 0 ≤ θ < 2pi . (3.1)
This is known as the operation of sewing the regions around the punctures to each other since
as we traverse towards w1 → 0 we emerge in the w2 plane away from 0. This also induces local
coordinates around the punctures of the new Riemann surface [109–111] and PCO locations
on the new Riemann surface from those on the original surfaces that are being sewed. We
shall now verify that the new family of Riemann surfaces generated by this way satisfies the
properties that are required to be satisfied by the section segment of a new Feynman diagram
obtained by joining two legs of the same Feynman diagram or two legs of two different Feynman
diagrams.
If the punctures that are being sewed lie on two different Riemann surfaces Σg1,m1,n1 and
Σg2,m2,n2 , then for given s, θ plumbing fixture generates a new Riemann surface Σg1+g2,m1+m2−2,n1+n2
if the punctures are NS punctures, i.e. they have NS sector vertex operators inserted. Similarly,
9In the usual world-sheet approach to string perturbation theory, these properties are encoded in the fac-
torization properties of the amplitudes [108].
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the sewing process generates a new Riemann surface Σg1+g2,m1+m2,n1+n2−2 if the punctures that
are being sewed are R punctures. When we sew the regions around two punctures on the
same Riemann surface Σg,m,n, the result is a new Riemann surface Σg+1,m−2,n or Σg+1,m,n−2.
In all cases this operation also generates local coordinate systems around the punctures of the
new Riemann surface and the PCO locations on the new Riemann surface from those on the
original Riemann surface(s). There is a slight subtlety in the case of sewing R punctures that
we shall illustrate using the case of sewing two different Riemann surfaces. If we consider two
Riemann surfaces Σg1,m1,n1 and Σg2,m2,n2 , then the total number of PCOs is given by
2g1 − 2 +m1 + n1
2
+ 2g2 − 2 +m2 + n2
2
= 2(g1 + g2)− 2 + (m1 +m2 − 2) + n1 + n2
2
= 2(g1 + g2)− 2 + (m1 +m2) + n1 + n2 − 2
2
− 1 . (3.2)
The equality in the second line shows that the number on the left hand side is precisely
equal to the required number of PCOs on Σg1+g2,m1+m2−2,n1+n2 . However equality in the third
line shows that the number on the left is one less than the required number of PCOs on
Σg1+g2,m1+m2,n1+n2−2. In other words when the sewing is done at the R punctures, we need to
insert an extra PCO on the final surface. We shall use the symmetric prescription that the
new PCO location is taken to be the average over a circle around one of the punctures, i.e. we
insert ∮
dw1
w1
X (w1) =
∮
dw2
w2
X (w2) , (3.3)
where
∮
includes a factor of 1/2pii and the integration is carried out over an anti-clockwise
contour. The equality of the two terms in this equation follows from (3.1) and the fact that
X is a dimension zero primary operator. A similar analysis involving sewing two punctures
on the same Riemann surface shows that we need a similar insertion when the punctures
that are sewed carry Ramond sector vertex operators. Note that for sewing R punctures this
requirement automatically makes the final section a generalized section in the sense described
in (2.38), since the extra PCO insertion, instead of being at a single point, is taken to be an
average over a continuous family as given in (3.3).
Now a Feynman diagram does not represent a single Riemann surface but a whole family of
Riemann surfaces belonging to the section segment of the Feynman diagram. Therefore given
two Feynman diagrams, we can get a subspace of P˜g1+g2,m1+m2−2,n1+n2 or P˜g1+g2,m1+m2,n1+n2−2
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by plumbing fixture of all Riemann surfaces corresponding to the first Feynman diagram to all
Riemann surfaces of the second Feynman diagram. The resulting subspace has dimension
6g1−6+2m1 +2n1 +6g2−6+2m2 +2n2 +2 = 6(g1 +g2)−6+2(m1 +m2 +n1 +n2−2) . (3.4)
The last additive factor of 2 on the left hand side comes from the parameters (s, θ). We shall re-
fer to this operation as plumbing fixture of two section segments. The right hand side of (3.4) is
precisely the required dimension of a section of P˜g1+g2,m1+m2−2,n1+n2 and P˜g1+g2,m1+m2,n1+n2−2.
Therefore we see that it is consistent to interpret this subspace of P˜g1+g2,m1+m2−2,n1+n2 or
P˜g1+g2,m1+m2,n1+n2−2 as the section segment of the new Feynman diagram obtained by joining
the original Feynman diagrams by a propagator.10 A similar analysis shows that when we gen-
erate a new Feynman diagram by joining two of the legs of a Feynman diagram by a propagator,
it is consistent to interpret the family of Riemann surfaces, obtained by the plumbing fixture
of the section segment of the original diagram at two of its punctures, as the section segment of
the new Feynman diagram. Once we have chosen this interpretation, the section segments of
all Feynman diagrams are obtained from the section segments of Feynman diagrams contain-
ing a single interaction vertex and no internal propagators via repeated operation of plumbing
fixture.11 We shall denote by Rg,m,n the section segments of Feynman diagrams containing
a single interaction vertex and no internal propagators, contributing to a genus g amplitude
with m external NS sector states and n external R sector states. To simplify notation, we shall
often refer to them as section segments of the interaction vertices of superstring field theory.
Of course, the requirement that the sum of the section segments of different Feynman diagrams
generates a full (generalized) section Sg,m,n puts strong restriction on the choice of Rg,m,n.
The s→∞ limit in (3.1) describes degenerate Riemann surface. We shall see in §3.4 that
the parameter s plays the role of the Schwinger parameter s appearing in (1.2) in quantum
field theory. Therefore we see that the type 1 and type 2 divergences discussed in §1 are both
associated with degenerate Riemann surfaces.
We shall now outline a systematic algorithm for generating section segments satisfying
these requirements, generalizing the corresponding algorithm for bosonic string field theory
[33]. We begin with the section segments of genus zero three point interaction vertex – they
are appropriate subspaces of P˜0,3,0 and P˜0,1,2. Since the base is zero dimensional, they just
represent a point on the fiber. They have to be chosen such that they are symmetric under the
10It will be understood that we sum over all intermediate states propagating along the internal propagator.
11One must distinguish between the interaction vertices of superstring field theory – a notion in the second
quantized theory – and the vertex operators acting on the Hilbert space of the first quantized theory.
32
exchange of the punctures, e.g. for NS-NS-NS vertex an SL(2,C) transformation exchanging
a pair of punctures should exchange the corresponding local coordinates and leave the PCO
location unchanged. This will encode another important property of a Feynman diagram,
i.e. a Feynman diagram containing a single interaction vertex and no internal propagators is
symmetric under the exchange of external legs. Typically this will require averaging over the
choice of PCO locations, i.e. using generalized sections. Furthermore these section segments
must avoid spurious poles. For P˜0,1,2 this condition is trivial since there are no PCO insertions,
while for P˜0,3,0 this condition simply means that the single PCO insertion that is needed should
not coincide with any of the punctures. We shall call these section segments R0,3,0 and R0,1,2
respectively – in this case they also represent the full sections S0,3,0 and S0,1,2. Now we can
construct the section segments of tree level four point function corresponding to s, t and u-
channel diagrams by plumbing fixture of two of the section segments of tree level three point
functions. These will be appropriate subspaces of P˜0,4,0, P˜0,2,2 or P˜0,0,4. These together will
not, in general, give full sections of P˜0,4,0, P˜0,2,2 and P˜0,0,4. We fill the gap by section segments
R0,4,0, R0,2,2 and R0,0,4 and interpret them as the section segments of the elementary four point
interaction vertices. This has been shown schematically in Fig. 8. Again we have to construct
them avoiding spurious poles, maintaining exchange symmetry and the requirement that at
the boundary they join smoothly the section segments of the s, t and u-channel diagrams so
that together they describe a smooth section of P˜0,m,n for m+ n = 4.12
Similarly by plumbing fixture of two legs of R0,3,0 and R0,1,2 we can generate section seg-
ments of the one loop tadpole diagram, given by a subspace of P˜1,1,0. In general this will not
generate a full section of P˜1,1,.0 and we fill the gap by including a section segment R1,1,0 which
we interpret as the genus 1 contribution to the elementary 1-point vertex of string theory.
This procedure can be repeated ad infinitum, generating, for all g,m, n, the section segments
Rg,m,n of the elementary vertices at genus g with m external NS-sector legs and n external R
sector legs. At each stage, we first construct the section segments of all the Feynman diagrams
obtained by joining lower order vertices by propagators, and then ‘fill the gap’ by appropriate
choice of the section segment Rg,m,n of the elementary vertex.
An interesting question is: what happens if the section segments of the Feynman diagrams
with one or more internal propagators, when projected to Mg,m,n, overlap instead of leaving
gaps. Since we have defined the integration measure on P˜g,m,n, there is in principle no difficulty
12Of course in the interior of R0,4,0, R0,2,2 and R0,0,4 there may be discontinuities of the kind mentioned in
footnote 6 in order to avoid spurious poles.
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Figure 8: The section of P˜0,m,n for the 4 point amplitude at genus 0. The solid lines represent
the section segments of the s, t and u-channel diagrams. The dashes lines, which are chosen
to ‘fill the gap’, represent the section segment of the elementary four point vertex. While in
this one dimensional projection the dashed lines seem to form disconnected sets, typically they
form a connected subspace of P˜0,m,n when we consider their extension into other directions.
Degenerate Riemann surfaces sit in the interior of the solid lines.
M0,m,n
t
u
s
Figure 9: A case where the projection to M0,m,n of section segments of s and t-channel dia-
grams, shown by the solid lines, overlap. We take care of this by joining the end points as shown
by dashed line. This effectively removes the overlap portion by adding negative contribution.
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in filling the gap even in this situation. This has been illustrated in Fig. 9. However we shall
see in §3.7 that by ‘adding stubs’ in the definition of interaction vertices it is possible to arrange
that the Feynman diagrams containing one or more internal propagators cover only a small
part of Mg,m,n near the boundary of the moduli space. In that case there is no overlap of the
kind shown in Fig. 9 in the contribution from different Feynman diagrams.
There is one more constraint that we need to impose on the section segments Rg,m,n. P˜g,m,n
admits a ZZ2 action under which all the transition functions Fs appearing in (2.28), the local
coordinates around the punctures and the PCO locations are complex conjugated. We require
Rg,m,n to be invariant under this ZZ2 symmetry, i.e. given any point on Rg,m,n, its ZZ2 image
must also be in Rg,m,n. Again this may require us to average over section segments. This
condition on Rg,m,n is necessary for establishing reality of the superstring field theory action
discussed in §4.4.
A key property of the section segments Rg,m,n is that they do not contain any degener-
ate Riemann surface. Indeed all degenerate Riemann surfaces are associated with Feynman
diagrams with at least one propagator, and occur in the limit when the s parameter of the
plumbing fixture corresponding to one (or more) of the propagators approaches infinity. For
example all degenerate 4-punctured spheres on S0,m,n with m + n = 4 come from s, t and u
channel Feynman diagrams, and R0,m,n is free from degenerate 4-punctured spheres.
There is one issue that should still worry us. We have mentioned before that in defining the
off-shell amplitudes the sections Sg,m,n must be chosen to avoid spurious poles. Now since the
choice of Rg,m,n is up to us, we can follow the procedure of [99,100] – reviewed in appendix C
– to choose them avoiding spurious poles. But now the section segments of Feynman diagrams
with one or more propagators are fixed by the section segments Rg,m,n of the constituent
vertices. Therefore we have to check if these section segments also avoid spurious poles. This
issue will be addressed in §3.7 where we shall argue that under certain conditions, once we
choose Rg,m,n avoiding spurious poles, the section segments of all other Feynman diagrams also
avoid spurious poles.
Before concluding this section, we would like to emphasize that there are possible choices
of sections of P˜g,m,n which violate these conditions. For example we could choose the sections
of P˜g,m,n arbitrarily without having any relation to each other. Integrating Ω(g,m,n)6g−6+2m+2n over
such sections will define some off-shell amplitudes but they will not have the interpretation as
being given by a sum over Feynman diagrams.
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3.2 Identities for section segments of interaction vertices
A special role in our analysis will be played by the section segments Rg,m,n of the elementary
vertices. Therefore we shall now analyze some of the essential properties of Rg,m,n. As already
mentioned, Rg,m,n is taken to be symmetric under the exchange of any pair of NS-punctures
and also under the exchange of any pair of R-punctures. This needs to be achieved, if neces-
sary, by taking Rg,m,n to be formal weighted average of subspaces related by these exchange
transformations. Plumbing fixture of Rg1,m1,n1 and Rg2,m2,n2 at an NS puncture produces a
section segment which we shall denote by Rg1,m1,n1 ◦ Rg2,m2,n2 . On the other hand, plumbing
fixture of Rg1,m1,n1 and Rg2,m2,n2 at an R puncture produces a section segment which we shall
denote by Rg1,m1,n1 ? Rg2,m2,n2 . The information about the insertion of the extra PCO (3.3)
will be included in the definition of Rg1,m1,n1 ?Rg2,m2,n2 . Similarly, we denote by ∇NSRg,m,n
the section segment produced by plumbing fixture of a pair of NS punctures of Rg,m,n and by
∇RRg,m,n the section segment produced by plumbing fixture of a pair of R punctures of Rg,m,n.
Each of the subspaces Rg1,m1,n1 ◦Rg2,m2,n2 , Rg1,m1,n1 ?Rg2,m2,n2 , ∇NSRg,m,n and ∇RRg,m,n has
two special boundaries. The one corresponding to s→∞ corresponds to degenerate Riemann
surfaces, and will not be relevant for our discussion below in this subsection. The other bound-
ary contains the Riemann surfaces obtained by setting s = 0 in the plumbing fixture relations
(3.1). We shall denote them by {Rg1,m1,n1 ,Rg2,m2,n2}, {Rg1,m1,n1 ;Rg2,m2,n2}, ∆NSRg,m,n and
∆RRg,m,n respectively. Therefore {Rg1,m1,n1 ,Rg2,m2,n2} represents the set of punctured Rie-
mann surfaces that we obtain by sewing the families of Riemann surfaces corresponding to
Rg1.m1,n1 and Rg2,m2,n2 at NS punctures using plumbing fixture relation (3.1) with the param-
eter s set to zero. {Rg1,m1,n1 ;Rg2,m2,n2} has a similar interpretation except that the plumbing
fixture is done at Ramond punctures, and we insert an extra PCO given by (3.3) around the
punctures. Analogous interpretation holds for ∆NSRg,m,n and ∆RRg,m,n. The orientations of
A ◦B and A ?B will be defined by taking their volume form to be ds ∧ dθ ∧ dVA ∧ dVB where
dVA and dVB are volume forms on A and B respectively. This implies that the volume forms
on {A,B} and {A;B} will be given by −dθ ∧ dVA ∧ dVB, the extra minus sign accounting for
the fact that the s = 0 boundary is a lower bound on the range of s. Similarly the orientation
of ∇NSA and ∇RA will be defined by taking its volume form to be ds ∧ dθ ∧ dVA, and conse-
quently the orientation of ∆NSA and ∆RA will be given by taking their volume forms to be
−dθ ∧ dVA.
We have argued before that Rg,m,n does not contain degenerate Riemann surfaces, i.e.
the base of Rg,m,n does not extend to the boundaries of Mg,m,n. However Rg,m,n does have
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boundaries, and these are given by the s = 0 boundaries of the Feynman diagrams with one
propagator, since Rg,m,n is designed to fill the gap left by Feynman diagrams built by joining
lower order vertices with propagators. Therefore we have
∂Rg,m,n = −1
2
∑
g1,g2
g1+g2=g
∑
m1,m2
m1+m2=m+2
∑
n1,n2
n1+n2=n
S[{Rg1,m1,n1 ,Rg2,m2,n2}]
−1
2
∑
g1,g2
g1+g2=g
∑
m1,m2
m1+m2=m
∑
n1,n2
n1+n2=n+2
S[{Rg1,m1,n1 ;Rg2,m2,n2}]
−∆NSRg−1,m+2,n −∆RRg−1,m,n+2 , (3.5)
where S denotes the operation of summing over inequivalent permutations of external NS-sector
punctures and also external R-sector punctures. Therefore for example S[{Rg1,m1,n1 ,Rg2,m2,n2}]
involves sum over
(
m1+m2−2
m1−1
)
inequivalent permutations of the external NS-sector punctures and(
n1+n2
n1
)
inequivalent permutation of the external R-sector punctures. These simply reflect sum
over inequivalent Feynman diagrams. The minus sign on the right hand side13 reflects that
Rg,m,n, Rg1,m1,n1 ◦ Rg2,m2,n2 , Rg1,m1,n1 ? Rg2,m2,n2 , ∇NSRg−1,m+2,n and ∇RRg−1,m,n+2 will all
have to fit together so they they form a subspace of the full integration cycle used for defining
the off-shell amplitude. Therefore the boundary of Rg,m,n will be oppositely oriented to those
of Rg1,m1,n1 ◦Rg2,m2,n2 , Rg1,m1,n1 ?Rg2,m2,n2 , ∇NSRg−1,m+2,n and ∇RRg−1,m,n+2. The factors of
1/2 in the first two terms on the right hand side account for the double counting due to the
symmetry that exchanges the two Riemann surfaces corresponding to Rg1,m1,n1 and Rg2,m2,n2 .
There are also implicit factors of 1/2 already included in the definitions of ∆NS and ∆R (and
also ∇NS and ∇R) to account for the fact that the exchange of two punctures that are being
sewed do not generate new Riemann surface. This will become relevant later, e.g. in (3.8).
3.3 The multilinear string products and their identities
Given a set of external NS states K1, . . . , Km ∈ H−1 and external R states L1, . . . , Ln ∈
H−1/2, all rendered Grassmann even by multiplying the states by Grassmann odd c-numbers
if necessary, we now define
{{K1 . . . KmL1 . . . Ln}} =
∞∑
g=0
g2gs
∫
Rg,m,n
Ω
(g,m,n)
6g−6+2m+2n(K1, . . . , Km, L1, . . . , Ln) , (3.6)
13This minus sign will eventually cancel the minus sign in the integration measure −dθ ∧ dVA ∧ dVB or
−dθ ∧ dVA.
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where gs is the string coupling. This has the interpretation as the contribution to the off-shell
amplitude with external states K1, . . . , Km, L1, . . . , Ln due to the elementary vertex. This is
by construction symmetric under Ki ↔ Kj and Li ↔ Lj. We shall extend its definition to
arbitrary arrangement of NS and R states inside the product {{· · ·}} by declaring the product
to be completely symmetric under the exchange of any states. This means that if we have an
arbitrary arrangement of NS and R vertex operators inside {{· · ·}}, we first rearrange them so
that all the NS sector vertex operators come to the left of all the R sector vertex operators,
and then use (3.6).
Using (2.30), (3.6) and the ghost number conservation law that says that on a genus g
surface we need total ghost number 6 − 6g to get a non-zero correlator one can show that
{{A1 . . . AN}} – where each Ai now represents either an NS state or an R state – is non-zero
only if
N∑
i=1
(ni − 2) = 0 , (3.7)
where ni is the ghost number of Ai. In the following, a state Ai will denote an NS or R sector
state, unless mentioned otherwise.
As a consequence of (3.5), the vertex {{· · ·}}, for any set of states A1, . . . , AN ∈ ĤT , can be
shown to satisfy the identity
N∑
i=1
{{A1 . . . Ai−1(QBAi)Ai+1 . . . AN}}
= −1
2
∑
`,k≥0
`+k=N
∑
{ia;a=1,...`},{jb;b=1,...k}
{ia}∪{jb}={1,...N}
{{Ai1 . . . Ai`ϕs}}{ϕrAj1 . . . Ajk}}〈ϕcs|c−0 G|ϕcr〉
−1
2
g2s {{A1 . . . ANϕsϕr}} 〈ϕcs|c−0 G|ϕcr〉 . (3.8)
The proof of this goes as follows [22, 23, 99].14 First using the definition (3.6) and the
identity (2.35) we convert the left hand side of (3.8) into an integral of dΩ
(g,m,n)
6g−6+2m+2n−1 over
Rg,m,n. Using Stokes’ theorem, this can now be expressed as an integral of Ω(g,m,n)6g−6+2m+2n−1 over
∂Rg,m,n. We then use (3.5) to express this as the integration over the s = 0 boundary of other
section segments of various Feynman diagrams with a single propagator – either connecting
two elementary vertices or connecting two legs of a single elementary vertex. For definiteness
14The analysis of [22,23,99] was done for the 1PI vertices and hence did not have the terms involving ∆NS and
∆R in (3.5) and the last term on the right hand side of (3.8). But inclusion of these terms is straightforward.
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|χs〉〈χ′s| |χr〉〈χ′r|
Figure 10: Insertion of complete set of states at two ends of a neck.
let us consider the case where we have a propagator connecting two elementary vertices –
the analysis in the other case is very similar. We need to compute correlation function on
the sewed Riemann surfaces corresponding to this Feynman diagram and integrate it over the
section segments of the constituent elementary vertices and θ. There is no integration over s
since we integrate over the s = 0 boundary. Contraction of Ω with ∂/∂θ inserts an integral
(−2pii)−1(−i)
[∮
(wib(wi)dwi − w¯ib¯(w¯i)dw¯i)
]
(3.9)
into the correlation function according to (2.30), (2.29), (3.1). Here wi denotes the local
coordinate around one of the punctures that is sewed and the integration contour keeps the
region described by wi coordinate system, |wi| ≥ e−s/2, to the left. Therefore the contour is
a clockwise contour around wi = 0. The (−2pii)−1 factor has its origin in the prefactor in
(2.30) and the −i factor arises from the factor −i multiplying θ in the exponent of (3.1) and
the definition of B[∂/∂ui] given in (2.29). In R sector we also have to insert the operator∫
dwiX (wi)/wi.
We now insert into the correlation function a complete set of states at |w1| = 1 and |w2| = 1
using ∑
s
|χs〉〈χ′s| = 1 (3.10)
where {|χs〉}, and independently {|χ′s〉}, denote a complete set of states in the full Hilbert space
of matter-ghost SCFT satisfying
〈χ′r|χs〉 = δrs . (3.11)
This has been shown in Fig. 10 for general s > 0. For s = 0 the circles at |w1| = 1 and |w2| = 1
coincide with a relative twist angle θ and the segment of the Riemann surface between the
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two vertical circles in Fig. 10 disappears. Using the standard relation involving factorization
of correlation functions on Riemann surfaces, we can now express the correlation function on
the sewed Riemann surface in terms of product of correlation functions of χs and χ
′
r inserted
on the original Riemann surfaces and the matrix element
(−2pii)−1(−i)
〈
χ′s
∣∣∣∣(−b−0 ) ∫ 2pi
0
dθ e−iθ(L0−L¯0) G
∣∣∣∣ |χr〉 = 〈χ′s|(−b−0 )δL−0 G|χr〉 . (3.12)
The −b−0 factor comes from terms inside the square bracket in (3.9) after taking into account
the fact that the wi contour runs clockwise around the origin. G simply encodes the fact that
for sewing R punctures we have extra insertion of X0. Integration over θ, together with the
prefactors on the left hand side of (3.12), produces the factor of (2pi)−1
∫
dθe−iθ(L0−L¯0) = δL0,L¯0 .
Now the b−0 factor in (3.12) tells us that if we divide the basis states {|χr〉}, {〈χ′s|} into those
annihilated by b−0 and those annihilated by c
−
0 , then both 〈χ′s| and |χr〉 must belong to the
second set, and the δL0,L¯0 factor tells us that we can restrict the basis states to those annihilated
by L−0 . Therefore we have |χ′s〉, |χr〉 ∈ c−0HT and the conjugate states |χs〉, |χ′r〉 ∈ HT . Finally
the picture number conservation, together with the fact that the number of PCO insertions
on each of the component Riemann surfaces are chosen such that we satisfy picture number
conservation when all external states have picture numbers−1 or−1/2, tells us that |χs〉, |χ′r〉 ∈
ĤT . Therefore we can replace |χs〉, |χ′r〉 by the basis states |ϕs〉 and |ϕr〉 of ĤT satisfying (2.21).
Comparing (3.11) with (2.21) we see that the corresponding conjugate states 〈χ′s|, |χr〉 are given
by 〈ϕcs|c−0 and c−0 |ϕcr〉 respectively, and we can replace (3.12) by
〈ϕcs|c−0 (−b−0 )c−0 G|ϕcr〉 = −〈ϕcs|c−0 G|ϕcr〉 . (3.13)
A similar analysis can be carried out for the case where the propagator joins two external lines
of a single elementary vertex.
The correlation function(s) on the original Riemann surface(s), present before sewing, are
now integrated over the corresponding section segments Rg′,m′,n′ to generate the various factors
of {{· · ·}} on the right hand side of (3.8). The minus signs on the right hand side of (3.8) arise
from the product of three minus signs. The first minus sign originates from the fact that the
integration measure in {A,B} and {A;B} is −dθ ∧ dVA ∧ dVB and that in ∆NSA and ∆RA is
−dθ∧ dVA. The second minus sign comes from the minus signs on the right hand side of (3.5).
The third minus sign arises from the minus sign on the right hand side of (3.13).
The normalization of the last term on the right hand side of (3.8) requires additional
explanation. The factor of 1/2 compensates for the fact that the exchange of the two punctures
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that are being sewed gives rise to the same Riemann surface after sewing. The g2s factor reflects
that the operation of sewing two legs of the same vertex increases the number of loops by one
and therefore gives an additional factor of g2s . This is correlated with the g
2g
s factors in the
definition (3.6) and could change in other conventions e.g. we may replace g2s by −g2s or ±ig2s
in all formulæ. Another important difference between the second term and the first term on
the right hand side of (3.8) is that in the first term the ghost and picture numbers of ϕr and ϕs
are fixed by the ghost and picture numbers of the vertex operators Ai. In particular we have
demonstrated above that picture number conservation forces ϕr and ϕs to be in ĤT . However
this is not the case for the last term – we could change the ghost and picture numbers of ϕr
and ϕs by opposite amount without violating ghost or picture number conservation. We need
to sum over all ghost number states consistent with ghost number conservation. However as
far as picture number is concerned, we know from the analysis of [1] that every physical state
has a representation in every picture number differing by integers. Therefore we need to fix
the picture numbers of ϕr and ϕs to avoid over counting. We have taken both ϕr and ϕs to be
in ĤT , i.e. in picture number −1 for NS sector states and picture number −1/2 for R sector
states. Consequently ϕcs and ϕ
c
r will belong to H˜T . As discussed below (2.19), this choice
avoids states of arbitrarily large negative conformal weight from propagating in the loop. This
still leaves us with the possibility of infinite number of states of the same conformal weight in
the R sector propagating in the loop, but we shall argue in §3.7 that this is prevented by the
presence of G in (3.13).
3.4 The propagator
We shall now describe the propagator that represents the plumbing fixture (3.1) of section
segments as an algebraic operation on the corresponding Feynman amplitudes obtained by
integrating Ω on the section segments. This analysis is more or less identical to the one that
lead to (3.13) [22,23,99], so we shall be brief. The only difference is that instead of fixing s at
zero and integrating over θ we now also have integration over s. We insert a complete set of
states around |w1| = 1 and |w2| = 1 and manipulate the expression as described below (3.8).
The integration measure requires us to insert an additional factor of
B
[
∂
∂s
]
= −
[∮
(wib(wi)dwi + w¯ib¯(w¯i)dw¯i)
]
= b+0 (3.14)
in (3.13) due to the contraction of Ω with ∂/∂s. Since the integration measure is ds ∧ dθ, b+0
will be inserted to the left of b−0 . The evolution of the state from |w2| = 1 to |w2| = e−s in
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Fig. 10 is generated by the operator e−s(L0+L¯0). Therefore the integration over s produces a
factor of ∫ ∞
0
ds e−s(L0+L¯0) = (L0 + L¯0)−1 . (3.15)
After inserting (3.14) and (3.15) into (3.13), we arrive at the following operational expression
for the propagator. Let us suppose that f(A1, . . . , Am, ϕs) denotes the contribution to the
off-shell amplitude from a specific Feynman diagram with external states A1, . . . , Am, ϕs ∈ ĤT
and g(B1, . . . , Bn, ϕr) denotes the contribution from another Feynman diagram with external
states B1, . . . , Bn, ϕr ∈ ĤT . Now we can construct a new Feynman diagram with external
states A1, . . . , Am, B1, . . . , Bn by joining ϕs and ϕr by a propagator, and summing over s and
r. Its contribution is given by15
−f(A1, . . . Am, ϕs) g(B1, . . . Bn, ϕr) 〈ϕcs|c−0 b+0 (L+0 )−1G|ϕcr〉 , (3.16)
with the minus sign originating from the minus sign on the right hand side of (3.13). Note that f
and/or g may have odd Grassmann parity from the Grassmann odd numbers hidden inside the
Ai’s, so one should be careful about their relative positioning. Similarly if f(A1, . . . , An, ϕs, ϕr)
denotes a Feynman diagram with external states A1, . . . , An, ϕs, ϕr and if we consider a new
Feynman diagram obtained by joining ϕs and ϕr by a propagator and summing over all choices
of ϕs, ϕr, the new Feynman diagram is given by
−1
2
g2s f(A1, . . . , Am, ϕs, ϕr)〈ϕcs|c−0 b+0 (L+0 )−1G|ϕcr〉 . (3.17)
To summarize, the off-shell amplitudes for given external states can be computed as the
sum of all Feynman diagrams contributing to the amplitude, where the Feynman diagrams are
computed using the elementary N -point vertices {{A1 . . . AN}} and the propagator described in
(3.16), (3.17).
Since the L0 + L¯0 eigenvalue is given by (k
2 + C)/2 where C is the mass2 level of a state,
by comparing (3.15) with (1.2) we see that up to a normalization factor of 2, the plumbing
fixture parameter s corresponds to the Schwinger parameter of quantum field theories.
3.5 Action
Given the Feynman rules derived above, the next question is: can we write down an action
that gives rise to these Feynman rules? In this subsection we shall describe such an action.
15The expression for the propagator is somewhat different from the standard one (see e.g. [24, 25]) where
the propagator contains a b−0 instead of a c
−
0 . This difference can be traced to the inclusion of the c
−
0 in the
normalization (2.20) of the basis states.
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The first task will be to introduce the dynamical fields of the theory. Using the standard
identification between the wave-function of the first quantized theory and fields in the second
quantized theory, the fields in string field theory are represented as states in the SCFT. Since
we have taken the off-shell states to be elements of ĤT , it would be natural to take the string
field |Ψ〉 to be an element of ĤT . We shall impose the further restriction
b+0 |Ψ〉 = 0 . (3.18)
This can be motivated as follows. We can decompose HT into a direct sum of two subspaces,
one annihilated by b+0 and the other annihilated by c
+
0 , with the BPZ inner product being non-
zero only among the states in different subspaces. Using this we can divide the basis states
ϕr of ĤT and ϕcr of H˜T into those annihilated by b+0 and those annihilated by c+0 . Now the
propagator given in (3.16), (3.17) is non-vanishing if both ϕcs and ϕ
c
r are annihilated by c
+
0 and
therefore if both ϕs and ϕr, that are inserted into the amplitudes f and g, are annihilated by
b+0 . This is the reason for restricting the string field |Ψ〉, that takes part in the interaction, to
the subspace annihilated by b+0 .
For reasons that will be explained below, we shall introduce another set of string fields
|Ψ˜〉 ∈ H˜T , satisfying
b+0 |Ψ˜〉 = 0 . (3.19)
Both |Ψ〉 and |Ψ˜〉 will be taken to be Grassmann even, in the sense that if we expand these
fields as
|Ψ〉 =
∑
r
ψr|ϕr〉, |Ψ˜〉 =
∑
r
ψ˜r|ϕcr〉, b+0 |ϕr〉 = 0, b+0 |ϕcr〉 = 0 , (3.20)
then ψr and ψ˜r, which are the dynamical variables of the theory, will be Grassmann even
(odd) if the basis state it multiplies is Grassmann even (odd). Note that the sum over r in
(3.20) contains integration over momenta and a sum over infinite number of discrete labels.
Therefore the set of string field components {ψr}, {ψ˜r} actually represent an infinite set of
fields in momentum space. We now take the action16
Sgf =
1
g2s
[
−1
2
〈Ψ˜|c−0 c+0 L+0 G|Ψ˜〉+ 〈Ψ˜|c−0 c+0 L+0 |Ψ〉+
∞∑
n=1
1
n!
{{Ψn}}
]
. (3.21)
16We shall work in the convention in which the path integral is carried out with the weight factor eS . In the
various normalization and sign conventions that we shall be using, this is the correct sign for the Euclidean
path integral in both the heterotic and the type II string theory. This will be discussed in §4.4. The Lorentzian
signature case requires changing the weight factor to eiS . The effects of this have been discussed in §4.3.
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The interaction term clearly gives the correct elementary interaction vertex. To check that the
propagator comes out correctly we express the kinetic term inside the square bracket as
−1
2
(
ψ˜r ψr
)(Ars Brs
BTrs 0
)(
ψ˜s
ψs
)
, (3.22)
where
Ars = 〈ϕcs|c−0 c+0 L+0 G|ϕcr〉, Brs = −〈ϕs|c−0 c+0 L+0 |ϕcr〉, BTrs = −〈ϕcs|c−0 c+0 L+0 |ϕr〉 . (3.23)
In (3.22), (3.23) it is understood that the sum over r, s runs over only those basis states |ϕr〉,
|ϕcr〉, |ϕs〉, |ϕcs〉 that are annihilated by b+0 . It is now easy to see that the propagator, given by
the inverse of the matrix
(
Ars Brs
BTrs 0
)
, takes the form
(
0 Pst
P Tst Rst
)
(3.24)
where
Pst = −〈ϕct |c−0 b+0 (L+0 )−1|ϕs〉, P Tst = −〈ϕt|c−0 b+0 (L+0 )−1|ϕcs〉, Rst = −〈ϕct |c−0 b+0 (L+0 )−1G|ϕcs〉 ,
(3.25)
where now s, t run over those basis states |ϕs〉, |ϕcs〉, |ϕt〉, |ϕct〉 that are annihilated by c+0 .
However, using the fact that b+0 commutes with L
+
0 and G, we can see that even if we relax this
constraint on the basis states, only the basis states annihilated by c+0 will give non-vanishing
matrix element. Therefore while computing Feynman diagrams using this propagator, we shall
relax this constraint on the basis states.
We now note that since the interaction term involves only the |Ψ〉 field, only the ψr − ψs
component of the propagator is relevant. Therefore the relevant component of the propagator is
Rst, which agrees with what appears in (3.16), (3.17). On the other hand the Ψ˜ field describes
a set of free field degrees of freedom that completely decouple and have no relevance for the
interacting part of the theory. This will be elaborated further in §6.1.
If we had introduced only one set of fields |Ψ〉 instead of two sets of string fields |Ψ〉 and
|Ψ˜〉, then the kinetic term would have been given by the inverse of the propagator given in
(3.16), (3.17). However the operator X0 appearing in the Ramond sector propagator does not
have a well defined inverse on off-shell states.17 In the NS sector we do not have any such
17This is related to the difficulty in writing down a covariant action for type IIB supergravity. With the
doubling trick one can write down such an action [112]. Having two sets of string fields allows us to invert the
propagator without having to invert X0.
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difficulty since G is the identity operator, and we could set the NS components of Ψ and Ψ˜ to
be equal from the beginning. Here we have kept both components for simplicity of notation.
Finally one remark about the normalization of the propagator. The presence of 1/g2s fac-
tor in the action (3.21) will give an additional multiplicative factor of g2s in the propagator.
On the other hand for this action the contribution to the Feynman diagram containing a sin-
gle interaction vertex and no internal propagators, with external states A1, . . . , AN , will be
g−2s {{A1 . . . AN}}. In our analysis in §3.3 we have taken this to be {{A1 . . . AN}}. Therefore the
Feynman diagrams of §3.3 correspond to g2s times the Feynman diagrams computed from the
action (3.21). It is easy to see that this compensates for the absence of the g2s factors in the
propagator in §3.4 if we express the composition rules (3.16) and (3.17) as
−g−2s f(A1, . . . , Am, ϕs)× g−2s g(B1, . . . , Bn, ϕr)× g2s 〈ϕcs|c−0 b+0 (L+0 )−1G|ϕcr〉 × g2s , (3.26)
and
−1
2
g−2s f(A1, . . . , Am, ϕs, ϕr)× g2s 〈ϕcs|c−0 b+0 (L+0 )−1G|ϕcr〉 × g2s . (3.27)
Now the first three factors of (3.26) and the first two factors of (3.27) have the correct normal-
ization of an amplitude / propagator computed from the action (3.21). The multiplication by
the final factor of g2s converts the contribution to the Feynman diagrams back to the normal-
ization convention of §3.3.
Since the propagators and vertices obtained from this action are exactly what we found in
§3.3 and §3.4, the off-shell amplitudes computed using this action agree with those obtained
by integrating Ω
(g,m,n)
6g−6+2m+2n over Sg,m,n.
3.6 Degeneration limit
The requirement that the amplitudes arise from the sum over Feynman diagrams of an under-
lying field theory puts restriction on the arrangement of the PCOs in the degeneration limit –
not only for off-shell amplitudes but also for on-shell amplitudes. This restriction comes from
the fact that near separating type degenerations in which a Riemann surface breaks apart into
two Riemann surfaces Σg1,m1,n1 and Σg2,m2,n2 , the PCOs must be arranged so that there are
2g1 − 2 + m1 + n1/2 PCOs on the first Riemann surface and 2g2 − 2 + m2 + n2/2 PCOs on
the second Riemann surface. This rules out some otherwise natural choices. For example for
computing the genus one two point function of two NS sector fields, we cannot choose the two
PCOs to be on the two NS sector vertex operators to convert them into zero picture vertex op-
erators. To see this note that in the degeneration limit in which two NS sector vertex operators
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come together, describing a separating type degeneration in which the Riemann surface splits
into a one punctured torus and a three punctured sphere, we shall have both PCOs on the
three punctured sphere if we take the two PCOs to be on the two NS sector vertex operators.
This is the wrong choice since according to the general criterion mentioned above, there should
be only one PCO on the sphere and one PCO on the torus. If we are not careful in making the
right choice we can actually get wrong answer for various physical quantities [24]. However it
is often simpler to first find the wrong answer which is easier to calculate, and then add to it
the difference between the right answer and the wrong answer. The latter is the integral of a
total derivative in the moduli, and as a result picks up contribution only from the boundary
terms. Analogous situation also arises while computing on-shell amplitudes as integrals over
supermoduli space [20].
3.7 Role of stubs in controlling divergences and spurious poles
Although the section segments Rg,m,n have to satisfy the constraint given in (3.5) and the
requirement of symmetry under the exchange of punctures, there is still a lot of ambiguity in
choosing these regions. This affects the definition of the string interaction vertex {{· · ·}}. As
will be discussed in §5.4 and appendix E, physical quantities do not get affected by this change
in the interaction vertex.
There is one particular class of deformations of Rg,m,n, known as the operation of adding
stubs, that is worth mentioning [33,113,114]. Adding stubs of length lnλ corresponds to scaling
the local coordinates by some real number λ > 1, i.e. if wi’s are the original local coordinates at
the punctures, we take the new coordinates to be w˜i = λwi. Comparing the plumbing fixture
relation (3.1) with the new relation w˜1w˜2 = e
−s˜−iθ˜ we see that s˜ = s− 2 lnλ. Therefore when
s˜ varies from 0 to ∞, the original variable s varies only in the range 2 lnλ ≤ s <∞. For large
λ this means that s is large over the whole range 0 ≤ s˜ < ∞ and hence the Riemann surface
is close to degeneration. Therefore when we add large stubs to the interaction vertices, all
the Feynman diagrams with one or more internal propagators will represent Riemann surfaces
close to degeneration and most of the moduli space away from the degeneration will be in the
Feynman diagrams with a single elementary vertex and no propagators.
If we have a vertex where the external states have conformal weights hi, then a change
of local coordinates from wi to w˜i = λwi will rescale the interaction vertex by λ
−hi . For
large λ, this will suppress contribution from states with large hi propagating in the internal
legs of the Feynman diagram. Due to this suppression factor the contribution falls off rapidly
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for large hi, and for sufficiently large λ the sum over internal states in a Feynman diagram
does not lead to any divergence despite there being infinite number of fields – the number of
fields grows as exp[c
√
h] [115] for some positive number c whereas the suppression factor is of
order exp(−h lnλ). In fact this convergence can be made faster by adding larger stubs. This
suppression factor is also responsible for UV finiteness of the Feynman amplitudes since it
generates an exponential suppression factor for large Euclidean momenta flowing in the loops.
This will be elaborated further in §8.1.
Having long stubs has a special advantage in superstring field theory where we also have
PCO insertions. Since the choice of Rg,m,n is up to us subject to the boundary conditions
(3.5), we can choose the PCO locations in the interior of Rg,m,n following the prescription
reviewed in appendix C so as to avoid spurious singularities. However once Rg,m,n’s have been
chosen, the section segments of all other Feynman diagrams having one or more propagators
are completely fixed by the plumbing fixture rules. The question we need to ask now is: are
the associated PCO locations such that we do not encounter any spurious singularities?
We shall now argue that as long as we attach sufficiently large stubs to the vertices, the
Feynman diagrams with one or more propagators are free from spurious poles as long as Rg,m,n
avoid spurious poles by a finite margin (i.e. do not come too close to spurious poles). This
is simply a consequence of the fact that the contribution from the Feynman diagrams are
obtained by multiplying the propagators and vertices and summing over internal states and
integrating over momenta. We argued above that the sum over internal states and integral
over momenta can be made to converge fast due to the exponential suppression factor due to
stubs. Therefore as long as the elementary vertices themselves are finite, the contribution from
Feynman diagrams with propagators will also be finite.
Note that this argument assumes that for fixed momentum, the conformal weight of the
vertex operators is bounded from below. As argued below (2.19), this is true for states in ĤT
and H˜T , but may fail in the other picture numbers. There is still a possible subtlety in the
Ramond sector, since in the picture number −1/2 sector there are infinite number of states at
the same mass2 level created by the action of the γ0 oscillator. In the conjugate −3/2 picture
the infinite number of states at a fixed mass2 level are created by the action of the β0 oscillator.
However we shall now argue that the Ramond sector propagator 〈ϕcs|c−0 b+0 (L+0 )−1X0|ϕcr〉 given
in (3.16), (3.17) prevents all but a finite number of these states from propagating. For this
consider the infinite tower of states created by the action of β0 oscillators on a −3/2 picture
state. Since β0 has ghost number −1, these states will have arbitrarily low ghost numbers.
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Now X0 acting on such a state will give a state of picture number −1/2 and arbitrarily low
ghost numbers. But such states do not exist in the picture number −1/2 sector; here at a
fixed mass2 level we can only have states with arbitrarily large ghost numbers created by γ0
oscillators. This shows that the X0 factor in the propagator must annihilate all but a finite
number of states created by the β0 oscillators. Since now we have a finite sum, our previous
argument shows that the Feynman diagrams computed with this propagator must be free from
spurious singularities.
This argument has been somewhat abstract; but we shall illustrate this with a simple
example in appendix D.
4 Superstring field theory: Master action
In this section we shall show that the action given in the last section can be regarded as the
gauge fixed version of a more general action satisfying BV master equation. Our analysis will
follow [25].
4.1 Batalin-Vilkovisky quantization
In the standard Faddeev-Popov quantization of gauge theories, we first fix the gauge, introduce
ghosts and then carry out the path integral. In contrast in the BV formalism we first introduce
ghosts, expand the field space by introducing an anti-field for every field, construct the master
action, then fix the gauge and finally carry out the path integral. In this subsection we shall
give a lightning review of the BV formalism [113,114,116–118].
For simplicity we shall work with a system with finite number of degrees of freedom {φa} but
this analysis can easily be extended to field theories. {φa} could include both Grassmann even
and Grassmann odd variables. Suppose further that the classical action has a gauge invariance
generated by a set of parameters {λα}. {λα} may also include Grassmann even and Grassmann
odd variables. Furthermore there may be gauge invariance of the {λα}’s – deformations of {λα}
that do not generate any change in {φa}’s – generated by a set of parameters {ξ`}. This may
continue arbitrary number of steps. The BV prescription tells us to introduce a ghost variable
c
(1)
α for each λα carrying Grassmann parity opposite to that of λα, a ghost variable c
(2)
` for each
ξ` carrying Grassmann parity equal to that of ξ` and so on. Let us collectively call all these
variables {Φr}. These will be called ‘fields’. Next for each field Φr we introduce an anti-field
Φ∗r that carries Grassmann parity opposite to that of Φr. Given any pair of functions F (Φ,Φ
∗)
48
and G(Φ,Φ∗) of all the fields and anti-fields, we now define the anti-bracket
{F,G} = ∂RF
∂Φr
∂LG
∂Φ∗r
− ∂RF
∂Φ∗r
∂LG
∂Φr
, (4.1)
and the ∆ operator
∆F =
∂R
∂Φr
∂L
∂Φ∗r
F , (4.2)
where the subscripts L and R of ∂ denotes left and right derivatives.
The master action S(Φ,Φ∗) is a function of Φ and Φ∗ that satisfies the BV master equation
1
2
{S, S}+ ∆S = 0 , (4.3)
and reduces to the classical action in the gs → 0 limit if we set Φ∗r = 0. Note that at this
stage we have not done any gauge fixing. Since the action has an overall factor of g−2s , the
classical master action Scl, obtained from S by taking the gs → 0 limit, satisfies the classical
master equation {Scl, Scl} = 0.18 It follows from this that the classical master action has a
gauge invariance [118]
δΦr =
{
Φr,
∂RScl
∂Φs
Λs +
∂RScl
∂Φ∗s
Λ∗s
}
, δΦ∗r =
{
Φ∗r,
∂RScl
∂Φs
Λs +
∂RScl
∂Φ∗s
Λ∗s
}
, (4.4)
where Λs,Λ
∗
s are the infinitesimal gauge transformation parameters which are independent of
the fields and carry Grassmann parities opposite to that of Φs,Φ
∗
s. The master action S must
be chosen so that (4.4) reproduces the gauge transformation laws of the classical theory when
we set the anti-fields to zero and take the classical limit. The quantum generalization of this
result was discussed in [119], but we shall not require it for our analysis.
In the BV formalism the gauge fixing corresponds to choosing a Lagrangian submanifold
defined as follows. Let us suppose that we find a complete set of new variables Ξr(Φ,Φ
∗) and
Ξ∗r(Φ,Φ
∗) such that
{Ξr,Ξs} = 0 = {Ξ∗r,Ξ∗s}, {Ξr,Ξ∗s} = δrs , (4.5)
and ∏
r
dΦr ∧ dΦ∗r =
∏
r
dΞr ∧ dΞ∗r . (4.6)
18The classical master action is to be distinguished from the classical action. The latter is obtained from the
former by setting all the anti-fields to zero.
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Then Ξ∗r = 0 ∀r describes a Lagrangian submanifold. It can be shown that the physical
quantities computed via path integral with integration measure∏
r
dΦr ∧ dΦ∗r
∏
r
δ(Ξ∗r)e
S (4.7)
is independent of the choice of the Lagrangian submanifold. If we make the trivial choice
Ξr = Φr, Ξ
∗
r = Φ
∗
r then we get back the original integral over Φr weighted by e
S. This has
unfixed gauge symmetry and therefore is not amenable to perturbation theory. On the other
hand a judicious choice of Ξr, Ξ
∗
r can fix the gauge and give us a path integral amenable to
perturbation theory. The particular choice that will be relevant for our analysis is the exchange
of a certain number of fields with the corresponding anti-fields accompanied by a sign. This
clearly satisfies (4.5), (4.6). The corresponding gauge fixing condition involves setting to zero
certain set of fields and the anti-fields of the complementary set.
We can choose a slightly more general gauge Ξ∗r = Ξ¯
∗
r where Ξ¯r are c-number background
fields, and construct the 1PI action for Ξr’s by first computing the generating function of
Green’s function of Ξr and then taking its Legendre transform. The resulting action may be
written as S1PI({Ξ¯r}, {Ξ¯∗r}) where Ξ¯r are the Legendre transformed variables. Operationally
S1PI can be constructed by summing over 1PI graphs based on the action S, with Ξ
∗
r set equal
to Ξ¯∗r and Ξr’s regarded as the quantum fields. At the end we set the external Ξr’s to Ξ¯r’s.
If we now regard Ξ¯r and Ξ¯
∗
r as fields and conjugate anti-fields respectively, and define a new
anti-bracket between functions of Ξ¯r, Ξ¯
∗
r by replacing Φr, Φ
∗
r by Ξ¯r, Ξ¯
∗
r in (4.1), then S1PI
can be shown to satisfy the classical BV master equation {S1PI , S1PI} = 0 [116]. Therefore it
will be invariant under the gauge transformation (4.4) with Scl replaced by S1PI and Φr,Φ
∗
r
replaced by Ξ¯r, Ξ¯
∗
r.
4.2 The master action of superstring field theory
In the next three subsections we shall show that the action (3.21) arises from gauge fixing of a
theory in the BV formalism [25], generalizing the corresponding results in open bosonic string
field theory [120,121] and closed bosonic string field theory [33,34,122,123]. For this we have
to first specify the full field content of the theory, identify which of these are fields and which
are the conjugate anti-fields and write down the master action satisfying (4.3). It turns out
that in the BV formalism we have two sets of string fields: |Ψ〉 ∈ ĤT and |Ψ˜〉 ∈ H˜T without
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any further restriction. The action is given by
S =
1
g2s
[
−1
2
〈Ψ˜|c−0 QBG|Ψ˜〉+ 〈Ψ˜|c−0 QB|Ψ〉+
∞∑
n=1
1
n!
{{Ψn}}
]
. (4.8)
The division of the components of Ψ and Ψ˜ into fields and anti-fields proceeds as follows [25]:
1. We divide ĤT and H˜T into two subsectors: Ĥ+ and H˜+ will contain states in ĤT and
H˜T of ghost numbers ≥ 3, while Ĥ− and H˜− will contain states in ĤT and H˜T of ghost
numbers ≤ 2. We introduce basis states |ϕ̂−r 〉, |ϕ˜−r 〉, |ϕ̂r+〉 and |ϕ˜r+〉 of Ĥ−, H˜−, Ĥ+ and
H˜+ satisfying orthonormality conditions19
〈ϕ̂−r |c−0 |ϕ˜s+〉 = δrs = 〈ϕ˜s+|c−0 |ϕ̂−r 〉, 〈ϕ˜−r |c−0 |ϕ̂s+〉 = δrs = 〈ϕ̂s+|c−0 |ϕ˜−r 〉 , (4.9)
and the completeness relations∑
r
|ϕ̂−r 〉〈ϕ˜r+|c−0 +
∑
r
|ϕ̂r+〉〈ϕ˜−r |c−0 = 1,
∑
r
|ϕ˜−r 〉〈ϕ̂r+|c−0 +
∑
r
|ϕ˜r+〉〈ϕ̂−r |c−0 = 1 , (4.10)
acting on states in ĤT and H˜T respectively.
2. We now expand Ψ, Ψ˜ as
|Ψ˜〉 =
∑
r
|ϕ˜−r 〉ψ˜r +
∑
r
(−1)γ∗r+1|ϕ˜r+〉ψ∗r ,
|Ψ〉 − 1
2
G|Ψ˜〉 =
∑
r
|ϕ̂−r 〉ψr +
∑
r
(−1)γ˜∗r+1|ϕ̂r+〉ψ˜∗r . (4.11)
Here γ∗r , γr, γ˜
∗
r and γ˜r label the Grassmann parities of ψ
∗
r , ψ
r, ψ˜∗r and ψ˜
r respectively.
They in turn can be determined from the assignment of Grassmann parities to the basis
states as described below (2.21) and the fact that |Ψ〉 and |Ψ˜〉 are both Grassmann even.
3. We shall identify the variables {ψr, ψ˜r} as ‘fields’ and the variables {ψ∗r , ψ˜∗r} as the
conjugate ‘anti-fields’ in the BV quantization of the theory. It can be easily seen that ψr
and ψ∗r carry opposite Grassmann parities as do ψ˜
r and ψ˜∗r . This is consistent with their
identifications as fields and conjugate anti-fields.
19By an abuse of notation we are using the same indices r, s to label the new basis even though the label
runs over a smaller set for the new basis compared to the old basis {|ϕr〉}, {|ϕcr〉}.
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4. Given two functions F and G of all the fields and anti-fields, we now define their anti-
bracket in the standard way:
{F,G} = ∂RF
∂ψr
∂LG
∂ψ∗r
+
∂RF
∂ψ˜r
∂LG
∂ψ˜∗r
− ∂RF
∂ψ∗r
∂LG
∂ψr
− ∂RF
∂ψ˜∗r
∂LG
δψ˜r
, (4.12)
where the subscripts R and L of ∂ denote left and right derivatives respectively.
The anti-bracket defined above may also be expressed in the following way [25]. If under
an arbitrary variation of Ψ and Ψ˜
δF = 〈FR|c−0 |δΨ˜〉+ 〈F˜R|c−0 |δΨ〉 = 〈δΨ˜|c−0 |FL〉+ 〈δΨ|c−0 |F˜L〉 , (4.13)
and similarly for G, then
{F,G} = −
[
〈F˜R|c−0 G|G˜L〉+ 〈F˜R|c−0 |GL〉+ 〈FR|c−0 |G˜L〉
]
. (4.14)
5. We also define
∆F ≡ ∂R
∂ψr
∂LF
∂ψ∗r
+
∂R
∂ψ˜r
∂LF
∂ψ˜∗r
. (4.15)
Using (4.8) (4.10), (4.11) and (4.12) one gets, after some algebra,
g4s{S, S} = −2
∑
n
1
(n− 1)!{{Ψ
n−1QBΨ}} −
∑
m,n
1
m!n!
{{ϕsΨm}}{ϕrΨn}} 〈ϕcs|c−0 G|ϕcr〉 . (4.16)
Here |ϕr〉’s denote the original choice of basis states in ĤT before splitting it into Ĥ±. On the
other hand using (4.8) (4.10), (4.11) and (4.15) we get
∆S = − 1
2 g2s
∑
n
1
n!
{{Ψnϕsϕr}}〈ϕcs|c−0 G|ϕcr〉 . (4.17)
Using the identity (3.8), and eqs. (4.16), (4.17) one can show that the action S given in (4.8)
satisfies the quantum BV master equation
1
2
{S, S}+ ∆S = 0 . (4.18)
With the interpretation of fields and anti-fields described above, we can regard the ghost
number 2 components of Ψ, Ψ˜ as matter fields, i.e. analogue of the fields {φa} in §4.1, the
ghost number ≤ 1 components as ghosts and ghost number ≥ 3 components as anti-fields. If
we set all the anti-fields to zero, then it follows from (3.7) that the dependence on the ghost
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fields also drop out and the action becomes a function of the matter fields only. The gs → 0
limit of this describes the classical action. This has the same form as (4.8) with Ψ, Ψ˜ replaced
by Ψcl ∈ ĤT , Ψ˜cl ∈ H˜T carrying ghost number 2, and {{· · ·}} replaced by {{· · ·}}0 denoting the
genus zero contribution to (3.6):
Scl =
1
g2s
[
−1
2
〈Ψ˜cl|c−0 QBG|Ψ˜cl〉+ 〈Ψ˜cl|c−0 QB|Ψcl〉+
∞∑
n=3
1
n!
{{Ψncl}}0
]
. (4.19)
The sum over n in the interaction term begins at n = 3 since one and two point functions on
the sphere vanish in any SCFT.
4.3 Perturbation theory in Lorentzian signature space-time
The Feynman rules derived from the action (4.8), as described in §3, generate Euclidean Green’s
functions. We can get the Lorentzian Green’s functions from these by analytic continuation.
If {pEk } for k = 1, . . . , N denote the zero components of the Euclidean external momenta in a
Green’s function, and if {p0k} denote the zero components of Lorentzian momenta, then they
are related as p0k = ip
E
k . This means that up to an overall normalization, the Lorentzian Green’s
functions f({p0k}) are related to the Euclidean Green’s functions fE({pEk }) via the relation
f({p0k}) = fE({p0k/i}) . (4.20)
Therefore for real {p0k}, Euclidean Green’s functions compute f({u p0k}) = fE({p0ku/i}) with u
on the imaginary axis. Given this we can determine f({p0k}) via analytic continuation of the
function f({u p0k) from the imaginary u axis to u = 1 along the first quadrant of the complex
u-plane.
However, for some applications it is useful to work directly with the Feynman diagrams in
the Lorentzian theory. For this we need a weight factor eiS instead of eS in the path integral.
In this section we shall discuss its effects on the various equations derived earlier.
1. In the Feynman rules, the effect of replacing eS by eiS is to multiply the propagator by −i
and the vertices by i. Since the amplitudes are normalized so that the contribution to the
amplitude from an elementary vertex is given by the vertex without any normalization,
each amplitude is also multiplied by an overall factor of i. Therefore this would leave
(3.16) unchanged, but would require us to multiply (3.17) by a factor of −i.
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2. The S → iS replacement will change the BV master equation (4.3) to
1
2
{S, S} − i∆S = 0 . (4.21)
It will also introduce factors of ±i into various other equations. One quick way to
determine the various extra factors of i in various expressions is to note that replacing S
by iS in the exponent of the weight factor of the path integral can be achieved by changing
g2s to −ig2s . Therefore in any expression we can recover the factors of i by replacing g2s by
−ig2s . The expressions for the vertices and the propagators are exceptions to these rules
since, as has been discussed at the end of §3.5, we have explicitly stripped off factors of
g2s from these.
3. As an application of the above rules, we see that we need to multiply the last term in (3.8)
by a factor of −i, and multiply the genus g contribution in (3.6) by a factor of (−i)g. One
can easily verify that the action (4.8) satisfies the modified BV master equation (4.21)
once we take into account these changes in (3.8), and that the modified version of (3.8)
holds if we use the modified version of (3.6). The factor of (−i)g inside the sum in (3.6)
may appear to be somewhat strange, but this factor has a straightforward interpretation.
In the Lorentzian theory, while defining the correlation function on a genus g Riemann
surface, we have to trace over states of the SCFT running in the loop. This in particular
includes integration over g loop energies. Each of these integrals can be performed after a
Euclidean rotation k0 → ikE. These changes of variables generate a multiplicative factor
of ig that cancels the (−i)g factor coming from the effect of changing S to iS. Therefore
it is natural to absorb the factor of (−i)g into the definition of the correlation function
on the genus g Riemann surface and continue to use (3.6) without any change.
4.4 The reality of the action
So far we have not described whether the string field components ψr and ψ˜r appearing in
the expansion of Ψ and Ψ˜ are real or imaginary, or whether they have a more complicated
transformation under complex conjugation e.g. complex conjugate of a particular ψr may be
related to a linear combination of the other ψs’s. The correct rule is determined by requiring
that the action S is real, i.e. it remains invariant under complex conjugation.20 This rule has
been determined in [27] and has been reviewed in appendix F, but we do not need the details
20For real Grassmann variables {ci}, the complex conjugate of c1 . . . cn is taken to be cn . . . c1 as usual.
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for the rest of the analysis. The result that is of importance is that it is possible to assign
reality conditions on the ψr’s that make the action real.
Once the reality condition is determined one can also check if the action has the correct
sign. For example in the convention described in footnote 3.5, in which we use eS as the weight
factor in the Euclidean path integral, the kinetic term of a physical real boson φ of mass m in
momentum space must have the form − ∫ ddk φ(−k)(k2 +m2)φ(k). It turns out that with the
normalization condition (2.14), (2.15) the actions for both heterotic and type II string theories
have the correct sign.21 This can be checked, for example, by computing the kinetic terms for
the graviton field in both theories using the conventions and reality conditions described in
appendix F.
4.5 Gauge fixing
In the BV formalism, given the master action we compute the quantum amplitudes by carrying
out the usual path integral over a Lagrangian submanifold of the full space spanned by ψr and
ψ∗r . It is most convenient to work in the Siegel gauge
b+0 |Ψ〉 = 0, b+0 |Ψ˜〉 = 0 ⇒ b+0
(
|Ψ〉 − 1
2
G|Ψ˜〉
)
= 0 . (4.22)
To see that this describes a Lagrangian submanifold, we divide the basis states used in the
expansion (4.11) into two classes: those annihilated by b+0 and those annihilated by c
+
0 . These
two sets are conjugates of each other under the inner product (4.9). Now in the expansion
given in (4.11), Siegel gauge condition sets the coefficients of the basis states annihilated by
c+0 to zero. Since in this expansion the fields and their anti-fields multiply conjugate pairs of
basis states, it follows that if the Siegel gauge condition sets a field to zero then its conjugate
anti-field remains unconstrained, and if it sets an anti-field to zero then its conjugate field
remains unconstrained. Therefore this defines a Lagrangian submanifold.
It is now straightforward to verify that with the constraint (4.22), the action (4.8) reduces
to the gauge fixed action (3.21). Therefore it reproduces correctly the off-shell amplitudes
described in §3.
21 [27] used a different sign in (2.15) and therefore had a different sign of the action for type II string theory.
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5 Ward identities, 1PI action and effective action
In this section we shall show how from the superstring field theory described above, we can
derive Ward identities for off-shell Green’s functions and partially integrate out degrees of
freedom to construct 1PI effective action and other types of effective action. Our discussion
will mainly follow [29].
5.1 Ward identity for off-shell amputated Green’s function
Let G(A1, . . . , AN) be the full off-shell ‘semi-amputated’ Green’s function with external states
A1, . . . , AN , obtained by summing over all Feynman diagrams with external states A1, . . . , AN ,
but dropping the tree level propagators of the external states.22 We impose Siegel gauge condi-
tion on the internal states, but take the external states A1, . . . , AN to be arbitrary elements of
ĤT . These Green’s functions can suffer from divergences of type 1 mentioned in §1, but since
we have a field theory they can be handled using representation of the Feynman diagrams as
integrals over momenta and sum over fields instead of the Schwinger parameter representation.
This will be discussed in more details in §8.1. G does not suffer from divergences associ-
ated with mass renormalization since the external states are off-shell. However it may suffer
from tadpole divergences if massless tadpoles are present. In such cases the manipulations
described below are formal. Nevertheless they are useful since later we shall carry out similar
manipulation with quantities which do not suffer from such divergences.
Let us now consider the combination
∑N
i=1 G(A1, . . . , Ai−1, QBAi, Ai+1, . . . , AN). Since in
a given Feynman diagram each Ai must come from some vertex {{· · ·}}, the sum over i can be
organized into subsets, where in a given subset QB acts on different external states of the same
vertex. This can then be simplified using (3.8). This gives
N∑
i=1
G(A1, . . . , Ai−1, QBAi, Ai+1 . . . , AN)
= −1
2
∑
`,k≥0
`+k=N
∑
{ia;a=1,...`},{jb;b=1,...k}
{ia}∪{jb}={1,...N}
G(Ai1 , . . . , Ai` , ϕs)G(ϕr, Aj1 . . . , Ajk)〈ϕcs|c−0 G|ϕcr〉
−1
2
g2s G(A1, . . . , AN , ϕs, ϕr) 〈ϕcs|c−0 G|ϕcr〉
22In the world-sheet description, this is the amplitude computed by the integral of Ω
(g,m,n)
6g−6+2m+2n(A1, . . . , AN )
with N = m+ n over the full section Sg,m,n of P˜g,m,n.
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−1
2
∑
`,k≥0
`+k=N
∑
{ia;a=1,...`},{jb;b=1,...k}
{ia}∪{jb}={1,...N}
[
−G(Ai1 , . . . , Ai` , QBϕs)G(ϕr, Aj1 . . . , Ajk)
−(−1)γsG(Ai1 , . . . , Ai` , ϕs)G(QBϕr, Aj1 . . . , Ajk)
]
〈ϕcs|c−0 b+0 (L+0 )−1G|ϕcr〉
−g
2
s
2
[
−G(A1, . . . , AN , QBϕs, ϕr)− (−1)γsG(A1, . . . , AN , ϕs, QBϕr)
]
〈ϕcs|c−0 b+0 (L+0 )−1G|ϕcr〉 .
(5.1)
The first two terms on the right hand side represent the contribution from the right hand
side of (3.8) when we use (3.8) to simplify the contribution from individual vertices of the
Feynman diagram. The other two terms on the right hand side come from the fact that while
using (3.8) for a given vertex, we have to subtract the terms where QB acts on the legs of
the vertex connected to internal propagators since on the left hand side of (5.4) QB only acts
on the external states. The third term represents the contribution from a graph in which a
propagator connects two otherwise disjoint Feynman diagrams and there is a QB insertion on
one of the ends of the propagator. The last term represents the contribution from a graph in
which a propagator connects two external lines of a connected Feynman diagram, and there
is a QB insertion at one of the ends of the propagator. The overall minus signs in front of
the third and the fourth terms come from having to move these from the left hand side of
the equation, where they appear naturally, to the right hand side. The minus signs inside the
square brackets come from the ones on the right hand sides of (3.16) and (3.17). The (−1)γs
factors arise from having to move QB through ϕs. In the third term, we have included a factor
of 1/2 to compensate for the double counting associated with the {ia} ↔ {jb} exchange. The
1/2 in the last factor arises from the right hand side of (3.17).
Using the completeness relation (2.21) and (2.26) we can now move QB inside the matrix
element 〈ϕcs|c−0 b+0 (L+0 )−1G|ϕcr〉 in the third and the fourth terms, e.g. we have
QB|ϕs〉〈ϕcs|c−0 b+0 (L+0 )−1G|ϕcr〉 = QBb+0 (L+0 )−1G|ϕcr〉 = |ϕs〉〈ϕcs|c−0 QBb+0 (L+0 )−1G|ϕcr〉 , (5.2)
and
(−1)γsQB|ϕr〉〈ϕcs|c−0 b+0 (L+0 )−1G|ϕcr〉 = QB|ϕr〉〈ϕcr|c−0 b+0 (L+0 )−1G|ϕcs〉 = QBb+0 (L+0 )−1G|ϕcs〉
= |ϕr〉〈ϕcr|c−0 QBb+0 (L+0 )−1G|ϕcs〉 = |ϕr〉〈ϕcs|c−0 b+0 QB(L+0 )−1G|ϕcr〉 . (5.3)
This allows us to express (5.1) as
N∑
i=1
G(A1, . . . , Ai−1, QBAi, Ai+1 . . . , AN)
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= −1
2
∑
`,k≥0
`+k=N
∑
{ia;a=1,...`},{jb;b=1,...k}
{ia}∪{jb}={1,...N}
G(Ai1 , . . . , Ai` , ϕs)G(ϕr, Aj1 . . . , Ajk)〈ϕcs|c−0 G|ϕcr〉
−1
2
g2s G(A1, . . . , AN , ϕs, ϕr) 〈ϕcs|c−0 G|ϕcr〉
+
1
2
∑
`,k≥0
`+k=N
∑
{ia;a=1,...`},{jb;b=1,...k}
{ia}∪{jb}={1,...N}
G(Ai1 , . . . , Ai` , ϕs)G(ϕr, Aj1 . . . , Ajk)〈ϕcs|c−0 {QB, b+0 }(L+0 )−1G|ϕcr〉
+
1
2
g2s G(A1, . . . , AN , ϕs, ϕr) 〈ϕcs|c−0 {QB, b+0 }(L+0 )−1G|ϕcr〉 . (5.4)
Using the relations QBb
+
0 + b
+
0 QB = L
+
0 one can now show that on the right hand side of
(5.4) the third term cancels the first term and the fourth term cancels the second term. This
gives us the Ward identity for the off-shell Green’s function
N∑
i=1
G(A1, . . . , Ai−1, QBAi, Ai+1 . . . , AN) = 0 . (5.5)
We remind the reader again that this identity is formal if there are massless tadpoles present
in the theory.
5.2 Ward identity for 1PI amplitudes and 1PI action
Historically, 1PI effective action was constructed before the introduction of the BV master
action [22, 23], and the properties of the 1PI effective action were studied directly using the
world-sheet description of the interaction vertices. Here we shall follow a slightly different
approach in which we regard the 1PI action as the one derived from the BV master action
following the procedure described in the last paragraph of §4.1, and derive its properties from
the properties of the BV master action. This makes it manifest that the Green’s functions
computed using tree graphs of the 1PI action are identical to the ones computed using the
full set of Feynman diagrams of the master action, so that we can use either description for
studying their properties.
The 1PI effective action described at the end of §4.1 can be constructed using the 1PI
amplitudes in the Siegel gauge, but we take the external states to be general elements of ĤT
without satisfying any gauge condition. This implements the general gauge choice Ξ∗r = Ξ¯
∗
r
described in §4.1. Let {A1 . . . An} denote the 1PI amplitude of the external states A1, . . . , An
obtained by summing over all the 1PI graphs. This is well defined even if the theory has
massless tadpoles, since the sum of 1PI diagrams does not include the tadpole diagrams.
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{A1 . . . AN} will satisfy an identity similar to (5.4) with G(A1, . . . , An) replaced by {A1 . . . An},
and without the third term on the right hand side of (5.4). This is due to the fact that
by definition, 1PI amplitudes do not include sum over Feynman diagrams in which a single
propagator connects two other Feynman diagrams. Therefore the first term on the right hand
side remains uncanceled and we arrive at the identity:
N∑
i=1
{A1 . . . Ai−1(QBAi)Ai+1 . . . AN}
= −1
2
∑
`,k≥0
`+k=N
∑
{ia;a=1,...`},{jb;b=1,...k}
{ia}∪{jb}={1,...N}
{Ai1 . . . Ai`ϕs}{ϕrAj1 . . . Ajk}〈ϕcs|c−0 G|ϕcr〉 . (5.6)
We can now construct the 1PI action by replacing {{· · ·}} by {· · ·} in (4.8):
S1PI =
1
g2s
[
−1
2
〈Ψ˜|c−0 QBG|Ψ˜〉+ 〈Ψ˜|c−0 QB|Ψ〉+
∞∑
n=1
1
n!
{Ψn}
]
. (5.7)
The variables Ξ¯r, Ξ¯
∗
r described at the end of §4.1 are identified as the components ψr, ψ˜r, ψ∗r
and ψ˜∗r of Ψ and Ψ˜ described in (4.11). The anti-bracket is defined as in (4.12) and one can
verify using (5.6) that the action (5.7) satisfies the classical master equation
{S1PI , S1PI} = 0 . (5.8)
This is in accordance with the general result in the BV formalism described at the end of §4.1.
Using (5.6) one can also show that as expected from (4.4), the action (5.7) is invariant
under the gauge transformation
|δΨ〉 = QB|Λ〉+
∞∑
n=0
1
n!
G[ΨnΛ] , |δΨ˜〉 = QB|Λ˜〉+
∞∑
n=0
1
n!
[ΨnΛ] , (5.9)
where |Λ〉 is an arbitrary Grassmann odd state in ĤT , |Λ˜〉 is an arbitrary Grassmann odd state
in H˜T , and given a set of states A1, . . . , AN ∈ ĤT , we define a state [A1 . . . AN ] ∈ H˜T via the
relation
〈A0|c−0 |[A1 . . . AN ]〉 = {A0A1 . . . AN} , (5.10)
for any state A0 ∈ ĤT .
The semi-amputated Green’s functions G introduced in §5.1 can be computed by summing
over tree level Feynman diagrams of the 1PI action. This however can suffer from divergences
associated with massless tadpoles. We shall address this in §6.
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The 1PI amplitude is given by an expression similar to (3.6)
{K1 . . . KmL1 . . . Ln} =
∞∑
g=0
g2gs
∫
Rg,m,n
Ω
(g,m,n)
6g−6+2m+2n(K1, . . . , Km, L1, . . . , Ln) , (5.11)
where Rg,m,n now denotes a subspace of P˜g,m,n given by the union of the section segments of
all 1PI Feynman diagrams of genus g, and m NS and n R punctures. The relation (5.6) can
also be derived using an identity similar to the one given in (3.5), with R replaced by R and
the ∆ terms being absent:
∂Rg,m,n = −1
2
∑
g1,g2
g1+g2=g
∑
m1,m2
m1+m2=m+2
∑
n1,n2
n1+n2=n
S[{Rg1,m1,n1 ,Rg2,m2,n2}]
−1
2
∑
g1,g2
g1+g2=g
∑
m1,m2
m1+m2=m
∑
n1,n2
n1+n2=n+2
S[{Rg1,m1,n1 ;Rg2,m2,n2}] . (5.12)
This again follows from the requirement that the regions Rg,m,n and their plumbing fixture
(3.1), with the two punctures that are sewed now always lying on different Riemann surfaces,
give the full section Sg,m,n [22, 23]. The requirement of the punctures lying on different Rie-
mann surfaces is a reflection of the fact that the tree level graphs computed with 1PI vertices
reproduce the full amplitude.
At the level of the 1PI action the theory admits a consistent truncation in which we set all
the R sector fields to zero. Furthermore, since now G is the identity operator, the Ψ˜ equation
of motion takes the form QB(Ψ˜ − Ψ) = 0, and can be satisfied by setting Ψ˜ = Ψ. This gives
an action of the form
1
g2s
[
1
2
〈Ψ|c−0 QB|Ψ〉+
∞∑
n=1
1
n!
{Ψn}
]
, |Ψ〉 ∈ H−1 , (5.13)
which can be used to compute all amplitudes involving only NS sector external states. There
is a similar truncation for the classical action and also for the NSNS sector fields of type II
string theories.
5.3 Effective superstring field theory
Let us suppose that we have a projection operator P on a subset of string fields satisfying the
conditions
[P, b±0 ] = 0, [P, c
±
0 ] = 0, [P,L
±
0 ] = 0, [P,G] = 0, [P,QB] = 0 . (5.14)
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An example of P would be the projection operator on the mass2 level zero fields – fields whose
tree level propagator in the Siegel gauge takes the form of that of a massless field. P could
also be a projection operator into fields of any other fixed mass2 level or a set of mass2 levels
e.g. all fields below a certain mass2 level. Another example of P in toroidally compactified
string theory, relevant for possible construction of double field theory [124], is the projection
on fields whose contribution to the mass comes only from the momentum and winding modes
but not from oscillator modes. In what follows we shall not assume any property of P other
than the one given in (5.14).
Consider a set of P invariant off-shell states a1, . . . , aN . We denote by {{a1 . . . aN}}e the total
contribution to the amplitude with external states a1, . . . , aN from all the Feynman diagrams
of superstring field theory, but with the propagator factors appearing in (3.16), (3.17) replaced
by 〈ϕcs|c−0 b+0 (L+0 )−1G(1 − P )|ϕcr〉. This removes the contributions of P invariant fields from
the propagator. Therefore {{a1 . . . aN}}e can be regarded as the contribution to the off-shell
amplitude due to the elementary N -point vertex of the effective theory, obtained by integrating
out the P non-invariant fields. Even in the presence of tadpoles of mass2 level zero fields, these
amplitudes do not suffer from tadpole divergences of the kind mentioned at the beginning of
§5.1 as long as P invariant subspace includes the mass2 level zero fields. We can now repeat
the argument leading to (5.4) with G(· · ·) replaced by {{· · ·}}e. On the left hand side of (5.4)
and the first two terms on the right hand side of (5.4) we simply replace G(· · ·) by {{· · ·}}e,
but in the last two terms of (5.4) the propagator factors will now have additional insertions of
(1− P ) since this is the propagator used in the definition of {{· · ·}}e. This gives
N∑
i=1
{{a1 . . . ai−1(QBai)ai+1 . . . aN}}e
= −1
2
∑
`,k≥0
`+k=N
∑
{ia;a=1,...`},{jb;b=1,...k}
{ia}∪{jb}={1,...N}
{{ai1 . . . ai`ϕs}}e{{ϕraj1 . . . ajk}}e〈ϕcs|c−0 G|ϕcr〉
−1
2
g2s{{a1 . . . aNϕsϕr}}e 〈ϕcs|c−0 G|ϕcr〉
+
1
2
∑
`,k≥0
`+k=N
∑
{ia;a=1,...`},{jb;b=1,...k}
{ia}∪{jb}={1,...N}
{{ai1 . . . ai`ϕs}}e{{ϕraj1 . . . ajk}}e
×〈ϕcs|c−0 {QB, b+0 }(L+0 )−1G(1− P )|ϕcr〉
+
1
2
g2s{{a1 . . . aNϕsϕr}}e〈ϕcs|c−0 {QB, b+0 }(L+0 )−1G(1− P )|ϕcr〉 . (5.15)
Now the third and the fourth terms on the right hand side cancel the first and the second
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terms only partially, leaving behind terms proportional to 〈ϕcs|c−0 G P |ϕcr〉:
N∑
i=1
{{a1 . . . ai−1(QBai)ai+1 . . . aN}}e
= −1
2
∑
`,k≥0
`+k=N
∑
{ia;a=1,...`},{jb;b=1,...k}
{ia}∪{jb}={1,...N}
{{ai1 . . . ai`ϕs}}e{{ϕraj1 . . . ajk}}e〈ϕcs|c−0 G P |ϕcr〉
−1
2
g2s{{a1 . . . aNϕsϕr}}e 〈ϕcs|c−0 G P |ϕcr〉 . (5.16)
If we denote by {|χα〉} and {|χcα〉} the basis states in P ĤT and P H˜T respectively, satisfying
〈χα|c−0 |χcβ〉 = δαβ, 〈χcβ|c−0 |χα〉 = δαβ, (5.17)
then we can express (5.16) as
N∑
i=1
{{a1 . . . ai−1(QBai)ai+1 . . . aN}}e
= −1
2
∑
`,k≥0
`+k=N
∑
{ia;a=1,...`},{jb;b=1,...k}
{ia}∪{jb}={1,...N}
{{ai1 . . . ai`χα}}e{{χβaj1 . . . ajk}}e〈χcα|c−0 G|χcβ〉
−1
2
g2s {{a1 . . . aNχαχβ}}e 〈χcα|c−0 G|χcβ〉 . (5.18)
Given the identity (5.18) one can now construct the effective string field theory action of
P invariant fields Π ∈ P ĤT , Π˜ ∈ P H˜T satisfying BV master equation:
Se =
1
g2s
[
−1
2
〈Π˜|c−0 QBG|Π˜〉+ 〈Π˜|c−0 QB|Π〉+
∞∑
n=1
1
n!
{{Πn}}e
]
. (5.19)
The proof that it satisfies the master equation follows from (5.18) in a manner identical to that
described in §4.2. This action contains the full information about the amplitudes involving
external P invariant states. Even though we shall carry out our subsequent analysis with
the full string field theory action, all the analysis can be repeated with the effective action
described here.
The utility of the effective action constructed above lies in the fact that if P projects to finite
dimensional subspaces of ĤT , H˜T for a given momentum, then there are only a finite number
of fields and we do not have to deal with sum over infinite number of intermediate states in
Feynman diagrams. In particular construction of the propagator in the shifted background, to
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be described in (6.39), will require inverting a finite dimensional matrix. However for this to
be useful, we need to ensure that that we do not integrate out any field that can appear as
initial or final state in the scattering amplitude. For a given amount of center of mass energy
Ecm, this can be achieved if we integrate out all fields whose masses are larger than Ecm but
keep all fields whose masses are less than Ecm.
Following a procedure similar to that for the original action, we can also construct a 1PI
effective action for the restricted string fields, with the 1PI action taking the from
Se,1PI =
1
g2s
[
−1
2
〈Π˜|c−0 QBG|Π˜〉+ 〈Π˜|c−0 QB|Π〉+
∞∑
n=1
1
n!
{Πn}e
]
, (5.20)
where the 1PI vertex {a1 . . . aN}e is given by the sum of all 1PI Feynman diagrams derived
from the action (5.19) with external states a1, . . . , aN . It satisfies the identity
N∑
i=1
{a1 . . . ai−1(QBai)ai+1 . . . aN}e
= −1
2
∑
`,k≥0
`+k=N
∑
{ia;a=1,...`},{jb;b=1,...k}
{ia}∪{jb}={1,...N}
{ai1 . . . ai`χα}e{χβaj1 . . . ajk}e〈χcα|c−0 G|χcβ〉 . (5.21)
Finally note that although the construction of the vertices {{· · ·}}e and {· · ·}e described
above seems to require summing over infinite number of P non-invariant intermediate states in
string field theory amplitudes, we could proceed differently, namely take the off-shell amplitude
for P invariant states and subtract from this the contribution from intermediate P invariant
states. As a simple example we can consider the tree level contribution to {{a1 . . . a4}}e. This
is given by
{{a1 . . . a4}}e = Gtree(a1, . . . , a4)
+ Gtree(a1, a2, χα)Gtree(χβ, a3, a4) 〈χcα|c−0 b+0 (L+0 )−1G|χcβ〉
+ Gtree(a1, a3, χα)Gtree(χβ, a2, a4) 〈χcα|c−0 b+0 (L+0 )−1G|χcβ〉
+ Gtree(a1, a4, χα)Gtree(χβ, a2, a3) 〈χcα|c−0 b+0 (L+0 )−1G|χcβ〉 (5.22)
where Gtree denotes the full tree level amplitude. This expresses {{a1 . . . a4}}e in terms of
amplitudes involving P invariant states only. The detailed procedure for doing this in the
general case has been described in [29]. In this approach neither the construction of the
interaction vertex of the effective field theory nor further manipulations involving it require
having to explicitly deal with P non-invariant states. Therefore the full analysis may be carried
out only with finite number of states.
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5.4 Field redefinition
As discussed in §3.7, there is a lot of freedom in the choice of the section segments Rg,m,n.
This includes in particular the freedom of adding stubs to the vertices as described in §3.7.
These different choices will lead to different superstring field theory action. It was shown
in [114] (in the context of bosonic string theory) that these different actions are related to each
other by a symplectic transformation of the fields. For 1PI effective action described in §5.2,
these different choices correspond to ordinary field redefinitions [22, 23], and therefore leave
the physical quantities like the renormalized masses and S-matrix invariant. This has been
reviewed briefly in appendix E.
6 Vacuum shift, mass renormalization, unbroken (su-
per)symmetry
So far we have described the construction of string field theory / effective field theory in
the original background described by world-sheet superconformal field theory, that solves the
classical equations of motion of string field theory. In this section we shall describe, follow-
ing [22–24], how to systematically take into account the effect of quantum corrections on the
vacuum and mass spectrum, and also analyze the fate of global symmetries under quantum
corrections. Although we shall present our analysis using the full 1PI effective action of super-
string field theory, it holds also for the 1PI effective action given in (5.20) in which a subset of
string fields have been integrated out.
6.1 Equations of motion
The equations of motion of the 1PI effective string field theory, obtained by varying (5.7) with
respect to the string field components, takes the form
QB(|Ψ〉 − G|Ψ˜〉) = 0,
QB|Ψ˜〉+
∞∑
n=1
1
(n− 1)! [Ψ
n−1] = 0 , (6.1)
with [A1 . . . AN ] defined as in (5.10). Multiplying the second equation by G from the left and
adding it to the first equation we get
QB|Ψ〉+
∞∑
n=1
1
(n− 1)!G[Ψ
n−1] = 0 . (6.2)
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This is the interacting equation of motion for the |Ψ〉 field. Given a solution to (6.2), the second
equation of (6.1) determines Ψ˜ up to addition of free field equations of motion QB|δΨ˜〉 = 0.
This shows that the degrees of freedom contained in Ψ˜ are free fields.
6.2 Vacuum solution
Our first task will be to look for solution(s) to (6.2) that describes the quantum corrected
vacuum state.23 Now it follows from the ghost number conservation law (3.7), and the definition
of [· · ·] given in (5.10), that [A1 · · ·AN ] has total ghost number 3 +
∑N
i=1(ni − 2). Therefore
we can look for solutions to (6.2) with string field carrying ghost number 2 only, i.e. only the
matter fields setting all other fields to zero, since in this case both terms in eq. (6.2) will have
ghost number 3. While looking for vacuum solutions we shall focus on this sector. In the same
spirit we shall set the R-sector fields to zero and restrict to string field configurations carrying
zero momentum while looking for vacuum solution. In type II string theory we shall set NSR,
RNS and RR sector fields to zero, although in principle we could also look for vacuum solutions
with non-zero RR background. In this case once a solution to (6.2) has been found we can find
solution to (6.1) by setting Ψ˜ = Ψ since in the NS sector of the heterotic theory and NSNS
sector of type II theory, G is the identity operator. So we focus on (6.2).
Since [ ] – the n = 1 term on the right hand side of (6.2) – gets non-zero contribution from
Riemann surfaces of genus ≥ 1 due to non-vanishing one point function {A}, |Ψ〉 = 0 is not
a solution to the equations of motion (6.2). We shall now describe a systematic procedure
for finding the vacuum solution |Ψvac〉 – a solution to (6.2) in the NS sector carrying zero
momentum [22]. This solution is constructed iteratively as a power series in the string coupling
gs starting at order gs.
24 If |Ψk〉 denotes the solution to order gks then the solution to order
gk+1s is given by
|Ψk+1〉 = − b
+
0
L+0
∞∑
n=1
1
(n− 1)!(1−P)G[Ψ
n−1
k ] + |ψk+1〉 , (6.3)
23In most cases the procedure described here yields results in agreement with the ad hoc procedure described
in [125].
24We are assuming here that the vacuum solution admits an expansion in powers of gs. This includes the
case of perturbative vacuum where the solution will have expansion in powers of g2s – we simply will get
|Ψ2k+1〉 = |Ψ2k〉 for all integer k. However an interesting situation arises in SO(32) heterotic string theory
compactified on a Calabi-Yau manifold where the vacuum solution has leading contribution of order gs. Our
analysis includes this case as well. There may also be cases where the vacuum solution has an expansion in
powers of gαs for some α in the range 0 < α < 1. Our analysis can be extended to this case as well by replacing
gs by g
α
s everywhere in this subsection.
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where P the projection operator into zero momentum L+0 = 0 states and |ψk+1〉 satisfies25
P|ψk+1〉 = |ψk+1〉, QB|ψk+1〉 = −
∞∑
n=1
1
(n− 1)!PG[Ψ
n−1
k ] +O(gk+2s ) . (6.4)
Possible obstruction to solving these equations arises from the failure to find solutions to (6.4).
It can be shown that [22] the solution to (6.4) exists iff
Ek+1(φ) ≡
∞∑
n=1
1
(n− 1)!〈φ|c
−
0 G|[Ψkn−1]〉 = O(gk+2s ) , (6.5)
for any BRST invariant zero momentum state |φ〉 ∈ H˜T of ghost number two and L+0 = 0.
Therefore Ek+1(φ) represents an obstruction to extending the vacuum solution beyond order
gks . It was also shown in [22] that as a consequence of |Ψk〉 satisfying the equations of motion
to order gks , the condition (6.5) is trivially satisfied if |φ〉 is BRST exact. Hence the non-trivial
constraints come from zero momentum non-trivial elements of the BRST cohomology – the
zero momentum mass2 level zero physical bosonic states. These obstructions correspond to
the existence of massless tadpoles in the theory. Therefore the absence of massless tadpoles to
order gk+1s will correspond to (6.5).
While finding solutions to (6.4) we have the freedom of adding to |ψk+1〉 any state of the
form ∑
α
aα|ϕα〉 (6.6)
where {|ϕα〉} is a basis of zero momentum, NS sector BRST invariant states in ĤT and aα’s
are arbitrary coefficients. Some of these aα’s could get fixed while trying to ensure (6.5) at
higher order. Those that do not get fixed represent moduli and can be given arbitrary values.
6.3 Expansion around the shifted vacuum
In this section we shall expand the action around the vacuum solutions and study its properties.
However first we need to define some new quantities that will make our task easier.
Given a string field configuration |Ψvac〉 satisfying (6.2), we define26
{A1 . . . Ak}′′ ≡
∞∑
n=0
1
n!
{ΨnvacA1 . . . Ak} , for k ≥ 3 ,
25Since we are dealing with NS sector states, there is no distinction between H˜T and ĤT . Therefore G in
(6.3)-(6.5) can be replaced by identity operators.
26The bracket {A1A2}′′ and [A1]′′ are defined to be zero in order to isolate the quadratic terms in (6.17).
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[A1 . . . Ak]
′′ ≡
∞∑
n=0
1
n!
[ΨnvacA1 . . . Ak] , for k ≥ 2 ,
{A1}′′ ≡ 0, [ ]′′ ≡ 0, {A1A2}′′ ≡ 0, [A1]′′ ≡ 0 ,
Q̂B|A〉 ≡ QB|A〉+
∞∑
n=0
1
n!
G[ΨnvacA] for |A〉 ∈ ĤT . (6.7)
[A1 . . . AN ]
′′ ∈ H˜T satisfies the relation
〈A0|c−0 |[A1 . . . AN ]′′〉 = {A0A1 . . . AN}′′ ∀A0 ∈ ĤT . (6.8)
Q̂B defined in (6.7) can be expressed as
Q̂B = QB + GK , K |A〉 ≡
∞∑
n=0
1
n!
[ΨnvacA] . (6.9)
Q̂B and K act naturally on states in ĤT . We also define
Q˜B = QB +K G . (6.10)
Q˜B acts naturally on states in H˜T .
Using the definition of K given in (6.9), the equations of motion (6.2) satisfied by |Ψvac〉,
and the identities (2.26), (5.6) one can prove the following useful identities:
QBK +KQB +KGK = 0 , (6.11)
Q̂BG = GQ˜B . (6.12)
Q̂2B = 0, Q˜
2
B = 0 , (6.13)
and
〈A|c−0 Q̂B|B〉 = 〈Q˜BA|c−0 |B〉 , 〈B|c−0 Q˜B|A〉 = 〈Q̂BB|c−0 |A〉 , (6.14)
where 〈Q˜BA| and 〈Q̂BB| are respectively the BPZ conjugates of Q˜B|A〉 and Q̂B|B〉. Finally
one can show using (5.6), (6.2) that
N∑
i=1
{A1 . . . Ai−1(Q̂BAi)Ai+1 . . . AN}′′
= −1
2
∑
`,k≥2
`+k=N
∑
{ia;a=1,...`},{jb;b=1,...k}
{ia}∪{jb}={1,...N}
{Ai1 . . . Ai`ϕs}′′{ϕrAj1 . . . Ajk}′′〈ϕcs|c−0 G|ϕcr〉 . (6.15)
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This generalizes similar results in tree level open and closed bosonic string field theories [30,126].
We are now ready to expand the action around the vacuum solution. Defining shifted fields
|Φ〉 = |Ψ〉 − |Ψvac〉, |Φ˜〉 = |Ψ˜〉 − |Ψ˜vac〉 = |Ψ˜〉 − |Ψvac〉 (6.16)
the 1PI action (5.7) and the gauge transformation laws (5.9) can be written as
S1PI = g
−2
s
[
−1
2
〈Φ˜|c−0 QBG|Φ˜〉+ 〈Φ˜|c−0 QB|Φ〉+
1
2
〈Φ|c−0 K|Φ〉+
∞∑
n=3
1
n!
{Φn}′′
]
+ Svac , (6.17)
|δΦ〉 = Q̂B|Λ〉+
∞∑
n=1
1
n!
G[ΦnΛ]′′ , |δΦ˜〉 = QB|Λ˜〉+K|Λ〉+
∞∑
n=1
1
n!
[ΦnΛ]′′ , (6.18)
where Svac is the value of the 1PI action (5.7) for the vacuum solution. The equations of motion
derived from (6.17) are
QB(|Φ〉 − G|Φ˜〉) = 0 , (6.19)
QB|Φ˜〉+K|Φ〉+
∞∑
n=3
1
(n− 1)! [Φ
n−1]′′ = 0 . (6.20)
Applying G on (6.20) and using (6.9), (6.19) we get
Q̂B|Φ〉+
∞∑
n=3
1
(n− 1)!G[Φ
n−1]′′ = 0 . (6.21)
Therefore the linearized equations of motion for |Φ〉 are
Q̂B|Φlinear〉 = 0 . (6.22)
There are families of solutions to (6.22) which exist for all momenta, – these are pure gauge
solutions of the form Q̂B|Λ〉 for some |Λ〉. There are additional solutions which appear for
definite values of k2 – these represent the physical states and the values of −k2 at which these
solutions appear give the physical mass2 of the states. Of course in the Euclidean formalism,
in which we have been working so far, these equations will have solutions for complex values of
k0, but in the Lorentzian space these solutions will have real momenta when the corresponding
particle is stable.
We shall now describe a systematic procedure for finding the solutions to (6.22) in a power
series expansion in gs [22, 23]. It is clear that for perturbative solutions, the value of −k2
should differ from the tree level values of the mass2 – that we have called mass2 level – by a
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term of order gs. Let us suppose that we want to find the solution to (6.22) for −k2 close to
some particular mass2 level. We denote by P0 the projection operator to states in ĤT carrying
this particular mass2 level. If |Φn〉 denotes a solution to (6.22) to order gns then we determine
|Φn〉 in the ‘Siegel gauge’27 using the recursion relation:
|Φ0〉 = |φn〉, |Φ`+1〉 = − b
+
0
L+0
(1− P0)GK|Φ`〉+ |φn〉 , for 0 ≤ ` ≤ n− 1 , (6.23)
where |φn〉 satisfies
P0|φn〉 = |φn〉 , (6.24)
QB|φn〉 = −P0GK|Φn−1〉+O(gn+1s ) . (6.25)
The projection operator (1− P0) in (6.23) ensures that L+0 eigenvalue of the state is always of
order unity or larger in magnitude, and the (L+0 )
−1 operator in (6.23) never gives any inverse
power of gs. As a result (6.23) leads to a well defined expansion of |Φn〉 in powers of gs,
expressing it as a linear function of |φn〉. After solving for |Φn〉 this way we solve (6.24),
(6.25) to determine |φn〉. Since for given momentum P0 projects onto a finite dimensional
subspace of HT , (6.25) gives a finite set of linear equations. It will have a set of solutions
which exist for all momenta. These are of the form P0Q̂B|Λ〉 for some ghost number 1 state
|Λ〉 carrying momentum k, and are associated with pure gauge states. There is also another
class of solutions which exist for specific values of −k2. These describe physical states, with
the value of −k2 at which the solution exists giving the physical mass2.
It may seem somewhat strange that we first determine |Φ`+1〉 for all ` between 0 and n− 1
iteratively in terms of |φn〉 and determine |φn〉 at the end in one step by solving a linear
equation in the subspace projected by P0. The reason for this is that for the physical states
the allowed value of k2 changes at each order. Since a small change in k is not described by a
small change in the vertex operator, it is better not to compute |φn〉 iteratively but rather to
compute it in one step at the very end.
An interesting question is whether |Φn〉 can be chosen to satisfy the Siegel gauge condition
b+0 |Φn〉 = 0. Eq. (6.23) ensures that (1 − P0)|Φn〉 satisfies the Siegel gauge condition; so the
question is whether by exploiting the gauge freedom of choosing the solution |φn〉 to (6.25),
P0|Φn〉 = |φn〉 can also be made to satisfy the Siegel gauge condition. This question was
answered in the affirmative in [22], but we shall skip the details of this analysis. In §9.2 we
27Siegel gauge here refers to the gauge in which all states other than those projected by P0 are annihilated
by b+0 . We shall shortly discuss the fate of P0|Φn〉.
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shall describe how to identify renormalized masses of physical states in the Siegel gauge fixed
version of the theory.
6.4 Global symmetries
The gauge symmetries which preserve the vacuum solution |Ψvac〉 correspond to global sym-
metries. Therefore they must have |δΦ〉 = O(Φ). Using the first equation in (6.18) this gives
Q̂B|Λglobal〉 ≡ QB|Λglobal〉+ GK |Λglobal〉 = 0 . (6.26)
This does not guarantee that |δΦ˜〉 given by the second equation in (6.18) vanishes at the
vacuum, and hence one may wonder whether (6.26) itself is sufficient to declare |Λglobal〉 to be
a global symmetry. To this end note that at Φ = 0 we have
|δΦ˜〉 = QB|Λ˜〉+K|Λglobal〉 . (6.27)
Therefore, using (6.11), we have
QB|δΦ˜〉 = QBK |Λglobal〉 = −(KQB +K GK)|Λglobal〉 = −K Q̂B |Λglobal〉 = 0 . (6.28)
This shows that the transformation generated by |Λglobal〉 adds a BRST invariant state to |Φ˜〉.
As can be seen from (6.20), for given Φ, addition of BRST invariant states to |Φ˜〉 generates
new solutions to the equations of motion, but this has no effect on the equations of motion
(6.21) of |Φ〉 describing the interacting part of the theory. Therefore as far as the interacting
part of the theory is concerned, |Λglobal〉 acts as a generator of global symmetry.28
Such global symmetries arising in the R-sector of heterotic string theory and RNS and NSR
sectors of type II string theories, carrying zero momentum, correspond to global supersymme-
tries. Solutions to (6.26) may be constructed more or less in the same way as the solutions to
(6.22). If |Λk〉 denotes the solution to (6.26) to order gks then we can take
|Λk〉 = − b
+
0
L+0
(1−P)GK |Λk−1〉+ |λk〉 , (6.29)
where P denotes the projection operator into L+0 = 0 states and |λk〉 is an L+0 = 0 state
satisfying
QB|λk〉 = −PGK|Λk−1〉+O(gk+1s ) . (6.30)
28In special cases, |Λglobal〉 may have the form G |s〉 with |s〉 ∈ H˜ satisfying Q˜B |s〉 = 0. In that case if we
choose |Λ˜〉 = |s〉 then the right hand side of (6.27) will be given by QB |s〉 + KG|s〉 = Q˜B |s〉 = 0, and hence
the corresponding transformation will act as a global symmetry both in the interacting sector and in the free
sector.
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The possible obstruction to solving (6.26) arises from (6.30). The latter equation can be solved
if and only if
Lk(φˆ) ≡ 〈φˆ|c−0 GK|Λk−1〉 = O(gk+1s ) , (6.31)
for any BRST invariant state |φˆ〉 ∈ H˜T of ghost number 3 and L+0 = 0. Therefore Lk(φˆ)
represents an obstruction to finding global (super-)symmetry transformation parameter be-
yond order gk−1s . A non-vanishing Lk(φˆ) signals spontaneous breakdown of the global (super-
)symmetry at order gks , and the state, that is paired with |φˆ〉 under the inner product (2.20),
represents the candidate goldstone/goldstino state [20].
6.5 Siegel gauge propagator
Off-shell Green’s functions of the fluctuating fields Φ, Φ˜ are given by tree graphs computed from
the 1PI action (6.17). The vertices of these graphs are given by {A1 . . . AN}′′. For computing
the propagator we shall use the Siegel gauge b+0 |Φ〉 = 0, b+0 |Φ˜〉 = 0. Our goal in this subsection
will be to compute the propagator in this gauge.
In the Siegel gauge QB = c
+
0 L
+
0 and after expanding |Φ〉, |Φ˜〉 as
|Φ〉 =
∑
r
φr|ϕr〉, |Φ˜〉 =
∑
r
φ˜r|ϕcr〉, (6.32)
the kinetic operator of the action (6.17) takes the form (see (3.22) for notations)
( 〈ϕcs| 〈ϕs| )
[
c−0 c
+
0 L
+
0
(−G 1
1 0
)
+ c−0
(
0 0
0 K
)]( |ϕcr〉
|ϕr〉
)
. (6.33)
Inverting this and multiplying by −1 we get the propagator
− ( 〈ϕs|c−0 〈ϕcs|c−0 )
(
∆ˇF ∆¯F
∆˜F ∆F
)(
c−0 |ϕr〉
c−0 |ϕcr〉
)
(6.34)
where
∆ˇF =
[
− b
+
0
L+0
K
b+0
L+0
+
b+0
L+0
K
b+0
L+0
GK b
+
0
L+0
+ · · ·
]
b−0 , (6.35)
∆¯F =
[
b+0
L+0
− b
+
0
L+0
K
b+0
L+0
G + b
+
0
L+0
K
b+0
L+0
GK b
+
0
L+0
G + · · ·
]
b−0 , (6.36)
∆˜F =
[
b+0
L+0
− b
+
0
L+0
GK b
+
0
L+0
+
b+0
L+0
GK b
+
0
L+0
GK b
+
0
L+0
+ · · ·
]
b−0 , (6.37)
∆F =
[
b+0
L+0
G − b
+
0
L+0
GK b
+
0
L+0
G + b
+
0
L+0
GK b
+
0
L+0
GK b
+
0
L+0
G + · · ·
]
b−0 . (6.38)
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The minus sign in (6.34) is a reflection of the fact that we use eS as the weight factor in the
path integral rather than e−S. ∆ˇF , ∆¯F , ∆˜F and ∆F act naturally on states in c−0 ĤT , c−0 H˜T ,
c−0 ĤT and c−0 H˜T to produce states in H˜T , H˜T , ĤT and ĤT respectively.
Since the interaction term in the action (6.17) depends only on Φ, only the Φ−Φ propagator
∆F will be relevant for our calculation. It can be expressed in the compact form
∆F = G(L+0 + b+0 KG)−1b+0 b−0 = G b+0 (L+0 +KG b+0 )−1b−0 acting on states in c−0 H˜T . (6.39)
∆F satisfies
b+0 ∆F = 0, ∆F b
+
0 = 0 , (6.40)
Q̂B∆F c
−
0 + ∆F c
−
0 Q˜B = G acting on states in H˜T . (6.41)
This can be derived using (6.9), (6.10), (6.11) and other well-known (anti-)commutators in-
volving QB.
Naively, use of (6.39) requires us to invert an infinite dimensional matrix. However since
in any given scattering process we can use the procedure described in §5.3 to integrate out the
fields whose masses are sufficiently high so that they are not produced in the scattering, we
never have to deal with infinite dimensional matrices. If we want to look for poles in ∆F to
compute renormalized masses, we can further simplify the analysis by taking one mass2 level
at a time and integrating out all fields other than those at the chosen mass2 level.
7 Ward identities in the shifted background
In this section we shall describe the Ward identities satisfied by various quantities in the shifted
background. Our discussion will follow [24].
7.1 Bose-Fermi degeneracy for global supersymmetry
Let us suppose that we have a global supersymmetry transformation parameter |Λglobal〉 that
preserves the vacuum solution |Ψvac〉 satisfying (6.2). Therefore |Λglobal〉 satisfies (6.26). Let
|Φlinear〉 be a solution to the linearized equations of motion (6.22) around the background. Then
it follows from (6.8), (6.9), (6.14), (6.15), (6.22) and (6.26) that
Q̂BG [ΛglobalΦlinear]′′ = 0 . (7.1)
Therefore G[ΛglobalΦlinear]′′ also satisfies the linearized equations of motion. Since |Λglobal〉 is
fermionic, this provides a map between the bosonic and fermionic solutions to the linearized
72
equations of motion. Since |Λglobal〉 carries zero momentum, these solutions occur at the same
values of momentum. Furthermore if the solution |Φlinear〉 exists for all values of momenta so
does the solution G[ΛglobalΦlinear]′′ and if the solution |Φlinear〉 exists for special values of k2, the
solution G[ΛglobalΦlinear]′′ also exists for the same special values of k2. Therefore this procedure
pairs pure gauge solutions in the bosonic and fermionic sector and also physical solutions in
the two sectors. Furthermore, since the physical solutions occur at the same values of k2, it
establishes the equality of the masses of bosons and fermions (even though each of them may
get renormalized by perturbative corrections of string theory).29
Note that the above analysis not only implies equality of the masses of the superpartners,
but also implies equality of the decay widths of the superpartners if they are unstable. In this
case the solution to Q̂B|Φlinear〉 = 0 occurs at complex values of the momentum. It follows
from the arguments given above that at the same complex value of the momentum we have a
solution to the linearized equation of motion carrying opposite Grassmann parity of |Φlinear〉.
Therefore they have the same imaginary part of the mass and hence the same decay width.
7.2 Ward identities for local (super-)symmetry
In this subsection we shall derive the Ward identities for S-matrix elements. Let Γ denote the
amputated Green’s function with external propagators removed. Γ differs from G introduced
in §5.1 in that we are removing the full propagators from the external legs, whereas in defining
G we only removed the tree level propagators. Also in computing Γ we take into account the
effect of vacuum shift. The S-matrix elements can be computed from the amputated Green’s
functions Γ by setting the external states on-shell and multiplying the result by appropriate
wave-function renormalization factors for each external leg. We shall first show that the Γ’s
satisfy the identities:
N∑
i=1
Γ(|A1〉, . . . , |Ai−1〉, Q̂B|Ai〉, |Ai+1〉, . . . , |AN〉) = 0 . (7.2)
The proof of (7.2) proceeds in a manner similar to the one used in §5.1. We could take
two different approaches – either expand the original master action (4.8) around the vacuum
solution |Ψvac〉 and use the Feynman rules derived from this action, or use the kinetic operator,
29The only exception to this is the situation where G[ΛglobalΦlinear]′′ vanishes. However typically in such
situations one can identify another component of the supersymmetry transformation parameter which does the
pairing.
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interaction terms and propagators computed from the 1PI action expanded around |Ψvac〉, and
sum over tree amplitudes computed from these Feynman rules. Both give same results. We
shall use the second approach. The analogue of (5.1) now takes the form:
N∑
i=1
Γ(A1, . . . , Ai−1, Q̂BAi, Ai+1 . . . , AN)
= −1
2
∑
`,k≥2
`+k=N
∑
{ia;a=1,...,`},{jb;b=1,...,k}
{ia}∪{jb}={1,...,N}
Γ(Ai1 , . . . , Ai` , ϕs)Γ(ϕr, Aj1 , . . . , Ajk)〈ϕcs|c−0 G|ϕcr〉
−1
2
∑
`,k≥2
`+k=N
∑
{ia;a=1,...,`},{jb;b=1,...,k}
{ia}∪{jb}={1,...,N}
[
− Γ(Ai1 , . . . , Ai` , Q̂Bϕs)Γ(ϕr, Aj1 , . . . , Ajk)
−(−1)γsΓ(Ai1 , . . . , Ai` , ϕs)Γ(Q̂Bϕr, Aj1 , . . . , Ajk)
]
〈ϕcs|c−0 ∆F c−0 |ϕcr〉 .
(7.3)
The analogue of the second term on the right hand side of (5.1) is absent due to the absence
of a similar term in (6.15) compared to (3.8), whereas the analogue of the last term on the
right hand side of (5.1) is absent since we need to compute only tree amplitudes using the 1PI
vertices. The restriction `, k ≥ 2 in the first term on the right hand side has its origin in the
corresponding restriction in (6.15). On the other hand, the restriction `, k ≥ 2 in the second
term has its origin in the absence of tadpoles. This is due to expanding the action around the
vacuum solution and the absence of self-energy insertions – on internal lines because we are
using the full propagator −∆F and on external lines because we are working with amputated
Green’s function. We can now use the analogue of (5.2), (5.3) with QB replaced by Q̂B and
b+0 (L
+
0 )
−1G replaced by ∆F c−0 . For example the analogue of (5.2) will be
Q̂B|ϕs〉〈ϕcs|c−0 ∆F c−0 |ϕcr〉 = Q̂B∆F c−0 |ϕcr〉 = |ϕs〉〈ϕcs|c−0 Q̂B∆F c−0 |ϕcr〉 . (7.4)
The analogue of (5.3) can be derived using slightly different trick. We first use (2.21) to write
〈ϕcs|c−0 ∆F c−0 |ϕcr〉〈ϕr|c−0 Q˜B = 〈ϕcs|c−0 ∆F c−0 Q˜B = 〈ϕcs|c−0 ∆F c−0 Q˜B|ϕcr〉〈ϕr|c−0 . (7.5)
Now taking BPZ conjugate of both sides, and using (−1)γr = (−1)γs and (6.14) we get
(−1)γsQ̂B|ϕr〉〈ϕcs|c−0 ∆F c−0 |ϕcr〉 = |ϕr〉〈ϕcs|c−0 ∆F c−0 Q˜B|ϕcr〉 , (7.6)
where we have used (6.14), keeping in mind that the basis state |ϕcr〉 is not necessarily Grass-
mann even and so in applying (6.14) we have to account for the extra sign that comes from
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N∑
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N
Figure 11: The contributions to be excluded from the definition of Γ˜. Here the blob marked 1PI
represents the 1PI vertex {· · ·}′′, the blob marked Full represent the full amputated Green’s
function, the horizontal line connecting the two blobs represent the full propagator −∆F and
the short lines represent external states.
exchanging the relative positions of Q˜B and ϕr. Using (7.4), (7.6) to transfer Q̂B inside the
matrix element in the terms in the last two lines of (7.3), and using (6.41) one can show that
the terms on the right hand side of (7.3) cancel. This leads to (7.2).
Let us now suppose that we have a set of physical external states |A1〉, . . . , |AN〉 satisfying
Q̂B|Ai〉 = 0 , for 1 ≤ i ≤ N . (7.7)
Let us also suppose that we have a local gauge transformation parameter |Λ〉 belonging either
to the fermionic sector or to the bosonic sector. Then Q̂B|Λ〉 represents a pure gauge state. It
now follows from (7.2) with N replaced by N + 1 and the states |A1〉, . . . , |AN+1〉 replaced by
|Λ〉, |A1〉, . . . , |AN〉 that
Γ(Q̂B|Λ〉, |A1〉, . . . , |AN〉) = 0 . (7.8)
Since S-matrix elements with external states Q̂B|Λ〉, |A1〉, . . . , |AN〉 are given by multiplying
Γ(Q̂B|Λ〉, |A1〉, . . . , |AN〉) by wave-function renormalization factors, vanishing of (7.8) will also
imply the vanishing of this S-matrix element. This shows that pure gauge states of the form
Q̂B|Λ〉 decouple from the S-matrix of physical states. Note that since we have taken |Ai〉’s to
satisfy (7.7) which takes into account the effect of string loop corrections in the definition of
Q̂B, the decoupling of pure gauge states occurs even in the presence of external states that
suffer mass renormalization.
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7.3 Ward identities for global (super-)symmetry
We shall now explore the consequences of global (super-)symmetry on the S-matrix. As de-
scribed in (6.26), the existence of such a symmetry is signaled by a gauge transformation
parameter |Λglobal〉 satisfying
Q̂B|Λglobal〉 = 0 . (7.9)
Typically |Λglobal〉 carries zero momentum. Now if we use (7.8) with |Λ〉 replaced by |Λglobal〉
then the resulting identity is trivial. To get something non-trivial we proceed somewhat dif-
ferently. We first define a new object Γ˜(|A1〉, . . . , |AN〉) where the first argument |A1〉 plays a
somewhat different role compared to the other arguments. For this we begin with the expres-
sion for the amputated Green’s function Γ as sum of tree level Feynman diagrams built from
1PI vertices and propagators, and delete from this all terms where by removing a single prop-
agator we can separate the external state |A1〉 and one more |Ai〉 from the rest of the |Ai〉’s.
This has been shown in Fig. 11. If we take the |Ai〉’s to be states carrying fixed momenta
ki then this means that we remove all terms where momentum conservation forces one of the
internal propagators to carry momentum k1 + ki for any i between 2 and N . We can now
derive an identity analogous to (7.2) for Γ˜ using similar method, but now due to the special
role played by A1, the identity (7.3) will be modified to
N∑
i=1
Γ˜(A1, . . . , Ai−1, Q̂BAi, Ai+1 . . . , AN)
= −
∑
`≥1,k≥2
`+k=N−1
∑
{ia;a=1,...,`},{jb;b=1,...,k}
{ia}∪{jb}={2,...,N}
Γ˜(A1, Ai1 , . . . , Ai` , ϕs)Γ(ϕr, Aj1 , . . . , Ajk)〈ϕcs|c−0 G|ϕcr〉
−
∑
`≥2,k≥2
`+k=N−1
∑
{ia;a=1,...,`},{jb;b=1,...,k}
{ia}∪{jb}={2,...,N}
[
− Γ˜(A1, Ai1 , . . . , Ai` , Q̂Bϕs)Γ(ϕr, Aj1 , . . . , Ajk)
−(−1)γsΓ˜(A1, Ai1 , . . . , Ai` , ϕs)Γ(Q̂Bϕr, Aj1 , . . . , Ajk)
]
〈ϕcs|c−0 ∆F c−0 |ϕcr〉 .
(7.10)
Note that the symmetry between the two sets {i1, . . . , i`} and {j1, . . . , jk} has been broken since
the first set is always accompanied by 1. Consequently the factors of 1/2 have disappeared.
Furthermore, in the second term on the right hand side the sum over ` has been restricted to
` ≥ 2 since Γ˜ excludes terms in which A1 and Ai for any i ≥ 2 can be separated from the rest
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by cutting a single propagator. As a result the cancellation is incomplete, and we get
N∑
i=1
Γ˜(|A1〉, . . . , |Ai−1〉, Q̂B|Ai〉, |Ai+1〉, . . . , |AN〉)
= −
N∑
i=2
Γ˜(A1, Ai, ϕs)Γ(ϕr, A2, . . . , Ai−1, Ai+1, . . . , AN)〈ϕcs|c−0 G|ϕcr〉
= −
N∑
i=2
Γ(|A2〉, . . . , |Ai−1〉,G[A1Ai]′′, |Ai+1〉, . . . , |AN〉) . (7.11)
In arriving at the last step we have used the fact that for three arguments Γ˜(A,B,C) =
Γ(A,B,C) = {ABC}′′.
Let us now suppose that we have a set of physical external states |A1〉, . . . , |AN〉 satisfying
(7.7) and a global (super-)symmetry transformation parameter |Λglobal〉 satisfying (7.9). Then
a direct application of (7.11) with N replaced by N + 1, and the states |A1〉, . . . , |AN+1〉 taken
as |Λglobal〉, |A1〉, . . . , |AN〉 gives
N∑
i=1
Γ(|A1〉, . . . , |Ai−1〉,G[ΛglobalAi]′′, |Ai+1〉, . . . , |AN〉) = 0 . (7.12)
Now, according to the analysis of §7.1, G[ΛglobalAi]′′ represents the on-shell state which is
the transform of |Ai〉 under the infinitesimal global (super-)symmetry generated by |Λglobal〉.
Therefore we recognize (7.12) as the Ward identity associated with the global (super-)symmetry
generated by |Λglobal〉.
We again repeat that all the analysis in this and other sections could be performed with
the effective action with appropriately chosen projection operator so that we have to deal with
minimal number of fields.
7.4 Changing the propagator
In this section we shall consider a modified propagator −∆αF where
∆αF = ∆F − α
∑
s
(
Q̂B|Cs〉〈Bs|+ (−1)Cs|Cs〉〈Q̂BBs|
)
, (7.13)
for any positive constant α and any set of states |Cs〉, |Bs〉 ∈ ĤT with the ghost numbers of Cs
and Bs adding up to 3 for each s. In this case, after taking into account the fact that the BPZ
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δα ×
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↘
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Cs Q̂BBs
A1 AN· · ·
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+ δα ×
∑
s
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↘
k
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Figure 12: Diagrams representing the change in the amplitude under an infinitesimal change
in the propagator −∆αF to −∆α+δαF .
inner product pairs states carrying total ghost number 6, we see that the additional terms act
as operators carrying ghost number −2 like ∆F . (−1)Cs denotes the Grassmann parity of Cs.
We could of course absorb α into the definition of Cs or Bs but we have kept it to facilitate
our analysis below. Using (6.14) – keeping in mind that since Cs and Bs are not in general
Grassmann even there are extra signs in moving the Q̂B or Q˜B past them – one can see that
the propagator modified this way continues to satisfy (6.41). However it may not satisfy the
Siegel gauge condition (6.40). Our goal will be to show that amplitudes computed with this
modified propagator have the following properties:
1. The identity (7.2) continues to hold.
2. The amplitudes computed from the propagator −∆F are identical to those computed
with the modified propagator −∆αF if the external states are all Q̂B invariant.
In the proof, we shall assume that the results are valid for certain value of α and then show
that it holds for α + δα to first order in δα. Since the results obviously hold for α = 0, this
then implies that they continue to hold for all α.
Now the amplitude computed with the propagator ∆α+δαF differs from the one computed
with the propagator ∆αF by the sum of Feynman diagrams shown schematically in Fig. 12. In
this the blobs marked ‘Full’ represent sum of all Feynman diagrams – with external propagators
removed – computed with the propagator (−∆αF ), and may contain both connected diagrams
and disconnected diagrams in which the lines Q̂BCs and Bs (or Cs and Q̂BBs) are connected
to different connected components. Since by assumption the amplitudes computed with the
propagator (−∆αF ) satisfy (7.2), we see first of all that as long as the external states |Ai〉 are
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all Q̂B invariant, the contribution from Fig. 12 vanishes by (7.2). This shows that to first order
in δα, the on-shell amplitudes computed with the propagator (−∆α+δαF ) are equal to those
computed with the propagator (−∆αF ), which in turn are equal to those computed with the
propagator (−∆F ) by our initial assumption. On the other hand if the external states are not
Q̂B invariant, but our goal is to check (7.2) for α+ δα, we see that the change in the left hand
side of (7.2) induced by Fig 12 is given by
δα
∑
s
N∑
i=1
[
Γα(Q̂BCs, Bs, {A`, ` 6= i}, Q̂BAi) + (−1)CsΓα(Cs, Q̂BBs, {A`, ` 6= i}, Q̂BAi)
]
,
(7.14)
where Γα denotes the amplitude computed with the propagator (−∆αF ). In (7.14) we have used
the evenness of all the Ai’s to push the Q̂BAi to the end of the argument of Γα. Since the
amplitudes computed with the propagator (−∆αF ) satisfy (7.2) by assumption, we can now use
(7.2) to rewrite (7.14) as
δα
∑
s
N∑
i=1
N∑
j=1
j 6=i
Γα(Cs, Bs, {A`, ` 6= i, j}, Q̂BAj, Q̂BAi) . (7.15)
In arriving at (7.15) we have taken into account the fact that Cs and Bs are not Grassmann
even and therefore there are extra signs (−1)Cs and (−1)Bs as we pass Q̂B through them. We
have also used the fact the (−1)Cs(−1)Bs = −1 since the ghost number of Cs and Bs add up
to three. We now note that the summand in (7.15) is odd under the exchange of i and j.
Therefore the result vanishes after summing over i and j, establishing that the identity (7.2)
continues to hold with the propagator (−∆α+δαF ) to first order in δα. This in turn establishes
the two assertions made at the beginning of this subsection.
This result has the following important application. While computing the renormalized
propagator we may sometime encounter situations in which the propagator is found to have
spurious double poles with coefficients proportional to pure gauge states. For example in a gen-
eral Lorentz covariant gauge the propagator of a gauge field has the form (ηµν−α kµkν/k2)/k2
for some constant α. In such cases we can define a modified propagator of the form given in
(7.13) in which we subtract the contribution from the double pole terms. From now on it will
be understood that we always work with a propagator that does not have these double poles.
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7.5 Supersymmetry and massless tadpoles
So far in our analysis we have assumed that we have a vacuum solution |Ψvac〉 to the equations
of motion of 1PI effective superstring field theory to all orders in gs, and then derived the Ward
identities for the field theory expanded around this background. But we could ask a slightly
different question: if we assume that the vacuum solution exists to certain order in gs (say to
order gks ) and that to this order there exists a global supersymmetry transformation parameter,
can we determine if the solution can be extended to the next order? Since the obstruction to
extending the solution to order gk+1s arises from possible failure of (6.5), the relevant question
is: can we use existence of supersymmetry to order gks , encoded in (6.31), to prove (6.5)? This
was addressed in the context of perturbative vacuum using the world-sheet approach in [20];
here we want to ask whether string field theory can extend this also to non-trivial vacua where
the string field expectation value is of order gs (or given by some other power of gs less than
2). It turns out that this is indeed possible. The details can be found in [24].
7.6 Application to SO(32) heterotic string theory on Calabi-Yau
manifolds
So far we have discussed superstring field theory in an abstract formalism. A concrete class
of examples where the full power of this formalism can be displayed is in SO(32) heterotic
string theory compactified on a Calabi-Yau manifold with spin connection identified to gauge
connection. The low energy effective field theory for this class of compactifications is described
by N = 1 supergravity coupled to matter fields. An important feature of these theories is
the existence of a U(1) gauge field for which a Fayet-Iliopoulos D-term is generated at one
loop [78,93,99,127–131]. As a result a scalar field φ charged under this gauge field acquires a
potential of the form
V =
1
2
(φ∗φ− c g2s)2 , (7.16)
where c is a constant that can be computed and shown to be positive [128, 129]. This has
several interesting consequences:
1. The original perturbative vacuum φ = 0 breaks supersymmetry at one loop.
2. At this vacuum the scalar field φ acquires a negative mass2 given by −cg2s/2.
3. At two loop order the perturbative vacuum φ = 0 acquires a non-zero cosmological
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constant c2g4s/2. This also leads to a dilaton tadpole, but it is not visible in (7.16) since
we have not displayed the coupling to the dilaton field.
4. There is a shifted vacuum at |φ| = gs
√
c where supersymmetry is restored.
5. The two loop cosmological constant and the dilaton tadpole vanishes at the shifted vac-
uum.
One can formulate superstring field theory in the background of SO(32) string theory on
Calabi-Yau manifolds and try to verify these predictions of effective field theory. One indeed
finds perfect agreement [24]. We refer the reader to the original reference for details, but
summarize here the main results:
1. The scalar field acquires a negative mass2 at one loop [78, 99, 128, 129, 129]. This com-
putation does not require use of string field theory, but requires carefully ensuring that
near the boundary of the moduli space, where two of the punctures on the torus come
together, the PCO locations are arranged correctly in accordance with the factorization
rules described around (3.2).
2. Eq. (6.26) for supersymmetry transformation fails to have a solution at order g2s due to
the failure of (6.31) for k = 2.
3. At the original vacuum, one generates a dilaton tadpole and cosmological constant at two
loop order, with values that are precisely in agreement with the predictions of effective
field theory. These show up as the failure of (6.5) for k = 3.
4. One can find a non-trivial vacuum solution of the string field theory equation (6.2),
whose expansion begins at order gs. For this solution (6.26) has a solution for global
supersymmetry transformation parameter at order g2s .
5. At this vacuum the mass2 of the scalar φ and its superpartner fermion are equal to order
g2s and are in agreement with the predictions of the effective field theory. The scalar
mass2 is of order g2s and the fermion mass is of order gs. The latter arises from genus zero
cubic interaction term after taking into account the order gs shift of the background.
6. At the shifted vacuum the two loop cosmological constant and the dilaton tadpole van-
ishes to order g4s .
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It is worth emphasizing that even though one can derive the above results using superstring
field theory, this is not the most efficient way of arriving at these results – effective field theory
based on the potential (7.16) is clearly more efficient. What string field theory achieves however
is that once superstring field theory around such a vacuum has been formulated, one can use
it to carry out computations beyond what is possible for effective field theory. For example
one can in principle compute the masses of the massive string states or the analogue of the
Virasoro-Shapiro amplitude in the shifted background, and use the general result of §9 to prove
unitarity of the theory in the shifted background. These are not possible within effective field
theory.
8 String field theory in the momentum space
So far we have described the amplitudes in string field theory in the Schwinger parameter
representation since this was useful in making contact with the standard description as integrals
over the moduli space of Riemann surfaces. In this section we shall describe them as integrals
over loop momenta that is more conventional in a quantum field theory. We shall do this
analysis in the Lorentzian formalism that requires using a weight factor of eiS in the path
integral. As mentioned in §4.3, this will require multiplying the vertices by i and propagators
by −i relative to the Feynman rules described in §3. Our discussion will mainly follow [26,132].
8.1 Loop energy integration contour
Consider an off-shell n-point interaction vertex {{A1 . . . An}} of string field theory with exter-
nal legs of mass m1, . . . ,mn and momenta k1, . . . , kn. Our focus will be on the momentum
dependence of the interaction vertex. Inside the correlation function in (2.30), which enters
the definition of the interaction vertex (3.6), the momentum dependence comes from the eiki·X
factors in the vertex operators Ai and possibly explicit powers of momenta coming from the
vertex operators. If {ya} denotes collectively the parameters labelling points on the relevant
Rg,m,n – which can be chosen to be the coordinates of the projection of Rg,m,n on the base
Mg,m,n – then the momentum dependence of the integrand in (3.6) has the form of the expo-
nential of a quadratic expression in momenta,30 with coefficients depending on y, multiplied
30The correlation function
〈∏
i e
iki·X(yi)〉 is given by exp[−ki ·kj G(yi, yj ] where G(yi, yj) denotes the Green’s
function 〈X(yi)X(yj)〉. Additional factors of derivatives ofX in the vertex operators will generate multiplicative
factors of momenta in the correlation function.
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by a polynomial in ki. Therefore the general form of the interaction vertex is given by∫
[dy] exp
[
−
∑
i,j
gij(y)ki · kj
]
P (y, {ki}) . (8.1)
Here gij(y) is some function of {ya} and P (y, {ki}) is a polynomial in the {kµi }, with {ya}
dependent coefficients. Now the effect of adding stubs to the vertex – as discussed in §3.7 –
has the effect of multiplying the integrand in (8.1) by a factor of exp[−∑i Λi(y)(k2i +m2i )] for
some positive constants Λi(y). By absorbing the exp[−
∑
i Λi(y)k
2
i ] term into the definition of
gij(y)
gij(y)→ gij(y) + Λi(y)δij , (8.2)
we can ensure that gij(y) is a positive definite matrix.
31 As we shall discuss shortly, this makes
the momentum integrals converge. On the other hand the exp[−∑i Λi(y)m2i ] factor makes the
sum over infinite number of intermediate states, whose number grows as exp(cm) for some
positive constant c, converge. We shall absorb this factor into the expression for P (y, {ki}).
We can now compute contributions from Feynman diagrams using these interaction vertices.
The propagator has the standard form (k2i + m
2
i )
−1, possibly multiplied by some polynomial
in ki. If we denote by {`s} the independent loop momenta, by {pα} the external momenta and
by {ki} the momenta carried by individual internal propagators, given by linear combinations
of {`s} and {pα}, then the contribution to the Feynman diagram takes the general form∫
[dY ]
∫ ∏
s
dD`s exp [−Grs(Y )`r · `s − 2Hsα(Y )`s · pα −Kαβ(Y )pα · pβ]
×
∏
i
(k2i +m
2
i )
−1Q(Y, `, p) , (8.3)
where Y denotes collectively all the integration parameters y from all the vertices, and Grs,
Hsα and Kαβ are matrices that arise by combining the exponential factors (8.1) from all the
interaction vertices after expressing the momenta ki carried by various propagators in terms of
loop momenta and external momenta. Q(Y, `, p) is a function of the moduli Y and a polynomial
in the `i’s and pα’s, arising from the products of the factors of P from each interaction vertex
31Since the effect of adding stubs also requires rearranging the section segments Rg,m,n, one might wonder
whether we can consistently make all the gij ’s positive definite by adding stubs. To this end note that when we
add stubs to a given interaction vertex, it forces us to modify the section segments of higher order interaction
vertices, containing more punctures or higher genus surfaces or both. Therefore to any given order in perturba-
tion theory, we can systematically add stubs to all the relevant interaction vertices and make the corresponding
gij ’s positive definite.
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and the numerator factors in various propagators. Positive definiteness of gij(y) in (8.1) ensures
that the matrix
(
G H
HT K
)
is positive definite and hence G and K themselves are positive
definite.
Positive definiteness of Grs(Y ) guarantees that the integration over the spatial components
of the loop momenta are free from UV divergence. However if we regard the integration over
the loop energies to be running along the real axis then the `0i dependent quadratic term in the
exponent is given by exp[Grs(Y )`
0
s`
0
r], and since Grs is positive definite, the integral diverges.
The remedy suggested in [26] is to define the amplitude as analytic continuation of Euclidean
Green’s function. A systematic procedure for doing this was described in [26] and goes as
follows.
1. First we multiply all the external energies by a common complex number u lying in the
first quadrant of the complex plane.
2. For u lying on the imaginary axis, we take all loop energy integration contours to be
along the imaginary axis – starting at −i∞ and ending at i∞. In this case the energies
carried by all the internal propagators are imaginary and therefore the (k2i +m
2
i )
−1 factors
in (8.3) do not have any poles on the integration contours. Furthermore the integrand
is exponentially suppressed as the loop energies approach ±i∞ due to the exponential
suppression factor from the vertices. Therefore the integral is well defined.
3. We now deform u towards 1 along the first quadrant. During this deformation some of
the poles of the propagators may approach the loop energy integration contours. If we
let the poles cross the integration contour then the integral jumps discontinuously and
the result can no longer be regarded as the analytic continuation of the result from the
imaginary u-axis. Therefore we must deform the integration contours away from the poles
so that the poles never touch the integration contour. However during this deformation
we must keep the ends of each loop energy integration contours at ±i∞ so that the
integral converges. The spatial components of loop momenta are always integrated along
the real axis.
4. The final result is taken to be the u→ 1 limit of the above result from the first quadrant.
In this limit the integration contour over each loop energy begins at −i∞ and ends at
i∞ but has complicated shape in the interior.
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5. Since the poles do not cross the loop energy integration contours during the deformation
of u, given any contour we can determine on which side of it a given pole lies in the u→ 1
limit by knowing the corresponding data for imaginary u. This leads to the following
simple prescription [26] – replace k2 + m2 factors in the denominator by k2 + m2 − i
and pretend that near this pole the loop energy contours lie along the real axis from −∞
to ∞. Then the side of the contour to which the pole of (k2 + m2 − i)−1 lies correctly
determines the required information.
Appendix G illustrates this procedure for choosing the loop energy integration contour for a
simple Feynman diagram. This procedure was used in [132] to compute the real and imaginary
parts of the renormalized mass2 of a massive particle in superstring theory at one loop order.
One worry one may have is whether this procedure is well defined. As we are deforming
u from the imaginary axis to 1, it may happen that two poles of the integrand approach each
other from opposite sides of a loop energy contour, and prevent further deformation without
crossing one of the poles. It was shown in [26] that this does not happen; for any path in
the complex u-plane from the imaginary axis to 1, it is always possible to deform the loop
energy integration contours while keeping it away from the poles. This means that the result
of integration is an analytic function in the first quadrant of the u-plane.
There is an alternate prescription [2, 3] in which we replace each of the propagator factors
(k2i +m
2
i )
−1 in (8.3) by its Schwinger parameter representation, but with the Schwinger param-
eter integration running along the imaginary axis. More precisely, we make the replacement
(k2i +m
2
i )
−1 ⇒
∫ i∞
0
dtie
−ti(k2i+m2i−i) (8.4)
for some small positive constant . We then carry out the loop momentum integrals in (8.3)
using the rules of gaussian integration pretending that they converge and express the result as∏
i
∫ i∞
0
dti e
iti
∫
[dY ]F (Y, {ti}, {pα}) (8.5)
for some function F . This integral can be shown to give finite result in the  → 0+ limit.
It was shown in [133] that this prescription gives the same result as the one described above
involving non-trivial choice of loop energy integration contours.
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8.2 Wilsonian effective action
Before moving on, we shall comment on an interesting consequence of the prescription involving
non-trivial choice of loop energy integration contours. From (8.2) it would seem that by
increasing the stub length we can increase Λi(y) arbitrarily, and this will bring down the
effective UV cut-off of the theory. At first sight this may seem surprising since one expects
that in string theory the UV cut-off should be given by the string scale. Now since for real
external energies the loop energy integration contours cannot be taken fully along the imaginary
axis, and since the exponential factor in (8.1) grows for real k0i , we cannot really bring down
the UV cut-off to arbitrarily low values – the minimum is set by the spread of the loop energy
integration contour along the real axis. In any scattering process it follows from simple scaling
argument that generically the spread of the loop energy integration contours along the real
axis will be of the order of the center of mass energy of the incoming particles and therefore
the cut-off cannot be reduced below this value. For scattering of massive particles this is of the
order of the string scale. However for mass2 level zero particles the total center of mass energy
can be much lower than the string scale and for this case the UV cut-off can indeed be made
much lower than the string scale by taking Λi(y) to be sufficiently large. A physical explanation
of this was given in [29] based on the identification of the effective master action of the mass2
level zero fields, obtained by integrating out the massive fields, as a Wilsonian effective action.
The main idea is that as we increase the stub length, we are transferring some contributions
that were earlier in the Feynman diagrams with propagators into the elementary vertex. As
already remarked in §3.7, in the limit of very large stub length, most of the contribution to
an amplitude comes from just the elementary vertex, and only contributions very close to
the boundary of the moduli space are captured by the Feynman diagrams with propagators.
Therefore the effective master action of mass2 level zero field described in §5.3 represents a
Wilsonian effective action [134–136] in which all the massive fields as well as modes of the
mass2 level zero fields above a certain energy scale have been integrated out [137, 138]. From
this point of view it is not surprising that the UV cut-off is also controlled by the stub length
and not by the string scale.
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9 Unitarity of superstring theory
Let S = 1 − iT denote the S-matrix of string theory. The unitarity constraint S†S = 1 gives
us
i(T − T †) = T †T = T †|n〉〈n|T , (9.1)
where the sum over n represents sum over complete set of asymptotic states in the theory. We
shall now discuss how superstring field theory establishes this relation following the analysis
of [26–28]. Alternative approach based on light-cone string field theory has been pursued in [2],
but this suffers from the contact term ambiguities [90–95]. Ref. [94] attempted to resolve this
by showing the equivalence of the covariant and light-cone string theories, but these arguments
have not been revisited in the light of recent understanding of the supermoduli space [79,83].
Throughout this section we shall work in Lorentzian space-time and with on-shell external
states carrying real energy and momentum. As mentioned in §4.3, this requires multiplying
the propagators by −i and the vertices by i. The Feynman diagrams computed with these
rules give matrix elements of −i T .
9.1 Cutkosky rules
Based on the prescription for integration over loop energies given in §8.1, [26] proved Cutkosky
rules for the amplitudes of superstring field theory, namely, the contribution to i(T − T †) is
given by the sum over cut diagrams [139–141]. We shall begin by explaining these rules. Let
us represent a Feynman diagram with the incoming states to the left and the outgoing states
to the right. Any of its cut diagrams is represented by a line – known as the cut – passing
through the original diagram that separates the incoming states from the outgoing states, and
crosses one or more propagators. The rules for computing the contribution from such a cut
diagram are as follows:
1. The −i(k2 +m2)−1 factor of a cut internal propagator is replaced by 2pi δ(k2 +m2) Θ(k0),
where k denotes the momentum flowing from the left to the right of the cut and Θ is the
step function. Cuts of external lines have no effect on the diagram.
2. Part of the diagram to the left of the cut is evaluated using the usual Feynman rules.
This gives the matrix element of −i〈n|T |b〉 with 〈n| representing the states associated
with the cut propagator and |b〉 representing the incoming states.
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1PI 1PI
P1
P2
P3
Figure 13: A problematic cut diagram, with the vertical thick line representing the cut.
3. Part of the diagram to the right of the cut is evaluated using the usual Feynman rules with
the following difference. First of all the parameter u introduced in §8.1 is to be complex
conjugated, i.e. we take the u→ 1 limit from the fourth quadrant. Furthermore, all the
loop energy integration contours are also complex conjugated.32 It was shown in [26]
that this is equivalent to evaluating the matrix element i〈a|T †|n〉 with 〈a| representing
the outgoing states and |n〉 representing the states associated with the cut propagator.
The reality of the action, discussed in §4.4, is essential for the proof. We shall not give
the details of the proof; the interested reader may consult the original paper [26]. A simple
illustration of how it works can be found in appendix G.
Naively, this establishes the unitarity relation (9.1) in component form:
i〈a|(T − T †)|b〉 = 〈a|T †|n〉〈n|T |b〉 . (9.2)
However there are some subtle points that need to be addressed. First of all, a blind application
of these rules can lead to ambiguous results as can be seen from the example shown in Fig. 13.
In this diagram the propagators P1, P2 and P3 carry the same momentum k. Since P2 is cut,
we have a factor of 2pi δ(k2 +m2)Θ(k0), but P1 and P3, being ordinary propagators, give factors
of ∓i (k2 +m2 ∓ i)−1. Therefore the product of their contributions is ill defined in the → 0
limit, making the contribution of the cut diagram ill defined. The remedy [142,143] is to sum
over all cut diagrams that differ from each other in where the cut intersects the top segment.
This includes the cases where the cut passes through the propagators P1, P2 or P3, or one
of the 1PI blobs. Using the Cutkosky rules, we can express the result as the sum of the full
32For multi-component complex fields, one also needs to complex conjugate the indices carried by the fields
and for fermions, one also needs to account for some additional signs. See [26] for details.
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propagator and its hermitian conjugate, which we shall call the cut full propagator.33 This is
the general procedure we shall follow for all cut diagrams, i.e. instead of allowing self energy
insertions on a cut propagator, we shall regard all cut propagators as cut full propagators. If
the full propagator (after resummation of arbitrary number of insertions of 1PI blobs) is given
by −i(k2 +m2−Σ(k)− i)−1 where iΣ(k) represents the contribution from the 1PI blobs, then
in the cut full propagator this factor is replaced by
−i {k2 +m2 − i− Σ(k)}−1 + i {k2 +m2 + i− Σ(k)∗}−1 . (9.3)
If Σ(k) is real then the above expression is non-zero only when (k2 +m2−Σ(k)) vanishes. Let
us suppose that this happens at k2 = −M2 and that near k2 = −M2, we have
(k2 +m2 − Σ(k))−1 = Z (k2 +M2)−1 + non-singular . (9.4)
In this case we have
−i (k2 +m2 − i− Σ(k))−1 + i (k2 +m2 + i− Σ(k)∗)−1 = 2pi Z δ(k2 +M2) . (9.5)
This is analogous to the rules for a cut propagator, except that this now applies to the full
propagator near its pole on the real k2 axis. On the other hand if Σ(k) is complex, then the i
terms in (9.3) are irrelevant, and we may rewrite (9.3) by
−i{k2 +m2 − Σ(k)}−1 (−i) {Σ(k)− Σ(k)∗} i {k2 +m2 − Σ(k)∗}−1 . (9.6)
Pictorially this may be represented by Fig. 14.
Therefore the procedure for summing over cut diagrams can be stated as follows.
1. In the internal uncut lines of a Feynman diagram we use the full propagator −i {k2 +
m2 − i− Σ(k)}−1, with Σ(k) computed to the desired order in perturbation theory.
2. If the full propagator has a pole at k2 = −M2 on the real k2 axis with residue −i Z,
then the cut full propagator has a contribution 2pi Z δ(k2 +M2). Therefore the internal
states |n〉 over which we sum have renormalized mass. This is clearly a desired result
since asymptotic states carry renormalized mass.
33During the analysis of [26] one actually first arrives at the result expressed in terms of hermitian part of the
full propagator and then carries out further manipulation to express the result as the sum of all individual cut
diagrams. So all we need to do is to halt the analysis of [26] after one gets the result in terms of the hermitian
part of the full propagator.
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Full 1PI Full
Figure 14: A pictorial representation of (9.6).
(a) (b)
Figure 15: Fig. (a) shows the example of a disallowed cut diagram and Fig. (b) shows the
example of an allowed cut diagram. In both examples the thick vertical line denotes the cut.
3. If the full propagator has a pole in the complex k2 plane off the real axis, then we do
not need to include any additional contribution in the expression for the cut propagator.
This corresponds to the case of complex Σ(k) and is included in diagrams of the form
shown in Fig. 14. This is in accordance with the fact that complex poles in the k2 plane
represent unstable particles, and they are not genuine asymptotic states.
4. Since it is understood that each (cut) propagator is the (cut) full propagator, we do not
include separately diagrams with self-energy insertions on a cut propagator like the one
shown in Fig. 15(a). However a cut could pass through the 1PI blob of a self-energy
insertion diagram, e.g. a cut diagram of the form shown in Fig. 15(b) is allowed, and
represents part of the contribution to Fig. 14. It is again understood that the internal
uncut propagators are full propagators.
These results are well suited for being adapted to superstring field theory, since the propaga-
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tor i∆F with ∆F given in (6.39) is the full propagator after inclusion of self-energy corrections.
Let us suppose that ∆F given in (6.39) has a pole at k
2 + M2 = 0 with real M2. Then near
k2 = −M2 we have
i∆F = −i (k2 +M2 − i)−1Ξ0 + non-singular . (9.7)
Even though ∆F is an infinite dimensional matrix,
34 Ξ0 is a matrix of finite rank since for
given momentum we expect only a finite number of states for which the propagator develops
a pole at k2 = −M2. Then the cut propagator is given by
2pi δ(k2 +M2) Θ(k0) Ξ0 . (9.8)
We now turn to the second subtlety in going from Cutkosky rules to the proof of unitarity
of the S-matrix. If all poles of ∆F had represented physical states then the result quoted
above would imply (9.1), with the integration over the momenta of the cut propagator rep-
resenting sum over intermediate states |n〉, and Ξ0 representing the effect of wave-function
renormalization. However not every pole of the Siegel gauge propagator represent physical
states. Therefore we need to show that the contribution from the additional states cancel
among themselves. This is the task to which we now turn.
9.2 Properties of the propagator
It should be clear from (9.8) that for analyzing the contribution from cut diagrams we need to
focus on the properties of Ξ0 associated with the poles that occur at real momenta. Multiplying
both sides of (6.41) by k2 +M2, using (9.7) and taking the limit k2 → −M2, we get
Q̂BΞ0c
−
0 + Ξ0c
−
0 Q˜B = 0 . (9.9)
Now, from the property of ∆F mentioned below (6.38) and the definition (9.7) of Ξ0 it follows
that Ξ0 acts on states in c
−
0 H˜T to produce states in ĤT . This, together with the fact that BPZ
inner product pairs states in ĤT with states in c−0 H˜T , allows us to express Ξ0 as
Ξ0 =
R∑
m=1
|Φm〉〈Ψm|, |Φm〉 ∈ ĤT , |Ψm〉 ∈ ĤT , (9.10)
34Since in any scattering process with given set of incoming particles, there is an upper bound on the maxi-
mum mass2 level particle that may be produced, one can always work with the effective action of §5.3 obtained
by integrating out fields above that mass2 level. This way one never has to deal with infinite dimensional
matrices.
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where R is the rank of Ξ0 and {|Φm〉} and {〈Ψm|} are a set of linearly independent states.
While the forms of individual |Φm〉’s (and 〈Ψm|’s) are ambiguous since we can take linear
combinations of these states and declare them as our new |Φm〉’s (and 〈Ψm|’s), the linear span
of the subspace of ĤT spanned by the |Φm〉’s (and independently the 〈Ψm|’s) is unambiguous.
We now divide the states |Φm〉 into the following categories35
1. Unphysical states: These are linearly independent states |Ur〉 satisfying
Q̂B
∑
r
ar|Ur〉 6= 0 for any choice of {ar} other than ar = 0 for every r. (9.11)
2. Physical states: These are states satisfying
Q̂B|Pa〉 = 0, (9.12)∑
a
ca|Pa〉 6= Q̂B|Λ〉, for any choice of |Λ〉 or {ca} other than ca = 0 for every a.
These represent states that satisfy the linearized equations of motion (6.22), but are not
pure gauge in the sense described below (6.22).
3. Pure gauge states: These are linearly independent states of the form Q̂B|Λα〉, with α
running over a certain range of values.
The candidates for 〈Ψm| can be similarly classified, although we shall not directly make use of
this below. Each of the states |Φm〉 and 〈Ψm| are also annihilated by b+0 due to the Siegel gauge
condition (6.40), but in the light of the discussion in §7.4, we shall proceed without making this
assumption so that our results are valid also for the modified propagator i∆αF defined there.
Let us suppose that at some given momentum at which ∆F has a pole, there are a certain
number of linearly independent physical states {|Pa〉}, unphysical states {|Ur〉} and pure gauge
states {Q̂B|Λα〉}. Then Ξ0 can be expressed as
Ξ0 =
∑
a
|Pa〉〈Ba|+
∑
r
|Ur〉〈Cr|+
∑
α
Q̂B|Λα〉〈Σα| , (9.13)
for some linearly independent states |Ba〉, |Cr〉, |Σα〉 ∈ ĤT . Our goal will be to determine the
general form of these states. Substituting (9.13) into (9.9) and using (9.12) we get∑
r
Q̂B|Ur〉〈Cr|c−0 +
∑
a
|Pa〉〈Ba|c−0 Q˜B+
∑
r
|Ur〉〈Cr|c−0 Q˜B+
∑
α
Q̂B|Λα〉〈Σα|c−0 Q˜B = 0 . (9.14)
35This classification agrees with the prescription given in [144,145].
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Applying Q̂B from the left and using (9.11) we see that the coefficient of |Ur〉 in the third
term in (9.14) must vanish by itself. Using (9.12) we now see that the coefficient of |Pa〉 in the
second term must also vanish. This gives, using (6.14),
〈Ba|c−0 Q˜B = 0 ⇒ 〈Q̂BBa| = 0,
〈Cr|c−0 Q˜B = 0 ⇒ 〈Q̂BCr| = 0 . (9.15)
Therefore we are left with the first and the last term in (9.14). Now let us suppose that the
linear span of the states {Q̂B|Λα〉} contains linearly independent states {Q̂B|λk〉} that are
outside the linear span of the states {Q̂B|Ur〉}. Then we can write
Q̂B|Λα〉 =
∑
r
AαrQ̂B|Ur〉+
∑
k
SαkQ̂B|λk〉 , (9.16)
for some coefficients Aαr and Sαk. Substituting this into (9.14) and using (9.15) and the fact
that {Q̂B|λk〉} and {Q̂B|Ur〉} are linearly independent states, we get
〈τk|c−0 Q˜B = 0, 〈τk| ≡
∑
α
Sαk〈Σα| , ⇒ 〈Q̂Bτk| = 0 , (9.17)
and
〈Cr|c−0 = −〈Dr|c−0 Q˜B, 〈Dr| ≡
∑
α
Aαr〈Σα|, ⇒ 〈Cr| = −(−1)Dr〈Q̂BDr| , (9.18)
where (−1)Dr takes value 1 if Dr is Grassmann even and −1 if Dr is Grassmann odd. Using
(9.16), (9.17) and (9.18) we can express (9.13) as
Ξ0 =
∑
a
|Pa〉〈Ba| −
∑
r
(−1)Dr |Ur〉〈Q̂BDr|+
∑
r
Q̂B|Ur〉〈Dr|+
∑
k
Q̂B|λk〉〈τk| . (9.19)
Since ∆F given in (6.39) carries total ghost number −2 and since the BPZ inner product pairs
states carrying total ghost number 6, we have
nPa + nBa = 4, nUr + nDr = 3, nλk + nτk = 3 , (9.20)
where for any state |A〉, nA denotes its ghost number. In the following we shall for simplicity
of notation absorb the last term
∑
k Q̂B|λk〉〈τk| into the sum
∑
a |Pa〉〈Ba| since, like Pa and
Ba, Q̂Bλk and τk are annihilated by Q̂B. Later we shall argue that the contribution from the∑
k Q̂B|λk〉〈τk| term to the cut diagram actually vanishes.
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Figure 16: A cut diagram in superstring field theory.
9.3 Unitarity
In the analysis of this section the main players will be the amputated Green’s function
Γ(|A1〉, . . . |AN〉) introduced in §7.2 and the residue Ξ0 of ∆F introduced in (9.7). Γ satisfies
the identity (7.2), and gives the matrix elements of −iT up to wave-function renormalization
constants when the external states are physical states, annihilated by Q̂B.
Now, in a cut diagram like the one shown in Fig. 16, each cut propagator is replaced by
the factor 2 pi δ(k2 +M2) Θ(k0)Ξ0, where Ξ0 is given by the right hand side of equation (9.19).
Let us suppose that we have a cut diagram with N cut propagators. Using the superscript (i)
to label the states associated with the i-th cut propagator and the operators acting on these
states, we have a net factor of
N∏
i=1
(Ξ0)
(i) =
N∏
i=1
[∑
a
|P (i)a 〉〈B(i)a | −
∑
r
(−1)D(i)r |U (i)r 〉〈Q̂(i)B D(i)r | +
∑
r
Q̂
(i)
B |U (i)r 〉〈D(i)r |
]
, (9.21)
associated with all the cut propagators.36 It will be understood that the sum over a includes
the
∑
k Q̂
(i)
B |λ(i)k 〉〈τ (i)k | term as well. Since the incoming states are drawn to the left and the
outgoing state are drawn to the right, the natural convention is that the ket states of (9.21)
are inserted into the amplitude ΓR on the right side of the cut and the bra states are inserted
into the amplitude ΓL on the left side of the cut. Besides these ΓL and ΓR have insertions of
external incoming and outgoing states respectively, which are all annihilated by Q̂B.
We now expand (9.21) as a sum of 3N terms. There is one term given by
N∏
i=1
{∑
a
|P (i)a 〉〈B(i)a |
}
. (9.22)
We shall now show that the contribution to the cut diagram from all other terms in the right
hand side of equation (9.21) cancel among themselves. A quick way to prove this would be
36The range of a and r in (9.21) are in general different for different i.
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to note that by modifying the propagator in the way described in §7.4 we could remove the
second and the third term inside the square bracket on the right hand side of (9.21). However
we shall provide a direct combinatorics proof below. On the other hand (9.22) gives the term
required for proving unitarity of the S-matrix.
Before considering the general case, let us illustrate how this works using some simple
examples. First consider the term in (9.21) where (N − 1) of the terms are of the form∑
a |P (i)a 〉〈B(i)a |:
N∑
j=1
N∏
i=1
i6=j
{∑
a
|P (i)a 〉〈B(i)a |
}[
−
∑
r
(−1)D(j)r |U (j)r 〉〈Q̂(j)B D(j)r | +
∑
r
Q̂
(j)
B |U (j)r 〉〈D(j)r |
]
. (9.23)
If we pick the first term inside the square bracket then ΓL will have an external state Q̂
(j)
B D
(j)
r .
All other external states of ΓL are annihilated by Q̂B. The Ward identity (7.2) now tells us
that this amplitude vanishes. Similarly for the second term inside the square bracket in (9.23),
the ΓR will have one insertion of Q̂
(j)
B U
(j)
r and other insertions of Q̂B invariant states. This
again vanishes by (7.2). Therefore the term given in (9.23) does not contribute to (9.21).
The next complicated case is when (N − 2) terms are of the form ∑a |P (i)a 〉〈B(i)a |:
N∑
j,k=1
j<k
N∏
i=1
i 6=j,k
{∑
a
|P (i)a 〉〈B(i)a |
}[
−
∑
r
(−1)D(j)r |U (j)r 〉〈Q̂(j)B D(j)r | +
∑
r
Q̂
(j)
B |U (j)r 〉〈D(j)r |
]
[
−
∑
s
(−1)D(k)s |U (k)s 〉〈Q̂(k)B D(k)s | +
∑
s
Q̂
(k)
B |U (k)s 〉〈D(k)s |
]
. (9.24)
If we pick the first term from inside each square bracket then ΓL will have two insertions of
Q̂B exact states and other insertions of Q̂B invariant states. This vanishes by (7.2). If we pick
the second term from inside each square bracket then ΓR will vanish due to similar reasons.
Therefore the only combination of terms in the product of the two square brackets that could
give non-zero contribution is:
−
∑
r
(−1)D(j)r |U (j)r 〉〈Q̂(j)B D(j)r |
∑
s
Q̂
(k)
B |U (k)s 〉〈D(k)s |
−
∑
r
Q̂
(j)
B |U (j)r 〉〈D(j)r |
∑
s
(−1)D(k)s |U (k)s 〉〈Q̂(k)B D(k)s | . (9.25)
Let us examine the contribution from the first term. For this term ΓL has insertions of Q̂
(j)
B D
(j)
r ,
D
(k)
s and other Q̂B invariant states. Using (7.2) we can move the Q̂B operator from D
(j)
r to D
(k)
s
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at the cost of picking up a sign of (−1)D(j)r +U(k)s . Similarly for the second term, on ΓR we have
insertions of Q̂
(j)
B U
(j)
r , U
(k)
s and other Q̂B invariant states, and using (7.2) we can move Q̂B from
U
(j)
r to U
(k)
s at the cost of picking up a sign of (−1)U(j)r +D(j)r +1. This makes the contribution
from the first term in (9.25) identical to the second term up to a sign. The relative sign can
easily be seen to be −1 once we use the fact that Ur and Dr have opposite Grassmann parities
as a consequence of (9.20). Therefore the two contributions cancel, showing that (9.24) does
not contribute to (9.21).
Let us now turn to the general case. In the following we use the convention that for
any set S1 and its subset S2, S1 − S2 denotes the complement of S2 in S1. We now group
together all terms in the expansion of (9.21) with the same factors of
∑
a |P (i)a 〉〈B(i)a |, and in
any given group denote by S the set of labels i carried by the rest of the factors. Let α be
a particular label of S – for definiteness we can take this to be the lowest element of S. For
any A ⊆ S − {α} we introduce two amplitudes FS(α;A) and GS(α;A) as follows. Both in
FS(α;A) and GS(α;A) the labels i in A are carried by −
∑
r(−1)D
(i)
r |U (i)r 〉〈Q̂(i)B D(i)r | and the
labels i in S − {α} − A are carried by ∑r Q̂(i)B |U (i)r 〉〈D(i)r |. In FS(α;A) the label α is carried
by the factor −∑r(−1)D(α)r |U (α)r 〉〈Q̂(α)B D(α)r |, whereas in GS(α;A) the label α is carried by∑
r Q̂
(α)
B |U (α)r 〉〈D(α)r |. Then the sum of all terms with a fixed set of labels i ∈ {1, . . . N} − S
carrying
∑
a |P (i)a 〉〈B(i)a | factors, is given by∑
A⊆S−{α}
[FS(α;A) +GS(α;A)] . (9.26)
The sum is clearly independent of the choice of α.
Now in FS(α;A) the external states of the amplitude ΓL on the left of the cut are 〈B(i)a |
for i 6∈ S, −(−1)D(α)r 〈Q̂(α)B D(α)r |, −(−1)D
(i)
r 〈Q̂(i)B D(i)r | with i ∈ A, 〈D(i)r | for i ∈ S − {α} − A
and the incoming physical states. Using (7.2) we can express this amplitude as a sum of terms
in which Q̂
(α)
B D
(α)
r is replaced by D
(α)
r , but Q̂B acts in turn on the other states. Since the
incoming states as well as B
(i)
a and Q̂
(i)
B D
(i)
r are all annihilated by Q̂B, the only non-vanishing
contribution comes from the terms where Q̂B acts on one of the states 〈D(j)r | for j ∈ S−{α}−A.
This gives,
FS(α;A) =
∑
j∈S−{α}−A
s(α; j;A)HS(α; j;A) (9.27)
where s(α; j;A) takes value ±1 and HS(α; j;A) denotes the contribution from a cut diagram
where the label j is carried by −∑r(−1)D(j)r Q̂(j)B |U (j)r 〉〈Q̂(j)B D(j)r |, the label α is carried by∑
r |U (α)r 〉〈D(α)r |, the labels i in A are carried by −
∑
r(−1)D
(i)
r |U (i)r 〉〈Q̂(i)B D(i)r | and the labels i
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in S − {α} − A− {j} are carried by ∑r Q̂(i)B |U (i)r 〉〈D(i)r |. The sign s(α; j;A) can be computed
by keeping track of the movement of Q̂
(α)
B inside the expansion of (9.21) and the extra minus
sign that comes from having to move part of the contribution from the left hand side to the
right hand side of (7.2) in applying the Ward identity. This gives∑
A⊆S−{α}
FS(α;A) =
∑
A⊆S−{α}
∑
j∈S−A−{α}
s(α; j;A)HS(α; j;A)
=
∑
j∈S−{α}
∑
A⊆S−{α,j}
s(α; j;A)HS(α; j;A) . (9.28)
Carrying out a similar manipulation of the amplitude ΓR on the right of the cut, moving Q̂B
from U
(α)
r to one of the states U
(j)
r for j ∈ A, we get
GS(α;A) =
∑
j∈A
s′(α; j;A− {j})HS(α; j;A− {j}) , (9.29)
where s′(α; j;A− {j}) takes value ±1. Therefore∑
A⊆S−{α}
GS(α;A) =
∑
A⊆S−{α}
∑
j∈A
s′(α; j;A− {j})HS(α; j;A− {j})
=
∑
j∈S−{α}
∑
A⊆S−{α,j}
s′(α; j;A)HS(α; j;A) , (9.30)
where in the last step we have relabelled A − {j} as A. The right hand sides of (9.28) and
(9.30) are the same up to signs. It was shown in [28] that we always have
s′(α; j;A) = −s(α; j;A) . (9.31)
This in turn shows that the right hand sides of (9.28) and (9.30) cancel, making (9.26) vanish.
Therefore the only term that contributes to the cut diagram is the one where (9.21) is replaced
by (9.22).
Now the first equation in (9.15) shows that 〈Ba| is annihilated by Q̂B. This allows 〈Ba| to
be either a physical state or a pure gauge state of the form 〈Q̂BEa| for some 〈Ea|. However
since all other states entering in the argument of ΓL are annihilated by Q̂B, the amplitude
with one or more 〈Ba| having the form 〈Q̂BEa| will vanish due to (7.2). This shows that 〈Ba|
must be a physical state. Similarly the term
∑
k Q̂B|λk〉〈τk|, which was included in the sum∑
a |Pa〉〈Ba|, will also give vanishing contribution. It now follows from (9.22) that only physical
states contribute to the cut propagators. The states |Pa〉 and 〈Ba| are not normalized, but the
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residue
∑
a |Pa〉〈Ba|may be expressed as
∑
i,j |Ni〉Zij〈Nj| in terms of normalized physical states
|Ni〉, and the normalization matrix Zij can be absorbed into the definition of the T-matrix
elements on the two sides of the cut by the standard LSZ rules. Finally, the 2piδ(k2 +M2)θ(k0)
factor in the cut propagator produces the correct phase space integral over the momenta carried
by the intermediate states.
This establishes (9.1) and hence the unitarity of the amplitude.
10 Other approaches
The formulation of superstring field theory described in this review makes manifest the infrared
divergences in superstring theory, and allows us to use standard techniques of quantum field
theory to address them. This is useful for proving general results on perturbative superstring
theory, e.g. the unitarity of the theory as discussed in §9. We expect that this formulation
can be used to address various other conceptual issues in superstring theory – e.g. infrared
divergences in four dimensions, analytic properties of S-matrix etc. using standard tools of
quantum field theory. It may also be useful in addressing the question of background indepen-
dence of superstring theory. However as it stands, this formalism does not provide us with an
efficient way of computing amplitudes of superstring theory. Before embarking on any com-
putation, one has to choose local coordinates at the punctures and the PCO locations on the
Riemann surfaces consistent with the procedure described in §3, since the intermediate steps
in the analysis depend on this choice. While it is in principle possible to carry on this program
with the help of numerical codes, any analytic computation will require a choice of the data
mentioned above that can be specified in closed form. At present no natural choice is known.
For part of the data – the choice of local coordinate system – one can use the prescription given
in [34] for bosonic string field theory in which we use the minimal area metric to fix the local
coordinates around the punctures. Even for this prescription explicit form of the minimal area
metric is not known and therefore explicit analytic computation of off-shell amplitudes has not
been possible. Another possible approach, in which we choose local coordinates around the
punctures by making use of the constant negative curvature metric on the Riemann surface,
has been explored recently in [146,147]. It will clearly be desirable to have explicit closed form
solutions to the constraints given in §3, giving specific choice of local coordinates around the
punctures and specific choice of PCO insertions.
For tree level open and closed bosonic string field theories, canonical choices for local co-
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ordinates around the punctures are available. For open strings the star product defined by
the Witten interaction vertex [30] provides us with an explicit description of the three string
interaction vertex, and we do not need interaction vertices with four or more strings. For closed
strings we need interaction vertices with arbitrary number of external strings, but explicit form
of these interaction vertices – i.e. the region of the moduli space they cover as well as the choice
of local coordinate system on the corresponding Riemann surfaces – can be provided by the
Strebel quadratic differential [31,32].
At tree level, there have been various recent (and not so recent) proposals for open and
closed superstring field theories. These approaches may be classified according to their off-shell
field content. In the approach described in this review the off-shell closed string field is an
arbitrary GSO even state in the small Hilbert space, annihilated by L−0 and b
−
0 , and carrying
picture numbers −1, −1/2 and −3/2. Analogous formulation of open superstring field theory
will involve arbitrary GSO even states in the small Hilbert space of picture numbers −1, −1/2
and −3/2. However not all approaches to superstring field theory use the same set of fields.
One of the earliest and fully consistent and manifestly Lorentz covariant formulation of tree
level open superstring field theory for the NS sector states was given in [38]. This approach
takes the string field to be in the large Hilbert space without any restriction on the picture
number. In [40,41], this procedure was combined with the formulation of closed bosonic string
field theory given in [31,32] to give a consistent and Lorentz covariant formulation of tree level
heterotic string field theory for the NS sector fields.
A formulation of tree level open string field theory that uses GSO even states in the small
Hilbert space carrying picture numbers −1, −1/2 and −3/2 was given in [48, 55, 61, 62]. Its
generalization to tree level closed string field theory of NSNS sector fields, using GSO even
states in the small Hilbert space annihilated by b−0 , L
−
0 and carrying picture number −1 was
given in [50]. These theories are closely related to the ones described in this review. However
the former give explicit prescriptions for inserting PCOs satisfying the constraints described
in §3 (and analogous constraints for open string field theories). Also all PCOs are inserted via
line integrals of the type given in (2.23). Of course this choice is not unique, but our general
analysis reviewed in appendix E suggests that any other choice will be related to these by
appropriate field redefinition. Furthermore refs. [53, 54, 58] also describe ways of relating the
tree level NS sector open string field theory, formulated in [48], to that based on Berkovits
formalism [38] after partially gauge fixing the latter. It will be interesting to explore if these
constructions can be generalized to loop level.
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Another approach to the construction of tree level open superstring field theory was given
in [57]. In this formulation the NS sector states are in the large Hilbert space without any
restriction on the picture number as in [38], but the R sector states span a GSO even proper
subspace of the small Hilbert space of picture number −1/2. In [61, 62] a modified version of
this formalism was given, in which the NS sector fields are in the small Hilbert space carrying
picture number −1/2 and the R sector states are in a GSO even proper subspace of the small
Hilbert space carrying picture number −1/2. An advantage of this approach over the one
described in this review is that one does not need to introduce extra free fields in the Ramond
sector. It is conceivable that this type of action can be obtained as a result of partially gauge
fixing a theory in which R sector fields take value in the full GSO even subspace of the small
Hilbert space carrying picture number −1/2 (and possibly −3/2), but this has not yet been
proven. At present the generalization of this formalism to closed strings or loop amplitudes is
not known, but it will be worth exploring the possibility
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A Summary of conventions
In this appendix we shall give a summary of some of the notations and conventions we use. We
begin by giving a summary of our notations for the world-sheet superconformal field theory:
• We use the acronym CFT to mean world-sheet conformal field theory.
• We use the acronym SCFT to mean world-sheet superconformal field theory.
• We call the holomorphic fields in the world-sheet theory right movers and the anti-
holomorphic fields left movers.
• Conformal dimension of an operator is denoted by (h¯, h), h¯ denoting the left conformal
dimension and h denoting the right conformal dimension.
100
• We use the acronym OPE to mean operator product expansion.
• For a primary field φ(z) with conformal dimension (0, h), we take the mode expansion
φ(z) =
∞∑
n=−∞
φnz
−n−h . (A.1)
On the other hand, for a primary field φ¯(z¯) with conformal dimension (h¯, 0), we take the
mode expansion
φ¯(z¯) =
∞∑
n=−∞
φ¯nz¯
−n−h¯ . (A.2)
• An expression like QV (w), where Q = ∮ j(z)dz, denotes the following contour integral
QV (w) =
∮
w
dzj(z)V (w) . (A.3)
Here the subscript w implies that the contour surrounds w. In order to evaluate (A.3)
we take the OPE of j(z)V (w) and pick up only the coefficient of the single pole (i.e. use
residue theorem of complex analysis).
• In our convention, the contour integral measure dz implicitly includes a factor of 1/2pii
so that we have, e.g., ∮
w
dz
z − w = 1 (A.4)
• We shall take α′ = 1, so that string tension is 1/2pi.
• The mass2 level of a state carrying momentum k is given by its 2L+0 − k2 eigenvalue.
• Given any operator φ(z, z¯) in the world-sheet SCFT, we associate with it the state
|φ〉 = φ(0)|0〉 , (A.5)
where |0〉 is the SL(2,C) invariant vacuum. We shall use the symbol φ to denote the
operator φ, as well as a short-hand notation for the corresponding state |φ〉.
• Given a conformal map f(z), we denote by f ◦φ the conformal transform of the operator
φ. For example if φ is a primary operator of dimension (h¯, h), we have f ◦ φ(z) =
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(f ′(z))hf ′(z)
h¯
φ(f(z), f(z)). With this notation, we denote the BPZ conjugate of the
state |φ〉 by
〈φ| = 〈0|I ◦ φ(0) , (A.6)
where I(z) denotes the conformal transformation
I(z) = 1/z . (A.7)
• HT denotes states in the Hilbert space of SCFT that are annihilated by (b0−b¯0) and (L0−
L¯0). In the heterotic string theory, H˜T is the subspace of HT carrying picture number −1
and −1/2 and H˜T is the subspace of HT carrying picture number −1 and −1/2. In type
II string theory H˜T is the subspace of HT carrying picture number (−1,−1), (−1/2,−1),
(−1,−1/2) and (−1/2,−1/2) and H˜T is the subspace of HT carrying picture number
(−1,−1), (−3/2,−1), (−1,−3/2) and (−3/2,−3/2).
• A state |s〉 ∈ HT is called BRST invariant if QB|s〉 = 0 and BRST exact if |s〉 = QB|t〉
for some |t〉 ∈ HT . BRST cohomology is the space of BRST invariant states modulo
addition of BRST exact states, e.g. if two BRST invariant states |s〉, |s′〉 ∈ HT differ by
QB|t〉 for some |t〉 ∈ HT , they describe the same element of BRST cohomology.
Next we shall describe some notations and conventions that are used in the construction of
superstring field theory:
• 1PI will stand for one particle irreducible. This will refer to any Feynman diagram that
cannot be split into two disconnected diagrams by cutting a single internal line.
• P̂g,m,n will denote a fiber bundle whose base is the moduli space Mg,m,n of Riemann
surfaces (including information about spin structure) with m NS and n R punctures, and
whose fiber describes possible choices of local coordinate systems at the punctures.
• P˜g,m,n will denote a fiber bundle whose base isMg,m,n, and whose fiber describes possible
choices of local coordinate systems at the punctures and PCO locations.
• Given A1, . . . , AN ∈ ĤT , Ω(g,m,n)p (A1, . . . , AN) is a p-form on P˜g,m,n constructed from
the correlation functions of A1, . . . , AN and other universal operators on the Riemann
surface.
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• For any Feynman diagram of string field theory we assign a section of P˜g,m,n over a codi-
mension zero subspace ofMg,m,n. This is called the section segment of the corresponding
Feynman diagram.
• We denote by Rg,m,n the section segment of the interaction vertex of the BV master
action at genus g, with m external NS sector states and n external R-sector states. Here
section segment of an interaction vertex refers to the section segment of a Feynman
diagram containing a single interaction vertex and no internal propagator.
• We denote by Rg,m,n the section segment of the sum of 1PI Feynman diagrams at genus
g, with m external NS sector states and n external R-sector states.
• We denote by {{A1 . . . AN}} the contribution to the amplitude of external statesA1, . . . , AN
from the N -point interaction vertex of the BV master action.
• We denote by {A1 . . . AN} the 1PI amplitude with external states A1, . . . , AN .
• We denote by {{a1 . . . aN}}e the contribution to the amplitude of external states a1 . . . , aN
from the N -point interaction vertex of the BV master action obtained after integrating
out a subset of the fields.
• We denote by {a1 . . . aN}e the 1PI amplitude of external states a1 . . . , aN computed from
the effective BV master action obtained after integrating out a subset of the fields.
• We denote by {A1 . . . AN}′′ the interaction vertex of the 1PI action, expanded around
the quantum corrected vacuum solution, for external states A1, . . . , AN .
• We denote by G(A1, . . . , AN) the Green’s function of external states A1, . . . , AN , com-
puted around the perturbative vacuum, with the tree level external propagators removed.
• We denote by Γ(A1, . . . , AN) the Green’s function of external states A1, . . . , AN , com-
puted around the quantum corrected vacuum, with the full external propagators removed.
B Some examples of off-shell amplitudes
In this appendix we shall illustrate the procedure for defining off-shell amplitudes, as given in
§2.2, using two examples: four punctured sphere and two punctured torus.
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v1⊗ v2⊗
v3⊗ v4⊗
y1
y2
C1 C2
C3 C4
C5
S1
S2
Figure 17: Four punctured sphere
B.1 Four punctured sphere
We begin with the example of the four point function of NS sector states on the sphere. This
requires the insertion of two PCOs. The relevant geometry has been shown in Fig. 17, with
v1, v2, v3, v4 labelling the locations of the punctures and y1 and y2 labelling the PCO locations.
We denote by Da the disk around the a
th puncture (not marked explicitly in the figure), by
Ca the boundary of Da for 1 ≤ a ≤ 4, and by C5 another circle that encloses D1 and D2 but
not D3 and D4. These curves divide the original sphere into four disks D1, . . . , D4 and two
spheres S1 and S2, each with three holes, as marked in the figure. Note that S2 acquires the
topology of a sphere with three holes after identifying the points at infinity. Let z denote the
global complex coordinate on the whole plane. Then we take the local coordinates around the
punctures to be
wa = z − va, for 1 ≤ a ≤ 4 . (B.1)
Furthermore we choose the coordinate system on S1 and S2 to be
z1 = z, z2 = z
−1 , (B.2)
respectively. Then the transition functions across the various circles are as follows:
C1 : w1 = z1 − v1
C2 : w2 = z1 − v2
104
C3 : w3 = z
−1
2 − v3 (B.3)
C4 : w4 = z
−1
2 − v4
C5 : z1 = z
−1
2
It is important to keep in mind that all that matters are the transition functions and not how
we got them. For instance to get the above transition functions we made use of the global z
coordinate on a plane. Once we have stated the transition functions we can forget about the
global z coordinate. Finally, since both PCOs are situated on S2, their locations y1 and y2 are
measured in the z2 coordinate system.
Since the moduli space M0,4,0 is two dimensional, the amplitude is given by integration
over a two dimensional section of P˜0,4,0. Let us denote by t1 and t2 the coordinates labelling
this section. Then va for 1 ≤ a ≤ 4 and yα for α = 1, 2 are functions of t1 and t2. It now follows
from (2.31), (2.32), (2.37) that the off-shell amplitude for external states A1, . . . , A4 ∈ H−1 is
given by
(−2pii)−1
∫
〈B1 dt1 ∧ B2 dt2X (y1)X (y2)A1(v1) . . . A4(v4)〉Σ0,4,0 , (B.4)
where Ai is inserted using the coordinate system wi and
Bi = −
4∑
s=1
∮
Cs
∂vs
∂ti
dwab(wa)−
4∑
s=1
∮
Cs
∂v¯s
∂ti
dw¯ab¯(w¯a)−
2∑
α=1
1
X (yα)
∂yα
∂ti
∂ξ(yα) . (B.5)
According to the convention described in §2.2 the coordinate systems wa will be on the left
of Ca for 1 ≤ a ≤ 4. Therefore, the contour Ca runs anti-clockwise around va. Integration
over holomorphic coordinates is accompanied by a factor of (2pii)−1 and integration over anti-
holomorphic coordinates is accompanied by a factor of (−2pii)−1.
Dependence of the vs and yα on the parameters t1, t2 can be chosen arbitrarily. As an
example we can consider the choice in which v1, v2, v3 are independent of ti and v4 = t1,
v¯4 = t2. In this case the vertex operators A1, A2 and A3 are inserted at fixed locations v1, v2, v3
and we integrate over v4. We have
B1 = −
∮
C4
dw4 b(w4)−
2∑
α=1
1
X (yα)
∂yα
∂v4
∂ξ(yα) , B2 = −
∮
C4
dw¯4 b¯(w¯4)−
2∑
α=1
1
X (yα)
∂yα
∂v¯4
∂ξ(yα)
(B.6)
Therefore, the off-shell amplitude is given by
(−2pii)−1
∫
dv4 ∧ dv¯4
〈
∮
C4
dw4 b(w4) +
2∑
α=1
1
X (yα)
∂yα
∂v4
∂ξ(yα)

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D1
D2
S1
S2
C1 C2
C3
C4
C4
Figure 18: Torus with two punctures represented by a parallelogram with diametrically oppo-
site sides identified. The punctures (not shown) are situated at the centers of the disks D1 and
D2. S1 represents a sphere with four holes and S2 represents a sphere with two holes. Cs are
circles separating the disks and the spheres.

∮
C4
dw¯4 b¯(w¯4) +
2∑
α=1
1
X (yα)
∂yα
∂v¯4
∂ξ(yα)
X (y1)X (y2)A1(v1) . . . A4(v4)
〉
. (B.7)
Globally we cannot take the yα to be independent of v4, v¯4, since, for example, as v4 → yα for
α = 1, 2 we have a spurious singularity that needs to be avoided by moving the PCOs away
from v4. But if for some range of integration over v4, v¯4 we take yα to be constant then the
integrand simplifies and we get∫
dv4 ∧ dv¯4〈X (y1)X (y2)A1(v1)A2(v2)A3(v3)(b−1b¯−1A4(v4))〉 , (B.8)
where b−1b¯−1A4 denotes the vertex operator of the state b−1b¯−1|A4〉.
B.2 Two punctured torus
We shall now illustrate how to compute the two point amplitude of two NS sector states on
torus. We regard the torus as a parallelogram with opposite sides identified. This can be
obtained from the complex plane by making the following identifications
z ' z + 1 ' z + τ . (B.9)
Next we partition the torus to view it as a collection of two disks, one around each puncture,
and two spheres, one with four holes and the other with two holes. This is shown in Fig. 18.
This is not quite the way we carried out our discussion in §2.2 where the components were
disks around the punctures and a collection of spheres each with three holes. However, as
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was mentioned there, this was not necessary, and the general formalism of §2.2 holds for the
partitioning used here as well. We denote by v1 and v2 the locations of the punctures in the z
coordinate.
We choose the coordinate system z1 on S1, z2 on S2, w1 on D1 and w2 on D2 in terms of
the coordinate z in (B.9) as follows:
z1 = z , z2 = z , w1 = f(τ, τ¯)(z − v1) , w2 = f(τ, τ¯)(z − v2) , (B.10)
where f(τ, τ¯) has modular transformation properties
f(τ + 1, τ¯ + 1) = f(τ, τ¯), f(−τ−1,−τ¯−1) = τ f(τ, τ¯) . (B.11)
The scaling by f ensures that the local coordinates w1, w2 around the punctures are modular
invariant up to overall phases. Note that the coordinates z1 and z2 have identification under
translation by 1. This is okay as long as the period is independent of the parameters over
which we shall integrate. The transition functions on the circles C1, C2, C3 and C4, separating
the disks and spheres, can be determined from (B.10) and the z ≡ z + τ identification. They
are as follows:
C1 : w1 = f(τ, τ¯)(z1 − v1)
C2 : w2 = f(τ, τ¯)(z1 − v2)
C3 : z1 = z2
C4 : z1 = z2 − τ . (B.12)
We also need two PCO insertions for this amplitude; let us label their coordinates by y1
and y2. Recall that yα need to be measured in the coordinate system used on the component
where they are situated, e.g. if they are located on S1 then we must use the z1 coordinate
system.
Now, for this amplitude the relevant moduli space M1,2,0 has 4 real dimensions. This
requirement can be fulfilled by two complex parameters. We could give the result for a general
choice of parameters as in the last example, but let us be specific and choose them to be the
coordinate v2 of the second puncture and the modular parameter τ of the torus. We further
assume that the coordinate v1 is fixed at some position independent of τ, τ¯ , v2, v¯2. Using (2.31),
(2.32) and (2.37) we now see that the off-shell amplitude of two NS sector states A1 and A2 is
given by
(−2pii)−2
∫
dτ ∧ dτ¯ ∧ dv2 ∧ dv¯2 〈Bτ Bτ¯ Bv2 Bv¯2 X (y1)X (y2)A1(v1)A2(v2)〉Σ1,2,0 (B.13)
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where
Bτ = −
∮
C4
dzb(z) +
1
f
∂f
∂τ
∮
C1
(z − v1)b(z)dz + 1
f
∂f
∂τ
∮
C2
(z − v2)b(z)dz
+
1
f¯
∂f¯
∂τ
∮
C1
(z¯ − v¯1)b¯(z¯)dz¯ + 1
f¯
∂f¯
∂τ
∮
C2
(z¯ − v¯2)b¯(z¯)dz¯ −
2∑
α=1
1
X (yα)
∂yα
∂τ
∂ξ(yα) ,
Bτ¯ = −
∮
C4
dz¯b¯(z¯) +
1
f
∂f
∂τ¯
∮
C1
(z − v1)b(z)dz + 1
f
∂f
∂τ¯
∮
C2
(z − v2)b(z)dz
+
1
f¯
∂f¯
∂τ¯
∮
C1
(z¯ − v¯1)b¯(z¯)dz¯ + 1
f¯
∂f¯
∂τ¯
∮
C2
(z¯ − v¯2)b¯(z¯)dz¯ −
2∑
α=1
1
X (yα)
∂yα
∂τ¯
∂ξ(yα) ,
Bv2 = −
∮
C2
dzb(z)−
2∑
α=1
1
X (yα)
∂yα
∂v2
∂ξ(yα) ,
Bv¯2 = −
∮
C2
dz¯b¯(z¯)−
2∑
α=1
1
X (yα)
∂yα
∂v¯2
∂ξ(yα) . (B.14)
In writing (B.14) we have converted all integrals over w1, w2, z1, z2 and their complex conju-
gates to integrals over z, z¯ using conformal transformation properties of b, b¯. The contour C4
runs from left to right and the contour C2 runs anti-clockwise around v2. We cannot take {yα}
and f to be independent of v2, v¯2, τ , τ¯ globally, but if we assume that in a local patch {yα}
and f are independent of v2, v¯2, τ , τ¯ , then in this patch the integrand reduces to
(−2pii)−2dτ ∧ dτ¯ ∧ dv2 ∧ dv¯2
〈∮
C4
dz b(z)
∮
C4
dz¯ b¯(z¯)X (y1)X (y2)A1(v1) b−1b¯−1A2(v2)
〉
Σ1,2,0
.
(B.15)
C Spurious poles and vertical integration
Any singularity of the p-form Ω
(g,m,n)
p in P˜g,m,n, which does not arise from the degeneration
limit of Riemann surfaces, is called spurious singularity. Unlike the singularities associated
with the degenerate Riemann surfaces, the spurious singularities can occur in the interior of the
moduli space. In that case not all the divergences will have interpretation as the usual infrared
divergences in superstring field theory arising in the limit of large Schwinger parameters. For
this reason we need to ensure that the (generalized) sections Sg,m,n used in defining off-shell
amplitudes are free from spurious singularities.
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Spurious poles can arise from different sources. First of all, they can arise from the collision
of two PCOs since the OPE of two PCOs is singular. They can also result from the collision
of a PCO with a vertex operator. Finally, for genus g ≥ 1, they may arise at points in the
moduli space where no operators coincide. Since the last one is an unusual type of singularity
we shall discuss its origin in some detail.
Let us consider the correlators involving ξ, η and φ fields in the large Hilbert space. On
any Riemann surface this vanishes unless there is precisely one extra ξ insertion compared to
the number of η insertions. On the torus the correlation function is given by [101,106,107]:〈
n+1∏
i=1
ξ(xi)
n∏
i=1
η(yi)
m∏
k=1
eqkφ(zk)
〉
δ
=
n∏
j=1
ϑδ
(
−yj +
∑
i
xi −
∑
i
yi +
∑
k
qkzk
)
n+1∏
j=1
ϑδ
(
−xj +
∑
i
xi −
∑
i
yi +
∑
k
qkzk
) ×
∏
i<i′
E(xi, x
′
i)
∏
j<j′
E(yj, y
′
j)∏
i,j
E(xi, yj)
∏
k<l
E(zk, zl)qkq`
(C.1)
where δ denotes the spin structure, ϑδ’s are Jacobi theta functions with ϑ1 denoting the unique
odd theta function, and
E(x, y) =
ϑ1(x− y)
ϑ′1(0)
; E(x, y) ∼ x− y for x ' y . (C.2)
This formula has simple generalization at higher genus. To satisfy the (anomalous) φ-charge
conservation law mentioned below (2.7), we must have
∑
k qk = 0 on the torus.
The correlator in (C.1) is in large Hilbert space. One of the properties of this correlator,
which is important for computations, is that the object
I ≡
n+1∏
i=2
(
∂
∂xi
)`i 〈n+1∏
i=1
ξ(xi)
n∏
i=1
η(yi)
m∏
k=1
eqkφ(zk)
〉
δ
, (`i ≥ 1) (C.3)
is independent of x1 [101, 106, 107]. This is a reflection of the fact that the derivatives of ξ
do not contain the zero mode of ξ. But in the large Hilbert space, we need to soak up the ξ
zero mode by introducing an explicit factor of ξ without derivative in the correlation function.
Therefore once the last n ξ’s are accompanied by derivative operators, the zero mode of ξ must
come from the ξ(x1) factor, making the result independent of x1. While writing the correlator
in the small Hilbert space we shall not explicitly write the ξ(x1) factor inside the correlator.
All the zeros and poles of the correlator on the left hand side of (C.1), which are expected
from operator product expansion, are encoded in the functions E(x, y). We now note that the
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correlator in (C.1) develops additional singularities when the function ϑδ in the denominator
vanishes. If the ξ without any derivative is inserted at x1 then the location of the singularity
is at
ϑδ
(
n+1∑
i=2
xi −
n∑
i=1
yi +
∑
k
qkzk
)
= 0 , (C.4)
since this is the only combination in the arguments of ϑδ’s in the denominator that is inde-
pendent of x1. This singularity is not implied by any OPE and corresponds to the spurious
singularities of the third type mentioned above. Using (C.4), we can deduce the following
useful properties of these singularities:
1. (C.4) shows that if we have a vertex operator containing m factors of ∂ξ or its derivatives,
n factors of η or its derivatives, a factor of epφ, and arbitrary number of derivatives of φ,
then the location of the PCO depends on the location z of the vertex operator through
the combination (m − n + p)z. Since m − n + p is the picture number of the vertex
operator, this shows that the location of the spurious pole depends on the location of
a vertex operator only through its picture number. This has an important consequence
that once we have chosen the PCO locations to avoid spurious poles for one set of vertex
operators, it will also avoid spurious poles for any other set of vertex operators as long as
the new vertex operators carry the same picture number as the original vertex operators.
This feature continues to hold for higher genus amplitudes.
2. This also means that if the correlation function contains insertions of β and γ fields,
then the locations of the spurious poles do not depend on the arguments of these fields
[106, 107]. This is important since the BRST current depends on the superconformal
ghost system through β and γ fields, and the above property implies that in a correlation
function with insertions of the BRST current, the spurious poles locations do not depend
on the argument of the BRST current. This is turn means that while deforming the
integration contours over the BRST current, we do not need to worry about possible
residues from spurious poles.
A common feature of all three types of spurious poles is that they occur on a subspace
of P˜g,m,n of complex co-dimension 1 (or real co-dimension 2) since they involve a complex
condition relating the locations of the PCOs and the moduli of the punctured Riemann surfaces.
Typically this subspace depends non trivially on the locations of vertex operators, locations
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V
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Ri Rj
Figure 19: The vertical segment V filling the gap between two section segments Si and Sj in
P˜g,m,n.
of PCOs as well as the other moduli parameters, but not on the choice of local coordinates at
the punctures.
Since spurious poles occur on real codimension 2 subspaces of P˜g,m,n, a section Sg,m,n will
typically intersect the loci of spurious poles on real codimension 2 subspaces of Sg,m,n. This will
make the integral of Ω
(g,m,n)
6g−6+2m+2n over such sections ill defined, not only for off-shell amplitudes,
but also for on-shell amplitudes. Our goal now will be to describe how to avoid this situation.
Since the locations of the spurious poles depend on the locations of the PCOs, at any point in
Mg,m,n we can avoid spurious poles by appropriate choice of PCO locations. It follows from
this that if we consider a sufficiently small region of Mg,m,n, then we can choose a section
segment on that region that avoids spurious poles. Our strategy will be to divide Mg,m,n
into such sufficiently small regions {Ri}, and on each such region, choose section segments
avoiding spurious poles. Furthermore we shall choose these section segments such that the
local coordinates vary continuously across the boundary of two such regions – only the PCO
locations can have possible discontinuities. Our goal will be to show that we can compensate
for the discontinuities of the section segments in P˜g,m,n by adding appropriate correction terms
so that for all practical purpose we can pretend as if the integration is performed over a
continuous subspace of P˜g,m,n.
Let us first consider the situation where there is a single PCO. Let us denote its location
by y1 and suppose that at some fixed point in Mg,m,n at the boundary between two regions
Ri and Rj, the PCO location jumps from y
(i)
1 to y
(j)
1 as we move from Ri to Rj. This has
been shown in Fig. 19, with Si and Sj denoting the sections over Ri and Rj. Now let us fill
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the gap between the section segments Si and Sj on Ri and Rj by drawing a vertical segment
V in P˜g,m,n that connects y(i)1 to y(j)1 for each point on the boundary separating Ri and Rj,
and integrate Ω
(g,m,n)
6g−6+2m+2n along this vertical segment. The integral can be performed by first
integrating y1 from y
(i)
1 to y
(j)
1 for fixed values of the other coordinates, and then integrating
over the other coordinates. Now since we are integrating along y1, the integrand will involve
contraction of Ω
(g,m,n)
6g−6+2m+2n with ∂/∂y1. According to (2.30), this inserts a factor of −∂ξ(y1)
into the correlation function and at the same time removes the X (y1) factor. Since there is no
y1 dependence in the rest of the correlation function, the integration over y1 can be performed
explicitly to give ξ(y
(i)
1 ) − ξ(y(j)1 ). Eq. (C.1) and its higher genus generalization shows that
this correlation function is manifestly free from spurious poles as long as there are no spurious
poles for the locations y
(i)
1 and y
(j)
1 of the PCO, even if the integration contour over y1 passes
through the spurious pole. Once we add the integral over the vertical segment V defined this
way to the integrals over the section segments Si and Sj over Ri and Rj, the result behaves as
if we have an integral over a continuous subspace of P˜g,m,n, and obeys all the identities that
are satisfied by the integrals over continuous subspaces.
For one PCO this is the end of the story. When there are more than one PCOs, we have
to be somewhat careful about how we erect the vertical segment. The general rule is that we
always move the PCOs one at a time, e.g. if we have K PCOs y1, . . . , yK then we may choose
the convention that we first move y1 from its value in Ri to its value in Rj keeping all other
yα’s fixed at their value in Ri, then we move y2 from its value in Ri to its value in Rj and so on.
Of course, any other order is also acceptable. But now when different boundaries meet, e.g. on
the codimension two subspace ofMg,m,n describing the common intersection of Ri, Rj and Rk,
the vertical segments between Ri and Rj, between Rj and Rk and between Rk and Ri may not
fit together to give a continuous subspace of P˜g,m,n. We now have to ‘fill the gap’ by adding
new two dimensional vertical segments on the codimension two subspace ofMg,m,n describing
the intersection of Ri, Rj and Rk. A systematic procedure for doing this was given in [100].
Even though these vertical segments pass through spurious poles and hence the integral over
these segments is not strictly defined, we can formally perform the integral and express the
result as a correlation function of the differences in ξ fields evaluated at the corner points of the
segment, representing PCOs locations for the section segments on the Ri’s. By construction,
these are kept away from spurious poles. Furthermore the final expression satisfies all the usual
identities as if we had integrated Ω
(g,m,n)
6g−6+2m+2n along a continuous subspace of P˜g,m,n without
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VP
Figure 20: A one loop one point function, obtained by joining two external legs of a tree level
3-point vertex V by a propagator P .
encountering any divergence.37
The procedure described above assumes that we have the complete freedom of choosing
the section Sg,m,n. For the construction of superstring field theory we only have the freedom
of choosing the section segments Rg,m,n of elementary interaction vertices of the field theory,
and for these we use the procedure described above for avoiding spurious poles. It has been
argued in §3.7 that once this is done, the section segments of other Feynman diagrams will be
manifestly free from spurious poles as long as the interaction vertices contain large stubs. We
shall see an example of this in appendix D.
D Spurious poles near degeneration
We have argued in §3.7 that once we choose the section segments of elementary vertices avoiding
spurious poles and containing sufficiently long stubs, the section segments of general Feynman
diagrams will also be free from spurious poles. In this appendix we shall verify this in a simple
example.
The example we consider is that of one loop tadpole graph of an NS sector state, obtained
by starting with a tree level three point vertex V and gluing two of its external lines by a
propagator P . This has been shown in Fig. 20. This represents a one point function on the
torus. By adding long stubs to the three point vertex one can ensure that the torus associated
37A similar construction in the context of topological string theory can be found in [148].
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with this graph is near degeneration i.e. its modulus τ has large imaginary part. Our goal
will be to show that the section segment associated with this diagram does not suffer from
any spurious singularity. Since our goal is limited, we shall not try to carry out a complete
computation with fully symmetric three string vertex, but instead take a convenient form of
the vertex that simplifies the various expressions. A complete analysis of this problem based
on fully symmetric vertex has been carried out recently in [149].
For our analysis it will be useful to understand the relationship between the coordinate
system on the original three punctured sphere and the torus in the limit of large stubs. Let
us suppose that on the original sphere, labelled by the coordinate z on a complex plane, the
punctures are at v1, v2, v3 and the local coordinates around the first two punctures are chosen
respectively as
w1 = e
Λ z − v1
z − v2 , w2 = e
Λ z − v2
z − v1 , (D.1)
for some constant Λ. Large Λ corresponds to large stubs. We now consider the torus obtained
by sewing the first and the second punctures by the relation
w1 = e
−s−iθ/w2 , (D.2)
where s, θ are the sewing parameters. If we now define
z˜ = − i
2pi
[
ln
z − v1
z − v2 − ln
v3 − v1
v3 − v2
]
, (D.3)
then we have the identifications
z˜ ≡ z˜ + 1 ≡ z˜ + τ, τ ≡ i
2pi
(2Λ + s+ iθ) , (D.4)
following from single-valuedness of the z coordinate and the identification (D.2). Therefore
z˜ describes the standard coordinate system on the torus. It is now clear from (D.4) that for
large Λ, τ acquires a large imaginary part.
Using (D.3) we see that the external NS sector vertex operator at z = v3 is sitting at the
origin z˜ = 0 of the torus. In any case, this can always be achieved by translational invariance
on the torus. Since this vertex operator carries picture number −1, we need to insert a single
PCO on the torus. Let y1 denote the location of this PCO. Then it follows from (C.1) that
the spurious pole is at the location
ϑδ(y1) = 0 , (D.5)
where δ denotes the spin structure. We shall now consider two cases separately:
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1. First consider the case where V is an interaction vertex of three NS sector states, and P
is an NS propagator. Since the tree level three point vertex of three NS sector states, each
carrying picture number −1, requires a PCO insertion, we have a single PCO inserted
on the sphere. This corresponds to inserting the PCO at some point in the z plane away
from v1, v2, v3. By (D.3) this translates to a finite point in the z˜ coordinate system. The
NS propagator on the other hand does not have any PCO insertion. Therefore in the
convention we have adapted, the PCO location y1 remains within finite distance from
zero as the modulus τ of the torus goes to i∞.
On the other hand, for NS sector propagator, the spin structure δ appearing in (D.5)
corresponds to imposing anti-periodic boundary condition along the a-cycle. Therefore
δ takes value 3 or 4, and the location of the spurious pole given in (D.5) is at y1 = τ/2
or (τ + 1)/2. This is incompatible with y1 remaining close to zero in the limit of large
Im(τ), showing that the amplitude is free from spurious poles.
2. Next consider the case where V represents a vertex with one NS and two R-sector states,
and P is a Ramond propagator joining the two R-sector states of the vertex. In this
case the vertex does not have any PCO insertion since the total picture number of the
external states add up to −1− 1/2− 1/2 = −2, but a zero mode of the PCO is inserted
on the propagator around |w1| = |q|1/2 (or equivalently |w2| = |q|1/2). In the z˜ coordinate
system of the torus, this is mapped to a curve along the a-cycle around y1 = τ/2 (or
equivalently y1 = −τ/2). On the other hand δ appearing in (D.5) now takes value 1 or
2 due to periodic boundary condition along the a-cycle, and therefore the spurious pole,
obtained by solving (D.5), lies at y1 = 0 or 1/2. This is again incompatible with the
actual location of the PCO around τ/2, showing that the amplitude is free from spurious
poles.
E Field redefinition
The superstring field theory action depends on the choice of the section segments Rg,m,n of
the interaction vertices. Therefore it is natural to examine whether the final results for the
physical quantities computed from this action depend on this choice. Instead of working with
the section segments of elementary vertices, we shall find it easier to work with the union of
the section segments of all 1PI diagrams, denoted by Rg,m,n in (5.11). Let us denote by Rg,m,n
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and R′g,m,n two different choices of these section segments. We shall consider infinitesimal
deformations so that Rg,m,n and R′g,m,n are close in P˜g,m,n. Then we can write
δS1PI =
∞∑
g=0
gs
2g−2∑
m,n
1
m!n!
[(∫
R′g,m,n
−
∫
Rg,m,n
)
Ω
(g,m,n)
6g−6+2m+2n(|ΨNS〉⊗m, |ΨR〉⊗n)
]
, (E.1)
where |ΨNS〉 and |ΨR〉 denote the NS and R components of |Ψ〉 and |ΨNS〉⊗m and |ΨR〉⊗n
denote that we have m entries of |ΨNS〉 and n entries of |ΨR〉. Let Uˆg,m,n be an infinitesimal
vector field that takes a point in Rg,m,n to a neighboring point in R′g,m,n. The definition of
Uˆg,m,n is ambiguous up to addition of infinitesimal tangent vectors of Rg,m,n, but this will not
affect the final result. In this case (E.1) can be expressed as [114]
δS1PI =
∞∑
g=0
gs
2g−2∑
m,n
1
m!n!
[∫
Rg,m,n
dΩ
(g,m,n)
6g−6+2m+2n[Uˆg,m,n](|ΨNS〉⊗m, |ΨR〉⊗n)
+
∫
∂Rg,m,n
Ω
(g,m,n)
6g−6+2m+2n[Uˆg,m,n](|ΨNS〉⊗m, |ΨR〉⊗n)
]
, (E.2)
where for any p-form ωp, ωp[Uˆ ] denotes the contraction of ωp with the vector field Uˆ :
ωi1...ipdy
i1 ∧ · · · ∧ dyip [Û ] ≡ Û i1ωi1i2...ipdyi2 ∧ · · · ∧ dyip . (E.3)
A pictorial representation of this can be found in Fig. 21. The first term on the right hand side
of (E.2) represents the integral of dΩ
(g,m,n)
6g−6+2m+2n over a 6g − 5 + 2m + 2n dimensional region
R˜g,m,n bounded by Rg,m,n and R′g,m,n. This can be integrated to give (E.1), represented by
integral of Ω
(g,m,n)
6g−6+2m+2n along the horizontal boundaries of R˜g,m,n in Fig. 21, and an integral of
Ω
(g,m,n)
6g−6+2m+2n along the boundary of R˜g,m,n that joins ∂R′g,m,n to ∂Rg,m,n, shown by the vertical
lines in Fig. 21. The second term in (E.2) subtracts the latter contribution.
It was shown in [22, 23] that38 the change in action given in (E.2) can be regarded as the
result of a redefinition of the fields |Ψ〉 and |Ψ˜〉 to |Ψ〉 + |δΨ〉 and |Ψ˜〉 + |δΨ˜〉 respectively, if
we take |δΨ〉 and |δΨ˜〉 to be of the form
〈φ|c−0 |δΨ〉
= −
∞∑
g=0
gs
2g
∞∑
m,n=0
1
m!n!
∫
Rg,m+1,n
Ω
(g,m+1,n)
6g−5+2m+2n+2[Ûg,m+1,n](G|φNS〉, |ΨNS〉⊗m, |ΨR〉⊗n)
38Ref. [23] worked at the level of equations of motion and considered only the field redefinition of |Ψ〉. But
following [22] the analysis can easily be generalized to that for the 1PI action by choosing |δΨ˜〉 such that
G|δΨ˜〉 = |δΨ〉.
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ff? -
6
R′g,m,n
R˜g,m,n
−Rg,m,n
6
Ûg,m,n
Figure 21: A pictorial representation of eqs. (E.1) and (E.2). The right hand side of (E.1) is the
contribution to the integral of Ω
(g,m,n)
6g−6+2m+2n from the upper and lower horizontal edges of the
rectangle. The first term on the right hand side of (E.2) is the volume integral of dΩ
(g,m,n)
6g−6+2m+2n
over the interior R˜g,m,n of the rectangle. Since the height of the rectangle is infinitesimal we can
replace the effect of integration along the vertical direction by contraction with Ûg,m,n. Finally
the last term of (E.2) represents the opposite of the contribution to the boundary integral of
Ω
(g,m,n)
6g−6+2m+2n from the vertical edges of the rectangle. Thus (E.2) follows from (E.1) via Stokes’
theorem. Although we have taken the height of the rectangle to be constant for the ease of
drawing the figure, this is certainly not necessary. Finally note that here we have drawn Rg,m,n
and R′g,m,n as one dimensional horizontal lines, but the general case corresponds to them being
multidimensional, with the whole figure stretching out of the plane of the paper / screen.
−
∞∑
g=0
gs
2g
∞∑
m,n=0
1
m!n!
∫
Rg,m,n+1
Ω
(g,m,n+1)
6g−5+2m+2n+2[Ûg,m,n+1](|ΨNS〉⊗m,G|φR〉, |ΨR〉⊗n)
, (E.4)
and
〈χ|c−0 |δΨ˜〉
= −
∞∑
g=0
gs
2g
∞∑
m,n=0
1
m!n!
∫
Rg,m+1,n
Ω
(g,m+1,n)
6g−5+2m+2n+2[Ûg,m+1,n](|χNS〉, |ΨNS〉⊗m, |ΨR〉⊗n)
−
∞∑
g=0
gs
2g
∞∑
m,n=0
1
m!n!
∫
Rg,m,n+1
Ω
(g,m,n+1)
6g−5+2m+2n+2[Ûg,m,n+1](|ΨNS〉⊗m, |χR〉, |ΨR〉⊗n)
, (E.5)
for any Grassmann odd39 state |φ〉 = |φNS〉+ |φR〉 ∈ H˜T and |χ〉 = |χNS〉+ |χR〉 ∈ ĤT . Since
field redefinition does not change the values of physical quantities, we conclude from this that
the different choices of Rg,m,n lead to the same results for all physical quantities.
39The result for Grassmann even state can be read out by multiplying both sides of (E.4) by a Grassmann
odd number and moving it through various factors so that it multiplies |φ〉. This gives extra minus signs
in both terms on the right hand side of (E.4) since we have to move the Grassmann number through the
6g − 5 + 2m+ 2n+ 2 insertions of b-ghost field associated with Ω(g,m+1,n)6g−5+2m+2n+2.
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This result can also be proved if we consider generalized section segments of the form
Rg,m,n =
∑
iwiR(i)g,m,n where R(i)g,m,n are regular section segments and wi are weight factors.
Now, instead of deforming the regular section segments R(i)g,m,n, we deform the weight factors
wi preserving the
∑
iwi = 1 constraint (see [22], appendix A). This is important in the presence
of vertical section segments. If we have two choices of Rg,m,n which differ from each other in
the order in which we move the PCOs in a vertical segment, say in one we move y1 first and
then y2 while in the other we move y2 first and then y1, then we cannot continuously deform
theseRg,m,n to each other. However we can take a generalized section segment parametrized by
weight factors such that by varying the weight factors we can continuously interpolate between
these two Rg,m,n. The previous result can now be used to show that the superstring field
theories corresponding to the two different choices of Rg,m,n are related by field redefinition.
F Reality condition on the string fields
Reality of the superstring field theory action is necessary for proving unitarity of the theory.
This was proved in [27] for ten dimensional heterotic and type II string theories, and also for
compactified theories with NS background (NSNS background in type II string theory) where
the compact part of the theory is described by a unitary superconformal field theory. In this
appendix we shall describe the reality condition on the string fields – necessary for the reality
of the action – for ten dimensional heterotic and type II string theories.
We shall first describe the results for heterotic string theory. The ghost sector of the world-
sheet theory has been defined in §2.1, but for describing the reality condition we also need to
fix the conventions in the matter sector. The matter fields consist of 10 scalars Xµ(z, z¯) and
10 right-moving Majorana-Weyl fermions ψµ(z) for 0 ≤ µ ≤ 9, and a CFT of left-movers of
central charge 16, describing either E8 × E8 or SO(32) current algebra. We shall denote the
last CFT by CFTG. The operator product expansions of these fields have the form:
∂Xµ(z)∂Xν(w) = − η
µν
2(z − w)2 + · · · , ∂¯X
µ(z¯)∂¯Xν(w¯) = − η
µν
2(z¯ − w¯)2 + · · · ,
ψµ(z)ψν(w) = − 1
2(z − w) η
µν + · · · , (F.1)
where · · · denotes non-singular terms. For CFTG we shall not use any explicit representation,
but denote by |V¯K〉 = V¯K(0)|0〉 a basis of Virasoro primary states satisfying
〈V¯K |V¯L〉 = δKL, 〈V¯K |V¯J(1)|V¯L〉 = real . (F.2)
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The full set of states in this CFT are obtained by acting on these primary states with the
Virasoro generators L¯G−n of this CFT. We shall denote the anti-holomorphic stress tensor of
CFTG by T¯
G.
Construction of the vertex operators in the Ramond sector also requires introduction of
spin fields. The spin fields are of two types: chiral fields Sα and anti-chiral fields S
α. The
mutually local GSO even combinations of spin fields in the matter and ghost sector are
e−(4n+1)φ/2Sα, e−(4n−1)φ/2Sα, (F.3)
and their derivatives and products with the NS sector GSO even operators. The spin fields
will be normalized so that they have the basic operator product expansions:
ψµ(z) e−φ/2Sα(w) =
i
2
(z − w)−1/2(γµ)αβe−φ/2Sβ(w) + · · · ,
ψµ(z) e−φ/2Sα(w) =
i
2
(z − w)−1/2γµαβe−φ/2Sβ(w) + · · · ,
e−φ/2Sα(z) e−3φ/2Sβ(w) = δ βα (z − w)−2e−2φ(w) + · · · , (F.4)
where γµ are ten dimensional γ-matrices, normalized as
{γµ, γν} = 2ηµν 1 , (F.5)
where (γµ γν) βα ≡ γµαδγνδβ etc. We shall use a representation in which all the γµ are purely
imaginary and symmetric:
(γµαβ)
∗ = −γµαβ, (γµαβ)∗ = −γµαβ, γµαβ = γµβα, γµαβ = γµβα . (F.6)
In this representation, the right hand sides of (F.4) have real coefficients.
In order to facilitate the discussion on the reality conditions on various components of the
string field, it will be useful to fix some convention on the choice of basis states in ĤT and H˜T . In
the NS sector we construct the basis of states |ϕr(k)〉 ofH−1 such that the corresponding vertex
operators ϕr(k) can be built from linear combinations of GSO even products of (derivatives
of) ∂Xµ, ∂¯Xµ, ψµ, eik·X , b, c, b¯, c¯, eqφ, ∂φ, ∂ξ, η, T¯G and V¯K , without any explicit factor of i.
We shall choose the basis of states |ϕ̂s(k)〉 of H−1/2 and |ϕ˜s(k)〉 of H−3/2 such that their vertex
operators are constructed from products of (derivatives of) the operators appearing in (F.3),
and other GSO even operators that were used to construct vertex operators for the basis states
in the NS sector, without any explicit factor of i. In this case all the coefficients appearing in
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the operator product expansion of operators representing GSO even basis states in the NS and
R sectors are manifestly real except for the factor of i multiplying each factor of kµ.
Let us now expand |Ψ〉 and |Ψ˜〉 as
|Ψ〉 =
∑
r
∫
d10k
(2pi)10
ψr(k)|ϕr(k)〉+
∑
s
∫
d10k
(2pi)10
ψ̂s(k)|ϕ̂s(k)〉 , (F.7)
and
|Ψ˜〉 =
∑
r
∫
d10k
(2pi)10
ξr(k)|ϕr(k)〉+
∑
s
∫
d10k
(2pi)10
ξ̂s(k)|ϕ˜s(k)〉 . (F.8)
It was shown in [27] that the action (4.8) is real if we impose the following reality condition
on the coefficient of expansion of |Ψ〉 and |Ψ˜〉:
ψr(k)
∗ = (−1)nr(nr+1)/2+1ψr(−k) , ψ̂s(k)∗ = −i (−1)(n̂s+1)(n̂s+2)/2ψ̂s(−k) , (F.9)
ξr(k)
∗ = (−1)nr(nr+1)/2+1ξr(−k) , ξ̂s(k)∗ = −i (−1)(n˜s+1)(n˜s+2)/2+1ξ̂s(−k) . (F.10)
where nr, n̂s and n˜s are ghost numbers of ϕr, ϕ̂s and ϕ˜s respectively.
The reality condition on the fields of type II string theories is similar. We choose the basis
of states for type II world-sheet theory in a manner similar to that in the case of heterotic
string theory, so that the coefficients in the operator product expansion of the basis states
are real except for the factors of i multiplying each factor of momentum. Then the reality
condition on the fields in the NSNS and RR sectors are the same as that for the NS sector
fields ψr(k) and ξr(k) of the heterotic string theory. On the other hand the reality condition
on the NSR and RNS sector fields in type II string theory are the same as that on the R sector
fields ψ̂s(k) and ξ̂s(k) of the heterotic string theory.
Finally we would like to mention that the reality condition on the fields is not completely
fixed by demanding the reality of the action. For example since the action always contains
an even number of fermion fields, we could always include an extra factor of −1 in the reality
condition on each fermion field. Similarly, using ghost charge conservation one can show that
we can include in the reality condition of a field, that accompanies a ghost number n state in
the world-sheet theory, a factor of eiφ(n−2) where φ is some real number.
After imposing the reality condition we need to examine if the action (4.8) has the correct
sign for the kinetic term. It turns out that for Euclidean path integral, using the weight factor
eS in the path integral as we have been doing, the action has the correct sign in the heterotic
string theory, but has the wrong sign in type II string theory. This can be rectified by changing
g2s to −g2s everywhere in the analysis of type II string theory.
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Figure 22: One loop mass renormalization of heavy particle of mass M (denoted by thick line)
due to a loop of light particle of mass m (denoted by thin line). All momenta flow from left to
right.
G Cutkosky rules
A general proof of Cutkosky rules stated in §9.1 was given in [26]. In this appendix we shall
illustrate this using a simple example.
We consider a quantum field theory in D space-time dimensions with two particles, one of
mass M and the other of mass m, with M > 2m. We assume further that there is a three point
coupling between one heavy particle and two light particles. In this theory we shall analyze
the one loop mass renormalization diagram shown in Fig. 22. As in string field theory, we shall
assume that the vertex contains a factor of exp[−1
2
A{k2 +m2}− 1
2
A{(p− k)2 +m2}] for some
positive constant A that makes the diagram ultraviolet finite. Then the contribution of this
diagram to the mass2 of the heavy particle can be expressed as
δM2 = i B
∫
dDk
(2pi)D
exp[−A{k2+m2}−A{(p−k)2+m2}] {k2+m2}−1{(p−k)2+m2}−1 , (G.1)
where B is another positive constant that includes multiplicative constant contributions to the
vertices, and p is an on-shell external momentum satisfying p2 = −M2.
Using k2 = −(k0)2 +~k2 where ~k denotes (D− 1)-dimensional spatial momenta, we see that
the exponential factor falls off exponentially as |~k| → ∞ but grows exponentially as k0 → ±∞.
This shows that we cannot take the k0 integral to run along the real axis. As discussed in §8.1,
we resolve this problem by taking the ends of the k0 integral to be at ±i∞, but the integration
contour may take complicated form in the interior of the complex k0 plane to avoid poles of
the propagator. We shall now see how this is done in this particular example. The integrand
of (G.1) has poles in the k0 plane at
Q1 ≡
√
~k2 +m2, Q2 ≡ −
√
~k2 +m2, Q3 ≡ p0+
√
(~p− ~k)2 +m2, Q4 ≡ p0−
√
(~p− ~k)2 +m2 .
(G.2)
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Figure 23: The integrations contours in the k0 plane.
For imaginary p0, and k0 contour running along the imaginary axis from −i∞ to i∞, the poles
Q1 and Q3 are to the right of the integration contour whereas the poles Q2 and Q4 are to the
left of the integration contour. When p0 is continued to the real axis along the first quadrant,
the contour needs to be deformed appropriately so that Q1 and Q3 continue to lie on the right
and Q2 and Q4 continue to lie on the left. There are different possible configurations depending
on the value of ~k.
For p0 <
√
~k2 +m2 +
√
(~p− ~k)2 +m2, Q4 lies to the left of Q1 and the contour can be
taken as shown in Fig. 23(a). On the other hand for p0 >
√
~k2 +m2 +
√
(~p− ~k)2 +m2, Q4 is
to the right of Q1 and the deformed contour takes the form shown in Fig. 23(b). In drawing
this we have used the fact that when p0 lies in the first quadrant, Q4 remains above Q1 as it
passes Q1 and that during this process the contour needs to be deformed continuously without
passing through a pole. At the boundary between these two regions Q4 approaches Q1. In this
case we have to use a limiting procedure to determine the contour, and the correct procedure
will be to take p0 in the first quadrant, evaluate the integral and then take the limit of real p0.
This in particular means that Q4 approaches Q1 from above in this limit.
Our goal will be to evaluate the imaginary part of (G.1). In this case this can be done by
explicit computation. But we shall use this example to verify some of the steps in the analysis
of [26].
1. The complex conjugate contribution to an amplitude is given by the same
expression as the original amplitude with all the external momenta complex
conjugated and the choice of contour given by the complex conjugate of the
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Figure 24: The complex conjugate integrations contours in the k0 plane.
original contour. To prove this for the amplitude (G.1) note that under complex
conjugation the explicit factor of i changes sign and the end points ±i∞ of the k0
integration contour get exchanged. These two minus signs cancel against each other.
Therefore the net effect of complex conjugation is to take the complex conjugate of the
integrand. This in particular replaces k0 by (k0)∗ and p0 by (p0)∗ in the integrand.
Once we relabel (k0)∗ as k0, it automatically sends the original integration contour to its
complex conjugate, proving the desired result. The complex conjugates of the integration
contours of Fig. 23 are shown in Fig. 24.
2. The contribution to the imaginary part vanishes when the spatial components
of loop momenta are such that the loop energy integration contour is away
from the pinch singularity. Here pinch singularity refers to the situation where two
poles approach each other from opposite sides of the integration contour. In Fig. 23 the
pinch singularity corresponds to the limit in which Q1 and Q4 approach each other. Now
away from the pinch singularity we have either Q1 < Q4 or Q1 > Q4. For Q1 < Q4 the
integration contour shown in Fig 23(a) clearly matches its complex conjugate contour
shown in Fig. 24(a). Therefore for real p0 the contribution to the integral has vanishing
imaginary part. For Q1 > Q4 the contour shown in Fig. 23(b) is not deformable to its
complex conjugate contour shown in Fig. 24(b) without crossing a pole. But the former
can be deformed to the latter by making two segments of the integration contour pass
through the pole at Q1. It is easy to verify that the residues picked up at Q1 from these
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two segments have opposite sign. Therefore they cancel each other and again the results
of integration over the contours in Fig. 23(b) and 24(b) are identical for real p0, showing
that the contribution to the imaginary part of the amplitude vanishes. Therefore the
only possible contribution to the imaginary part can come from the Q4 → Q1 limit, i.e.
at the pinch singularity.
3. The contribution to the imaginary part of the amplitude from the pinch
singularities is given by Cutkosky rules. To verify this in this example we can
deform the integration contour through the pole at Q4 to make it into a contour along
the imaginary axis and a contour around Q4 in all cases shown in Figs. 23 and 24. The
resulting contour along the imaginary axis is clearly invariant under complex conjugation
and hence does not contribute to the imaginary part. Therefore we only need to evaluate
the residue at the pole Q4. For simplicity let us consider the case where the spatial
component of the external momentum vanishes, i.e. ~p = 0. In this case the residue at
Q4 is easily evaluated and the result for Fig. 23 is given by
−B
∫
dD−1k
(2pi)D−1
exp
[
A
(
p0 −
√
~k2 +m2
)2
− A(~k2 +m2)
]
Θ
(
Re(p0)−
√
~k2 +m2
)
(
2
√
~k2 +m2
)−1
(p0)−1
{
2
√
~k2 +m2 − p0
}−1
. (G.3)
The step function Θ reflects the fact that if Q4 lies on the left of the origin then we do not
pick up any residue from the pole at Q4 while making the contour lie along the imaginary
axis. This contribution looks real, but that is deceptive since the
{
2
√
~k2 +m2 − p0
}−1
can become singular and has to be defined by taking the p0 → M limit from the first
quadrant. This is achieved by replacing p0 by M + i and defining the amplitude by
taking the  → 0+ limit. Since all other quantities in the integrand are non-singular in
this limit, we may express (G.3) as
−B
∫
dD−1k
(2pi)D−1
exp
[
A
(
M −
√
~k2 +m2
)2
− A(~k2 +m2)
]
Θ
(
M −
√
~k2 +m2
)
(
2
√
~k2 +m2
)−1
(p0)−1
{
2
√
~k2 +m2 −M − i
}−1
. (G.4)
The difference between (G.4) and its complex conjugate, which is also the contribution
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to M2 − (M2)∗, is given by
−i B
∫
dD−1k
(2pi)D−2
exp
[
A
(
M −
√
~k2 +m2
)2
− A(~k2 +m2)
]
Θ
(
M −
√
~k2 +m2
)
(
2
√
~k2 +m2
)−1
(p0)−1δ
(
2
√
~k2 +m2 −M
)
. (G.5)
By rewriting this as
−iB
∫
dDk
(2pi)D
exp[−A{k2 +m2} − A{(p− k)2 +m2}] 2piδ(k2 +m2) Θ(k0)
2piδ((p− k)2 +m2) Θ(p0 − k0) , (G.6)
with all integrations performed along the real axis, one can easily verify that this is in
agreement with the Cutkosky rule for T − T † stated in §9.1.
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