A smooth approximation p(x; ) to the plus function: maxfx; 0g, is obtained by integrating the sigmoid function 1=(1 + e ? x ), commonly used in neural networks. By means of this approximation, linear and convex inequalities are converted into smooth, convex unconstrained minimization problems, the solution of which approximates the solution of the original problem to a high degree of accuracy for su ciently large. In the special case when a Slater constraint quali cation is satis ed, an exact solution can be obtained for nite . Speedup over MINOS 5.4 was as high as 1142 times for linear inequalities of size 2000 1000, and 580 times for convex inequalities with 400 variables. Linear complementarity problems are converted into a system of smooth nonlinear equations and are solved by a quadratically convergent Newton method. For monotone LCP's with as many as 10,000 variables, the proposed approach was as much as 63 times faster than Lemke's method.
Introduction
The plus function (x) + = maxfx; 0g where x is a real number, plays a fundamental role in mathematical programming in the sense that many problems can be reformulated using this function. For example, a system of inequalities g(x) 0, where g is a function from the n-dimensional real space R n into R m , can be reformulated as the unconstrained minimization problem: min x2R n k(g(x)) + k, where (z) + is taken to mean an mvector of plus functions applied componentwise. Similarly the nonlinear complementarity problem 0 x ? F(x) 0 where F : R n ! R n and ? denotes orthogonality, is equivalent to x ? (x ? F(x)) + = 0. Our basic idea in this work is to approximate the plus function by a smooth parametric approximation p(x; 
For even moderate value of , the function p(x; ) is a good approximation to the plus function, see Figures 2 and 4. As approaches in nity, p(x; ) approaches x + from above and remains continuously di erentiable as many times as we wish. Hence rst order and second order gradient methods can be used to solve the reformulated problem involving the p function. We treat as a parameter in the function p( ; ). Hence when we say p 0 or p ?1 , we mean the derivative or inverse of p with respect to the rst variable with the parameter xed. We immediately note the following basic properties of p(x; ) that are easy to verify. 2. p(x; ) is strictly convex and strictly increasing on R. 3. p(x; ) > x + , for all x 2 R. 4 . max x2R fp(x; ) ? x + g = p(0; ) = log 2 .
5. lim jxj!1 p(x; ) ? x + = 0, for all > 0. 6 . lim !1 p(x; ) = x + , for all x 2 R. 7 We now summarize our results. In Section 2 we treat linear inequalities by converting them to unconstrained di erentiable minimization problems. First we give a necessary and su cient condition for existence of a solution, and then give a uniqueness condition for the unconstrained minimization problem. We prove that when is large enough, the solution of the unconstrained problem can approximate the solution of original linear inequalities to any desired accuracy. For the case when the solution set of the linear inequalities has an interior point, an exact solution to the linear inequalities is obtained for su ciently large but nite . Even for the case when the original linear inequalities are unsolvable, our method still gives an approximate solution in a least error sense. In Section 3 we treat convex inequalities in a similar manner to that of Section 2. In Section 4 we consider the linear complementarity problem (LCP) by solving a system of di erentiable nonlinear equations. We give a su cient condition for the existence of solution for the nonlinear equations and bound the distance between this solution and the solution set of LCP. Also, we prove that if is large enough, we can get an exact solution to the LCP by a one-step puri cation of the approximate solution. In Section 5, some numerical results are given for linear and convex inequalities as well as monotone LCP's.
We now brie y describe our notation. For f : R ! R and x 2 R n , the notation f(x) will denote a vector in R n de ned by its components (f(x)) i = f(x i ); i = 1; ; n. The notation R m n will denote the set of m-by-n real matrices. The notations 0 and 1 will represent vectors with components 0 and 1 of appropriate dimensions. The notation k k 1 and k k 2 will denote the l 1 and l 2 norms respectively. A monotonic norm is any norm such that kyk kxk whenever jyj jxj. For a di erentiable function f: R n ! R m ; rf will denote the m n Jacobian matrix of partial derivatives. For a twice di erentiable function f: R n ! R; r 2 f is the n n Hessian. The set of minimizers of min x2X f(x) will be denoted by arg min x2X f(x).
Linear Inequalities
We consider the following system of linear inequalities Ax b (2) where A 2 R m n and b 2 R m are given. Let X denote the solution set of (2). We shall employ two error functions for the linear inequalities (2) de ned by: As an approximate solution to (2), we propose to solve min x2R n f(x) (5) where f(x) is either f 1 (x) or f 2 (x). Thus we replace the combinatorial problem of solving a system of linear inequalities by a deterministic unconstrained minimization of a di erentiable function.
The function f(x) de ned by (3) or (4) is convex on R n . It is strictly convex on R n if the matrix A has full column rank. The following theorem characterizes the solvability of (5). If, in addition, the solution set X of (2) is nonempty, then each of above is equivalent to 5. The solution set X is bounded.
Proof (1 =) 2) Follows from the convexity and continuity of f(x). . Notice that the sequence f xk kxkk g has an accumulation point x. Let f xk i kxk i k g denote the subsequence converging to x. Since f(x ki ) , for f de ned by (3) or (4), we have that Ax ki ? b p ?1 ( ; )1 or Ax ki ? b p ?1 ( p ; )1 respectively. Dividing both sides by kx ki k, and letting i ! 1, we get Ax 0 and x 6 = 0, which contradicts 3. So problem (5) must have a solution. Since Ax 0, x 6 = 0 has no solution, the matrix A has full column rank. Therefore f(x) is strictly convex, and the solution of (5) is unique.
(4 =) 1) Let x 2 arg min x2R n f(x). Then L f(x ) (f) = fx g which is nonempty and compact. (5 () 3) If, in addition, the solution set X of (2) is nonempty, the boundedness of X is equivalent to Ax 0; x 6 = 0 having no solution, which is 3. Hence that is equivalent to each of conditions 1 to 4.
From the above two theorems, it is easy to see that if the matrix A is of full column rank, the minimization problem (5) has a solution if and only if its solution is unique.
In the following, we will prove that a solution of (5) gives an approximate solution of (2). First we will state an error bound lemma for linear inequalities. 
for some positive constant (A) and any vector norm k k .
Since p(x; ) majorizes x + , p(Ax ?b; ) serves as an error bound also for any monotonic vector norm k k . We thus have that kx ? xk (A)kp(Ax ? b; )k ; (8) where x and (A) are the same as in Lemma 2.1. We now give an estimate of the error in satisfying the inequalities (2) by any exact solution of (5).
Theorem 2.3 Let the solution set X of (2) be nonempty. Let f(x) be the function de ned in (3) or (4) and let x 1 ( ) and x 2 ( ) be solutions of (5) Proof By Lemma 2.1, there exists an x 2 X, such that kx
Combining the above two inequalities, the conclusion follows.
Therefore, by choosing su ciently large, x( ) can approximate a solution of (2) to any desired accuracy. In the case when X has an interior point, for large enough, the solution x( ) of (5) solves the linear inequalities (2) exactly. We give this result below in Theorem 2.4 after establishing a preliminary lemma. Theorem 2.4 Suppose that the solution set X of (2) has a nonempty interior. Let x( ) denote a solution of (5). Then there exists an > 0, such that for any , x( ) 2 X.
Proof By assumption, there exists anx 2 R n and > 0 such that Ax ? b ? e. Let f(x) be de ned by (3) , and x( ) denote a solution of (5). Let = Remark 2.1 Suppose that the solution set of (2) is nonempty and bounded, then the level sets of f(x) are compact and f(x) is strongly convex on its level sets. Also note that f(x) is di erentiable as many times as we wish, hence we can apply any rst or second order algorithm of unconstrained minimization to get linear, super-linear, or a local quadratic rate of convergence.
Convex Inequalities
In this section, we consider system of convex inequalities g(x) 0 (12) where g : R n ! R m . We shall assume that g(x) is convex and continuous on R n . Let X be the solution set of (12) . In a similar manner to the case of linear inequalities, we consider the following functions:
and f(x) = f 2 (x) = kp(g(x); )k 2 2 ; (14) where p(:; ) is de ned in (1). Again we solve min x2R n f(x) (15) to get an approximate solution to the convex inequalities (12) . Let rc(g) denote the recession cone of a proper convex function g, that is rc(g) = fyj sup x2dom g (g(x + y) ? g(x)) 0g, where dom g is the domain of g 20]. Now we will state a condition under which (15) has a solution.
Theorem 3.1 Let g : R n ! R m be continuous and convex and let f(x) be de ned as in (13) or (14) . The following are equivalent:
4. Problem (15) has nonempty compact solution set.
If, in addition, the solution set X of (12) is nonempty, then all above are equivalent to 5. The solution set X is bounded.
Proof (1 =) 2) Follows from that f(x) is closed proper convex.
(2 =) 3) Suppose there exists a nonzero vector y 2 \ i=m i=1 rc(g i ). For arbitrary xed x 2 R n , y 2 rcL gi(x) (g i ); i = 1; ; m. Hence for any > 0, x + y 2 L gi(x) (g i ), g i (x + y) g i (x) and f(x + y) f(x). Therefore x + y 2 L f(x) (f). This contradicts the compactness of level sets.
(3 =) 4) Suppose not, then there exists fx k g such that kx k k ! 1 , as k ! 1 , and f(x k ) ! inf x2R n f(x) 0. Therefore there exists a such that L (f) is nonempty and unbounded, hence rc(f) 6 = f0g. Let 0 6 = y 2 rc(f), for f de ned in (13). We have that g i (x + y) f(x + y) f(x). Hence x + y 2 L f(x) (g i ); i = 1; ; m. Hence 0 6 = y 2 \ i=m i=1 rc(g i ). This contradicts 3. Similarly, the case of f de ned by (14) can be proved.
(4 =) 1) Let x 2 arg min x2R n f(x). Then L f(x ) (f) which is nonempty and compact.
(5 () 3) If, in addition, solution set X of (12) is nonempty, X is bounded if and only if \ i=m i=1 rc(g i ) = f0g, which is 3. Hence condition 5 is equivalent to each of conditions 1 to 4.
Following are some results similar to those of Section 1. We omit the proofs. Theorem 3.2 Suppose that solution set X of (12) be nonempty. Let f(x) be the function de ned in (13) or (14) and let x 1 ( ) and x 2 ( ) be solutions of (15) Note that f(x) is convex, and is continuously di erentiable as many times as g(x) is. However, f(x) is not strictly convex in general as was the case for linear inequalities. In the following we will give a condition which ensures the strict convexity of f(x). for each x 2 R n . Then f(x) is continuously twice di erentiable, strictly convex on R n and strongly convex on any bounded set.
We note the following simple conditions that ensure the satisfaction of condition (16) 1. For some i, g i (x) is strongly convex on R n .
2. P i=m i=1 g i (x) is strongly convex on R n . 3. Let I f1; ; mg denote the index set of linear inequalities, and g i (x) = a T i x ? b i ; i 2 I.
Then fa i g i2I has rank n.
The Linear Complementarity Problem
Consider the linear complementarity problem of nding an x in R n such that Mx + q 0; x 0; x T (Mx + q) = 0 (17) where M 2 R n n and q 2 R n . We shall denote this problem by LCP(M; q). We will show that under the assumption that M is a P 0 matrix, that is a matrix with nonnegative minors 1], then all the stationary points of (21) are solutions of (20) . First we will state a simple lemma for P 0 matrices. Since diag(e (M x+q)? x ) and diag(e ? (M x+q) ) are positive diagonal matrices, it follows by by Lemma 4.2 that x( ) is a solution of (20) .
Note that the class of P 0 matrices contains the classes of P matrices, positive semi-de nite matrices and row-su cient matrices 1]. For this class of matrices, if f(x) de ned by (21) has a stationary point, that point is also a solution of (20) . Now we establish the existence of a solution to (20) The following theorem proves that if is su ciently large, then a solution of (20) can be puri ed to a solution of LCP(M; q). In the following theorem, we assume that all the elements of matrix M and vector q are integers and n 2. Let L be the size of LCP(M; q) de ned by 5]
log(jq i j) + log(n for all = p n2 L . By the puri cation procedure described in Appendix B 5], x( ) can be puri ed to a solution of LCP(M; q).
Numerical Results
We now give a summary of our computational experience with the smooth algorithms described in this paper. The smooth algorithms were implemented in C. The CPU times for all the algorithms do not include the time to input data. The time of MINOS 5.4 14] is the execution time for subroutine M5SOLV and also does not include the input time. MINOS is a pivot-based solver, which employs sparsity by updating the basis using sparse linear algebra. The smooth algorithms employ sparsity by evaluating the function and gradients using sparse matrix computation and solving linear equations by a sparse LU decomposition from MINOS.
For linear inequalities, we compared the smooth algorithm with MINOS as well as with the relaxation method of Motzkin and Schoenberg 13]. The relaxation method was implemented in C. All the algorithms for linear inequalities were run on a Sun SPARCstation 10. We used the truncated Newton algorithm 15] to solve the smooth unconstrained minimization problem. We started with = 1000:0 and increased it by a factor of 2 at each major iteration. The algorithms terminate when the infeasibilities are less than 1.0e-7. All problems were generated randomly. Problems of size up to 500 variables are dense while larger problems are sparse with density in the range of 2 percent to 5 percent. The linear inequalities generated were of the following form: by the smooth, MINOS and relaxation algorithms. For the cases m=2n and m=4n, the smooth algorithm is faster than the other two algorithms. For the case m=n, the smooth algorithm is faster than MINOS and comparable with the relaxation method.
For convex inequalities, we use the BFGS algorithm 2] to solve the unconstrained minimization problem for variables up to 150, and the limited memory BFGS algorithm 16] for lager problems. Starting with = 5, we increased by a factor of 1.05 to 1.2 at each minor iteration. The algorithm terminates when the infeasibilities are less than 1.0e-7. We compared the smooth algorithm with MINOS. Both algorithms were run on a DECstation 3100. The problems generated were in the following form:
Here 90 percent of inequalities were linear and 10 percent were nonlinear. The nonlinear inequalities were of the form: g i (x) = e xMx+qx?c + ax ? b; where M is a positive semide nite matrix. All the matrices and the vector x 0 were randomly generated and b 1 and b 2 were determined by b 1 = Ax 0 + c 1 and b 2 = g(x 0 ) + c 2 . The vectors c 1 and c 2 were randomly generated such that about half of the entries were zeros and the others were random nonnegative real numbers. Figure 8 depicts the ratio of CPU time taken by MINOS to the time taken by the smooth algorithm as a function of problem size n.
For monotone linear complementarity problems, we used a Newton method with a safeguarded linear search to solve the nonlinear equation (19) . This approach is computationally more e cient than solving the nonlinear equation (20) . We compared the smooth method with Lemke's method 1]. All problems were generated randomly. The matrix M was determined by: M = AA T + C, where A is an n r random matrix, r is a random number between 1 to n and C is a random skew-symmetric matrix. For the sparse problems, if the i-th row and column of M were all zeros, we replaced m ii by a random nonnegative real number. The vectors x; w were randomly generated nonnegative vectors that were made complementary to each other by setting to zero a random 50 percent entries of x and the remaining 50 percent of w. The vector q was then de ned by: q = w ? Mx. We chose the parameter inversely proportional to the 2-norm of the natural residual: k minfx; Mx+qgk 2 12] . The algorithm terminates when the in nity-norm of the natural residual is less than 1.0e-6. For dense problems, we compared the smooth algorithm with Lemke's method which was implemented in FORTRAN. For sparse problems with density between 0.012 and 0.15 percent, we compared the smooth algorithm with a sparse version of lemke's method 3], which employs sparse basis updating techniques. The SOR method of Delone and Tork Roth 6] does not apply to this class of nonsymmetric LCP nor do other splitting methods described in 1]. In fact, the SOR method of 6] failed on all test problems. Figures 9 and 10 show the CPU times for the smooth algorithm and Lemke's method. The smooth algorithm is always better than Lemke's method for both dense as well as the sparse problems.
We conclude with Table 1 , that shows the potential of our smoothing methods as indicated by the maximum speedup that was achieved over standard algorithms. This table shows that smoothing techniques can be very e ective for solving linear and convex inequalities as well as linear complementarity problems and hence warrant further study. We plan to generalize our smoothing techniques to various problems such as linear programs, convex programs, nonlinear complementarity problems and neural networks. 
