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a b s t r a c t
The modulation of a signal that is transmitted in the nerve system takes place in chemical
synapses. This article focuses on the phenomena undergone in the presynaptic part of
the synapse. A diffusion–reaction type model based on the partial differential equation
is proposed. Through an averaging procedure this model is reduced to a model based
on ordinary differential equations with control, which is then analyzed according to its
dynamical properties—controllability, observability and stability. The system is strongly
connected to the one introduced by Aristizabal and Glavinovic (2004) [13]. The biological
implications of the obtained mathematical results are also discussed.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Both cognitive and medical needs imply the extensive requirement to study the nerve processes on the synaptic level.
Simultaneously with experimental research, mathematical and computational models of both biological and artificial
synapses dynamics are introduced [1–8]. Suchmodels are useful for two reasons. Firstly, due to themicroscopic and dynamic
nature of synaptic phenomena, many biological quantities, especially functional ones, cannot be measured directly and
must be predicted by models. Furthermore, experiments are expensive and invasive, whereas computer simulations can
be performed relatively easily. The wide spectrum of assumptions are used as starting points for the mathematical model
foundations. The two basic families of models are the deterministic and stochastic ones [8]. Differential equations are a
generic tool for modeling the dynamics of neural processes [9]. A widely exploited assumption concerning the nature of
transport processes in a presynaptic bouton is the presence of so-called vesicular pools—groups of vesicles having the same
functional properties according to their transport features.
The study of vesicle pools began with the work of Birks and MacIntosh [10], who investigated acetylcholine release
from cat sympathetic ganglia. They proposed that there are two distinct presynaptic stores of transmitter. However, further
studies argued that, in fast transport of neurotransmitters, three pools participate [11]. It is out of this discussion that vesicles
belonging to the readily releasable pool are accumulated in the vicinity of the release sites of the cell membrane. This means
that at least the readily releasable pool has a distinctive spatial location in the presynaptic bouton. Recent evidence indicates
that, at least in some preparations, vesicles in the recycling and reserve pools are intermixed to a considerable degree [11].
However, as vesicles are grouped into clusters [12], so called synaptic ribbons, it seems that a particular spatial distribution
should be assigned to the two remaining pools: recycling (intermediate) pool and reserve pool.
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The presented idea of vesicular pools is the tool for mathematical modeling, based on differential equations, and implied
numerical simulations of transport processes in the presynaptic bouton [13–19]. The mentioned ambiguity concerning
spatial aspects of the pools implies that, at the present stage of studies, both types of models are admissible: the ones
in which the spatial location of the pools is taken into consideration and the ones which neglect the spatial aspects at least
of two inner pools. The first ones must be based on partial differential equations (PDEs, for abbreviation) whereas ordinary
differential equations (ODEs) are one of the possible tools used in the second family of models. PDE models are referred to
ODE models by the averaging procedure. It seems that [14–17] are, so far, the only papers in which the PDEs are used to
model the vesicular storage and release based on the pools idea. In [15] the averaging of the proposed PDE model was done
and, as a result, the ODE model was obtained. It was then referred to the one proposed by Aristizabal and Glavinovic [13]
(AG model, for abbreviation). However, the procedure required a certain regularity in the diffusion coefficient, which was
violated in themodel. This caused the averaging procedure that had been done to be formally erroneous. However, it should
be stressed that the applied averaging procedure, although formally incorrect, leads to simplified ODE systems that can be
easily referred to electronic circuits [15,16]. Therefore such an approach is useful for hardware implementations, for instance
in robotics.
In this paper the averaging procedure of the PDE model found in [15] is performed fully correctly from the formal point
of view. The obtained ODE model is then referred to the AG model and both models are analyzed in the context of their
dynamical aspects—controllability, observability and stability. The biological implications are also discussed.
The approach used in this paper, rather than analyzing the PDE directly, relies on the analysis of a simpler problem,
namely the systemofODEsderived from this PDEbymeans of averaging. This is implied by the fact that usuallymeasurement
procedures provide the averaged data, which can be directly related to the averaged unknowns that appear in the ODEs.
The paper is organized in the following way. In Section 2 the formulation of the problem and results obtained in
the previous paper [15] are recalled. In Section 3 the averaging procedure, performed in the exact way, is presented.
Mathematical foundations concerning dynamical systems with control are recalled in Section 4 and the application to study
properties of the model obtained by averaging are described in Section 5. Biological implications of the obtained results are
discussed in Section 6.
2. Problem formulation
The presented model describes vesicular storage and release as simple diffusion in the cytoplasm occurring on a
millisecond time scale and is based on biological evidence and assumptions as given previously in [13,20–24].
Model assumptions.
1. Terminal bouton occupies a fixed domain, the vesicle docking and release sites constitute a fixed part of the domain
boundary.
2. The unknown of the model is the concentration of vesicles in the cytoplasm. The unit in which this value is expressed
can either be the mass or the quantity of the vesicles or the fraction of cytoplasm volume they occupy.
3. Vesicles diffuse inside the terminal bouton and are synthesized in some subdomain of the bouton.
4. The efficiency of the vesicle synthesis may either be assumed to be constant or proportional to the difference between
the equilibrium concentration (above which the synthesis does not take place) and current concentration. The re-uptake
of the released neurotransmitter is not considered in the model.
5. Vesicles do not leave the domain unless the action potential arrives. The arrival of the action potential triggers the
possibility of vesicle release through some fixed period of time. The number of vesicles that can be released in a unit
time through a unit area is proportional to the vesicle concentration in the vicinity of the release site.
Model parameters.
(i) Ω ⊂ R3—the domain of the terminal bouton being a sufficiently regular set,
(ii) Ω3 ⊂ Ω—the domain of neurotransmitter production,
(iii) ∂Ωd ⊂ ∂Ω—neurotransmitter release sites on the cell membrane,
(iv) β : Ω → R—neurotransmitter source density, defined, for example, by β(x) = 0 outsideΩ3 and β(x) = βz onΩ3,
(v) ϱ—the balance concentration of vesicles with neurotransmitter in the bouton (new vesicles appear only if the
concentration is below this value),
(vi) α—the coefficient denoting the rate of neurotransmitter exocytosis, α is the number of vesicles (or molecules) that
are released through a unit area of the membrane in unit time by a unit difference of the concentration in the cell and
outside the cell (1 action potential activates about 300 vesicles and 1 vesicle contains from 1000 to 10000 molecules
of neurotransmitter),
(vii) aij : Ω → R—the diffusion tensor for the neurotransmitter-filled vesicles (assuming that the cytoplasm is an isotropic
and homogeneous medium, the tensor is diagonal, constant in time and independent on space; the value of all three
entries on the diagonal is constant and equal to the diffusion coefficient which, for the acetylcholine, is equal to
300 µm2/s—see [25]),
(viii) τ—the time period through which the neurotransmitter is released from the docked vesicles to the cleft (2–5 µs),
(ix) t0—the arrival moment of the potential.
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Fig. 1. An example of division of the synaptic bouton domain into subdomains corresponding to the vesicle pools.
Governing equation. Themotion of neurotransmitter-filled vesicles in the presynaptic bouton is governed by the equation
∂ϱ(x, t)
∂t
=
3
i,j=1
∂
∂xi

aij(x)
∂ϱ(x, t)
∂xj

+ β(x)(ϱ − ϱ(x, t))+ (1)
with the following boundary and initial conditions
3
i,j=1
aij
∂ϱ(x, t)
∂xj
ni = 0 for (x, t) ∈ (∂Ω − ∂Ωd)× [0, T ], (2)
3
i,j=1
aij
∂ϱ(x, t)
∂xj
ni = −α(t)ϱ(x, t) for (x, t) ∈ ∂Ωd × [0, T ]. (3)
ϱ(x, 0) = ϱ0(x) onΩ. (4)
It is assumed that
α(t) =

α for t ∈ [t0, t0 + τ ]
0 otherwise,
where t0 is the moment of the action potential arrival and τ is its length. It is possible to consider more than one action
potential, then α(t) = α on all time intervals of length τ starting from the action potential arrival. The set Ω is bounded,
open and has appropriately smooth boundary. The unknown function ϱ : Ω × [0, T ] → R is the concentration of the
vesicles in the synaptic bouton cytoplasm. The initial concentration ϱ0 : Ω → R is assumed to be given and smooth.
In general all vesicles present in the cytoplasm are divided into three pools [11]: readily releasable pool, intermediate
(or recycling) pool and reserve pool. The main assumption of the presented model is that the pools are associated with
the subdomains of Ω . We also assume that the pools are characterized by the values of the diffusion tensor, which is
always diagonal and equal to the unit matrix multiplied by a constant that is specific for the particular pool. We have
Ω = Ω1 ∪Ω2 ∪Ω3, where:
• Ω3 is the reserve pool, and the diffusion tensor on Ω3 is assumed to be given by aij(x) = a3I3×3 (where I3×3 is the
three-dimensional identity matrix),
• Ω2 is the intermediate pool, and the diffusion tensor onΩ2 is assumed to be given by aij(x) = a2I3×3,
• Ω1 is the release pool, and the diffusion tensor onΩ1 is assumed to be given by aij(x) = a1I3×3.
The boundary ofΩ3 is assumed to be included in the boundary ofΩ2. This set is denoted as ∂Ω32. The boundary ofΩ2 is
assumed to contain two disjoint parts: the boundary ofΩ3 (the set ∂Ω32) and the other part being the boundary betweenΩ2
andΩ1 (this set is denoted as ∂Ω21). Finally the boundary ofΩ1 is assumed to be given as ∂Ω12∪ ∂Ω . The release boundary
∂Ωd is assumed to be contained in thewhole ∂Ω . An example of configurationwhich satisfies this assumptions is presented
in Fig. 1. It should be stressed that although in the figure all the domains are connected sets, this does not have to be and,
usually, is not the case.
The synthesis of new vesicles is assumed to take place only in the most inner, reserve, pool. We assume that
β(x) =

β for x ∈ Ω3
0 for x ∈ Ω \Ω3.
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Fig. 2. (A) The scheme presenting the transport of vesicles between pools inside the bouton and release of vesicles from the bouton to the cleft. (B) The
corresponding circuit scheme [13,15].
Moreover the synthesis of new vesicles takes place only if their concentration is not too high. This is represented by the term
(ϱ− ϱ(x, t))+, where ϱ is a given threshold value and (·)+ denotes a positive part. This term causes the nonlinearity in (1).
Due to the space configuration of the pools, the vesicles can be transported between the reserve pool and the intermediate
pool as well as between the intermediate pool and the release pool. This is schematically presented in Fig. 2(A).
3. Averaging
In the following part of the paper three-dimensional Lebesgue measure will be denoted by m and two-dimensional
boundary Lebesgue measure in R3 will be denoted bym2.
We assume that all the coefficients in the equation are of class C∞. Such regularity can be obtained by the mollification
procedure (see [26, Lemma 2.21, page 50] for theoretical foundations and [4] for an example of application). Namely, if
aij, β, α are nonsmooth (only L∞) functions, then we replace them with appropriate smoothed functions. For example, if
p is a standard mollifier kernel then we can define asij(x) =

Ω
pk(x − z)aij(z) dz. An analogous mollification procedure is
done for β and α. For the equation with regularized coefficients the solution ϱ will also be smooth on Ω × (0, T ) (see for
instance [27, Section 7.1.3]). Moreover the regularized functions aij and β will be equal to the original ones apart from some
neighborhoods of the boundaries ∂Ω32 and ∂Ω21.
Let us fix a small parameter ε > 0. This value will be small but fixed throughout the argument. We take the neighborhood
Ω3ε of the boundary ∂Ω32 such thatΩ3ε ⊂ Ω and m(Ω3ε) ≤ εm2(∂Ω32). Similarly we takeΩ2ε , the neighborhood of the
boundary ∂Ω21 such that it is included inΩ2ε ⊂ Ω and m(Ω2ε) ≤ εm3(∂Ω21). Moreover, we have a(x) ≡ a3 inΩ3 \Ω3ε ,
a(x) ≡ a2 inΩ2 \ (Ω3ε ∪Ω2ε) and a(x) ≡ a1 inΩ1 \Ω2ε . Finally β(x) ≡ β inΩ3 \Ω3ε and β(x) ≡ 0 outsideΩ3.
We introduce the averaged variables ϱ3(t) =

Ω3\Ω3ε ϱ(x,t) dx
m(Ω3\Ω3ε) , ϱ2(t) =

Ω2\(Ω3ε∪Ω2ε) ϱ(x,t) dx
m(Ω2\(Ω3ε∪Ω2ε)) and ϱ1(t) =

Ω1\Ω2ε ϱ(x,t) dx
m(Ω1\Ω2ε) .
3.1. Inner domain
Integrating (1) overΩ3 we get
Ω3
∂ϱ(x, t)
∂t
dx =

Ω3
3
i=1
∂
∂xi

a(x)
3
j=1
∂ϱ(x, t)
∂xj

dx+

Ω3
β(x)(ϱ − ϱ(x, t))+ dx. (5)
Using the Green formula (see [27, Appendix C.2]) we have
Ω3\Ω3ε
∂ϱ(x, t)
∂t
dx+

Ω3ε∩Ω3
∂ϱ(x, t)
∂t
dx =

∂Ω32
a(x)
∂ϱ(x, t)
∂ν
dΓ +

Ω3\Ω3ε
β(x)(ϱ − ϱ(x, t))+ dx
+

Ω3ε∩Ω3
β(x)(ϱ − ϱ(x, t))+ dx, (6)
where the normal derivative is directed outsideΩ3. Denoting
max

sup
(x,t)∈Ω×[0,T ]
ϱ(x, t), sup
(x,t)∈Ω×[0,T ]
∂ϱ(x, t)
∂t

= C
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we can write
Ω3\Ω3ε
∂ϱ(x, t)
∂t
dx−

∂Ω32
a(x)
∂ϱ(x, t)
∂ν
dΓ − β

Ω3\Ω3ε
(ϱ − ϱ(x, t))+ dx

≤ εm2(∂Ω32)(C + βρ + Cβ) := εD.
Assuming that ϱ(x, t) ≤ ϱ and approximating the term under the boundary integral as a2+a32 ϱ2(t)−ϱ3(t)εm(Ω3 \Ω3ε) ddt ϱ3(t)−m2(∂Ω32)a2 + a32 ϱ2(t)− ϱ3(t)ε − βm(Ω3 \Ω3ε)(ϱ − ϱ3(t))
 ≤ εD. (7)
The assumption ϱ(x, t) ≤ ϱ is biologically justified since there is no production of new vesicles if their concentrations are
greater or equal to the threshold value, and thus it should never raise the values above it. This is equivalent to the fact that, in
general, biological systems have the saturation property. According to the mathematical aspect such an assumption allows
the positive part (superscript (·)+) to be omitted, which leads to the linear ODE system after averaging.
Dividing bym(Ω3 \Ω3ε)we have ddt ϱ3(t)− m2(∂Ω32)(a2 + a3)2εm(Ω3 \Ω3ε) (ϱ2(t)− ϱ3(t))− β(ϱ − ϱ3(t))
 ≤ ε Dm(Ω3 \Ω3ε) . (8)
Thus the function ϱ3(t) satisfies the following initial value problem
ϱ3(0) =

Ω3\Ω3ε ϱ(x, 0) dx
m(Ω3 \Ω3ε) ,
d
dt
ϱ3(t) = m2(∂Ω32)(a2 + a3)2εm(Ω3 \Ω3ε) (ϱ2(t)− ϱ3(t))+ β(ϱ − ϱ3(t))+ f3(t), (9)
where |f3(t)| ≤ ε Dm(Ω3\Ω3ε) . Recall that (see [13,15]) in the compartment ODEmodel proposed by Aristizabal and Glavinovic
(cf. also Fig. 2(B)) the capacity of the ‘‘inner’’ pool is given by
dU3
dt
= 1
R2C3
U2 −

1
R3C3
+ 1
R2C3

U3 + 1R3C3 E. (10)
The above equation corresponds to the electric circuit model introduced in [13] as amodel having the same dynamics as the
system implied by the compartmental description of the inner pool dynamics. The equation can be derived by Kirchhoff’s
current and voltage laws applied to the circuit in Fig. 2(B). Setting E = ϱ, 1R3C3 = β and 1R2C3 =
m2(∂Ω32)(a2+a3)
2εm(Ω3\Ω3ε) , we see that
ϱ3(t) satisfies Eq. (10) with the perturbation f3(t).
Let us note that if ε is small (close to zero) then the absolute value of the term f3 also becomes small, however, the
coefficient m2(∂Ω32)(a2+a3)2εm(Ω3\Ω3ε) in Eq. (9) becomes large. This corresponds to the fact that, after passing to the limit ε → 0, the
discontinuity of the diffusion coefficient causes the singularity in the corresponding coefficient in Eq. (9). This is an essential
drawback in the averaging procedure presented in [15], which formally makes the result of the procedure invalid since the
law of mass conservation is then violated. The same remark concerns the remaining pools, for which the averaging will be
presented in the sequel.
3.2. Middle domain
Integrating (1) overΩ2 we get
Ω2
∂ϱ(x, t)
∂t
dx =

Ω2
3
i=1
∂
∂xi

a(x)
3
j=1
∂ϱ(x, t)
∂xj

dx. (11)
Proceeding analogously to the case of the inner domain we get
Ω2\(Ω3ε∪Ω2ε)
∂ϱ(x, t)
∂t
dx+

Ω2∩Ω3ε
∂ϱ(x, t)
∂t
dx+

Ω2∩Ω2ε
∂ϱ(x, t)
∂t
dx
=

∂Ω32
a(x)
∂ϱ(x)
∂ν
dΓ +

∂Ω21
a(x)
∂ϱ(x)
∂ν
dΓ , (12)
where the normal derivative is directed outside Ω2. The term under the first boundary integral is approximated as
a2+a3
2
ϱ3(t)−ϱ2(t)
ε
and under the second one as a1+a22
ϱ1(t)−ϱ2(t)
ε
. Setting C as in the previous section we obtainm(Ω2 \ (Ω3ε ∪Ω2ε)) ddt ϱ2(t)−m2(∂Ω32)a2 + a32 ϱ3(t)− ϱ2(t)ε −m2(∂Ω21)a1 + a22 ϱ1(t)− ϱ2(t)ε

≤ εC(m2(∂Ω32)+m2(∂Ω21)). (13)
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Dividing this inequality bym(Ω2 \ (Ω3ε ∪Ω2ε))we arrive at ddt ϱ2(t)− m2(∂Ω32)(a2 + a3)2εm(Ω2 \ (Ω3ε ∪Ω2ε)) (ϱ3(t)− ϱ2(t))− m2(∂Ω21)(a1 + a2)2εm(Ω2 \ (Ω3ε ∪Ω2ε)) (ϱ1(t)− ϱ2(t))

≤ ε C(m2(∂Ω32)+m2(∂Ω21))
m(Ω2 \ (Ω3ε ∪Ω2ε)) . (14)
The function ϱ2(t) satisfies the following initial value problem
ϱ2(0) =

Ω2\(Ω3ε∪Ω2ε) ϱ(x, 0) dx
m(Ω2 \ (Ω3ε ∪Ω2ε)) ,
d
dt
ϱ2(t) = m2(∂Ω32)(a2 + a3)2εm(Ω2 \ (Ω3ε ∪Ω2ε)) (ϱ3(t)− ϱ2(t))+
m2(∂Ω21)(a1 + a2)
2εm(Ω2 \ (Ω3ε ∪Ω2ε)) (ϱ1(t)− ϱ2(t))+ f2(t), (15)
where |f2(t)| ≤ ε C(m2(∂Ω32)+m2(∂Ω21))m(Ω2\(Ω3ε∪Ω2ε)) . Analogously to the inner pool, in comparison to [13,15] (cf. also Fig. 2), where the
capacity of the ‘‘middle’’ pool is given by
dU2
dt
= 1
R1C2
U1 −

1
R2C2
+ 1
R2C2

U2 + 1R2C2U3, (16)
we observe that setting 1R1C2 =
m2(∂Ω21)(a1+a2)
2εm(Ω2\(Ω3ε∪Ω2ε)) and
1
R2C2
= m2(∂Ω32)(a2+a3)2εm(Ω2\(Ω3ε∪Ω2ε)) we have that ϱ2(t) satisfies Eq. (16) with the
perturbation f2(t).
3.3. Release domain
Integrating (1) overΩ1 we get
Ω1
∂ϱ(x, t)
∂t
dx =

Ω1
3
i=1
∂
∂xi

a(x)
3
j=1
∂ϱ(x, t)
∂xj

dx. (17)
By the Green formula we arrive at
Ω1\Ω2ϵ
∂ϱ(x, t)
∂t
dx+

Ω1∩Ω2ϵ
∂ϱ(x, t)
∂t
dx =

∂Ω21
a(x)
∂ϱ(x, t)
∂ν
dΓ +

∂Ωd
a(x)
∂ϱ(x, t)
∂ν
dΓ . (18)
Using the boundary condition and, similar to the case ofmiddle and inner domains, approximating the first boundary integral
as a1+a22
ϱ2(t)−ϱ1(t)
ε
(the sign is opposite to the one in middle domain since the outer normal is now opposite) we obtain
m(Ω1 \Ω2ϵ)dϱ1(t)dt +

Ω1∩Ω2ϵ
∂ϱ(x, t)
∂t
dx = a1 + a2
2
ϱ2(t)− ϱ1(t)
ε
m2(∂Ω21)− s(t)α

∂Ωd
ϱ(x, t) dΓ , (19)
where s(t) = 1 during the release period and s(t) = 0 otherwise. Now, assuming that the concentration in the release
domain does not change in space and is approximately equal to ϱ1(t), and taking C as in previous steps we arrive atm(Ω1 \Ω2ϵ)dϱ1(t)dt − a1 + a22 ϱ2(t)− ϱ1(t)ε m2(∂Ω21)+ s(t)αϱ1(t)m2(∂Ωd)
 ≤ εCm2(∂Ω21). (20)
Dividing bym(Ω1 \Ω2ϵ)we obtaindϱ1(t)dt − m2(∂Ω21)(a1 + a2)2εm(Ω1 \Ω2ϵ) (ϱ2(t)− ϱ1(t))+ s(t) αm2(∂Ωd)m(Ω1 \Ω2ϵ)ϱ1(t)
 ≤ ε Cm2(∂Ω21)m(Ω1 \Ω2ϵ) . (21)
We proved that the function ϱ1(t) satisfies the following initial value problem
ϱ1(0) =

Ω1\Ω2ε ϱ(x, 0) dx
m(Ω1 \Ω2ε) ,
d
dt
ϱ1(t) = m2(∂Ω21)(a1 + a2)2εm(Ω1 \Ω2ϵ) (ϱ2(t)− ϱ1(t))− s(t)
αm2(∂Ωd)
m(Ω1 \Ω2ϵ)ϱ1(t)+ f1(t), (22)
where |f1(t)| ≤ ε Cm2(∂Ω21)m(Ω1\Ω2ϵ ) . Analogously to the cases of the inner and middle pools, in comparison to [13,15] (cf. also Fig. 2)
where the capacity of the ‘‘release’’ pool is given by
dU1
dt
= 1
R1C1
U2 − 1R1C1U1 − s(t)
1
R0C1
U1, (23)
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we observe that setting 1R1C1 =
m2(∂Ω21)(a1+a2)
2εm(Ω1\Ω2ϵ ) and
1
R0C1
= αm2(∂Ωd)m(Ω1\Ω2ϵ ) we have that ϱ1(t) satisfies the Eq. (23) with the
perturbation f1(t).
Observe that the speed of neurotransmitter release is given by y(t) = s(t) αm2(∂Ωd)m(Ω1\Ω2ϵ )ϱ1(t) and total amount of released
neurotransmitter within the time interval (t1, t2) can be calculated by integration N(t1, t2) =
 t2
t1
y(t)dt .
4. Dynamical systems with control
We derived, by means of an averaging technique, the initial value problem for the system of ODEs (9), (15), (22). In
the sequel we analyze dynamical properties of this system from the viewpoint of control theory. Namely, we study its
controllability, observability and stability, then, based on the obtained results, we draw conclusions about the biological
properties of the dynamics of processes in a presynaptic bouton. Basic definitions and properties concerning controllability
and observability of linear dynamical systems can be found, for example, in [28]. In this section we recall only the properties
used directly in the mentioned system analysis presented in Section 5.
In the sequel, linear time-invariant continuous finite-dimensional dynamical systems with control are studied:
d
dt
x(t) = Ax(t)+ Bv(t), (24)
y(t) = Cx(t)+ Dv(t), (25)
where x(t) ∈ Rn, y(t) ∈ Rp, v(t) ∈ Rm. It should be easily understood that, since the matrices do not depend on time, we
can put t0 = 0 without loss of generality. We have the following lemma.
Lemma 4.1. For the time-invariant dynamical system (24) the notions of uniform controllability, controllability in [t0, t1],
controllability at t0 and controllability are equivalent.
For time-invariant dynamical systems the criteria of their controllability and observability are very simple—see the two
theorems below [29, Section 5.4], [30, Section 1.9.5], [28, Section 1.10].
Theorem 4.2. The dynamical system (24) is controllable if and only if
rank

B|AB| · · · |An−1B = n.
Theorem 4.3. The dynamical system (24)–(25) is observable if and only if
rank

C T |ATC T | · · · | An−1T C T = n.
From Theorem 4.3 it immediately follows that observability of a time invariant system (24)–(25) does not depend on the
matrices B and D and, as a consequence, on control v.
The characteristics of various aspects of V -controllability are given in the theorems specified below—see [31–35] and
[28, Chapter 1.9].
Theorem 4.4. Suppose the set V contains zero as its interior point. Then the dynamical system (24) is locally V -controllable to
zero if and only if rank

B|AB| · · · |An−1B = n.
Theorem 4.5. The dynamical system (24) is locally V -controllable to zero if and only if it is locally CH(V )-controllable to zero.
Since the control system (24) is uniquely determined by the pair of matrices A, B, the set of all dynamical systems of the
form (24) can be identified with the set F of all pairs (A, B),A is (n × n)-dimensional matrix, B is (n × m)-dimensional
matrix—see [36].
It turns out that the controllability is a generic property of time-invariant dynamical systems—see [37,38], [28, Chapter
1.6], [39, Chapter 2.3]:
Theorem 4.6. If we endow the set F with the topology induced by the metric d defined as
d((A, B), (A′, B′)) := ∥A− A′∥1 + ∥B− B′∥2,
where ∥ · ∥1 is a certain matrix norm equivalent to the Euclidean norm in the space of all n × n matrices whereas ∥ · ∥2 is a
matrix norm equivalent to the Euclidean norm in the space of all n×mmatrices, then the set of time-invariant systems which are
controllable is open and dense in F with respect to the introduced topology.
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Theorem 4.6 implies that for almost all dynamical systems (24) there exist open neighborhoods containing entirely
only controllable dynamical systems. It is possible to define the controllability margin as the distance between the given
dynamical system and the nearest, according to the metric d, dynamical system which is not controllable. The idea of the
controllability margin is developed in [40].
The basic concepts concerning stability can be found for instance in [41, Chapter 2].
Let us recall the Hurwitz criterion concerning asymptotic stability of the homogenous linear system dxdt = Ax(t).
Theorem 4.7. Let Λi, i ∈ {1, . . . , n}, be the sum of all principal minors of the matrix A, i.e. Λ1 := Tr A,Λ2 :=
i<j det

aii aij
aji ajj

, . . . ,Λn := det A. The system dxdt = Ax(t) is asymptotically stable if and only if the following conditions
are satisfied:−Λ1 > 0, −Λ1Λ2 +Λ3 > 0, . . . , (−1)nΛn > 0.
5. Stability, controllability and observability of the model
The equations obtained by averaging in Section 3 constitute the two following time-invariant dynamical systems with
control (see Section 4). The dynamics described by Eqs. (26) and (27)
d
dt
z(t) = A1z(t)+ Bv(t), (26)
y(t) = C1z(t), (27)
takes place when there is no release, i.e. s(t) = 0, whereas the dynamics described by Eqs. (28) and (29)
d
dt
z(t) = A2z(t)+ Bv(t), (28)
y(t) = C2z(t), (29)
takes place during the release periods, i.e. s(t) = 1.
In above equations we have z(t) = (ϱ1(t), ϱ2(t), ϱ3(t))T and v(t) = (f1(t), f2(t), f3(t)+ βϱ)T while the matrices in the
Eqs. (26)–(29) are defined as
A1 =

−m2(∂Ω21)(a1 + a2)
2εm(Ω1 \Ω2ϵ) −
αm2(∂Ωd)
m(Ω1 \Ω2ϵ)
m2(∂Ω21)(a1 + a2)
2εm(Ω1 \Ω2ϵ) 0
m2(∂Ω21)(a1 + a2)
2εm(Ω2 \ (Ω3ε ∪Ω2ε)) −
m2(∂Ω32)(a2 + a3)
2εm(Ω2 \ (Ω3ε ∪Ω2ε)) −
m2(∂Ω21)(a1 + a2)
2εm(Ω2 \ (Ω3ε ∪Ω2ε))
m2(∂Ω32)(a2 + a3)
2εm(Ω2 \ (Ω3ε ∪Ω2ε))
0
m2(∂Ω32)(a2 + a3)
2εm(Ω3 \Ω3ε) −
m2(∂Ω32)(a2 + a3)
2εm(Ω3 \Ω3ε) − β
 ,
(30)
A2 =

−m2(∂Ω21)(a1 + a2)
2εm(Ω1 \Ω2ϵ)
m2(∂Ω21)(a1 + a2)
2εm(Ω1 \Ω2ϵ) 0
m2(∂Ω21)(a1 + a2)
2εm(Ω2 \ (Ω3ε ∪Ω2ε)) −
m2(∂Ω32)(a2 + a3)
2εm(Ω2 \ (Ω3ε ∪Ω2ε)) −
m2(∂Ω21)(a1 + a2)
2εm(Ω2 \ (Ω3ε ∪Ω2ε))
m2(∂Ω32)(a2 + a3)
2εm(Ω2 \ (Ω3ε ∪Ω2ε))
0
m2(∂Ω32)(a2 + a3)
2εm(Ω3 \Ω3ε) −
m2(∂Ω32)(a2 + a3)
2εm(Ω3 \Ω3ε) − β
 , (31)
B = I3×3, (32)
C1 =

0 0 0

, C2 =

αm2(∂Ωd)
m(Ω1 \Ω2ϵ) 0 0

. (33)
Taking into account estimation of f1, f2, f3, see Section 3, we obtain that the set V ⊂ R3 of admissible controls is of the
form V = V1 × V2 × V3, where
V1 =

−ε Cm2(∂Ω21)
m(Ω1 \Ω2ϵ) , ε
Cm2(∂Ω21)
m(Ω1 \Ω2ϵ)

,
V2 =

−ε C(m2(∂Ω32)+m2(∂Ω21))
m(Ω2 \ (Ω3ε ∪Ω2ε)) , ε
C(m2(∂Ω32)+m2(∂Ω21))
m(Ω2 \ (Ω3ε ∪Ω2ε))

,
V3 =

−ε D
m(Ω3 \Ω3ε) + βϱ, ε
D
m(Ω3 \Ω3ε) + βϱ

.
(34)
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The equations obtained by Aristizabal and Glavinovic [13] constitute two following time-invariant dynamical systems
with a control. The dynamics described by Eqs. (35) and (36)
d
dt
U(t) = A3U(t)+ Bv(t), (35)
y(t) = C3z(t), (36)
takes place when there is no release, i.e. s(t) = 0, whereas the dynamics described by Eqs. (37) and (38)
d
dt
U(t) = A4U(t)+ Bv(t), (37)
y(t) = C4U(t), (38)
takes place during the release periods, i.e. s(t) = 1.
In the above equationswe haveU(t) = (U1(t),U2(t),U3(t))T , whereUi is the voltage on the capacitance Ci (see Fig. 2(B)),
and v(t) =

0, 0, ER3C3
T
, while the matrices in the Eqs. (35)–(38) are defined as
A3 =

−

1
R1C1
+ 1
R0C1

1
R1C1
0
1
R1C2
−

1
R1C2
+ 1
R2C2

1
R2C2
0
1
R2C3
−

1
R2C3
+ 1
R3C3

 , (39)
A4 =

− 1
R1C1
1
R1C1
0
1
R1C2
−

1
R1C2
+ 1
R2C2

1
R2C2
0
1
R2C3
−

1
R2C3
+ 1
R3C3

 , (40)
B = I3×3, (41)
C3 =

0 0 0

, C4 =

1
R0C1
0 0

. (42)
Let us note that the matrices Aj, j ∈ {1, 2, 3, 4} are of the form
A =
− (δ2 + s(t)δ1) δ2 0
δ3 − (δ3 + δ4) δ4
0 δ5 − (δ5 + δ6)

, (43)
where s(t) ∈ {0, 1} and δi > 0, i ∈ {1, 2, 3, 4, 5, 6}.
Theorem 5.1. The systems (26), (28), (35) and (37) have the following properties according to their controllability:
1. they are controllable, uniformly controllable, controllable in [t0, t1] and controllable at t0,
2. if βϱ ≤ ε Dm(Ω3\Ω3ε) then the considered systems are locally V -controllable to zero,
3. if βϱ ≤ ε Dm(Ω3\Ω3ε) then the considered systems are CH(V )-controllable to zero,
4. in a general case they are not V -controllable to zero,
5. their controllability margin is greater or equal to 1 in the norm ∥(gij)i,j∈{1,2,3}∥ :=3i,j=1 |gij|.
Proof. Since in the systems (26), (28), (35) and (37) we have B = I3×3, rank

B|AB|A2B = 3. Thus, by Theorem 4.2, we have
controllability, whereas by Lemma 4.1 we have uniform controllability, controllability in [t0, t1] and controllability at t0, of
the considered systems.
If βϱ ≤ ε Dm(Ω3\Ω3ε) , then 0 ∈ V3 and, as a consequence, 0 ∈ V . Then, local V -controllability to zero and CH(V )-
controllability to zero are implied by Theorems 4.4 and 4.5 respectively.
If δ2 = δ3 and δ4 = δ5, then A is a symmetric real matrix, so it has only real eigenvalues. Then, the necessary condition
of V -controllability to zero is not satisfied.
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Turning to the last item of the proof, we need to show that the minimal value of quantity ∥I3×3 − M∥ for the singular
matrix M is equal to 1. Then we will know that the controllability margin is greater or equal to 1, since the term coming
from the matrices Ai (see Theorem 4.6) can only be nonnegative. Indeed let us note that the matrix
K =
0 0 0
0 1 0
0 0 1

(44)
is singular and we have ∥I3×3 − K∥ = 1. For the proof by contradiction let us assume that for some singular matrix M we
have ∥I3×3 −M∥ < 1. The matrixM can be represented in the following form
M =
1− α1 β1 γ1
β2 1− α2 γ2
β3 γ3 1− α3

. (45)
Thenwe have ∥M−I3×3∥ =3i=1(|αi|+|βi|+|γi|). Using the Gershgorin Theorem, for the singularmatrixM , its eigenvalue,
equal to zero,must liewithin a certain closed ballB(1−αi0 , |βi0 |+|γi0 |) for some i0 ∈ {1, 2, 3}. If 1−αi0 < 0 thenαi0 > 1, and
consequently ∥M− I3×3∥ > 1, so we have contradiction. If, in turn, 1−αi0 ≥ 0 thenwemust have 1−αi0−|βi0 |−|γi0 | ≤ 0,
so moreover 1 ≤ αi0 + |βi0 | + |γi0 | ≤ ∥M − I3×3∥, and we also have a contradiction. 
Theorem 5.2. The systems (28)–(29) and (37)–(38) are observable, whereas the systems (26)–(27) and (35)–(36) are not
observable.
Proof. It can be easily shown, utilizing (43) and the fact that C Ti = (c1, 0, 0), where c1 > 0, i ∈ {2, 4},
that

C Ti |ATi C Ti |

A2i
T C Ti  , i ∈ {2, 4}, is a 3 × 3 upper triangular matrix without zeros on its diagonal, thus
rank

C Ti |ATi C Ti |

A2i
T C Ti  = 3. By Theorem 4.3 we obtained both the observability of the systems (28)–(29) and (37)–(38)
and lack of the observability of the systems (26)–(27) and (35)–(36), according to the fact that C Ti = (0, 0, 0), if i ∈ {1, 3}. 
Theorem 5.3. The systems (26), (28), (35) and (37) are asymptotically stable.
Proof. Utilizing (43) we can calculateΛ1,Λ2 andΛ3—see Theorem 4.7:
Λ1 = −(s(t)δ1 + δ2 + δ3 + δ4 + δ5 + δ6),
Λ2 = s(t)δ1δ3 + s(t)δ1δ4 + δ2δ4 + δ3δ5 + δ3δ6 + δ4δ6 + s(t)δ1δ5 + s(t)δ1δ6 + δ2δ5 + δ2δ6,
Λ3 = −(s(t)δ1δ3δ5 + s(t)δ1δ3δ6 + s(t)δ1δ4δ6 + δ2δ4δ6).
Calculating −Λ1Λ2 it can be observed that all terms of Λ3 exist also in the product Λ1Λ2, which can be written as
−Λ1Λ2 = −Λ3+κ , where κ > 0. Thus,−Λ1Λ2+Λ3 = κ andwe have:−Λ1 > 0,−Λ1Λ2+Λ3 > 0 and−Λ3 > 0. By the
Hurwitz criterion and the fact that the non-homogeneous system is asymptotically stable if and only if the corresponding
homogeneous system is asymptotically stable, the thesis is obtained. 
6. Biological implications of the model properties
The model is based on partial differential equations because it seems that, at least in certain cases, the three synaptic
pools, specified according to their functional properties referred to exocytosis, have structural aspects, i.e. they are localized
in specific regions of a presynaptic bouton. It is out of this discussion that the readily releasable pool is physically localized
in docking regions but, furthermore, FM-dye staining indicates that in the nerve terminal at the Drosophila neuromuscular
junction the recycling pool is typically found at the periphery of the boutonswhereas the reserve pool is found deeperwithin
the boutons— [42,11]. This is consistent with the spatial distribution of pools at the starting point of the applied averaging
procedure (see [15], Section 5 and Fig. 1).
The averaging procedure presented in Section 3 associates the PDE basedmodelwith the simplermodel proposed in [13],
which consists in a system of three ODEs. This allows us to run the simulations with much smaller computational power.
Moreover, the electronic model can be built based on ODEs and then used both as the analogue simulation tool and the
starting point to implement the synaptic mechanisms in an artificial environment, for instance in autonomous robots.
Furthermore, considering the physiological aspects, the total quantity of neurotransmitter secreted into the synaptic cleft
can be measured more easily than the processes which take place inside the bouton, such as the flows between pools and
vesicle densities inside them. This is strongly connected to the problem referred to in [43], in which the author discusses
the problem of distortion of intracellular processes and structures during measurement procedures. In this context the
proved observability property—see Theorem 5.2—is valuable because it allows us to obtain knowledge about the processes
taking place inside the bouton from the data obtained by measurements done outside the studied biological structure—the
presynaptic bouton.
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The form of the control term v(t) obtained after the averaging procedure differs significantly from the one in the model
of Aristizabal and Glavinovic. Besides a termwhich corresponds to the production of vesicles (the source term) we obtained
three terms f1(t), f2(t), f3(t) that are associatedwith the transport between pools. This is a nontrivial conclusion concerning
the way one can influence the bouton behavior. Controllability of the system both in the local and global aspects means
that the desired form of the process can be obtained by influencing the control term v(t). This, among others, means that
the ability to manipulate the flows between pools and the vesicle production could force the desired physiological bouton
function caused by the dynamics of the inner bouton processes. This gives us hints towards which physiological levels one
can intervene in during the medical treatment.
The last property, stability of the model – see Theorem 5.3 – is referred to the homeostasis, which is observed not only in
each biological structure but seems to be a crucial property of living systems [44,45]. Also, a small distortion of the process
at a certain moment in time does not cause a significant change of the behavior on the long time scale. This corresponds to
the self-regulatory ability of the underlying biological structure function.
7. Concluding remarks
In this paper the PDE-based model for the process of neurotransmitter filled vesicles diffusion in the terminal bouton
of a presynaptic neuron in the presence of action potentials, proposed and studied in [15,17], was further analyzed and
discussed.
To sumup, after the series of studies consisting of the papers [15,17] and this one, the following aims have been achieved:
• both temporal and spatial variability of processes in the terminal bouton of presynaptic neurons are reflected in the
model; this corresponds to three vesicular pools and transport processes between them;
• the existence and uniqueness of the solution for the proposed model have been proved [15];
• the model is based on the thoroughly studied parabolic equation, which provides a good starting point for numerical
simulations [17];
• numerical simulations were done effectively in two dimensions [17];
• averaging procedure transforms the PDEmodel into an ODEmodel which is consistent with AGmodel; in this article the
averaging procedure was strictly formally done, which allowed the correction of the inaccurate argument of [15]; the
corrected procedure leads to a new model which has been further studied;
• the obtained ODE model has good properties according to its controllability, observability and stability.
The ODE model obtained by averaging is strongly connected to the AG model, but it contains new components in the
control term. The theory of controllability, observability and stability of the dynamical systems with control appears to
be a tool that allows us to show, in a simple way, valuable properties of the dynamical systems with control which were
obtained as the result of the averaging procedure. Furthermore, it should be stressed that the results affect also the AGmodel,
which has not been studied in such a context so far. The obtainedmathematical properties are strongly connected to known
properties of biological structures in general. Moreover, nontrivial conclusions concerning the control give certain hints
which may prove useful in a medical context. Furthermore, the results concerning the problem of observability provide a
certainmeasurementmethodology that allows us to draw conclusions about physiological processes and structureswithout
essentially disrupting them. This is important in the context of methodological difficulties in biological micromeasurements
discussed in [43].
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