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Abstract
The paper is devoted to matrices with flat portions on the boundary of their numerical
range. A constructive criterion for such portions to exist is obtained in case of tridiagonal
matrices, and a particular case of continuant matrices is considered. As an application, the
cases of (arbitrary) 3 × 3 and 4 × 4 matrices are treated. It is shown, in particular, that the
sharp bound for the number of flat portions on the boundary of the numerical range for 4 × 4
matrices is four (three, if the matrices are assumed unitarily irreducible).
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1. Introduction
Let Cn×n denote the set of all n × n matrices with entries from the field C of
complex numbers. The real and imaginary part of A ∈ Cn×n will be denoted Re A
and Im A:
Re A = (A + A∗)/2, Im A = −i(A − A∗)/2.
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The numerical range (also known as the field of values or the Hausdorff set) of a
matrix A ∈ Cn×n is defined as the set
W(A) = {x∗Ax : x ∈ Cn, x∗x = 1}.
All the properties of the numerical range that we do not supply with explicit ref-
erences can be found in [1, Chapter 1] or [2]. It is well known, for example, that
W(A) is a convex (Toeplitz–Hausdorff theorem) compact subset of C. Directly from
the definition it follows that for any α, β, γ ∈ C,
W(α(H + βK) + γ I) = γ + αZ. (1)
Here H,K are Hermitian matrices, Z is the image of W(H + iK), considered as
a set in R2, under the shear transformation with the matrix
(
1 Re β
0 1
)
and the
subsequent vertical dilation with coefficient Im β.
If the matrix A is unitarily reducible, that is,
A = U∗(A1 ⊕ · · · ⊕ AN)U (2)
for some unitary matrix U and N  2, then
W(A) = conv{W(A1) ∪ · · · ∪ W(AN)}, (3)
denoting by conv{S} the convex hull of a set S. The latter property implies that,
unless all the numerical ranges W(Aj ), j = 1, . . . , N , are contained in one of them,
the numerical range of the original matrix A will have flat portions on its boundary
W(A). This phenomenon manifestates itself most profoundly when the matrix A
is normal, that is, representation (2) exists with N = n. The blocks Aj(= λj ) are
then one-dimensional, and W(A) is a polygon coinciding with the convex hull of the
spectrum {λ1, . . . , λn} of A.
The converse is not true, however: the matrix A can be unitarily irreducible (that
is, admit representations (2) only with N = 1) and still have flat portions on the
boundary of its numerical range. This does not happen when n = 2, since the numer-
ical range of a unitarily irreducible 2 × 2 matrix is an ellipse. But, as was shown in
[3] and further investigated in [4], there exist 3 × 3 unitarily irreducible matrices
A with a flat portion on W(A). Moreover, there is at most one such flat portion
for any 3 × 3 unitarily irreducible matrix A, and any 3 × 3 matrix A with exactly
one flat portion on the boundary of its numerical range must be unitarily irreducible.
Examples were given in [5,6] of 4 × 4 unitarily irreducible matrices with exactly two
flat portions on the boundary of their numerical ranges.
In this paper, we look more systematically into the appearance of flat portions on
the boundary of the numerical range. The bulk of the results obtained is for tridiag-
onal matrices. Section 2 contains preliminary results on their unitary (ir)reducibility.
In Section 3, a constructive criterion of the existence of flat portions for tridiagonal
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matrices is given, along with a resulting upper bound on their number. The results of
Sections 2 and 3 are applied in Sections 4 and 5 to the case of low dimensional matri-
ces (of the size 3 × 3 and 4 × 4, respectively). Section 6 contains applications to
tridiagonal matrices of arbitrary size but satisfying some additional relations between
the elements of their off-diagonal pairs (so-called continuant matrices). In Section 7
we address the question which matrices can be put in tridiagonal form via unitary
equivalence. Our proof of “tridiagonalizability” of 4 × 4 matrices with a flat portion
on the boundary of their numerical range does not rely on the relatively recent, more
general result for all 4 × 4 matrices, and uses reasoning from elementary linear alge-
bra rather than from algebraic geometry. It follows from considerations of Section 7
that the results on tridiagonal 3 × 3 and 4 × 4 matrices from Sections 4 and 5 are in
fact valid for arbitrary (not necessarily tridiagonal) matrices of the respective size.
The consequences of this fact are discussed in the final Section 8; some open prob-
lems are presented there as well.
2. Reducing subspaces and vectors of tridiagonal matrices
A matrix X is tridiagonal if its entries xij equal zero whenever |i − j | > 1. We
say that a tridiagonal matrix X is improper if it contains a zero pair of correspond-
ing off-diagonal entries: xi,i+1 = xi+1,i = 0 for some i, and proper otherwise. Of
course, improper tridiagonal matrices are block diagonal, and therefore unitarily
reducible in a trivial way. Thus, we will be mostly interested in proper tridiagonal
matrices.
Let
A =

a1 b1 0 · · · 0
c1 a2 b2
.
.
.
...
0 c2 a3
.
.
. 0
...
.
.
.
.
.
.
.
.
. bn−1
0 · · · 0 cn−1 an

(4)
denote an n × n tridiagonal matrix for the remainder of the paper.
Our first concern is with the unitary (ir)reducibility of such matrices. Of course,
a sufficient condition for unitary reducibility of a matrix A is its normality. The
respective criterion from [7], formulated there for arbitrary tridiagonal matrices, can
be simplified for the proper case as follows.
Lemma 1. Suppose A is an n × n proper tridiagonal matrix of the form (4). Then A
is normal if and only if |bj | = |cj | for all j = 1, . . . , n − 1, arg bj + arg cj (:= 2θ)
does not depend on j, and arg(aj+1 − aj ) = θ whenever aj /= aj+1.
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A necessary and sufficient condition for any (not necessarily tridiagonal) matrix
A to be unitarily reducible is the existence of a non-trivial (that is, different from
{0} and the whole space Cn) subspace L invariant both under A and A∗; such L
are called reducing subspaces of A. We are not aware of constructive general results,
similar in their nature to Lemma 1, allowing to check the (non-)existence of such
subspaces. One sufficient irreducibility condition is given below. In its statement
(and elsewhere) we use the convention that A[K] is the principal submatrix of A
corresponding to the rows and columns from the index set K ⊂ {1, . . . , n}. We will
also use the notation e1, . . ., en for the standard basis of Cn.
Theorem 2. Let A be the n × n proper tridiagonal matrix (4) such that |bj | =
|cj | for a certain value of j . Suppose that the matrices Im e−iθA[1, . . . , j ] and
Im e−iθA[j + 1, . . . , n], where θ = (arg bj + arg cj )/2, have disjoint spectra. Then
A is unitarily irreducible.
Proof. SupposeL is a reducing subspace of A (and therefore so isL⊥). ThenL
is invariant under any linear combination of A and A∗, in particular, under Im e−iθA.
Due to the conditions imposed on the pair bj , cj , the latter matrix is the direct sum of
K1 = Im e−iθA[1, . . . , j ] and K2 = Im e−iθA[j + 1, . . . , n]. Further,L is invari-
ant under any function of K1 ⊕ K2, among which is the orthoprojection P onto
the span{e1, . . . , ej }. Thus, L is in fact the direct sum of its intersection L1 with
span{e1, . . . , ej } and its intersection L2 with span{ej+1, . . . , en}. At least one of
these intersections must be non-zero; passing fromL toL⊥ if necessary, we may
without loss of generality suppose thatL1 /= {0}.
Pick an arbitrary non-zero vector x ∈L1, and denote by k the index of its last
non-zero coordinate. Of course, k  j . Since the matrix A is proper tridiagonal,
either Ax or A∗x will have a non-zero (k + 1)th entry. If k < j , then these two
vectors lie inL1. Consequently,L1 must contain vectors with non-zero j th entry.
Let y be such a vector. Then Ay has a non-zero (j + 1)th entry (equaling cj yj ), and
its successive entries are all equal to zero. Since PAy lies inL together with Ay, so
does the vector Ay − PAy = cj yj ej+1. In other words, ej+1 ∈L.
Consider now the vectors
Aej+1 = bj ej + aj+1ej+1 + cj+1ej+2, (5)
A∗ej+1 = cj ej + aj+1ej+1 + bj+1ej+2
(of course, the last terms in both formulas are dropped if j = n − 1). Since these
vectors belong toL, so do their projections onto span{e1, . . . , ej }. In other words,
ej ∈L. If j < n − 1, formulas (5) together with the fact that bj+1, cj+1 do not
vanish simultaneously and ej , ej+1 ∈L imply that ej+2 ∈L.
If j > 1, we can start with ej and use Aej , A∗ej to show by a similar token
that ej−1 ∈L. In j steps of such reasoning, we conclude that e1, . . . , ej ∈L.
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Similarly, continuing with the inclusion ej+2 ∈L for n − j steps, we conclude
that ej+1, . . . , en ∈L. In other words,L coincides with the whole space Cn. This
means that A does not have reducing subspaces different from {0} and the whole
space. 
Theorem 2 takes its simplest form when j = 1 or j = n − 1. Indeed, in these two
cases one of the diagonal blocks of the matrix Im e−iθA is one-dimensional. Thus,
the spectral condition of the theorem means merely that this diagonal entry is not an
eigenvalue of the other block. Here is the exact statement for j = 1.
Corollary 3. Let A be the n × n proper tridiagonal matrix (4) such that |b1| = |c1|
and Im e−iθ a1 is not an eigenvalue of the matrix Im e−iθA[2, . . . , n], where θ =
(arg b1 + arg c1)/2. Then A is unitarily irreducible.
The respective result for j = n − 1 can formally be obtained by changing a1, b1,
c1 to an, bn−1, cn−1, respectively, and A[2, . . . n] to A[1, . . . , n − 1]. As was ex-
plained above, it follows from Theorem 2. There is, however, an alternative way to
derive it, directly from Corollary 3, and this different approach is actually useful on
other occasions as well. It is based on the following simple fact.
Lemma 4. The matrices (4) and
Â =

an cn−1 0 · · · 0
bn−1 an−1 cn−2
.
.
.
...
0 bn−2 an−2
.
.
. 0
...
.
.
.
.
.
.
.
.
. c1
0 · · · 0 b1 a1

,
are unitarily equivalent.
In fact, the matrices A and Â are even permutationally similar: TAT = Â, where
T (= T ∗) is the permutation matrix [en, en−1, . . . , e2, e1].
When applied to the matrix Â in place of A, Corollary 3 yields the particular case
of Theorem 2 corresponding to j = n − 1. One only needs to take into consideration
that the spectra of A and AT are the same.
A particular case of unitary reducibility occurs when in (2) at least one of the
blocks Aj is one-dimensional. It happens if A has one-dimensional reducing sub-
spaces. Such a subspace is the span of a common eigenvector of A and A∗, which
we will call a reducing vector of A.
Lemma 5. Let A be a proper tridiagonal matrix of the form (4). Then any reducing
vector, if one exists, must have non-zero first and last entries. Also, it cannot have
two consecutive zero entries.
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Proof. Due to Lemma 4, the first entry of a reducing vector x of A is the last entry
of the reducing vector T x of Â. Thus, the statement regarding the first entry implies
the statement regarding the last one. To prove the former, suppose for a moment that
x = (0, . . . , 0, xk+1, . . . , xn)T is an eigenvector of A and A∗ with exactly k > 0
leading zero entries. Let λ be the eigenvalue of A associated with x. Then (Ax)k =
bkxk+1 = λxk = 0 and (A∗x)k = ckxk+1 = λxk = 0. This is a contradiction, since
either bk or ck is non-zero by assumption.
The proof of the statement on consecutive entries is very similar. Suppose that
xj =xj+1 = 0 for some j . Since x1 /=0, necessarily j >1. Then (Ax)j =cj−1xj−1=
λxj = 0 and (A∗x)j = bj−1xj−1 = λxj = 0, from which it follows that xj−1 = 0.
This reasoning can now be repeated for the value of j decreased by one, and in j
such steps we arrive at a contradiction. 
Corollary 6. For a proper tridiagonal matrix A, the intersections of its eigenspaces
with the eigenspaces of A∗ are at most one-dimensional.
Indeed, such an intersection of dimension bigger than one would contain vectors
with zero first entry which contradicts Lemma 5.
For a normal matrix, the eigenspaces of A and A∗ are the same. Thus, Lemma 5
and Corollary 6 imply:
Corollary 7. All eigenvalues of a normal proper tridiagonal matrix are simple, and
all its eigenvectors have non-zero first and last entries.
We conclude this section by describing some additional conditions which the exis-
tence of a reducing vector imposes on a tridiagonal matrix (4) with |b1| /= |c1| or
|bn−1| /= |cn−1|.
Lemma 8. Let A be a proper tridiagonal matrix (4) with |b1| /= |c1| (resp., |bn−1| /=
|cn−1|). If A has a reducing vector x, then necessarily it corresponds to the eigen-
value a1 (resp., an) of A, the x2 (resp., xn−1) entry of x is equal to zero, and
b1b2 = c1c2 (resp., bn−1bn−2 = cn−1cn−2).
Proof. Due to Lemma 4, it suffices to consider only the case |b1| /= |c1|. Suppose
x = (x1, . . . , xn)T is a reducing vector and the corresponding eigenvalue of A is λ.
Then the corresponding eigenvalue of A∗ is λ, and x is also an eigenvector of the
matrix Z = c1A − b1A∗ corresponding to the eigenvalue c1λ − b1λ. A direct com-
putation shows that z12 = 0 and therefore the first entry of Zx is z11x1 = (c1a1 −
b1a1)x1. Due to Lemma 5, x1 /= 0, and therefore
c1a1 − b1a1 = c1λ − b1λ. (6)
Since |b1| /= |c1|, the equality (6) can only hold if λ = a1.
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Let us now turn to the fact that x is an eigenvector for Z∗, corresponding to the
eigenvalue z11. The first row of the matrix Z∗ − z11I contains exactly one non-zero
entry, namely |c1|2 − |b1|2 in the (1, 2)-position. Thus, (Z∗ − z11I )x = 0 implies
x2 = 0.
Taking the last equality into consideration, we conclude by writing out the second
entries of the vector equations Ax = a1x and A∗x = a1x that
c1x1 + b2x3 = 0, b1x1 + c2x3 = 0. (7)
The homogeneous system (7) has a non-trivial solution {x1, x3}; thus, its determi-
nant c1c2 − b1b2 must equal zero. 
Corollary 9. Let A be a proper tridiagonal matrix (4) with |b1| /= |c1| and |bn−1| /=
|cn−1|. If A has a reducing vector, then necessarily a1 = an.
Proof. Indeed, any reducing vector x must simultaneously correspond to the eigen-
value a1 and an of A. 
3. General results
The following theorem gives necessary and sufficient conditions for a flat portion
to occur on the boundary of the numerical range of an n × n tridiagonal matrix.
Theorem 10. Let A be a n × n proper tridiagonal matrix of the form (4). Then
W(A) has a flat portion on its boundary at an angle θ from the positive x-axis if and
only if
(i) The set
J =
{
j : bj = e2iθ cj
}
is non-empty;
(ii) At least two of the (tridiagonal Hermitian) matrices Im(e−iθAk) have the same
simple eigenvalue µ, which is either the minimum or maximum eigenvalue of
Im e−iθA;
(Here we let Ak = A[jk−1 + 1, . . . , jk]; k = 1, . . . , m = |J | + 1, j0 = 0,
jm = n, and j1 < · · · < jm−1 be the elements of J.)
(iii) The unit eigenvectors xk corresponding to the eigenvalue µ of matrices
Im (e−iθAk) are such that either the numbers Re (e−iθ x∗kAkxk) are not all the
same, or there exist two consecutive values of k(say, l and l + 1) for which both
the last coordinate of xl and first coordinate of xl+1 are non-zero.
(Here, of course, k runs through the set K ⊂ {1, . . . , m} of indices for which µ
is indeed an eigenvalue of Im (e−iθAk).)
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Proof. Observe that W(A) has a flat portion at an angle θ from the positive x-axis if
and only if W(e−iθA) has a horizontal flat portion on its boundary. Thus, it suffices
to consider the case θ = 0.
The numerical range W(A) has a horizontal flat portion on its boundary if and
only if (a) the matrix Im A has a multiple eigenvalue (say, µ) that is a minimum
or a maximum of its spectrum, and (b) the set S = {x∗(Re A)x : x∗x = 1, x ∈M}
contains more than one point, where M is the eigenspace of Im A corresponding
to µ.
We begin with checking (a). Clearly, if conditions (i) and (ii) both hold with θ =
0, then Im A has a multiple eigenvalue that is a minimum or maximum. Conversely,
if µ is a multiple eigenvalue of Im A, then the latter matrix, being tridiagonal Hermi-
tian, cannot be proper due to Corollary 7. In other words, condition (i) holds (again,
with θ = 0). For all j ∈ J , the off-diagonal entries (j, j + 1) and (j + 1, j) of Im A
simultaneously vanish, implying that Im A is the direct sum of m = |J | + 1 matrices
Im Ak , where we follow the notation from the statement of the theorem. Being a
multiple eigenvalue of Im A, µ is an eigenvalue of at least two of the blocks Im Ak .
Again invoking Corollary 7, we see that for those blocks µ must be a simple eigen-
value. In other words, (ii) holds as well. So, conditions (i) and (ii) together are equi-
valent to the property (a).
We now suppose that conditions (i) and (ii) hold with θ = 0 (or, equivalently, (a)
holds) and prove that (b) is then equivalent to (iii) (again, with θ = 0). To this end,
more notation is needed.
Let ν be the multiplicity of µ. Then the set K consists of ν elements; denote
them in the increasing order by k1, . . . , kν . Denote also the size of the block Ai by
ni × ni . Then the unit eigenvector xk of the matrix Im Ak lies in Cnk , k ∈ K . We let
yk(∈ Cn) stand for the vector obtained from xk by extension with appropriate zero
entries in such a way that it becomes a unit eigenvector of the entire matrix Im A
corresponding to the same eigenvalue µ. More explicitly, let
yk = (0, . . . , 0︸ ︷︷ ︸∑k−1
i=1 ni
, y
(1)
k , . . . , y
(nk)
k , 0, . . . , 0︸ ︷︷ ︸∑m
i=k+1 ni
)T;
hence xk = (y(1)k , . . . , y(nk)k )T.
Then the vectors yk , k ∈ K form an orthonormal basis ofM, and the set S from
condition (b) is precisely the numerical range of the matrix Z with the entries zij =
y∗j Re Ayi , i, j ∈ K . The first
∑i−1
s=1 ns − 1 and the last
∑m
s=i+1 ns − 1 entries of
the vector Ayi are all equal to zero; thus, the matrix Z is tridiagonal. Moreover, its
diagonal entries are simply x∗l Re Alxl , l = 1, . . . , ν. In its turn, (l, l + 1) entry is
zero if the blocks Akl , Akl+1 are not adjacent, and equals
bN + cN
2
y
(nkl )
kl
y
(1)
kl+1, where N =
l∑
i=1
ni (8)
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otherwise. By construction, N ∈ J for all values of l, so that cN = bN , and the coef-
ficient bN+cN2 = bN in (8) is different from zero since the matrix A under consider-
ation is proper. It remains to observe that W(Z) is a singleton if and only if the matrix
Z is a scalar multiple of the identity, and that y(nkl )kl and y
(1)
kl+1 in (8) are nothing but
the last coordinate of xl and the first coordinate of xl+1, respectively. 
Remark. Theorem 10 gives a systematic procedure for finding the flat portions on
the boundary of the numerical range of a given proper tridiagonal matrix A. Namely,
for the matrix (4) first construct a set of angles
 = {θ : bj = e2iθ cj for some j ∈ {1, . . . , n − 1}} (9)
by checking whether |bj |=|cj | for each j , and, if equality holds, let θ=arg(bj cj )/2.
The set  is the set of all possible angles for which flat portions could occur, how-
ever, not all (in fact, none) may actually occur. For each θ ∈ , let Rθ = e−iθA and
check for a multiple eigenvalue µθ of Im Rθ that is either minimum or maximum. If
such an eigenvalue exists, check finally condition (iii) by calculating the eigenvectors
of the submatrices of Im Rθ that have (simple) eigenvalue µθ .
Example 11. The Sylvester matrix
An =

0 1
n − 1 . . . . . .
.
.
.
.
.
. n − 1
1 0

of order n has two horizontal flat portions on W(An) when n  4 is even, and no
flat portions otherwise.
Indeed, if n is odd, then the set J from condition (i) of Theorem 10 is empty, so
that no flat portions can occur. On the other hand, if n  4 is even (say, n = 2s), then
there is exactly one off-diagonal pair with equal absolute values: the (s, s + 1) and
(s + 1, s) entries of An both equal s. Thus, condition (i) of Theorem 10 holds with
J = {s} and θ = 0. Additionally,
Im An = i(B̂s ⊕ Bs),
where
Bs =

0 −1
1 0
.
.
.
.
.
.
.
.
. −(s − 1)
s − 1 0

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Fig. 1. The numerical range of the 4 × 4 Sylvester matrix.
and ̂ is the permutation operator from Lemma 4. The matrices B̂s and Bs have
identical spectra (consisting of distinct eigenvalues, due to Corollary 7), implying
that condition (ii) holds as well, both for the minimal and the maximal eigenvalue.
Finally, the second alternative of condition (iii) holds (with l = 1), because Corol-
lary 7 guarantees that the first and the last entries of the eigenvectors of B̂s and Bs are
non-zero. We conclude that there are two parallel horizontal flat portions on W(An)
located at the lines corresponding to the minimum and maximum eigenvalues of iBs .
The numerical range for the 4 × 4 Sylvester matrix is shown in Fig. 1. It has two
horizontal flat portions on the boundary, with tangent lines {x ± i : x ∈ R}.
Another consequence of Theorem 10 is an estimate from above for the number of
flat portions on the boundary of the numerical range of proper tridiagonal matrices.
Due to condition (i) of Theorem 10, we say that the off-diagonal pair {bj , cj } gen-
erates a flat portion at an angle θ if bj = e2iθ cj and there exists such a flat portion.
By convexity of the numerical range, each off-diagonal pair can only generate at
most two flat portions; these correspond to an eigenvalue that is a minimum and/or
an eigenvalue that is a maximum. If there are indeed two flat portions generated by
an off-diagonal pair, they must be parallel to each other. It is obvious that in order
to maximize the number of flat portions, the number of different values of θ such
that J is non-empty must be maximal, hence equaling n − 1. In other words, for
each j = 1, . . . , n − 1 there is a distinct θj such that bj = e2iθj cj . However, for
j = 1 (resp., j = n − 1), the matrix Im e−iθ1A1 (resp., Im e−iθn−1A2) is 1 × 1 and
thus cannot have a distinct minimum and maximum eigenvalue. Consequently, at
most 1 flat portion can be at the angles θ1 and θn−1. Thus we have the following
upper bound for the number of flat portions for matrices of the form (4).
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Theorem 12. Let A be the n × n proper tridiagonal matrix of the form (4). Then
W(A) has at most 2(n − 2) flat portions on the boundary, more specifically, either
n − 2 pairs of parallel flat portions, or n − 3 parallel pairs and one unparallel pair.
4. Tridiagonal 3× 3 matrices
A 3 × 3 matrix A is tridiagonal if and only if just two of its entries, a13 and a31,
are equal to zero. We will continue writing tridiagonal matrices in the form (4), that
is, a 3 × 3 tridiagonal matrix A will be represented as
A =
a1 b1 0c1 a2 b2
0 c2 a3
 . (10)
Recall that the matrix (10) is proper if and only if at least one entry in each pair
{b1, c1} and {b2, c2} is different from zero.
The following theorem gives necessary and sufficient conditions for the existence
of flat portions on the boundary of the numerical range for 3 × 3 proper tridiagonal
matrices.
Theorem 13. Let A be a 3 × 3 proper tridiagonal matrix of the form (10). Put
θ1 = arg(b1c1)/2 and θ2 = arg(b2c2)/2. Then:
(a) W(A) has two flat portions on the boundary if
|b1| = |c1|, 4Im (e−iθ1(a2 − a1))Im (e−iθ1(a3 − a1)) = |b2 − e2iθ1c2|2,
(11)
|b2| = |c2|, 4Im (e−iθ2(a2 − a3))Im (e−iθ2(a1 − a3)) = |b1 − e2iθ2c1|2,
(12)
and θ1 /= θ2;
(b) W(A) is a two-dimensional set with one flat portion on the boundary if either
(i) exactly one of the two conditions (11), (12) holds, or (ii)
|b1| = |c1|, |b2| = |c2|, θ1 = θ2(:= θ), (13)
and
Im (e−iθ a1) = Im (e−iθ a2) /= Im (e−iθ a3),
or
Im (e−iθ a1) /= Im (e−iθ a2) = Im (e−iθ a3),
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or
Im (e−iθ a1) = Im (e−iθ a3) /= Im (e−iθ a2), a1 /= a3;
(c) W(A) is a line segment if (13) holds and
Im (e−iθ a1) = Im (e−iθ a2) = Im (e−iθ a3).
Moreover, the flat portions are at the angles θ1, θ2 or θ respectively when (11), (12)
or (13) holds. There are no flat portions in cases different from (a)–(c).
Proof. We will make a repeated use of Theorem 10 and the remark after it. Con-
sider first the situation when (13) holds. Then the set  defined by (9) consists of
one element θ , and condition (i) of Theorem 10 holds with J = {1, 2}. Thus (again,
in the notation of Theorem 10), m = 3, the matrices Ak are nothing but diagonal
entries ak , the (one-dimensional) vectors xk can simply be chosen to equal 1, and
Re e−iθ x∗kAkxk = Re e−iθ ak; k = 1, 2, 3. Condition (ii) of Theorem 10 holds if and
only if at least two out of three numbers Im e−iθ aj coincide. If all three of them
coincide, then A = eiθ (H + iηI), where η = Im e−iθ aj and H is a hermitian matrix
Re e−iθA. So, A is a normal matrix, and W(A) is obtained from W(H) by rotating
through the angle θ and shifting, and is therefore a line segment at the angle θ to
the positive x-axis (of course, condition (iii) of Theorem 10 also holds, but there
is no need to invoke it for such a straightforward situation). This proves statement
(c).
If exactly two of the numbers Im e−iθ aj coincide, then condition (iii) of
Theorem 10 also holds, unless the coinciding values are not adjacent (that is, Im
(e−iθ a1) = Im (e−iθ a3) /= Im (e−iθ a2)) while Re (e−iθ a1) = Re (e−iθ a3). This proves
the existence of a flat portion in case (ii) of (b), again at the slope θ . Since the matrix
Im e−iθA is not a scalar multiple of the identity, there are points in W(A) beyond
this line segment. So, all the possibilities under condition (13) are exhausted, and the
outcome agrees with the statement of the theorem.
Let now |b1| = |c1| but (13) does not hold, that is,
either |b2| /= |c2| or θ1 /= θ2. (14)
Then θ1 ∈ , and the respective set J is the singleton {1}. Consequently, m =
2, the matrix A1 is nothing but the number a1, and the block A2 is of the size
2 × 2. Condition (ii) of Theorem 10 holds if and only if the number Im e−iθ1a1 is
an eigenvalue of the matrix
Im e−iθ1A2 =
(
Im e−iθ1a2 e
−iθ1b2−eiθ1c2
2i
e−iθ1c2−eiθ1b2
2i Im e
−iθ1a3
)
, (15)
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that is, if and only if
det
(
Im e−iθ1(a2 − a1) e−iθ1b2−eiθ1c22i
e−iθ1c2−eiθ1b2
2i Im e
−iθ1(a3 − a1)
)
= 0.
This is exactly the second equality in (11). Moreover, under condition (14) the off-
diagonal entries of the matrix (15) are necessarily non-zero, so that condition (iii) of
Theorem 10 follows automatically.
In other words, condition (11) is necessary and sufficient for existence of a flat
portion with the slope θ1 when (13) does not hold. Similarly, in absence of (13)
condition (12) is necessary and sufficient for existence of a flat portion with the slope
θ2. Thus, if both (11) and (12) hold but θ1 /= θ2, then two flat portions are present on
the boundary of W(A), and (a) follows. If exactly one of (11) and (12) holds, then
there is one flat portion on the boundary. Since A is not normal due to Lemma 1,
there are points in W(A) besides this flat portion. Thus, part (i) of (b) also holds.
Finally, when neither of conditions (11)–(13) holds, then no flat portions are
possible. 
Remark. The case of three flat portions does not occur in the setting of Theo-
rem 13, though it is a possibility for 3 × 3 normal matrices. The reason behind this
phenomenon is that a normal tridiagonal matrix cannot be proper unless its spectrum
is collinear, as in part (c) of Theorem 13.
Observe that in the setting of Theorem 13 the unitary (ir)reducibility of the matrix
A is predetermined by the cases (a)–(c) into which A falls. Namely, matrices satis-
fying (c) are normal and therefore unitarily reducible. Matrices satisfying (b) are
unitarily irreducible because, as was mentioned earlier, only then exactly one flat
portion may occur on the boundary of W(A) for 3 × 3 matrices A. In case (a) the two
flat portions on the boundary must intersect forming a corner point of A (which again
follows from the complete description of all possible shapes of the numerical ranges
of 3 × 3 matrices [4]), and existence of such a point implies unitary reducibility by
Donoghue’s theorem.
There is an alternative proof of unitary reducibility in the latter case. It can be seen
from the respective part of the proof of Theorem 13 that condition (11) guarantees
the existence of a two-dimensional invariant subspace L1 of the matrix Ime−iθ1A.
Similarly, due to (12) there exists a two-dimensional invariant subspace L2 of the
matrix Im e−iθ2A. The intersectionL1 ∩L2 is at least (as it happens, exactly) one-
dimensional. Since θ1 /= θ2, the non-zero vectors from this intersection are reducing
vectors for A.
We note, however, that considerations of Section 2 can be used to obtain a cri-
terion of unitary (ir)reducibility for 3 × 3 tridiagonal matrices, independent of the
presence of flat portions on the boundary of their numerical range. The latter can be
formulated in the following way.
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Theorem 14. The 3 × 3 tridiagonal matrix (10) is unitarily reducible if and only if
one of the following situations occurs:
(a) Case (a) of Theorem 13;
(b) b1b2 = c1c2 and a1 = a3;
(c) Case (c) of Theorem 13;
(d) A is improper, that is, b1 = c1 = 0 or b2 = c2 = 0.
Proof. Sufficiency of (a), (c) and (d) was discussed earlier. If (b) holds, then direct
computations show that x = (−b2, 0, c1)T is a reducing vector of A.
Necessity. Observe first of all that any representation (2) with N > 1 of a
3 × 3 matrix A must contain one-dimensional blocks. In other words, a 3 × 3 matrix
is unitarily reducible if and only if it has reducing vectors. So, we need to show
that any proper tridiagonal matrix (10) with a reducing vector satisfies (a), (b),
or (c).
Suppose first that |b1| /= |c1|. Then Lemma 8 implies that b1b2 = c1c2. Compar-
ing the last two relations, we see that |b2| /= |c2|. From Corollary 9 we now conclude
that a1 = a3. In other words, (b) holds. Similarly (or using Lemma 4) we derive (b)
in the case when |b2| /= |c2|.
It remains to consider the case |b1| = |c1|, |b2| = |c2|. According to Corollary 3,
unitary reducibility of A implies that (in the notation of Theorem 13) the number
Im e−iθ1a1 is an eigenvalue of the matrix (15), in other words, that (11) holds. In the
same token, (12) holds as well.
If θ1 /= θ2, we are exactly in the situation of case (a), and therefore done. Consider
now the remaining possibility, θ1 = θ2 (:= θ). The right hand sides in the second
conditions of (11), (12) are then equal to zero, which implies Im e−iθ a1 = Im e−iθ a3.
If Ime−iθ a2 is the same as those two numbers, we are in the case (c), and therefore
done again. So, we are left with the situation
Im e−iθ a1 = Im e−iθ a3 /= Im e−iθ a2.
A reducing vector x of A is simultaneously an eigenvector of the diagonal matrix
Im e−iθA, and so either x2 = 0 or x1 = x3 = 0. The latter possibility is excluded by
Lemma 5. Thus, x2 = 0 and x1, x3 /= 0. From the equations Ax = λx, A∗x = λx
we then conclude that a1x1 = λx1, a3x3 = λx3 and (7) holds. Now it is clear that (b)
holds. 
5. Tridiagonal 4× 4 matrices
The situation gets significantly more complicated for n > 3, even when n = 4.
From Theorem 12 it follows that a proper tridiagonal 4 × 4 matrix has at most
four flat portions on the boundary of its numerical range and, if there are indeed
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four, two of them must be parallel. We first describe all matrices for which there are
two pairs of parallel flat portions.
Theorem 15. A proper tridiagonal 4 × 4 matrix has two pairs of parallel flat por-
tions on the boundary of its numerical range if and only if it has the form
α(H + βK) + γ I, where α, β, γ ∈ C, α /= 0, Im β /= 0, (16)
H =

0
h2 h23
h23 1 − h2
1
 , K =

k1 k12
k12 1 − k1
k3 k34
k34 1 − k3
 ,
(17)
k1, h2 and k3 are real parameters in (0, 1),
|k12|2 = k1(1 − k1), |h23|2 = h2(1 − h2), |k34|2 = k3(1 − k3). (18)
Proof. Sufficiency. Consider first the case α = 1, β = i, γ = 0, that is, matrices
of the form A = H + iK . It is clear that H and K are both Hermitian matrices
with the spectra {0, 1}, each eigenvalue of multiplicity two.1 Thus, H = Re A, K =
Im A, and conditions (i), (ii) of Theorem 10 hold for θ = 0, J = {2} and θ = π/2,
J = {1, 3}. Checking condition (iii) we see that it also holds, and that each choice
of θ corresponds to two extreme eigenvalues, 0 and 1. Thus, the numerical range
W(H + iK) indeed has two pairs of flat portions on its boundary, lying on the lines
x = 0, x = 1, y = 0, and y = 1.
Due to property (1), the numerical range of any matrix of the form (16) will still
have two pairs of parallel flat portions on its boundary (though, of course, the angle
between these pairs will not necessarily be right, and the distances between the lines
in the same pair will not necessarily be the same).
Necessity. Suppose B is a proper tridiagonal 4 × 4 matrix with two pairs of flat
portions on the boundary of W(B). Again using (1), we can write B in the form (16),
where H = (hij )4i,j=1 and K = (kij )4i,j=1 are Hermitian matrices, hij = kij = 0 for|i − j | > 1, and the numerical range of the matrix A = H + iK has flat portions on
the boundary lying on the lines x = 0, x = 1, y = 0, and y = 1. Apparently, α /= 0
(otherwise W(B) would be a singleton {γ }) and Im β /= 0 (otherwise W(B) would
be lying on the line γ + αR). It remains to show that H and K are as described in
(17).
1 Observe then that H and K are orthoprojections. This property, not important for the current proof,
will be used later. Note also that the structure of W(H + iK), in a more general case of orthoprojections
H , K acting on an infinite dimensional Hilbert space, was in slightly different terms considered in [8].
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To this end, we invoke Theorem 10 again. Without loss of generality we may sup-
pose that the horizontal flat portions are generated by the off-diagonal pair {b2, c2};
otherwise consider I + iA in place of A. The vertical flat portions are then generated
by the pairs {b1, c1} and {b3, c3}. Using I − H in place of H in the representation
(16) for B if necessary, we may suppose that the left vertical portion corresponds to
the pair {b1, c1}. Now condition (i) of Theorem 10 becomes k23 = h12 = h34 = 0.
Condition (ii) for θ = 0 implies that the matrices K[1, 2] and K[3, 4] are Hermi-
tian, with coinciding spectra {0, 1}, and for θ = π/2 it means that h11 = 0, h44 =
1, and H [2, 3] also is a Hermitian matrix with the spectrum {0, 1}. Consequently,
K[1, 2], K[3, 4] and H [2, 3] have zero determinants and traces equal to one. Denot-
ing k11 = k1, h22 = h2 and k33 = k3, we derive from here relations k22 = 1 − k1,
h33 = 1 − h2, k44 = 1 − k3, and (18). For the matrix B to be proper it is necessary
and sufficient that k12, h23 and k34 are different from zero. Thus, right hand sides in
(18) are strictly positive, and therefore k1, h2 and k3 lie strictly between 0 and 1. 
Now we pass to matrices with four flat portions on the boundary of the numerical
range, only two of which are parallel.
Theorem 16. A proper tridiagonal 4 × 4 matrix has one pair of parallel and one
pair of non-parallel flat portions on the boundary of its numerical range if and only
if it has the form (16), where
H =

0
h2 h23
h23 h3 h34
h34 h4
 , K =

k1 k12
k12 k2 −h23
−h23 k3
0
 ,
(19)
parameters k1, k2, k3, h2, h3, h4 are positive and such that
k1 + k2 + h2 = k3 + h3 + h4 = 1, k3h4 = k1h2, (20)
arguments of k12, h23 and h34 are arbitrary, and their (non-zero) absolute values
satisfy the equations
|k12|2 = k1k2 − h3h4 + |h34|2, |h23|2 = h2h3 − h2
h4
|h34|2. (21)
Proof. Sufficiency. As in Theorem 15, it suffices to consider the matrix A = H + iK
with H,K given by (19). The second of conditions (21) implies that det H [2, 3, 4] =
0 and det H [3, 4] > 0. Since h2 is positive as well, it follows that zero is an eigen-
value of H [2, 3, 4], and two other eigenvalues are strictly positive. The first coor-
dinate of the eigenvectors of H [2, 3, 4] is non-zero due to Corollary 7. Applying
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Theorem 10 with θ = π/2 and J = {1}, we see that there is a flat portion on the
boundary of W(A) along the vertical line y = 0.
Combining the two equation of (21) with the second equality of (20) we conclude
that
k1k2k3 = |k12|2k3 + |h23|2k1. (22)
Thus, K[1, 2, 3] has one zero and two strictly positive eigenvalues. Theorem 10,
applied with θ = 0 and J = {3}, shows the existence of a flat portion of the boundary
of W(A) on the horizontal axis x = 0.
Finally, the matrix
H + K =

k1 k12
k12 k2 + h2
k3 + h3 h34
h34 h4

is block diagonal, with two 2 × 2 blocks on the diagonal. The first equality in (20)
implies that its diagonal blocks have the same trace. The second equality of (20)
combined with the first equality of (21) imply that
k1k2 + k1h2 − |k12|2 = k3h4 + h3h4 − |h34|2. (23)
Thus, the determinants of these two blocks are also equal and the two blocks have
the same spectra (consisting of two distinct positive eigenvalues). Another applica-
tion of Theorem 10, this time with θ = 3π/4 and J = {2}, reveals the existence of
yet another pair of parallel portions on the boundary of W(A).
Necessity. Similarly to the proof of necessity in Theorem 15, any proper tridiago-
nal 4 × 4 matrix with two parallel and two non-parallel flat portions on the boundary
of its numerical range can be written in the form (16), where H and K are Hermitian
tridiagonal matrices, and the numerical range of A = H + iK is located in the first
quadrant, has flat portion on the axes x = 0, y = 0, and two others with the slope
3π/4. Since the maximal possible number of flat portions are actually present, each
off-diagonal pair of A generates a flat portion; moreover, the parallel portions are
generated by the pair {b2, c2}. Part (i) of Theorem 10, used with θ = 3π/4, implies
that the (2, 3) entry of H + K is equal to zero. In other words, k23 = −h23. The off-
diagonal entries k12, h23 and h34 must all be non-zero, since otherwise the matrix
(16) would not be proper.
Switching H and K in representation (16) if necessary (and adjusting the coeffi-
cients accordingly) we may without loss of generality suppose that the vertical flat
portion is generated by the first, and the horizontal flat portion, by the third off-
diagonal pair, respectively. But then H and K are indeed of the form (19), with
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H [2, 3, 4] and K[1, 2, 3] being positive semidefinite and having exactly one zero
eigenvalue each. From here it follows that the diagonal entries of H [2, 3, 4] and
K[1, 2, 3] are all positive, and their determinants are equal to zero. Thus, (22) and
the second part of (21) hold.
Invoking part (ii) of Theorem 10, we see that the existence of two parallel portions
in the direction θ = 3π/4 implies that the blocks (H + K)[1, 2] and (H + K)[3, 4]
must have the same maximum and the same minimum eigenvalue. Simply put, it
means that the spectra of (H + K)[1, 2] and (H + K)[3, 4], and therefore its char-
acteristic polynomials, are the same. Equating the traces and the determinants (and
scaling H and K by a positive parameter if needed), we arrive at the first equality of
(20) and (23), respectively.
Now think of (23), second equation of (21) and (22) as the system of linear equa-
tions with unknowns |k12|2, |h23|2 and |h34|2. The determinant of this system is
k3 − k1h2/h4. If it is different from zero, then solving the system yields the value
of |h23|2 equal to −k3h2, which is a contradiction. Thus, the determinant must equal
zero, which implies the second part of (20).
Finally, the first equation of (21) is nothing but (23) simplified via the second part
of (20). 
When considering the unitary (ir)reducibility of 4 × 4 matrices A with flat por-
tions on the boundary of W(A), in particular those described in Theorem 16, the
following technical result is useful.
Lemma 17. The matrix A = H + iK with H and K as in (19),
k1k2k3 = k3|k12|2 + k1|h23|2, h2h3h4 = h2|h34|2 + h4|h23|2,
hj > 0 (j = 2, 3, 4), kj > 0 (j = 1, 2, 3), h23h34k12 /= 0 (24)
is unitarily reducible if and only if there exists an eigenvector x of H corresponding
to a non-zero eigenvalue such that Kx is an eigenvector of K and HKx is a scalar
multiple of x.
Proof. Sufficiency. If x has the described properties, then span{x,Kx} is a proper
subspace of C4 invariant under both H and K and therefore reducing A.
Necessity. Let us show first that A cannot have reducing vectors. Indeed, if z =
(z1, . . . , z4)
T is a joint eigenvector of H and K , then (z2, z3, z4)T is an eigenvector
of H [2, 3, 4] and (z1, z2, z3)T is an eigenvector of K[1, 2, 3]. Due to Lemma 5, all
entries of z are then non-zero, and therefore it must correspond to the zero eigenvalue
of H and K . But then z also belongs to the kernel of H + K . The latter is impossible,
since the matrix H + K is positive definite.
So, a proper reducing subspace of A, if one exists, must be two-dimensional.
It is then of the form L = span{x, y}, where x and y are eigenvectors of H and
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K , respectively, corresponding to non-zero (positive) eigenvalues. It follows that x
and y have zero first and last entries, respectively. Due to the invariance ofL, both
Kx ∈L and Hy ∈L. Thus, for example, the vectors x, y, and Hy form a linearly
dependent set. Since y is a reducing vector of K , it follows from Lemma 5 (applied to
the proper Hermitian tridiagonal matrix K[1, 2, 3]) that y is the only of these linearly
dependent vectors with non-zero first entry. Consequently, the coefficient of y must
be zero; that is, the vectors x and Hy are scalar multiples of each other. Similarly,
Kx is a scalar multiple of y. It follows that K2x is a scalar multiple of Kx and HKx
is a scalar multiple of x. 
Remark. IfL is a (necessarily two-dimensional) non-trivial reducing subspace of
A, then so isL⊥. It therefore contains the second linearly independent eigenvector
of H corresponding to a non-zero eigenvalue. Thus, in the setting of Lemma 17 all
the eigenvectors x of H corresponding to its non-zero eigenvalues are such that Kx
is an eigenvector of K and HKx is a scalar multiple of x.
Corollary 18. Let A be a 4 × 4 tridiagonal matrix with the numerical range having
four flat portions on the boundary. Then A is unitarily reducible.
Proof. Improper tridiagonal matrices are unitarily reducible, so that it suffices to
consider only proper ones. But then either Theorem 15 or Theorem 16 applies,
according to which A is of the form (16) with H and K as described by (17), (18) or
(19)–(21), respectively. Let us consider the two possibilities separately.
In the setting of Theorem 15, H and K are orthoprojections. It is well known
(see [9] for the explicit statement and for a partial list of earlier papers essentially
containing this result) that each element from the algebra generated by H and K is
then unitarily reducible, with the blocks of the size at most two. In particular, A is
unitarily reducible.
In the setting of Theorem 16, consider the vector
x =
(
0,
h2(h2 + h3 + z − h4 − 2|h34|2/h4)
2h23
,
h2 + h3 + z − h4
2
, h34
)T
,
where
z =
√
h22 + h23 + h24 − 2h2h3 − 2h2h4 − 2h3h4 + 4|h23|2 + 4|h34|2.
A lengthy but straightforward computation shows that x is an eigenvector of H
corresponding to one of its positive eigenvalues,
λ = h2 + h3 + h4 + z
2
,
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and that the vector
y = Kx =

k12h2(h2+h3+z−h4−2|h34|2/h4)
2h23
h4(h2−h4)(k3−h2)(h2+h3+z−h4−2|h34|2/h4)−h2|h34|2(h3+h4−h2−z)
2h4h23
1
2 (k3 − h2)(h2 + h3 + z − h4) + |h34|
2h2
h4
0

is an eigenvector of K corresponding to its positive eigenvalue
µ = 2k3 + h3 + h4 − h2 − z
2
.
Moreover, Hy = αx, where
α = (h2 − k3)(h
2
4 − h2h4 − h3h4 − h4z) + 2h2|h34|2
2h4
.
According to Lemma 17, A is unitarily reducible. 
We will not go into a complete description of proper tridiagonal 4 × 4 matrices A
with smaller number of flat portions on the boundary of their numerical range, though
such a description is indeed possible. Instead, we merely provide a few examples of
such unitarily irreducible matrices A with fewer numbers of flat portions on W(A).
Example 19. Let A = H + iK , with H and K as in (19), (24). Then the bound-
ary of W(A) has one vertical and one horizontal flat portion. Furthermore, with the
choice
k1 = 163 , h2 = k2 = |h23| = 1, h3 = k3 = 2, h4 = 4
(so that |h34| = 2 and |k12|2 = 8/3), the matrix H + K is the direct sum
1
3
(
16 2
√
6
2
√
6 6
)
⊕
(
4 2
2 4
)
,
and these 2 × 2 matrices have exactly one eigenvalue in common. Thus, W(A) has
three flat portions at distinct angles.
Applying a diagonal unitary equivalence, we may without loss of generality sup-
pose that h23, h34 and k12 are all positive, that is, h23 = 1, h34 = 2, and k12 =
2
√
2/3. A routine computation shows that the vector x = (0, 1, (5 + √13)/2, 3 +√
13)T is an eigenvector of H corresponding to the positive eigenvalue (7 + √13)/2,
and that x and HKx = (0, (5 + √13)/2, (13 + 3√13)/2, 8 + 2√13)T are not col-
linear. According to the remark after Lemma 17, the matrix is unitarily irreducible.
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Fig. 2. The numerical range of a unitarily irreducible matrix with 3 flat portions on its boundary.
We plot the numerical range of the matrix in Example 19 in Fig. 2.
Example 20. Let
A =

a b
c a b2
c2 a b
c a
 , (25)
in which |b| /= |c|, |b2| = |c2|, and bcb2 /= 0. Then W(A) contains two parallel flat
portions, and A is unitarily irreducible.
The existence of two parallel flat portions at the angle θ (as defined above) fol-
lows directly from Theorem 10. They are generated by the off-diagonal pair {b2, c2},
and the respective 2 × 2 matrices Im (e−iθAk), k = 1, 2, simply coincide. On the
other hand, A does not have reducing vectors due to Lemma 8. To deal with two-
dimensional reducing subspace, it helps to rewrite the matrix under consideration
as
A = aI + eiθU
( |be−iθ + ceiθ |
2
H + i |be
−iθ − ceiθ |
2
K
)
U∗,
where U is the unitary diagonal matrix diag(u, 1, u, 1),
u = (be−iθ + ceiθ )/|be−iθ + ceiθ |,
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and H and K are the Hermitian matrices
H =

0 1
1 0 z
z 0 1
1 0
 , K =

0 v
v 0 0
0 0 v
v 0
 ,
in which
z = 2b2(be−iθ + ceiθ )e−iθ /|be−iθ + ceiθ |2,
v = −i(|b|2 − |c|2 + 2Re (bce2iθ ))/|b2e−2iθ − c2e2iθ |.
Notice thatL is a reducing subspace of A if and only if it is invariant both under
H and K . LetL be such a subspace. Then it is spanned by a certain set of eigenvec-
tors of H . Since the spectrum of H consists of four distinct points,
±1
2
(
2|z|2 + 4 ± 2
√
4|z|2 + |z|4
)1/2
,
we may without loss of generality (passing fromL toL⊥ if necessary) suppose that
L contains the eigenvector
x = (zλ, zλ2, λ(λ2 − 1), λ2 − 1)T
corresponding to the eigenvalue
λ = 1
2
(
2|z|2 + 4 + 2
√
4|z|2 + |z|4
)1/2
of H . Of course, the vectors
Kx = (vλ2z, vλz, v(λ2 − 1), vλ(λ2 − 1))T
and
HKx = (vzλ, vz(2λ2 − 1), vλ(|z|2 + λ2 − 1), v(λ2 − 1))T
also lie in L. Direct computations show that the vectors x,Kx,HKx are linearly
independent since v is not real for any values of b and c. Thus, L in this case is
at least three-dimensional. Since L⊥ cannot be one-dimensional, L must actually
coincide with the whole space C4. So, A does not have non-trivial reducing sub-
spaces and is therefore unitarily irreducible.
Remark. More can be said about the shape of W(A) for matrices A given by (25).
To this end, observe that the polynomial f (s, t) := det(sH + tK + I ) factors as
(s2 + s|z| + 2stRe v + t2 − 1)(s2 − s|z| + 2stRe v + t2 − 1).
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This implies (see [3] for the general statement, and [5,6] for its concrete applica-
tion to the case of second degree factors) that W(H + iK) is the convex hull of two
ellipses (circles, if Re v = 0). From (1) it then follows that W(A) is the convex hull
of two ellipses as well.
Note that the case considered in [6, Example 2] corresponds to the matrix (25)
with b = 1 + i, b2 = −i, and c = c2 = 1.
6. Continuant matrices
We define a continuant matrix to be a tridiagonal matrix A in the form (4) such
that all cj = −bj /= 0:
C =

a1 b1 0 · · · 0
−b1 a2 b2 . . .
...
0 −b2 a3 . . . 0
...
.
.
.
.
.
.
.
.
. bn−1
0 · · · 0 −bn−1 an

. (26)
This terminology comes from the well known relation 2 between ratios of the
determinant of nested continuant matrices and a continued fraction involving its non-
zero entries:
a1 + |b1|
2
a2 + |b2|2···+ ···
···+ |bn−1|
2
an
= det C
det C[2, . . . , n] . (27)
By definition, all continuant matrices are proper, and therefore Theorem 10 ap-
plies. In the particular case of continuant matrices it leads to a remarkably simple
criterion.
Theorem 21. Let A ∈ Cn×n be a continuant matrix. Then W(A) has at most two
flat portions on the boundary, both of which must be vertical if they occur. In addi-
tion, the flat portion to the left (resp., right) of W(A) exists if and only if either the
minimum (resp., maximum) real part of the diagonal entries is attained at multiple
non-consecutive diagonal entries with different imaginary parts, or there exist two
consecutive diagonal entries that attain the minimum (resp., maximum) real part.
2 This relation can be found in [10], along with the history of the subject and related terminology. The
first appearance of the formula (27) (in the slightly less general case of bj = 1) goes back to J.J. Sylvester
in 1853.
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Proof. There is only one value of θ , namely θ = π/2, for which condition (i) of
Theorem 10 holds. Thus, only vertical flat portions are possible.
The set J corresponding to this value of θ consists of all indices j = 1, . . . , n−1.
Therefore, matrices Ak from condition (ii) are simply the diagonal entries ak , and
the scalar products x∗kAkxk from condition (iii) coincide with the same numbers ak .
Since Im e−iθA = −Re A = −diag(Re a1, . . . , Re an), condition (ii) is equivalent
to the extremum of Re ak being attained on several values of k, and condition (iii) to
these values of k either being consecutive or corresponding to at least two different
Im ak . The extremum being the maximum (resp., minimum) apparently corresponds
to the flat portion lying to the right (resp., left) of the numerical range. 
It is instructive to compare Theorem 21 with the normality criterion for continuant
matrices. The latter can be obtained as an easy corollary of Lemma 1 or derived
straightforwardly.
Lemma 22. A continuant matrix is normal if and only if the real parts of its diagonal
entries are all equal.
Of course, the numerical range of a normal continuant matrix is a vertical line
segment, which (formally) is a set with one flat portion on the boundary.
We will say that a continuant matrix (26) has an m-periodic main diagonal if
aj = aj+m for all j = 1, . . . , n − m. According to this definition, the main diagonal
is always n-periodic, and 1-periodic main diagonal is the same as a constant main
diagonal. Theorem 3.3 of [7] implies, in particular, that the numerical range of a
continuant matrix A with a 2-periodic main diagonal is an ellipse. Thus, flat portions
on the boundary of W(A) are possible only in the trivial case when A is normal, that
is, Re a1 = Re a2. The situation is more interesting for 3-periodic main diagonal,
though the number of flat portions still does not exceed one.
Theorem 23. A continuant matrix (26) with a 3-periodic main diagonal has at most
one flat portion on the boundary of W(A). For this portion to exist, it is necessary
and sufficient that either (i) Re a1 = Re a2, or (ii) Re a2 = Re a3, or (iii) Re a1 =
Re a3 and a1 /= a3 or n > 3.
Certainly, if a flat portion does occur, it must be vertical.
Proof. If all Re aj coincide (j = 1, 2, 3), then the matrix A is normal, and exactly
one vertical portion exists. At the same time, (i) and (ii) both hold.
If the numbers Re aj (j = 1, 2, 3) are all distinct, then there are no consecutive
diagonal entries with the same real part. Non-consecutive diagonal entries with the
same real part coincide. According to Theorem 21, there are no flat portions. Observe
that neither of conditions (i)–(iii) holds.
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It remains to consider the case when exactly two out of three numbers Re aj (j =
1, 2, 3) coincide. The value of Re aj which is different from two others (j = 1, 2, 3)
does not yield the flat portion on the boundary of W(A). Indeed, this value is present
only in non-consecutive positions, and the diagonal entries having this real part are
all equal to each other. Thus, at most one flat portion is possible.
If Re a1 = Re a2 /= Re a3 or Re a1 /= Re a2 = Re a3, then condition (i) or (ii)
holds, respectively. The matrix (26) contains consecutive diagonal entries with the
same real part Re a2, and therefore W(A) has a (vertical) flat portion on the
boundary.
Finally, let Re a1 = Re a3 /= Re a2. If n > 3, then a1 and a3 show up in adjacent
diagonal positions (say, 3rd and 4th) which implies the existence of a flat portion. If
n = 3, then the diagonal entries a1 and a3 are not adjacent, and they yield the flat
portion if and only if a1 /= a3. Either way, conditions (i) and (ii) in this case do not
hold, and the flat portion exists if and only if condition (iii) holds. 
Theorem 23 applies in particular to 3 × 3 continuant matrices, in which case it is
no surprise that the number of flat portions is bounded by one. An obvious reformu-
lation is the following.
Corollary 24. The 3 × 3 continuant matrix (26) has a (necessarily unique) flat por-
tion on the boundary of its numerical range if and only if either (i) Re a1 = Re a2,
or (ii) Re a2 = Re a3, or (iii) Re a1 = Re a3 and a1 /= a3.
On the other hand, the criterion of unitary reducibility for 3 × 3 continuant matri-
ces can be extracted from Theorem 14.
Lemma 25. The 3 × 3 continuant matrix (26) is unitarily reducible if and only if
a1 = a3 or Re a1 = Re a2 = Re a3.
Proof. It suffices to observe that cases (a) and (d) of Theorem 14 for continuant
matrices do not occur, part b1b2 = c1c2 of condition (b) is satisfied automatically,
and case (c) corresponds to normal matrices A. 
Comparing Corollary 24 with Lemma 25 we see, in accordance with the general
properties mentioned in the introduction, that continuant 3 × 3 matrices with a flat
portion on the boundary of their numerical ranges are unitarily irreducible unless
normal.
We pass now to 4 × 4 continuant matrices. Two flat portions on the boundary of
the numerical range then become possible, and the criterion for their existence is as
follows.
Theorem 26. Let A be a 4 × 4 continuant matrix with elements a1, . . . a4 on its
main diagonal. Then W(A) has two flat portions on its boundary if and only if
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either (i) Re a1 = Re a2 /= Re a3 = Re a4, or (ii) Re a1 = Re a4 /= Re a2 = Re a3,
a1 /= a4, or (iii) Re a1 = Re a3 /= Re a2 = Re a4, a1 /= a3, a2 /= a4.
We omit the simple proof, which is a direct application of Theorem 21.
Our next goal is to obtain a unitary reducibility criterion for 4 × 4 continuant
matrices. But first let us adapt some results of Section 2 to continuant matrices of
arbitrary size.
Lemma 27. Let C be a continuant matrix (26). If for some j = 1, . . . , n − 1 the
sets {Re a1, . . . , Re aj } and {Re aj+1, . . . , Re an} are disjoint, then C is unitarily
irreducible.
Proof. Invoke Theorem 2 observing that |bj | = |cj | and θ = π/2 due to the defini-
tion of continuant matrices. Then note that Im e−iθC[K] is simply −diag(Re ak)k∈K
for any set of indices K . 
For continuant matrices, the result on reducing vectors (Lemma 5) can be strength-
ened to a necessary and sufficient condition of their existence.
Lemma 28. Let C be a continuant matrix (26). Denote by J = {j1, . . . , jm} the set
of all the indices j (in the increasing order) such that Re aj /= Re a1; let also j0 = 0,
jm+1 = n + 1. Then C has a reducing vector if and only if (i) J does not contain any
consecutive pairs, n /∈ J, and (ii) all the matrices Bk = Im C[jk + 1, . . . , jk+1 − 1]
(k = 0, . . . , m) have a common eigenvalue.
Proof. Necessity. Let x be a reducing vector of C. Then, in particular, x is an eigen-
vector of the diagonal matrix Re C = diag(Re a1, . . . , Re an). From the zero/non-
zero pattern of x established by Lemma 5 now follows that x corresponds to the
eigenvalue Re a1 of Re C and that conditions (i) hold.
Moreover,
x = (x(0), 0, x(1), 0, . . . , 0, x(m))T, (28)
where all the components of the vectors x(k) ∈ Cjk+1−jk−1 are non-zero. Thus,
(Im C)x = (B0x(0), ∗, B1x(1), . . . , ∗, Bmx(m))T. (29)
From x being an eigenvector of Im C it follows then that x(k) is an eigenvector of
Bk associated with the same eigenvalue, k = 0, . . . , m. Consequently, (ii) holds as
well.
Sufficiency. If conditions (i) and (ii) hold, choose a vector x in the form (28),
where x(k) are eigenvectors of Bk corresponding to their joint eigenvalue. Then x
is an eigenvector of Re C, because any vector with zeros situated as in (28) has this
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property. Equality (29) also holds, and by scaling the vectors x(k) it is possible to
make all unspecified entries in the right hand side of (29) equal zero, because the
first and last entries of x(k) are non-zero. But then x becomes an eigenvector of
Im C, and therefore a reducing vector of C. 
Now we are ready to prove the unitary reducibility criterion for 4 × 4 continuant
matrices.
Theorem 29. Let (26) be a 4 × 4 continuant matrix. It is unitarily reducible if and
only if one of the following conditions holds:
(a) all Re aj are equal, j = 1, . . . , 4;
(b) a1 = a3 and a2 = a4;
(c) a1 = a4, Re a2 = Re a3, |b1| = |b3|;
(d) Re a1 = Re a2 = Re a4 and Im (a1 − a4)Im (a2 − a4) = |b1|2;
(e) Re a1 = Re a3 = Re a4 and Im (a1 − a4)Im (a3 − a1) = |b3|2.
Proof. We will go over all possible configurations of the set {Re aj }4j=1, showing
that for each of them the statement of the theorem is valid. It is convenient to use the
notation H = Re C, K = Im C throughout the proof.
Lemma 27 implies the unitary irreducibility of C when Re a1 is different from
Re aj (j = 2, 3, 4), when Rea4 is different from Re aj (j = 1, 2, 3), and when
Rea1 = Re a2 /= Re a3 = Re a4.
We will now show that C is unitarily irreducible also in the case when
Re a2 /= Re a1 = Re a4 /= Re a3 (30)
and either Re a2 /= Re a3 or a1 /= a4, but this will take a little more effort.
Suppose first that (30) holds with Re a2 /= Re a3. Then the matrices P1 = diag(1,
0, 0, 1), diag(0, 1, 0, 0) and diag(0, 0, 1, 0) are functions of H . Thus, a reducing
subspaceL of C is invariant under the orthoprojection in the direction of e2. So,L
either contains e2 or is orthogonal to it. Passing fromL toL⊥ if necessary, we may
without loss of generality suppose that e2 ∈L2. But then the vector b1e1 = P1Ce2
also lies in L. In other words, L contains e1. Being invariant under C, the sub-
spaceL coincides therefore with the whole space. Thus, C does not have non-trivial
reducing subspaces.
Without the additional condition Re a2 /= Re a3, the property (30) only guarantees
that P1 is a function of H . But a reducing subspaceL is invariant under all elements
of the algebraA generated by H and K , not only under functions of H . The algebra
A contains, in particular, the matrix P1CP1 = diag(a1, 0, 0, a4). If a1 /= a4, together
with P1 and diag(a1, 0, 0, a4) the algebra A will contain diag(1, 0, 0, 0). Arguing
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as in the previous paragraph, we see that either L or its orthogonal complement
contains e1 and therefore coincides with the whole space.
A similar reasoning works in the case when
Re a1 = Re a3 /= Re a2 = Re a4 (31)
and either a1 /= a3 or a2 /= a4. Indeed, (31) implies that diag(1, 0, 1, 0) and diag(0, 1,
0, 1) are functions of Re C. Since the matrices diag(a1, 0, a3, 0) and diag(0, a2, 0, a4)
lie inA, the additional condition a1 /= a3 (resp., a2 /= a4) guarantees that the matrix
diag(1, 0, 0, 0) (resp., diag(0, 1, 0, 0)) lies inA. The rest of the proof runs exactly as
in the case (30).
All this agrees with the statement we are proving, since the situations considered
so far are excluded by conditions (a)–(e). On the other hand, (a) is equivalent to the
matrix C being normal (Lemma 22) and therefore implies unitary reducibility. Also,
unitary reducibility of 4 × 4 continuant matrices (26) under condition (b) follows
from considerations of [7], see Theorems 2.1 and 3.3 there.
It remains to consider the following (mutually exclusive) cases:
(c′) Re a1 /= Re a2=Re a3, a1 = a4;
(d′) Re a1 = Re a2 = Re a4 /= Re a3;
(e′) Re a1 = Re a3 = Re a4 /= Re a2.
Comparing these cases with the statement of the theorem, we see that to finish the
proof it suffices to justify the following claims:
(i) The matrix C is unitarily reducible in the setting (c′) if and only if |b1|=|b3|;
(ii) The matrix C is unitarily reducible in the setting (d ′) if and only if
Im (a1 − a4)Im (a2 − a4) = |b1|2;
(iii) The matrix C is unitarily reducible in the setting (e′) if and only if
Im (a1 − a4)Im (a3 − a1) = |b3|2.
Proof of claim (i). Necessity. Suppose L is a non-trivial reducing subspace of C.
Since Re a1 /= Re a2 = Re a3, it one must be two-dimensional (Lemma 28). Being
invariant under diag(1, 0, 0, 1) and P2 = diag(0, 1, 1, 0) (which are functions of H ),
L can be written as the direct sum of its projection L1 onto span{e1, e4} with its
projection L2 onto span{e2, e3}. Neither span{e1, e4} nor span{e2, e3} is invariant
under C; thus,L1 andL2 must be one-dimensional.
Take a non-zero vector x = (0, x2, x3, 0)T ∈L2. A direct computation shows
that P1Kx = −i(b1x2, 0, 0,−b3x3)T, so that L1 is in fact spanned by the vec-
tor
y = (−b1x2, 0, 0, b3x3)T. (32)
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On the other hand,
P2KP2x =

0
K[2, 3]
(
x2
x3
)
0

lies inL2, and is therefore collinear to x. In other words, (x2, x3)T is an eigenvector
of K[2, 3]; in particular, both x2 and x3 are non-zero.
Now compute P2Ky = −i(0, |b1|2x2, |b3|2x3, 0)T and observe that this vector,
lying inL2, must also be collinear with x. Thus, |b1| = |b3|.
Sufficiency. Let x = (0, x2, x3, 0)T, where (x2, x3)T is an eigenvector of K[2, 3],
andL = span{x, y}, with y defined by (32). By construction,L is invariant under
P1 and P2. A direct computation shows that it also is invariant under K . Thus, it is a
reducing subspace of C.
Proof of claim (ii). In the notation of Lemma 28, the set J is a singleton {3}, and there
are two matrices Bk: B0 = K[1, 2] and B1 = K[4] = {Im a4}. Thus, Lemma 28
implies that C has a reducing vector if and only if Im a4 is an eigenvalue of the
matrix(
Im a1 ib1
−ib1 Im a2
)
,
that is, if and only if Im (a1 − a4)Im (a2 − a4) = |b1|2.
To finish with the proof of (ii), we need only to show that two-dimensional reduc-
ing subspaces cannot exist in the setting (d′). To this end, use the fact that diag(0, 0, 1,
0) is a function of H . Thus, a reducing subspaceL either contains e3 or is orthogonal
to it. Without loss of generality (passing to L⊥ if necessary and observing that
it is two-dimensional simultaneously with L), e3 ∈L. Direct computations show
that e3,Ke3 and K2e3 are linearly independent. Thus, L cannot be two-dimen-
sional.
Finally, claim (iii) follows from (ii) due to Lemma 4. 
Comparing Theorems 26 and 29 we reach the following conclusion.
Corollary 30. Let C be a 4 × 4 continuant matrix with two flat portions on the
boundary of its numerical range. Then C is unitarily irreducible.
Observe that 4 × 4 continuant matrices C with one flat portion on the boundary
of W(C) may or may not be unitarily reducible. For example, all matrices satisfying
(d′) or (e′) have one flat portion on the boundary of the numerical range but only
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those of them which meet the additional requirement on |b1| (resp., |b3|) from (d) or
(e) are unitarily reducible.
7. Tridiagonalization
We dealt in Sections 3–6 with numerical ranges of tridiagonal matrices. Since the
numerical range is unitarily invariant, it is natural to ask now which matrices can be
put in a tridiagonal form via unitary similarity. Thus, the following definition is in
order.
Let us say that an n × n matrix A is unitarily tridiagonalizable (or simply tridia-
gonalizable for brevity) if there exists a unitary matrix U such that the matrix U∗AU
is tridiagonal.
Of course, any 2 × 2 matrix is tridiagonal and therefore tridiagonalizable in a
trivial way. It is less trivial, but still easy to see, that every 3 × 3 matrix is tridiagon-
alizable (see Proposition 2.3 in [11]). Indeed, it suffices to choose the first column
u1 of U to be an eigenvector of A or A∗ and u3 orthogonal to the (at most two-
dimensional) subspace span{u1, Au1, A∗u1}. In fact, with such a choice the matrix
U∗AU has at least one extra zero. For u1 being an eigenvector of A, U∗AU takes
the forma1 b1 00 a2 b2
0 c2 a3
 . (33)
On the other hand, it was shown in [11] that not all n × n matrices are tridiagon-
alizable for n  6; the latter statement was extended to n  5 in [12].
From the above comments on 2 × 2 and 3 × 3 matrices it is clear that any uni-
tarily reducible 4 × 4 matrix is tridiagonalizable. Some other partial results for 4 × 4
matrices can be found in [12], but a final solution was obtained only rather recently in
[13]. As it happens, all 4 × 4 matrices are tridiagonalizable. The outline of the proof
in [13] is as follows. First, it is established the existence of an open dense subset S of
C4×4 consisting of non-singular matrices A with distinct eigenvalues and such that
any non-trivial linear combination of I, A,A∗ has rank at least 3. (34)
Then, with the use of some heavy machinery from algebraic geometry, it is shown
that all matrices from S are tridiagonalizable. An easy observation (made already in
[12]) that the set of tridiagonalizable matrices is closed finishes the proof.
For our purposes, we need the tridiagonalizability only of matrices without prop-
erty (34) which therefore lie in the complement of S. As it happens, for such matrices
there is a more elementary and direct proof, and we will give it here for the sake of
simplicity and self-containment.
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It starts with an easy tridiagonalizability criterion, similar to Lemma 2.1 from
[13]. Again, we supply it with the proof for reader’s convenience. Recall the repre-
sentation A = H + iK , where the Hermitian matrix H (resp., K) is the real (resp.,
imaginary) part of A.
Lemma 31. The matrix A = H + iK is unitarily tridiagonalizable if and only if
there exists a nested family of subspaces
{0} ⊂L1 ⊂ · · · ⊂Ln−1 ⊂Ln(= Cn),
such that dimLj = j and
HLj ,KLj ⊂Lj+1 for all j = 1, . . . , n − 1. (35)
Proof. Necessity. Let U∗AU be tridiagonal. Choose Lj to be the span of the
first j columns u1, . . . , uj of U . Since U∗HU and U∗KU are tridiagonal simul-
taneously with U∗AU , the vectors Huk and Kuk lie in span{uk−1, uk, uk+1} for all
k = 1, . . . , n − 1. Thus, (35) holds.
Sufficiency. Suppose that the nested family of subspaces Lj with the property
(35) exists. Choose the orthonormal basis {uk}nk=1 of Cn in such a way that Lj =
span{u1, . . . , uj }, j = 1, . . . , n. Condition (35) means then that the matrices U∗HU
and U∗KU have (i, j) entries equal to zero provided that i > j + 1. But these matri-
ces are Hermitian; thus, automatically the entries with j > i + 1 are equal to zero as
well. In other words, the matrices U∗HU and U∗KU are tridiagonal. Then so is any
linear combination of these matrices, in particular U∗AU . 
For any j < n the inclusions HLj ⊂Lj , KLj ⊂Lj can hold simultaneously
only if A is unitarily reducible (with Lj being the reducing subspace). Thus, for
unitarily irreducible A the sequence {Lj }, if it exists, is defined uniquely by its first
termL1 and the recursive relation
Lj+1 = span{Lj , HLj ,KLj }. (36)
The condition on the dimensions ofLj takes the form
dim span{Lj , HLj ,KLj }/Lj  1, j = 1, . . . n − 2.
Theorem 32. Let A be a 4 × 4 matrix for which condition (34) does not hold. In
other words, let there exist a non-trivial linear combination of H and K (equiv-
alently: of A and A∗) with an eigenvalue of geometric multiplicity bigger than 1.
Then A is tridiagonalizable.
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Proof. We need only to consider unitary irreducible matrices A. Without loss of
generality we may also suppose that the coefficient of H in the aforementioned linear
combination is non-zero; otherwise we can switch from A to iA. Dividing by this
coefficient does not change the multiplicities of the eigenvalues. Thus, we may even
suppose that the linear combination is of the form H + zK for some z ∈ C.
Let L be a two-dimensional subspace consisting of the eigenvectors of H +
zK . For any non-zero vector x ∈L (the concrete choice of which to be discussed
later), set L1 = span{x} and introduce L2, L3 according to (36). Then L2 =
span{x,Kx} is two-dimensional for any choice of x ∈L. On the other hand,
L3 = span{x,Kx,HKx,K2x}
is either 3- or 4-dimensional. It remains to choose x in such a way that the former
possibility occurs, that is, the vectors x,Kx, HKx and K2x are linearly dependent.
This condition can be rewritten as
det[x,Kx,HKx,K2x] = 0. (37)
Now it is time to invoke the two-dimensionality of L. Fixing a basis {x1, x2}
of L, write x as a linear combination of x1 and x2, say x = ξ1x1 + ξ2x2. Respec-
tively, the matrix [x,Kx,HKx,K2x] can be rewritten as ξ1C1 + ξ2C2, where Cj =
[xj ,Kxj ,HKxj ,K2xj ], j = 1, 2. Condition (37) then takes the form
det(ξ1C1 + ξ2C2) = 0.
Thus, it is fulfilled by ξ1 = 1, ξ2 = 0 if C1 is singular, and by ξ2 = −1, ξ1 equal
any eigenvalue of C−11 C2 if C1 is invertible. 
Recall (see [14, Definition 9]) that the matrix A is non-generic if there exists a
non-trivial linear combination of its real and imaginary parts with real coefficients
having a multiple eigenvalue. (Since this combination is a Hermitian matrix, there
is no need to distinguish between algebraic and geometric multiplicities.) The next
statement is therefore an immediate consequence of Theorem 32.
Corollary 33. Any 4 × 4 non-generic matrix is tridiagonalizable.
It is easy to see (and also stated as Theorem 12 in [14]) that a matrix with a flat
portion on the boundary of its numerical range is non-generic. Thus, the following
statement holds.
Corollary 34. Let A be a 4 × 4 matrix such that the boundary of its numerical
range W(A) contains a flat portion. Then A is tridiagonalizable.
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8. Final remarks
As was discussed in Section 7, every 3 × 3 matrix can be put in the form (33).
Thus, the adaptation of the results of Section 4 to matrices (33) is of interest. Theo-
rems 13 and 14 simplify as follows.
Theorem 35. The matrix (33) is unitarily reducible if and only if b1 = 0, or b2 =
c2 = 0, or b2 = 0 and a1 = a3. If it is unitarily irreducible, then for the flat portion
to occur on the boundary of its numerical range it is necessary and sufficient that
|b2| = |c2| and 4Im (e−iθ (a2 − a3))Im (e−iθ (a1 − a3)) = |b1|2,
where θ = arg(b2c2)/2.
Moving on to 4 × 4 matrices A, we note first of all that not much is known about
the shape of its numerical range W(A) in general. In the unitarily reducible case,
however (tridiagonal or not), all possible shapes of W(A) can be classified with the
use of property (3) and the results from [3,4]. A case by case study, lengthy but rather
simple, leads to the following conclusion.
Lemma 36. Let A be an arbitrary 4 × 4 unitarily reducible matrix. Then the bound-
ary of the numerical range W(A) may have 4 flat portions with 0, 2, or 4 corner
points, 3 flat portions with 1, 2, or 3 corner points, 2 flat portions with 1 or 0 corner
points, 1 flat portion with no corner points, or no flat portions and no corner points.
No other combinations of the number of flat portions and corner points are possible.
In particular, it follows from Lemma 36 that a 4 × 4 matrix A with three flat
portions and no corner points on W(A) must be unitarily irreducible. The matrix in
Example 19 falls into this category.
Theorem 37. Any 4 × 4 matrix has at most 4 flat portions on the boundary of its
numerical range (3, if it is unitarily irreducible).
Proof. According to Lemma 36, four is the exact upper bound for the number of flat
portions in the unitarily reducible case. When estimating the number of flat portions
for a general 4 × 4 matrix A (unitarily reducible or not), we may due to Corollary 34
suppose that A is tridiagonal. Then Corollary 18 and Example 19 imply that three is
the exact upper bound in the unitarily irreducible case. 
In connection with Theorem 37, it is worthwhile to discuss the upper bounds
for the number of flat portions that follow from algebraic curve theory. Namely, let
A be a n × n complex matrix. Recall [3] that the flat portions on W(A) are in
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correspondence with singular points of the curve fA(s, t) := det(sReA + tIm A +
I ) = 0. It is known that an irreducible curve of degree n in 2-dimensional complex
projective space has at most (n − 1)(n − 2)/2 singular points [15, Lemma 18.4].
Thus, when n = 4, if the polynomial fA is irreducible, then number of flat portions
does not exceed 3. On the other hand, if fA is reducible, then, because the degrees
of its factors are small, it is straightforward to verify that W(A) has at most 4 flat
portions. This shows that 4 is indeed an upper bound for the number of flat portions
on the boundary of the numerical range for all 4 × 4 matrices.
It is not clear form this approach, however, that the bound for unitarily irreducible
matrices is in fact 3. The subtle point here is that there exist unitarily irreducible
matrices A whose corresponding polynomials fA are reducible. This approach also
fails to explain why the upper bounds in Theorem 37 are sharp.
Notice that the number 2(n − 2), which by Theorem 12 is an upper bound for
the number of flat portions on W(A) for proper tridiagonal n × n matrices A, is in
fact the exact upper bound for all n × n matrices, provided that n = 4. It is not quite
clear whether for bigger values of n (i) this number remains an upper bound for all
n × n matrices and (ii) this upper bound is attained by proper tridiagonal matrices.
In relation to the second question, we mention that for improper tridiagonal matrices
this number 2(n − 2) of flat portions can be attained.
Example 38 [16]. Let
Mn =
(
0 2
0 0
)
⊕
n−2⊕
j=1
(1 + 
)e(2j iπ)/(n−2),
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
Fig. 3. The numerical range of M6.
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in which 
 is sufficiently small and positive. The numerical range of this n × n
(improper tridiagonal) matrix has 2(n − 2) flat portions on its boundary.
The numerical range of the matrix for n = 6 is shown in Fig. 3.
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