Polynomials defined by a difference system  by Baxter, Glen
JOVRNAL OF MATHEMATIC.iL \NALYSIS ANIl .kE’PLICATIONS “, 223-263 (1961) 
Polynomials Defined By a Difference System 
GLEN B_~XTER* 
University of Minnesota, Mimeapolis 
Submitted bl, S. Karlz~ 
I. INTRODUCTION 
Let us begin with a simple problem. Suppose we are looking for a 
function 21(x, t) (0 < K, - 00 < f c W) which for each fixed t satisfies 
&4(x, t) 
--~ = a(X) F u(x, t), 
dx 
zr(0, t) = 1, (14 
where a(x) is not known. Formally at least, finding a(x) is equivalent 
to finding ZA(X, t). Suppose further that all we know about u(x, t) in 
addition to (1.1) is the function k(t) = lim u(x, t). Qzaestio~: Is u(x, t) 
T-+X 
uniquely determined ? 
Let us see how in a heuristic sense the answer to this question is yes. 
Solving system (l.l), we find 
I 
21(x, t) = exp 1 a(E) eta: dg . 
I 0 
Thus, 
K(t) = known = exp 
I! 
1 a([) ettt dt , 
I 0 
(1.2) 
* This research was supported in part by the United States An Force through 
the Air Force Office of Scientific Research of the ,4ir Research and Development 
Command, under contract No. -4F 18 (603)-30. Reproduction in whole or m part 
is permitted for anv purpose of the United States Government. 
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or what is the same thing 
02 , 
I 
a(E) e”$ d=’ = log k(1). 
. 11 
(1.3) 
Relation (1.3) determines CC(,V) from log k(t) through an inverse Fourier 
transform. 
Let us turn now to a second problem. Suppose we are looking for a 
pair of functions zc(x, t) and o(r, t) (0 < x, - rx) < t < CO) which for each 
fixed f satisfy the system 
L&4(x, t) .I__ 
dx 
= U(X) t+ v(x, f) 
I w(0, t) = v(0, t) = 1, (1.4) 
dV(% 4 
where E(X) and ,8( ) x are unknown. Suppose further that k(t) = lim U(X, t) 
B-CO 
and h(t) = hmzl(x, t) are both known. Questz’ort: Are u(x, f) and v(x, t) 
X-m 
uniquely determined ? 
Because the analogue of solution (1.2) does not exist for the system 
(l-4), it is not so obvious how we should proceed with the analysis. We 
will consider a discrete counterpart of this second problem below. Once 
again we will discover that in a heuristic sense the answer to this second 
question is yes. M’e refer the reader to Section IX. 
We replace (1.4) in our considerations by the somewhat simpler 
difference system 
, 240=vo= 1. (l-5) 
In (I.51 j (4 and {A> are sequences of complex numbers and (u,,(t)} and 
{I,,} are sequences of polynomials in t?* and e- I*, respectively. Sometimes 
zdO and v0 will be considered as arbitrary constants. We will investigate 
properties of u,(t) and v,(t) including the asymptotic behavior of these 
polynomials as n becomes infinite. By analogy with the first problem 
mentioned above, we might expect that log k(t) and log h(t), where 
k(t) = lim zc,(l) and h(t) = 1 im v,(t), would be important functions in 
?seco fi+CC 
our analysis. In our investigations we will discover a close connection 
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between the polynomials u,,(t) and un(t) and the polynomials of Szegij [3] 
which are orthogonal to a given weight function f(t) on - n < t < 71. 
Loosely speaking, our goal is to show that the Szego polynomials 
associated with a (possibly complex-valued) weight function f(t) for which 
log f(t) has an absolutely convergent Fourier series expansion can be 
generated by systems like (1.5) where 21~ and L’lpkl con\rerge and 
log K(t) and log h(t) have absolutely convergent Fourier series expansions. 
Unfortunately, we achieve our goal only in part. 
In Section II some rather simple and straightforward properties of 
ZC~(~) and z)%(t) are presented. In Sections III and IV, we consider the 
additional properties of these polynomials which arise from the further 
assumption that L’jak:K/ and .2$3kl are convergent series. In Section V, 
there is a brief review of Szego’s polynomials for the case in which the 
weight function j(t) has an absolutely convergent Fourier series expansion. 
Elementary connections between z{,(t) and v,(t) and the corresponding 
Szego polynomials are given in Section 1’1. More subtle connections are 
investigated in Sections VII and 1’111. An important equivalence in 
the real case is stated in Section VII along with a conjecture which is 
proved only in special cases. In Section IX, we discuss two features of 
the present theory of orthogonal polynomials on the unit circle which 
Iimit the scope of application to probability theory. 
Finally, in Section )I; we apply our results to a problem in probability. 
Specifically, let {Xk} be a sequence of independent, identically distrib- 
uted random variables, and let S, = 0, S, = X, + . . . + X,,. Also, 
let M, = max (S,, S,,, . _, S,) and +PZ, = min (S,, S,, . . , , S,). The joint 
distribution of M, and m, is fundamentally related to the polynomials 
discussed in this paper. In fact, expressions like 
u,= 2 ~P(S,=k,o<S,+z ,..., O<S,,<.m)jl"egk' (1.6) 
k=O n=O 
are shown to satisfy systems like (1.5). Because of the connection men- 
tioned above between zl,,(t) and q,(t) and the Szegd polynomials, we get 
from our discussion an explicit formula giving the joint distribution of 
M, and nz,, in terms of coefficients in the Szegii polynomials associated 
with the weight function f(t) = 1 - @(t), where v(f) is the characteristic 
function of X, (see Remark 10.3). 
To assist the reader with notation and to provide a summary of 
results, we have included our main results in Appendix I. The author 
wishes to express his gratitude to Frank Spitzer and to Steven Orey with 
whom he had many lively, interesting, and informative discussions on 
the subject matter of this paper. The author also wishes to thank G. Szegii 
for suggesting numerous simplifications of the proofs in Section VII. 
II. ELE~~EKTARY PROPERTIES 
In this section we deduce some rather straightforward proper tie< 
possessed by tr,l(t) and 71n(/) in the s>.stetn 
\I’e assume for the time being that the sequences (ak) and {,!Ik} are given 
with tch PR # 1 for all k. Also, u,, and zpO are arbitrary but fixed complex 
numbers. In matrix form (2.1) is 
or, equivalently, 
1; u 
II 
n 
I’,, II 
1 = ______. 
l-G&i 
(3.2a) 
It is not hard to see that U, and 11, will be determined from 11, _ r and V, _ , 
(in terms of or,, and /?,) if, and only if, the matrix in (2.2a) is nonsingular. 
Thus, the entire sequence U, and 21, (N = 0, 1, 2,. . .) is determined if, 
and only if, Mu /Ik + 1 for all k = 1, 2,. . . 
Let us write 
I 
-1 
. P-3) 
From (2.2) we can deduce the following explicit formula for u,, in terms 
of the Q’S and PR’s: 
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A formula for ~1% can be deduced from (2.4) by interchanging c( and p 
and uO and D,, and replacing t by - t. From (2.4) we see that U, and 21, 
are polynomials of at most degree H in elt and emit, respectively. The 
constant terms are uO K,” and z’,, K,2, respectively. The leading coefficients 
are uO KPz2 CI, and zcO Kn2 ,B,,, respectively. 
An identity involving U, and ZJ, which gains interest when contrasted 
with known results to be mentioned later is the following: 
LEMM.\ 2.1 : For any n > 0 
I‘ 
2 
erm(s _ f) h&) %(S) 
21,+1(t) un+l(s) - ei(“+l)(S-t)Zln,.l(S) 24,+1(t) 
----z 
km2 
kit+1 
-. 
ftZ=O 
[l - ,& - “‘I 
(2.5) 
PROOF: Let S, denote the right-hand side of (2.5). From (2.2) we 
discover that 
%&+1(t) = 
%$) + cc, + 1 eifn +lu v,,(t) 
I- %+1P,+1 
(2.6) 
%+1(t) = 
v&) + pn +1 e- r(n+l)t u,,(t) 
* 1 - G+lPn+l 
Substituting Z.J~ +r (t) and z’, + I (t) and the similar expressions for z~,+r(s) 
and z~,+r(s) from (2.6) into the right-hand side of (2.5) and subsequently 
canceling terms, we find that 
s 
n 
= v”(t) u,(s) - e+ +lD--) %&(t)%(s) 
k,2[1 _ e1(S-t)] 
(2.7) 
= s, _ 1 + p(s -t) %a(t)v&) 
k,2 ’ 
The proof of Lemma 2.1 follows from (2.7) by induction on n. 
III. A CONVERGENCE CONDITION 
Additional properties of U, and v, from (2.1) which arise from the 
assumption 
will now be investigated. M7e describe (3.1) verbaIlJr by sajing that 
(01~) and (fik) are in 1,. Of course, there is still the assumption that 
xk fik f 1. In describing certain properties of II, and 21,~ it will be convenient 
to have the following notation. Let .rf denott, the class of function, 
71 ‘Id 
f(t) = z Ak &‘l, with 2 lplki < CIO. (3.2j k= -1. k = -02 
Then, & is a Ranach algebra with norm 
(3.3) 
and with the obvious multiplication, etc. Let cd+ and J$- denote those 
functions in JQ’ which are of the form 
h-(t) = i hk erkt, 
respectively. Clearly, JX’ 8. and JX?- are also Banach algebras. 
The following results can be quite easily proved by straightforward 
computation. 
LEMMA 3.1. Let {CQ) and {Pkr satisfy (3.1), let k,” be defifzed as it1 
(:‘.3), let 
- cc, eint 1 I
’ 1 
A eNn+I) B i 
II 11 = M,,,, M,,+e., . M,-l M,,. v-*1 , ,--w+1) c D 
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(iii) d affd C are in AZ- while B and D are in SIP+. 
(iv) There exist functions t/r+ E ,c+ and ~,LI-E~- wch that Ilu, - $+I 1 + 0 
PROOF OF (iv): It is sufficient to show that 11~1, - 
In > IZ -+ 00. First we note that 
From (22b) and (3.4) 
zd,// +O as 
(3.5) 
Setting TPJ = 0 in (3.5) and using (i) and (ii), we deduce that both (lu,l[ 
and l/z’,/ 1 are bounded by 
IWeG + l4l) 3 P + YJ 
1=1 
But from (3.4) 
Thus, for all m > IC 
A-l 
e-it(n+l)C 
This ends the proof of (iv). 
In what follows we will frequently refer to the functions #+ and I,- 
mentioned in part (iv) of Lemma 3.1. Since these functions will be 
mentioned only in connection with a discussion of a particular pair of 
sequences {ti,J and (21,) satisfying (2.1), there should be no confusion as 
to their meaning. 
Lemma 3.1, part (iv), becomes extremely interesting if it happens 
that l/#+ and l/$- belong, respectively, to &‘+ and &‘-. It is known [S] 
that if #+ (or #-) has the expansion 
k=O \ k=--co / 
then a necessary and sufficient condition for I/$+ E .nC+ (or I/#- E z/-m) 
is that 
cc 
2 
Akzk#O for 121 < 1 or for 
k=O I+=--m 
(3.6) 
Since l/u, - #+I/ ---f 0, one might suspect then, at least for tz sufficientl> 
large, l/utl will also be in &+. The nest lemma verifies this suspicion. 
LEMMA 3.2: Let l/t+b+ be in JJ+ and let l/t+!- be in .d-. Then, for tl 
mfficienbly large l/u, E AZ+ and l/z!, E d-. 
PROOF: We will prove only that l/u,~s8+. For every 92, ($+---u~)/$~E~+. 
Furthermore, for 9h sufficiently large 
lIv~+ll d 5 
1 I($+ - uJ/$+jl < ]I#+ - z&,1 / * 
This implies that for all n sufficiently large 
Finally, 
1 1 
u, - tp - 1 - i(#+’ z&J/#+] Ed+* 
This ends the proof of Lemma 3.2. 
We assume for the remainder of this section that (3.6) is satisfied. 
Introducing the notation of (3.4) into (Ha), we find that for m > n 
(3.7) 
Lemma 3.2 states that for m sufficiently large zc, v, is not zero for any 
t E [- n, n]. We can rewrite (3.7) in the form 
Now, Lemma 3.1 (iii) together with Lemma 3.2 yields the fact that 
4% and C/vm are in J& while B/u, and D/u, are in A?‘+. Equating 
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the coefficients of ervt and e- ‘“‘, respectively, on both sides of (3.8), we 
deduce that 
* 1 - 5 ufle-‘t 2n df - “k^ 
%I VP,‘ 
2 m2 
‘0 
(v = 0, 1,2,. . . , n) 
--II 
(3.9) 
Finally, letting m become infinite in (3.9) we obtain the following theorem: 
THEOREM 3.1: Let {ak} and {PR} satisfy (3.1), let #+ and I)- 6e as defined 
in Lemma 3.1 (iv), and Zct I/#+ E &‘+ and I/$- E AC. TheH,, for all 
yt = 0, 1, 2,. . . 
x 
1 * 
2npx #+I)- dt= zlo:2 J 
u, e- &ut 
- (w = 0, 1,. . . ,a) 
(3.10) 
.T 
* 1 ervt 21, 
-- yp#- 1 dt= $y2 (v 0, 1,. . = . , It). 
IV. ORTHOGONALITY AND HEURISTICS 
Relation (3.10) is quite clearly a type of “orthogonality” condition. 
CVe will now translate this result into slightly different notation. Let 
(4.1) 
Now, QI,, and & are polynomials of degree n in eit and e- “, respectively, 
with leading coefficients k, v0 and k,, u,,. Moreover, under the conditions 
of Theorem 3.1, f is in J&‘. Thus, relation (3.10) can be written in the form 
iie now state an important theorem. 
PROOF: The existence of f E .d and (91)~) and ($rn) with the biortho- 
gonality property is proved in Theorem 3.1. To complete the proof n-e 
will show that log $I+ E &. In a similar manner it will follow that 
log @ E .d, so that log f = log K,=z - log 4+ - log +- will be in .v’. 
It will be convenient to introduce the following notation here: if g is 
in ~2, then g will denote the function of z formed by replacing zrt in the 
Fourier series for g by z. In some cases, of course, g will be defined b! 
this new series off the unit circle /z/ = 1. From (3.6) we see that $+ f 0 
for all Iz/ ,< 1. Thus, log $+ is analytic for [.z HQ 1. Now, J+ traces 
out a closed curve C, in the complex xl-plane as 2 varies on the circle 
Iz/ = p < 1. Since log $+ is analytic for IzI < 1, the winding number 
of C, around U! = 0 is 0 for each p < 1. Now the cur\~e C, can be 
approximated uniformly by C, (that is, C, lies in a band of uniform 
width surrounding C,) by taking p sufficiently near 1. Since J+ f 0 
on 1~1 = 1, this means Cr also has winding number 0 about w = 0. It 
follows from Levy’s theorem ([8] Chapter 1’1 (5.2)) that log $+ is in ,A?. 
This ends the proof of Theorem 4.1. 
At this point it must be admitted that Theorem 4.1 has a major 
drawback. The theorem rests on the assumption that l/#+ E &+ and 
l/#- E A+-. It would be much more satisfactory if additional conditions 
to (3.1) on the sequences {ak) and {fiR} could be found which would be 
equivalent to these assumptions. In general this seems to be a difficult 
problem. However, in an important special case, these extra conditions 
on (4 and Lb> can be found to replace the assumptions l/$+ E ,d+ 
and l/4- E ,c/‘-. This is the Hermitian case in which Pk = Zik and ~1~ = tiO. 
It is easy to see from (2.1) that 21,~ = E?, in the Hermitian case. It follows 
that $- = $+ as well. Also 
LEMMA 4.1 (see [2]). Let /?A = IY.~ (and q, = fro # 0) and Ed (ah) 
satisfy (3.1). Tizen, the JoZZowi~t, 0 two conditions are equivalent: 
(i) l/#+ E &+. 
(ii) /ahi < 1 foY all R. 
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PROOF: I’C’e will use the notation g introduced in the proof of 
Theorem 4.1. We must show that Iak] < 1 is true if, and only if, 1,6+ # 0 
for all IzI < 1. 
We first show that tin and #+ are never zero for - ,?I < t < n. In 
fact uk Pk = Ictkl* # 1 by assumption. From (Mb) we find that 
Iterating (4.4) will then yield 
Of course, #+ being the limit of U, must also be bounded away from zero 
for - 7z < t < n. 
Next we show that I,$+ will have a zero inside the unit circle if, and 
only if, for sufficiently large n 9, has a zero inside the unit circle. In (3.5) 
it was observed that 
km* U, = ~ {Du, - err(n+l) Bi&}. 
k,,* 
Letting m become infinite it follows that 
k,” k,2 P/J+ = u, + (d - l)u, - eit@ + l) bti,, 
where by Lemma 3.1 (ii), li(d - 1)11 and /lb/l are bounded b!, 
(44 
T 
Thus for 12 sufficiently large 
I(d - l)u, - eft@+r)hiil < (ia - 11 + Ib()lU,j 
From KouchG’s theorem applied to (uj, ne see that $+ and 17,, ha\-e tilt, 
same number of zeros inside the unit circle. 
Finall!+, we show that ii, has no zero ins& the unit circle li, and 
only if, IM,~~ < 1 nrld 27,, _ 1 has no zeros inside the unit circle. If ;cI,,’ ‘-1 1, 
then ICX, eZnt E, _ , ~ < ~ u,, - 1!. From (4.3) and Kouche’s theorem, fi,i and 
c II,, _ 1 ha\-e the same number of zeros inside the unit circle. \1’e 1lai.e left 
only the case in which IO& > I. If ICI.,,! > 1, then ,a,, 8” fi,, - 1 / ; ,+I,, __ 1 
From (4.3) and Kouch6’s theorem 6, has the same number of zeros inside 
the unit circle as does zn z7,, 1(1/z), that is, at least one zero. This end< 
the proof of Lemma 4.2. 
Let us summarize our results in the Hermitian case ,8,, = Xk and 
ilo = ITo. If {ah) is in 1 L and if 1~: < 1 for all k, then there exists a non- 
zero real-\lalued function f = kW2/l# + 2 in J-J, such that the poIynomials ) 
c/r, = c lnt fj n, L,, satisfy the relations /f 
(4.6) 
Szegii 131 has investigated a sequence of polynomials orthornormal 
with respect to a nonnegative, integrable function f(t). Clearly, the 
polynomials q??n i (4.6) are exactly the SzegG polynomials corresponding 
to the function f = k,2/l$+12. In the following sections, we will be 
interested in showing that in some sense the Szegij theory and the theor! 
developed in Sections II, III, and IV are equivalent. Szeg6’s theor!? 
starts with a function f, while we have started with sequences {cx~) and (Pk}. 
1Ve have shown that rather simple conditions on these sequences impl!, 
the existence of a function / in ~4 for the start of the Szegii theory-. 
Suppose, howelver, that a function f in ,ai’ is given originally. Does there 
exist a sequence {Q} and a sequence {fi,+} so that the polynomials and 
even f itself arise from this pair of sequences according to (4.1) ? Before 
we attempt to answer this question, we will relview the Szegij polynomials 
for functions f in .d and list a fen- simple connections between the two 
approaches. 
I'. KEVIEu, OF SZEG~ POLTNOM~XLS FOR f(t) IN d 
In this section we will state several known facts concerning szegii’s 
polynomials [a]. All these facts are contained explicitly or implicitly in 
Chapters 2 and 3 of the reference just cited. 
The notation 
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will be used throughout the remaining sections. Also 
A, .4 1 . . . .4 ,* 
will denote the Toeplitz determinants associated with f(t). 
Let us first consider the case in which f(t) > 0 for all - ,z < t < X. 
In this case D, > 0 for all n and there exists a sequence of polynomials 
{qk} such that 
(i) Q;~(z) is of d egree k m z with positive leading coefficient, 
(ii) for all nz and PZ 
Moreover, the leading coefficient of Q)&) is k,/]& where 
(5.3) 
It is known that k,2 monotonically increases with n to a finite limit km2. 
Let 
and set 
k 
Q)k* (2) = Zk ,r @km z- l’l. 
WI = 0 
The leading coefficient of F~*(z) will be denoted by 1,/l&. The following 
identities are valid : 
k”q4&) = ht1 g%a+&) - L+l~:+l(4 
hpz+1(z) =~fi+lzP]n(z) + L+LQln*(z) (5.4) 
Suppose now that i(t) is Ilot necessarilJ7 positlr-e or even real-I-a&t1 
It may still be possible to define two sequences {c(I,!) and {$I,,) of pol~xomiah 
of degree 11 in s” and l/x, respecti\-eli-, ~ch tllat 
In fact, a necessary and sufficient condition for (5.5) is that D,, :F o 
for all n. Moreosrer, the polynomials v,, and & are uniquely determined 
[to within a plus or minus sign) if we require that the leading coefficient\ 
be equal. The leading coefficient would then be k,/v&, where K,, is a+ 
defined in (5.3). Any multiple of f would yield a multiple of the polynomialc 
Q’,, and #,, determined from i. 
Finall.7, we mention the asymptotic properties of q,,(z) m the case 
f(t) > 0. Lev~r’s theorem [8] states that log f(f) is in J. This means 
there exists a function ++ in ,rJ+~ such that f(t) = km2/l#+(“, where k,” 
was defined just following (5.3). Moreover, this function $+ is uniquely 
determined. For al1 Iz/ < 1, Pi* approaches ++/k,,, as II becomes 
infinite. This approach is uniform in any circle /?I < p < 1 
VI. ELEMENT.IRY CONNECTIONS 
\Ve are now in a position to state some elementary connections between 
the results of Section 1’ and those of Sections II and III. \Ve start with 
a function f(t) of the form (5.1) such that 0, # 0 for all IZ. From remarks 
of the last section we know that there esist two sequences {Q)~} and {&j 
of polynomials of degree ?z in ezt and e- If, respectilvely, with equal leading 
coefficients such that (5.5) is satisfied. Define 
where kn2 is given in (5.3), and let a, and /& be defined by 
(f3.2) 
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-THEOREM 6.1: The zc,, and z.1, defined irr (6.1) satisfy (2.1) wlzere CX, 
a,ld /I,, nw defined by (6.2). Fwthevmovr, 
. 
(6.3) 
Before prov& * Theorem 6.1 we remark that D,, # 0 for all n is 
equivalent to G ,& f 1 for all H. This should be no great surprise since 
both conditions are necessary and sufficient for the existence of a closely 
related set of polynomials derived from two different viewpoints. 
PROOF: Substituting (6.1) into (5.5), it follows that 
1 - - 
25-L J 
~1,~ u m ea(n - iff~f f dt = kw2 &,. (6.4) 
Since U, and V, have the same constant coefficient k,2/vA,, (6.4) uniquely 
determines u,, and 21,. \\‘e can write (6.4) in the equivalent form 
1 . - 
22-c J 
u,, e - lTnt f dt = v& &, ,, (m = 0, 1,. . . , IL) 
- .1 
(6.5) 
.z 
1 
- 
2n 
z’, ezmt f dt = I/& &o (m=o,l,~.., .I&). 
Let 
&&(t) = e- Jnt(u, - U” - 1) 
q$(t) = Pf (v, - Z’,,- 1). 
Then, 6, and ?jn are polynomials of degree ~z in e-” and e”, respectively, 
with equal leading coefficients. Furthermore, from (6.5) 
(‘omparing (6.6) with (6.5) we see that necessarily $,, -e- Itlt( II,* - II,, ~ ,) =mcn 71~~ 
and 11, = ernf(;f,Z - ~1,~ 1) = p, z[,, Thus (2.1) is satisfied. 
\\‘e verify (6.3) b!~ computing the constant tt7m in 16, in two different 
ways. From (2.4) u-e have the constant ttrrrn in EC,, as zf,jZ7iL = 1(1 - ic, /?,). 
From (6.1) we deduce that the constant term 111 u,, is knY/l&,. Thus I[,., 
(and Q,) = l/l,‘& and k,, is @f-en as in (6.3) This proves Theorem 6.1. 
It is possibre to find an explicit representation for the Q’S and the Pk’s 
in terms of determinants involving the coefficients --lx in (5.1). \S’e will 
use the following notation : 
Notation: Let E,t denote the cofactor of A4 _ n in theToeplitz determinant 
D,Z in (5.2)) and let F, denote the cofactor of =1,, in this same determinant D,. 
From Szegij [3, 2.1(n)] we see that the constant terms in v)~ and #,, 
are, respectively, k,, F,,/D,-l vx, and K, E,JD,-l]h&. From (2.4) it 
follows that the leading coefficients of U, and ~1, are, respectively, K,” a, z10 
and kM2 p,, tq,. Thus, by equating leading coefficients in (6.1), we obtain 
Theorem 6.1 shows how the study of Szegij polynomials can be reduced 
to the study of the system (2.1). That is, the Szegii polynomials tps and & 
which satisfy (5.5) are included in the polynomials defined in (4.1) starting 
with sequences {ak} and {pL} and (2.1). How the function f(t) enters 
into (2.1) is not clear. In general we could not expect that, given sequences 
{ak) and (pk}, there would exist a function f(t) with respect to which the 
9,‘ and & in (4.1) are biorthonormal on - n < f < n. We recall that 
in the real case it is possible (see Theorem 4.1 and Lemma 4.1) to find 
additional conditions on {ak} so that the function f(t) does exist. What 
we would like to do now is characterize the sequences (ak} and {pk} which 
come from a given function f(t) in CRt. We investigate this question in 
the next section. 
VII. A CONJECTURE 
We begin this section by stating a result relating elements of the two 
approaches to orthogonal polynomials mentioned above. All of the 
examples and special cases which we have been able to examine carefully 
exhibit the properties of this result. However, we are aware of no general 
proof of this statement. 
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CONJECTURE: Let f(f) h ave the form (5.1) and let D, f 0 for all n > 0. 
Then, the foUowi~~g two coltditiom are eqzciraleut: 
(i) log f(r) is itt &, 
(ii) the series Z1IE,/D,1 and ,ZIF,JDn~ both converge, :ehere E, a?ld F,, 
aYe defined iu Section I’l. 
(7.1) 
According to (6.7), condition ii) says that ,E”~I&~ a,1 and ,E~I+,~ !I,1 
both converge. From the fact that KN2 = A, D,- JDn, we conclude that 
condition ii) and (7.1) together say that Z/a,/ and ZI/$I both converge. 
Also, from remarks made just prior to (6.7), we see that condition ii) and 
(7.1) together imply that the constant terms in {ptl) and {&I converge 
in the 1, sense. 
Let us see how this conjecture could be used together with Lemma 4.1 
to show an elegant equivalence between the two approaches to orthogonal 
polynomials in the real case. 
EQUIVALENCE: Let j(t) > 0 have the form (5.1). Then, there exists 
a sequence {ak} w?h jcrkl < 1 for all K and Zlakl < 00 such tlzat system (2.1) 
determines the same fiolynomials qua (from (4.1)) as does f(t) according to the 
SzegB orthogona.My condition (5.5). Conversely, given a sequence (ak} with 
Jakl -=z 1 for all K and 2Ylakl < m, there exists a fulzctiovt f(t) > 0 of the 
fovm (5.1) such that the Szegii Polynomials associated z&h f(t) are the same 
as the 9;‘% (from (4.1)) determined from (2.1). 
The second half of the equivalence just stated was proved in Lemma 4.1. 
The first half is still unproved. 
It is very informative to investigate the conjecture in certain special 
cases. IVe consider below the cases in which f(t) is a polynomial (a finite 
number of terms in powers of x and l/z) and the reciprocal of a polynomial. 
These cases exhibit strikingly different properties and give considerable 
insight into the assumption D, # 0 for all n. Finally, we consider a third 
case to show that a “moment” condition of the type ,XlK” Akl < 60 is 
not necessary for the conjecture to be true. Since this third case is the 
simplest of the three we begin with it. 
CASE 1: II’e prove the following fact: Let j(t) have the form (5.1) 
z&z AR = 0 for alE k < 0, and let A, # 0. Then D, # 0 jar all n and (i) 
arad (ii) are equivalent. \I’e first note that D, = Agntl + 0 for all PC. 
Let f(z) denote the anal>,tic function of z formed b>. replacing 8’ in f(t) 
by c. In the proof of Theorem 1.1 n-e showed that i(z) f 0 in jz/ < I 
implied that log f(t) F .r/. N~Lv. li 
then 
% 
I f(t) exp ,- 2 Bk ezkt 
k=O 
(7.2) 
The term on the left in (7.2) is in A?+ (see Section III) and the term on 
the right is in &‘A. This implies that BR = 0 for all 15 < 0. In other words 
log/(t) = 2 Bk eakf, (7.3) 
k=O k=O 
Thus, 
We have shown that log f(t) E A+’ is equivalent in this case to f(z) # 0 
in jz/ < 1. 
Without loss of generality it may be assumed that A, = 1. In that 
case D, = 1 for all 12. Now, F, = 0. Also for +a > 1 
(- l)“E,= 0 1 -4, -.. An-2 
,(I 0 1 *-. ; 
P-4 
z (- l)~-lA&-~ + . . . + (- l)k-lAk(- I)“-k&,-k + . . . 
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where we have put E, = 1. Thus, we may write 
$&EM= &,o. 
k=O 
(7.5) 
Of course, (7.5) uniquely determines the E,‘s in terms of the 4,‘s. 
Now let (i) be true. Then, &z) # 0 for all ]z] < 1. By the \Yiener- 
Levy theorem (see [S], Chapter VI, (5.2)) 
m 
--= 
t B 
2 
Ck edkt with 2 ]Ck] < DC). 
k=O 
Equating coefficients of ezkt on both sides of the identity 1 = #(t) * [l/f(t)], 
we find 
n 
c Ah&-k = 6,o. 
kc0 
This means E,, = C,, and in fact for all 1.~1 < 1 
(7.6) 
On the other hand suppose (ii) is valid. Then, (7.6) holds for all ]z] < 1. 
In other words f(z) f 0 for all ]z] < 1. This completes the proof of the 
fact. 
From this example we can easily deduce that the convergence of 
&,” ]kP AR] for some fixed /? > 0 is not a necessary condition for the 
conjecture. In fact if A,, A,. . . are chosen so that Zlrn ]Ak] < 00 but 
Zra (PAk] = co, and A,>&” ]Ak], then f(z) =&” Akzk # 0 in ]z] < 1. 
CASE 2: Next, we consider a function g(t) = l/f(t) E &, where 
(&#00, A--k+ 0). P-7) 
Now log g(t) E &’ if, and only if, log f(i) = - log g(t) IZ &. Thus, some 
of our discussion here applies as well to case 3 where we discuss the 
polynomial f(t) itself rather than its reciprocal g(t). 
Using notation introduced previously, we may write 
zk f(z) = A, fl (z - yi) - fl (z - S,) ,
i=l I=1 
(74 
24’ 13.-\STEK 
where iylj < 1 and iOlj > 1. Thy assumption that g(t) E ,x/ eliminates 
the possibilit!- that a root of zk /(z) lies on the unit circle. 
PROOF: First let r‘ = /2 and C! = m. Then, for 121 = 1 and letting 
c, = (- 1)” 6,. . . drn .A, we have 
f(z) = c,,y-j (1 -+) -Jj(1 - ;). I=1 j=l I 
Taking logarithms 
Finally we note that (1~1 = 1) 
Now, let log f(t) E A?‘. This means log f(t) and log if(t)/ will be contin- 
uous and periodic of period 2~ in t. Set i arg f(t) = log f(t) - log If(t) 1. 
The change in the argument of f(2) as t varies from - z to z is zero. By 
the principle of the argument f(z) h as the same number of poles and 
zeros inside the unit circle. That is K = c. It follows that d = m and the 
Lemma is proved. 
At first glance it seems plausible that a function g(t) E & which is 
the reciprocal of a polynomial of type (7.7) can give rise to a sequence of 
polynomials Al% and z,!& orthogonal with respect to g(t) on - .7t < t < x 
without necessarily having log g(t) E &. However, it is somewhat 
comforting to know that it is indeed necessary for the existence of the 
Szegij polynomials P)~ and $,,, associated with such a g(t) that log g(t) E J&‘. 
Heuristically, we reason as follows; the case in which g(t) E A&’ is the 
reciprocal of a polynomial corresponds to the case of a and ,8 sequences 
determined from (6.2) (if they exist at all) in which only a finite number 
of terms are not zero. Since condition (ii) of the conjecture would always 
be satisfied in this case it is comforting to know that necessarily 
log g(t) E &. 
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LEMMA 7.2 : Let g(t) E s? be the reciprocal of a fioEy?zomial of type (7.7) 
and let D, # 0 for all n 2 0. Then, log g(t) E &‘. Moreover, the a and ,8 
sequences determined from (6.2) each contairr o,nly a finite number of non- 
zero terms. 
PROOF: Let 
M 
i’[ 
d 
g(t) = 2 II, etjf = 1 #-k)fB Ij (1 - yje-jf) - fl (1 - eit/S,) , 
i=--00 I j=l i=l 1 
where B = (- 1)” 6,. . .6, A, and where jyil < I and lbij > 1. Also let 
& = H, eemr I; (1 - eit/S,), kt > 4 
j=l 
where K,, and H,, are constants to be determined later. Note that Q),,’ 
is a polynomial of degree n in ezt and &,’ is a polynomial of degree n in eBtt. 
Assume first that c < k. For any n 2 c and m < n 
IT x 
& pln’e-““gdt = 2 i s 
d 
el(n-m+k-C)f/B fl(1 - ezt/bi) dt = 0. (7.10) 
-n - .Tr j=l 
However, if &,, denotes the coefficient of eimt in qn’, then (7.10) states 
that 
&B,+pl;lB-l+ *-* +&dL=o 
&B,+&Bo+ -*- +&JL+1=0 (7.11) 
Since (7.11) has a nontrivial solution the determinant D, must be zero. 
This is impossible by assumption. This shows that k < c. Now, note 
that g(- t) E & is the reciprocal of a polynomial of type (7.7) where 
now the roles of c and d and m and k have been interchanged. We conclude 
by the argument given above that m < d. Since c + d = m + K, we see 
that c = li and d = m. Lemma 7.1 shows that log g(t) E J&‘. 
E’inally, we note that (7.10) is <till I-alid for II > C, I‘ = K and 111 8:. IL. 
Moreover 
(7.12) 
Thus vn’ is a constant multiple of Y,~. By adlusting K, we can say that 
Q7n’ = @I* In a similar way we show that #m’ = $J,,~ by a proper choice 
of the constant H,. Substituting q’,,’ into (6.2) and using (kl), it follow< 
for 12 > c 
n II 
kfi Kfi - &” fl)i = --- 
2nB J[ / 
17( 
1 - fF/S]) dt = 0. 
j=l 1 - .T 
In a similar way we show that cc, = 0 for all $2 > d + 1. This ends the 
proof of Lemma 7.2. 
To show that D,/Dti _ r has the appropriate limit in this example we 
return to relation (7.9). The Szegij polynomials QC~’ and &’ have the 
same leading coefficient. Thus K,, = H, for rz sufficiently large. From 
Section V we recall that the leading coefficient of the polynomials is 
kd’g,, where K,z/B, = D, I i/D,. Now from (7.12) we see that 
fy(= H,2) = B f or all IZ sufficiently large. Thus for large it 
Q-1 
Dn 
= B = (- 1p 6,. . .d, A,,. 
Moreover, from the proof of Lemma 7.2 we have 
.7 
1 - 3n logg(t)dt= -lo&- l)mdl... &A,. 
5 -?I 
It follows that for *z sufficiently large 
>k=exp{& [logg(l)&}. 
- .?c 
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CASE 3: Finally, we prove the conjecture if f(t) E ~2’ is a polynomial 
of type (7.7). The function zk &) h as m + k roots in the complex plane 
which we call b,, . . . , b,, n,, . . . , ak. For convenience, x’e coltsidev here only 
the ca.se in which lb11 > . . * > lb,-,I > lb,nj > Iall > 14 >, - *. 3 14. 
Once again we write 
1; ,,i 
Zk f(Z) = Amfl (Z - U ) ’ fl (2 - bj). (7.13) 
I=1 I=1 
IVe will use SzegG’s notation D%(g) for the Toeplitz determinant of order 
72 + 1 associated with a function g. The proof of the conjecture is 
contained in the proofs of three lemmas. 
LEMMA 7.3: Let f(t) be a #x~Lynomial of type (7.7) with roots b,, . . . , b,,,, 
a,,. * *, ak listed according to decreasing absolute aalue. Then, log f(t) E d 
if and only if, lb,[ > 1 artd la,\ < 1. 
PROOF: Comparing (7.13) with (7.8) we see that lb,,,/ > 1 and Iall < 1 
in (7.13) is equivalent to c = K and d = m in (7.8). Also, f(t) # 0 if 
log/(t) ~ooC or if lb,\ > 1 and la,! < 1. By Lemma 7.1, the proof is 
complete. 
LEMMA 7.4: Let f(t) b e a polynomial of type (7.7) with lb11 >, . . . > 
lb,1 > 1 > Ia,1 > . . . > 1~1. Then, for bt 2 k - 1 
&L- 0 
1 
f. 
[(y ,,.,,bf.. JjJn-kt-1 * -.--- -i-k----- -- . 
AlnRflfl (ai - 4) 
I=1 r=l 
(7.14) 
PROOF: Consider first the case in which the roots are all distinct. 
\J!e write 
where 23, and Ci are suitable constants. Thus, 
k 
+l-~ Bi -$ !!. n- 
0 z I=1 n=O 
346 Li.-IXTER 
From (7.15) we see that the coefficient of 2’ (- fi -e 1 < 71 ,( k - it1 
l/,?(n) is just 
Finally, 
k 
. . . 2 7 B, 
k’ 
. . . 
Ai.? 
, B, ask-l 
B, . . . Bk 
B, ulk--l . . . Bkakk-’ 
(7.16) 
a, k-l . . . 1 
k’- 1 ak .s. 
k k 
=B,B,... Bk flfl (a, - ai). 
But, we know that 
It follows from (7.16) and (7.17) that! 
k 
= l/A,k fl/;; (a, - b,). 
i-1 ]=I 
(7.17) 
(7.18) 
By a standard limit argument relation (7.18) can be extended to the 
case of possibly multiple roots. The same formuIa holds provided we list 
among b,, . . . , b,, a,, . . . , dk each multiple root as many times as its 
multiplicity indicates. To show (7.14), consider the polynomial (E > 0) 
1 This formula for the case of real f(t) appears in SzegB [7], III (18). 
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zn+~&(z)=Am fi(z-a,). pl(z-+ i(z-bJ. 
r=1 I=1 i=l 
Applying (7.18) to gJt) we get 
Letting E + 0, we have finally 
This proves Lemma 7.4. 
LEMMA 7.5: Let f(t) be a Polynomial of type (7.7) with roots lb,1 >, . . . > 
/b,- 11 2 IhI > Iall > . . . 2 lakl. Then, 
D 
n 
(/) J- l)“A,b, . . . b,]n+k+1 
Amk ht (a;- b3) 
, ( 1 +a+cQ. (7.19) 
r=l I=1 
PROOF: In 1915 (see [6]) Szego proved the following result. If f(t) 
is a polynomial of type (7.7) and if & 3 max (k, m), then D, ,.2i(l/f)Dn(f) + 
&,(1/f)* 
For the proof of (7.19) let us first consider the case in which 
Ibml > 1 > Iall. BY L emma 7.4 and Szegii’s result, we see that 
Thus, as 7~ -, bo, relation (7.19) is valid in this case. 
We now reduce the general case to the one just considered by means 
of a useful fact. Let 
(7.20) 
g(t) = 2 Ak rk eiRt, (O<r< co). 
kc--N 
Then, D,(i) = D,(g) for all II. The proof of this fact is straightforward 
and is omitted. RI- assumption of the lemma, we can find Y SO that 
lb,/~l > 1 > @r/r/. From (7 >O) and (7.13) 
satisfies the conditions for the previous case. Applying (7.19) to the g 
in (7.21) we get 
This ends the proof of Lemma 7.5. 
The result of Lemma 7.5 enables us to prove the conjecture in the 
polynomial case. For example, by division we get 
Ra(f)/Q,-l(f) -+ (- l)“& 6, - . . b,. (7 22) 
Moreover, it was shown in the proof of Lemma 7.1 that log f(t) E A! 
implies 
1 
& J log f(t) & = log (- 1)” A, b, . . . b, 
Thus, (7.1) is valid in our example. 
Finally, to prove the conjecture under the condition lb11 2 . . . 2 
14n- II> (bml > Ial/ > lazl3 - . . > lak/, we note that E, = (- 1)” D,- r(f/z). 
The conditions of Lemma 7.5 are satisfied for both f and g = f/x so that 
-JL/~,, = (- 1)” & - ~(flWL(f) = CJ(- bm)“, 
where C, -+C#Oas?z 400. Thus, the first series in the conjecture (ii) 
converges if, and only if lb,/ > 1. In a similar manner the second series 
can be shown to converge if, and only if, Ia,/ < 1. By Lemma 7.3, we 
deduce the truth of the conjecture in the present example. 
In passing we note that the limit in (7.22) exists whether or not 
log f(t) E &. 
VIII. ONE L.I\ST RESULT 
Theorem 4.1 shows how a function f(t) E &’ can be constructed (under 
certain conditions) starting with the sequences (CQ) and {PA) and the 
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system (2.1). The function i(t) is given by (4.1). In Section 17 we showed 
how the sequences (ak) and (fik} could be constructed starting with f(t) 
in &‘. Unfortunately, if we start with f(f) in &’ and then construct the 
sequences (0~~) and @lb}, we cannot use Theorem 4.1 to reconstruct f(t) 
for two reasons. First, we do not know if {~l.~} and {fik} satisfy (3.1). 
Second, even if condition (3.1) is satisfied and if #+ and $- are the func- 
tions defined by Lemma 3.1 (iv), we have no guarantee that l/4+ E ,D?+ 
and l/4- E ,&. It is the purpose of this section to show that if log f(f) 
is in J$ and condition (3.1) is satisfied, then indeed ~/Z/J+ E ,d+ and 
l/~,!- E ,c-. We first state without proof a prehminary lemma. 
LEMMA 8.1: Let g(t) and g%(t) be iv .W’. 
(i) Let log g(t) be in G? and let l/g - gfl(  - 0. Th32, log g,(t) E d 
for n sufficiently Ialge and 1 llog g,, - log g / / -j 0. 
(ii) Let log g(t) and log g,,(t) be in A? for n mfficiently large and let 
/(hi% - @x1( -0. Then, ((g - R(( -to. 
Before stating the main theorem we make two comments. First, in 
defining the Szegii polynomials associated with j(t) by means of (5.5), 
the leading coefficients &/VA,, are arbitrary to the extent of a plus or 
minus sign. As long as we are consistent in making the leading coefficients 
of a&) and $A ) z exactly the same, there is no trouble. However, if 
Ka2/A0 = D,-i/D, has the limit indicated in the hypotheses of The- 
orem 8.1, it is always possible to choose &/II&, so that 
1 log/(t) dt . 
I --n 
(8.1) 
Lye assume below that this particular choice has been made. Note that 
this choice in no way affects the conclusions of the theorem. Second, 
if the conjecture of Section VII is true, then the last two hypotheses of 
Theorem 8.1 follow from the first three hypotheses. 
THEOREM 8.1: Let f(t) satisfy the following coPtditions: 
1. f(t) has the form (5.1). 
2. D, # 0 for all n 2 0. 
3. log l(t) is in aif. 
4. If {a~} and U&l are defined by (6.1) and (69, t&n ,El& and ,Ei/?,l 
both corwerge. 
D* 5. lim - = 
n-+a, &-I 
exp log f(t) dt 
i 
. 
-?I 
PROOF. The existence of Z/J+ and $- such that ]I$+ - u,j/ - 0 and 
iI+- - %I --+ 0 was established in Lemma 3.1 (iv). In particular, we 
know that I/U,,& and I(zl,/j are uniformly bounded in /t. Also lk,*/A,I 
= ID,- i/D,,\ is uniformly bounded away from zero and plus infinity. 
Let e;“(z) and &(z) denote the Szeg6 polynomials in z and l/z, respectively, 
associated with f(t). From (4.1) we deduce for /zi 3 1 and suitable 
constant M 
Since log f(t) E La;‘, f(l) F 0 for - E < t < X. By Wiener’s the- 
orem (see [8], Chapter VI, (5.2)) g(t) = l/f(t) is in &‘. Moreover, 
log g(t) = - log f(t) is also in &. \IJe will use the notation 
g(t) = l/f(t) = j Bk elkI, 
k=--7. 
(8.3) 
g,&) = i Bk erkt. 
k= --II 
As IE becomes infinite //g - gNil ---f 0. By Lemma $. 1 (i), log g,,(t) is in & 
for $2 sufficiently large. Let 
log g(t) = 2 Ck e*kf + c,, tw 
k=--m 
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and let g+(t) and g-(t) be defined by 
log g*(t) = 2 Ck erkt, 
kc0 
0 
log& = .\’ Ch ezkt. 
h=-cc 
From Lemma 7.1 it follows that for al1 YE sufficiently large 
n ‘8 
g,(t) = B fl (1 - y? e-l’) 7 fl (1 - el!jb,), 
where Iy,I < 1, idil > 1, and B = (- 1)’ B, 6,. . .b,. The constant 
term in the Fourier series of log g,(l) is log B. By (8.4) we see that 
log B -+ 2C.o. It is possible to find VB for each s so that VB -+ esp (C,). 
We set 
n 
g%-(t) = 1/B * (1 - yj e- It). 
j=l 
It is not hard to see that log gn+(t) E J&‘+ and log gn-(t) E A?-. Thus, 
since / /log g, - log g / / --f 0, we find that (/log gW+ - log g+(/ -+ 0 and 
lllog g,,- - logg-11 -+ 0. By Lemma 8.1 (ii), 
II&h+ -g+// -to, @x -g-II -0. (8.5) 
The polynomial ea* g,-(s) of degree t2 in et5 can be expanded in terms 
of the polynomials q~,([) ([ = ers). In fact, ([ = eaS, 71 == 8’) 
Now, elti g,-(t) is orthogonal to all polynomials in e-‘j of degree less 
than ‘12 with respect to the weight function l/g,(t). This follows, for example, 
Extending (8.6) by analytic continuation, we tind tor an\* z 
(K’s) 
In terms of the notation of (4.1), the result of Lemma 2.1 can be 
written ([ = P, q - 8”) 
Once again by analytic continuation, for all z f f/ = 8 
It follows from (8.8) and (8.2) that for all /z( >, 9 > 1 and q = c”~ 
(8.9) 
By relation (8.5) we know that lgi-(t)l < N (constant) for all t. If II 
is so large that If(t) - l/&(f)1 < E f or all - .T < t < x, then by (8.7) 
and (8.9) (121 > $ > 1) 
m? 
Ig,-(z) - d,&(z)jkv, = It,,-(z) - 12, ZY g)n(z) 1 < EN _____ . 
P-1 
In other words If,-(z) - d,‘lj,(z)jk,l -, 0 for all 121 > p > 1. But d,, is 
easily evaluated from (8.6). In fact, d, = ~~Jk,. Our previous careful 
selection of I@ together with (8.1) show that d, -+ 1. Moreover, by (8.5) 
and the definition of #-, ii,,-(zf - g-(z) 1 -+ 0 and I$-(z) - $,nfz)I -+ 0 
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for all \zI > $ > 1. Thus, $-(z) = K, g-(z) for IzI > 1, where K, is the 
limit in (8.1). Letting 121 - 1, we get finally+ 
G-(z) = k, f-(z) # 0 in IzI 3 1. (8.10) 
In a similar manner we can show that 
$+(z) = k, g+(z) # 0 in 121 < 1. 
For z = e”, f(t) = l/g+(t)& = km2/t)+ $-. This ends the proof of 
Theorem 8. I. 
IX. Two FEATURES 
There are two features of the theory of orthogonal polynomials on 
the unit circle which restrict applications to probability. These are: 
(a) The theory is well-developed only in the Hermitian case in which 
f(t) is real-valued. 
(b) The theory deals with the discrete case of polynomials and does 
not include the continuous case of a family of orthogonal functions. 
In applications of the Szego theory of orthogonal polynomials to 
probability theory, the function f(t) is often of the form f(t) = 1 - @(t), 
where v(t) is the characteristic function of a distribution (see Section X). 
The restriction to real-valued f(t) becomes the restriction to real-valued 
v(t), that is, to the case of a symmetric distribution. We have indicated 
above how the non-Hermitian case could be developed. Either the 
approach of Section II or of Section 1’ could be taken. The results of 
Section VII relating these two approaches seem interesting in this 
connection. 
In applications to probability theory, (b) is particularly restrictive, 
If f(t) = 1 - A@) must be a Fourier series (as opposed in general to a 
Fourier-Stieltjes transform), then applications are restricted to the case 
of lattice random variables. Although we have not discussed (b) in this 
paper, we have indicated how this disadvantage might be overcome. 
\Ve have based the theory of orthogonal polynomials on a system like (1.5). 
In the continuous case we should base the theory on a system like (1.4). 
Actually, a more general approach would start with functions CC(~) and 
p(x) increasing in x, and a system . 
Connected with a study of system (9.1) is the question which we 
raised in the introduction. That is, are U(S, t) and 7~(x, 1) uniquely deter- 
mined bl- Iim 21( .y, t) r= k(t) ant1 lim z~(.v, t) = /t(tj. \l*r ha\-e shown 
t + iri \ A*. 
above that this prohlem is morp or less the one discussed m section 
II’. In fact, if we recall the notation introduced in the proof of 
Theorem 4.1 we can state the following: 
where a,, and ,8, are constants. Let zt, aftd v, cowerge in the selzse of the x.4 
norm to fzmctions I)+ afzd J,- for which J+ has no zeros in Iz( < 1 and z,$- 
has no .zeros ill /zI 3 1. Thelz u, aBd v, (and a,, and ,8,) are uniquely 
determined bp #+ and z,-. 
PROOF. Following exactly the steps of the proof of Lemma 3.2 and 
Theorem 3.1 we can show that v,, and $* as defined in (4.1) are orthogonal 
to f as defined in (4.1). Since Q)~ and #+, are unique, the theorem is proved. 
X. MAX-MIN PROBLEM FOR PARTIAL SUMS S, 
Let {X,} be a sequence of independent, identically distributed lattice 
random variables with distributions p, = P(X1 = m> (m = 0, f I, f 2, . . . ). 
Let S, = 0, S, = X, + X, + . . . + X, and let M,, = max (S,, S,, . . . ,S,), 
m, = min (S,, S,, . . . , S,). N’e are interested in this section in calculating 
the joint distribution of M, and ~2,~. The considerations are obviously 
restricted to the discrete case with the assumption that Xk is a lattice 
variable. It is clear, however, that similar considerations can be made 
in the more general case. The remarks of Section IX are pertinent here. 
The basic elements of our approach to this problem will now be 
introduced. For n > 0 and m > 0 (or m >, K > 0) let 
&z”l = P{S, = m, 0 ,< S, < m, (i = 0, 1, 2, . . , ,92 - l)), 
P - P{S, = - m, - 112 < s, < 0, (j = 0, 1, I,. I . , n - l)), nm - (10.1) 
~6%~~ = P{S, = k, 0 < S, < m, (j = 0, 1,2,. . . , ti)} 
vnmk = P(& = - k, - m < sj < 0, (i = 0, 1, 2,. . . , n)}. 
First, we note that z&k = P{S, = k, M, < m, m, = 0) andzl,,k = P{S, = - k, 
M, = 0, m, > - m]. Verbally, we can describe N,,% as the probability 
of “paths” S,, S,, . . . , S, ending (at step n) with a maximum S, = m 
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having never left the interval [0, m - l] before the last step. We can 
describe u,,~ as the probability of “paths” ending with 5, = R having 
never left the interval [0, WZ]. Similar descriptions hold for fi,,, and ZJ~,~. 
Let Iill < 1 and let te l-- jz, xj. For the quantities in (10.1) we 
introduce the following generating functions : 
and 
a4 ,,, = 
c Z6,,,ht?kt= 2 ~un&anetkt, (m>o), 
k=O k=O n=O 
(10.3) 
k=O k=O n=O 
The following remark will tie together the elements of the present 
problem with the results of the other sections. We point out in advance 
that system (10.4) is just the “integrated” form of system (2.1) using the 
boundary conditions u0 = z’a = I/( 1 -- p, A). 
REMARK 10.1: The generating /wwtio~s in (10.2) and (10.3) salisfy 
k=l 
PROOF: If we equate the coefficients of erkt on both sides of (10.4) 
and use the notation introduced in (10.3), we find that 
nr 
‘%tk=~kO/(l-~~~) + z”vj,j-k 
I=k 
,n 
l’mk = dkO/( 1 - $0 1) + 2 fij uj,f - k- 
I=k 
It is sufficient to prove (10.5). We prove only the first line in (10.5). 
Equating coefficients of 2 on both sides of (lO.s), we find 
\Ve now prove (10.0). The proof of (10.6) is essentially this: the 
event (S, = k, Mn < nz, ??z,$ = O} can be cloublJ. partitioned according 
to the actual value of the maximum Mn and the first subscript at which 
this maximum M, is assumed. Thus, 
tin,&= -,+j { PSn=k,MH= j,mn=O,S1=j,Sh<j(IZ<i)}. (10.7) 
i=o ]=k 
Every path can be described in two steps, what happens up to the 
first maximum and what happens thereafter. Thus, using the independ- 
ence of the Xk’s 
P(Sn=k,M,,=j,m,=0,S~=j,S~<j(~<2’)) 
=P{S,=j,m,=0,Sk<j(h<i)}~P{Mn-~=O,nz,,-1~-jj,S,-,=k-~} 
= &iv,-i,j,]-k. (10.8) 
Substituting (10.8) into (10.7) it follows that 
r=l l=k 
This completes the proof of the remark. 
In the problem notv under consideration, we have just reached the 
point described in the introduction. We know that u, and 21, satisfy (10.4), 
but tck and Pk are not known. In fact, we are not completely sure that 
(10.4) in any way determines elk and PR. We will use Theorem 9.1 to get 
the uniqueness we want. It is shown in [l] (see also Spitzer [5]) that 
for lilj < 1 
$h+= ~~P{S,>O,S,>O, . . ..Sn).O,Sn=K}~nelkt (10.9) 
n=O k=O 
exp 
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and 
m 
$k= ~~P{sl~o,s,go, . . ..Sn<O.Sn= -k)PPkt (10.10) 
n=O k=O 
Using the norm notation of Section III, we note that 
1l$+-%nll< &K>nr,m,=O),~/“. 
n=O 
(10.11) 
co 
iI+- - G?alld ~P(%=0,m,<-m)~A/“. 
n=O 
It follows that I]$+ - zt,lI and I\#- - u,[I approach 0 as m ---f CXL More- 
over, 1 llog $+I I and I llog #- I I are both bounded by l/(1 - IA]). Thus, 
Theorem 9.1 shows that tlk and ,8k are uniquely determined from (10.4, 
(10.9), and (10.10). 
From (2.4) and (10.9) and recalling that u0 = l/(1 - j+-, A), we see 
that the constant term in u, approaches 
ko2/(1 - p* A) = 
[ 
6 (1 - ajnPm) 1 -l i / (1 - PO 4 (10.12) m=l 
= exp I 
* it” C,P{S+ O} * 
n=l 1 
By relation (4.1) the function f(t) with respect to which esmt v,,Jk, and 
e- it?lt zc,/k, are biorthogonal on [- 7cG, n] is just 
f(t) = km2/$+ $- = exp 
yn * 
2 12 2 P{S, = k} etkt (1 - 9, A) tZ=l k=- Ixi 1 
where v(C) is the characteristic function of Xi. In other words the following 
remark is valid. 
25x RhXTEK 
REMARK 10.2 : Lei (I ,,z md $,H denote the Szegti polynomials associated 
ik’ith 1 - %~(t)(l%l < l), where y,(t) is the characteristic fu?cction of X,, 
nttd let Ia,n dew/e the (positive veal part) leaduty coefficient of Y),,~ OY z,b,,. 
Then, for the qwanfitirs ita (20.3) 
It is of some interest to analyze the conjecture of Section 1’11 for the 
function f(f) = [I - A&)](1 - $, A). 1Ve note that for 111 < I 
with a similar result for {,L!,>. In other words, condition (ii) of the conjec- 
ture is satisfied. On the other hand f(t) = [l - Rpl(t)](l - p,, A), so that 
for 111 < 1 
Thus, condition (i) is also satisfied. The analysis of the case IAj = 1 
seems extremely delicate. K’e will not enter into it here. 
Finally, we mention how the quantities in (10.1) may be used to 
compute the joint distribution of M, and rn%. We consider 
co 
2 P(M,<m,m,>-h,S,=j)l” (10.13) 
= ~~P{M,,<m,m,= -i,S,=j};i”. 
The event {M,, < m, mm = - i, S, = j} can be partitioned according to 
the first subscript k at which Sk = - i. Thus, 
P(M,<m,m,= -i,S,=j} (10.14) 
” 
= 2 P{M, < m, m, = - i, S, = j, Sk = - i, $3 > - i (fi < k)}. 
h=O 
Now, the events which appear on the right side of (10.14) can be described 
by separate conditions on the sums S,, S,, . . . , Sk and on the sums 
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S k+l - Sk, Sk+2 - Sk,*. ., s, - Sk. Using the independence of the Xk’s, 
it follows that 
P{M,<m,m,= -i,S,=j} 
=j{ P Mk < m, mk = - i, Sk = - i, Sp > - i(fi < k)} 
k=O 
(10.15) 
n 
= c ~m-k,m+~,~+i~(~k~m,mk=-~i,Sk=-~i,Sp>-~((p<k)}. 
k=O 
We will now show that 
ii pMk<m,mk= -ii,&= --i,s~>-i(P<k))ilk=~~+),l/h~fc) 
k=O 
(10.16) 
where h2 m +i is the square of the leading coefficient of the Szego polynomials 
Q),,,+~ and $m+i associated with f(t) = 1 - IF,(~) as indicated in Remark 
10.2. First, we write the events whose probabilities appear on the 
left in (10.16) in terms of conditions on the partial sums r,, = 0, 
T, = &, T, = Xk + s&e1,. . ., Tk = & f . . . + X,. In other words, 
Th = - i - Sk--h (h = 0, I, _ . ., k). For the general event appearing 
on the left in (10.16), we have 
Nk = max (To, . . . , Tk) = - i - min (so, . . . , Sk) = 0, 
nk =min(To,..., Tk) = - i - max (So,. . , , Sk) > - (m + i), 
To = - i - Sk = 0, (10.17) 
Tk = - i - So = - i, 
Th=-i-Sk-It<-i+i=O (h > 0). 
Now, x1, x,, . . . are identically distributed. This implies that the joint 
distribution of T,,, T,, . . . , T, is the same as the joint distribution of 
S,, S,, . . . , Sk. Thus, 
P(i& < WZ, mk = - i, Sk = - i, S,> - i (j!J < k)) (10.18) 
= P(NI, = 0, nk > - (m + i), Tk = - i, Th< 0 (h > 0)) 
=P{M,=O,m,~-((m+i),Sk=-i,S~<O(h>O)}. 
Second, we use Remark 10.2 to interpret I$,+,. Actually, It;+, 1s the 
constant term in the polynomial I’,*,+: (polynomial in tTeft). This means 
Finally, we partition the event which defines z’,, m +i, z in (10.1) according 
to the last subscript k for which Sk = 0. Using the independence of 
the -Yk’s, 
V ,: P{S n,m+t,i = - - ts- - i,M,=O,WZ,> - (m+i),Sk=O,Sn<O(k>k)) 
k=n 
n 
= /yP{Mfl-k=O,m,-&- (m+i),S,-p= -ii,s,<o(h>o)} 
k=O 
.P{M,=O,mk> - (m+i),Sk=O}. (10.20) 
From (10.18) we see that the right side of (10.20) is the convolution of 
the sequences whose generating functions are given in (10.19) and on the 
left in (10.16). Relation (10.16) follows by taking generating functions 
of both sides of (10.20). 
From (10.16), (10.15), and (10.3), we find 
2 P{M, < m, m, = - i, S,, = j)ln = urn+,, j+$ vm+,,,jh~+~. 
n=o 
From (10.13) 
The form of (10.21) is simplified slightly if we use the coefficients in 
the Szegij polynomials vtr and tin instead of the coefficients in the u,! 
and V, polynomials. We recall that pin =: eint rt,/h, and $,, = emgnt u,/h,. 
We state the result as a remark. 
REMARK 10.3 : Let pn = 2~~ tfkt and & = 23,btrk e- rkt be the Szegti 
polynomials associated with j(t) = 1 - Ap(t), where q(t) is the characteristic 
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function of a~ integral valued random variable. Let {X,> be a sequence of 
inde$ende&, ide+ttically distributed random zlariables each harilzg char- 
acteristic function y(t), let S, = 0, Sk = X, + , . , + Xk, awl let 
Af, = max (S,, . . . , S,), m, = min (S,,, . . . , S,). Then, 
(10.22) 
Results of the kind presented in this section, showing the connection 
between the max-min problem and the coefficients of Szegij polynomials, 
seem first to have appeared for the symmetric case in a paper of M. Kac [4]. 
XI. APPENDIX 
It is worthwhile to summarize here some of the results both proved 
and conjectured in the preceding work. We begin with a review dr some 
notation. 
~8: The class of Fourier series with absolutely convergent coefficients. 
D,: The Toeplitz determinant defined in (5.2) which is associated 
with a certain function f(t) E &. 
&: The function of z formed from a function u in & by replacing 
eIt by z. 
at,, I’,: Polynomials determined by the system 
% &a: Polynomials determined (f(t) E JYZ) from 
K,: k,$E = A, II- l/DA. 
llg/I : The sum of the absolute values of the coefficients in the Fourier 
series of g C &. 
In the implications stated below it is understood that u, and v,, refer 
to the sequences (ak) and {p,} mentioned and y,, and & refer to the 
function f(t) mentioned. Merely for emphasis we repeat that not all of 
the implications have been proved in the previous work. 
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2. D, f 0 for all Ia. 
3. Iog f(t) E A?. 
(a) There exist $cc.~) and {pk> so that L’jctk/ and L’i,Okl converge. 
(b> NkPk z 1. 
(c) “0 = Z’() = 1 I]‘&. and there are functions tJ+ and $- with 
$+ # 0 in Iz/ < 1 and $- + 0 in 1zj 3 1 so that II++ - u,lj -+ 0, 
/I$- - %I[ - 0. 
(d) v,, = ernf zr,/k,, & = e-lnt u,/k,. 
(e) f(t) = km2/$+ a,!-, where 
1. Z1akl and zll&J converge, u,, = v,,. 
2. ak Pk # 1. 
3. If @+ and $- are such that /I$+ - ~~11 + 0 and 1 I$- - v,/ I + 0, 
then $+ # 0 in jzj < 1 and $- # 0 in jzj 3 1. 
(4 
V-4 
(cl 
(4 
(e) 
There exists f(t) E &. 
D, # 0 for all $2. 
log f(i) E d. 
p,, = Pt zl,Jk,, &, = e- Int u,Jk,. 
f(t) = k,“/$+ #-, where 
Implication II is essentially the result of Theorem 4.1. Implication I 
was proved in part. Under the conditions of Implication I, the existence 
of {ak} and {Bk} an conclusions (b) and (d) were proved. Also, implica- d 
tion I was proved for f(t) in &’ which have only nonzero coefficients 
of eeRt for k > 0. Implication I was proved in the case that f(r) is a 
polynomial or a reciprocal of a polynomial (that is, a finite number of 
powers of z and 1/z). 
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