Abstract We present a bioinspired algorithm which performs dimensionality reduction on datasets for visual exploration, under the assumption that they have a clustered structure. We formulate a decision-making strategy based on foraging theory, where a software agent is viewed as an animal, a discrete space as the foraging landscape, and objects representing points from the dataset as nutrients or prey items. We apply this algorithm to artificial and real databases, and show how a multi-agent system addresses the problem of mapping highdimensional data into a two-dimensional space.
this task include principal component analysis (PCA) (Pearson 1901) , classical multidimensional analysis (MDS) (Torgerson 1958) , self-organizing maps (SOM) (Kohonen 2000; Bishop et al. 1998) , isometric feature mapping (ISOMAP) (Tenenbaum et al. 2000) , locally linear embedding (LLE) (Roweis and Saul 2000) , and t-distributed stochastic neighbor embedding (t-SNE) (Hinton and Roweis 2002) . Additionally, a variety of methods for dimensionality reduction on data with a clustered structure have been proposed. For example, in Sanguinetti (2008) a latent variable model for linear dimensionality reduction is formulated, where the number of clusters contained in the dataset is known a priori. The Lumer-Faieta (LF) algorithm (Lumer and Faieta 1994; Bonabeau et al. 1999) represents the high-dimensional data into a two-dimensional discrete space, using a nature-inspired model that accounts for the phenomena of sorting and clustering in ants. Other methods can be found in Lisboa et al. (2008) , Wen et al. (2006) . Most of these methods try to preserve the clustered structure after dimensionality reduction, but they need prior knowledge about the number of clusters, or have a tendency to create spurious clusters.
In this work, we use foraging theory (Stephens and Krebs 1986) , a branch of behavioral ecology, to address the problem of reducing high-dimensional data into a two-dimensional space. Foraging theory studies the behavior of animals in response to the environment in which the animals live. It states that animals forage in order to maximize their energy intake per unit time, obtaining the nutrient sources to survive and additional time for other important activities such as fighting, reproducing, or shelter-building (Passino 2005) . Foraging concepts can be applied for both individual animals (Stephens and Krebs 1986) and social organisms (Giraldeau and Caraco 2000) , and they have been successfully applied in several engineering applications. For example, individual foraging concepts are applied to develop a controller for a multizone temperature control problem in Quijano et al. (2006) and to fit an autonomous vehicle control problem in Andrews et al. (2007b) . Additionally, social foraging ideas are introduced to create an algorithm that solves a temperature control problem as an optimal resource allocation problem in Quijano and Passino (2007) , and to design a multiagent system applied to an autonomous vehicle cooperative search problem in Andrews et al. (2007a) . Another interesting application is information foraging theory (Pirolli 2007) , where an analogy between information searching patterns in humans and animal foraging strategies is elucidated. Here, we propose an algorithm where animals are equivalent to software agents, and the decision strategy is based on the prey model (Stephens and Krebs 1986) . In our algorithm's decision-making strategy, the agents move around a grid and modify the position of objects which are on it, with the purpose of maximizing the average energy gain of the agents. This average energy gain is directly related to the pairwise distances between datapoints. As a result of this procedure, a two-dimensional discrete representation of the high-dimensional data is provided, revealing the existence of natural groupings or clusters.
The main contribution of this work is to make the connection between some concepts from foraging theory to the field of machine learning. Foraging models the animal's behavior when it makes choices to maximize its long-term rate of energy intake as a sequential optimization procedure (Passino 2005) . On the other hand, certain problems found in machine learning involve solving an optimization problem in a similar fashion. For example, in reinforcement learning, an agent attempts to learn a desired behavior by interacting with the environment around him. The learning process is sequential: the agent acts on the environment, which in turn produces a reward signal. The goal for the agent is to learn actions that maximize the sum of rewards in the long run (Sutton and Barto 1998) . We believe that there is a natural analogy between rewards and the rate of energy intake that can be exploited to formulate new bioinspired reinforcement learning algorithms. Another related subfield is online learning (see for example Kivinen et al. 2004; Kivinen and Warmuth 1997; Littlestone and Warmuth 1994) , which proceeds in a sequence of trials. In its simplest manifestation, at each trial the learner observes an input provided by the environment, formulates a prediction and then the correct answer is given by the environment. Based on an error signal related to the difference between the prediction and the correct answer, the learner modifies its model with the goal of making as few mistakes as possible over time. We think we can relate the learner to the foraging animal, and utilize the prey model to devise known learning strategies. Recently, several bioinspired algorithms have been developed to deal with machine learning problems such as supervised learning (Martens et al. 2007 ), reinforcement learning in robots (Ulam and Balch 2003) and data clustering (Ngenkaew et al. 2008) , but as far as we know, this work is the first attempt to apply concepts from the foraging prey model to the machine learning field.
We perform experiments on synthetic datasets in order to show the performance of the proposed algorithm. The results of our experiments show that after a certain number of iterations, our algorithm converges to a distribution of objects that remains unchanged, where it typically corresponds to a meaningful representation of the original data in a twodimensional discrete space. Comparative experiments on real datasets are carried out with the new algorithm and some general methods for dimensionality reduction. Experimental results show the advantages in the performance of the proposed algorithm over the competing algorithms when the principal task is to reveal the presence of clusters in the data.
The remainder of this document is organized as follows. Section 2 reviews the foraging model used in this work. Section 3 describes our algorithm, and the proposed analogies between foraging models and the reduction strategy. In Section 4 we present experimental results, followed by a discussion in Section 5. Finally, some conclusions and future work are considered in Section 6.
Foraging prey model
From a biological perspective, a natural environment is comprised of a forager and food items or preys. The forager must make decisions about how to interact with the environment in order to maximize its energy intake from food items, per unit time spent foraging. Mathematical models that deal with this decision-making problem are provided by foraging theory (Stephens and Krebs 1986) . In this work we will focus on the prey model. The assumption in the prey model is that the forager obtains energy by means of many repetitions of the following sequence: search, encounter, and decide either to attack or to continue searching. Next, we provide an overview of the prey model following a treatment similar to Quijano et al. (2006) , Andrews et al. (2007b) .
Let there be n different types of prey items in the environment, described by: e i , the expected time required to process an item of type i; v i , the expected energy gain from processing an individual prey item of type i; λ i , the rate at which the forager encounters items of type i when searching; and p i , the probability of attacking items of type i if it is found and recognized. Encounters with items of type i are assumed to be sequential and to follow a Poisson process. The average rate of energy gain J for the forager is the expected energy obtained divided by the expected total amount of time spent processing preys. If a forager spends on average T s time units searching, then we have (Quijano et al. 2006; Andrews et al. 2007b) :
The probability of processing each prey type is the decision variable for the forager. Thus, the goal of the forager is to choose the p i that maximizes J . We rewrite J as
where k i is the summation of all terms in the numerator not involving prey type i and c i is a similar variable for the denominator. Differentiation with respect to p i gives:
Note that if the numerator in (1) is negative, then J is maximized by choosing the lowest possible p i . Therefore, because 0 ≤ p i ≤ 1, the p i that maximizes J is either p i = 1 or p i = 0 for each i, depending on the sign of v i c i − e i k i . This concept is known as the zero-one rule: to maximize its rate of energy gain, a forager must either process a prey of type i every time it encounters it or never process it. Then, the question is, which items the forager should process and which items it should ignore. The answer must account for missed opportunity.
If the rate of energy gain that results from processing prey type i is larger than that of searching for and processing preys of other types, then the forager should process the prey of type i. On the other hand, if the forager would gain more energy by searching for other items and processing those, then the item of type i should not be processed. Summarizing, if π i = v i /e i , then the strategy that maximizes average rate of energy intake is:
where π i is the profitability of prey type i, which is defined as the rate gain that results from processing prey type i, and the alternative rate of gain resulting from searching for and processing other prey types is k i /c i . Algorithm 1 (adapted from Andrews et al. 2007b; Pirolli 2007 ) describes the prey model algorithm in light of the above discussion.
Observe that the left hand side in (2) is the average rate of energy gain obtained by the diet of the j highest profitability prey types. The right hand side of the inequality is the profitability of the prey type j + 1. The highest j that satisfies (2) is the least profitable prey type in the diet. In other words, if prey types in the environment are ranked according to profitability with i = 1 being the most profitable, and if type j + 1 is the most profitable Algorithm 1 Prey selection algorithm 1: Rank the types in the environment according to their profitability π i . Without loss of generality, let the index i be ordered such that π 1 > π 2 > · · · > π n . 2: Include prey types in the diet, starting with the most profitable type until the average rate of energy gain for a diet of the top j prey types is greater than the profitability of the prey type j + 1,
type such that the forager will benefit more from searching for and processing types with profitability higher than that of j + 1, then items of types 1 through j should be processed when encountered and all other items should not. If (2) does not hold for any j , then all prey types should be processed when encountered. The exclusion of type j + 1 does not depend on the rate of encounter with type j + 1. This exclusion implies that if the expected missed opportunity gains exceed the immediate gain of processing a particular type, then it does not benefit the forager to process the type, no matter how often the forager encounters it. Equivalently, if a type's rate of encounter exceeds a critical threshold, then less profitable types should be ignored regardless of how common they are in the environment.
Prey model for dimensionality reduction
We have a data set with m samples
, where 2 p, and Z denotes the set of all integers. Our goal is to map the original pdimensional space of features into the 2-dimensional discrete space, preserving possible clusters present in the original space, with closeness given by D. This task is carried out by a set of agents that move around freely on the grid and are able to pick up an object from its current location and drop it at a different empty location. The general idea is that objects with a dissimilar neighborhood should be picked up and dropped at some other location where more similar objects are present.
The algorithm works as follows. At the initialization phase, m objects are randomly scattered on the grid. These objects are associated with the points x k ∈ X . We denote the objects by o k and denote the sites in the grid where they are placed by u k ∈ G. Subsequently, each agent selects a random site u k occupied by an object o k , and decides to either pick up the object o k , or move to another occupied site. Then, each agent that has picked up an object selects a random empty site u e ∈ G, and decides to either drop the object o k , or move to another empty site. The decisions made by the agents rely on the prey model, and are based principally on the average similarity function f . This function is defined as follows:
where S = {o j } no j =1 is a squared neighborhood centered at u i , which grows until it encompasses n o neighboring objects, u j is the position where o j resides, and w(u i , u j ) is a weighting function that decreases for objects that are more distant from u i in the grid. For example we can choose:
where γ > 0, and u (k) i and u (k) j denote the k-th entry of vectors u i and u j , respectively. In order to apply the prey model to make the agent's decision, we view an agent as a forager (animal), and relate its energy gain from an individual prey item to the value of the average similarity function f . An agent in the picking up mode will gain more energy if it picks up an object with lower average similarity. On the other hand, an agent in the dropping mode will gain more energy if it drops an object with higher average similarity. According to the prey selection algorithm (see Algorithm 1), we would like to have lower values of i (prey type) to indicate a higher energy gain. Hence, larger values of f correspond to larger values of i when the agent is picking up, and larger values of f correspond to lower values of i when the agent is dropping. We define type distributions in the following way:
where i (pick) is the prey type when the agent is searching for an object to pick up, i (drop) when the agent is searching for an object to drop, n is the number of prey types (given as a parameter of the algorithm), and "round" is the standard rounding function for converting to an integer. These functions are chosen so that they establish an equivalence between f and one of the n prey types, taking into account that f ∈ [0, 1] ( (3) and (4)). We choose the energy gain according to the function
The encounter rate λ i corresponds to the occurrence rate of prey type i. Here, we calculate λ i on the whole object distribution at the time when the agent is making a decision. With this purpose, we define the set of average similarities for all occupied sites, denoted by
Similarly, the set of average similarities between an object o i carried by an agent and objects surrounding each empty site of the grid is denoted by
Then, encounter rate is calculated using the following expressions:
where I A is the indicator function of predicate A, i.e., I A = 1 if A is true, and I A = 0, otherwise. Processing times for each prey type e i are assumed to be equal to 1. Once the parameters are calculated, each agent makes its decision using Algorithm 1, and this process is repeated. A high-level description of the prey model-based algorithm is shown in Algorithm 2. In this conceptual algorithm, the function preymodel receives a set of average similarities and the average similarity where the agent is positioned, and returns the decision to do or not the action of picking up or dropping an object made using (2).
Experiments and results
In this section, we evaluate the performance of the algorithm on synthetic and real datasets. First, we generate artificial datasets for which we c an perform a visual evaluation of how well the algorithm preserves the clusters present in the data. Next, we use real world datasets to compare the performance of our algorithm with the performance of two commonly used (Lumer and Faieta 1994) . t-SNE is a variation of the technique SNE (Hinton and Roweis 2002) , that performs a dimensionality reduction for data visualization. It is a probabilistic approach that represents the similarities between datapoints in the low-dimensional space as conditional probabilities computed using a Student-t distribution. In the case of ISOMAP, it is assumed that data points are samples from a Riemannian manifold. The basic idea of ISOMAP is to find a mapping that best preserves the geodesic distances between any two points on the manifold, defining the geodesic distance as the shortest curve between two points measured over the manifold. The LF algorithm is a nature-inspired heuristic for dimensionality reduction. It was first introduced in Deneubourg et al. (1990) , where a clustering algorithm was conceived by observing the clustering of corpses and larval-sorting activities in real ant colonies. In our experiments we implement the improved version of LF in Lumer and Faieta (1994) , which allows the handling of numerical data. The LF algorithm, and the prey model-based algorithm use the normalized Euclidean distance as the dissimilarity function, i.e.,
where C t is a constant that corresponds to the maximum value of
for all points in the dataset, ensuring that the property D ∈ [0, 1] mentioned before, is satisfied. In the case of the prey model-based algorithm, 3 agents take part in the process and n = 100 prey types are assumed. In order to ensure a tradeoff between the space of free and occupied sites, we use an M × M grid, where M is given by
where m is the number of samples, and "ceil" is the standard ceiling function for converting to an integer. This rule is obtained experimentally and previously recommended by Handl et al. (2006) , where an extension of the LF algorithm is proposed. This extension has some similarities with the prey model-based algorithm. The maximum number of iterations and number of neighboring objects present in the average similarity function, depend on the dataset.
Synthetic datasets
Here, we generate clustered datasets with a variety of structures and observe the ability of the prey model-based algorithm to handle them. We generate databases with normally distributed clusters with different covariance matrices and means. In order to quantify the performance of the algorithm on each database, we consider some measures about the quality of the resulting mapping. For each database, we indicate the number of points per cluster (no/c), and perform several runs of the algorithm in order to calculate the following two statistics: the percentage of correct number of resulting clusters (%cc), which is a measure that indicates if the resultant data distribution has the same number of clusters as the original one; and the average percentage of incorrectly located objects (%ilo), which gives us information about objects that are located at incorrect clusters in the distribution provided by the algorithm. For this last measure, we use a clustering technique known as the complete-link algorithm (King 1967) , to partition and label each two-dimensional datapoint. We selected this algorithm because it produces a partition that is independent of initial conditions, and it performs well in these types of scenarios (Jain et al. 1999 ). This partition is compared to the original one (which is known in advance), and the percentage of incorrectly located objects is computed. The first group of experiments is performed on four datasets comprising threedimensional points, with different number of clusters. In order to ensure the formation of separated clusters, for all datasets the minimum distance between means is 10 and the maximum is 30, and each cluster has an isotropic distribution with standard deviation σ = 1. Table 1 shows the results for these datasets after 100 runs of the algorithm. As an example, Figs. 1 and 2 show the original data distribution of the 5-clustered dataset, and the results of the algorithm at different stages of its execution.
The second group of experiments is performed on 6 datasets with two-dimensional points, containing two clusters, each with different covariance matrices, and distance between means D μ . These datasets are more difficult to handle than the previous ones because they have clusters with different eccentricities and orientations. Table 2 shows the results after 100 runs of the algorithm. Figures 3 and 4 show the resulting clusters for typical runs of the algorithm. An example of the algorithm's behavior when it is dealing with this kind of datasets is illustrated in Figs. 5 and 6.
Real datasets
We consider three well-known real-world datasets to perform a comparison between some standard algorithms for dimensionality reduction and the prey model algorithm. Unlike synthetic datasets, we cannot give a visual assessment of their structure before mapping, because of their high dimensionality. However, we have prior knowledge about the properties related to the structure in those high dimensions, such as their partition into classes. In the t-SNE and LF algorithms, we set the parameter values as in Van der Maaten and Hinton (2008) and Bonabeau et al. (1999) respectively. The first two real datasets that we consider, are the Iris and Wine datasets.
1 They are widely used as a benchmark for data visualization and classifier testing. The Iris dataset contains 3 classes of 50 four-dimensional real valued patterns each. The Wine dataset is comprised of 178 real valued points with dimension 13, and it is divided into 3 classes. Figures 7 and 8 show the reduction of the Iris and Wine datasets to 2 dimensions by the four algorithms, respectively.
Our next dataset is the Olivetti database. 2 It contains a 400 grayscale images of size 64 × 64, ten images per person. For our experiments, we select 100 images, ten per person, and we convert them to 4096 dimensional vectors, in which each entry is a pixel's gray level. Figure 9 shows the reduction to 2 dimensions by the four algorithms. In order to quantify the comparative results, we estimate the percentage of objects that are located at incorrect clusters in the two-dimensional representation, assuming that the Fig. 3 (a) , (c) and (e) correspond to the datasets with type of clusters 1 (according to Table 2 ) with different distance between means D μ , and (b), (d) and (f) their corresponding mappings number of formed clusters corresponds to the number of classes in the dataset. Here, we calculate this statistic using the same procedure as in the synthetic datasets. Table 3 shows the experimental results for the competing algorithms on real datasets. 
Discussion
Experiments on synthetic and real datasets show that the mapping obtained by the prey model-based algorithm preserves the clustered structure of the dataset, for an appropriate selection of the number of neighboring objects n o . This is true for a variety of cluster shapes and number of clusters. For instance, Table 1 shows that for all experiments in those datasets, objects are grouped into the correct number of clusters. In the second group of synthetic datasets, Table 2 shows that the algorithm has a similar performance, in spite of the asymmetry of the clusters. For the real world data sets, we have data points that belong to a number of different classes and our results show that the projections obtained by the prey model-based algorithm have clusters that preserve the original classification, even if the classes have different sizes. In the experiments summarized in Table 3 , we observe that with respect to our metric, the prey model-based algorithm outperforms the other algorithms in two out of three cases. In general, we observe that t-SNE and ISOMAP may give an idea about the structure of the data, but they do not make evident the differences between classes, as the prey model-based algorithm does. For example, Fig. 7 shows that t-SNE and ISOMAP generate a projection where two different classes are not distinguishable. Figures 8 and 9 show a similar situation, where most of the data points that belong to different classes are not overlapped, but there is not a clear distinction between classes. The dimensionality reduction by the LF algorithm has similar limitations. The three competing algorithms try to group data points that belong to the same class, but the resulting object distribution does not have a defined structure. Compared to the LF algorithm, in our experiments the prey-model based algorithm achieves a better solution using less computational resources: the prey model-based algorithm achieves a correct distribution using 3 agents and up to 50000 iterations, while the LF algorithm demands more than 10 agents and 1000000 iterations to reach the best distribution that it can generate. An advantage of ISOMAP over the prey model-based algorithm is that it is a one-pass algorithm, i.e., they use only one iteration to achieve a solution, while the prey model-based algorithm requires a lot of iterations to arrive to a high-quality projection.
On every execution, the prey model-based algorithm reaches an equilibrium state, that is, after a certain amount of iterations, the distribution of the objects on the grid remains unchanged. This property is illustrated in Figs. 2 and 6 . In order to observe this emergent behavior and how fast the algorithm achieves this equilibrium, we examine the spatial entropy (Bonabeau et al. 1999; Kuntz et al. 1999 ) and the profitability threshold π j +1 of the prey selection model (see Algorithm 1), at each iteration of the prey model-based algorithm. To that end, we perform several runs of the prey model-based algorithm with a single agent and 100 prey types, on a toy dataset comprised of 5 clusters with 13 points each. The profitability threshold π j +1 is examined when the agent is in the picking and dropping mode, in order to observe when the pool of prey items remains approximately constant. In the algorithm, the profitability of the i-th prey type π i is equal to the energy gain v i , since the processing time e i is assumed to be equal to 1. On the other hand, spatial entropy measures how fast an algorithm groups the objects at different spatial scales. Let G 1 , . . . , G r , be a partition of the grid G into r sub-grids of the same size. Then, the spatial entropy E s associated with this partition, is defined by
where p t (G i ) is the fraction of all objects that are found in the sub-grid G i at iteration t . We have that E s = 0 when there exists a sub-grid which contains all the objects, E s = 1 when there is a uniform object distribution, i.e., p t (G 1 ) = · · · = p t (G r ) = 1/r, and E s decreases when grouping proceeds. Figure 10 shows π j +1 when the agent is picking up and dropping Fig. 10 Variation of the mean and standard deviation of (a) the profitability threshold when the agent is picking up objects; (b) the profitability threshold when the agent is dropping objects; (c) the spatial entropy with a 28 × 28 grid split into 16 sub-grids of size 7 × 7. We perform 20000 runs of the prey model-based algorithm for the toy dataset objects, and the spatial entropy, throughout the execution of the algorithm. These variables indicate that the algorithm converges in 10000 iterations for the toy dataset, approximately. The speed of this convergence can be increased by adding agents to the process, but this inclusion increases the execution time of the algorithm. For the data sets selected in the experiments, we consider that 3 agents is a good trade-off between the number of agents and computation time.
In foraging theory, the principle of lost opportunity states that decisions about attacking prey items can be assessed by comparing potential gains from attack, with the potential loss of opportunity to do better (Stephens and Krebs 1986 ). This principle is illustrated in Figs. 10(a) and 10(b) , where the selectivity of an agent is examined using the profitability threshold when the agent is picking up and dropping objects. In the case when the agent is picking up objects, the profitability threshold decreases and arrives at a stable point during the execution of the algorithm. This is due to the fact that at the initial stage of the object distribution (when the objects are randomly scattered on the grid), the encounter rate of prey items that provide higher energy gain is larger. Therefore, the agent will be more selective (high profitability threshold) since the potential gain from attack those type of preys is high. Then, when the distribution of objects gradually adopts a clustered form, prey items that provide higher energy gain become scarce. Hence, the agent has to be less selective (low profitability threshold) since the potential gain from attacking is low. Similarly, the principle of lost opportunity is appreciable in an opposite way, when the agent is dropping objects.
Conclusions and future work
We present a novel algorithm that provides a two-dimensional discrete representation of multivariate information, revealing the existence of clusters in the data. The proposed technique is based on behavioral ecology ideas, where an optimal decision-making system is designed to follow the prey model, a concept from foraging theory. A software agent is thought as an animal searching for prey items, a discrete space as the environment where the animal lives, and the nutrients are related to objects representing datapoints and the pairwise distances between them. As a result of this decision-making strategy, the final discrete distribution of objects brings out the presence of natural groupings in the data. Experimental results on a variety of datasets validate the performance of the proposed algorithm, and show that it outperforms the competing algorithms in most of cases when the main task is to allow the exploration of clustered data.
Future work includes applications of additional foraging theory concepts, such as extensions of the prey model (Dukas 1998 ), the patch model (Stephens and Krebs 1986) , and social foraging (Giraldeau and Caraco 2000) . Additionally, we would like to develop mathematical insight into the relationship between the data distribution produced by the algorithm and the underlying theoretical framework behind the prey model. We would like to explore alternative stopping criteria where the equilibrium state is taken into account. We believe that this can lead to important savings in the execution time of the algorithm.
