We study random Anderson Hamiltonians in Euclidean spaces with a long-range particle-media interaction potential u(r) = r −A . Improving earlier results, for any A > 2d, we establish spectral and strong dynamical localization with sub-exponential decay of eigenfunction correlators, both in the strong disorder regime and at low energies.
Introduction
We consider a class of Anderson Hamiltonians in In fact, the regularity hypothesis can be relaxed to Hölder or even log-Hölder continuity, but this would force one to change the hypothesis on A, and would also make weaker the decay of eigenfunction correlators, so we prefer to operate under the Lipschitz continuity condition. A general introduction to the random operators with important applications to physics can be found in [14] , along with a rich bibliography.
Infinite range of the interaction u gives rise to the random potential correlated at any distance. Recall that the first general result on correlated (lattice) Anderson models with short-range interactions was proved in [16] shortly after publication of the well-known and frequently cited paper [15] , where the authors reformulated the energy-interval MSA (also called variable-energy MSA, VEMSA), introduced in the pioneering paper [7] . However, on the technical level, the effects of correlated amplitudes ω a and of the potential u with noncompact support are not equivalent, especially in continuous spaces. Kirsch, Stollmann and Stolz [10] studied a long-range alloy model with the potential u(x) ≤ |x| −A (for |x| large), using a variant of the MSA. The derivation of the strong dynamical localization from the MSA estimates was unknown at the time of publication of the above paper, but their results actually imply a power-law decay of the eigenfunction correlators, as was pointed out later in [5] . This also follows from an argument by Germinet and Klein [8] (cf. Section 5). The methods of [10] require A > 4d, and the authors of the aforementioned paper note that their assumption could be relaxed to A > 3d with a different variant of their technique proving a power-law decay of the eigenfunctions, and even to A > 2d, but that would require a stronger version of Wegner's estimate than the one proved in [10] .
However, the most tempting result would be a proof of localization for any A > d. Indeed, the decay exponent A of the effective interactions in some realistic disordered media can be quite close to d (e.g., A = . We make a step towards this goal and allow for any A > 2d. Our approach is inspired by the paper [10] but deviates from their path in several ways: (1) We use a technically simpler fixed-energy multi-scale analysis (FEMSA) instead of its variable-energy variant (VEMSA). Our improvement of the condition on A (A > 2d vs. A > 4d) is partially due to this choice. ( 2) The first stage of scaling analysis is complemented by "boosting" significantly the outcome of FEMSA;
ultimately, we prove a decay of eigenfunction correlators much faster than that of the interaction:
This improvement is due to a new eigenvalue comparison estimate (Theorem 2.2) more efficient than the eigenvalue concentration estimate from [10] . (3) We propose simpler variants of the eigenvalue concentration (EVC) estimate (Theorem 2.1, required for the fixed-energy analysis) and of the initial length scale estimate from [10] , avoiding in particular the analysis of the so-called Lifshitz tails asymptotics [9, 11, 14] , and drop a rather restrictive hypothesis
. Our EVC estimates do not require a Wegnertype analysis (cf., e.g., [3, 9, 13, 14, 17] and references therein), further streamlined in [12] . We focus on the rate of decay of the eigenfunction correlators, since the exponential decay of the eigenfunctions in the localization interval of energies was already established in [10] for A > 4d. It can be easily inferred from our techniques by the same method as in the aforementioned paper, going back to [15] , but this would require a separate scaling analysis.
Since the aim of this short note is mainly to streamline the MSA approach to the long-range models, we do not review the results on alloys in presence of a periodic potential V 0 and do not introduce V 0 in the definition of H g (ω).
Main results
Fix some useful notation. The spectrum of a given self-adjoint operator A will be denoted by Σ(A); we also write Σ I (A) := Σ(A) ∩ I. The spectral projection of A on a Borel set I ⊂ ℝ is denoted P I (A), and B 1 (I) stands for the set of all Borel functions ϕ : ℝ → ℂ with supp ϕ ⊂ I and ‖ϕ‖ ∞ ≤ 1. The subscript "g" in H( ⋅ ) ≡ H g ( ⋅ ) will be often dropped for notational brevity; we use it mainly in the statements referring to the amplitude of the potential.
Given a lattice set Λ ⊂ ℤ d , we denote by ω Λ the sub-sample formed by the random amplitudes ω a with a ∈ Λ, and by ω 
). In the multi-scale analysis, we use the so-called Simon-Lieb inequality; cf., e.g., [8] or [14, Section 2.5] . For brevity, we write sometimes
Theorem 2.2 (EV comparison estimate).
The location of the lower edge of the spectrum is well known: [ sup
Theorem 2.5 (Localization, strong disorder). Assume (U) and (V).
For some g * > 0 and any g ≥ g * , there exists 
Proof. Let F ⊥ a be the σ-algebra generated by ω B\{a} . It suffices to prove an analog of (3.1) for the conditional
where W(x, ω a ) = ω a u(x − a). From this point on, we drop ω B\{a} from notation for clarity. Introduce a realanalytic operator family
By virtue of the first-order EV perturbation formula, for every eigenvalue E j (s) of H(s), one has dE j (s)/ds ≥ CL −A g. The probability measure μ j of E j (ω a ) is the image of μ V by a monotone mapping s → E j (s) with strictly positive derivative; thus the Lipschitz continuity of μ V is preserved in μ j up to a factor C −1 L A g −1 .
By hypothesis, the random potential is uniformly bounded; thus, by Weyl's estimate, for any interval
. Now the claim follows by counting the eigenvalues E j ∈ I.
Proof of Theorem 2.1. Let ω = ωB ∔ ω ⊥B . As a simple calculation shows,
Let λ i (ωB) be the eigenvalues of H B (ωB). (One could take any complementary sub-sample ω ⊥B ; we take the zero-extension.) Then the eigenvalues
so the assertion follows from Lemma 3.1. 
(recall |a − b| ≥ML), whence the inequalities in the sense of quadratic forms
ForM large enough, we get, by the first-order perturbation formulae,
The probability measure of (E 
Multi-scale analysis
Our adaptation of the MSA is inspired by the work [10] on the long-range alloy models. However, it also makes use of the progress achieved in the MSA technology over the last two decades.
Given α > 1 and 1 < L 0 ∈ ℕ, define recursively an integer sequence
Further, let m 0 > 0, and set, for k ≥ 0,
with c > 0 to be specified in the proof of Corollary 4.7. Clearly, with L 0 large enough, we have a convergent product ∏ j≥0 (1 − η j ) ≥ 1 2 , so m k ≥ m 0 /2. Given A > 2d and τ > 1, define two positive sequences
, and introduce the decomposition ω = ωB ∔ ω ⊥B . Let P be one of the properties (E, δ)-NS, (E, ϵ)-NR or (E, ϵ)-CNR relative to B.
We will say that a sub-sample ωB has a strong (or stable) property P if and only if, for any complementary sub-sample ω ⊥B , the full sample ω = ωB ∔ ω ⊥B has property P in B. Respectively, the three aforementioned notations are replaced by (E, δ)-SNS, (E, ϵ)-SNR and (E, ϵ)-SCNR.
Note that an event {ωB has strong property P} is measurable with respect to the σ-algebra FB generated by {X a , a ∈B }; hence any collection of such events relative to disjoint cubes B 1 
Proof. We adapt a well-known argument (cf., e.g., [14] ), but replace the large deviations analysis by a simpler bound, making use of the infinite range of interaction. Since ω a ≥ 0 and u(x) ≥ 0, we have V(ω B ∔ ω 
By non-negativity of
On the other hand, ℙ{ min
Therefore, with probability at least 1 − e −CL
so the claim follows by Combes-Thomas estimate with ϱ = L −q 0 (cf. [4, 14] ).
Notice that, despite a non-negligent correlation of the events in the cubes B ℓ (u i ), in the above argument, we rely solely on the independent events {ω a > λ 0 }: any such event would result in raising the respective local ground state energy, even with all ω b ≡ 0 for b ∈ ℤ d \ {a}, and any ω b > 0 can only enhance this effect. This is why we get a stable NS-property. As usual, in the strong disorder regime, the initial length scale estimate for the Green functions follows from a Wegner-type estimate [15] . 
Proof. By Theorem 2.1, for any ϵ ≥ gL
, we have
Thus, for any s > 0 and some g * (s) large enough, for all g ≥ g * (s) (hence with the spectral gap as large as one pleases), the strong non-singularity of B z(E) follows from the Combes-Thomas estimate.
The next statement is a standard result of the MSA, in essence going back to [15, Lemma 4.2] and streamlined in [8, Section 5] . A generous geometrical factor of 10 in the RHS of (4.3) is not optimal (cf., e.g., [2, Lemma 2]), but its value is actually irrelevant for the final outcome.
Lemma 4.6 (Conditions for non-singularity). Consider a cube B = B L k+1 (u), and suppose that
In our case,
is fulfilled for any c ∈ (0, 1) and large L 0 .
Corollary 4.7 (Conditions for strong non-singularity). Let a cube
(u). One has to show that with a fixed sample ωB satisfying hypotheses (i) and (ii), the cube B is (E, δ k+1 )-NS for the sample (ωB, ω ⊥B ) regardless of the complementary sample ω ⊥B .
First notice that condition (i) is already stable with respect to ω ⊥B .
Next, by (ii), there exist at most (x i ). Applying Lemma 4.6 (this is where the Simon-Lieb inequality is used repeatedly), we see that the cube B is (E,δ k+1 )-NS with
where η k is as in (4.1), with c = α − τ > 0. Thus B is (E, δ k+1 )-SNS. 
so the assertion follows by counting the number of integers R ∈ ⟦L k , L k+1 ⟧. Assume further that
and let
Proof. Inequality (4.4) follows by a simple calculation
Further, by Definition 4.2, the event
By (4.6), we have
(The factor 
with an arbitrarily small β > 0, provided L 0 is large enough.
Lemma 4.10 (Scale induction). Assume that the inequality
Then it also holds for j = k + 1.
Proof. By Corollary 4.7, if the cube B
By Lemmas 4.8 and 4.9, the probabilities of both events are upper-bounded by
, so the claim follows.
By induction on k, we come to the conclusion of the scale induction. 
holds with s ≥ s * for k = 0, then it also holds for all k ≥ 1.
The starting point for the scaling analysis is provided by Lemma 4.4 (low energies) and Lemma 4.5 (strong disorder).
Dynamical localization. Proof of Theorems 2.4 and 2.5
First, we need to "boost" the probability estimates obtained in Section 4. To this end, observe that with the estimate (4.9) proved for all L k , k ≥ 0, we are no longer under obligation to carry it over from a given scale L k to L k+1 . It was for that purpose that we had introduced the "stable" non-singularity and non-resonance properties. The reader could see in Section 4 that the bottleneck of the probabilistic part of the MSA was precisely the lower bound on ϵ k , due to the constraints imposed in Theorem 2.1. By Lemma 4.6, used now instead of Corollary 4.7,
where
and one can setε k := δ c k with any fixed, k-independent c ∈ (0, 1). To assess ℙ{S k }, we can argue as in the proof of Lemma 4.9, replacing the stable non-resonance/nonsingularity properties (cf. Definition 4.2) by their counterparts from Definition 4.1. Then we obtain, as in (4.7) and (4.8),
where ζ =
with arbitrarily small β > 0 (cf. (4.8)) and L 0 (or k) large enough. As to ℙ{R k }, we can apply the basic EVC estimate from Lemma 3.1 since we do not need anymore its stable variant from Theorem 2.1: Derivation of the energy-interval MSA estimates from the results of the fixed-energy analysis is due to a result from [6] ; later, it was encapsulated in [1] in a general-purpose statement. Introduce the following notation: L . A decay bound on the eigenfunction correlators can be obtained from (5.5) with the help of an argument from [8] . The latter becomes particularly simple when the Hamiltonian is considered in an arbitrarily large but bounded domain, so that it has discrete spectrum. This makes the Shnol-Simon-type analysis of the growth rate of generalized eigenfunctions unnecessary, replaced by an elementary application of Bessel's inequality. The quantitative conclusion is as follows [1, 8] : Suppose that for some function f : ℝ + → ℝ + , the estimate
ℙ{there exist E ∈ I and z ∈ {x, y} : where the second (exponential) term in the RHS is evidently dominated by the first one, so the asserted bound on the decay of the eigenfunction correlators follows from (5.4) and (5.5) by a straightforward calculation.
