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1. INTRODUCTION 
This work is an extension of the results presented in [7], to which the reader is 
referred for necessary background material and results to be quoted below. The 
duality theory of continuous time programming developed by Tyndall [8], 
Levinson [3], Hanson and Mond [2], and Farr and Hanson [l] does not hold if 
equality constraints are introduced. It is only in the setting of [7] that equality 
constraints hold, as will be shown below. The main reason for submitting this 
paper is to bring to the attention of the workers in the field, the fact that since 
saddlepoint criteria hold for equality and inequality constraints, an attempt 
should be made to redo duality theory-hopefully furnishing a more elegant and 
less tedious proof involving equality-inequality constraints. 
Saddlepoint conditions established in general linear spaces by Luenberger [4], 
Rockafeller [5], and Varaiya [9] d 0 not contain continuous time programming as 
a special case. For instance. 
(a) Luenberger’s G(x) [4, p. 2161 . IS a convex mapping defined on J?, 
a convex subset of a vector space X, whereas our -g(s, t, x(s)) defined on 
[0, t] x [0, T] x D” is not a convex mapping on its domain of definition. It is 
convex only in the third component of its argument, i.e., z(s). 
(b) Luenberger’s objective functionf(.v) [4, p. 2161 is defined on 52, the 
same set on which his constraint function G(x) is defined, whereas our objective 
function Z(z) = J*$(.z(t)) dt is defined on D” and not on [0, t] x [0, T] x D”. 
(c) Luenberger’s minimization problem does not consider s to be non- 
negative (belonging to a positive cone), whereas our function z(t) is constrainted 
to be nonnegative. 
(d) Rockafellcr’s [5, Sect. 281 constraint functions fi (; =- l,..., r) are 
assumed to be convex over the convex set C unlike our function -g(~, t, z(s)) 
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as mentioned in (a) above. His bifunction theory [5, Sect. 291 assumes convexity 
and hence does not contain continuous time programming as a special case. 
(e) Varaiya’s objective function f and the constraint function g in [9] 
face the same criticism as presented above. 
To the best of the knowledge of this autor, the continuous time programming 
problem has not been treated in its full generality in general linear spaces. 
2. ANALYSIS 
We consider the following. 
Maximization problem (MP). 
Maximize 
44 = JOT 1GW)) dt
subject to 
f (z(t)) < 4 + Jot g(s, t, z(s)) ds, O<t<T, 
B(t) z(t) = d(t) + 1’ K(s, t) z(s) ds, O<t<T, 
0 










is an n x 1 vector valued function defined on [0, T]. Let D” be the 
collection of all K x 1 vector valued functions defined on [0, T] that 
are bounded and measurable. Further let D+” be the collection of all 
nonnegative, bounded measurable functions defined on [0, T]. 
is an m x 1 vector valued function defined on D*. 
is an m x 1 vector valued function defined on [0, T]. 
is an m x 1 vector valued function defined on [0, t] x [0, T] x Dn 
for each t E [0, T]. 
is a real valued function defined on D”. 
is an m x 1 vector valued function defined on [0, T]. 
is an m x 1z matrix with component functions defined on [0, T]. 
is an m x n matrix with component functions defined on [0, t] x 
[0, T] for each t E [0, T]. 
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Further let 
s, = I=(t) E D+“:.f(x(t)) ::: r(t) I [‘g(s, t, z(s)) ds, 
‘iJ 
B(t) z(t) := d(i) $- Iof Ii+, t) E(S) ds/ , 
f+(t)) = f(4)) - c(t) - Jot iAs, t, 4s)) & 
Q(z(t)) = B(t) z(t) - d(t) - 1” K(s. t) z(s) ds. 
-n 
Assumption 2.1. J’, f 5. 
-4ssumption 2.2. D” and Dm are normed. 
It is easy to see that Theorem 1, Lemma 2, Theorem 3, and Theorem 4 in [7] 
hold if we replace S by S, . Next we introduce. 
The Kuhn-Tucker saddlepoint problem (KTSP). Find 5(t) E D,“, a(t) E D,nl, 
and 6(t) ED”” if they exist such that A(z(t), n(t), b(t)) < &4(.??(t), s(t), 6(t) < 
A(z(t), c?(t), d(t)) V(z(t) E D”, b(t) E D”‘, a(t) E D-m where 
-W(t), a(t), b(t)) = CT [-#(.4t)) + ff’(z(t)) a(t) + Q’@(t)) b(t)] dt. 
‘0 
The Fritz-John saddlepoint problem (FJSP). Find z(t) E D,n, f0 real, fr, > 0, 
f(t) E D+“l, and c(t) E L)” if they exist such that 
-W(t), f,, , r(t), c(t)) < V(t), f,, , f(t), c(t)> < E(z(t), fo , f(t), a(t)) 
for all x(t) E D”, r(t) E D+“l, and o(t) E D”’ where 
-Q(t), ro , r(t), W) = [’ [--r,@(t)) + ff’(+)) r(t) + Q’(.+)) +)I dt. 
‘0 
Remark 2.1. If  (Z(t), f .  , f(t), t?(t)) . 1s a solution of FJSP and f0 > 0 then 
Wh (1 lf=ol f(t), (1 i-0) 7 )) . Y z t 1s a solution of KTSP. Conversely if (z(t), n(t), 6(t) 
is a solution of KTSP then (T(t), 1, H(t), b(t)) is a solution of FJSP. 
THEOREM 2.1 (Sufficiency). If (s(t), a(t), b(t)) is a solution of KTSP then 
z(t) is a solution of MP a.e. on [0, T]. If (s(t), F,, , I, c(t)) solves FJSP then T(t) 
solves MP a.e. on [0, T]. 
Proof. The second statement is a trivial consequence of the first and Remark 
2.1. Therefore we only need to show the validity of the first statement. Note that 
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any b(t) ED’” can be uniquely expressed as the difference of two nonnegative 
bounded measurable functions b,(t) and b,(t) (see [6]). Now 
-e$), a(t), b(t)) 
= ,’ [-#ok) -t fWt)) 44 + Q’W)) WI dt s 
where b(t) = b,(t) - 62(t), hi(t) E D, nL for i = 1, 2. The functional form on the 
right side of the above equation is exactly of the form that appears in the KTSP 
in [7]. Further since (s(t), a(t), 6(t)) so ves 1 the KTSP of this work, (z(t), n(t), 
&(t), &(t)) solves the KTSP in [7] with u(t) = (a(t), b,(t), &(t)) and ii(t) = 
(W, h(t), k(t)). H ence the result follows by Theorem 5 in [7]. 
THEOREM 2.2. Let 
(i) (s(t), ii(t), 6(t)) be a solution of KTSP, 
(ii) f(0) = 0, 
(iii) c(t) > 0 Vt E [0, T], 
(iv) g(s, t, z(s)) 3 0 Vs E [0, t], t E [0, T], z(s) 2 0 Vs E [0, T], 
(v) d(t) = 0 Vt E AC mhere AC = {t E [0, T]: H(z(t)) > 0). 
Then there exists an optimal solution of MP. 
The proof of this theorem is very similar to that of Theorem 6 in [7]. So we 
skip it. 
Next, in order to establish the necessary optimality criteria, we make the 
following assumptions: 
Assumption 2.3. #(x(t)) is concave in z(t). 
-1ssumption 2.4. f(z(t)) is convex in z(t). 
dssumption 2.5. g(s, t, Z(S)) is concave in x(s). 
Assumption 2.6. Hi(z(t)) =f,(z(t)) - ci(t) - JiKi(s, t) Z(S) ds is in L1[O, T] 
for i = 1, 2 ,..., m, z(t) E D”. 
Assumption 2.8. Qi(z(t)) = Bi(t) z(t) - di(t) - si Ki(s, t) Z(S) ds is in 
L1[O, T] for i = l,..., m; z(t) ED where B<(t), Ki(s, t) are, respectively, the 
ith rows of matrices B(t) and K(s, t). 
THEoREhl 2.3. If the system of inequalities 
Z(S) - Z(z) < 0, f@(t)) < 0, Q(z(t)) = 0 
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has no solution z(t) E D’” for a fixed T(t) E S,, then there exists an f0 real, F0 > 0, 
f(t) E D,““, F(t) E Dm such that 
r,(l(z) - E(z)) + s’ [H’(z(t)) F(t) + Q’@(t)) p(t))] dt 3 0 t%(t) E D”. 
0 
Proof. The proof is similar to that of Theorem 7 in [7]. However in that 
proof the assertion that one of the sets has a nonempty interior is incorrect. 
To overcome this and to apply separation theorem, we will assume closedness 
of the desired set. Let 
X = R x L=[O, Tie”‘, 
For each Z(t) E D”, let 
Y = R x Ll[O, T]*nl 
Wdt) = {(r, r(t), y(t)) E Y: r 3 4% --l(z), r(t) 3 ff(dt)), y(t) = O(4t))l. 
Further let Lt7 = UzctjEDn LVzct) , Pvk ={(-l/k,F,b)}foreachR = 1,2,...andU 
is the m-dimensional zero vector. It is easy to see that for each k, W n Vk = D 
by the hypothesis of the theorem. Furthermore W and V, are convex (see 
[7]). We assume that W - Tr, is closed for each K. Hence by Theorem 2 [l 1, 
p. 2201, there exists a continuous linear functional & which strictly separates TV 




< m,(k) + j’ [r'(t) &z(t) + y'(t) &(t)] dt 
0 
for all (Y, y(t), y(t)) E W. Or 
q < rFo(k) + j-’ [r'(t) &(t) + y’(t)&(t)] dt 
0 
where fo(k) = ~o(k)/A~~ , Sk(t) = &(t)/M,, j&(t) = ck(t)/Mk with M, = 
max{l ao(k)I + 1, II &(t)ll + 1, I/ cdt)ll + I}. N ow consider the continuous linear 
functional ~9~ , 
b(y, y(t),Y(t)) = r . r,(k) + jT [y’(f) %(f) + y’(t) p-,(t)] dt 
0 
for all (Y, r(t), y(t)) E Y. We note that for each k, 




1 r * r,(k) + lo’ [r’(t) c%(t) + y’(t) F(t)] dt ( ,( 3 
Therefore, the sequence {e,} is bounded. By Theorem 4.41A[9], there exists an 
X-weakly convergent subsequence (0,“) converging to 0, (say). Hence by (0), 
rFo + 
s 
,,’ [r’(t) z,,(t) + y’(t)jjo(t)] dt > 0 Vz(t) E Ff,‘. (1) 
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To show that f,, > 0, we choose a z(t) E A’,, , r(t) = (I, O,..., 0). Since y(t) = 
Q(z(t)) = 0, (1) reduces to rf,, + si x1”(t) dt 3 0. Now proceeding as in the 
proof of Theorem 7 in [7], we can show that f.  > 0. The argument to show that 
x(t) > 0 a.e. on [0, T] is the same as in [7] and so is the rest of the proof. 
We now state our first necessary optimality criterion. 
THEOREM 2.4. Let z(t) be a solution of NIP. Then there exist f. real, f. > 0, 
ro(t) E DtFrL, p,(t) E D” such that 
(i) Si [H’(z(t)) To(t) + G’(.%(t))%(t)] dt = 0, 
(ii) (z(t), ?. , r,(t), PO(t)) solves F JSP. 
The proof is very similar to the proof of Theorem 8 in [7]. 
Next, in order to state KTSP we need to modify the Karlin’s constraint 
qualification as given in [7]. We do this below. 
Karlin’s constraint quali’cution. We say H(z(t)), Q(z(t)) satisfy Karlin’s 
constraint qualification on [0, t] x [0, T] x D” if and only if there exist no 
(r(t), p(t)) E Dm x D”, r(t) 3 0 Vt E [0, T] such that 
j’ [W(t)) r(t) + Q’W p(t)1 dt z 0 b(t) E D”. 
0 
With the above constraint qualification Theorem 9 in [7] can easily be extended 
to our present case. The same line of argument for the proof works. 
THEOREM 2.5. If H(x(t)), Q(z(t)) satisf31 K ar in’s 1 constraint qualijkation and 
z(t) solves MP, then T(t) and some if(t) ED,“, 6(t) E Dnl solve the KTSP and 
s; H’(n(t)) a(t) dt = 0. 
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