ABSTRACT The Republic of Kazakhstan has significant deposits of fossil fuels and is one of the largest energy producers among the countries of Central Asia. At the same time, The Republic of Kazakhstan is one of the richest countries of the world in terms of renewable resources, evaluated to over 1000 billion kWh/year. The application of therenewable energy sources (RES), both on a large scale and at the level of a single household, ensures the transformation of the energy system to a ''green state''. However, these initiatives should be substantiated by relevant supportive information to promote transformation of the country's economy to a qualitative ecological state.The paper covers developed multi-criteria decision-making system (MCDM) and software tools for processing of spatial heterogeneous data which could be applied for evaluation of the RES potential.The developed system serves to evaluate the potential of usable RES as it allows the assessment of a territory of the country in terms of installing photovoltaic and wind generators.A feature of the proposed MCDM is the use of an analytical hierarchical process (AHP) in combination with the Bayesian approach, which allows obtaining two complementary assessments of the territory areas. The method allows a rough estimate in an event of lack of data.The verification performed based on the available data on the installed solar and wind power stations shows that the system gives a relatively small root-mean-square error within 15%.
I. INTRODUCTION
Renewable Energy Sources (RES) find more and more broad application in the world, both in centralized(grid), and in the small-scale distributed, autonomous and individual power generation for power supply and heat supply of end users.
According to the Global Status Report on ''Renewables 2018'' Renewable Energy Policy Network for the 21st Century, an increase in global energy potential in 2017 for 70% was reached due to the application of renewable energy technologies.
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Since 2011 growth of production capacities at the expense of renewables constantly exceeded growth of production capacities due to use of the traditional power technologies based on use of organic fuel and nuclear energy. As a result of it the general power of the power plants, the renewables using new technologies of use (without large hydroelectric power stations), exceeded 1200 GW in 2018, and the general rated capacity of power plants in the world is about 5500 -6000 GW. The main participants of the world sector of renewables are wind turbines (about 550 GW), solar power stations, generally photo-electric (about 500 GW), biofuel power plants (more than 100 GW) and geothermal power plants (about 13 GW). The highest average annual rates of gain of input power are shown by solar energy -more VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ than 30% for the last 10 years. It should be noted that the contribution of renewable energy to world production of the electric power is still insignificant: in 2017 -10.1%, including 5.6/2.2/1.9 / 0.4% of the wind / biomass / the sun / others, respectively. This is due to lower utilization of the installed power (capacity factor) in comparison with traditional power plants, especially for wind and solar power plants, due to daily and seasonal instability of primary power sources. New renewable energy technologies have gained priority development in countries that significantly depend on energy imports, pay special attention to environmental issues, and implement large-scale programs of state support for the development of renewable energy. China became the undisputable world leader in industrial development, practical use and supply of renewable energy technologies to the world market.
Expansion of industrial production and considerable investments in renewable energy have led to an increase in the competitiveness of new technologies in the global market. According to a research of 15,000 networked power plants with a unit installed capacity of more than 1 MW built on various renewable energy technologies, there was a significant reduction in the cost of power generation (LCOE) from 2010 to 2017 [2] . Nowadays various renewable energy industries have achieved competitiveness in comparison with the technologies of power generation at traditional power plants using organic fuel.
Over the past 15 years, there has been a large increase in the urban population in Kazakhstan, especially in Almaty, Astana, and Shymkent. The obstacles of large cities of Kazakhstan, arising due to their intensive growth, are very similar to those of other million-plus cities with same regional characteristics. For example, Almaty has one of the most polluted air basins (228 in terms of cleanliness (pollution index) among 273 registered cities [3] ), due to its location in a mountain basin and increased seismic activity in the region.
Changes in environmental indicators of the urban basin and improvement of quality of life of its population require a shift in people's attitudes toward environmental problems. Environmental initiatives related the use of RES, both in large energy systems and at a single household level, ensure the transformation of the entire energy system to a ''green state''.
However, in the information society, these initiatives must be backed up by appropriate supporting data and systems that ensure transformation of the country's economy to a better ecological state. These systems should be suitable for use both on an industrial scale, and by smaller companies and individuals. The first major step is the development of systems for obtaining and converting energy. Currently, the Republic of Kazakhstan is one of the largest energy producers among the countries in Central Asia. Due to its large deposits of coal, oil, natural gas, and uranium, national economic stability is provided by exports of fuel-energy resources. Consequently, the energy industry in the Republic is based on fossil (hydrocarbon) resources, which impacts the structure of the energy industry as a whole (Fig. 1) [4] . In the Republic of Kazakhstan, despite the fact that the resources of renewable energy sources (sun, wind, biomass, geothermal energy, etc.) are huge, the installed energy capacity (except for small hydropower plants) is insignificant. With existing domestic prices for fossil fuels, competitiveness of network solar and wind power plants can only be achieved in special niches:
1. Compensation of losses in the networks of centralized power supply, which is especially important for Kazakhstan in view of extremely long power grids.
2. Power supply of autonomous consumers who do not have access to centralized power grids.
3. Introduction of renewable energy stations for the production of heat and electricity in large cities and a number of agricultural regions to solve environmental problems associated with the use of fossil fuels (mainly coal) for the production of heat and electricity.
4. Development of renewable energy as a driving force of innovative technologies in the Republic of Kazakhstan.
The territory of the country can be divided into 3 areas based on the power generation and network management structure:
• Northern (Kostanay, North Kazakhstan, Akmola, Pavlodar, Karaganda, East Kazakhstan regions),
• Western (West Kazakhstan, Atyrau, Aktobe, Mangistau regions)
• Southern (Kyzylorda, South Kazakhstan, Zhambyl, Almaty regions).
The installed capacity of power plants in the northern area is about 14 GW, while the available capacity is more than 11 GW. Due to the energy surplus of this area, it provides electricity to the southern zone of the Republic of Kazakhstan, and a part is exported to the Russian Federation. The western area is experiencing a small deficit in electricity that is covered by imports from the Russian Federation despite the considerable resources of energy fuel concentrated here.
The southern area is characterized by a more significant power deficit (about 1.5 GW), which is balanced by supplies from the northern area and by imports from Republic of Uzbekistan and Kyrgyzstan republic. Electric power stations of this area use imported coal and natural gas. There is an apparent problem of uneven distribution of generation capacity in the Republic of Kazakhstan. The transmission and distribution of electricity between the three areas are complicated by the fact that Kazakhstan has an underdeveloped circuit of main power lines with a voltage of 220-500-1150 kV, and a significant deterioration of main and distribution networks (trunk lines -around 20%, but distribution lines -25-50%). The wear level of the electrical networks in Kazakhstan was about 57% in the beginning of 2013 [5] . Electric energy losses in the main electric networks exceed those in developed countries, where energy is transmitted over shorter distances, and the capacity of the electricity market is higher [6] .
The largest settlements of the Republic of Kazakhstan are connected to a centralized power supply. However, there are vast territories suffering from lack of access to the unified energy system. For example, the entire territory of Aktyubinsk region, as well as remote rural settlements in other regions, are not connected to high-voltage backbone transmission lines.
Environmental problems associated with megacities with year-round consumers and developed agricultural areas with seasonal users of thermal and electric energy makes the development of RE projects in the Republic of Kazakhstan relevant.
Another reason for the development of renewable energy in the Republic is the need to build up the country's scientific and technological competences in this promising and rapidly growing energy sector. Renewable energy is seen as an important factor in the modernization of the economy, creation and introduction of innovative technologies, development of small and medium-sized businesses, creation of new jobs, improvement of social conditions and environment.
According to the published data [7] renewable energy sources (wind, solar, small hydro, bioenergy) currently contribute less than 1% of Kazakhstan's power consumption, however renewable energy potential is high. According to plans of the Kazakhstan's Government, by 2030, energy production from renewable sources will increase to 11% with 1,040 MW of renewable energy capacity by 2020 [8] . Estimates of the natural (gross), technical and economic potential of renewable energy sources in Kazakhstan have quite broad dispersion. The technical potential value of different types of RES in the territory of Kazakhstan according to various sources measures from 300 billion to 1 trillion kWh/year [4] ; of which wind energy potential is about 929 billion kWh/year [5] , solar energy -2.5 billion kWh / year, hydro energy -62 [6] -176.2 billion kWh/year [9] , gross energy potential of biomass -from 35 [10] to 398.6 billion kWh/year [5] .
Kazakhstan's annual solar radiance varies from 2,200 to 3,000 hours of sunlight per year and an annual solar potential of 1,300-1,800 kWh/m2 [11] . Hydropower accounts for approximately 13% percent of Kazakhstan's total generating capacity. Generation is provided by 15 large (total capacity of 2.248 GW, 7.78 TWh/year [12] , [13] and 7 small hydropower plants (78 MW [14] . According to UNDP (United Nations Development Program Kazakhstan). Reference [15] , the estimated wind energy potential that can be economically developed is about 760 GW. A country-wide study, conducted by UNDP and GEF, estimated a total wind potential for electricity generation to be around 929 TWh per year [16] .
Kazakhstan has various biomass resources -forest wood, agricultural residues, domestic waste and sewage sludge. A total of 12-14 Mt of biomass waste can obtained from agriculture and steppe grassland [17] thus giving a total potential of around 35 TWh per year [18] . Biomass wastes are currently poorly exploited and only ∼ 10% of the total volume of the residues is used.
The large gross potential of RES and presence of potential energy consumers require more detailed assessments of spatial distribution of RES, and an assessment of the country's territory in terms of installation of renewable energy generators.Generally, automated selection of optimal locations for installation of RE generators can be carried out in two ways.The first method is to consolidate expert assessments by dividing the territory into clusters using an integrated feasibility study for deployment of a generator in the area.The second method is applying classification methods (supervised learning) to identify favorable zones. This approach relates to machine learning using accumulated data. Samples of successful RE generator installations produce a training set, to train a classification algorithm.
We identify problems with two approaches: by using subjectivity of expert evaluation and using a small number of negative examples. As a result, classification algorithms must deal with imbalanced classes.We describe the results of the application of the first approach in the current work, which consists of the following parts:
• The first part provides a short literature review describing the current practice of RES potential assessment.
• The second part describes the BaFAHP (Bayesian Fuzzy AHP) -a noveldecision-making support model underlying the developed system.
• The third part describes a multi-criteria decision support software system for assessment of resource utilization potential.
• The fourth part describes the results obtained. The accuracy of the proposed territory assessment model, verified in terms of RE generator installation, is described in this section.
• Possible ways of system development for the assessment of various spatially-distributed resources are described in Conclusion. Our work is the first of its kind, as it consolidates all stages of the territory assessment, taking into account resources, as well as spatial and other factors. [22] ). Preliminary activities in the Republic of Kazakhstan [23] , [24] allowed to present the RES potential assessment technique based on open data sources and certain methods of factor aggregation [25] .
The modern practice includes three stages of assessment. First, the potential of renewables is assessed. This kind of assessment is multilevel and includes calculation of theoretical (gross) potential, assessment of the technical potential depending on environmental parameters, efficiency of generators, communications, etc. [26] During the last phase, the economic potential is assessed using as many factors as possible. Since RES depend more on geographic conditions, the research paper [27] suggests an additional step -evaluation of geographical RES potential. The geographic potential is determined as a share in technological potential, being spatially available and necessary in a certain region.
Second, RES application criterion analysis is performed. Such factors can include geographical, environmental, geomorphological, ecological, technical, economic, social factors [23] . In particular, the latest studies demonstrate that the issues of generator recycling [28] , landscape and aesthetic limitations, prone to areas of public recreation [29] , etc., are to be considered therein. A part of the factors can exclude RES application, for example, territories of national parks. Another set of factors such as cheap RES or high demand for power can promote deployment of generators.
Third, because most of RES are spatially distributed based on natural and anthropogenic factors, the mentioned resources are usually visualized with the help of geoinformation systems (GIS) [30] , [31] . There are also examples of the systems that provide an interactive mode of available technical RES potential, for example, solar power [32] .
Gross RES potential is assessed in a number of research papers. For instance, the Atlas [33] describes techniques and estimation results for natural resources, potential of solar and wind power, small hydropower, peat, agricultural residue biomass, forestry and industrial wood processing wastes in the territory of Russian Federation. The detailed calculation of RES potential, including the economic one for one of Spanish regions is described in this research paper [34] . The potential of forest biomass in Italy has been studied in detail in research [35] , where all possible functions and scenarios of forest use are considered. Research [36] features solutions of RES potential assessment (solar and wind power) for rural regions. The related approach is applied in the dissertation [37] , which classifies a number of factors impacting deployment of power generators and their impact on decision making.
Analysis of the factors and data on RES resources belongs to the field of spatial decision making (SDM). Framework for solving spatial decision problems described as GIS-based multiple-criteria decision analysis (MCDA) in [38] .Various implementations of such systems are known [39] - [41] .
There are several examples of MCDA usage for the territory analysis in terms of the RES use. For example, an approach of the territory choice optimization for solar power and wind plants are described in Refs. [42] - [47] . A comprehensive assessment of factors is carried out using AHP [48] . Evaluation of alternatives in accordance with the degree of their adequacy has been performed using the TOPSIS method (Technique for Order Preference by Similarity to Ideal Solution). The result is a map showing locations favorable for the installation of photovoltaic stations.
MCDA based on AHP method was also applied in [49] . Ref. [41] describes a system that integrates GIS and multiple-criteria decision making (MCDM) to find the optimal installation locations for solar power plants in Andalusia (Spain). The given methods are based on expert assessment and data usage from local and international sources [50], [51] . A methodically similar approach concerning use of solar energy in the province of Seville is described in Ref. [45] . Creation of systems that partially or fully automate the process of evaluating alternatives in the area of RE is based on the use of several MCDM models: Weighted Linear Combination (WLC) and Ordered Weighted Averaging (OWA), ELECTRE, TOPSIS, MAUT, PROMETHEE, VIKOR, AHP, Bayesian network, etc. [41] , [52] - [56] .
Another example of different approaches (classification, supervised learning) is windcat.ch project [57] . The idea of the project is to train a deep neural network model using data from successful deployments of wind generators in attempt to predict the best possible location for deployment of wind generators.
In order to train machine learning model (MLM), Microsoft Azure ML Toolkit was used, achieving ∼90% accuracy and precision, classifying about 30000 most suitable locations.
However, this reveals one of the limitations of the analyzed approach -it is obvious, that not all suitable locations for wind generators are present in the initial training set. As a result, the model does not recognize some locations, being theoretically suitable, such as some regions of Siberia and North Kazakhstan, since there are no known examples of wind generators in such areas, which are very distant from seashores and large water bodies.
Considering the current practice, we have developed a spatial decision-making system (multi criteria intellectual geo-information system -MIGIS) that integrates the following stages of assessment and analysis of the potential of renewable energy in the country:
Assessment of the theoretical potential of RES using a wide range of databases in the territory and RES both global and local.
Accounting and evaluation of factors affecting the use of RES. Some factors have a positive effect (such as a high level of solar radiation), others -a negative one (for example, lack of infrastructure for the deployment of RE generators). Some factors may exclude the use of RES in the territory, such as national parks.
Assessment of the mutual significance factors. MCDA application, summarizing (aggregating) the influence of various factors in the form of one or several assessments of the territory parts of the country.
GIS application for the creation of interactive maps for various categories of consumers.
The system includes procedures for aggregating assessments of heterogeneous parameters that affect the use of RES. Aggregation can be performed using relatively simple multiplicative methods or using Bayesian rules [39] . Results are visualized using GIS.
The entire analyzed area is considered as a set of small cells, for each of which the MCDA stages described below are applied in the process of calculating its attractiveness from the point of view of installing generators based on RES.
In MIGIS system described in the Section IV, MCDA is based on three key elements: using Bayesian rules to evaluate hypotheses [5] , fuzzy rules to take into account the spatial influence of the factors (as in [55] ), and AHP to evaluate multi-criteria alternatives (Bayesian & Fuzzy & AHP approach -BaFAHP, described in the Section III).
III. MCDM METHOD BAFAHP
BaFAHP MCDM method consists of three stages -AHP factor evaluation, fuzzy functions tuning and Bayesian-based aggregation.
The first stage is aimed to get preliminary information on the relative importance of factors from experts. The first stage of AHP (pairwise comparison matrix for factors ranking and evaluation) is used for this and is described further in the chapter.
This stage is necessary as a reference point in a situation where we have neither data, nor prior knowledge of the probability distribution functions.
The second stage is construction of fuzzy functions, used for normalization of raw spatial factors data. It can be considered as fine-tuning of the model and the layer, where the majority of model logic and knowledge is located. We consider two terms -''Feasible'' and ''Not feasible'' in terms of the suitability of this area of the territory for installation of the generator. Then, we construct fuzzy functions for both terms, which in our work are called normalizers. Having scalar factor value for the given area and a fuzzy function (normalizer), we obtain the conditional subjective probability that the given factor has a positive or negative effect on the feasibility of the decision to place the generator in this area.
The subjective probabilities are aggregated using the developed process using Bayes formula (7) .
In many cases, not only presence of a factor in a certain territory needs to be taken into account, but also the distance, and in some cases, density of the objects related to a certain factor. This justifies application of fuzzy approach, namely introduction of fuzzy configurable membership functions used for normalization.
In many cases, the existence of positive factors in a territory can become a restricting factor. For example, roads or cities/towns: both of the factors have positive influence on the hypothesis, but it is not possible to construct an industrial-grade RES generator either on the road nor in the populated locality. It can be argued that such factors in relation to distance and density can be described as fuzzy membership functions. The function basically describes how positive or negative the effect of the factor is, based on its absolute value (such as distance to the object/layer, energy potential, average wind speed, etc.)
This function can be obtained using different approaches, including expert-surveys, evaluating the functions from existing data and constraints [55] , hybrid approaches [25] .
It should also be noted that it is possible to implement the proposed BaFAHP model to be purely data-driven (supervised), and that in such case, the second stage, fuzzy function construction will be the main layer to learn, with the majority of weights. Also, as mentioned above, a hybrid approach can be applied, based on both expert opinion and data.
The last step is aggregation of the factors in accordance with obtained relative factors importance weights from AHP, normalized with fuzzy membership functions by application of proposed Bayesian aggregation method.
The last stage does not contain any meta-parameters and relies purely on the normalized data from the second stage.
The main advantages of the Bayesian aggregation method are robustness for the case of heterogeneous and partial data, and two-dimensional result, comprised of positive and negative subjective probabilities, allowing for more flexible analysis.
Let's consider the mentioned stages in detail.
Factor Evaluation:
The process of decision making using AHP consists of three steps: 1) Evaluating vector of factor weights 2) Computing matrix of option scores 3) Ranking the options In case of the system, the first step is used in order to rank the factors and apply the developed Bayesian aggregation model.
Let's describe the process of evaluating vector of factors weights:
A pairwise comparison between all factors is conducted. For each pair of i-s and j-s factors, an a ij is evaluated by an expert who can take one of the following values, if j is more important, than i: a ij = 1− j and i are equally important a ij = 3− j is slightly more important than i a ij = 5− j is more important than i a ij = 7− j is strongly more important than i a ij = 9− j is absolutely more important than i It should be noted that a ij * a ji = 1, which means that if j is more important then i, than i is proportionally less important than j, and matrix A of a ij is symmetrical relative to the main diagonal.
Than a normalized pairwise comparison matrix is calculated, so that the sum of each column is equal to 1:
Finally, the factor weight vector w is calculated by averaging the entries of each row:
This vector represents weights of each of the factors based on pairwise comparison.
Obtained values of the weights are used in the process of influence factors normalization.
Spatial Factor Normalization:
Normalization is required to take into account an assessment of the factor in a particular cell of the territory and the spatial influence of factors. It allows for considering a change in the assessment, for example, depending on the distance to the roads, power lines, water bodies, the value of the RES gross potential, etc. As a result of the normalization, the subjective probabilities of the e factor influence for the hypotheses are calculated, for (h) and against (∼h) the installation of the generators for p (e|h) and p (e| ∼ h).
The probabilities are calculated taking into account the current (e) factor assessment in the given territory cell.
where Norm + and Norm − are the normalization functions of the one of three types: linear, threshold and threshold with linear interpolation. The results of the first stage (factor evaluation) are then used as weights for the obtained fuzzy functions. However, since the third stage is based on the Bayesian model, the probabilistic nature should be addressed in the process of applying the weights to the functions. Namely, the value of 0.5 acts as neutral in the developed model, values >0.5 have positive impact and <0.5 -negative impact. That means, that any value >0.5 must remain above 0.5 after normalization (same for values <0.5).
Considering this, a method for applying weights was proposed, which preserves the abovementioned property. The method can be described using the formulas: where p(e|h) and p(e| ∼ h) are normalized values of the factor and w is the weight assigned from the first stage. Figure 2 shows the result of the threshold normalizer work with the interpolation for the area of the Almaty region, including the Kapñhagay reservoir. The normalizer determines the influence of the distances from the roads. Thresholds are configured in such a way that construction in close proximity to the roads (up to 150 meters) is impossible (criterion value of 0), but the presence of a road at a short distance (in this case, up to 1000 meters) is a positive factor (criterion value of 100). As the distance increases, the influence of the road decreases due to the difficulties associated with lack of the infrastructure necessary for deployment of the generators and at a distance of 5000 meters from the road this factor begins to become softly restrictive, while at the distance of 15000 meters it becomes a hard limiter. At the same time, the interpolation has been performed between threshold values to obtain a smoother gradient of the value changes. The response function for this factor is shown in Figure 3 .
Obtained estimates of the subjective probabilities are aggregated during the next stage of calculations.
Aggregation: Methods of aggregation of factors influencing the assessment of suitable territory for application of RES are considered in the Refs. [34] - [37] , [39] , [43] , [49] , [52] .
Two aggregation models are considered in the paper [24] : multiplicative and Bayesian models. For multiplicative aggregation, inhibitors with weight value 0 exclude the use of territory. The Bayesian model uses subjective probabilities.
The last model seems promising in the case of expert assessments sinceit allows to obtain the probabilities of both positive and negative solution.
Bayesian model is based on Bayesian formula:
where p(h) is a prior probability of hypothesis h; p(∼h) is a prior probability of h being false; p(e|h), p(e| ∼h) are conditional probabilities of e, given absence of h (obtained through normalization in the second stage of the BaFAHP process (1)) In the developed version of applying Bayesian theorem to decision making, we propose two main hypotheses:
h1 -possibility of feasibility of installing RES generator in the area; h2 -possibility of installing RES generator to be non-feasible.
Prior probabilities of these hypotheses are p(h1) = 0.1, p(h2) = 0.2.
For the given hypotheses and a set of factors E = e 1 , e 2 , . . . ,e n , the conditional probabilities h1 and h2 are calculated in series using the following algorithm:
For all e i ∈ E Step 1. Calculation of conditional probabilities
Step 2. Modification of prior probabilities:
end. Such approach solves the problem of unavailable data, i.e. if data is heterogeneous and incomplete, conventional multiplicative model, which is normally applied to multivariate criterion analysis, is not applicable. In the task of RES evaluation of the territory of Kazakhstan, this is a very actual problem because existing databases are imprecise and incomplete for most of the territory, and meteorological and other data collecting stations are rare and decentralized. In addition, we get two assessments that allow us to consider the territory more completely.
The depicted MCDA process is implemented in the MIGIS [58] software system described in the next section. This is an implementation of the original Bayesian-based aggregation/MCDM model for the tasks connected with RES. Excluding Ref. [55] similar approaches have not been discussed previously.
IV. SPATIAL MULTI-CRITERIA DECISION SUPPORT SOFTWARE SYSTEM
In the process of research and development of the MCDM GIS system a number of challenges were met: 1) Data heterogeneity -this challenge relates to both data format and data sources. In terms of data formats, two fundamentally different forms of spatial data had to be taken into account: vector and raster data, each having a number of different technical implementations.
2) Scalability -since the system considers a large number of factors (up to 70), each is desirable to be presented with high resolution data or with high resolution rasterization of vector data, to be processed and analyzed independently.
3) User base -the system was developed for different types of users: a) Researchers, enthusiasts, b) Developers, c) Business/industry All three requirements have to be satisfied by the developed systems, while preserving system's security integrity in the face of different access roles and permissions, as well as the ability to manipulate spatial data in different regions.
Let us consider how these challenges were addressed by the developed system.
The first two challenges are addressed by the application server structure of the system. Namely, a concept of independent data processors was developed, which can be integrated into the system, deployed on the same application server, or be hosted on any other physical machine. In the latter case, the data processor can be written in any language and can use any technology. This allows creating multiple independent crawlers, parsers, preprocessors, visualizers and aggregators, each developed for a specific task (specific data source, format implementation, specific algorithm, etc.), which makes the system scalable both in terms of possible data sources and algorithms, and in terms of performance, as instances of any data processor exposed to high load can be easily deployed on additional physical servers or in the cloud.
The independent data processors concept also provides critical points of integration for developers (ability to extend system's functionality and integrate the changes), as well as for researchers/enthusiasts, since it is possible to create data processors with user-friendly interface allowing ability to import/export data or perform additional processing.
Although data processors can perform any task, three categories of data processors can be specified:
-Import-Data Processors (IDP) -Normalization Processors (NDP) -Data aggregation processors (ADP). Another important feature is a storage module of the system. It will be described in detail later in the chapter, however it's worth to mention that a data transfer protocol for VOLUME 7, 2019 all data processors was developed, which allows crawlers and parsers to store both vector and raster data in a uniform way, so that preprocessors, aggregators, and visualizers are able to function properly. The storage module of the system is the key component allowing multiple independent data processors made by different developers to interact correctly.
The server side of the system includes an application server (including a number of independent data processors), database server and web server, which is used to provide web-interfaces for users and administrators of the system, and contains logic connected with visualization. Now let's define the technical side of the architecture in more detail (Figure 4) .
The main application server is Apache Tomcat, which runs several modules:
1. MigisProc -Spring framework-based application, which contains the main logic of data processing and storage. It handles performance balancing among modules of the architecture (data processors), and provides interface to run data importing/parsing and processing jobs.
2. Data processors -these are the main processing units of the system. They can be run on the same physical machine (and same Apache Tomcat application server), as well as on any external machine. Moreover, they can be written in any language using any technology. The concept of the independent data processors is what makes the system scalable and flexible. Scalability is provided by the fact that different or several instances of the same data processors can be deployed on any number of external servers, and MigisProc will balance the computational load among the external data processors. Flexibility is provided by using common communication interface -JSON, which is a conventional standard for communication between different web-modules, supported by all modern programming languages. A simple JSON-based communication protocol was developed to standardize data input, output, and transfer between data processors and the core system.
3. GeoServer -GeoServer is an open-source server, which allows to store, access, and visualize spatial data from different sources. It supports both vector and raster data in many formats, including Shape files, VPF, GeoTIFF, GDAL format, etc. One of the main objectives of the GeoServer, apart from comprehensive web-interface it provides that can be used by system staff, researchers and enthusiasts to manipulate data, is to provide API for the OpenLayer JavaScript library on the front-end side.
4. We use PostgreSQL with PostGIS extension similar to [40] . PostgreSQL is an open-source database, which is used to store spatial data as well as other data of the system. The PostGIS extension is installed on the database server, which provides tools for storage and access to spatial data. Now let's define the architecture of the MigisProc application. It is a Spring framework-based application, and it follows the standard Spring architecture:
The main elements of the Spring architecture are: 1. Controller -contains logic accessed by the front-end 2. Service -main elements containing complex logic 3. Repositories -provide services with data 4. Entity -represents data entities from the database The database contains the following Entities:
1. Vector and raster data -layers in formats (shape or TIFF respectively) supported by PostGIS extension.
2. Layers descriptors and layers data -the main entity of the system is tLayer table, containing layer descriptors. Layer descriptors include information about Data Processors used to get (parse/process/calculate) the layer.
3. Logging and other utility data -all actions, events and exceptions are being logged into the database.
To conclude this chapter, the developed software system solves problems of the projects, and its architecture resolves challenges faced due to scalability and flexibility.
To summarize, the system allows to: 1. Collect data from heterogeneous sources 2. Store sets of heterogeneous data and factors that characterize the territory in terms of the RES potential 3. Aggregates the data for assessment of the territory from the point of applicability of renewable sources of energy 4. Visualize both source data and aggregated estimates of the territory.
5. Manage user access to system functions, data layers and geographic regions.
The output of the system is a set of maps tied to a geographic region, country, etc. Maps include:
1. Sets of maps illustrating the initial data obtained from open sources NASA SSE [50], Open Streep Map [59] .
2. Sets of maps of calculated energy potential of main types of RES.
3.Sets of maps aggregating geographic, technical, economical and other factors -calculation of an integrated assessment of the suitability of certain parts of a territory for the installation of energy generators of different types.
V. RESULTS AND DISCUSSION
The developed system was used for a number of computational experiments in order to check and analyze The ability to overlay different data allows simultaneous visual analysis of several different factors.
In the current implementation of the system, several sets of layers are loaded into the system, which are necessary for decision-making in deployment of renewable energy generators. These include:
-Vector data from the open source OpenStreetMap: location of roads and railways, waterways, reservoirs, glaciers, buildings, distances to electric infrastructure and information from the land use register. -NASA SSE data (Solar meteorology and Solar Energy) -raster data including mean, maximum, minimum, and consistency statistics for solar radiation, air temperature, atmospheric pressure, humidity, and wind speed.
-Layers obtained by initial data processing Fig. 6 shows another example of aggregation, based on the following layers of data for a small region around Kapchagay lake: distance to roads (normalized as shown in Figure 3 , distances to electric infrastructure, land use and national parks registry information, distance to water resources, direct and diffuse solar radiation. Areas favorable for the installation of the power generators are shown in green in the figure. Darker green background corresponds to more suitable areas of the territory. Currently, it is possible to use the results of algorithms with the given set of factors as preliminary basis for decisionmaking. Namely, the areas where it is prohibited to build the generators are clearly visible. The map also provides aggregated metrics of general infrastructure and residential/business presence, taking into account roads, power infrastructure and settlements.
To aggregate the data in the system, two ADPs based on a multiplicative model and a Bayesian algorithm using subjective probabilities, which are set by the experts, are implemented.
A specific feature of the Bayesian inference model is that it allows one to obtain not only a single value, but two subjective probabilities corresponding to positive and negative hypotheses regarding the possibility the RE generator installation. In addition, the model works just as well if estimates of some factors are missing. Figure 7 shows an example of factor aggregation results using Bayesian ADP.
The factors affecting the theoretical possibility of wind generators installation, in particular, the distance to the buildings, power lines, electrical infrastructure, roads, water objects, data from the land use register, the register of national parks, reserves, data on the average wind speed at an altitude of 50m are taken into account. Green zones correspond to the high values of the positive hypothesis (generator deployment is possible), and red zones -to the negative (deployment of wind generators is complicated). Areas where it is forbidden to deploy generators are clearly seen. It should be noted that, among other things, Figure 8 shows a map of two hypotheses superimposed on each other -positive (green) and negative (red), which is one of the features of the developed aggregation algorithm. At the same time, the values of these two hypotheses are not reduced to a simple inversion of the first into the second and can be used independently in a detailed analysis of the territory. It should be noted, that the developed system is capable of evaluating different types of green energy in the presence of relevant data. Moreover, conceptually it can be applied to evaluation of any types of spatially distributed resources, as well as to other GIS-related decision-making tasks.
VI. RESULT VERIFICATION
The easiest way to verify the validity of the system is to compare the locations of the existing generators and the forecast that the system has made. Figure 8 shows the locations of the wind (left) and solar (right) power generators in the area of the Kapchagay reservoir (Kapchagay city). It can be seen that the existing power complexes are located in the green (favorable) zones predicted by the model.
A more suitable approach is to use numerical evaluation method for comparing the developed system results with the real-world data on installed generators.
We need to take two main things into account when attempting to propose such numerical metrics: 1) Absence of an installed RES generator in a location with high subjective probability value should probably not be evaluated as an error, as even if we consider a theoretical ground truth for the dataset, the absence of a generator may indicate insufficient data on certain factors -namely economic factors -scarcity of capital and limited demand, legal and regulatory factors. Dynamic nature of the data on currently installed generators, which leads to fundamental incompetence should also be taken into account. In other words, only false positive errors are going to be considered.
2) Since the abovementioned known data incompletion (and observed complexities in obtaining full ground truth), marginal errors should be taken into account with smaller weight.
The following exponential formula for the error calculation has been proposed, which is basically an MSE (mean square error):
where Y is ground truth and y is the calculated subjective probability.
A map of favorable zones for the installation of solar generators in the Volgograd region has been calculated (Fig 9) to assess the error rate. Comparison of the obtained results with the data provided in [37] are shown in (Fig. 10) FIGURE 9 . Map of favorable zones for the installation of the solar generators in the volgograd region. on the map (Fig. 11) allowed to calculate the error rate J for the 19 generators installed in the given territory (Table 1) . Table 1 contains two generators, which can be considered to be critical errors. After an investigation of the objects, it turned out that the problem lies in the ambiguous restricted area layer, which doesn't seem to reflect current conditions. Also, 6 of the 19 generators were located in areas with maximum subjective probability value, while the rest of them except an erroneous one have an absolute error value of less than 0.3. 
VII. CONCLUSION
The challenge of decision-making, including automated resource allocation and management is becoming essential in the Republic of Kazakhstan, as well as all over the world, Growth of scientific and industrial demand for such systems and methods described in the paper is highly expected to aid in allocation of spatially distributed resources.
Similar approach can be used to address not only the RES generators deployment feasibility, but also many other types of spatially distributed resources, which could be stored, processed and analyzed using GIS systems.
Flexible architecture of the developed systems that adopted the independent data processor concept, allows to expand the system both in terms of more diverse data source and more complex algorithms for such tasks as approximation of energy potential based on sophisticated mathematical models, different approaches to MCDA (Multiple-criteria decision analysis) (OWA, PROMETHEE, ELECTRE, ML-approach etc.), better pre-processing of external data, etc.
A big advantage of the developed system is a possibility to implement any kind of computations regarding the integration of different aspects. For example, it is possible to use machine learning and other optimization methods with socio-economic factors, while alternatively some form of computer or mathematical modeling can also be applied.
The main problem in usage of the developed system is the lack of the data accuracy. Some data obtained from open sources, such as values of solar radiation and wind speed taken from the NASASSE database are presented in the Earth grid system and averaged to monthly mean values that do not provide a detailed view of the spatial and temporal VOLUME 7, 2019 distribution of these characteristics. The Open Street Map data on Kazakhstan's transmission networks are not complete, and erroneous for the water resources. Therefore, one of the tasks of further research may be creating more reliable arrays of initial data. The second task, the solution of which can improve the accuracy of recommendations, is the development of a system that combines decision support methods based on the expert assessments and machine learning methods.
To conclude, a study on RES of the Republic of Kazakhstan, factors, which affect feasibility of RES generators deployment and approaches, algorithms and models for multi-criteria decision making, was carried out. An algorithm based on Bayesian inference has been developed; its main advantage compared to other algorithms and models, is ability to give two independent evaluations of feasibilitypositive and negative, and probabilistic approach to decision making. A software system has been developed, which allows storage, processing, analysis and visualization of spatial data. A number of algorithms have been integrated in the system, including the developed Bayesian-based algorithm, while flexible and scalable architecture allows to perform further research and development with low amount of limitations for algorithms and computational complexity (due to the system being distributed and parallel). 
