Abstract-It is well known that the dimensions of the pelvic bones depend on the gender and vary with the age of the individual. Indeed, and as a matter of fact, this work will focus on the development of an intelligent decision support system to predict individual's age based on pelvis' dimensions criteria. On the one hand, some basic image processing technics were applied in order to extract the relevant features from pelvic X-rays. On the other hand, the computational framework presented here was built on top of a Logic Programming approach to knowledge representation and reasoning, that caters for the handling of incomplete, unknown, or even self-contradictory information, complemented with a Case Base approach to computing.
INTRODUCTION
Pelvis is the lower part of the trunk, between the abdomen and the thighs (sometimes called pelvic region of the trunk). Each side of the pelvis is formed as cartilage, which ossifies as three main bones and stay separate through child-hood, i.e., ilium, ischium and pubis. At birth the whole of the hip joint (the acetabulum area and the top of the femur) is still made of cartilage (but there may be a small piece of bone in the great trochanter of the femur). Taking into account these facts, this paper describes a method to predict the individual's age based on pelvis' dimensions criteria obtained from pelvis X-ray images, using a Logic Programming (LP) approach to knowledge representation and reasoning, complemented with a Case Based (CB) attitude to computing.
CB offers the possibility of solving new problems by reusing knowledge acquired from past experiences [1, 2] , i.e., CB is used especially when similar cases have similar terms and solutions, even when they have different backgrounds [3] . Currently CB has been used in several areas with promising results. There are examples of its use in The Law with respect to dispute resolution [4] , in medicine [5, 6, 7] , education [8] , among others. The typical CB cycle presents the mechanism that should be followed to have a consistent model. The first stage consists in the initial description of the problem. The new case is defined and it is used to retrieve one or more cases from the repository. At this point it is important to identify the characteristics of the new problem and retrieve cases with a higher degree of similarity to it. Thereafter, a solution for the problem emerges, on the reuse phase, based on the combination of the new case with the retrieved ones. The suggested solution is reused, i.e., adapted to the new case, becoming a Solved Case [1, 2] . However, when adapting the solution it is crucial to have feedback from the user, since automatic adaptation in existing systems is almost impossible. This is the revise stage, in which the suggested solution is tested by the user, allowing its correction, adaptation and/or modification, originating the test repaired case that sets the solution of the new problem. The test repaired case must be correctly tested to ensure that the solution is indeed correct. Thus, one is faced with an iterative process since the solution must be tested and adapted while the result of applying that solution is unsatisfying. During the retain (or learning) stage the case is learned and the knowledge base is updated with the new case [1, 2] .
Despite promising results, the existent CB systems are neither complete nor adaptable enough for all domains. In some cases, the user cannot choose the similarity(ies) method(s) and is required to follow the system defined one(s), even if they do not meet their needs. But, worse than that, in real problems, access to all necessary information is not always possible, since existent CB systems have limitations related to the capability of dealing, explicitly, with unknown, incomplete, and even self-contradictory information. To make a change, a different CB cycle was induced (Fig. 1) . It takes into consideration the case's Quality-of-Information (QoI) [9] and a Degree-of-Confidence (DoC) [10] , matters that will be explained below. It deals not only with unknown, incomplete, and even self-contradictory data, information or knowledge, in an explicit way, but also contemplates the cases optimization in the Case Base, whenever they do not comply with the terms under which a given problem as to be addressed (e.g., the expected degree of confidence on the diagnostic was not attained) either using particle swarm optimization procedures [11] , or genetic algorithms [12] , just to name a few. 
II. KNOWLEDGE REPRESENTATION AND REASONING
The Logic Programming (LP) approach to problem solving has been used in different arenas, either in terms as Model Theory [13, 14] or Proof Theory [12, 15] . In present work the proof theoretical approach is followed, leading to an extension to LP. Indeed, an Extended Logic Program is a finite set of clauses, in the form:
where the first clause stand for predicate's closure, while "?" is a domain atom denoting falsity, the p i , q j , and p are classical ground literals, i.e., either positive atoms or atoms preceded by the classical negation sign [15] . Indeed, stands for a strong declaration that speaks for itself, and not denotes negation-by-failure, or in other words, a flop in proving a given statement, once it was not declared explicitly. Under this formalism, every program is associated with a set of abducibles [13, 14] , given here in the form of exceptions to the extensions of the predicates that make the program, i.e., clauses of the form:
that stand for information or knowledge that cannot be ruled out. On the other hand, clauses of the type:
also named invariants or restrictions to complain with the universe of discourse, set the context under which it may be understood. The term scoring value stands for the relative weight of the extension of a specific predicate with respect to the extensions of peers ones that make the inclusive or global program.
The QoI of a logic program will be given by a truth-value ranging between 0 and 1 [9, 16] . Thus, QoI i = 1 when the information is known (positive) or false (negative) and QoI i = 0 if the information is unknown. For situations where the extensions of the predicates that make the program also include abducible sets, its terms (or clauses) present a QoI i ]0, 1[, i.e.:
if the abducible set for predicate i is disjoint (where Card stands for set cardinality). A pictorial view of this process is given in Fig. 2 , as a pie chart: If the abducibles set is not disjoint, the clause's set is given by ‫ܥ‬ 1 ‫ݎܽܥ‬ ݀ + ‫ڮ‬ + ‫ܥ‬ ‫݀ݎܽܥ‬ ‫݀ݎܽܥ‬ , under which the QoIs established in the form:
S l o t 1 S l o t C a r d
where ‫ܥ‬ ‫݀ݎܽܥ‬ ‫݀ݎܽܥ‬ is a card-combination subset, with Card elements. A pictorial view of this process is given in Fig. 3 , as a pie chart: 
where ||A-B|| stands for the modulus of the arithmetic difference between A and B. Therefore, one may have ( denotes the QoI's average of the attributes of each clause (or term) that sets the extension of the predicate under analysis. n and pi stand for, respectively, for the attribute's cardinality and the relative weight of attribute pi with respect to its peers ( σ ‫‬ ݅ ݊ ݅=1 = 1).
Under this setting, a new metric has to be considered, which will be denoted as DoC, that stands for one's confidence that the argument values or attributes of the terms that make the extension of a given predicate, having into consideration their domains, are in a given interval [10] . The DoC is figured using ‫ܥܦ‬ = ξ1 െ ο݈ 2 , where ο݈ stands for the argument interval length, which was set to the interval [0, 1] (Fig. 6 ): Thus, the universe of discourse is engendered according to the information presented in the extensions of such predicates, according to productions of the type:
where ‫,ڂ‬ m and l stand, respectively, for set union, the cardinality of the extension of predicate i and number of attributes of each clause [10] . The subscripts of QoIs and DoCs, x 1 , …, x l , stand for the attributes values ranges.
III. METHODS
Aiming to develop a predictive model to estimate the individual's age based on pelvis' dimensions criteria a database was set. The data was taken from the health records of patients at a major health care institution in the north of Portugal. This section sets (briefly) the process of the data set creation and how it is processed.
A. Case Study
Image processing is an essential component of tomographic and non tomographic medical imaging, and it is based on systems that are capable of performing operations on digital images. Usually the information contained on medical images is too large and unorganized. Therefore, some steps must be followed in order to extract the most relevant features for the case study and eliminate some artefacts that can cause some impairment on the results that one is trying to obtain.
A set of 219 pelvis X-ray DICOM images with dimensions of 2140×1760 pixels was collected, in order to perform this study. The data was taken from the health records of patients at a major health care institution in the north of Portugal. Although these kinds of images show noise, it is not relevant for the study since the image measurements that will be used only have to do with linear dimensions, which can be extracted from a noisy image. A Java-based image processing framework named imageJ [17] was used to extract the necessary features from the X-ray images. As may be seen in the X-ray image presented in Fig. 7 , there is much space besides the pelvis bone. In order to remove this extra space a Region-Of-Interest (ROI) was defined. Then, the Image > Show Info option of imageJ was used to acquire the DICOM information about the image plus the height and width of the ROI in pixels and millimetres. The data obtained (i.e., pelvis height and width and patient's gender and age) was exported to a Microsoft Excel file for posterior processing. 
B. Data Processing
After having obtained the data it is possible to build up a knowledge database given in terms of the extensions of the relations depicted in Fig. 8 , which stand for a situation where one has to estimate the individual's age based on gender, pelvis height, and pelvis width. The column Gender of Age Prediction table are populated with 0 (zero) and 1 (one) denoting, respectively, Female and Male. Under this scenario some incomplete and/or default data is present. For instance, the pelvis height in case 2 is unknown, while the pelvis width in case 1 ranges in the interval [320, 330] .
Applying the algorithm presented in [10] , to the fields that make the knowledge base for Individual's Age Prediction (Fig. 8) , excluding at this stage of such a process the Description ones, it is possible to set the arguments of the predicate age prediction (age pred ) referred to below, that also denotes the objective function with respect to the problem under analysis:
where 0 (zero) and 1 (one) denote, respectively, the truth values false and true.
The application of the algorithm presented in [10] comprises several steps. In the former one the clauses or terms of the extension of the predicate are established. In the subsequent stage all the arguments, of each clause, are transformed into continuous intervals. In third step the boundaries of the attributes intervals are set to the interval ܽ݃݁ ‫݀݁ݎ‬ ቀ(1 1 , ‫ܥܦ‬ 1 ), ൫1 [235 , 242] , ‫ܥܦ‬ [235 , 242 ] The attribute's boundaries are set to the interval [0, 1], according to a normalization process that uses the expression
ܽ݃݁ ‫݀݁ݎ‬ ቀ൫1 [1, 1] , ‫ܥܦ‬ [1, 1] 
IV. CASE BASED COMPUTING
Contrasting with other problem solving methodologies (e.g., those that use Decision Trees or Artificial Neural Networks), relatively little work is done offline [4] . Undeniably, in almost all the situations, the work is performed at query time. The main difference between this new approach and the typical CBR one relies on the fact that not only all the cases have their arguments set in the interval [0, 1], but it also caters for the handling of incomplete, unknown, or even selfcontradictory data or knowledge. Thus, the classic CBR cycle was changed (Fig. 1) , being the Case Base given in terms of triples that follow the pattern:
where Raw data and Normalized data stand for themselves, and Description data is made on a set of strings or even free text, which are analyzed with String Similarity Algorithms, namely the Dice coefficient [18] .
When confronted with a new case, the system is able to retrieve all cases that meet such a structure and optimize such a population, i.e., it considers the attributes DoC's value of each case or of their optimized counterparts when analysing similarities among them. Thus, under the occurrence of a new case, the goal is to find similar cases in the CaseBase. Having this in mind, the algorithm given in [10] is applied to a new case that presents the feature vector G ender = 1, P elvis H eight = 245, P elvis W idth = [300, 320], having in consideration that the cases retrived from the Case Base satisfy the invariant: (6) which denotes that the intersection of the attributes range in the cases that make the Case Base repository (B i ), and the equals of the new case (E i ), cannot be empty. Then, the computational process may be continued, and one may have:
Then, the new case may now be depicted on the Cartesian plane in terms of its QoI and DoC, and by using k-means clustering method [19] , it is feasible to identify the clusters that intermingle with the new one (epitomized as a square in Fig. 9 ). The new case is compared with every retrieved case from the cluster using similarity functions, given in terms of the average of the modulus of the arithmetic difference between the arguments of each case of the selected cluster and those of the new case. Thus, one may have: These procedures should be applied to the remaining cases of the retrieved cluster in order to obtain the most similar ones, which may stand for the possible solutions to the problem.
In order to evaluate the performance of the proposed model, the dataset was divided in exclusive subsets through the tenfolds cross validation. In the implementation of the respective dividing procedures, ten executions were performed for each one of them. To ensure statistical significance of the attained results, 30 (thirty) experiments were applied in all tests. The model accuracy was 93.2% (i.e., 204 instances correctly classified in 219). The ROC curve is shown in Fig. 10 . The area under ROC curve is higher than 0.9 denoting that the model exhibits a good performance. 
V. CONCLUSIONS
This work presents an Artificial Intelligence based Decision Support System to predict individuals' age centred on a formal framework based on Logic Programming for Knowledge Representation and Reasoning, complemented with a Case Based approach to computing, that caters for the handling of incomplete, unknown or even self-contradictory information. It may set the basis for an overall approach to such systems in this and other domains. Indeed, it has the potential to be disseminated across other prospective areas, therefore validating a universal attitude. Indeed, under this line of thinking the cases' retrieval and optimization phases were heightened when compared with existing tactics or methods, and the overall accuracy was higher than 90%. Additionally, under this approach the users may define the cases weights attributes on-the-fly, letting them to choose the appropriate strategies to address the problem (i.e., it gives the user the possibility to narrow the search space for similar cases at runtime). In future work, it is also mandatory to specify and to implement an independent Case Based system to automatically choose the strategy that, in principle, will be the most reliable to address a particular or specific problem. 
