Abstract. In 1876, E. Lucas showed that a quick proof of primality for a prime p could be attained through the prime factorization of p − 1 and a primitive root for p. V. Pratt's proof that PRIMES is in NP, done via Lucas's theorem, showed that a certificate of primality for a prime p could be obtained in O(log 2 p) modular multiplications with integers at most p. We show that for all constants C ∈ R, the number of modular multiplications necessary to obtain this certificate is greater than C log p for a set of primes p with relative asymptotic density 1.
Introduction
Over a quarter of a century before Agrawal, Kayal, and Saxena showed PRIMES is in P in [1] , V. Pratt showed in [11] that PRIMES is in NP by utilizing the following theorem of Lucas: 
Then p is prime and a is a primitive root of p. Conversely, if p is an odd prime, then every primitive root a of p satisfies conditions (1.1).
In 1877, Lucas [8] stated a result essentially equivalent to Theorem 1; it is based on his work from a year earlier. The actual statement presented here can be found in [3, Theorem 4.1.8] .
To achieve this Lucas-Pratt certificate of primality, we would need to find a primitive root a modulo p, and we would need to certify each of the primes q appearing in the second condition. By charting this process, we find what is called a Lucas-Pratt tree. For example, to certify 9461 in this manner, we have the following tree:
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9461
{ { { { { { { { P P P P P P P P P P P P P P Level 3 Notice that the branches beneath a prime r correspond to the odd primes dividing ϕ(r) = r −1. Pratt showed that the number of primes appearing in the Lucas-Pratt tree for a prime p, denoted N (p), is O(log p). In fact, he showed:
Here log 2 p denotes the base-2 logarithm of p. Let M (p) denote the number of modular multiplications of integers with size at most p (using a standard modular exponentiation algorithm) needed to verify the primality of an integer p by this method. As a corollary to the above theorem, Pratt showed:
See [11] for details of either proof, or [3, Theorem 4.1.9] for a simple exposition of both results. It is clear that M (p) is at least log 2 p − 2, as this is a lower bound for the number of multiplications necessary to evaluate the first condition of Theorem 1.
A relevant result of Pomerance is the following theorem (found in [10] For any positive integer n, let ϕ k (n) denote the k-th iterate of the Euler ϕ-function at n, and let ϕ 0 (n) = n. Define F (p) as the product of the distinct odd primes dividing k≥0 ϕ k (p). An odd prime q = p appears in level k > 1 of the Lucas-Pratt tree for p if it divides ϕ(r) for some prime r in level k − 1 of the tree. Since this means that q | ϕ k (p), we have that F (p) is equal to the squarefree product of the primes appearing in the Lucas-Pratt tree for p. As an example,
We first prove a theorem analogous to a result in [7] and suggested in the same paper. The proof of this theorem follows the same plan as in [7] , but certain extra tools are brought into play.
Theorem 4.
For each > 0, the set of primes p for which
log log p log log log p has relative asymptotic density 1 within the set of all primes.
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We use this theorem to obtain the following result: Theorem 5. Let > 0 be arbitrary and let C(p) = (1 − ) log log p/ log log log p. Then M (p) > C(p) log 2 p for a set of primes p with relative asymptotic density 1. In particular, for all C ∈ R, M (p) > C log p for almost all primes p.
As noted in Pratt's paper, naive multiplication modulo p has bit complexity O(log 2 p), and so, using naive multiplication, the bit complexity of the certificate of the prime p is O(log 4 p). One might ask if the bit complexity can be bounded below in a manner analogous to what we do here with M (p). Limited attempts to use the result of this paper to answer this question have met with little success, but it would be interesting to see if a similar lower bound on the bit complexity is possible.
In [2] , the related question of the height of the Lucas-Pratt tree is considered by Banks and Shparlinski, who prove a lower bound on the height for almost all primes p.
Throughout, p, q, and r will always be primes, and n will always be a positive integer.
Technical preparation
We now begin developing the tools we will use to prove Theorem 4.
Lemma 1. For any value of x ≥ e
e and any prime p < x, the following holds:
Proof. We use the Brun-Titchmarsh inequality of [9] ; namely, for coprime integers k and , the number of primes q ≤ x with q ≡ mod k, denoted π(x; k, ), satisfies
For prime p ≥ 2 and ( , p) = 1, we can use the fact that ϕ(p) = p − 1 to see that
Note that the first prime r ≡ 1 mod p is at least 3p 2 , so we need only consider p ≤ x 3 . We use partial summation to obtain 
This allows us to prove the following proposition:
Proof. We prove the proposition by induction. For k = 1, we have
and the result follows from (2.1).
For k ≥ 1, assume the proposition holds up to k.
1.
In the second term, r is an odd prime and it divides the even number ϕ k (q), so r ≤
Hence, by the induction hypothesis and Lemma 1, we have
where for the last inequality we use x ≥ e e . This proves the proposition.
We now state a lemma and a proposition from [7] . Define Ω(n) to be the number of prime divisors of n, including multiplicity. We have the following lemma, the proof of which is suggested in Exercise 05 of [5] : Lemma 2. There exists an absolute constant C 1 > 0 such that for each positive integer k,
Proposition 2.
There exists an absolute constant C 2 > 0 such that for all sufficiently large numbers x, all numbers y ≥ 1, and all integers K ≥ 1, the number of integers n ≤ x with p 2 | F K (n) for some prime p > y is at most
Clearly, the bound in the proposition still holds if we restrict the count to prime n. Using the arguments from [4] and [7] together with a short computation, we may take C 2 = 27.
We need one last proposition before moving on to the proof of the theorems.
Proposition 3.
There exists an absolute constant C 3 > 0 such that for each x ≥ e e and every positive integer K, the number of primes p ≤ x for which Ω(F K (p)) > 2(6 log log x) K is bounded above by
Proof. By Lemma 2, for any t ∈ (1, x], (2.2)
q≤t Ω(q−1)>6 log log x 1 ≤ n≤t−1 Ω(n)>6 log log x 1 ≤ 6 C 1 log log x 2 6 log log x t log t ≤ 6 C 1 t log log x (log x) 6 log 2−1 ≤ 6 C 1 t log log x (log x) 3 .
the proposition holds for K = 1, provided C 3 ≥ 6 C 1 ; we now assume K ≥ 2.
If Ω(q − 1) ≤ 6 log log x for each prime q dividing
K , there exists a prime q dividing F K−1 (p) with Ω(q−1) > 6 log log x. Clearly, such a q must be odd, and since
Hence, we need only consider either q = p or q ≤ x 2 . Thus, by (2.2) and Proposition 1, we have that
Ω(q−1)>6 log log x 5x(31 log log x)
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Approaching this last sum with partial summation, increasing the range of the sum to q ≤ x, and using the bound in (2.2), we have
Putting this together, we have that
so we may take C 3 = 6 C 1 , which proves the proposition.
The proof of Theorem 4
We are now ready to prove that ϕ(F (p)) grows faster than any fixed power of p for almost all primes p.
Proof. We follow the plan of Theorem 3 in [7] . Let x > e e and fix 0 < < 1 arbitrarily small. Set K = (1 − ) log log x/ log log log x .
where A is the product of the primes dividing F K (p) which are less than or equal to log 3 x, and B is the product of the primes larger than log 3 x (including multiplicity in both A and B). Proposition 3 gives that with at most O(
For x sufficiently large, the minimal order of ϕ(m)/m for m ≤ x (see [6, Theorem 328] 
, we may assume p > x/(2 log log x). Then,
So with o(π(x)) exceptions, all choices of
By Proposition 2, for sufficiently large x, the number of primes p ≤ x such that q 2 | F K (p) for some q | B is bounded above by 
This completes the proof of Theorem 4.
Corollary 2. For almost all primes p, F (p) grows faster than any fixed power of p.
Lucas-Pratt trees
Now to attain our primary result, we will use Pratt's Theorem on N (p), the number of primes appearing in the Lucas-Pratt tree for a prime p. log p log log p log log log p − 1 log 2 log p = 1 log 2
(1 − ) log log p log log log p − 1 log p.
Since > 0 is arbitrary, this completes the proof of Theorem 5.
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