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SPECTRAL ANALYSIS OF TWO DOUBLY INFINITE JACOBI
MATRICES WITH EXPONENTIAL ENTRIES
MOURAD E. H. ISMAIL AND FRANTISˇEK SˇTAMPACH
Abstract. We provide a complete spectral analysis of all self-adjoint operators acting
on ℓ2(Z) which are associated with two doubly infinite Jacobi matrices with entries given
by
q−n+1δm,n−1 + q
−nδm,n+1
and
δm,n−1 + αq
−nδm,n + δm,n+1,
respectively, where q ∈ (0, 1) and α ∈ R. As an application, we derive orthogonality
relations for the Ramanujan entire function and the third Jackson q-Bessel function.
1. Introduction
This paper is devoted to an investigation of spectral properties of two families of un-
bounded Jacobi operators acting on ℓ2(Z). They are determined by two doubly infinite
tridiagonal matrices whose entries are given in terms of powers of a parameter q where we
always assume 0 < q < 1.
First, we consider an operator A = A(q) acting on the n-th vector of the standard basis
of ℓ2(Z) as
Aen = q
−n+1en−1 + q
−nen+1, n ∈ Z. (1)
The operator A endowed with the domain DomA = span{en | n ∈ Z} is a symmetric
operator with deficiency indices (1, 1). Thus, there is a whole one-parameter family of self-
adjoint extensions of A whose domains as well as their fundamental spectral properties will
be described in details.
The recurrence relation determined by (1) has a long history. It appeared earlier in
the proofs of the Rogers–Ramanujan identities and the Ramanujan continued fraction. For
example, Schur used them in his analysis of the identities, see [20]. They also appeared in
the generalization of the Rogers–Ramanujan identities, referred to as the m-version, given
by Garrett, Ismail, and Stanton in [11]. Carlitz also used (1) to study an m-version of the
Rogers–Ramanujan identities for m ≤ 0 in [7]. For details, we refer the interested reader to
[13, Sec. 13.5 and 13.6].
The semi-infinite parts of A, i.e., the semi-infinite Jacobi operators determined by (1)
with indices being restricted to Z± (non-negative/non-positive integers) have been studied
before and their spectral properties are well known, see [3, 8, 21]. The results from [3, 8, 21]
are not formulated as spectral properties of the corresponding Jacobi operators but equiva-
lently as specific properties of corresponding families of orthogonal polynomials. It is worth
mentioning that the spectral properties of these semi-infinite Jacobi operators were always
accompanied with interesting mathematical objects: the Ramanujan continued fraction, the
Ramanujan entire function and its zeros [3]; and interesting mathematical phenomena like
indeterminate Hamburger moment problem with known Nevanlinna parametrization func-
tions [8, 21].
The second part of the paper is devoted to a study of a second operator B = B(α, q)
whose action is defined by the formula
Ben = en−1 + αq
−nen + en+1, n ∈ Z, (2)
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where α ∈ R. The relation (2) gives rise to a unique self-adjoint discrete Schro¨dinger operator
with a potential depending on a coupling constant α. Again, the spectral properties of the
corresponding semi-infinite Jacobi operators has been studied before. For some results within
the theory of orthogonal polynomials, see [14].
Throughout this article, we shall follow the standard notation for basic hypergeometric
series as in [4, 10]. For the general theory on spectral analysis of Jacobi operators, the reader
is referred to [2, 6, 23].
The paper is organized as follows. In Section 2, the operator A is treated. It is shown
the corresponding difference expression is in the limit circle case at +∞ and domains of all
self-adjoint extensions At, t ∈ R ∪ {∞}, are described by respective boundary conditions.
We show the continues spectrum equals essential spectrum and they coincide with {0} for
all the self-adjoint extensions. A suitable reparametrization of the parameter labeling the
self-adjoint extensions allows us to obtain the discrete part of the spectrum of At in a full
explicit form. Here the crucial role is played by Jacobian elliptic functions and elliptic
integrals. Further, we derive a formula for corresponding eigenvectors in terms of basic
hypergeometric series and compute their ℓ2-norm. As an application of deduced spectral
properties of A, we obtain several orthogonality relations for the Ramanujan entire function.
In Section 3, the spectral analysis of B is treated. We show the essential spectrum of
B coincides with the absolutely continuous spectrum of B and equals the spectrum of the
free discrete Schro¨dinger operator [−2, 2]. In addition, the discrete spectrum of B is found
fully explicitly, corresponding eigenvectors are expressed in terms of basic hypergeometric
series and their ℓ2-norm is computed. Moreover, we derive a formula for an arbitrary matrix
element of the spectral measure of B by finding its density in the absolutely continues part
of the spectrum. At last, some consequences concerning third Jackson’s q-Bessel functions
are discussed.
2. Spectral analysis of operator A
2.1. General properties of operator A. Let us denote Z+ = {0, 1, 2, . . .}, Z− = −Z+
and P± the orthogonal projections on span{en | n ∈ Z±}. Then P+AP+ = 0 ⊕ A+ and
P−AP− = A− ⊕ 0 where A+ act on ℓ
2(Z+) and A− acts on ℓ
2(Z−), respectively. Clearly,
A = A− ⊕ 0 + 0⊕A+, (3)
since 〈e0, Ae0〉 = 0.
Proposition 1. Deficiency indices of A are (1, 1).
Proof. By the theorem of Masson and Repka, see [16], deficiency indices of A equals the sum
of deficiency indices of A− and A+. Deficiency indices of A− are (0, 0) for it is a bounded
operator, while deficiency indices of A+ are known to be (1, 1), see [8, 21]. 
Proposition 2. Let At be a self-adjoint extension of A, then
specess(At) = specc(At) = {0}.
Proof. Since the deficiency indices of A+ are (1, 1), any self-adjoint extension (A+)t of A+
is an operator with discrete spectrum, see, for example, [23, Lem. 2.19]. Hence the essential
spectrum of the full operator 0 ⊕ (A+)t (acting on ℓ
2(Z)) coincides with {0}, for 0 is an
eigenvalue of infinite multiplicity. The remainder A− ⊕ 0, in the decomposition
At = A− ⊕ 0 + 0⊕ (A+)t,
is a compact operator. Consequently, the equality specess(At) = {0} follows from the Weyl
theorem on the stability of the essential spectrum of a self-adjoint operator.
It is easy to check that the sequences p = {pn}n∈Z and q = {qn}n∈Z, given by equalities
p2n−1 = q2n = 0, p2n = q2n+1 = (−q)
n, (4)
for n ∈ Z, are two linearly independent solutions of the eigenvalue equation Aψ = 0. Clearly,
neither the solution p nor q is square summable at −∞. Thus, 0 can not be an eigenvalue
of At, for any t, since the corresponding eigenvector would have to be a nontrivial linear
combination of p and q. 
SPECTRAL ANALYSIS OF TWO DOUBLY INFINITE JACOBI MATRICES 3
Remark 3. Recall the essential spectrum of a self-adjoint operator contains either eigenvalues
of infinite algebraic multiplicity, or accumulation points of the spectrum. Taking into account
the previous proposition and the fact that the multiplicity of an eigenvalue of a Jacobi
operator can not exceed two, 0 has to be the only (finite) accumulation point of eigenvalues
for any At.
2.2. Solutions of the eigenvalue equation. First, we provide two general solutions of
the eigenvalue equation
q−n+1ψn−1 + q
−nψn+1 = xψn, ∀n ∈ Z. (5)
Proposition 4. For any x ∈ C, the sequences ψ±, where
ψ±n = ψ
±
n (x) := (±i)
nqn/21φ1
(
0;−q; q,∓ixqn+1/2
)
, n ∈ Z, (6)
form a couple of linearly independent solutions of the difference equation (5).
Proof. The verification of this statement has been essentially given within the proof of Propo-
sition 4 in [21]. Is is straightforward to check that ψ± solve the equation (5). Next, for the
Wronskian
W (ψ+, ψ−) = q−n
(
ψ+n+1ψ
−
n − ψ
+
n ψ
−
n+1
)
,
one has W (ψ+, ψ−) = 2iq1/2 6= 0, as one easily deduces by taking limit n→∞ in the above
formula. This implies the linear independence of ψ+, ψ−. 
Remark 5. Note that the solutions ψ± can be expressed in terms of a q-analogue to the
exponential function. Namely,
ψ±n (x) = (±i)
nqn/2 expq2
(
±
ixqn+1/2
1− q2
)
, n ∈ Z
where
expq2(z) = 1φ1
(
0;−q1/2; q1/2,−(1− q)z
)
,
see [10, Eq. (1.3.26)]. The connection between solutions of (5) and q-exponential functions
has already been observed in [8] and play an important role in the study of some excep-
tional solutions of the corresponding indeterminate Hamburger moment problem, see [21]
for details.
It is clear that both solutions ψ± are square summable at +∞. However, it can be shown
that this is not the case at −∞. Hence, one may expect there are non-trivial coefficients
a = a(x) and b = b(x) such that the linear combination aψ+ + bψ− ∈ ℓ2(Z−), at least for
some x ∈ R. In fact, this is true for all x ∈ C\{0}, as it is shown in the Proposition 6 below.
Let us denote
θq(x) :=
(
x, qx−1; q
)
∞
=
1
(q; q)∞
∞∑
n=−∞
q(
n
2)(−x)n, x ∈ C, (7)
where the second equality is known as the Jacobi triple product identity, see [10, Eq. (II.28)].
By using (7), it is easy to verify that for x 6= 0,
(−1; q)∞ 0φ1
(
−; 0; q2, q5x−2
)
= θq
(
−q−1x
)
1φ1 (0;−q; q, x) + θq
(
q−1x
)
1φ1 (0;−q; q,−x),
(8)
a connection formula needed in the proof of the following proposition.
Proposition 6. For all x ∈ C \ {0}, the sequence
ϕ(x) := θq
(
−iq−1/2x
)
ψ(−)(x) + θq
(
iq−1/2x
)
ψ(+)(x), (9)
where θq is given by (7), is the non-trivial solution of (5) which belongs to ℓ
2(Z). Moreover,
within the space ℓ2(Z), this solution is given uniquely up to a multiplicative constant.
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Proof. First note that functions θq (±x) have no common zeros. Consequently, ϕ(x) 6= 0, for
all x ∈ C \ {0}, due the linear independence of ψ(+)(x), ψ(−)(x).
Clearly, ϕ(x) solves (5), for, by Proposition 4, it is a linear combination of solutions of (5).
Next, to show that ϕ(x) ∈ ℓ2(Z), it suffices to verify the square summability of ϕ(x)
at −∞. By writing iqn+1/2x instead of x in the connection formula (8), using the identity
θq
(
qkx
)
= (−1)kx−kq−k(k−1)/2θq (x) , k ∈ Z, (10)
together with definitions (6) and (9), one arrives at the formula
ϕn(x) = (−1; q)∞ x
nqn(n−1)/2 0φ1
(
−; 0; q2,−q−2n+4x−2
)
, n ∈ Z, x 6= 0. (11)
The expression on the RHS is readily seen to be square summable for n at −∞ for all x 6= 0.
Finally, to prove the uniqueness, take another solution χ of (5) such that χ, ϕ are linearly
independent. The Wronskian q−n (ϕn+1χn − ϕnχn+1) is thus a nonzero constant. From the
expression for the Wronskian, it is clear however, the sequence χn can not even be bounded
as n→ −∞, since otherwise the Wronskian would vanish. 
Next, we derive a formula for the ℓ2-norm of the solution (9) for x ∈ R \ {0}. First,
however, we prove a lemma which we will use during the derivation. For this purpose, we
define the function
ξq(z) :=
∞∑
n=−∞
qn/2
1 + zqn−1/2
, (12)
for z ∈ C \ {−qn+1/2 | n ∈ Z}. Clearly, the function ξq is meromorphic with simple poles
located at the points −qn+1/2, n ∈ Z.
Lemma 7. For all z /∈ {−qn+1/2 | n ∈ Z} ∪ {0}, it holds
ξq(z) =
(q; q)2∞(
q1/2; q
)2
∞
θq (−z)
θq
(
−q−1/2z
) . (13)
Proof. First, we rewrite the Mittag-Leffler expansion (12) in the Laurent series form. By
splitting the sum in (12) into two sums with the summation indices ranging positive and
non-negative integers, respectively, and making some simple manipulations one gets
ξq(z) = χq(z) + z
−1χq
(
z−1
)
(14)
where
χq(z) :=
∞∑
n=1
qn/2
1 + zqn−1/2
.
Further, one has
χq(z) =
∞∑
n=1
qn/2
∞∑
k=0
(−z)
k
q(2n−1)k/2 =
∞∑
k=0
q−k/2 (−z)
k
∞∑
n=1
q(2k+1)n/2
=
∞∑
k=0
q(k+1)/2
1− qk+1/2
(−z)k,
for |z| < q−1/2. By plugging the last formula into (14), one obtains the Laurent series
expansion
ξq(z) =
∞∑
k=−∞
q(k+1)/2
1− qk+1/2
(−z)
k
(15)
which converges if q1/2 < |z| < q−1/2.
The formula (15) admits to express ξq as the bilateral basic hypergeometric series 1ψ1, see
[10, Chp. 5], which can be, in turn, sum up by the Ramanujan bilateral summation formula
[10, Eq. (5.2.1)]. Namely, one has
ξq(z) =
q1/2
1− q1/2
1ψ1
(
q1/2; q3/2; q,−q1/2z
)
= q1/2
(
q, q,−qz,−z−1; q
)
∞(
q1/2, q1/2,−q1/2z,−q1/2z−1; q
)
∞
.
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The last formula written in terms of theta functions reads
ξq(z) = q
1/2 (q; q)
2
∞(
q1/2; q
)2
∞
θq
(
−z−1
)
θq
(
−q1/2z
) = (q; q)2∞(
q1/2; q
)2
∞
θq (−z)
θq
(
−q−1/2z
)
where we used (10) and the identity
θq (z) = −zθq
(
z−1
)
(16)
which holds for all z 6= 0. Consequently, (13) is established for q1/2 < |z| < q−1/2, however,
by applying the Identity Principle for analytic functions, the validity of (13) extends to all
z /∈ {−qn+1/2 | n ∈ Z} ∪ {0}. 
Proposition 8. For all z ∈ C \ {0}, one has
∞∑
n=−∞
ϕ2n(z) = 4
(
q2; q2
)2
∞
(q; q2)2∞
θq2
(
−z2
)
. (17)
Proof. We start with the Green’s formula:
(x − y)
n∑
k=m+1
ϕk(x)ϕk(y) =Wn (ϕ(x), ϕ(y)) −Wm (ϕ(x), ϕ(y)) (18)
holding for all m,n ∈ Z, m ≥ n, where
Wn (ϕ(x), ϕ(y)) = q
−n (ϕn+1(x)ϕn(y)− ϕn(x)ϕn+1(y))
and ϕ is given by (9). Clearly, Wm (ϕ(x), ϕ(y))→ 0, for m→ −∞, since ϕn(x) ∈ ℓ
2(Z), for
all x 6= 0, by Proposition 6. Thus, by sending m→ −∞ in (18), one finds
(x − y)
n∑
k=−∞
ϕk(x)ϕk(y) =Wn (ϕ(x), ϕ(y))
Further, sending y → x in the last identity, one arrives at the formula
∞∑
k=−∞
ϕ2k(x) = limn→∞
Wn (ϕ
′(x), ϕ(x)) , x 6= 0. (19)
Thus, the evaluation of the sum of squares of ϕn(x) is a matter of computation of the
limit on the RHS of (19). By using formulas (9), (6) and (11), it is not hard to see the
convergence of the series on the LHS of (19) is local uniform in x ∈ C \ {0}. Consequently,
the LHS of (19) is analytic on C \ {0}. Since the function on the RHS of (17) is analytic in
x on C \ {0} as well, we may restrict ourself with real x and verify (17) for x ∈ R \ {0} only.
Let x ∈ R \ {0} be fixed. We temporarily denote a := θq(−iq
−1/2x) and ψ := ψ(−) Then,
by (9), ϕ = aψ + a¯ψ¯, where the bar denotes the complex conjugation. One has
Wn (ϕ
′, ϕ) = a′aWn (ψ, ψ) + a
′a¯Wn
(
ψ, ψ¯
)
+ a2Wn (ψ
′, ψ) + aa¯Wn
(
ψ′, ψ¯
)
+ c.c.
where the abbreviation c.c. stands for the term which equals the complex conjugation to the
previous four terms. Clearly, Wn (ψ, ψ) = 0. Next, a straightforward computation shows
lim
n→∞
Wn (ψ
′, ψ) = lim
n→∞
Wn
(
ψ′, ψ¯
)
= 0.
Recall at last that Wn
(
ψ, ψ¯
)
= −2iq1/2 as it is shown in the proof of Proposition 4. Hence,
according to (19), one gets
∞∑
k=−∞
ϕ2k(x) = 2iq
1/2 (a(x)a¯′(x)− a′(x)a¯(x)) = −2
(
θq
(
−iq−1/2x
)
θ′q
(
iq−1/2x
)
+ c.c.
)
.
Finally, it suffices to use the identity
θ′q(z)θq(−z) + θ
′
q(−z)θq(z) = −2θq(z)θq(−z)
∑
k∈Z
qk
1− z2q2k
,
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which holds true for all z 6= 0, to arrive at the identity
∞∑
k=−∞
ϕ2k(x) = 4θq
(
−iq−1/2x
)
θq
(
iq−1/2x
)∑
k∈Z
qk
1 + x2q2k−1
= 4θq2
(
−q−1x2
)
ξq2
(
x2
)
where ξq is defined in (12). Now, it suffices to apply (13) to conclude the proof. 
2.3. Self-adjoint extensions. Recall that the symmetric operator A decomposes as in (3)
and deficiency indices of A+ are (1, 1), while deficiency indices of A− are (0, 0). In another
terminology, the difference expression associated with the operator A is in the limit circle
case at +∞ and in the limit point case at −∞. Consequently, whether a sequence ψ ∈ ℓ2(Z)
belongs to the domain of a self-adjoint extension of A, depends on the asymptotic behavior
of ψ at +∞. Below, we provide the description of all self-adjoint extensions of A in terms
of boundary condition imposed on the respective sequences at +∞. We use the advantage
that, in the case of A, we can restrict ourself to A+ since, clearly, the set of all self-adjoint
extensions of A is in one-to-one correspondence with the set of all self-adjoint extensions
of A+.
Denote by (A+)max the maximal domain Jacobi operator associated with A+, hence
D+ := Dom(A+)max = {ψ ∈ ℓ
2(Z+) | A+ψ ∈ ℓ
2(Z+)},
and similarly Amax and D in the case of A. It is known that all the self-adjoint extensions
of A+ can be parametrized by t ∈ R ∪ {∞} and their domains can be expressed as
Dom(A+)t = {ψ ∈ Dom(A+)max | lim
n→∞
(Wn(p, ψ)− tWn(q, ψ)) = 0},
for t ∈ R, and
Dom(A+)∞ = {ψ ∈ Dom(A+)max | lim
n→∞
Wn(q, ψ) = 0},
where p, q ∈ ℓ2(Z+) can be chosen as the solutions of the equation
q−n+1ψn−1 + q
−nψn+1 = 0, n ∈ N,
determined by the initial conditions p0 = 1, p1 = 0 and q0 = 0, q1 = 1, see, for example, [23,
Sec. 2.6]. In our case, the entries of p and q are as in (4).
Proposition 9. For t ∈ R ∪ {∞}, operators At ⊂ Amax with domains
DomAt =
{
ψ ∈ D | lim
n→∞
q−n (ψ2n+1 + tψ2n) = 0 ∧ lim
n→∞
q−n (qψ2n−1 − tψ2n) = 0
}
,
if t ∈ R, or
DomA∞ =
{
ψ ∈ D | lim
n→∞
q−nψ2n = 0
}
,
are all self-adjoint extensions of A.
Proof. According to the above introduction, it suffices to evaluate the Wronskians Wn(p, ψ)
and Wn(q, ψ). By using (4), one readily verifies that
W2n(p, ψ)− tW2n(q, ψ) = (−1)
n+1q−n (ψ2n+1 + tψ2n)
and
W2n−1(p, ψ)− tW2n−1(q, ψ) = (−1)
nq−n (qψ2n−1 − tψ2n).
Clearly, concerning the limit of the above expressions for n→∞, the alternating factors are
superfluous and the statement follows. 
2.4. The point spectrum of At. We derive a secular equation whose zeros determine the
point spectrum of a particular self-adjoint extension of A.
Theorem 10. For t ∈ R ∪ {∞}, specp(At) coincides with the set of roots of the secular
equation:
xθq4
(
q2x2
)
+ tθq4
(
x2
)
= 0, for t ∈ R, and θq4
(
x2
)
= 0, for t =∞.
In addition, all eigenvalues of At are simple.
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Proof. First, note that specp(At) ⊂ R \ {0} as it follows from the self-adjointness of At and
Proposition 2. Next, according to Proposition 6, 0 6= x ∈ specp(At) if and only if the vector
ϕ(x), defined by (9), belongs to the domain of At. Taking into account Proposition 9, we
find that x ∈ specp(At) iff
lim
n→∞
q−n (ϕ2n+1(x) + tϕ2n(x)) = 0 and lim
n→∞
q−n (qϕ2n−1(x)− tϕ2n(x)) = 0,
for t ∈ R and similarly for t =∞. By substituting for ϕ(x) by (9) and (6), the first boundary
condition is equivalent to
lim
n→∞
q1/2 Im η2n+1(x) + tRe η2n(x) = 0
where
ηn(x) := θq
(
−iq−1/2x
)
1φ1
(
0;−q; q, ixqn+1/2
)
.
Since 1φ1
(
0;−q; q, ixqn+1/2
)
= 1 + o(1), as n → ∞, we end up with the secular equation of
the form
q1/2 Im θq
(
−iq−1/2x
)
+ tRe θq
(
−iq−1/2x
)
= 0. (20)
The second boundary condition turns out to be equivalent to the same equation.
By using the Jacobi triple product identity (7), one deduces
Re θq
(
−iq−1/2x
)
=
1
(q; q)∞
∑
n∈Z
q2n(n−1)(−1)nx2n =
(q4; q4)∞
(q; q)∞
θq4
(
x2
)
and
Im θq
(
−iq−1/2x
)
=
xq−1/2
(q; q)∞
∑
n∈Z
q2n
2
(−1)nx2n = xq−1/2
(q4; q4)∞
(q; q)∞
θq4
(
q2x2
)
.
By plugging the last formulas into (20), one arrives at the secular equation from the statement
for t ∈ R. The secular equation for t =∞ is to be derived in a completely analogous way.
Finally, the simplicity of eigenvalues is a consequence of the part of Proposition 6 con-
cerning uniqueness. 
Note that in two particular cases, namely when t = 0 and t = ∞, roots of the secular
equation can be found fully explicitly. Thus, we have the following corollary.
Corollary 11. It holds
specp(A0) =
{
±q2n+1 | n ∈ Z
}
and specp(A∞) =
{
±q2n | n ∈ Z
}
.
2.5. Reparametrization and the spectrum fully explicitly. It turns out that if a
suitable reparametrization t = Φ(s) is applied, where t comes from the parametrization used
for the self-adjoint extensions At, the spectrum of AΦ(s) can be expressed in a full explicit
form in terms of the new parameter s. The crucial role here is played by the four theta
functions:
ϑ1(z | q) = iq
1/4e−iz
(
q2; q2
)
∞
θq2
(
e2iz
)
,
ϑ2(z | q) = q
1/4e−iz
(
q2; q2
)
∞
θq2
(
−e2iz
)
,
ϑ3(z | q) =
(
q2; q2
)
∞
θq2
(
−qe2iz
)
,
ϑ4(z | q) =
(
q2; q2
)
∞
θq2
(
qe2iz
)
;
(21)
the closely related Jacobian elliptic functions and elliptic integrals. As a reference concerning
these special functions, we primarily use the monograph [17].
Lemma 12. The function
Φ(s) := iq1/2
ϑ4
(
is | q2
)
ϑ1 (is | q2)
(22)
is real-valued, strictly decreasing on (0,−2 ln q), and maps [0,−2 ln q) onto R ∪ {∞}, with
convention Φ(0) =∞. For the inverse function, it holds
Φ−1(t) =
q1/2
ϑ2 (0 | q2)ϑ3 (0 | q2)
∫ ∞
t
[(
qϑ23
(
0 | q2
)
ϑ22 (0 | q
2)
+ x2
)(
q + x2
)]−1/2
dx (23)
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where, for t =∞, the integral has to be understood as 0.
Remark 13. The formula (23) can be also written in the form without theta functions:
Φ−1(t) =
(
q2; q2
)2
∞
2 (q4; q4)
4
∞
∫ ∞
t
[( (
−q2; q4
)4
∞
4 (−q4; q4)
4
∞
+ x2
)(
q + x2
)]−1/2
dx.
Proof. It turns out that the function Φ can be expressed as a Jacobian elliptic function.
Indeed, using definitions [17, Eqs. 2.1.1, 2.1.21] and the Jacobi’s imaginary transformation
[17, Eq. 2.6.12], we arrive at the formula
Φ(s) = q1/2
ϑ3
(
0 | q2
)
ϑ2 (0 | q2)
cs
(
sϑ23
(
0 | q2
)
, k′(q2)
)
where
k′(q2) =
ϑ24
(
0 | q2
)
ϑ23 (0 | q
2)
,
see [17, Eq. 2.1.13]. Recall that cs(u | k′) = cn(u | k′)/ sn(u | k′) and cs(· | k′) is decreasing
function on (0, 2K(k′)) which maps the interval (0, 2K(k′)) onto R, where [17, Eq. 2.2.3]
K
(
k′(q2)
)
= − ln(q)ϑ23
(
0 | q2
)
,
see [17, Chp. 2] or [1, Chp. 16]. If, in addition, we set cs(0 | k′) := ∞, we verify the first
part of the statement.
The inverse to cs(· | k′) has the form of an elliptic integral, namely
cs−1(v | k′) =
∫ ∞
v
dt√
(1 + t2)(k2 + t2)
, v ∈ R,
where
k(q) =
√
1− (k′(q))2 =
ϑ22 (0 | q)
ϑ23 (0 | q)
,
as one obtains by putting a = 1 and b = k in [17, Eq. 3.2.15]. With the aid of this integral
formula, one arrives at (23) in a routine way. 
Theorem 14. Let t ∈ R ∪ {∞}, then
specp(At) =
{
−e−sq2m | m ∈ Z
}
∪
{
esq2n | n ∈ Z
}
where s = Φ−1(t) is determined by (23).
Proof. By Theorem 10, the set specp(At), for t ∈ R, coincides with nonzero solutions of the
equation
xθq4
(
q2x2
)
+ tθq4
(
x2
)
= 0. (24)
First, note that x 6= 0 is a solution of (24) if and only if −1/x is a solution of (24), as one
easily verifies with the aid of (10) and (16).
Taking into account the symmetry x ↔ −1/x of specp(At), we may restrict ourself to
x > 0 only. Then, by putting x = e−y, with y ∈ R, and applying (21) we may rewrite (24)
in the form
ϑ4(iy | q
2)− iq−1/2tϑ1(iy | q
2) = 0.
Further, substituting for t = Φ(s) by (22) and making use of the identity [17, Eq. 1.4.8]
ϑ1(u | q
2)ϑ4(v | q
2) + ϑ1(v | q
2)ϑ4(u | q
2) = ϑ1
(
u+ v
2
∣∣∣ q)ϑ2
(
u− v
2
∣∣∣ q),
we obtain the secular equation in the form
ϑ1
(
i
s+ y
2
∣∣∣ q)ϑ2
(
i
s− y
2
∣∣∣ q) = 0.
Finally, with aid of (21), one concludes that all the positive solutions of the secular equation
have to satisfy the equation
θq2
(
e−y−s
)
= 0,
which are the numbers x = esq2n, n ∈ Z.
The case t =∞ has been treated in Corollary 11. 
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Remark 15. Note that if t ranges (−∞,∞] then es ranges the interval [1, q−2). Thus, to
every ω 6= 0, there exists a unique self-adjoint extension At of A with
specp(At) = −ω
−1q2Z ∪ ωq2Z.
Indeed, the parameter t is related to ω by the relation
expΦ−1(t) = |ω|q−2⌊logq2 |ω|⌋
where ⌊x⌋ denotes the largest integer less than or equal to x ∈ R.
2.6. Consequences for the Ramanujan entire function. Recall the Ramanujan entire
function is defined as
Aq(z) := 0φ1 (−; 0; q,−qz), z ∈ C.
This function appeared repeatedly in the Ramanujan’s “Lost notebook” [19] and represents
one of possible q-analogues to the Airy function, see [12]. By using the expression (11), the
entries of ϕ(x) can be expressed in terms of the Ramanujan entire function as follows:
ϕn(x) = (−1; q)∞x
nqn(n−1)/2Aq2
(
q−2n+2x−2
)
(25)
where n ∈ Z and x 6= 0.
Let us also remark that
‖ϕ
(
x−1
)
‖2 = x−2‖ϕ(x)‖2, (26)
for x ∈ R \ {0}, as one readily verifies by using (17) together with (16).
Proposition 16. For any ω ∈ R \ {0} and all m,n ∈ Z , one has
∞∑
k=−∞
ϕk
(
ωq2m
)
ϕk
(
ωq2n
)
= ω−4nq−2n(2n−1)‖ϕ (ω) ‖2 δm,n (27)
and
∞∑
k=−∞
ϕk
(
ωq2m
)
ϕk
(
−ω−1q2n
)
= 0 (28)
where the ℓ2-norm on the RHS of (27) is given in Proposition 8.
Proof. For any ω ∈ R \ {0}, {ϕ(ωq2m) | m ∈ Z} ∪ {ϕ(−ω−1q2n) | n ∈ Z} is the set of
eigenvectors of a self-adjoint operator At for some t, see Remark 15. The statement is
nothing but the orthogonality of eigenvectors of a self-adjoint operator. Indeed, the second
relation (28) is immediate. The first relation (27) is a consequence of the orthogonality
relation 〈
ϕ(ωq2m), ϕ(ωq2n)
〉
= ‖ϕ
(
ωq2n
)
‖2 δm,n
and the identity
‖ϕ
(
ωq2n
)
‖2 = ω−4nq−2n(2n−1)‖ϕ (ω) ‖2 (29)
which one deduces straightforwardly by using (17) and (10).

Corollary 17. For z ∈ C \ {0} and ℓ ∈ Z, the Ramanujan entire function satisfies the
following orthogonality relations:
∞∑
k=−∞
zkqk(k−1)/2Aq
(
zqk+ℓ
)
Aq
(
zqk−ℓ
)
= (q; q)2∞ θq (−z) δ0,ℓ (30)
and
∞∑
k=−∞
(−1)kqk(k−1)/2Aq
(
zqk+ℓ
)
Aq
(
z−1qk−ℓ
)
= 0. (31)
Proof. The first orthogonality relation (30) follows from (27). Indeed, by substituting in
(27) by (25), shifting the summation index by introducing j = −k+ 1+m+ n, writing −m
instead of m, −n instead of n, q1/2 instead of q, and finally putting z = ω−2, one arrives at
the formula
∞∑
j=−∞
zjqj(j−1)/2Aq
(
zqj+(m−n)
)
Aq
(
zqj−(m−n)
)
=
4 (q; q)
2
∞(
−1; q1/2
)2
∞
(
q1/2; q
)2
∞
θq (−z) δm,n
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where we used (17) and (26). This yields (30) for z > 0, since (−q; q)∞(q; q
2)∞ = 1.
Similarly, one obtains the second relation (31) starting from (28), for z > 0.
It is very easy to verify the series on the LHSs of (30) and (31) both locally converge in
z on C \ {0} and hence they are analytic functions in z on C \ {0}. In addition, the RHSs
of (30) and (31) are functions analytic in z on C \ {0}, too. Since (30) and (31) holds for all
z > 0, as we have already proved, their validity extends to all z ∈ C \ {0} by the Identity
Principle for analytic functions. 
At this point, we also mention the dual orthogonality relation and its consequences for
the Ramanujan entire function.
Proposition 18. For any ω ∈ R \ {0} and all k, ℓ ∈ Z , one has
∞∑
n=−∞
ω2nqn(n−1)
[
ϕk (ωq
n)ϕℓ (ωq
n) + ϕk
(
−ω−1q−n+1
)
ϕℓ
(
−ω−1q−n+1
)]
= 2‖ϕ (ω)‖2δk,ℓ
(32)
where the ℓ2-norm on the RHS is given in Proposition 8.
Proof. For any t ∈ R ∪ {∞}, we know the spectrum of the self-adjoint operator At consists
of isolated simple eigenvalues and zero which, in turn, is never an eigenvalue. Hence, with
the aid of the Spectral Theorem, one infers that At is an operator with pure point spectrum,
i.e., its normalized eigenvectors form an orthonormal basis of ℓ2(Z). Recall that the set of
eigenvectors of At is of the form {ϕ(ωq
2m) | m ∈ Z}∪{ϕ(−ω−1q2n) | n ∈ Z}, see Remark 15.
Thus, Parseval’s equality yields
∑
λ∈ωq2Z
ϕk (λ)ϕℓ (λ)
‖ϕ (λ) ‖2
+
ϕk
(
−λ−1
)
ϕℓ
(
−λ−1
)
‖ϕ (−λ−1) ‖2
= δk,ℓ,
for all k, ℓ ∈ Z. Taking into account (26) and (17), the last relation can be written as∑
λ∈ωq2Z
1
‖ϕ (λ) ‖2
(
ϕk (λ)ϕℓ (λ) + λ
2ϕk
(
−λ−1
)
ϕℓ
(
−λ−1
))
= δk,ℓ.
Further, by using (29), one gets
∞∑
n=−∞
ω4nq2n(2n−1)
[
ϕk
(
ωq2n
)
ϕℓ
(
ωq2n
)
+ ω2q4nϕk
(
−ω−1q−2n
)
ϕℓ
(
−ω−1q−2n
)]
= ‖ϕ (ω)‖2δk,ℓ
or equivalently∑
N∈2Z
ω2NqN(N−1)
[
ϕk
(
ωqN
)
ϕℓ
(
ωqN
)
+ ω2q2Nϕk
(
−ω−1q−N
)
ϕℓ
(
−ω−1q−N
)]
= ‖ϕ (ω)‖2δk,ℓ. (33)
By writing qω instead of ω in (33) one also obtains the same relation with odd summation
indices, i.e.,∑
N∈2Z+1
ω2NqN(N−1)
[
ϕk
(
ωqN
)
ϕℓ
(
ωqN
)
+ ω2q2Nϕk
(
−ω−1q−N
)
ϕℓ
(
−ω−1q−N
)]
= ‖ϕ (ω)‖2δk,ℓ (34)
where we used that ‖ϕ (qω)‖2 = ω−2‖ϕ (ω)‖2 which follows from (17) and (10).
By summing up (33) and (34), one finds
∞∑
n=−∞
ω2nqn(n−1)
[
ϕk (ωq
n)ϕℓ (ωq
n) + ω2q2nϕk
(
−ω−1q−n
)
ϕℓ
(
−ω−1q−n
)]
= 2‖ϕ (ω)‖2δk,ℓ,
for all k, ℓ ∈ Z. Finally, to end with the relation (32), it suffices to split the sum in the last
expression into two sums and shift the index by 1 in the second sum. 
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Corollary 19. For z ∈ C \ {0} and k, ℓ ∈ Z, the Ramanujan entire function satisfies the
following orthogonality relation:
∞∑
n=−∞
qn(n+k+ℓ)
(
Bn+k(z)Bn+ℓ(z) +Bn+k
(
−z−1
)
Bn+ℓ
(
−z−1
))
= 2q−k
2 (
q2; q2
)2
∞
θq2
(
−qz2
)
δk,ℓ (35)
where
Bj(z) = z
jAq2
(
z2q2j+1
)
, j ∈ Z.
Proof. Again, we verify (35) only for z ∈ R\ {0}. Then the validity of (35) is to be extended
to all z ∈ C \ {0} by the analyticity argument.
Introducing z := q1/2ω−1, one can rewrite (32) as
∞∑
n=−∞
qn
2
[
z−2nϕk
(
z−1qn+1/2
)
ϕℓ
(
z−1qn+1/2
)
+ z2nϕk
(
−zqn+1/2
)
ϕℓ
(
−zqn+1/2
)]
= 2‖ϕ
(
q1/2z−1
)
‖2δk,ℓ.
Then, substituting by (25) into the last equation, using (17) and making some simple ma-
nipulations, one readily arrives at (35). 
Remark 20. Assume k + ℓ ∈ 2Z, then, by writing n− (k + ℓ)/2 instead of n, z instead of z2
and q instead of q2 in (35), one gets the orthogonality relation
∞∑
n=−∞
qn
2/2
[
znAq
(
zqn+m+1/2
)
Aq
(
zqn−m+1/2
)
+ z−nAq
(
z−1qn+m+1/2
)
Aq
(
z−1qn−m+1/2
)]
= 2 (q; q)
2
∞ θq
(
−q1/2z
)
δ0,m,
for all z ∈ C \ {0} and m ∈ Z. However, this formula readily follows already from (30).
If k + ℓ ∈ 2Z + 1, then, by writing n − (k + ℓ + 1)/2 instead of n, z instead of z2 and q
instead of q2 in (35), one arrives at the relation
∞∑
n=−∞
qn(n−1)/2
[
znAq
(
zqn+m
)
Aq
(
zqn−m−1
)
− z1−nAq
(
z−1qn+m
)
Aq
(
z−1qn−m−1
)]
= 0,
for all z ∈ C \ {0} and m ∈ Z.
3. Spectral analysis of operator B
The linear operator B = B(α, q) determined by (2) is assumed to coincide with the
discrete Schro¨dinger operator of the form
B = U + U∗ + αV
where U is the forward shift operator acting on ℓ2(Z), i.e., Uen = en+1, for all n ∈ Z, U
∗
its adjoint, and V is the self-adjoint operator determined by equalities V en = q
−nen, for all
n ∈ Z. Since U + U∗ is bounded, the domain of B coincides with the natural domain of V ,
i.e.,
DomB = DomV = {ψ ∈ ℓ2(Z) | V ψ ∈ ℓ2(Z)}.
Note that B is a sum of hermitian and self-adjoint operator, hence B is self-adjoint.
If α = 0, then B = U +U∗ is an operator sometimes called discrete Laplacian on Z or free
discrete Schro¨dinger operator. Its spectral properties are well-known. Recall at least that
spec(U + U∗) = specac(U + U
∗) = [−2, 2].
The coupling parameter α is assumed to be real, however, it can be restricted even more.
First, note that we may consider α > 0 since B(α, q) and −B(−α, q) are unitarily equivalent.
In addition, from (2), it is clear that we may even assume, for example, α ∈ (q, 1], otherwise
it suffices to shift the index.
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3.1. The essential spectrum of B. First, let us take a look at the essential part of the
spectrum of B. In the following proof, for A ⊂ Z, we denote by PA the orthogonal projection
on the space spanned by {en | n ∈ A}. Recall also Z+ = {0, 1, 2, . . .}, N = Z+ \ {0}, and
Z− = −Z+.
Proposition 21. It holds
specess(B) = [−2, 2].
Proof. First, decompose B as B = D + R + X where D = PZ−(U + U
∗)PZ− + PN αV PN,
R = PN(U + U
∗)PN, and X = B −D −R. Clearly, X is a compact operator, thus
specess(B) = specess(D +R),
by the Weyl theorem. Further, since
R(D + i)−1 = PN(U + U
∗)(αV + i)−1PN
is a compact operator, R is D-compact, and, by the Weyl theorem for relatively compact
symmetric perturbations, see, for example [24, Thm. 9.9], we have
specess(D +R) = specess(D).
Finally, it suffices to note that
specess(D) = specess(PZ−(U + U
∗)PZ−) = [−2, 2].
The last equality is a well-known fact. 
3.2. Solutions of the eigenvalue equation and their asymptotics. The main aim of
this subsection is to provide formulas for solutions of the eigenvalue equation for operator B
in terms of basic hypergeometric series and analyze their asymptotic behavior as the index
tends to ±∞. This will be essential for the later detailed spectral analysis of B.
We distinguish two regions for the spectral variable. First, the case when the spectral
variable ranges R \ [−2, 2], i.e., is outside the essential spectrum of B, and when is within
the essential spectrum of B. For this purpose, it is convenient to consider the eigenvalue
equation for operator B in the following form:
vn−1 +
(
αq−n − µ(z)
)
vn + vn+1 = 0, n ∈ Z, (36)
where µ(z) = z+ z−1 is the Joukowski conformal map. Note that µ maps {z ∈ C | 0 < |z| <
1} bijectively onto C \ [−2, 2] and {eiθ | θ ∈ [0, π]} bijectively onto [−2, 2].
Let us denote the regularized confluent basic hypergeometric 1φ1 series by
1φ˜1(a; b; q, z) := (b; q)∞ 1φ1(a; b; q, z). (37)
This function is well defined and analytic in all variables a, b, z ∈ C. Two solutions of the
equation (36) are {fn}
∞
n=−∞ and {gn}
∞
n=−∞ where
fn = fn(z) := (−1)
nα−nq
1
2
n(n+1)
1φ˜1(0; z
−1α−1qn+1; q, zα−1qn+1) (38)
and
gn = gn(z) := z
−n
1φ˜1(0; zαq
1−n; q, qz2). (39)
This statement can be verified by somewhat lengthy but straightforward computation. Func-
tions (38) and (39) are well defined for all z, α ∈ C \ {0}.
Remark 22. Due to the symmetry relation
1φ˜1(0; a; q, z) = 1φ˜1(0; z; q, a),
see [15, Prop. 2.1], the function fn = fn(z) is invariant under the exchange z ↔ z
−1.
On the other hand, the second solution gn = gn(z) does not possess such a symmetry.
Since the equation (36) is also invariant under z ↔ z−1, the sequence {g˜n}
∞
n=−∞, where
g˜n = g˜n(z) := gn(z
−1), is another solution of the equation (36).
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Proposition 23. For the Wronskian W (f, g) = fn+1gn−fngn+1, where f and g are defined
in (38) and (39), one has
W (f, g) = −z−1θq (αz). (40)
Consequently, functions f and g are two linearly independent solutions of (36) if and only if
α 6= 0 and z /∈ α−1qZ ∪ {0}. Moreover, asymptotic relations for fn and gn are as follows:
fn = (−1)
nα−nq
1
2
n(n+1) [1 + o(1)], (41)
gn = (−1)
nαnq−
1
2
n(n−1)
[
θq
(
z−1α−1
)
+ o(1)
]
, (42)
as n→∞, and
fn = z
n
[
θq(αz)
(z2; q)∞
+ o(1)
]
, (43)
gn = z
−n
[
(qz2; q)∞ + o(1)
]
, (44)
as n→ −∞, however, the formula (43) is true under the additional assumption 0 < |z| < 1.
Proof. Derivation of the asymptotic formula (41) is a matter of straightforward computation
using the very definitions (38) and (37). To verify (42), it suffices to write gn in the form
gn = (−1)
nαnq−
1
2
n(n−1)
∞∑
k=0
(
q−kz−1α−1; q
)
n
(
qk+1zα; q
)
∞
q
1
2
k(k+1)+kn
(q; q)k
(−1)kz2k
where we used that(
zαq1−n+k; q
)
∞
= (−1)nαnznq−
1
2
n(n−1)+kn
(
q−kz−1α−1; q
)
n
(
qk+1zα; q
)
∞
.
Expansion (42) now immediately follows.
Having the expansions (41) and (42), the formula for the Wronskian (40) follows from the
independence of W (f, g) on n using
W (f, g) = lim
n→∞
(fn+1gn − fngn+1)
together with the identity (16).
The asymptotic formula (44) readily follows from definitions (39) and (37) with the aid
of the identity [10, Eq. (1.3.16)]
0φ0(−;−; q, z) = (z; q)∞
which holds for all z ∈ C.
Finally, assuming n < 0 and using that(
z−1α−1q1+n+k; q
)
∞
= (−1)nαnznq−
1
2
n(n+1)−kn
(
q−kzα; q
)
−n
(
qk+1z−1α−1; q
)
∞
,
we can express fn in the form
fn = z
n
∞∑
k=0
(
q−kzα; q
)
−n
(
qk+1z−1α−1; q
)
∞
q
1
2
k(k+1)
(q; q)k
(−1)kα−kzk.
Hence
lim
n→∞
z−nfn =
∞∑
k=0
θq
(
q−kzα
) q 12 k(k+1)
(q; q)k
(−1)kα−kzk.
To evaluate the sum on the RHS in the last equality and arrive at (43), one has to use (10)
first and then apply the identity [10, Eq. (1.3.15)]
1φ0(0;−; q, z) =
1
(z; q)∞
(45)
which holds true for |z| < 1 only. This is the reason for additional assumption concerning
the validity of (43). 
To complete the picture of the asymptotic behavior of the solutions (38) and (39), we
need to investigate the asymptotic behavior of fn(e
iφ), as n → −∞, for φ ∈ [0, π]. This is,
however, a bit more delicate task. Recall that, for the upcoming spectral analysis of B, it
is sufficient to restrict the range of parameter α to (q, 1]. This is already considered in the
following lemma.
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Lemma 24. The following asymptotic formulas hold true for n→∞.
i) If |z| = 1, Im z > 0, and ξ ∈ [q, 1), then
1φ˜1
(
0; z−1ξq−n; q, zξq−n
)
= (−zξ)nq−
1
2
n(n+1)
[
A+ z−2nB + o(1)
]
where
A =
(
z−1ξ; q
)
∞
(q; q)∞
(
z2
z2 − 1
1φ1
(
q; qz−2; q, qz−1ξ−1
)
+ 1φ1
(
q; z−1ξ; q, zξ
)
− 1
)
and
B =
θq
(
z−1ξ
)
(z2; q)∞
.
ii)
1φ˜1(0; ξq
−n; q, ξq−n) =
{
(−ξ)nq−
1
2
n(n+1)
[
θq(ξ)
(q;q)
∞
n+O(1)
]
, ξ ∈ (q, 1),
(−1)nq−
1
2
n(n−1) [(q; q)∞ + o(1)], ξ = q.
iii) If ξ ∈ [q, 1), then
1φ˜1(0;−ξq
−n; q,−ξq−n) = ξnq−
1
2
n(n+1)
[
θq (−ξ)
(q; q)∞
n+O(1)
]
.
Proof. By the definition (37), one has
1φ˜1
(
0; z−1ξq−n; q, zξq−n
)
=
∞∑
k=0
(
z−1ξq−n+k; q
)
∞
(q; q)k
q(
k
2)−nk(−zξ)k.
Next, we split the sum into two sums where the summation index of the first sum ranges
from 0 to n − 1, while the index of the second one goes from n to ∞. Further, we make a
substitution in the first sum by introducing new summation index j := n − k and we shift
the summation index of the second sum by n. Finally, by making some obvious algebraic
manipulations, one arrives at the expression
(−zξ)nq−
1
2
n(n+1)
(
z−1ξ; q
)
∞

 n∑
j=1
(qzξ−1; q)j
(q; q)n−j
z−2j +
∞∑
k=0
qk(k−1)/2
(z−1ξ; q)k (q; q)k+n
(−zξ)k

. (46)
Note the second sum in the square brackets in (46) has a finite limit when n→∞ equal to
1
(q; q)∞
1φ1
(
q; z−1ξ; q, zξ
)
. (47)
Thus, in the following part, we investigate the asymptotic behavior of the first sum. Let
us denote
Pn = Pn(z, ξ; q) :=
n∑
j=0
(qzξ−1; q)j
(q; q)n−j
z−2j. (48)
Note the summation index ranges 0 ≤ j ≤ n, while the index of the first sum in (46) ranges
1 ≤ j ≤ n.
Next, we derive the generating function formula for Pn given by (48). For t ∈ C, |t| < 1,
one has
∞∑
n=0
Pnt
n =
∞∑
l=0
tl
(q; q)l
∞∑
k=0
(
qzξ−1; q
)
k
z−2ktk =
1
(t; q)∞
2φ1
(
qzξ−1, q; 0; q, z−2t
)
where the identity (45) was used. A limit case of Heine’s transformation formulas for 2φ1,
see [10, Sec. 1.4], yields
2φ1 (a, b; 0; q, z) =
(bz; q)∞
(z; q)∞
1φ1 (b; bz; q, az).
With the aid of this formula, we arrive at the generating function formula of the form
∞∑
n=0
Pnt
n =
1
(1 − z−2t)(t; q)∞
1φ1
(
q; qz−2t; q, qz−1ξ−1t
)
=: Ψ(t). (49)
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This formula is suitable for the application of Daurboux’s method, see [18, Section 8.9]. Note
that, if |z| = 1, the singularities of Ψ located most closely to the origin are t = 1 and t = z2.
Proof of assertion (i): If |z| = 1, Im z > 0, the function Ψ has two simple poles located
on the unit circle at t = 1 and t = z2. Thus, the application of Darboux’s method with the
comparison function
h(t) :=
a
t− 1
+
b
t− z2
=
∞∑
n=0
(
−a−
b
z2n+2
)
tn,
where
a = Res(Ψ, 1) = −
1
(1− z−2)(q; q)∞
1φ1
(
q; qz−2; q, qz−1ξ−1
)
and
b = Res
(
Ψ, z2
)
= −
z2
(z2; q)∞
0φ0
(
−;−; q, qzξ−1
)
= −z2
(
qzξ−1; q
)
∞
(z2; q)∞
,
results in the asymptotic formula
Pn = −a−
b
z2n+2
+ o(1), as n→∞.
Last equation together with (46), (47) and (48) yields the claim (i).
Proof of assertion (ii): Let ξ ∈ (q, 1). For z = 1, the function Ψ has one pole at t = 1 of
order 2. The application of Darboux’s method with the comparison function
h(t) =
a
(t− 1)2
+
b
t− 1
=
∞∑
n=0
(a(n+ 1)− b) tn
where
a = lim
t→1
(t− 1)2Ψ(t) =
1
(q; q)∞
0φ0
(
−;−; q, qξ−1
)
=
(
qξ−1; q
)
∞
(q; q)∞
and
b = Res (Ψ, 1) ,
yields
Pn = a(n+ 1)− b + o(1) = an+O(1), as n→∞.
This formula together with (46), (47) and (48) implies the expansion from the claim (ii) for
ξ ∈ (q, 1).
If ξ = q and z = 1, then the first sum in (46) vanishes. Thus, it suffices to note that (47)
equals 1, to obtain the second asymptotic expansion from the claim (ii).
Proof of assertion (iii): This derivation is again based on the method of Darboux applied
to (49) with z = −1 and ξ ∈ [q, 1). It follows similar steps as in the proof of the assertion
(ii) with the only exception that the first sum in (46) never vanishes for z = −1. 
Proposition 25. The following asymptotic formulas hold true for n→ −∞.
i) If φ ∈ (0, π) and α ∈ (q, 1], then
fn(e
iφ) = e−inφA+ einφB + o(1)
where
A =
(
qα−1e−iφ; q
)
∞
(q; q)∞
×
(
−
ieiφ
2 sinφ
1φ1
(
q; qe−2iφ; q, αe−iφ
)
+ 1φ1
(
q; qα−1e−iφ; q, qα−1eiφ
)
− 1
)
and
B =
θq
(
αeiφ
)
(e2iφ; q)∞
.
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ii) If α ∈ (q, 1), then
fn(1) =
θq(α)
(q; q)∞
n+O(1),
while for α = 1, one has
fn(1) = (q; q)∞ + o(1).
iii) If α ∈ (q, 1], then
fn(−1) =
θq(−α)
(q; q)∞
n+O(1).
Proof. The proof readily follows from the formulas given in Lemma 24 by writing −n instead
of n, ξ = qα−1 and z = eiφ, and the definition (38). 
Proposition 26. For all α ∈ R and all x ∈ [−2, 2], there is no non-trivial solution of the
second-order difference equation
vn−1 +
(
αq−n − x
)
vn + vn+1 = 0, n ∈ Z,
belonging to ℓ2(Z).
Proof. For α = 0, the statement is a well-known fact. If α 6= 0, it suffices to verify the
statement for α ∈ (q, 1].
First, assume (α, x) ∈ (q, 1]× [−2, 2]\ {(1, 2)}. If we put x = µ(z) with z = eiφ, φ ∈ [0, π],
then (α, φ) ∈ (q, 1]× [0, π] \ (1, 0) and, according to Proposition 23, the solutions f(eiφ) and
g(eiφ) are linearly independent. Consequently, any solution of (36) is a linear combination
of f(eiφ) and g(eiφ). However, Proposition 25 and relation (44) yield nor f(eiφ), nor g(eiφ),
are square summable at −∞.
In the remaining case, when α = 1 and x = 2, the solutions f(1) and g(1) are linearly
dependent. f(1) is not square summable at −∞ by claim (ii) of Proposition 25. Let y denotes
the second linearly independent solution of (36) with z = α = 1. Then the Wronskian
fn+1(1)yn − fn(1)yn+1 is a nonzero constant. However, fn(1) tends to zero if n → ∞, by
(41). It follows, the solution y can not be bounded at +∞. Consequently, no nontrivial
linear combination of f(1) and y does belong to ℓ2(Z). 
3.3. Spectrum of B. Recall that we already know, by Proposition 21, that specess(B) =
[−2, 2]. In addition, as it follows from Proposition 26, the operator B has no eigenvalue
embedded in the essential spectrum. In this subsection, we will show that there infinitely
many simple eigenvalues located outside the essential spectrum and they will be determined
fully explicitly. Moreover, we will find the corresponding eigenvectors and compute their
norm.
Proposition 27. If α 6= 0, then
spec(B) \ [−2, 2] = specp(B) =
{
α−1qm + αq−m | m > ⌊logq |α|⌋
}
and all points from this set are simple eigenvalues of B. In addition, eigenvectors vm corre-
sponding to eigenvalues α−1qm+αq−m, m > ⌊logq |α|⌋, can be chosen as vm = {vm,j}
∞
j=−∞,
with
vm,j = (−1)
jα−jq
1
2
j(j+1)
1φ˜1
(
0; q−m+j+1; q, α−2qm+j+1
)
. (50)
Proof. Proposition 26 tells us that Ker(B − x) = {0} for all x ∈ [−2, 2]. By taking into
account also Proposition 21, one arrives at the equality spec(B) \ [−2, 2] = specp(B). Next,
we divide the proof into 3 parts.
1) Let α ∈ (q, 1]. Take 0 < |z| < 1 such that z /∈ α−1qN. By Proposition 23, any solution
y of the equation (36) is a linear combination of the solutions f and g. In addition, by
inspection of the asymptotic behavior of fn and gn, for n→ ±∞, one finds y can not be in
ℓ2(Z), unless y 6= 0. Thus, we have Ker(B − x) = {0} for all x /∈ α−1qN + αq−N.
On the other hand, if z ∈ α−1qN, then the solutions f and g are linearly dependent
since their Wronskian vanishes. Moreover, fn is square summable at +∞ and gn is square
summable at −∞. Hence, f ∈ Ker(B − x) for all x ∈ α−1qN + αq−N. Consequently, points
from the set α−1qN +αq−N are all eigenvalues of B and there are no other eigenvalues of B.
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Moreover, the eigenvector vm corresponding to α
−1qm + αq−m, m ∈ N, can be chosen such
that
vm,j = fj
(
α−1qm
)
, ∀j ∈ Z, m ∈ N. (51)
2) Let α > 0. Then there exists unique ∆ ∈ Z and β ∈ (q, 1] such that α = q∆β. Namely,
∆ = ⌊logq α⌋ and β = αq
−⌊logq α⌋.
Let U∆ stands for the unitary operator determined by equalities U∆en = en+∆, for all n ∈ Z.
Then one has
U∗∆B(α)U∆ = B(β). (52)
Consequently, taking into account the already proved part 1), we obtain
specp(B(α)) = specp(B(β)) =
{
β−1qn + βq−n | n ∈ N
}
=
{
α−1qm + αq−m | m > ∆
}
.
Further, by using (52) and (51), one finds the j-th element of the eigenvector of B(α)
corresponding to the eigenvalue α−1qm + αq−m, m > ∆, equals(
U∆f
(
αq−∆;α−1qm
))
j
= fj−∆
(
αq−∆;α−1qm
)
= (−1)j+∆α∆−jq−
1
2
∆(∆+1)+ 1
2
j(j+1)
1φ˜1
(
0; q−m+j+1; q, α−2qm+j+1
)
(53)
where we temporarily designated the dependence of fn(z), given by (38), on α by writing
fn(α; z). To arrive at (50), it suffices to omit the multiplicative constant not depending on j
in (53).
3) It remains to discuss the case α < 0. However, the verification of the statement
straightforwardly follows from the already proven part 2) and the fact that
V ∗B(α)V = −B(−α)
where V is the unitary operator determined by equalities V en = (−1)
nen, for all n ∈ Z.
Finally, the simplicity of eigenvalues is a general property which follows from the following.
If u and v are two linearly independent solutions of (36) both from ℓ2(Z), their Wronskian
W (u, v) = un+1vn−unvn+1 is a nonzero constant. However, at the same time, this expression
tends to 0, as n→∞, which would lead to a contradiction. 
Next, we compute the norm of eigenvectors (50).
Proposition 28. Let α 6= 0. The eigenvectors vm = {vm,j}
∞
j=−∞ , whose components are
given by (50), are normalized as follows:
‖vm‖ℓ2(Z) =
|α|−mqm(m+1)/2√
1− α−2q2m
(q; q)∞, m > ⌊logq |α|⌋. (54)
Proof. The proof is divided into two parts. First, we derive a general formula for the norm
of an eigenvector which is subsequently applied to our specific case.
Recall f(x) = {fn(x)}
∞
n=−∞ and g(x) = {gn(x)}
∞
n=−∞ are solutions of (36) and, for
0 < |x| < 1, f(x) is square summable at +∞ and g(x) is square summable at −∞, as it
follows from (41) and (44). By using the Green’s formula, we obtain
(µ(x) − µ(y))
n∑
j=m+1
gj(x)gj(y) = Wn(g(x), g(y))−Wm(g(x), g(y)).
Since g(x) is square summable at −∞, for 0 < |x| < 1, Wm(g(x), g(y)) → 0, as m → −∞,
if |x| < 1 and |y| < 1. Thus, by sending m → −∞ in the last equation, we arrive at the
identity
(µ(x)− µ(y))
n∑
j=−∞
gj(x)gj(y) = Wn(g(x), g(y)).
Next, we divide both sides by x− y and send y → x in the last equation. Since the sum on
the LHS converges locally uniformly with the arguments x and y in the unit disk, we can
interchange the limit and the sum and we get
µ′(x)
n∑
j=−∞
g2j (x) =Wn(g
′(x), g(x)), for 0 < |x| < 1,
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which is equivalent to
n∑
j=−∞
g2j (x) =
x2
x2 − 1
Wn(g
′(x), g(x)), for 0 < |x| < 1. (55)
Similarly, since f(x) is square summable at +∞, by (41), one deduces that
∞∑
j=m+1
f2j (x) = −
x2
x2 − 1
Wm(f
′(x), f(x)), for 0 < |x| < 1. (56)
If µ(x) is an eigenvalue of B, solutions f(x) and g(x) are linearly dependent. Thus, there
exists a nonzero number A = A(x) such that g(x) = Af(x). By differentiating the Wronskian
Wn(f(x), g(x)) and using equations (55) and (56), we obtain
W ′(f(x), g(x)) = f ′n+1(x)gn(x) + fn+1(x)g
′
n(x) − f
′
n(x)gn+1(x) − fn(x)g
′
n+1(x)
= AWn(f
′(x), f(x)) −A−1Wn(g
′(x), g(x)) =
1− x2
x2

A ∞∑
j=n+1
f2j (x) +A
−1
n∑
j=−∞
g2j (x)

.
Finally, by sending n→ −∞, we arrive at the formula
∞∑
j=−∞
f2j (x) =
x2
1− x2
A−1W ′(f(x), g(x)), for 0 < |x| < 1. (57)
The subscript n in the Wronskian has been omitted for it does not dependent on n.
In the second part of the proof, we evaluate the quantities A and W ′(f(x), g(x)) in
(57). Let x = α−1qm, with m > ⌊logq |α|⌋ being fixed. Then µ(x) is an eigenvalue of B
corresponding to eigenvector vm, where vm,j = fj(α
−1qm), by Proposition 27.
First, we find A such that g(α−1qm) = Af(α−1qm). Since for k ≥ m, one has
gk(α
−1qm) = αkq−mk
∞∑
j=k−m
(qm−k+j+1; q)∞
(−1)jq
1
2
j(j+1)+2mj
(q; q)j
α−2j
= (−1)m+kα2m−kq−
1
2
m(3m+1)+ 1
2
k(k+1)
∞∑
j=0
(qj+1; q)∞
(−1)jq
1
2
j(j+1)+(m+k)j
(q; q)k−m+j
α−2j ,
one gets
gk(α
−1qm) = (−1)m+kα2m−kq−
1
2
m(3m+1)+ 1
2
k(k+1) (1 + o (1)), k →∞.
By taking into account asymptotic formula (41) for fk(α
−1qm), one obtains
A = lim
k→∞
gk(α
−1qm)
fk(α−1qm)
= (−1)mα2mq−
1
2
m(3m+1).
Second, by using (40), one readily verifies that
W ′(fk(α
−1qm), gk(α
−1qm)) = (−1)mα2q−
1
2
m(m+3)(q; q)2∞.
Identity (54) then follows from the general formula (57). 
3.4. The spectral resolution of B. The aim of this subsection is to provide an explicit
formula for an arbitrary matrix element of the spectral measure of B, i.e., the measure
Ek,l(·) := 〈ek, EB(·)el〉, k, l ∈ Z,
where EB stands for the projection-valued spectral measure of the self-adjoint operator B.
From Proposition 27, one deduces that the measure Ek,l restricted to the Borel sets
located outside the interval [−2, 2] is discrete supported on the eigenvalues α−1qm + αq−m,
m > ⌊logq |α|⌋. Taking also into account Proposition 28, one gets
Ek,l
(
{α−1qm + αq−m}
)
=
vm,kvm,l
‖vm‖2
=
(
1− α−2q2m
) α2mq−m(m+1)
(q; q)2∞
fk
(
α−1qm
)
fl
(
α−1qm
)
,
(58)
for k, l ∈ Z and α 6= 0.
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It remains to determine the part of the spectral measure within the essential spectrum
of B. The approach is based on an expression for the Green function
Gk,l(z) := 〈ek, (B − z)
−1el〉, z /∈ spec(B),
which, together with the Stieltjes-Perron inversion formula, allow to express the spectral
measure from the Green function as
Ek,l((a, b)) = lim
δ→0+
lim
ǫ→0+
1
2πi
∫ b−δ
a+δ
(Gk,l(x + iǫ)−Gk,l(x− iǫ)) dx, (59)
for any open interval (a, b) ⊂ R, see [9, Thm. XII.2.10].
First, we will need the following connection formula.
Lemma 29. For all z /∈ qZ/2 ∪ {0}, α ∈ C \ {0} and n ∈ Z one has
fn(z) =
θq
(
αz−1
)
θq (z−2)
gn(z) +
θq (αz)
θq (z2)
gn
(
z−1
)
where fn and gn are given by (38) and (39).
Proof. Let us denote g˜n(z) := gn
(
z−1
)
as in Remark 22. With the aid of the asymptotic
formula (44), one verifies
W (g, g˜) = z−1θq
(
z2
)
.
Thus, for z /∈ qZ/2 ∪ {0}, g(z) and g˜(z) are two linearly independent solutions of (36).
Consequently, there exist coefficients A(z) and B(z) such that
fn(z) = A(z)gn(z) +B(z)g˜n(z), ∀n ∈ Z. (60)
Further, since fn(z) = fn
(
z−1
)
, see Remark 22, from the identity (60), it follows(
A(z)−B
(
z−1
))
gn(z) =
(
A
(
z−1
)
−B(z)
)
g˜n(z), ∀n ∈ Z.
Thus, B(z) = A
(
z−1
)
, by the linear independence of g(z) and g˜(z). Finally, by assuming
|z| < 1 in (60), sending n→ −∞ and using formulas (43) and (44), one obtains
A(z) =
θq
(
αz−1
)
θq (z−2)
.
Hence, the identity from the statement is established for |z| < 1. Since the formula is
invariant under exchange z ↔ z−1, it remains true also for |z| > 1. Finally, the validity of
the identity on the unit circle |z| = 1 follows from the continuity in z. 
Assume 0 < |z| < 1. Recall that fn(z), given in (38), is the solution of (36) which is
square summable at +∞, as it follows from (41). Similarly, gn(z), given in (39), is another
solution of (36) which is square summable at −∞, as it follows from (44). Consequently, the
operator G (µ(z)) whose matrix elements are defined by
Gk,l (µ(z)) =
1
W (f, g)
{
gk(z)fl(z), k ≤ l,
gl(z)fk(z), k ≥ l,
(61)
for 0 < |z| < 1 and z 6= α−1qm, m > ⌊logq |α|⌋, coincides with the resolvent operator
(B − µ(z))
−1
.
Proposition 30. Let α 6= 0 and −2 ≤ a < b ≤ 2. Then for any k, l ∈ Z, it holds
Ek,l ([a, b]) =
1
2π
∫ φa
φb
fl
(
eiφ
)
fk
(
eiφ
) ∣∣∣∣∣
(
e2iφ; q
)
∞
(αeiφ, qα−1e−iφ; q)∞
∣∣∣∣∣
2
dφ (62)
where φa = arccos (a/2) and φb = arccos (b/2). Consequently, specac(B) = [−2, 2].
Proof. Since Ek,l(·) = El,k(·), we may assume k ≤ l throughout the proof. The derivation
is based on the calculation of the integrand in the Stieltjes-Perron formula (59). First, we
investigate the limit
lim
ǫ→0+
(Gk,l (µ(z) + iǫ)−Gk,l (µ(z)− iǫ)) . (63)
for µ(z) ∈ (−2, 2).
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Note that, if µ(z) approaches 2 cosφ, for φ ∈ (0, π), from the lower half-plane {z ∈ C |
Im z < 0}, then z approaches the point eiφ from the interior of the unit disk. Consequently,
one verifies that
lim
µ(z)→2 cosφ
Imµ(z)<0
fn(z) = fn
(
eiφ
)
while, by taking complex conjugates, that
lim
µ(z)→2 cosφ
Imµ(z)>0
fn(z) = fn
(
e−iφ
)
.
Analogous formulas hold for the function gn(z). By Remark 22, one has fn
(
eiφ
)
= fn
(
e−iφ
)
.
Note, however, that this is not true in the case of the second solution gn(x).
Now, we can calculate the limit (63). By using (61), (40) together with the above limit
relations, one gets
lim
ǫ→0+
(Gk,l (2 cosφ+ iǫ)−Gk,l (2 cosφ− iǫ)) = fl
(
eiφ
)[
−
gk
(
e−iφ
)
eiφθq (αe−iφ)
+
gk
(
eiφ
)
e−iφθq (αeiφ)
]
=
fl
(
eiφ
)
|θq (αeiφ)|
2
[
−e−iφθq
(
αeiφ
)
gk
(
e−iφ
)
+ eiφθq
(
αe−iφ
)
gk
(
eiφ
)]
By applying Lemma 29 together with (16), the above expression in the square brackets can
be further simplified and one arrives at the relation
lim
ǫ→0+
(Gk,l (2 cosφ+ iǫ)−Gk,l (2 cosφ− iǫ)) = −
e−iφθq
(
e2iφ
)
|θq (αeiφ)|
2 fl
(
eiφ
)
fk
(
eiφ
)
, (64)
for φ ∈ (0, π).
Hence for any −2 < a < b < 2 we may use the Lebesgue dominating convergence theorem
and interchange the limit ǫ → 0+ and the integral in the formula (59) which together with
a change of variables and (64) yields
Ek,l((a, b)) =
1
π
∫ φa
φb
fl
(
eiφ
)
fk
(
eiφ
) ie−iφθq (e2iφ)
|θq (αeiφ)|
2 sinφ dφ
=
1
2π
∫ φa
φb
fl
(
eiφ
)
fk
(
eiφ
) ∣∣∣∣∣
(
e2iφ; q
)
∞
(αeiφ, qα−1e−iφ; q)∞
∣∣∣∣∣
2
dφ.
Finally, the statement follows by verifying that the end points ±2 are not eigenvalues of B.
This, however, has been shown in Proposition 27. 
By putting together the discrete part of the spectral measure (58) with the absolutely
continuous part (62), one arrives at the following statement.
Theorem 31. Let α 6= 0 and A ⊂ R be a Borel set. Then for all k, l ∈ Z, it holds
Ek,l(A) =
1
2π
∫
Ac
fl
(
eiφ
)
fk
(
eiφ
) ∣∣∣∣∣
(
e2iφ; q
)
∞
(αeiφ, qα−1e−iφ; q)∞
∣∣∣∣∣
2
dφ
+
1
(q; q)2∞
∑
m∈Ad
(
1− α−2q2m
)
α2mq−m(m+1)fl
(
α−1qm
)
fk
(
α−1qm
)
.
where
Ac = {φ ∈ [0, π] | 2 cosφ ∈ [−2, 2]∩A} and Ad = {m > ⌊log |α|⌋ | α
−1qm+αq−m ∈ A}.
3.5. Consequences for the third Jackson q-Bessel function. Recall the third Jackson
q-Bessel function is defined as
Jν(z; q) :=
zν
(q; q)∞
1φ˜1
(
0; qν+1; q, qz2
)
,
see, for example, [15, 22]. In addition, we have the relation [22, Eq. 3.2.12]
Jn(z; q) = (−1)
nq−n/2J−n
(
zq−n/2; q
)
, n ∈ Z.
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These two formulas allow us to express the elements of the eigenvectors vm, given by (50),
in the form
vm,j = (−1)
mα−mqm(m+1)/2(q; q)∞ Jm−j
(
α−1qm; q
)
, (65)
for j ∈ Z and m > ⌊logq |α|⌋.
Since 〈vn, vm〉 = ‖vm‖
2δm,n, for m,n > ⌊logq |α|⌋, identities (65) and (54) yield the
orthogonality relation∑
j∈Z
Jj+m
(
α−1qm; q
)
Jj+n
(
α−1qn; q
)
=
δm,n
1− α−2q2m
, (66)
for m,n > ⌊logq |α|⌋ and α 6= 0. In particular, if m = n, one has∑
j∈Z
J2j
(
α−1qm; q
)
=
1
1− α−2q2m
.
Since {α−1qm | α 6= 0∧m > ⌊logq |α|⌋} = (−1, 1) \ {0}, we arrive at the summation formula∑
j∈Z
J2j (x; q) =
1
1− x2
(67)
where x ∈ (−1, 1) \ {0}. However, the validity of (67) can be extended to |x| < 1 since the
sum on the LHS of (67) converges locally uniformly on |x| < 1, and the analyticity argument
applies.
The summation formula (67) as well as the orthogonality relation (66) follow from a more
general identity derived by Koornwinder and Swarttouw in [15]. Namely, one obtains (67)
by putting m = n = 0, s = q−1 and z = q1/2x in [15, Eq. (4.8)], while (66) follows from [15,
Eq. (4.7)] by setting s = q−1, x = qm+1/2α−1 and y = qn+1/2α−1.
Let us point out that (67) is a q-analogue to the the well known identity for Bessel
functions of the first kind [1, Eq. 9.1.76]∑
j∈Z
J2j (z) = 1, (68)
since by putting x = (1 − q)z in (67) and sending q → 1−, one arrives at (68). Let us also
remark that Koornwinder and Swarttouw found another q-analogue to (68), namely∑
j∈Z
qjJ2j (z; q) = 1, |z| < 1,
as it follows from [15, Eq. (2.10)] by putting m = n = 0 and writing q1/2z instead of z.
Finally, if we put A = R in Theorem 31 we obtain the orthogonality relation for the
confluent basic hypergeometric series as in (38),
1
2π
∫ π
0
fl
(
eiφ
)
fk
(
eiφ
) ∣∣∣∣∣
(
e2iφ; q
)
∞
(αeiφ, qα−1e−iφ; q)∞
∣∣∣∣∣
2
dφ
+
1
(q; q)2∞
∑
m>⌊log |α|⌋
(
1− α−2q2m
)
α2mq−m(m+1)fl
(
α−1qm
)
fk
(
α−1qm
)
= δl,k,
for all k, l ∈ Z and α 6= 0. Note that the absolutely continuous part of the measure in
the above integral coincides with the Askey–Wilson measure with a particular choice of
parameters, namely a = α, b = α−1q and c = d = 0, see [10, Chp. 6] and [5].
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