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Abstract
Objects in an environment are often encountered sequentially during spatial learning, forming a
path along which object locations are experienced. The present study investigated the effect of
spatial information conveyed through the path in visual and proprioceptive learning of a room-
sized spatial layout, exploring whether different modalities differentially depend on the integrity
of the path. Learning object locations along a coherent path was compared with learning them in
a spatially random manner. Path integrity had little effect on visual learning, whereas learning
with the coherent path produced better memory performance than random order learning for
proprioceptive learning. These results suggest that path information has differential effects in
visual and proprioceptive spatial learning, perhaps due to a difference in the way one establishes
a reference frame for representing relative locations of objects.
Key words: spatial memory, vision, proprioception, path
PsycINFO classification: 2343 (Learning & Memory)
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1. Introduction
Spatial learning in everyday environments takes place in a variety of ways. For example,
information about the locations of a file cabinet and bookshelf in an office is acquired from
multiple sources, such as visual information from seeing the file cabinet and bookshelf and
proprioceptive information from walking to them. In addition, there are many ways of seeing and
walking to the file cabinet and bookshelf. They may be seen either simultaneously at a glance or
sequentially with eye and head movements; they may be visited either in a row along a single
walking path or separately from another location (e.g., a desk). As such, not only spatial
information is available in multiple modalities, but also there are different ways of obtaining
spatial information within each modality. Given this wide spectrum of spatial learning that can
occur for a given environment, it is critical for spatial memory research to investigate if (and
more importantly, how) different ways of learning the environment have different consequences
on its representation in long-term memory.
To address this issue, the present study characterized two distinct types of spatial
experience by focusing on two major modalities of spatial learning, vision and proprioception,
and scrutinized various forms of visual and proprioceptive learning of a room-sized environment.
Visual learning, in this case, refers to stationary viewing of a layout of objects. This type of
spatial learning involves some elements of other modalities such as eye and head movements.
Similarly, proprioceptive learning refers to blindfolded walking in the environment. In addition
to proprioception proper (i.e., sensory signals about motion of body parts transduced by receptors
in muscles, tendons, joints, and skin), it encompasses a number of body-sense cues including
vestibular information and efference copies of motor commands. In this manner, visual and
proprioceptive learning in the present study were not exclusively based on a single modality, but
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rather they were different learning conditions dominated by a particular modality (vision or
proprioception, broadly defined).
Previously, we have demonstrated that visual and proprioceptive learning of a room-sized
environment yield comparable performance on a spatial memory task (Yamamoto & Shelton,
2005). In this study, participants were asked to learn two layouts of objects placed on a floor, one
through vision and one through proprioception. During visual learning, the participants viewed
the entire array of objects from a stationary viewpoint. During proprioceptive learning, they put
on a blindfold and walked along a prescribed path under an experimenter’s guidance. All objects
were placed along the path. When the participants reached each object, the experimenter told
them its identity so that they experienced the object locations proprioceptively. In contrast to
previous studies investigating the effect of proprioception in addition to vision on spatial
learning (Chance, Gaunet, Beall, & Loomis, 1998; Ruddle & Péruch, 2004; Waller, Loomis, &
Haun, 2004), no visual information about the environment was available in this proprioceptive
condition. After learning each layout, they performed the memory task that required making
judgments of relative direction among objects in the layout. Their performance on this task was
indistinguishable after visual and proprioceptive learning, showing that room-sized environments
can be learned equally well through vision and proprioception.
Despite the equivalent performance on visual and proprioceptive learning (Yamamoto &
Shelton, 2005), there are still notable differences between these two learning conditions that may
affect how spatial information is encoded, represented, and retrieved. One of the most distinctive
differences between them is that only proprioceptive learning is inherently tied to movement in
the environment: Object locations must be experienced sequentially along a movement path.
Therefore it is conceivable that spatial information conveyed through the path (referred to as
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“path information” hereafter) would play a critical role in spatial encoding via proprioception. In
fact, it has been clearly demonstrated that the particular path used in proprioceptive learning can
affect performance on various spatial tasks (Klatzky et al., 1990; Lederman, Klatzky, Collins, &
Wardell, 1987; Loomis et al., 1993). For example, for paths with the same origin and endpoint,
error in judgments of distance and/or direction between the origin and endpoint increased with
increasing path complexity (Klatzky et al., 1990; Loomis et al., 1993) or path length (Lederman
et al., 1987).
In visual learning, one can also speculate about the path along which object locations are
learned. As in proprioceptive learning, objects in a visual scene are usually experienced in
sequence by fixating each object one after another (Henderson & Hollingworth, 1998; Rayner,
1998). In addition, it has been suggested that these successive fixations often follow a repeating
sequence (Noton & Stark, 1971a, 1971b; Parker, 1978). It is still controversial what role this
visual path plays for vision (for a review, see Rayner, 1998), but Locher and Nodine (1974) and
Parker (1978) demonstrated that successful learning of a visual display was not contingent on
viewing object locations in any particular order when observers were given sufficient time to
fully inspect the display. As such, these observations suggest that although vision and
proprioception can both involve path information, such information would be far less critical for
visual spatial learning.
Taken together, it is predicted that the path along which object locations are experienced
plays differential roles in visual and proprioceptive spatial learning. That is, the integrity of the
path is important for proprioceptive learning, whereas specific forms of the paths do not affect
visual learning. Although this prediction can be logically derived from the previous findings
discussed above, it remains to be empirically tested for the following reasons. First, to our
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knowledge, no previous studies on proprioceptive learning have investigated the effects of path
characteristics on long-term spatial memory. In previous work concerning path information
effects in proprioceptive learning (e.g., Böök & Gärling, 1980; Klatzky et al., 1990; Lederman et
al., 1987; Lindberg & Gärling, 1981; Loomis et al., 1993), participants performed tasks
immediately after walking each path. Therefore, it is probable that spatial information about
locations was retained primarily in working memory and the tasks did not require substantial
long-term memory. In addition, because the participants walked each path only once before
performing the tasks, it is possible that locations could be learned equally well from paths of any
complexity by walking them repeatedly.
Second, the previous studies of path information effects in proprioceptive spatial learning
have focused on participants’ knowledge of self-to-object relations. Judgments of direction
and/or distance between pathway endpoints only required keeping track of current position in the
environment with respect to the origin of the travel (Loomis, Klatzky, Golledge, & Philbeck,
1999). However, in addition to self-to-object relations, a great deal of spatial knowledge is in the
form of object-to-object relations (Easton & Sholl, 1995; Paillard, 1991). To our knowledge,
little is known about the effects of path information in proprioceptive learning on these
additional relations.
Third, most of the previous studies about the path information effects in visual spatial
learning used only tasks that required visual recognition (e.g., Locher & Nodine, 1974; Noton &
Stark, 1971a, 1971b; Parker, 1978). Visual recognition tasks and other types of modality-
independent tasks such as judgments of relative direction among objects have been reported to
show discrepant results, suggesting that visual recognition tasks capture only a visual aspect of
spatial memory (McNamara, 2003; Shelton & McNamara, 2001b, 2004a). To compare path
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information effects in vision and proprioception, it is necessary to use a task that does not depend
strictly on modality.
In the present study, therefore, we investigated the effects of path information during
visual and proprioceptive spatial learning on subsequent long-term memory representations.
Participants learned room-sized spatial layouts visually and proprioceptively, with or without the
establishment of a coherent object-to-object path during encoding. The participants were exposed
to the layouts until they learned them to a criterion. After some delay, their memory for each
layout was tested using judgments of relative direction among objects, which primarily require
knowledge about object-to-object relations. Given that this task does not require any particular
modality of spatial learning and has been shown to yield comparable performance after learning
an environment through vision and proprioception (Yamamoto & Shelton, 2005), differences in
performance on this task are attributed to the differential effects of path information on visual
and proprioceptive spatial learning.
2. Method
2.1 Participants
Sixty-four participants (32 males and 32 females, 18–22 years of age) from the Johns
Hopkins community volunteered in return for extra credit in psychology courses.
2.2 Materials
Two layouts of six objects each were constructed (Fig. 1). The objects were common,
visually distinct, similar in size (approximately 15 cm in length and width, and 10 cm in height),
had monosyllabic names, and shared no primary semantic associations. The objects were placed
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Figure 1. Spatial layouts used in the experiment. Real objects were used, rather than names.
Arrows labeled as 0° indicate participants’ viewing position for visual learning and starting
position for proprioceptive learning. (A) The dashed line on the layout shows an example of a
path used in the path condition. (B) The dashed lines on the layout show how the participants
walked between the starting position and each object location in the no-path condition.
on a plain white sheet that covered the floor of an approximately 3 m  3.7 m room. A white
curtain created a uniform texture around the walls of the room. These materials were the same as
those used in other studies in our lab (Yamamoto & Shelton, 2005, 2006).
2.3 Design and Procedure
Each participant learned both layouts, one through vision and one through
proprioception. Counterbalancing was used to ensure that each layout was experienced both
visually and proprioceptively across participants. Half the participants experienced object
locations along a coherent path (path condition), and the other half experienced them in a
spatially random manner (no-path condition). Within each group, half the participants did visual
learning first and the other half did proprioceptive learning first. Therefore four groups were
formed from the factorial combination of path (path or no path) and order of learning (visual
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learning first or proprioceptive learning first). The participants were randomly assigned to each
group with the constraint that each group had an equal number of males and females. They were
run individually.
2.3.1 General procedures
In all conditions, learning proceeded in the following sequence: The participant was
asked to sit in a swivel chair, put on a blindfold to restrict vision, and wear headphones through
which they heard white noise to eliminate auditory spatial information. An experimenter then
wheeled the participant to the viewing position for visual learning or the starting position for
proprioceptive learning. The actual location, shown in Fig. 1 by arrows labeled as 0°, was
identical for visual and proprioceptive learning. While taken to this position, the participant was
gently spun in the chair. This disorienting procedure was included to have the participant use
only spatial information available in the room for learning a layout. (The effectiveness of this
procedure has been confirmed by another experiment. For details, see Yamamoto & Shelton,
2005, note 2.) The participant was then asked to get up from the chair to begin the appropriate
learning phase (as described below). Upon completion of the learning phase, the participant was
asked to sit in the chair again. The participant was then disoriented in the same manner while
taken out of the room.
2.3.2 Learning phase -- path condition
In the path condition, the objects were presented sequentially along a path that was
commonly used in visual and proprioceptive learning. An example of the path used in this
condition is shown in Fig. 1A.
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2.3.2.1 Visual learning in the path condition
The visual path was created by successively presenting pairs of adjacent objects, which
overlapped at one shared object. First, the participant was asked to remove the blindfold and
viewed the first object alone for 2.5 sec. The experimenter then placed the second object on the
floor, and the participant viewed the first and second objects together for 2.5 sec. After this, the
first object was removed and the third object was added. The participant then viewed them for
2.5 sec. This procedure was repeated until the fifth and sixth objects were viewed together.
Finally, the fifth object was removed and the sixth object was viewed alone for 2.5 sec. First and
last objects were presented individually so that each object was experienced twice and viewed
for 5 sec in total. To control for viewing time, the participant was asked to close his/her eyes
while the experimenter manipulated the objects on the floor. After viewing the last object, the
participant was blindfolded and asked to point to and name the objects. This study-test sequence
was repeated until the participant could fluently point to the correct object locations twice in a
row. (Fluency was determined at the experimenter’s discretion based on no hesitation in correct
pointing.) Throughout the learning phase, the participant was stationary at the viewing position.
2.3.2.2. Proprioceptive learning in the path condition
Proprioceptive learning in the path condition was performed in the same manner as
proprioceptive learning in Yamamoto and Shelton (2005). Before beginning the learning phase,
the participant was shown the individual objects that would be encountered in the layout. After
this initial viewing, the participant was not allowed to see the objects. In the learning phase, the
blindfolded participant walked along the prescribed path under the experimenter’s guidance. The
participant held a bar horizontally with both hands, and the experimenter pulled it to indicate
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distance and direction of walking. The participant was also guided verbally (e.g., walk forward,
leftward; stop now). Upon reaching each object, the experimenter stopped the participant and
identified the object by name.1 At the last object, the participant was guided back to the starting
position by following the path in the backward direction. All the object locations were
experienced again during this backward walking (including the last object; before starting the
backward walking, the last object was identified by the experimenter again). Therefore, as in
visual learning, the participant experienced each object location twice. During walking, the
participant was asked to maintain the orientation he/she had at the starting position. In order to
do so, the participant took side steps for rightward and leftward walking, and back steps for
backward walking. On returning to the starting position, the participant was asked to point to and
name the objects. This study-test sequence was repeated until the same criterion described above
was met.
2.3.3 Learning phase -- no-path condition
In the no-path condition, objects were presented sequentially in a spatially random order,
which was determined individually for each participant. No participants experienced objects in
the same order as in the path condition. Visual and proprioceptive learning were performed in the
same way as in the path condition except the differences noted below. In visual learning, each
object was always presented alone for 2.5 sec. All objects were presented in a random sequence
that was repeated. Thus, as in the path condition, each object was experienced twice and viewed
for 5 sec in total.
                                                 
1 Previously we investigated another type of proprioceptive learning in which participants had direct
visual access to objects themselves at each object location instead of accessing them via verbal labels
(Yamamoto & Shelton, 2005). No difference was found between this type of proprioceptive learning and
the one used in the path condition of the present study.
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In proprioceptive learning, the participant walked to each object separately from the
starting position: The participant walked straight to an object from the starting position, and after
learning which object it was, went right back to the starting position. The participant then walked
to the next object. Fig. 1B illustrates an example of how the participant walked to object
locations in the no-path condition. As in the path condition, the participant was asked to maintain
the orientation he/she had at the starting position. Therefore the participant always walked by
diagonal steps. After having finished visiting all object locations once, the participant repeated
the same procedure for walking to all locations one more time. In this manner, like visual
learning, the participant proprioceptively experienced each object location twice in the no-path
condition as well as in the path condition.
2.3.4 Test phase
After learning each layout, the participant was taken to another room to perform
judgments of relative direction (JRDs). This procedure and the disorienting procedure after the
learning phase introduced some delay between the learning phase and the test phase, making
spatial information about the layout in working memory unavailable for the memory test. Three
objects in the layout formed each trial: The participant was asked to imagine standing at one
object and facing another object, and then point to the third object; for example, “Imagine you
are at the cap facing the pot. Point to the mug.” The first two objects constituted an imagined
heading. The third was a target to which the participant was to point. Each layout yielded 16
object-pair headings, two instances of each of the eight imagined headings differing by 45°.
These imagined headings were labeled counterclockwise from 0° to 315° in 45° steps, with 0°
corresponding to the orientation experienced by the participant. Target objects were chosen so
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that their directions were varied systematically because previous work has shown that target
directions have large effects on pointing accuracy: Pointing to the front tends to be more accurate
than pointing to the sides (both right and left), which tends to be more accurate than pointing to
the back (Franklin, Henkel, & Zangas, 1995; Shelton & McNamara, 1997, 2001a; Yamamoto &
Shelton, 2005). In the present experiment, therefore, the egocentric space in terms of an
imagined heading was divided into four homogeneous regions (i.e., front, right, left, and back),
and each imagined heading had approximately equal instances of target directions in each of
these four regions.
Trials were presented on a computer screen. After receiving instructions about how to use
a computer program, the participant performed three practice trials involving familiar buildings
on campus. In each trial, sentences giving the imagined heading and target were displayed with a
circle and a movable line. The participant positioned the line by using a mouse so that it pointed
to the target if he/she was at the imagined position. (An example of the display is available in
Fields & Shelton, 2006, Fig. 3.) A total of 64 trials were presented in a random order.
The principal dependent variable was accuracy in JRDs measured by absolute angular
error in pointing (i.e., absolute angular distance between pointed direction and target direction).
Trials were not time-limited and instructions stressed accuracy. Response latencies, which tend
to be long and more variable than accuracy in this paradigm (Shelton & McNamara, 2001a,
2004b), were also measured in order to check for speed-accuracy tradeoffs.
3. Results
Correlation coefficients between absolute angular errors and response latencies were first
computed for each participant. They ranged from -0.13 to 0.38, indicating that no participants
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showed significant speed-accuracy tradeoffs. Mean absolute angular errors were then calculated
for each participant and for each condition, and subjected to a split-plot factorial analysis of
variance (ANOVA) with path (path or no path) and order of learning (visual learning first or
proprioceptive learning first) as between-subjects factors and learning modality (vision and
proprioception), imagined heading (from 0° to 315° with 45° intervals), and target direction
(front, right, left, and back) as within-subjects factors.2 Due to the large number of main effects
and interactions tested in this experiment, an  level of 0.01 was used.
Fig. 2 shows mean absolute angular errors in pointing collapsed across participants as a
function of imagined heading, learning modality, and path. Three major findings were revealed.
First, the participants’ performance on JRDs was indistinguishable for path and no-path
conditions after visual learning, whereas the no-path condition yielded worse performance than
the path condition after proprioceptive learning. These observations were supported statistically
by a significant interaction between path and learning modality, F (1, 60) = 7.79, p < 0.007.3
Simple main-effects tests contrasting path and no-path conditions at each learning modality also
supported the above observations; they showed no difference for visual learning, F < 1, and
revealed a marginally significant difference for proprioceptive learning, F (1, 120) = 5.54, p <
0.02. Second, in all conditions, JRDs were most accurate when imagined headings were aligned
with the learned orientation (0°), as supported statistically by the significant main effect of
imagined heading, F (7, 420) = 9.18, p < 0.001, and a post-hoc contrast comparing participants’
performance for the imagined heading of 0° with that for all the other headings, F (1, 63) =
                                                 
2 We carried out another ANOVA with participants’ gender as an additional between-subjects factor, but
no gender difference was found from the present experiment.
3 All F tests conducted in the present study were corrected for nonsphericity when appropriate.
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25.46, p < 0.001. Third, visual learning yielded significantly better performance on JRDs than
proprioceptive learning, F (1, 60) = 61.26, p < 0.001.
In the ANOVA, target direction also showed significant effects: the main effect, F (3,
180) = 58.48, p < 0.001, the interaction with path, F (3, 180) = 10.32, p < 0.001, and the
interaction with learning modality, F (3, 180) = 6.67, p < 0.001. Fig. 3 depicts mean absolute
angular errors in JRDs as a function of target direction, learning modality, and path. As in
previous studies (Franklin et al., 1995; Shelton & McNamara, 1997, 2001a; Yamamoto &
Shelton, 2005), pointing to the front was more accurate than pointing to the sides (both right and
Figure 2. Mean absolute angular errors in judgments of relative direction (JRDs) as a function of
imagined heading, learning modality, and path. Error bars represent ±1 standard error of the
mean (SEM) computed from data points in each condition.
Yamamoto & Shelton (2007). Acta Psychologica, 125, 346-360. 16
left), which was more accurate than pointing to the back. Post-hoc contrasts comparing the front
with the sides and the sides with the back were both significant, F (1, 63) = 66.77, p < 0.001 and
F (1, 63) = 47.77, p < 0.001, respectively. The interactions were explained by increased
difficulty in accurately pointing to the back after proprioceptive learning in the no-path condition
(see Fig. 3). Although the three-way interaction among target direction, path, and learning
modality did not reach statistical significance, F (3, 180) = 2.02, p > 0.11, this observation was
supported in part by the post-hoc simple main-effects test comparing path and no-path conditions
when target direction was back, F (1, 240) = 10.38, p < 0.02, and the post-hoc simple main-
effects test comparing visual and proprioceptive learning when target direction was back, F (1,
240) = 74.88, p < 0.001. The main effect and interactions regarding target direction did not alter
the conclusions about the effects of path, learning modality, and imagined heading.
Figure 3. Mean absolute angular errors in JRDs as a function of target direction, learning
modality, and path. Error bars represent ±1 SEM computed from data points in each condition.
Yamamoto & Shelton (2007). Acta Psychologica, 125, 346-360. 17
4. Discussion
The results support the hypothesis that experiencing object locations along a coherent
path is important for proprioceptively encoding a spatial layout into long-term memory, whereas
visual encoding of the layout is not influenced by specific forms of the paths along which objects
are viewed. Participants in path and no-path conditions showed equivalent performance on JRDs
after visual learning, but participants in the no-path condition showed worse memory
performance after proprioceptive learning than participants in the path condition. Given that the
same learning criterion was used in all conditions and memories for the layouts were tested by
the same modality-independent task, these differences in accuracy can be attributed to the
dependence or independence of the long-term spatial representation on path integrity.
It is important to note that participants were able to accurately point to objects with
fluency at the end of the learning phase in all conditions. This indicates that they acquired spatial
knowledge of self-to-object relations equally well in all conditions, suggesting that the impaired
memory performance after proprioceptive learning in the no-path condition stemmed from
problems in constructing a mental representation of object-to-object relations. Therefore, one of
the roles of the path in proprioceptive learning may be to provide a frame of reference in which
each object location is mapped. When objects are experienced along a coherent path, their
locations in an environment can be specified by where they are located in the path. This
information can be utilized to understand object locations in relation to each other, facilitating
comprehension of object-to-object relations in the environment. On the other hand, when object
locations are proprioceptively experienced without a coherent path, they do not share a
framework in which each location can be related to one another. Although information about
each object location can still be acquired well, learning without a clear path likely requires
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greater effort to put those pieces of spatial information together to construct a representation of
object-to-object relations than learning with a path. By contrast, cues that can provide useful
reference frames are readily available in visual learning (e.g., walls of a room). As a result, the
reference frame provided by a viewing path is less salient in visual learning, thereby making it
much less important in the process of understanding object-to-object relations in the
environment.
A similar effect of path information has been examined in the context of large-scale
environmental learning (Chabanne, Péruch, & Thinus-Blanc, 2003). In this study, participants
were asked to learn a layout of six buildings on a virtual-reality version of a college campus. The
virtual campus was presented on a computer display, and the participants navigated through it by
using a keyboard. There were four variations of the virtual campus based on a factorial
combination of presence/absence of environmental details (e.g., additional buildings, lawns and
hedges) and conspicuous pathways. Chabanne et al. investigated whether those environmental
details and explicitly presented pathways affect subsequent estimates of direction and distance
between target buildings. Results showed that although the presence of either the environmental
details or the pathways generally improved the accuracy of direction and distance estimates,
there was no additional benefit of having the pathways when the environmental details were
present. These results were consistent with present findings, further suggesting that path
information effects are negligible when environments are abundant in cues to establish spatial
frames of reference.
Shelton, Yamamoto, Fields, and Spence (2006) found path information effects when
comparing environmental learning from ground-level and aerial perspectives. Encoding a large-
scale environment by viewing it from a ground-level perspective involves movement through
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space as in proprioceptive learning. On the other hand, encoding the environment from an aerial
perspective can be accomplished without movement as in visual learning in the present study
(see Lederman, Klatzky, & Barber, 1985 for a similar discussion). Shelton et al. suggested that
when both types of environmental learning involved simple four-leg paths, disrupting the path
would have a greater consequence for learning from a ground-level perspective: When the four
path legs were randomly reordered, results showed that performance on JRDs was impaired for
ground-level but not aerial encoding. These results parallel the findings in the present study,
showing the importance of path integrity in movement-based spatial learning (i.e., learning from
a ground-level perspective in Shelton et al. and proprioceptive learning in the present study) as
well as no effects of path information on spatial learning that is not inherently tied to movement
in the environment (i.e., learning from an aerial perspective in Shelton et al. and visual learning
in the present study). These converging results support the claim that constructing a long-term
spatial representation of object-to-object relations in an environment is affected by the specific
path information based on whether the learning condition is naturally dependent on such
information.
It is also noteworthy that spatial memories obtained through all types of learning used in
the present study showed orientation dependence. Spatial memory is said to be orientation
dependent when a particular perspective of an environment is more accessible in memory than
other perspectives. In all conditions of the present experiment, the most accurate performance on
JRDs was obtained when imagined headings corresponded to the orientation that the participants
experienced in the room. This finding ensures our knowledge that spatial memory for a room-
sized environment is usually dependent on a single preferred orientation (Mou & McNamara,
2002; Shelton & McNamara, 2001a). Although it has been well documented that this notion
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holds true for visually acquired spatial memories (e.g., Mou & McNamara, 2002; Presson,
DeLange, & Hazelrigg, 1989; Roskos-Ewoldsen, McNamara, Shelton, & Carr, 1998; Shelton &
McNamara, 1997, 2001a; Sholl & Nolin, 1997; Waller, Montello, Richardson, & Hegarty, 2002),
in most of the previous experiments a whole environment was simultaneously visible to an
observer from a single vantage point. The present experiment showed that visually acquired
spatial memory is orientation dependent when it is constructed by viewing a series of small
portions of an environment, extending the well-established finding (see also Yamamoto &
Shelton, 2006). Importantly, the present results also provided additional evidence for orientation
dependence in proprioceptively acquired spatial memory for a room-sized environment (Presson,
DeLange, & Hazelrigg, 1987; Yamamoto & Shelton, 2005). Furthermore, these results extend
the previous findings by suggesting that proprioceptively acquired spatial memory is orientation
dependent even when the environment is learned without having a coherent path.
Unlike Yamamoto and Shelton (2005), visual learning yielded better performance on
JRDs than proprioceptive learning in the present study. Although the degraded memory
performance after proprioceptive learning in the no-path condition largely contributed to the
significant main effect of learning modality, there was also a clear difference between visual
learning (in both path and no-path conditions) and proprioceptive learning in the path condition
(see Figs. 2 and 4). Proprioceptive learning in the previous experiment and that in the path
condition of the present experiment were essentially the same, and these two cases of
proprioceptive learning actually yielded comparable memory performance.4 The difference in the
                                                 
4 The data from proprioceptive learning in the path condition and those from proprioceptive learning in
Yamamoto and Shelton (2005, Experiment 1) were subjected to a split-plot factorial ANOVA with
experiment as a between-subjects factor and imagined heading and target direction as within-subjects
factors. The main effect of experiment as well as all interactions including experiment were not
significant, Fs < 1, showing that memory performance after each case of proprioceptive learning was
comparable to one another.
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present study was therefore due to better memory performance on visual learning than what has
been previously observed (see Fig. 4). Why should this be the case? One key difference between
the present experiment and the previous experiment is the manner of object presentation; that is,
the entire array of objects was presented simultaneously to participants in the previous
experiment, whereas objects in the layout were presented sequentially in the present experiment.
Yamamoto and Shelton (2006) have recently shown that sequential presentation of objects in an
environment during visual learning yields better performance on JRDs than simultaneous
presentation of objects. Therefore better memory performance after visual learning in the present
experiment was likely due to sequential presentation of objects. Moreover, the present study used
two different types of sequential visual presentation and both of them yielded better memory
Figure 4. Comparison of mean absolute angular errors in JRDs observed in the present
experiment and in Yamamoto and Shelton (2005, Experiment 1). Error bars represent ±1 SEM
computed from data points in each condition.
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performance than simultaneous presentation in the previous experiment, thereby corroborating
the finding from Yamamoto and Shelton (2006).
In the present study, absolute angular error was used as a dependent measure. Although
absolute angular error is a good measure of overall pointing accuracy as it best correlates with
the probability that a pointing response falls with a certain range around the actual target
direction (Spray, 1986), it contains both constant bias (constant error) and imprecision (variable
error) in pointing (Schutz & Roy, 1973). These two types of error can be distinguished by
circular statistics (e.g., Fisher, 1993). The JRD task used in the present study did not yield
enough data points to carry out this analysis with sufficient statistical power, but investigating
differential contributions of constant and variable error to the worsened JRD performance in the
no-path proprioceptive learning will be an interesting next step for future studies.
In summary, the present study investigated the role of a path along which object locations
are experienced during spatial learning and found that it is an important component of
proprioceptive but not visual learning, when the goal of learning is to remember the layout of an
environment. Although many studies have been carried out to explore how various types of
spatial experience affect subsequent spatial memory, these investigations tended to be concerned
only with simple comparisons among different methods of spatial learning (e.g., environmental
learning from ground-level vs. aerial perspectives; map reading vs. exploratory navigation;
visual vs. nonvisual learning), and in many cases, the general comparisons suggested similarity
in the memory representations from different sources after thorough learning of an environment
(e.g., Auerbach & Sperling, 1974; Avraamides, Loomis, Klatzky, & Golledge, 2004; Klatzky,
Lippa, Loomis, & Golledge, 2002, 2003; Loomis, Klatzky, Philbeck, & Golledge, 1998; Loomis,
Lippa, Klatzky, & Golledge, 2002; Pasqualotto, Finucane, & Newell, 2005; Ruddle, Payne, &
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Jones, 1997; Shelton & McNamara, 2004a; Thorndyke & Hayes-Roth, 1982; Yamamoto &
Shelton, 2005). However, the present study highlights the importance of scrutinizing the details
of the learning experience, demonstrating that the same variable ubiquitous in spatial experiences
(i.e., path) can have differential effects in different types of spatial learning. Such details will be
critical for developing a comprehensive, multimodal theory of spatial learning and memory.
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