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Introduction
The Korteweg-de Vries (KdV) equation (see [13] ) y t + yy x + y xxx = 0, (x 2 IR, t 0)
is a well known instance of a nonlinear dispersive partial di↵erential equation, which may serve as a model for propagation of small amplitude long water waves in a uniform channel: In this model y represents the deflection of the surface from rest position, t is the time variable and x is the space variable. It must be emphasized that in equation (1.1) the coordinates x and y are taken with respect to a moving frame. As it was suggested in [5] the extra term y x should be incorporated in the equation (1.1) in order to obtain an appropriate model for water waves in a uniform channel when coordinates x and y are taken with respect to a fixed frame, a fact which is essential when dealing with boundary controllability. In these notes we are concerned with the following controllability problem: Given L > 0 (the lenght of the domain) T > 0 (the final time), y 0 , y T 2 L 2 (0, L), does it exist a control function h 2 L 2 (0, T ) such that the solution y = y(t, x) of the Cauchy problem
satisfies y(T, x) = y T (x) ? It turns out that in the linear case (that is when the term yy x is dropped) because of the introduction of the extra term y x , exact controllability holds if and only if the lenght L does not belong to the set
To be more precise, we have the following result:
R denotes the space of the states that may be reached from 0, i.e. R = {y(T, .); y solution of (1.7) (1.10) for h 2
Notice that a boundary controllability result for the KdV equation was already mentioned in [16] , but the setting was quite di↵erent: Indeed it is proved in [16] that the system
is exactly controllable in the space {u 2
. This result is obtained as a consequence of the uniform stabilizability of this timereversible linear system in both t-directions, whose proof is rather long and technical. (For other controllability results for the KdV equation with periodic boundary conditions, see [12] , [15] and [17] .) The proof of Theorem 1 rests on Hilbert Uniqueness Method (H.U.M.) and the multiplier method. This approach presents many advantages: It is direct, the control h is explicitly given (moreover this control h is optimal in a certain sense since it minimizes the quadratic cost R T 0 h(t) 2 dt among all boundary control functions for which y(T, .) = y T ) and, as for the wave equation (see [1] , [8] ) a numerical treatment resting on H.U.M. is quite easy to be achieved. (See sections 2 and 3.) We shall use here a collocation pseudo-spectral method, whereas finite-di↵erence implementation has been successfully applied for the wave equation (see [1] , [8] ).
Notice that, thanks to a fixed-point argument, we may infer from Theorem 1 the following (local) exact boundary controllability for nonlinear KdV equation on a bounded domain:
and such that y(0, .) = y 0 , y(T, .) = y T . If moreover L 6 2 N , then we may in addition assume that y(., L) = 0 and take
The paper is organized as follows: In section 2 we describe the numerical scheme that has been implemented for boundary controlling the linear KdV equation and in section 3 we present several numerical simulations and we investigate the relations between • the precision of the results and the parameters of the code;
• the time T needed to control and the cost of the control.
The numerical algorithm based on HUM
In this section we describe the collocation pseudo-spectral method used for numerical experiments. In what follows L = 2, but the domain is ( 1, 1) instead of (0, 2). The exact boundary controllability problem we want to study from a numerical viewpoint is the following one: Given T > 0 and y T 2 L 2 ( 1, 1) we search for a control function h 2 L 2 (0, T ) such that the solution y of the boundary initial-value problem
satisfies y(T, x) = y T (x). Before applying H.U.M. we have to explain how to calculate the solution of this Cauchy problem (for any boundary control h). We first give a variational formulation of this problem. Let < ., . > denote the usual scalar product in L 2 ( 1, 1). After some integrations by part we get : This can be done using a Gauss Legendre quadrature formula (see [2] , [4] and [7] )
In this formula, the points ⇠ j are the roots of (1 x 2 )L N 0 where L N denotes the N th Legendre polynomial. The real numbers ⇢ j are the weights associated to the ⇠ j . (Notice that 1 = ⇠ 0 < ⇠ 1 < ... < ⇠ N = 1 .) Let (e j ) j=0,··· ,N be the Lagrange polynomials associated to the ⇠ j , i.e. e j 2 IR N [x] and e j (⇠ i ) = j i . Using the condition y(t, 1) = y(t, 1) = 0 we look for y N in the form
Testing in (2.5) with = e i , i = 1, ..., N 1 we get the linear di↵erential equation
where
,··· ,N 1 and C = (c ij ) i,j=1,··· ,N 1 are given as follows:
• a ij = R 1 1 e i (x)e j (x)dx; (Since the degree of the polynomial e i e j is 2N , we have to use a Gauss Legendre quadrature formula at the level N + 1.)
The numbers ⇢ j , ⇠ j and e j 0 (i) are given by standart routines. (See [6] .) The following calculation is needed to estimate the e i 00 (⇠ q ). Since e i 0 is a polynomial of degree  N , we may write
hence
i.e. the matrix of the e i 00 (⇠ j ) is the square of the matrix of the e i 0 (⇠ j ). For time discretization we adopt an implicit scheme: 
and, after u x (t, 1) is known, we search for the solution y of the boundary (forward) Cauchy problem (II) 8 > > < > > :
Actually the backward Cauchy problem (I) is solved by performing the change of (independant) variables s = T t, z = x which transforms (I) into
Hence we are led to apply the implicit scheme two times: the first time (with h = 0) to solve (I 0 ), the second time (with h = u x (., 1)) to solve (II). If
that we get by numerical integration of (I) followed by (II). We do not intend to prove here that ⇤ N is invertible, a fact that seems to be true provided t is small enough. Since N is assumed to take small values (N = 20 or 40) it is possible to calculate the coe cients of the matrix associated to the operator ⇤ N in the basis (e j ) 1jN 1 , and to invert this matrix by a standart Gauss elimination method. 
Numerical experiments
The code has been first tested with smooth, slow oscillating and boundary vanishing target functions, namely y T (x) = exp( 10x 2 ) exp( 10) (see figure 3.1) and y T (x) = sin(2⇡x) (see figure 3. 2). Each animation is composed of nine curves y = y(t i , x), 1  i  9, associated with the times 2 10 2 = t 1 < t 2 < . . . < t 8 < t 9 = 10 1 = T . Notice that the representation of the (null) initial state is omitted and that we use an adaptative reference scale for the y variable. These numerical experiments have been made with T = 10 1 , N = 20 and t = 5 10 6 . As expected, waves are generated at the right endpoint. As a wave propagates to the left endpoint, its amplitude is rising, except at the end of the control process. The first generated waves cross over the domain ( 1, 1) and are absorbed at the left endpoint. Remarks.
• In the animation plotted in figure 3.2 (see also the figure 3.3) we observe that the evolution of the state is not uniform: The main part of the control is performed at the last times of the control process.
• If we set
we get satisfactory values of the (relative) error ✏ (✏ ⇡ 10 4 for T = 10 1 , N = 20, t = 5 10
6 , see table 3.1) with a reasonable computing time (a few minutes on an Alpha workstation).
If we now are concerned with (smooth) rapidly oscillating or discontinuous target functions -recall that Theorem 1 holds true for y 0 = 0 and any y T 2 L 2 ( 1, 1) -the above choice of parameters leads to inadequate results. This is not surprising, since the state which is really reached is the function Acknowledgments: The author is deeply grateful to Drs M. Azaiez and C. Rosier for bringing the collocation pseudo-spectral method to its attention and for their technical guidance.
