We study a modified Newton's method with fifth-order convergence for nonlinear equations in Banach spaces. We make an attempt to establish the semilocal convergence of this method by using recurrence relations. The recurrence relations for the method are derived, and then an existenceuniqueness theorem is given to establish the R-order of the method to be five and a priori error bounds. Finally, a numerical application is presented to demonstrate our approach.
Introduction
Many scientific problems can be expressed in the form of a nonlinear equation The Newton's method 1, 2 , which has quadratically order convergence, is one of the most well-known methods for solving nonlinear equations. Recently, numerous variants of Newton's method with high-order convergence are developed in the literature 3-7 ; these methods improve the local order of convergence of Newton's method by an additional evaluation of the function. In this paper, we consider the semilocal convergence for the method proposed in 7 . We first extend this method to Banach spaces and write it as J F x n , y n 3F y n − 2F x n −1 F y n ,
x n 1 z n − J F x n , y n Γ n F z n ,
1.2
where I is the identity operator on X, Γ n F x n −1 , y n x n 1/2 u n − x n . In many papers, the convergence of iterative methods for solving nonlinear operator equation in Banach spaces is established from the convergence of majorizing sequences, which is obtained by applying the real function to a polynomial [8] [9] [10] . An alternative approach is developed to establish this convergence by using recurrence relations. For example, the recurrence relations are used in establishing the convergence of Newton's method 2 and some high-order methods [11] [12] [13] [14] [15] [16] [17] . In this paper, we consider the semilocal convergence of the method given by 1.2 using the recurrence relations. We construct the system of recurrence relations and prove the convergence of the method, along with an error estimate. Finally, numerical results are presented to demonstrate our approach.
Preliminary Results
Let x 0 ∈ Ω, and the nonlinear operator F : Ω ⊂ X → Y be continuously second-order Fréchet differentiable, where Ω is an open set and X and Y are Banach spaces. We assume that
C4 there exists a positive real number N such that
2.1
Now, we define the following scalar functions which will be often used in the later developments. Let 
2.2
Let p t tg t, s − 1, and let σ s be the smallest positive zero of the scalar function p t for s ∈ 0, 5 . Then, using MATLAB, we obtain that σ s is decreasing and σ s > 0 for all s ∈ 0, 5 and
Some properties of the functions defined above are given in the following lemma. 
β n 1 h a n , b n β n , 2.5 a n 1 Mβ n 1 η n 1 , 2.6
c n 1 h a n 1 , b n 1 ϕ a n 1 , b n 1 .
2.8
From the definition of a n 1 , b n 1 , 2.4 and 2.5 , we also have a n 1 h a n , b n c n a n , 2.9
b n 1 h a n , b n c 2 n b n .
2.10
Nextly we will study some properties of the previous scalar sequences defined in 2.4 -2.10 , and later developments will require the following lemma. b the sequences {η n }, {a n }, {b n }, and {c n } are decreasing while {β n } is increasing, c g a n , b n a n < 1 and h a n , b n c n < 1 for n ≥ 0. 
where
Proof. By the definition of a n 1 and b n 1 given in 2.9 -2.10 , we obtain
by Lemma 2.1 we have
2.15
Therefore, it holds that c n ≤ λγ
By 2.12 , we get
This shows that 2.13 holds. The proof is completed.
Lemma 2.4. Under the assumptions of Lemma 2.2, let
γ h a 0 , b 0 c 0 and λ 1/h a 0 , b 0 . The sequence {η n } satisfies η n ≤ ηλ n γ 5 n −1 /4 , n ≥ 0. 2.17
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Hence, the sequence {η n } converges to 0. Moreover, for any n ≥ 0, m ≥ 1, it holds that
Proof. From the definition of sequence {η n } given in 2.4 and 2.13 , we have
Because λ < 1 and γ < 1, it follows that η n → 0 as n → ∞; hence, the sequence {η n } converges to 0. Since where n ≥ 0, m ≥ 1, we can obtain
2.22
Therefore, ∞ n 0 η n exists. The proof is completed.
Recurrence Relations for the Method
We firstly give an approximation of the operator F in the following lemma, which will be used in the next derivation. 
where H x n , y n Γ n F y n − F x n and J F x n , y n I − 2 I 3H x n , y n −1 H x n , y n .
Proof. By the Taylor Expansion, we obtain
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and we obtain F u n z n − u n F y n z n − u n 1 0 F y n t u n − y n u n − y n dt z n − u n ,
3.7
By the first two steps of method given in 1.2 and 3.4 , 3.6 , 3.7 , we obtain
F y n t u n − y n u n − y n dt z n − u n .
3.8
Substituting 3.4 and 3.8 into 3.3 , we obtain 3.1 . We now consider F x n 1 . Since
using Taylor's formula, we have
3.10
Similarly, we obtain
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It follows that
3.12
Substituting 3.12 into 3.10 , we can obtain 3.2 . The proof is completed.
We denote B x, r {y ∈ X : y − x < r} and B x, r {y ∈ X : y − x ≤ r} in this paper.
In the following, the recurrence relations are derived for the method given by 1.2 under the assumptions mentioned in the previous section.
For n 0, the existence of Γ 0 implies the existence of u 0 , y 0 . This gives us
and this means that u 0 , y 0 ∈ B x 0 , Rη , where R g a 0 , b 0 / 1 − c 0 . By the initial hypotheses, we have
Because of the assumption a 0 < σ s < 2/3, by the Banach lemma 2 it follows that
It is followed that
Consequently z 0 is well defined and
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It is similar to obtain
3.18
By Lemma 3.1, we can get
19
Therefore, we have
From the assumption c 0 < 1/h a 0 , b 0 < 1, it follows that x 1 ∈ B x 0 , Rη . By a 0 < σ s and g t, s is increasing in t ∈ 0, σ s and s ∈ 0, 5 , we have
and it follows by the Banach lemma 2 that Γ 1 F x 1 −1 exists and
Then, from 3.20 and 3.24 , we have
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Because of g a 0 , b 0 > 1, we obtain
3.26
which shows u 1 , y 1 ∈ B x 0 , Rη . In addition, we have
3.27
Repeating the above derivation, we can obtain the system of recurrence relations given in the next lemma.
Lemma 3.2. Let the assumptions and the conditions (C1)-(C4) hold. Then, the following items are
true for all n ≥ 0:
Proof. The proof of I -V follows by using the above-mentioned way and invoking the induction hypothesis. We only consider VI . By V and Lemma 2.4, we obtain
3.28
So the lemma is proved.
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Semilocal Convergence
Proof. Since
Now we give a theorem to establish the semilocal convergence of 1.2 , the existence and uniqueness of the solution, and the domain in which it is located, along with a priori error bounds, which lead to the R-order of convergence at least five of iteration 1.2 . Proof. By Lemma 3.2, the sequence {x n } is well defined in B x 0 , Rη . Now we prove that {x n } is a Cauchy sequence. Since
it follows that {x n } is a Cauchy sequence, and hence the sequence {x n } is convergent. So there exists an x * such that lim n → ∞ x n x * .
12
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This shows that x * ∈ B x 0 , Rη . Now we prove that x * is a solution of F x 0. Since
by letting n → ∞ in 4.5 , we obtain F x n → 0 since g a n , b n < g a 0 , b 0 and η n → 0. Hence, by the continuity of F in Ω, we obtain F x * 0. We prove the uniqueness of x * in B x 0 , 2/Mβ − Rη ∩ Ω. Firstly we can obtain x * ∈ B x 0 , 2/Mβ − Rη ∩ Ω, since it follows by Lemma 3.2 that
it follows by the Banach lemma that 
4.9
This means that the method given by 1.2 is of R-order of convergence at least five. This ends the proof. s cos x t y t z t dt, y, z ∈ Ω,
5.2
The derivative F satisfies
and the Lipschitz condition with N 1/2
since the norm is taken as max-norm. Starting at x 0 t 4/3, we have
and by the Banach lemma that Γ 0 exists and Γ 0 ≤ 2 2 − sin 4/3 β. 5.7 
5.10
This means that the hypothesis of Theorem 4.2 is satisfied. Hence, the recurrence relations for the method given by 1.2 are demonstrated in Table 1 . Besides, the solution x * belongs to B x 0 , Rη B 4/3, 0.27761986977716 ⊂ Ω, and it is unique in B 4/3, 1.77850432749622 ∩ Ω.
Conclusions
A family of recurrence relations is developed for establishing the semilocal convergence of a modified Newton's method 1.2 used for solving F x 0 in Banach spaces. Based on these recurrence relations, an existence uniqueness theorem is established to show the Rorder convergence of the method to be five. Also a priori error bounds are given. A numerical example is worked out to demonstrate our approach and show that our method can be of practical interest.
