Rényi entropies are compared to generalized log-Fisher information and variational entropies in the context of translation, scale and concentration invariance. It is proved that the Rényi entropies occupy a special place amongst these entropies. It is also shown that Shannon entropy is centrally positioned amidst the Rényi entropies.
INTRODUCTION
Rényi entropies [1] are known to be of importance in cryptography [2] , resolution in time-frequency [3] , time-frequency representations [4] and social sciences [5] . They happen to be the logical extensions [1] of Shannon entropy, displaying the same invariance properties with respect to translation and scaling. In this paper we relate Rényi entropies to the pertinent variational and Fisher-information based entropies [6] which also exhibit translational and scaling invariance. All these entropies are shown to be strongly inter-related by means of relevant inequalities. However, only the Rényi entropies satisfy the property of concentration invariance. The central position of the Shannon entropy is expressed by the fact that all Rényi entropies can be written as functionals of the Shannon concentration entropy.
SHIFT, DILATATION AND CONCENTRATION
Let f (t) be a probability distribution function (p.d.f.) with support Ω ⊆ R and Lebesgue support measure 0 < µ ≤ ∞. We define three basic operators transforming f (t) into another p.d.f. These are the shift or translation operator
which translates Ω by the amount τ but leaves µ unchanged, the scaling or dilatation operator
which scales µ by the amount 1/s, and the concentration operator
which leaves Ω and µ unchanged. The above operators obey commutation relations, as can be seen from the following table:
ENTROPIC INEQUALITIES
We consider three classes of entropies. These are the generalized log-Fisher information [6] 
the variational entropies
and the Rényi entropies
Note that V 2 (f ) is log σ, the logarithm of the standard deviation. For α = 1 the Rényi entropy coincides with the Shannon entropy [1] :
The entropies (4), (5) and (6) are interrelated by means of the following inequalities and equalities. Theorem 1 : Let f (t) be differentiable with f (t) dt = 0, f (t)t dt = −1 and let p, q > 1 be conjugate Hölder, i.e
Proof : From the premises we have
Exploiting Hölder's inequality we find
Inequality (11) has the constant 1 in the l.h.s and a function of τ in the r.h.s. Hence, taking logarithms (a strictly increasing continuous function) and minimizing the r.h.s. with respect to τ leads to
or equivalently
which completes the proof. 2 Note that for p = q = 2 we have a logarithmic form of the Cramér-Rao [6] inequality. Theorem 2 : Let Γ(z) be the Euler gamma function. Then
Proof : Apply the Kullback-Leibler inequality [7] 
valid for any two p.d.f.'s f (t) and g(t) to the p.d.f.
We obtain
Minimization of the r.h.s. of (17) with respect to the free parameter s completes the proof. 2
Theorem 3 : Let p, q > 1 be conjugate Hölder, i.e
Proof : Apply Hölder's inequality to
and afterwards minimize with respect to τ and take logarithms. 2 Note that, if we take β = 1, this also proves that V α (f ) is increasing with respect to α.
Regarding the Rényi entropies we have the fundamental facts that they are decreasing [2] 
Proof : We have
and (20) follows. 2 Note that since H α (f ) is decreasing with respect to α, we also have (4), (5) and (6) are linearly invariant with respect to translation and dilatation, while only the Rényi entropies are linearly invariant with respect to concentration. Proof : Linear invariance between two entities should be understood in the sense that there exists a linear relationship between the two entities. It is easy to see that
and
which proves the first part of the statement. The second part of the statement follows straightforwardly from
since (25) has no linear counterpart in terms of
In the statistical physics community one sometimes utilizes the Tsallis entropies [8] T α (f ) = 1
instead of the Rényi entropies. However, in contradistinction with the Rényi entropies, the Tsallis entropies (26) are not scale-invariant, since in general
