Abstract. We consider a family of semilinear parabolic problems with nonlinear boundary conditions
Introduction
Let Ω = Ω 0 ⊂ R n be a C 2 domain, a a positive number f, g : R → R real functions, and consider the family of semilinear parabolic problems with nonlinear Neumann boundary conditions: u t (x, t) = ∆u(x, t) − au(x, t) + f (u(x, t)), x ∈ Ω and t > 0 , ∂u ∂N (x, t) = g(u(x, t)), x ∈ ∂Ω and t > 0 ,
where Ω = Ω h = h (Ω 0 ) and h : Ω 0 → R n is a family of of C m , m ≥ 2 maps satisfying the following conditions
• (H 1 ) h − i Ω 0 C 1 → 0 as → 0.
• (H 2 ) The Jacobian determinant Jh of h is differentiable, and ∇Jh ∞ = sup{ ∇Jh (x) , x ∈ Ω} → 0 as → 0.
• (H 3 ) The Jacobian µ = J ∂Ω h | ∂Ω of h restricted to ∂Ω is bounded for sufficiently small, with µ 1 − µ 2 ∞ = sup {|µ(x, 1 ) − µ(x, 1 )| | x ∈ ∂Ω, } → 0 as | 1 − 2 | → 0 Our aim here is to prove well-posedness, establish the existence a of global attractor A for sufficiently small and prove the continuity of the family of attractors at = 0, under appropriate conditions on the family h and the non-linearities. These results where obtained in [2] for the family of perturbations of the unit square, given by h (x 1 , x 2 ) = ( x 1 , x 2 + x 2 sen(x 1 / α ) ) (1) with 0 < α < 1 and > 0 is sufficiently small, (see figure (1) ). The family h satisfies conditions (H 1 ), (H 2 ) and (H 3 ) above. In fact, hypothesis (H 1 ) was shown in [2] 
(Lemma 2.1). A simple computation gives ∇Jh = (
(1−α) cos(x 1 / α ), 0), from which (H 2 ) follows easily.
The Jacobian µ = J ∂Ω h | ∂Ω was also computed in [2] : µ =    1 + 2−2α cos 2 sin(x 1 / α ), for x ∈ I 1 := {(x 1 , 1) | 0 ≤ x 1 ≤ 1} , 1 + sin(1/ α ), for x ∈ I 2 := {(1, x 2 ) | 0 ≤ x 2 ≤ 1} , 1, for x ∈ I 3 := {(x 1 , 0) | 0 ≤ x 1 ≤ 1} and I 4 := {(0, x 2 ) | 0 ≤ x 2 ≤ 1} , from which (H 2 ) also follows readily.
A more general family satisfying the conditions (H 1 ), (H 2 ) and (H 3 ) is given in the examples below. Example 1.1.
Let Ω ⊂ R n be a C 1,1 domain, and X : U ⊂ R n → R n a smooth (say C 1 ) vector field defined in an open set containing Ω and x(t, x 0 ) the solution of Then, the map x : (t, ξ) → x(t, ξ) : (−r, r) × ∂Ω → V ⊂ R n is a diffeomorphism for some r > 0 and some open neighborhood V of ∂Ω.
Let W be a (smaller) open neighborhood of ∂Ω, that is, with W ⊂ V and define h : W → R n by h (x(t, ξ)) = (x(t + η(t) · θ (ξ), ξ)), where θ : ∂Ω → R is a C . Observe that h is well defined and {h , 0 ≤ ≤ 0 } is a family of C 1 maps for 0 sufficiently small, with h −i Br(∂Ω) C 1 → 0. as → 0. We may extend h to a diffeomorphism of R n , satisfying (H 1 ), which we still write simply as h by defining it as the identity outside W .
If φ : U ⊂ R n−1 → R n is a local coordinate system for ∂Ω in a neighborhood of x 0 ∈ ∂Ω, then the map Ψ(t, y) = x(t, φ(y)) : (−r, r) × U → R n is a C 1 coordinate system around the point x 0 ∈ R n and Ψ −1 h Ψ(t, y) = (t + η(t)θ (φ(y)), y). By an easy computation, we find that the Jacobian of Ψ −1 h Ψ is given by J(Ψ −1 h Ψ(t, y)) = 1 + η (t)θ (φ(y)) and, therefore Jh (x) = [1 + η (t(x))θ (φ(π(x)))] JΨ −1 (h (x)) · JΨ(Ψ −1 (x)) for x ∈ ρ((−r, r) × U ). Since h − Id R 3 C 1 → 0, the condition (H 2 ) follows. We now compute J ∂Ω h | ∂Ω , the Jacobian of h restricted to ∂Ω. We drop the subscript ∂Ω in the notation of the Jacobian below to simplify the notation. Note that the coordinate system Ψ above takes {0} × U into a neighborhood of x 0 ∈ ∂Ω, and Ψ −1 h | ∂Ω Ψ(0, y) = (θ (φ(y)), y) .
A straightforward computation then gives J(Ψ −1 h | ∂Ω Ψ(0, y)) = 1 + 1 + ∇θ (φ(y)) 2 and, therefore Jh | ∂Ω (φ(y)) = 1 + ∇θ (φ(y)) 2 JΨ −1 (h (φ(y))) · JΨ(Ψ −1 0 (0, y)) for y ∈ U ), where Ψ 0 and Ψ denote the restriction of Ψ to {(0, y) |y ∈ U } and {(θ (φ(y)), y) |y ∈ U }, respectively Since h −Id R 3 C 1 and θ (ξ) C 1 → 0 it follows that Jh | ∂Ω (φ(y)) → 1 as → 0, uniformly in ∂Ω, so (H 3 ) also follows. If Ω ⊂ R n be a C 2 domain, we can choose the vector field X as an extension of N : ∂Ω → R n the unit outward normal to ∂Ω, t(x) = ±dist (x, ∂Ω), (" + outside, , " − inside, ) φ(x) = the point of ∂Ω nearest to x. and B r (∂Ω) = {x ∈ R n | dist(x, ∂Ω) < r}. Then, the map ρ : (t, ξ) → ξ + tN (ξ) : (−r, r) × ∂Ω → B r (∂Ω) is a diffeomorphism, for some r > 0, with inverse x → (t(x), π(x)) (see [5] ).
Define h :
. Then, {h , 0 ≤ ≤ 0 } is a family of C 1 maps for 0 sufficiently small, with h − i Br(∂Ω) C 1 → 0. as → 0. We may extend h to a diffeomorphism of R n , satisfying (H 1 ), which we still write simply as h by defining it as the identity outside B r (∂Ω).
If φ : U ⊂ R n−1 → R n is a local coordinate system for ∂Ω in a neighborhood of x 0 ∈ ∂Ω, then the map Ψ(t, y) = φ(y) + tN (φ(y)) = ρ(t, φ(y)) : (−r, r) × U → R n is a C 1 coordinate system around the point x 0 ∈ R n and Ψ −1 h Ψ(t, y) = (t + η(t)θ (φ(y)), y). By an easy computation, we find that the Jacobian of Ψ −1 h Ψ is given by J(Ψ −1 h Ψ(t, y)) = 1 + η (t)θ (φ(y)) and, therefore Jh (
We now compute J ∂Ω h | ∂Ω , the Jacobian of h restricted to ∂Ω. We drop the subscript ∂Ω in the notation of the Jacobian below to simplify the notation. Note that the coordinate system Ψ above takes {0} × U into a neighborhood of x 0 ∈ ∂Ω, and Ψ −1 h | ∂Ω Ψ(0, y) = (θ (φ(y)), y) .
A straightforward computation then gives
0 (0, y)) for y ∈ U ), where Ψ 0 and Ψ denote the restriction of Ψ to {(0, y) |y ∈ U } and {(θ (φ(y)), y) |y ∈ U }, respectively Since h −Id R 3 C 1 and θ (ξ) C 1 → 0 it follows that Jh | ∂Ω (φ(y)) → 1 as → 0, uniformly in ∂Ω, so (H 3 ) also follows. Remark 1.3. We may choose the function θ with "oscillatory behavior", so the example above essentialy includes the case considered in [2] , since the perturbation there is nonzero only in a smooth portion of the boundary.
Preliminaries
2.1. Some Embedding and trace results.
, has a unique continuous extension
Proof.
See [4]
Lemma 2.2. Suppose Ω ⊂ R n is an open C 1 domain, 1 ≤ p < ∞ and A is the sectorial operator defined by (13) . Then, for 0 ≤ η ≤ 1 we have the continuous embeddings:
Proof. See [6] 2.2. Reduction to a fixed domain. Let h : Ω 0 → R n be a family of maps satisfying the conditions (H 1 ) and (H 2 ). and Ω = h (Ω) the corresponding family of "perturbed domains". We first establish some basic properties of these families. Lemma 2.3. If > 0 is sufficiently small, the map h belongs to Dif f m (Ω) = diffeomorphisms from Ω to its image .
Proof.
Straightforward.
Lemma 2.4. If 0 < s ≤ m and > 0 is small enough, the map
is an isomorphism, with inverse h
See [2] .
Let ∆ Ω be the Laplacian operator in the region Ω = h (Ω). We want to find an expression for the differential operator h * ∆ Ω h * −1 in the fixed region Ω, in terms of h . Writing
where b ij (x) is the i, j-entry of the inverse transpose of the Jacobian matrix of h . From now on, we omit the from the notation for simplicity. Therefore,
where
We also need to compute the boundary condition h * ∂ ∂N Ω h * −1 u = 0 in the fixed region Ω in terms of h . Let N h (Ω) denote the outward unit normal to the boundary of h (Ω) := Ω . From (3), we obtain
Since
Thus, from (5)
Thus, the boundary condition
Now, observe that v(. , t) is a solution (P ) in the perturbed region Ω = h (Ω), if and only if u(. , t) = h * v(., t) satisfies
in the fixed region Ω, so the boundary condition is exactly the "oblique normal derivative" with respect to the divergence part of the operator h * ∆ Ω h * −1 .
The linear semigroup
In this section we consider the linear semigroups generated by the family of differential operators −h * ∆ Ω h * −1 + aI, appearing in (7).
Consider the operator in L p (Ω), given by
(We will denote simply by A the unperturbed operator ( −∆ Ω + aI )).
Theorem 3.1. If > 0 is sufficiently small and h ∈ Diff 1 (Ω), then the operator A = ( −h * ∆ Ω h * −1 + aI ) defined by (8) and (9) is sectorial.
Proof.

Consider the operator
where Ω = h (Ω). It is well known that −∆ Ω is sectorial, with the spectra contained in the interval ]0, ∞) ⊂ R. 
On the other hand
Reciprocally, one can prove similarly that λ ∈ ρ(−h
for all λ in the sectoriality of A follows from the sectoriality of B .
Remark 3.2. From 3.1 and results in [6] , it follows that A generates a linear analytic semigroup in L p (Ω), for each ≤ 0.
3.2.
Weak form in L p spaces. One would like to prove that the operators A defined by (8) and (9) become close to the operator A as → 0 in a certain sense. This is possible when the perturbation diffeomorphisms h converge to the identity in the C 2 -norm (see, for example [9] and [11] ). To obtain similar results here, we need to consider the problem in weaker topologies, that is, we need to extend those operators. To this end, we now want to consider the operator
, where q is the conjugate exponent of p, that is
, we obtain, integrating by parts
Since (12) is well defined for u ∈ W 1,p (Ω), we may define an extension A of A , with domain W 1,p (Ω) and values in (W 1,q (Ω)) , by
for any Ψ ∈ (W 1,q (Ω)). For simplicity, we still denote this extension by A , whenever there is no danger of confusion. Also, from now on, we drop the absolute value in | Jh (x) |, since the Jacobian of h is positive for sufficiently small .
We now prove the following basic inequality. 
for all u ∈ D A , with lim
Proof.
The assertion about the domain is immediate. The inequality is equivalent to
Now, writing |v| p = (
n , we observe that
In a similar way, we obtain
It follows that
with lim
with lim →0 + τ ( ) = 0, (and τ ( ) does not depend on u).
3.3.
Existence and continuity of the linear semigroup. Using well known facts about the "unperturbed operator" A and Theorem 3.4, one can now establish existence and continuity of the linear semigroup, based on the following results: 
Proof. See [11] , pg 348.
Remark 3.6. Observe that b can be made arbitrarily close to a by taking L sufficiently large. In particular, if a > 0 then b > 0.
Theorem 3.7. Suppose that A is as in Lemma 3.5, Λ a topological space and {A γ } γ∈Λ is a family of operators in X with A γ 0 = A satisfying the following conditions: Then, there exists a neighborhood V of γ 0 such that A γ is sectorial if γ ∈ V and the family of (linear) semigroups e −tAγ satisfies
for t > 0, where b is as in Lemma 3.5 and C(γ) → 0 as γ → γ 0 .
Proof.
See [11] , pg 349.
Theorem 3.8. The operators A given by (13) in the space X = (W 1,q ) , with domain
, are sectorial operators with sectors and constant in the sectorial inequality independent of , for 0 sufficiently small. The family of analytic linear semigroups e −tA generated by A in the "base space" X, satisfies (16).
The first assertion follows from Theorem 3.5 and the second from Theorem 3.7,
The abstract problem in a scale of Banach spaces
Our goal in this section is to pose the problem (P ) in a convenient abstract setting. We proved in Theorem 3.1 that, if is small, the operator A in L p (Ω) defined by (8) with domain given in (9) is sectorial and, in Theorem 3.8 that the same is true for its extension A to (W 1,q ) (Ω). It is then well-known that the domains X α (resp. X α ), α ≥ 0 of the fractional powers of A (resp. A ) are Banach spaces,
is compactly embedded in X β , ( X β ) when 0 ≤ α < β < 1, and X α = W pα , when 2α is an integer number.
Since X so we may denote by
, the whole family of fractional power spaces. We will denote simply by X α the fractional power spaces associated to the unperturbed operator A. ≤ β ≤ 0 and sufficiently small, the operator (A ) β in X β , obtained by restricting A , with domain X β+1 is a sectorial operator.
, the result follows easily.
We can now pose the problem (7) as an abstract problem in the scale of Banach spaces
where γ is the trace map and J ∂Ω h is the determinant of the Jacobian matrix of the diffeomorphism h : ∂Ω −→ ∂h (Ω). We will choose β, small enough in order that X β+1 does not incorporate the boundary conditions, that is, the closure of the subset defined by smooth functions with Neumann boundary condition is the whole space). It is not difficult to show, integrating by parts, that a regular enough solution of (17), must satisfy (7) (see [3] or [8] ).
Local well-posedness
In order to prove local well-posedness for the abstract problem, without assuming growth conditions in the nonlinearities, we want to have two somewhat conflicting requirements for our phase space: we need it to be continuously embedded in L ∞ and we also do not want it to incorporate the boundary conditions. To this end, we need to choose η and p big enough sot that the hypotheses of Theorem 2.2 hold and, on the other hand, we need η small enough so that the normal derivative does not have a well defined trace. To achieve both requirements we will henceforth assume that that p and η are such the inclusion (2) holds, for some µ ≥ 0 and η < 1 2 .
It is easy to check that 21 holds, for instance, if p = 2n, and
. Also, the last inequality is automatically attended if we choose our base space
, where q and p are conjugate exponents, since we must have η − β < 1.
Lemma 5.1. Suppose that p and η are such that (21) holds and f is locally Lipschitz. Then, the operator (F ) η :
given by (19) is well defined and Lipschitz in bounded sets.
Proof.
Suppose u ∈ X η . From (2) and the hypotheses it follows that u ∈ L ∞ (Ω) and, therefore, if L f is the Lipschitz constant of f in the interval [− u ∞ , u ∞ ]], it follows that
with stronger norms, we have
Suppose now that If u 1 , u 2 belong to a bounded set B ∈ X η . From (2) and the hypotheses it follows now that u 1 , u 2 belong to a ball of radius R = sup u∈B u ∞ in L ∞ (Ω) and, therefore, if L is the Lipschitz constant of f in the interval [−R, R], we have |f
This concludes the proof.
Lemma 5.2. Suppose that p and η are such that (21) holds and g is locally Lipschitz. Then, if 0 is sufficiently small, the operator (G ) η = G : X η →(W 1,q ) given by (20) is well defined, for 0 ≤ < 0 and bounded in bounded sets.
Suppose u ∈ X η . From (2) and the hypotheses it follows that u ∈ L ∞ (Ω) and, therefore, if L g is the Lipschitz constant of g in the interval [ 
If u ∈ X η and Φ ∈ (X
where µ(x, ) =
, and µ ∞ = sup {|µ(x, )| | x ∈ ∂Ω, 0 ≤ ≤ 0 } is finite by hypotheses (H 1 ) and (H 3 ).
By Theorem 2.1,
proving that (G ) β is well defined and
Lemma 5.3. Suppose the same hypotheses of Lemma 5.2 hold. Then the operator G(u, )= G(u) :
given by (20) is uniformly continuous in , for u in bounded sets of X η and locally Lipschitz continuous in u, uniformly in .
We first show that (G ) β is locally Lipschitz continuous in u ∈ X η . Suppose that u 1 , u 2 belong to a bounded set B ∈ X η . From (2), the Trace Theorem and the hypotheses, it follows now that γ(u 1 ), γ(u 2 ) belong to a ball of some radius R in L ∞ (∂Ω) and, therefore, if L g is the Lipschitz constant of g in the interval [−R, R], we have
, where K 1 , K 2 are the norms of the trace mappings, given by Theorem 2.1. Therefore,
where It follows that
It follows that 
is well defined, bounded in bounded sets uniformly in , uniformly continuous in for u in bounded sets of X η and locally Lipschitz continuous in u uniformly in .
From 22, 23, 27 and 28, we obtain
where L f and L g are Lipschitz constants of f and g in the interval
, we obtain from (24) and
From (25), (26), (30) and (31),
Alternatively, from (33)
In the estimates above K 1 and K 2 are the norms of the trace mappings (see Theorem 2.1).
Theorem 5.5. Suppose the hypotheses of Corollary 5.4 hold. Then, for any (t 0 , u 0 ) ∈ R × X η , the problem (17) has a unique solution u(t, t 0 , u 0 , ) with initial value u(t 0 ) = u 0 . [6] and [11] .
Proof
Global existence and boundedness of the semigroup
We will use the notation T (t)u 0 for the (local) solution of the problem (17) given by Theorem 5.5, with initial condition u 0 in some fractional power space of A . We now want to show that these solutions are globally defined if an additional (dissipative) hypotheses on f and g is assumed. Here are these hypotheses:
There exist constants c 0 and d 0 such that lim sup
and the first eigenvalue µ 1 ( ) of the problem
is positive for sufficiently small.
Remark 6.1. Observe that if the hypothesis (42) hold for = 0, then this also true for small since the eigenvalues change continuously with by (15).
Remark 6.2. The arguments bellow are a slight modification of the ones in [8] , but we include them here for the sake of completeness. Similar arguments were used in [1] in a somewhat different setting.
In order to use comparison results, we start by defining the concepts of sub-and supersolutions.
if it satisfies
( and respectively with the ≥ sign replaced by the ≤ sign).
A basic result for our arguments is the following then there exists a solution u of (43) such that
Let now ϕ be the first positive normalized eigenfunction of (42) and m = min
From the dissipative hypothesis (41) on f and g, we know that there exists ξ ∈ R, such that f (s) s ≤ c 0 and
for all s with |s| ≥ ξ. To simplify the notation, we take the = 0, in the proofs below, since the argument is the same for any such that (42) is true (see Remark 6.1).
Lemma 6.5. Suppose, in addition to the hypotheses of Theorem 5.5, that (41) and (42) hold. Then, if θm ≥ ξ and is small enough, the set Σ θ is a positively invariant set for T (t).
Considerv(t) = e −µ(t−t 0 ) θϕ, where µ is the eigenvalue associated with ϕ. We have that
,
Thusv is a super-solution for the problem (7). It follows from Theorem 6.4 that
In particular, T (t 0 )u 0 (x 0 ) ≤ θϕ(x 0 ) and we reach a contradiction. To prove that Σ 2 θ is positively invariant we proceed in a similar way, using now that v = −v is a sub-solution for the problem (7). Lemma 6.6. Suppose the hypotheses of Lemma 6.5 hold. If θm ≥ ξ, and η ≤ α < 1 2 , there exists a constant R = R(θ, η), and T > 0 independent of , such that the orbit of any bounded subset V of X η ∩ Σ θ under T (t) is in the ball of radius R of X α , for t > T . In particular, the solutions with initial condition in X η ∩ Σ θ are globally defined.
Proof:
Applying the variation of constants formula, we obtain (see [6] )
where the M, δ > 0 are constants depending only on the decay of the linear semigroup e A t , and can be chosen independently of . By (36)
) e −δ(t−s) ds,
for all t ∈ [0, t max [. Therefore T (t)u 0 X α is bounded by a constant for any t > 0. Since X α is compactly embedded in X η , if α > η, it follows that the solution is globally defined. Also, if T is
, then T (t)u 0 α X belongs to the ball of X α of radius
Existence of Global Attractors
The first step to show the existence of global attractors will be to obtain a "contraction property" of the sets Σ θ , similar to the property for rectangles, considered by Smoller [13] .
Lemma 7.1. Suppose that the hypotheses of Lemma 6.5 hold andθ ∈ R satisfyθm > ξ. Then, for any θ there exists at, which can be chosen independently of , such that
for all t ≥t.
Proof:
Let u ∈ Σ θ . We can suppose without loss of generality that θ ≥θ. Letv = e −tµ θϕ, v = −v. As in Lemma 6.5, we can prove thatv and v are super-and sub-solutions respectively. Thus, using Theorem 6.4 and the uniqueness of solution, we have that
as long as e −µ t θ ≥θ. So, T (t)u enters Σθ after a time depending only on θ, and on the first eigenvalue µ of A (and not on the particular solution u ∈ Σ θ ). Since µ is bigger than a constant µ, for sufficiently small, and Σθ is positively invariant, the result follows. 
Let V be a bounded subset of X η , andθ ∈ R be such thatθm ≥ ξ. If u is any element of X η , it follows from the continuity of the embedding X η → C 0 (Ω) that u ∈ Σ θ , for some θ and then, applying Lemma 7.1, we conclude that T (t)u ∈ Σθ, for t big enough. From Lemma 6.6, it follows that V enters and remains in a ball of X α , with α > η of radius R(α,θ), which does not depend on V . Since this ball is a compact set of X α , the existence of a global compact attractor A follows immediately. Furthermore, since Σθ is positively invariant by Lemma 6.5 it also follows that A ⊂ Σθ, as claimed. Proof: From (3.4) and results in [7] , it follows that the first eigenvalue and eigenfunction of A are continuous in W 1,p and, therefore, also in L ∞ , Thus the sets Σ θ are uniformly bounded in L ∞ and the result follows from Theorem 7.2.
Uppersemicontinuity of the family of global attractors
Recall that a family of subsets A λ of a metric space (X, d) is said to be upper-semi
To prove the uppersemicontinuity of the family of attractors A , given by Theorem 7.2 in the (fixed) fractional space X η , 0 < η < 1 2
, we will need two main ingredients: the uniform boundedness of the family and the continuity of the nonlinear semigroup T with respect to . This is the content of the next two results. In view of the uniform boundedness of the solutions, proved in Corollary 7.3 we may suppose, without loss of generality, the following hypothesis on the nonlinearites.
• f and g are globally bounded.
• f and g are globally Lipschtiz, with Lipschitz constantsL f and L g respectively, (45) Lemma 8.1. Suppose that the hypotheses of Lemma 6.5 and (45) hold. If 0 is sufficiently small, the family of attractors A given by Theorem 7.2 is uniformly bounded in the (fixed) fractional space X η , 0 < η < 1 2 , for 0 ≤ ≤ 0 .
Proof.
Let b be the exponential rate of decay of the linear semigroup generated by A , for small, given by Theorem 3.7. Let u ∈ A . By the variation of constants formula, Lemma 3.5 and Theorem 3.7, we obtain
where the constants C and C do not depend on . By (36)
where K 1 is a constant of the trace mapping (see Theorem 2.1). Thus
ds.
Since the right hand side is uniformly bounded for u ∈ A , t > 0 and the attractors are invariant, the result follows immediately. 
is continuous at = 0, uniformly for u in bounded sets and 0 < t ≤ T < ∞.
Proof.
Using the variation of constants formula, (36), (40) and (38), we obtain
we obtain
From the singular Gronwall's inequality, it follows that
) , for 0 < t ≤ T , where the constant M depends on B, η and T , for u in a bounded set of X η . 
The result is well-known, but we sketch a proof here for completeness. Suppose u n , with lim n→∞ n = 0. We choose an arbitrary subsequence and still call it (u n ), for simplicity. It is enough to show that, there exists a subsequence (u n k ), which converges to a point u 0 ∈ E 0 . Since (u n ) → A 0 , there exists (v n ) ∈ A 0 with u n − v n η → 0. Since A is compact, there exists a subsequence (v n k ), which converges to a point u 0 ∈ A , so also (u n k ) → 0. Now, since the flow T (t) is continuous in we have, for any t > 0
Thus, by uniqueness of the limit, T 0 (t)u 0 = u 0 , for any t > 0, so u 0 ∈ E 0 .
Lowersemicontinuity
For the lower semicontinuity we will need to assume the following additional properties for the nonlinearities.
f and g are in C 1 (R, R) with bounded derivatives .
Lemma 9.1. Suppose that η and p are such that (21) holds and f satisfies (46). Then the operator F : X η × R→X 
for all w ∈ X η and Φ ∈ X 1 2 .
Proof.
Observe first that F (u, ) is well-defined, since the conditions of Lemma 5.1 are met.
It is clear that ∂F ∂u (u, ) is linear. We now show that it is bounded. In fact we have, for all u, w ∈ X η and Φ ∈ X 
where f ∞ = sup{f (x) | x ∈ R}. This proves boundedness. Now, we have, for all u, w ∈ X η and Φ ∈ X , for all u, w ∈ X η ; so F is Gateaux differentiable with Gateaux differential given by (47).
We now want to prove that the Gateaux differential of F (u, ) is continuous in u. Let us denote by B(X, Y ) the space of linear bounded operators from X to Y . We will need the following result, whose simple proof is omitted. Lemma 9.2. Suppose X, Y are Banach spaces and T n : X → Y is a sequence of linear operators converging strongly to the linear operator T : X → Y . Suppose also that X 1 ⊂ X is a Banach space, the inclusion i : X 1 → X is compact and let T n = T n • i and T = T • i. Then T n → T uniformly for x in a bounded subset of X 1 (that is, in the or norm of B (X 1 , Y ) ). implying that the zeroes of Z(·, ) are given by a continuous function e( ). This proves the claim.
To prove the lower semi continuity of the attractors, we also need the continuity of local unstable manifolds at equilibria. Theorem 9.8. Suppose that η and p are such that (21) holds and f and g satisfy (46)., u 0 is an equilibrium of (17) with = 0, and for each > 0 sufficiently small, let u be the unique equilibrium of (17), whose existence is asserted by Corollary 8.4 and Theorem 9.7. Then, for and δ sufficiently small, there exists a local unstable manifold W 
Let H (u) = H(u, ) be the map defined by (18) and u a hyperbolic equilibrium of (17). Since H(u, ) is differentiable by Lemma 9.6, it follows that H (u + w, ) = H (u , ) + H u (u , )w + r(w, ) = A u + H u (u , )w + r(w, ), with r(w, ) = o( w X η ), as w X η → 0. The claimed result was proved in [11] , assuming the following properties of H : a) || r(w, 0) − r(w, ) ||
The system generated by (17) is gradient for any and its equilibria are all hyperbolic for in a neighborhood of 0. Also, the equilibria are continuous in by Theorem 9.7, the linearisation is continuous in as shown during the proof of Theorem 9.7 and the local unstable manifolds of the equilibria are continuous in , by Theorem 9.8. The result follows then from [11] , Theorem 3.10 .
