In this paper we propose a new method for texture segmentation based on the use of texture feature detectors derived from a decorrelation procedure of a modi®ed version of a Pseudo-Wigner distribution (PWD). The decorrelation procedure is accomplished by a cascade recursive least squared (CRLS) principal component (PC) neural network. The goal is to obtain a more ecient analysis of images by combining the advantages of using a high-resolution joint representation given by the PWD with an eective adaptive principal component analysis (PCA) through the use of feedforward neural networks. Ó
Introduction
It is well known that most of the statisticalbased signal processing methods are based on hypothesis of linearity and stationarity. However, there exist situations in which these assumptions fail to be true. One way to solve this problem is to combine time-frequency analysis with other techniques such as neural networks. Neural networksbased methods provide an input-output mapping that can be considered as a non-parametric estimation of the data, i.e. the knowledge of the underlying probability distribution is not required. Most situations in signal processing ®ltering are based to create a sparse sampling of the space/ spatial-frequency domain. However, there exist some applications, e.g. shape from texture, that require a more dense sampling as provided by the PWD or the spectrogram (Krumm, 1993; Malik and Rosenholtz, 1994) . One of the main trade-os of the use of this type of joint representation is the high dimensionality of the data to be processed. The PWD of a 2D image will increase the amount of redundant information and therefore data compression will be required. The main motivation of this paper is to obtain a more ecient analysis of images by combining the advantages of using a high-resolution joint representation given by the PWD with an eective adaptive PCA extraction through the use of feedforward neural nets. A precedent of the present method can be found in (Gorecki, 1991) in which an optical-digital approach for image classi®cation by taking a Karhunen±Lo eve (KLT) expansion of Fourier spectra Pattern Recognition Letters 20 (1999) 337±345 was proposed. The present work can be considered as an extension of the modular learning strategy to 2D signals described by Haykin (1996) . What we are using here is a common detecting strategy used in pattern recognition tasks which consists in performing a space/spatial-frequency analysis ®rst, followed by the usual feature extraction and classi®cation steps. Many other examples can be found in the literature (Abeyskera and Boashash, 1991; Haykin and Bhattacharya, 1994) . The main idea is to consider a local transform, i.e. the PWD, as an N-dimensional feature detector followed by a neural-based PCA as a fast and adaptive spectral decorrelator. In this way, we produce a substantial reduction in the volume of data due to the fact that after the PCA extraction we still have a local (but optimally reduced) representation.
In Section 2, a brief review of the discrete PWD is presented through the use of a new 2D analytical image for eliminating aliasing and reducing crossterms. In Section 3, the Sanger's rule for training unsupervised feedforward neural networks is brie¯y outlined and its convergence analyzed by using variable learning rate rules. However, a CRLS method is used here for PCA of the PWD samples that constitutes a faster and more ecient adaptive network (Cichocki et al., 1996) . Comparisons with other PCA extraction algorithms are also provided. Some simulation results of texture classi®cation by K-means clustering are presented. Finally, conclusions are drawn in Section 4.
The 2D Pseudo-Wigner distribution
The WD was introduced in (Wigner, 1932) as a phase space representation in Quantum Mechanics. It gives a simultaneous representation of a signal in space and spatial-frequency variables. The WD presents a set of desirable mathematical properties as was formulated in (Claasen and Mecklenbrauker, 1980) including high-signal concentration (maximum auto-component concentration in space/spatial frequency). However, the presence of cross-terms has limited use in some practical applications. Cross-terms can have a peak value as high as twice that of the auto-components (Jones and Parks, 1992) . It is generally accepted that smoothing the WD will reduce the presence of cross-terms but at the expense of smearing the auto-component concentration. This eect has been recently demonstrated in (Stankovic, 1996) . In numerical implementations one can consider the PWD, by using two smoothing windows: a spatial averaging window gl and a spatial-frequency averaging window hk (Basseville et al., 1992; Martin and Flandrin, 1985; Reed and Wechsler, 1990) .
1 This double smoothing operation will produce a further improvement in the cross-term reduction. The PWD for a discrete 1D signal f n can be de®ned as
where n and h 2pax are the spatial and frequency variables, respectively, and M and N the spatial and spatial-frequency window sizes, respectively. The PWD for 2D signals is given by
where f(Á) represents a 2D discrete input image.
Analytic image proposed
The concept of the 1D analytic signal was introduced by Gabor as a complex signal that has a spectrum identical to that of the real signal for 1 Although the term PWD is used smoothing is only done in the frequency domain, we use the same term even in the case of smoothing in both domains, following (Martin and Flandrin, 1985; Reed and Wechsler, 1990) . In the following sections we refer g(á) as the frequency window and h(á) as the spatial window.
positive frequencies and zero for negative frequencies (Cohen, 1995; Gabor, 1946) . The extension of the analytic signal concept for multidimensional signals has been done recently by Hahn (1992) but for dimensions higher than one, the de®nition of the multidimensional analytic signal is not unique. A new 2D analytic signal that might avoid most of the shortcomings of the previous de®nitions has been proposed by the authors and described elsewhere (Hormigo and Cristobal, 1998) . The new 2D analytic image definition depicted in Fig. 1 combines the advantages of two other analytic signals proposed elsewhere (Suzuki and Kobayashi, 1992; Zhu et al., 1993) . The present method is based on zeroing out the negative side of the spectrum as in Fig. 1(c) .
2 But here, we split the positive region in two subregions (see Fig. 1 (a)) and take a PWD from each subregion. It must be realized that some potential drawbacks of the analytic signal de®ned here, are the introduction of additional sharp ®lter boundaries and boundary eects that might lead to ringing, besides the creation of a frequency-variant PWD. Aliasing is reduced without low-pass ®lter-ing which outperforms traditional methods. In addition to that, cross-terms between higher and lower spatial-frequency regions are reduced without auto-term broadening. However, the PWD as de®ned here provides a high resolution through the use of the new 2D analytic signal but simultaneously aliasing and reducing as much as possible the presence of cross-terms (Hormigo and Cristobal, 1998) .
Texture segmentation

Unsupervised learning strategies
Many methods have been proposed for ®nding the eigenvectors of a data set. The generalized Hebbian learning (GHA), also known as the Sanger's rule, has been proposed for one-layer feedforward unsupervised learning. For M-output networks, it has been proven that it extracts the M principal components (PCs) from the input distribution, which are formally equivalent to the KLT (Oja, 1982; Sanger, 1989) , although other alternative approaches can be considered (Fritzke, 1993; Scheweizer et al., 1991) . The Sanger's rule is given by
where V represents the output vector, g the learning rate, n the input vector and w the weight vector. The GHA constitutes a stochastic convergence algorithm that however suers from several drawbacks: (i) a high number of parameters and its corresponding adjustment and (ii) a correct election of the learning rate decay. Fig. 2 illustrates the GHA convergence progress for a 2D Gaussian distribution by introducing three dierent functional dependences in the learning rate: (i) linear ( Fig. 2(a) ) and (ii) two sigmoids ( Fig. 2(b) and (c)). From this ®gure we can observe the diculties to adjust the learning rate. For a high learning rate value, signi®cant oscillations could appear. If the learning rate is too small the convergence time will be very long. A better approach would be to use an algorithm that updates the learning rate at each iteration. The recursive least square (RLS) algorithm provides a learning rate adaptation by using a Kalman rate (Bannour and Azimi-Sadjadi, 1995) . Another optimization criteria would be to de®ne new algorithms that use a minimum error convergence instead of specifying the number of PCs to extract. An extension of the RLS network (Hormigo and Cristobal, 1998) . (b)``1/4 domain method'' proposed in (Suzuki and Kobayashi, 1992) . (c) Analytic image proposed in (Zhu et al., 1993) .
called the CRLS network is used here to perform a sequential data reduction process called``de¯a-tion'' (Cichocki et al., 1996; Diamantaras and Kung, 1996) . In a CRLS network the algorithm is carrying out the extraction process not directly but from the available errors (Cichocki et al., 1996; Diamantaras and Kung, 1996) .
PCA extraction through CRLS
The CRLS method accomplishes the PCA extraction process in a serial way, i.e. the training of a speci®c neuron is not triggered until the previous one has not converged. Due to this fact, the CRLS learning strategy happens to be more ecient in comparison with other parallel-based methods like GHA and RLS. A digital implementation for images of 128´128´8 bpp is considered here. Fig. 3 depicts the procedure for the signal de¯a-tion. For extracting the ®rst PC x j the signal xk e 1 k is used. The signal de¯ation for the next component x j is given by e j1 k e j À y j kw j kY where y k w j ke k represents the output of the network at each de¯ation step. In this way, the network automatically provides the number of eigenvectors for a given error. Fig. 4 shows how the CRLS method achieves a faster convergence to the extract PCA values (for the same computational complexity), in comparison with other Hebbian-based learning methods and for dierent spatial window sizes. 
Simulation results
In this section, we shall present some examples of the PWD-PCA method performance for texture segmentation tasks. We used a scheme of texture segmentation that can be ®t as a particular case of the multichannel ®ltering texture segmentation methods described by Jain and Karu (1996) . In the Fig. 3 . Scheme of the de¯ation process for sequential extraction of the principal components of the input vector x. In the training step only one neuron is changing its weights per epoch (Cichocki et al., 1996) . (Cichocki et al., 1996) ; dashed±dotted line represents RLS method (Bannour and AzimiSadjadi, 1995) ; dashed line represents Sanger's rule (Sanger, 1989) . The horizontal axis represents the number of PCAs extracted by the dierent methods and the vertical axis gives the MSE. ®rst step we compute the PWD corresponding to N 500 points picked at random (i.e. 3% of the whole size) taking a small window size (h 15´15 pixels) and excluding in the process those points close to the image limits, in order to avoid bordering eects. One of the distinct advantages of the PWD over other joint representations is that it is a real-valued function, but in general not always positive. In this application we have considered the absolute value of the PWD in the subsequent stages of processing. The second step is to use the PWD spectra previously generated for training a CRLS-based neural network. After the CRLS network convergence, the PWD of each point is passed through the CRLS network that performs the data compression that will be used in the last step for classi®cation. Fig. 5(a) shows a composite of four textures from the MIT VisTex texture database.
3 Fig. 5(b) shows the ®rst six principal components extracted from PWD samples of Fig. 5(a) . In most of the simulations presented here we have considered a number of PCs in the range 3±10 (for a number less than 3 the discrimination accuracy drastically decreases). For the segmentation process we used a K-means clustering algorithm (Nyblack, 1986) . The K-means clustering algorithm can be considered as a competitive learning process in which the weights are only changed each N iterations. Fig. 5(c) shows the results of the segmentation procedure for a spatial window size of (h 15´15). It can be observed that the system produces acceptable results giving four homogeneous regions with a good boundary texture discrimination. Although the spatial window size is small, this fact does not impair the discrimination performance in the segmentation task. Fig. 6 presents dierent texture composites for evaluating the performance of the described technique. Fig. 6(a) shows a composite of 4´4 Brodatz texture patches and Fig. 6(b) shows the segmentation results. The horizontal boundaries are straight and the vertical boundaries follow a random walk. It can be observed that the results are almost perfect due to the fact the borders between the textures are well de®ned and to the high degree of homogeneity of each texture patch. Fig. 7(a) shows a composite of 4´4 patches of aerial images (dierent ®elds, urban area, etc.) constructed with a border criteria as Fig. 6(a) . This is one of the examples of the Bigun and du Buf texture database characterized by its high diculty to be segmented. 4 It can be observed that for this particular texture test a small spatial window size (h 15´15, Fig. 7(b) ) is not able to provide a good discrimination accuracy between regions. Only the regions characterized by a high degree of homogeneity as the two patches with vertical bars in Fig. 7(a) are correctly segmented. By increasing the spatial window size (h 31´31, Fig. 7(c) ) we can observe a fairly good discrimination between all the patches but the method still found diculties to identify some borders between patches, especially in the case of patches with a low degree of homogeneity. The segmentation results from Fig. 7(c) are not showing the same ability to discriminate between the borders of patches as the method reported by Bigun and du Buf (1994) and Schroeter and Bigun (1995) . However, the interior region of patches shows a fairly good degree of classi®cation ability although its intrinsic diculty even for a human observer. It it necessary to emphasize here that the results of the classi®er are shown before performing any operation towards enhancing the degree of homogeneity as the classical median ®ltering.
The main advantage of the PWD±PCA method against other segmentation methods is that by using neural networks we improve the speed and generalization accuracy of a classi®er. Fig. 8(a) shows another composite from the MIT VisTex texture database, and Fig. 8(b) shows the results of the segmentation process by using a spatial window size of (h 15´15), Fig. 8(c) corresponds to a bigger spatial window size (h 31´31) and Fig. 8(d) corresponds to the combination of two resolutions (i.e. by downsampling the original image and combining the results with the original one) for a spatial window size (h 15´15). In this example the four dierent textures have structural elements bigger than in Fig. 5(a) . Fig. 8(b) shows that for a small window size, the PWD±PCA method breaks each texture in small pieces and is not able to identify each region as a homogeneous texture. From these results we claim that for textures with a low degree of homogeneity, the segmentation performance can be improved either by increasing the spatial window size (Fig. 8(c) ) or by combining two resolutions (Fig. 8(d) ).
Conclusions
We have proposed a PWD±PCA texture segmentation method based on the use of a new analytic image with high resolution and frequency support and a CRLS network for PWD's PCA extraction. The PWD is computed through a new 2D analytic image method that outperforms traditional ones that use low-pass ®ltering for reducing aliasing and by removing cross-terms between higher and lower spatial-frequency regions without auto-term broadening. In this way, a substantial reduction in the volume of data is obtained due to the fact that after the PCA extraction we still have a local (but optimally reduced) representation. One can argue that the data reduction process will present three additional bene®ts. First a reduction of the PWD cross-terms due to the fact that the ®rst principle components will carry out most of the signi®cant information. Second, the number of principle components extracted from the PWD remain essentially constant even considering dierent window sizes. And ®nally, the linearity of the PCA extraction process will allow to perform operations directly in the compressed domain. The PWD±PCA method provides excellent segmentation results for textures with a high degree of homogeneity. In the case of textures with low degree of homogeneity the performance of the PWD±PCA method can be improved by increasing the spatial window analysis through increasing the computational cost. 
