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KAC-MOODY ALGEBRAS AND THE CDE-TRIANGLE
TORSTEN EKEDAHL
Abstrat. This is the written version of a talk at the onferene on Non-ommutative
geometry and representation theory in mathematial physis held in Karlstad, Sweden,
510 July, 2004. In it we show that the duality formula of Roha-Caridi and Wallah is a
simple onsequene of the so alled de-triangle of modular representation theory. It tries
to reet the attempt of the talk to ater to the diering bakgrounds of its listeners.
The purpose of this note is to give a short proof of the so alled duality formula [RCW82℄
ourring in the representation theory of Ka-Moody Lie algebras. The proof uses tehniques
from the theory of modular representations, in fat the duality formula turns out to be a speial
ase of the fat that e is the transpose of d [Ser78, III,15℄. More preisely, the idea is that for
a generi weight, the Verma module is irreduible and one has a semi-simple ategory of repre-
sentations. The spei haraters are then obtained from a generi harater by speialisation,
i.e., one onstruts Verma modules depending on a parameter suh that for the general value the
Verma module is irreduible and for a speial value we are in the partiular situation that we are
interested in. In this way the modular set up is over a power series ring in one variable over the
base eld rather than over a p-loal ring. There is a tehnial diulty (whih is not serious)
in that the modules over the Ka-Moody algebra that are onsidered are not nitely generated
over the base ring.
1 The de-triangle
We shall start by realling the standard setup for the de-triangle. We let (R,m) be a loal
henselian noetherian domain with K := Frac (R), the eld of frations of R, and k := R/m,
the residue eld of R. Reall that R is Henselian means that for any nite R-algebra A any
idempotent of A/mA lifts to an idempotent of A. (Note that a eld, whih is a loal domain
with its maximal ideal being the zero ideal, is Henselian for trivial reasons.) In the ase that will
eventually interest us R will be the formal power series ring k[[t]] in one variable but there are
other hoies of interest even in the situation of Ka-Moody algebras. Getting a little ahead of
ourselves we ould let R be the algebra of formal power series expansions around an element of
h∨, the dual of the Cartan subalgebra of the Ka-Moody algebra. One ould also replae formal
power series with onvergent power series if the base eld k is the eld of omplex numbers. The
reader insisting on having a single example in mind would probably be best served to let k be
C, the eld of omplex numbers, and R = C[[t]] the ring of formal power series in one variable
over C. In that ase m = tR. (The ase that ours in the original setup, that of modular
representation theory, is when R equals the ring of p-adi integers or an extension of it obtained
by adjoining some roots of unity).
We now assume that we are given an assoiative R-algebra A with unit whih is nitely
generated and free as an R-module. In onrete terms that means that we are given a basis
e1 = 1, e2, . . . , en of A and struture onstants a
k
ij ∈ R with eiej =
∑
k a
k
ijek fullling the
appropriate onditions making e1 a unit element and makes the multipliation assoiative. In
the ontext of representation theory of Lie algebras a good example to have in mind is the
Heke algebra, H, of a Weyl group (assoiated to a nite dimensional semi-simple Lie algebra),
where the parameter q is onsidered as a formal parameter and R = C[[q − ζ]], the ring of
formal expansions around ζ, a root of unity. We get from A two algebras over elds, the salar
extension of A to K, A := A
⊗
RK, and the salar extension to k, A := A
⊗
Rk = A/mA. Using
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the onrete desription in terms of struture onstants, the rst algebra A simply onsiders the
struture onstants as elements of K and for the seond algebra one redues them modulo m.
We now assume that A is a semi-simple algebra (i.e., isomorphi to a produt of matrix algebras
over some extension eld of K) but make no suh assumption on A. In the ase of Heke algebras
it is known that for appropriate hoies of root of unity ζ one an get examples for whih H is
not semi-simple. For the simplest ase of a Weyl group of type A1 we have a basis 1, σ with
σ2 = (q − 1)σ + q and hene for q = −1 we get a non-simple algebra so we an pik ζ = −1.
Reall now that a (nitely generated)A-, A-, orA-module P is projetive if for every surjetive
map g:M → N of modules and every module homomorphism f :P → N there is a lifting
h:P →M making the diagram
M
g

P
h
>>
}
}
}
}
f
// N
ommutative.
The rst thing to note is that for the semi-simple algebra A this ondition is trivial; every
surjetive map g:M → N is split, i.e., there is a map of A-modules g′:N → M suh that g ◦ g′
is the identity map. Thus we an nd a splitting no matter what P is by putting h = g′ ◦ f .
Hene in the semi-simple ase a simple (or irreduible) module has two properties; it is simple
(!) and it is projetive. In the non-semi simple ase these two properties are not onneted
anymore, simple modules are usually not projetive and vie versa. Usually it is the simple
modules one is really interested in but the ondition dening projetivity is a very useful one
and the projetive modules play at the very least an important auxiliary rle. More preisely, as
we shall see momentarily, the indeomposable (i.e., those that annot be written as a non-trivial
diret sum) projetive modules are losely related to the simple modules.
An important example of a projetive module is the algebra itself. A module homomorphism
from A (resp. A or A) to a module M is ompletely determined by where it maps the identity
element and any element of M is suh an image. Hene the projetivity follows diretly from
the assumption that M → N is surjetive. It is also easy to see that a diret summand of a
projetive module is projetive. We an write A as a diret sum of indeomposable projetive
modules and these will then all be projetive. We shall now see that the isomorphism lasses
of these indeomposable projetives are in bijetion with the isomorphism lasses of the simple
modules. For this we need to start by expounding on the signiane of the ondition that R is
Henselian for indeomposable modules.
Essentially by denition a module M (over A, A, or A) is indeomposable preisely when
its endomorphism ring ontains no non-trivial idempotents. Now, if M is nitely generated as
R-module (resp. as K- or k-vetor spae) then so is its endomorphism ring and by the Henselian
property of R its redution modulo m ontains no non-trivial idempotents. Now, it is a fat
that a nite dimensional algebra over a eld with no non-trivial idempotents is loal, i.e., if the
sum of two elements is invertible then of the elements is invertible. This property an then be
lifted bak to the original endomorphism ring. Note that we only used that the endomorphism
ring was nitely generated so for future use we reord the onlusion as: If the endomorphism
ring of an indeomposable module is nitely generated over R, K, or k, then it is a loal ring.
This result an to begin with then be ombined with the Krull-Shmidt theorem whih says that
the summands of diret sums of modules whose endomorphism rings are loal an be reovered
(up to isomorphism) from the diret sum, i.e., we have uniqueness of the summands of a diret
sum deomposition. This may not be stritly neessary for our arguments but is ertainly
reassuring. . .
More seriously we want to use this property to give a bijetion between (isomorphism lasses
of) indeomposable projetive modules and (isomorphism lasses of) simple modules. It follows
from the following more preise result.
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Proposition 1.1 Let P be a nitely generated indeomposable projetive A-, A-, or A-module.
i) P ontains a unique maximal submodule MP and the assoiation P 7→ P/MP gives a
bijetion between isomorphism lasses of nitely generated indeomposable projetive modules
and simple modules.
ii) P is isomorphi to a diret summand of A, A, or A respetively.
Proof: The existene of a maximal submodule follows immediately from the fat that P is
nitely generated (as the union of an inreasing sequene of proper submodules an not be all
of P ). Assume therefore that there are two distint maximal modules M,N ⊂ P . As they are
distint we get that the diagonal map P → P/M
⊕
P/N is surjetive. Using the lifting property
of P we may omplete the following diagram with f :P → P
P

f
//_____________ P

P/M
⊕
P/N
p1 // P/M
i1 // P/M
⊕
P/N,
where p1 is the projetion on the rst fator and i1 is the inlusion in the rst fator. Now, as
the endomorphism ring of P is loal and as 1 = f + (1 − f) we have that one of f and 1 − f
is invertible. It is lear that 1 − f indues the omposite map P/M
⊕
P/N
p2
−→ P/N
i2−→ and
hene neither f nor 1− f an be an isomorphism as if it were, then it would indue a surjetive
map P/M
⊕
P/N → P/M
⊕
P/N whih is visibly not the ase.
Assume now that Q is another indeomposable nitely generated projetive with a surjetive
map Q → P/MP . By the projetivity of Q there is a lifting of the map Q → P/MP to a map
Q → P . This map is surjetive as if not its image is a proper submodule of P and is hene
ontained in MP ontraditing the surjetivity of Q → P/M/P . By the projetivity of P the
surjetive mapping Q→ P has a splitting P → Q whih makes P a diret summand of Q whih
by the indeomposability of Q implies that P is isomorphi to Q.
Finally, if M is a simple module, piking 0 6= m ∈ M we get a module homomorphism
A →M (resp. . . ) taking 1 to m. Its restrition to some indeomposable summand P of must be
non-zero giving a non-zero map P →M but as M is simple this map is surjetive. Hene, every
simple module M is of the form P/MP for P a diret summand of A. This nishes the proof of
the proposition.
Remark: Every indeomposable projetive module is nitely generated.
We shall all this indeomposable projetive A-module (resp. . . ) whih has a given simple
module as quotient the projetive over of the simple module. In the ase of A-modules a simple
module is its own projetive over but this is in general not true for A or A¯. Note now that every
A¯-module an be onsidered as an A-module by the (surjetive) map A → A¯ given by redution
modulo m. This identies the A¯-modules with the A-modules that are killed by m. Note also
that a simple A¯-module is simple as an A-module. In fat all simple A-modules M are obtained
in this way. Indeed, M is nitely generated as A-module as it is generated by any of its non-zero
elements and in partiular it is nitely generated as an R-module. Hene Nakayama's lemma
says that mM 6= M and as it is an A-submodule it must be zero as M is simple. Hene, the
proposition shows that we get a bijetion between indeomposable projetive modules over A
and over A¯. We shall see shortly that this bijetion is realised by assoiating to the projetive
indeomposable A-module P the A¯-module k
⊗
RP = P/mP . We start however by introduing
some notation.
A A-lattie is a A-module whih is nitely generated and free as an R-module. (Hene
hoosing an R-basis of it, the elements of A beome represented by matries with entries in R.)
Note that indeomposable projetive modules are always latties as they are diret summands
of A and A is a lattie (diret summands of nitely generated free R-modules are free as R is
loal). We then have the following key result.
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Proposition 1.2 i) Let M be an A-lattie and P an indeomposable projetive A-module.
Then we have that the R-module of A-homomorphisms HomA(P,M) is nitely generated and
free. Furthermore, we have that
K
⊗
RHomA(P,M) = HomA(K
⊗
RP,K
⊗
RM)
and
k
⊗
RHomA(P,M) = HomA¯(k
⊗
RP,k
⊗
RM).
In partiular dimK HomA(K
⊗
RP,K
⊗
RM) = dimk HomA¯(k
⊗
RP,k
⊗
RM).
ii) Assume (for simpliity) that for every simple A-module M (resp. every simple A¯-module
M) we have that EndA(M) = K (resp. EndA¯(M) = k). Then for any nitely generated A-
module N (resp. nitely generated A¯-module N) and any simple A-module (resp. simple A¯-
module) M (resp. M) with projetive over P (resp. P ) we have that dimK HomA(P,N) (resp.
dimk HomA¯(P ,N)) is equal to the number of times thatM (resp.M) appears in a Jordan-Hölder
sequene of N (resp. N).
Proof: We know that P is a diret summand of A and the statement behaves well with respet
to taking diret sums. Hene we may replae P by A and then HomA(A,M) = A by the map
f 7→ f(1) and similarly for the A and A¯ ase. This makes the ase P = A of i) obvious.
As for ii) we prove it by indution over the length of N (the proof for N is idential) whih
is nite as M is of nite dimension. If N is simple then any homomorphism P → N fators
through P →M so that HomA(P,N) = HomA(M,N) and by Shur's lemma HomA(M,N) = 0
if M and N are non-isomorphi and HomA(M,N) is 1-dimensional by assumption if M and N
are isomorphi. This takes are of the ase of length 1. In the general ase hoose N ′ ⊂ N of
length 1. We then have an exat sequene
0→ HomA(P,N
′) −→ HomA(P,N) −→ HomA(P,N/N
′)→ 0,
where the all but the right most exatness is true in general and the right most exatness
is preisely the lifting property for the projetive module P . Counting dimensions we get
dimK HomA(P,N) = dimK HomA(P,N/N
′) + dimK HomA(P,N
′) whih gives the result by in-
dution.
Remark: The onrete ontent of the rst part is the following: We may hoose an R-basis for
P and M and then the ation of an element A on P resp. M are given by matries with entries
in R. The orresponding matries for K
⊗
RP and K
⊗
RM are then obtained by onsidering the
entries as elements of K and the matries for k
⊗
RP and k
⊗
RM are obtained by reduing the
entries modulo m. The R-module of A-homomorphisms P →M then onsists of the R-matries
that ommute with those of A and similarly for the K- resp. k-vetor spae of homomorphism
K
⊗
RP → K
⊗
RM resp. k
⊗
RP → k
⊗
RM .
We may hoose an R-basis for the R-module of A-homomorphisms P →M and then the rst
part says that this basis forms a K-basis for the K-vetor spae of A-homomorphismsK
⊗
RP →
K
⊗
RM whereas the redution modulo m form a basis for the spae of A¯-homomorphisms
k
⊗
RP → k
⊗
RM . The K-part is true without assuming that P is projetive but the k-part
does require that assumption.
As a rst appliation we an onsider the relation between indeomposable projetive A-
modules and indeomposable projetive A¯-modules. Indeed, if P is an indeomposable projetive
A-module then P := P/mP is an indeomposable projetive A¯-module. That it is projetive is
lear as any A-homomorphism P →M where M is an A¯-module fators through P → P so that
the lifting property for P implies that for P . On the other hand, it follows from the proposition
that EndA¯(P , P ) is equal to EndA(P, P )/mEndA(P, P ) and the Henselian property of R implies
that as EndA(P, P ) has no non-trivial idempotents neither does EndA¯(P , P ) so that P is indeed
indeomposable.
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For the rest of this setion we assume that the maximal ideal m of R is generated by a single
element (the standard example of R = k[[t]] fullls this ondition as does the original example of
p-adi numbers). What it means for us is that any nitely generated R-submodule of a K-vetor
spae is free whih makes it muh easier to onstrut A-latties.
Let nowM1, . . . ,Mk be a omplete set of simple A-modules (up to isomorphism) andM1, . . . ,M ℓ
a omplete set of simple A¯-modules. We shall now dene three integer matries, the deompo-
sition matrix D, the Cartan matrix C, and a matrix E (whih doesn't seem to have aquired a
standard name). For a simple A-module (resp. A¯-module) and an A-module (resp. A¯-module)
N of nite length we put [N : M ] equal to the number of times M appears in a Jordan-Hölder
sequene of N . We let Dij for 1 ≤ i ≤ ℓ and 1 ≤ j ≤ k in the following way. We hoose an A-
lattieMj ⊂Mj suh that Mj = KMj . Suh a lattie is easily onstruted by taking a basis of
Mj and lettingMk be the A-module generated by the basis. We then let Dij := [k
⊗
RMj :M i].
By giving a dierent formula for this integer we shall see that it is independent of the hoie of
Mj but this an also be shown diretly. (Note that the module k
⊗
RMj depends in general on
the hoie of Mj, the statement is that the omponents of a Jordan-Hölder is independent of
suh a hoie.) We dene the matrix Eji for 1 ≤ i ≤ ℓ and 1 ≤ j ≤ k as follows: We onsider the
projetive over Pi of M i onsidered as an A-module and put Eji := [K
⊗
RPi : Mj ]. Finally,
We dene Cij for 1 ≤ i, j ≤ ℓ as [P j : M i]. The basi result onerning these matries is the
following.
Proposition 1.3 Assume that the endomorphism rings of the Mj and the M i are equal to the
base elds (K resp. k).
i) We have that E = Dt, the transpose matrix, i.e., [k
⊗
RMj :M i] = [K
⊗
RPi :Mj ], where
Mj is an A-lattie suh that K
⊗
RMj =Mj and Pi a A-projetive over of Mi.
ii) We have that C = DDt, i.e.,
[P j :M i] =
∑
k
[k
⊗
RMj :Mk][K
⊗
RPi :Mk].
Proof: We get from Proposition 1.2 that
[k
⊗
RMj :M i] = dimk HomA¯(P i,k
⊗
RMj) = dimK HomA(K
⊗
RPi,Mj)
but as A is semi-simple we have that K
⊗
RPi is the diret sum of simple modules and onse-
quently dimK HomA(K
⊗
RPi,Mj) is equal to the number of times Mj ours in K
⊗
RPi, i.e.,
is equal to [(K
⊗
RPi : Mj].
As for the seond part we have that [P j : M i] = dimk HomA¯(P i, P j) and that is equal
to dimK HomA(K
⊗
RPi,K
⊗
RPj). Writing K
⊗
RPi and K
⊗
RPj is a diret sum of Mk's
where Mk ours with multipliity [K
⊗
RPi : Mk] resp. [K
⊗
RPj : Mk]. This gives that
dimK HomA(K
⊗
RPi,K
⊗
RPj) is equal to
∑
k[K
⊗
RPi : Mk][K
⊗
RPj : Mk] whih is equal
to
∑
k[k
⊗
RMi :Mk][k
⊗
RMj :Mk] by the rst part whih proves the result.
Example: Consider the ase of the Heke algebra of type A2. It has two generators σ and
τ with relations (σ − q)(σ + 1) = 0 = (τ − q)(τ + 1) and στσ = τστ . Furthermore, it is 6-
dimensional with a basis with elements 1, σ, τ , στ , τσ, and στσ. (Note also that the Dynkin
diagram has a binary symmetry whih gives an automorphism of the Heke algebra exhanging
σ and τ whih an be used to simplify the statements to follow.) For any q it has two 1-
dimensional representations given by letting both σ and τ at by −1 resp. by q. For general
q (more preisely when q 6= 0,−1, e±2πi/3) this algebra is semi-simple and has these two 1-
dimensional irreduible representations and one 2-dimensional. If we let q 7→ e±2πi/3 then the
two 1-dimensional representations are the only irreduible representations. Furthermore, their
projetive overs are 3-dimensional. Hene if we let R = C[[q − ζ]], where ζ = e±2πi/3 we have
two projetive modules P1 and P2 whih are the projetive overs of the two modules M1 and
M2 of rank 1. The kernels of Pi →Mi are of rank 2 isomorphi to the irreduible 2-dimensional
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module when salars are extended to K. That gives the following form for the E-matrix
E =

 1 00 1
1 1


and then the deomposition matrix D is its transpose whereas the Cartan matrix is
EtE =
(
2 1
1 2
)
.
If one instead onsiders the ase of R = C[[q]], then for q = 0 we have 4 1-dimensional repre-
sentations for σ, τ = 0, 1. The two representations where σ, τ = 0 or σ, τ = 1 are also projetive
while the projetive overs of the representations where σ + τ = 1 have projetive overs of
dimension 2. Note that these two latter projetive overs over k[[q]] are two distint latties (as
they are the overs of two distint simple modules) yet their K-linear extension to representa-
tions over k((q)), the eld of formal Laurent series, are isomorphi. This gives an example of
two non-isomorphi latties in the same representation over k((q)). Their redutions modulo q
are still non-isomorphi but they do indeed have the same omponents of their Jordan-Hölder
sequenes. In any ase we have
E =

 1 0 0 00 1 0 0
0 0 1 1

 .
2 Projetive modules over Ka-Moody algebras
We now intend to do the theory presented in the previous setion for modules over a Ka-Moody
algebra. The modules that we shall onsider will only very rarely be nitely generated as R-
modules. However, going through the previous setion one realises that the important thing
is that the R-module of homomorphisms between modules is nitely generated (and at a few
points that the module itself is nitely generated). These two properties will remain true for the
modules that we shall onsider.
Assume that k has harateristi zero. Let g be a Ka-Moody algebra over R, whih we will
take to mean that it is obtained by extending salars of some Ka-Moody algebra dened over
some subeld of R. We put g′ := g
⊗
RK and g := g
⊗
Rk and we shall generally let (−)
′
resp.
(−) denote extension of salars to K resp. k. By a weight we shall mean an R-linear map from
the Cartan subalgebra of g to R. As usual we have the roots of g as partiular examples of
weights. If M is a g-module and λ a weight we dene, unsurprisingly, the weight spae
Mλ := {m ∈M : ∀t ∈ h; tm = λ(t)m},
where h is the Cartan subalgebra. Let Γ be a nite set of weights suh that no two distint
elements of Γ+∆− are ongruent modulo m, where ∆− denotes the set of negative weights. We
then let MΓ be the ategory of nitely generated g-modules M for whih M is the sum of the
Mλ for λ ∈ Γ+∆
−
and for whih all the Mλ are nitely generated R-modules. Our assumption
on Γ then implies that M is in fat the diret sum of its weight spaes. We shall say that M is a
g-lattie if all the Mλ are free nitely generated R-modules. We let Γ
′
resp. Γ denote the set of
indued g′- resp. g-weights and then MΓ′ resp. MΓ have their obvious meaning. We shall now
prove some results imitating [RCW82℄. Reall that a set {P} of projetive modules form a set
of generators if for every non-zero module M , there is a non-zero homomorphism P → M . In
the ase of an algebra A we have seen that the algebra itself is a generator and that implies that
the set of indeomposable summands of A form a set of generators. That they do was a ruial
step in showing that every simple module had a projetive over whih was a summand of A.
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Lemma 2.1 i) Let M,N ∈MΓ. Then Homg(M,N) is nitely generated as R-module.
ii) MΓ has a set of indeomposable projetive generators whih all are g-latties. Redution
modulo m gives a bijetion between the set of isomorphism lasses of those and the orresponding
set relative to M
Γ
.
iii) If P ∈ MΓ is projetive andM is a g-lattie then Homg(M,N) isR-projetive, Homg(M,N)
′ =
Homg′(M
′, N ′) and Homg(M,N)
⊗
Rk = Homg(M,N).
Proof: As M is nitely generated, any g-map M → N is determined by its restrition to a
xed nite set of weight spaes all of whih are, by assumption, nitely generated as R-modules.
This observation gives i). As for ii) we follow [RCW82℄ in rst onstruting a set of projetive
generators. Let therefore λ ∈ Γ+∆− and let N(λ) be the h-module of rank 1 orresponding to λ.
Indue rst up to b, the Borel algebra, and fator out by the submodule onsisting of those weight
spaes whose weights do not belong to Γ + ∆−. This gives a b-module Q(λ) nitely generated
free as an R-module. Indue then up to g to get P (λ). As R-module Q(λ) is a diret summand
of N(λ)
⊗
RU(n) and is hene R-free. Similarly, P (λ) = Q(λ)
⊗
RU(n
−) and so is R-free. As
Q(λ) is a sum of weight spaes, so is Pλ and therefore Pλ is a g-lattie being generated by Q(λ).
Finally, by onstrution, for every g-module M inMΓ and every m ∈Mλ there is a unique map
of h-modules N(λ)→M taking the generator v of N(λ)λ to m. It indues a map Q(λ)→M of
b-modules taking 1⊗ v to m and nally induing to g gives a map P (λ)→M taking 1⊗ (1⊗ v)
to m. Thus a map P (λ) → M is the same thing as an element m ∈ Mλ and hene P (λ) is
projetive as a surjetive map M → N indues a surjetive map Mλ → Nλ. They also form a
set of generators as if M 6= 0 we have that Mλ 6= 0 for some λ. Being nitely generated P (λ) is
a diret sum of indeomposables and as the P (λ) form a set of generators so do the set of suh
indeomposable summands of some P (λ).
The rest of the proof is almost idential to the proofs of the orresponding results of Setion
1. Hene for instane every indeomposable projetive module ontains a maximal submodule
as it is nitely generated and the redution modulo m of an indeomposable projetive is still
indeomposable by the liftability of idempotents as the endomorphism ring is nitely generated
as an R-module. The details are left to the reader.
Let us introdue some notation. For eah k-weight λ we let Z(λ) denote the orresponding
Verma module, V (λ) the irreduible g-module of highest weight λ and, supposing λ ∈ Γ+∆−, we
let I(λ) the indeomposable projetive, in M
Γ
, whih is the projetive over of V (λ). Similarly,
the variations Z(λ), I(λ), Z(λ)′ and V (λ)′ should be self-explanatory.
3 The duality theorem
We are now going to prove the duality theorem. The idea is to onsider a 1-parameter family of
weights whih for a general value of the parameter give a ategory of modules that is semi-simple,
i.e., every module is a diret sum of simple modules, for whih the simple modules are the Verma
modules. The Verma modules for a speial value of the parameter then appears as the redution
modulo m of a Verma module over R, whih in turn is an R-lattie insider of the simple Verma
module for the general value of the weight. This shows that the deomposition matrix desribes
the simple omponents of a Verma module. On the other hand Roha-Caridi gives a (more or
less) expliit ltration of an indeomposable projetive module whose suessive quotients are
Verma modules. This works mutatis mutandis in the R-ase and then gives a Jordan-Hölder
sequene when salars are extended to K and hene give the E-matrix. Thus interpreted the
duality theorem is simply the statement that E = Dt.
We now speialise to R = k[[t]] and also assume that g is indued from k, i.e., that g =
g
⊗
k
[
[t]
]
. Let Γ be a nite set of k-weights. We lift Γ to a set of R-weights as follows. Choose
a basis {ei} of h and fi ∈ tk[[t]] whih are algebraially independent over k (k((t)) has innite
transendene degree over k so this is always possible) and let Λ be the R-weight for whih
Λ(ei) = fi. Put now Γ := {γ + Λ : γ ∈ Γ} where we are onsidering k-weights as R-weights
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in the obvious way. As the fi belongs to tk[[t]] the redution mod t of Γ gives Γ showing the
onsisteny of notation.
Lemma 3.1 The ategoryMΓ′ is semi-simple with the Verma modules Z(λ)
′
for λ ∈ Γ′ +∆−
as irreduible objets, i.e., every module in MΓ′ is a diret sum of Verma modules.
Proof: Aording to [KK79, Thm. 1℄ there is a ountable set of hyperplanes in h∨ suh that
if λ is a K-root not lying on any of them, then the anonial pairing [KK79℄ on Z(λ) is non-
degenerate and as its radial is the maximal proper submodule, Z(λ) is irreduible. Now, as
any λ ∈ Γ′ + ∆− has k-algebraially independent oordinates it therefore follows that Z(λ)′ is
irreduible, i.e., it equals V (λ)′. To show semi-simpliity it therefore remains to show that any
extension
0→ Z(λ)′ −→M −→ Z(µ)′ → 0
is trivial. If µ /∈ λ+ (∆− \ {0}), then the highest weight vetor of Z(µ)′ lifts to a highest weight
vetor of M and the extension splits. If µ ∈ λ + (∆− \ {0}) then we take duals. Here the dual
N∨ of an N ∈ MΓ′ means the following: Take the set of linear maps N → K whih vanish
on all but a nite set of the weight spaes and onsider it as a g-module through the standard
ation omposed with the anonial involution of g (whih takes a root to its negative). In this
way the dual beomes an involutive anti-equivalene of MΓ′ to itself and the dual of a Verma
module is easily seen to be equal to itself. Therefore, M∨ is an extension of Z(λ)′ by Z(µ)′ and
as λ /∈ µ+ (∆− \ {0}) the extension splits and by duality so does the original one.
Proposition 3.2 For any λ ∈MΓ, I(λ) has a nite ltration the suessive quotients of whih
are Verma modules.
Proof: The proof of [RCW82℄ goes through without hanges. Indeed, using the notation of
Lemma 2.1 we an lter Q(λ) with suessive quotients being free of rank 1 as R-modules and
with n ating trivially and induing suh a module to g gives a Verma module.
Let us now, following [RCW82℄, put [Z(λ) : V (µ)] equal to the multipliity of V (µ) in a
omposition series for Z(λ) inM
Γ
and [I(λ) : Z(µ)] equal to the multipliity of Z(µ) in a series
as in Lemma 3.2 (with Γ replaed by Γ).
Theorem 3.3 (f. [RCW82, Thm. 4℄) For any λ, µ ∈ Γ+∆− we have [Z(Λ) : V (µ)] = [I(µ) :
Z(Λ)].
Proof: As Endg(V (µ)) = k we get that [Z(λ) : V (µ)] = dimk Homg(I(µ), Z(λ)). By Lemma
2.1:iii) this equals dimK Homg′(I(µ)
′, Z(λ)′), whih by Lemma 3.1 equals the number of times
Z(λ)′ ours in I(µ)′. By Lemma 3.2 this equals the number of times Z(λ) ours in I(λ), i.e.,
[I(µ) : Z(λ)].
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