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Summary. - Recent work in the literature has studied a new set of local boundary con-
ditions for the quantized gravitational eld, where the spatial components of metric per-
turbations, and ghost modes, are subject to Robin boundary conditions, whereas normal
components of metric perturbations obey Dirichlet boundary conditions. Such bound-
ary conditions are here applied to evaluate the one-loop divergence on a portion of flat




After several decades of work by many authors on the problems of quantum gravity
[1-11], it seems fair enough to say that the path-integral approach remains an essential
ingredient of any attempt to understand the properties of the quantized gravitational
eld. The crucial point is that quantum mechanics is a physical theory whose predictions
are of statistical nature. When one tries to \combine" it with general relativity, one may
thus expect to obtain a formalism where statistical concepts as the partition function [12]
nd a natural place. This is indeed the case for Euclidean eld theories. This property
is possibly even more important than the opportunity to obtain a space-time covariant
approach to quantization, via the sum over suitable classes of (or all) Riemannian four-
geometries with their topologies. Moreover, one knows that the eective action provides,
in principle, a tool for studying quantum theory as a theory of small disturbances of the
underlying classical theory, as well as many non-perturbative properties in eld theory
[13-15].
The basic object of a space-time covariant formulation of quantum gravity may be
viewed as being the path-integral representation of the houtjini amplitude [13,14], which
involves the consideration of ghost elds that reflect the gauge freedom of the classical
theory [13,14]. In particular, what seems to emerge is that the consideration of the elliptic
boundary-value problems of quantum gravity casts new light on the one-loop semiclassical
approximation, which is the \bridge" in between the classical world and the as yet unknown
(full) quantum theory [11]. We shall thus focus on this part of the quantum gravity
problem, i.e. the boundary conditions on metric perturbations, when a Riemannian four-
manifold (say M) with boundary is considered (this may be a portion of flat Euclidean
four-space, or part of the de Sitter four-sphere, or a more general curved background). To
begin, we consider the problem of imposing boundary conditions on the spatial components
hij of metric perturbations. Following ref. [16], we are interested in Robin boundary
conditions on hij . They are relevant for the following reasons:
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(i) They are part of a set of mixed boundary conditions of local nature which ensure
symmetry (and, with some care, self-adjointness) of the elliptic operator acting on metric
perturbations [17].
(ii) They admit, as a particular case, the boundary conditions on the linearized magnetic
curvature, which have a deep motivation in several branches of classical and quantum
gravity [18,19].
For simplicity, we study problems where the background is totally flat, and curvature eects
result from the boundary only. All metric perturbations are then expanded on concentric
three-spheres of radius  , with  2 [a; b], a and b being the radii of the two bounding
three-spheres. This problem lies in between the quantum eld-theoretical case, where the
boundary surfaces are by no means forced to be three-spheres, and may located in two
asymptotic regions, and the quantum cosmological case, where one of the two boundary











where  is a real parameter. Since an innitesimal dieomorphism changes hij according
to the law (hereafter, a vertical stroke denotes three-dimensional covariant dierentiation
tangentially with respect to the Levi{Civita connection of the boundary, and Kij is the
extrinsic-curvature tensor of the boundary)
’hij = hij + ’(ijj) +Kij’0; (1:2)
the request of being able to preserve (1.1) under the transformations (1.2) leads to the






















The remaining boundary conditions are of the Dirichlet type on normal components of
metric perturbations:
[h00]@M = 0; (1:5)
[h0i]@M = 0: (1:6)
Regrettably, the invariance of both (1.5) and (1.6) under innitesimal dieomorphisms of
metric perturbations is incompatible with the boundary conditions (1.3) and (1.4), as was
proved in ref. [16]. Thus, we are studying a scheme where only the hij sector of the




















































where x are local coordinates on a three-sphere of radius  . With a standard notation,
Q(n)(x); S
(n)
i (x) and G
(n)
ij (x) are scalar, transverse vector and transverse-traceless tensor
harmonics on a unit three-sphere, respectively [22].
Section 2 describes the way to implement the -function method which is best suited
for our analysis of one-loop divergences. Sections 3, 4, 5 and 6 derive in detail the
contribution of transverse-traceless, vector, scalar and ghost modes, respectively. Results
and open problems are discussed in sect. 7.
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2. - -Function method
For a given elliptic operator, say A, the spectral theorem makes it possible to dene
its complex power A−s, with s 2 C [11], and the L2-trace of such a power is the generalized






As is well known, the -function dened in (2.1) admits an analytic continuation to the
complex-s plane as a meromorphic function which is regular at s = 0, so that the functional
determinant of the operator A may be dened by the formula [23]
det(A)  e−
0(0): (2:2)
The value at the origin of the generalized -function contains all the information about
the one-loop divergence and the anomalous scaling factor of the amplitudes [11].
There exist, by now, several powerful algorithms for the evaluation of A(0). In
particular, we are interested in the technique developed in ref. [24] and applied several
times since then (see ref. [11] and references therein). Thus, we say that, denoting by
fn the function occurring in the equation obeyed by the eigenvalues by virtue of the
boundary conditions, after taking out false roots, and writing d(n) for the degeneracy of






What is crucial is the analytic continuation \I(M2; s)" to the complex-s plane of the





+ IR(M2) + O(s): (2:4)
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The function Ipole is the residue at s = 0, and makes it possible to obtain the (0) value
as [11,24]
(0) = Ilog + Ipole(M
2 =1)− Ipole(M
2 = 0); (2:5)
where Ilog is the coecient of the log(M) term in I
R as M !1. The contributions Ilog
and Ipole(1) are obtained from the uniform asymptotic expansions of basis functions as
M !1 and their order n!1, while Ipole(0) is obtained by taking the M ! 0 limit of
the eigenvalue condition, and then studying the asymptotics as n ! 1. More precisely,
Ipole(1) coincides with the coecient of
1
n




where 1(n) is the n-dependent term in the eigenvalue condition as M !1 and n!1.
The Ipole(0) value is instead obtained as the coecient of
1
n





where 0(n) is the n-dependent term in the eigenvalue condition as M ! 0 and n ! 1
[11,24].
3. - Transverse-traceless modes











the operator on metric perturbations reduces to the Laplacian on symmetric rank-two
tensors. Thus, the transverse-traceless (TT) modes in the expansion (1.9) are found to
take the form [21]
zn() = 1In(M) + 2Kn(M); (3:2)
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for all n  3, the corresponding degeneracy being 2(n2 − 4). The boundary conditions
(1.1) lead to the equations
1

























This implies that, to get rid of false roots, one has to multiply by M2 the resulting eigen-
value condition; on the other hand, as M ! 1, the eigenvalue condition is proportional






2(n2 − 4)(2− 1) = R(−2)− 4R(0) + 3 = 5: (3:5)
Moreover, as n!1 and M !1, no n-dependent term occurs in the eigenvalue condition,
which implies
Ipole(1) = 0: (3:6)








which implies that no coecient of 1
n
occurs in the expansion of (n2 − 4) log0(n), and
hence
Ipole(0) = 0: (3:8)
The results (3.5), (3.6) and (3.8) imply that
TT (0) = 5: (3:9)
Note that this contribution to (0) has opposite sign, with respect to the case when hij
perturbations are set to zero at  = − and  = + [21].
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4. - Vector modes
In the expansions (1.8) and (1.9) there is a decoupled vector mode, c2(), which reads
[21]
c2() = "I3(M) + K3(M); (4:1)
and coupled vector modes, given by [21]


















with degeneracy 2(n2 − 1). By virtue of (1.1) and (1.6), one has the boundary conditions
c2(+) = c2(−) = 0; (4:4)



















= 0 8n  3: (4:6)
As is well known, for decoupled (or nitely many) modes, the contribution to (0) is given




2(4− 1)(0− 1) = −3; (4:7)
because no false roots occur in the eigenvalue condition, whereas, as n!1 and M !1,
such eigenvalue condition is proportional to M−1, picking up a 1p
M
factor from both I3
and K3.
The eigenvalue condition resulting from the boundary conditions (4.5) and (4.6) for
coupled vector modes implies that one has to multiply by M2 to get rid of false roots.
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2(n2 − 1)(2− 2) = 0: (4:8)






Ipole(1) = 0: (4:10)





(2n4 − 8n2 − 2n22 − 4n2− 82 − 16)
(n2 − 4)2
+ 2




and hence Ipole(0) vanishes as well,
Ipole(0) = 0; (4:12)
which implies
cn;fn(0) = 0: (4:13)
5. - Scalar modes
In the expansions (1.7){(1.9), the scalar modes are an(); bn(); un() and en(). The



















γ1I2(M) + γ4I4(M) + 1K2(M) + 4K4(M)
i
; (5:3)




+ 31K2(M)− 22K2(M)− 4K4(M)
i
: (5:5)





γ1In(M) + γ3In−2(M) + γ4In+2(M)
+ 1Kn(M) + 3Kn−2(M) + 4Kn+2(M)
i
; (5:6)
bn() = γ2In(M) + (n+ 1)γ3In−2(M)− (n− 1)γ4In+2(M)





















3γ1In(M)− 2γ2In(M)− γ3In−2(M)− γ4In+2(M)
+ 31Kn(M)− 22Kn(M)− 3Kn−2(M)− 4Kn+2(M)
i
; (5:9)
with degeneracy n2. Of course, it is the choice (3.1) of gauge-averaging functional which
leads to full agreement with the formulae found in ref. [21] for the perturbative modes.
For the modes a1() and e1() the boundary conditions resulting from (1.5) and (1.1)
are





















The Eqs. (5.10) and (5.11) lead to an eigenvalue condition where one has to multiply by
M2 to get rid of false roots. On the other hand, such eigenvalue condition is proportional




(2− 2) = 0: (5:12)
The modes a2; b2; e2 obey, from sect. 1, the boundary conditions
a2(+) = a2(−) = 0; (5:13)




















In the resulting eigenvalue condition one has to multiply by M2 to get rid of false roots,
whereas, as M !1, the eigenvalue condition is proportional to M−3. This property leads




 4(2− 3) = −2: (5:16)
Coupled scalar modes obey, for all n  3, the boundary conditions
an(+) = an(−) = 0; (5:17)








































The Eqs. (5.17){(5.20) lead to an eigenvalue condition expressed by the vanishing of the
determinant of an 8 8 matrix. However, the calculation is considerably simplied if one
remarks that, as M ! 1, only K functions at  = − and I functions at  = + give a
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non-negligible contribution [11,21]. Thus, the desired determinant splits into the product
of two determinants, say D1 and D2, of 4  4 matrices. As M ! 0, D1 is proportional
to M4n−2, and D2 is proportional to M
−4n−2. Thus, one has to multiply by M4 the full
determinant to get rid of false roots. Moreover, both D1 and D2 are proportional to M
−2






n2(4− 4) = 0: (5:21)
To evaluate Ipole(1) and Ipole(0) we note that, on dening













































By virtue of (5.25) and (5.26), the n-dependent term D(n) = D1(n)D2(n) in the eigenvalue





This is an even function of n, and hence
Ipole(1) = 0: (5:28)
Last, from the limiting form of modied Bessel functions as M ! 0, one nds
D1(n) = −
3Γ−4(n)(n− 1)
n3(n+ 1)(n+ 2)(n2 − 4)
h





(n− 1)(n− 2)(n2 − 4)
h
4n(n2 − 1)(− n)2 + 8(n2 + 1)(− n)− 8n
i
: (5:30)
The results (5.29) and (5.30) lead to





H(n)  16n2(n2 − 1)2(2 − n2)2 + 64(n6 − n4 − 3n2 − 1)(2 − n2)
− 64n2(n2 − 1)(2 + n2) + 64n2(2n2 + 3); (5:32)
which implies
Ipole(0) = 0; (5:33)
because n
2
2 log0(n) is then an even function of n. The Eqs. (5.21), (5.28) and (5.33)
imply a vanishing contribution to (0),
an;bn;un;en(0) = 0: (5:34)
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6. - Ghost modes
The ghost one-form has a normal component, ’0(x; ), and three tangential compo-
nents, ’i(x; ). In our problem, they are expanded on a family of concentric three-spheres




























1In+1(M) + 2In−1(M) + 1Kn+1(M) + 2Kn−1(M)
i
; (6:4)
mn() = −(n− 1)1In+1(M) + (n+ 1)2In−1(M)
− (n− 1)1Kn+1(M) + (n+ 1)2Kn−1(M); (6:5)
pn() = 1In(M) + 2Kn(M): (6:6)







































Hence one has to multiply by M4 to get rid of false roots, whereas the behaviour of (6.8)








Coupled ghost modes are ln and mn, for all n  2. In the light of (1.3) and (1.4),









































In the resulting eigenvalue condition, one has to multiply by M4 to get rid of false roots,






n2(4− 2) = R(−2)− 1 = −1: (6:12)
When n!1 and M !1, the term 1(n) in the eigenvalue condition is 4n2, and hence
Ipole(1) = 0: (6:13)





(2 + n2 − 1)2 − 4n22
i
: (6:14)
This is an even function of n, which implies
Ipole(0) = 0; (6:15)
and, from (6.12), (6.13) and (6.15),
ln;mn(0) = −1: (6:16)
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The resulting false roots are eliminated upon multiplication by M2, whereas the behaviour










The Eq. (6.17) has no n-dependent term when n!1 and M !1, so that
Ipole(1) = 0: (6:19)




(2 − n2); (6:20)
and this leads to





The full (0) value is the sum of the 9 contributions given by Eqs. (3.9), (4.7), (4.13),
(5.12), (5.16), (5.34), (6.9), (6.16) and (6.22), i.e.









where the round bracket is multiplied by −2 because ghost elds for gravitation are
fermionic and complex. Our result agrees completely with the result expected for all
two-boundary problems in the presence of a totally flat Euclidean background (see the
discussion in ref. [21]).
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7. - Concluding remarks
The contribution of our paper is a detailed evaluation of the one-loop divergence for
the quantized gravitational eld, by studying all perturbative modes which contribute to
the one-loop Faddeev{Popov amplitude on a portion of flat Euclidean four-space bounded
by two concentric three-spheres. The boundary conditions used are (1.1) and (1.3){(1.6),
rst proposed by the authors in ref. [16]. Although a vanishing one-loop divergence
might have been expected on general ground, since the background is totally flat, and
only the gravitational eld is considered, the technical aspects of our analysis remain of
some interest. As has been shown in refs. [25,26], completely gauge-invariant boundary
conditions in Euclidean quantum gravity are in fact incompatible with the request of strong
ellipticity of the boundary-value problem. This is a technical condition, which amounts
to requiring that a unique solution should exist of the eigenvalue equation for the leading
symbol of the operator of Laplace type on metric perturbations, subject to the boundary
conditions and to an asymptotic condition [25,26]. If this uniqueness fails to hold, it is no
longer possible to have a well dened form of one-loop divergences, because the heat-kernel
diagonal acquires a part which is not integrable near the boundary [26].
Thus, the consideration of boundary conditions which are not completely invariant
under innitesimal dieomorphisms on metric perturbations acquires new interest, since
the lack of tangential derivatives in the boundary operator makes it then possible to satisfy
the condition of strong ellipticity of the boundary-value problem [25,26]. As far as we can
see, at least three outstanding problems should be now considered:
(i) Local boundary conditions along the lines of (1.1) and (1.3){(1.6) for curved back-
grounds, with one or two boundary surfaces.
(ii) The eect of the Prentki gauge for gravitation on manifolds with boundary [27]. The
resulting operator on metric perturbations is no longer of Laplace type, and the correspond-
ing form of heat-kernel asymptotics on manifolds with boundary is largely unexplored.
(iii) Inclusion of boundary operators of the integro-dierential type. For example, non-
local boundary conditions for the Laplace operator have been studied within the framework
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of Bose{Einstein condensation models [28]. The counterpart for the gravitational eld
remains unknown, but could be studied by using the powerful tools of functional calculus
for pseudo-dierential boundary problems [29].
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