Introduction
We study the computational feasibility of learning boolean expressions from examples. Our goals are to prove results and develop general techniques that shed light on the boundary between the classes of expressions that are learnable in polynomial time and those that are apparently not. The elucidation of this boundary, for boolean expressions and possibly other knowledge representations, is an example of the potential contribution of complexity theory to artificial intelligence.
We employ the distribution-free model of learning introduced in /lo]. A more complete discussion and justification of this model can be found in [4, 10, 11, 12] . [4] includes some discussion that is relevant more particularly to infinite representations, such as geometric ones, rather than the finite case of boolean functions. For other recent related work see [1,2,7,&g] .
The results of this paper fall into three categories: closure properties of learnable classes, negative results, and distribution-specific positive results.
The closure properties are of two kinds. In section 3 we discuss closure under boolean operations on the members of the learnable classes. The assumption that the classes are learnable from positive or negative exThis research was supported by grants NSF-DCR-8600379 and ONR-NOOOlG86-K-0445.
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In section 5 we prove some negative results. One of them shows that for purely information-theoretic reeib sons, simple monomials cannot be learned from negative examples alone. This contrasts with the fact that monomials can be learned from positive examples alone [lo] , and can be learned from very few examples if both kinds are available [7] . The remaining results in the section are all predicated on the computational hypothesis NP # RP. The classes shown not to be learnable include disjunctions of two monomials, formulae where each variabIe occurs just once (p-formulae), and boolean threshold functions. Negative results are also given for heuristic learning, where the rule to be learned needs to account correctly for only a fraction of the examples.
In the final section, we consider learning pDNF and monotone DNF, under the restriction that both the positive and negative examples are drawn from uniform distributions. In the distribution-free setting, the two questions are equivalent (shown in section 4) and unresolved. We show that pDNF is learnable in this distribution-specific case. In fact, the learning algorithm can be used to learn Z-term PDNF, which is NP-hard in the distribution-free case (section 5). We also show that monotone DNF is at least group learnable. In group learning, it is sufficient to deduce a rule for recognizing whether a large enough set of examples contains only positive or only negative examples, given that one of the two possibilities holds.
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that F(C) = 1 are called positive examples, the rest are negative examples of F. For any F, there are many possible boolean formulae j such that j is consistent with the concept F. A clads of representations of concepts is a set A = U,",iA,, where for each n, A,, is a subset of all possible formulae of n variables. For example, for each constant k, kDNF = Ur',,(kDNF over n variables) is a class of representations, where kDNF denotes disjunctive normal form in which each disjunct consists of at most k literals. Since learnability may depend on the representation chosen, we define learnability of a class of representations of boolean concepts, as opposed to defining learnability of the concepts themselves.
If A is a class of representations, then for each f E A, let size(j) d enote the fewest uumber of symbols needed to write the representation j in A. We assume that the learning algorithm has available a black box called EXAMPLES(j), with two buttons labeled POS and NEG. If POS (NEG) is pushed, a positive (negative) example is generated according to some fixed but unknown probabililty distribution Ds (D').
We assume nothing about the distributions D* and D-, except that CIfzl=:iO+(Z) = 1 and ~,c21=oD-(Z) = 1 (i.e., ~,o=:1~-(2') =. 0 and C/(S)=0 D+ (3 = 0).
Definition
1 Let A be a class of representations.
Then A ia learnable from examples ifi there exists a polynomial p, and a (possibly randomized,/ learn-
halts in time pb, si4f )! t) and outputs a formula g E A,, that with probabrltty at least 1 -E, has the following propertied: c D'(~)<e P(a=o and c D-(z) < c:. ff(4=1 Throughout the paper, we shall abbreviate the phrase "is learnable from examples" by the phrase "is learnable".
We shall call E the error parameter of the learning algorithm.
If there is an algorithm L as above which never asks for any negative (resp. positive) examples, then we'll say that A is learnable from positive (negative) examples only.
This definition can be understood as follows. We think of Nature as providing exam.ples of the formula to be learned according to some unknown probability distribution for which we can maIke no assumptions.
Since there may be very bizarre examples of the formula which occur with low probability, it is unreasonable to expect the learning algorithm to produce a formula which correctly classifies all examples. Hence a successful formula g is one which agrees with the unknown f on most of the distribution.
That is, the probability that the formula g disagrees with either a positive or a negative example is at most E in either case. A second source of error is introduced by the possibility that the particular sequence of examples provided by Nature is highly unrepresentative.
In this case, it is reasonable that the formula g be highly inaccurate. We require that this occur with probability at most E. A further requirement of the definition is that the run time of the algorithm be polynomial in the size of the formula to be learned and in the inverse of the error parameter.
A generabzation of the above definition allows the formula output to be from a different class of representations:
the class A is learnable by the class B iff Definition 1 holds, except that g E B,,. In general, the larger the class A, the harder the learning task, but for fixed A, the larger the class B, the easier the learning task. Thus A C B does not imply anything about the learnability of A by A as compared to the learnability of B by B. where ji E A and j2 E B, and let D+ and D-be the unknown di.stributions on positive and negative examples (respectively) for j. Since (5 : j(C) = 0) E {C :
fi (3) = 0}, we can learn a formula g E B for ji from negative examples only, using the examples generated by D-. We call the learning algorithm for B with error parameter $ to obtain a g that has probability of error at most 3 on the distribution D-. At this point, we must determine how well g performs as an approx- We will make use of these facts throughout the paper. Let q be the probability (according to D+) that a random positive example of f does not satisfy g. We now take $ positive examples from D+ in order to estimate the value of q. From Fact 1, if q 2 E, at least a fraction f of our positive examples will not satisfy g with probability at least 1 -e-l/8'. From Fact 2, and the fact that GE is a nondecreasing function for increasing p, we know that if q 2 i, then at most a fraction 5 of our positive examples will not satisfy g with probability at least 1 -e-1/12e. Thus, if at least a fraction 4 of the $ positive examples do not satisfy g, then q 2 i with overwhelming probability. Otherwise, g is already a good approximation to f, and we are done.
If it is estimated that g 1 f, then use the algorithm for learning A from examples as follows: When a negative example is requested, supply one using D-. When a positive example is requested, search for a positive example generated from D+ which does not satisfy g. From the above argument, th,e probability of not drawing such an example in 3 tries is at most
Thus, the algorithm for learning A must output a good approximation h for fi when called with error parameter 5, and then h V g is an approximation for f, with probability of error at most E. Note that if po (n, $) is the time complexity of the learning algorithm for class B, and PA(n, i) the time complexity of the algorithm for class A, then the complexity for learning A V B by the above procedure is p~(n, $) +0(s) + sP~(n, z). where ji E A and f2 E B, and let D+ and D-be the unknown distributions on the positive and negative examples (respectively) for f. Since (C : f(C) = 1) c (3: f&7) = l}, we can learn a formula g E A for fi using positive examples generated by D+. By calling the learning algorithm for A with error parameter -5, we force g to cover at least a fraction l-4 (accordmg to D+) of the positive examples of f with high probability. Similarly, we can learn a formula h E B for f2 from positive examples only that has this same accuracy on D+. Then g A h covers a fraction 1 -E of the positive examples of f with high probability. Furthermore, since fi (respectively, f2) is learnable from positive examples only, g (respectively, h) can be satisfied by no negative examples of fi (respectively, fi).
Thus, g A h makes no errors on the negative examples off. q There are natural duals for both Theorems 1 and 2 (switch 'A" and "V" wherever they occur, as well as "positive"
and "negative"), and together with Theorem 9, we have two tables (Figures 1 and 2 ) for the learnability of A AB, and AV B, given the learnability of A and the learnability of B. In the tables, we label the rows and columns according to whether each of A and B is learnable from positive examples only, negative examples only, or from both positive and negative examples. We then label the corresponding learning problem (A V B for Figure 1 , A A B for Figure 2 ) by YES (if we can always learn in polynomial time) or NO (if the learning problem is NP-hard for some pairs (A, B)). Note that Theorem 1 is optimal in that we cannot relax the constraints on B to allow B to be learnable from both positive and negative examples.
As corollaries we can deduce the learnability of classes not previously known to be learnable. For example:
Here kCNF is the class of conjunctive normal form formulae in which each clause contains at most, k literals. Proofs for these corollaries follow from Theorem 1 and the algorithm in [lo] for learning kCNF from positive examples only.
A Substitution Argument
We describe a simple substitution argument that shows that learnable classes are closed under certain kinds of substitution.
Theorem 5 Let C be learnable, an.d let $I be a finite collection of boolean formulae over k (constant) variables. Let C' be the class of all formulae that can be obtained by choosing an f (xl,. . . , x,) E C, and replacing one or more of the variables xi with any formula Si(X' IlY-'*S xik), where gi E 9, and each xij is one of the original n variables (thus, the resulting formula is still over n variables).
Then C' ia also learnable.
Proof:
We sketch the proof for the case that $ contains only the single formula g. The general case is similar.
Let MC be the learning algorithm for the class C. Create new variables zl,, , ,, , z,,lr. Suppose we are given a positive (negative case identical) example (h, . . . , b,) E (0, 1)" of a formula f1'(xl,. . . , z,,) E C'. The intention is that zi will simulate the value of the formula g with the ith choice of k inputs from { Xl,..., x,) (note that there are exactly nk such choices).
Let ci E (0, 1) be the value assigned to zi by this simulation.
Then we give the example (bl, . . . , ha, cl,. . . , cnh) to algorithm MC. Since there is a formula in C that is consistent with all the samples we generate (it is just f' with each occurrence of the formula g replaced by the .zi that simulates the inputs to the occurrence of g), MC must output a good hypothesis f f C. We then obtain a good approximation for f' over n variables by replacing each occurrence of a zi with an occurrence of g with the ith choice of inputs.
cl Theorem 6 Let C be learnable. I;et p(n) be a fixed polynomial, let f be a formula in C over n + p(n) variables, and let the description of the p(n)-tuple (Bi? * * ' I By"cn, ) be polynomial time computable from n, where each B,? is a boolean formulu of n inputs. Proof:
In the statement of Theorem 6, let C be the class of monotone DNF formulae, and let Bi" (xl, . . ..x.) = K for 1 5 i s n. The resulting class C' is simply DNF.
cl Another example is that learning DNF is as hard as learning depth 3 formulae with constant fanout "ORs" at the bottom layer.
Corollary 8 Let C be a class of formulae. Let &' be the class of those formulae in C in which each variable occurs at moat once. Then if &' is learnable, then C is learnable.
In the statement of Theorem 6, let fbl I'.., zn, xn+ 1, . . . , z,.,+~(~)) be a formula in C in which each variable occurs at most once. Then setting Br (x1, . . . , 2,) = xi for some 1 5 i 5 p(n) and some 15 i 25 n yields a formula in which xi occurs at most twice. Perform this substitution as many times as necessary to allow extra occurrences of the original n variables. a Corollary 8 is surprising, in that allowing only one occurrence of each variable is a strong restriction. This theorem states that the general learning problem is no harder than this restricted version. One of our results given later is that if A is the class of arbitrary formulae, then PA is not learnable (Theorem 11).
Negative Results
All negative results except Theorem 15 assume that RP # NP.
For each constant number k, let k-term DNF be the class of formulae representable in DNF with at most k terms. While l-term DNF is known to be learnable, we have:
Theorem 9 For all integers k 2 2, (monotone) kterm-DNF is not learnable by k-term-DNF.
Proof:
We define a generalization of the graph kcolorability problem [6] . The k-NM-colorability problem is described by:
Instance:
A finite set S and a collection C = t Cl,C2, . . . , Cm} Of constraints Ci c S. Question:
Is there a k-coloring of the elements of S (i.e. a function x : S + { 1,2, . . . , k}), such that for each constraint ci E C the elements of ci are Not Monochromatically colored (i.e. (Vc; E C)(Bz, y E ci) such that x(z) # x(y))?
Lemma For all integers k 1 2, k-NM-colorability is NP-complete.
The lemma is proved by reduction from Satisfiability. To prove Theorem 9, we reduce k-NM-coloring to the k-term-DNF learning problem, Let (S, C) be an instance of k-NM-coloring.
We construct a k-term-DNF learning problem as follows:
Each instance will correspond to a particular kterm-DNF formula to be learned. We must describe what the positive and negative examples are, as well as the distributions I?+ and D-. Ifs = {81,82,..., sn} then we will have n variables @1,~2, . . . z,} for the learning problem. The set of positive examples will be the vectors {G}y=l, where fi is the vector with Zi = 0 and all other bits set to 1. The distribution D+ will be uniform over these n positive examples, with each p'i occurring with probability $. We'll form ]C] negative examples, {<;}iz[,, each occurring with probability 6 in the distribution D-. For each constraint c E C, if c = {$;I, si,,, . . ., si,}, then the negative example n'i is the vector which is all 'l's" except at positions il, &2,. . . , i,. Thus the constraint {al, 53, ss} gives rise to the negative example (01011110111.. .>. The theorem follows (by appropriate choice of E) from the claim that there is a k-term-DNF formula consistent with all of the positive and negative examples above iff (S, C) is k-NM-colorable. To prove this claim, assume (S, C) is k-NM-colorable by a coloring x : S -+ {1,2,. . ., k} that uses every color at least once. Let f be the k-term-DNF expression f = Z"r + T2 + , . . + Tk, where the z?~ term Ti is defined by
In other words, the ith term is the conjunction of all variables xi for which the corresponding element si is not colored i. Then it is easy to show that f is consistent with all positive and negative examples. On the other hand, suppose that Tl -i-T2+. * .+-Tk is a k-term-DNF formula which is satisfied by all of the positive examples and no negative example. Then note without loss of generality, each Ti is a product of positive literals only: If Ti contains two or more negated variables, then none of the positive examples can satisfy it (since they all have only a single "O"), so it may be eliminated. If Ti contains exactly one negative literal q then it can be satisfied by at most the single positive example p> SO Ti can be replaced with T'i = njzi xj which is satisfied by only the vectors p> and the vector i, neither of which are negative examples. Now color the elements of S by the function x : S -+ { 1,2,. . . , k} defined by x(si) = min{j : literal xi does not occur in term Tj}. Note that x is well defined: since each positive example satisfies the formula Tl + T2 + . . . + Tk, each positive example p< must satisfy some term Tj. But each term is a conjunct of only positive literals, therefore for some j, xi must not occur in term Tim Thus each element of S receives a color. Furthermore, it is easy to show that if x violates some color constraint, then some negative example satisfies one of the terms Tj.
El Corollary 10 For all integers k 2 6, (monotone) kterm-DNF is not learnable by (2k -5)-term-DNF.
The difficulty of learning k-term-DNF stems from the NP-hardness of a generalization of the graph k-colorability probIem.
In fact, we could have used graph k-colorability directly to obtain the same result for k 2 3. (However, the NP-hardness of Z-NMcolorability proves useful in a number of other constructions.)
It is shown in [5] that for every e > 0, unless P = NP, no polynomial time algorithm can approximate the fewest number of colors needed to color a graph within a constant factor of 2 -E. The proof in that paper, together with the proof of Theorem 9 above, provides a proof of Corollary 10. These results show that the problem of learning from examples a small DNF expression is at least as hard as the coloring approximation problem, and appears to be harder. cl Thus, even when the unknown formula is the sum of two monotone terms, it is NP-hard to find a two term (possibly non-monotone) expression for the examples seen. Corollary 10 is even stronger, and states that finding a good formula from examples is hard even if we allow the formula found to have roughly twice as many disjuncts as the formula to be learned.
A boolean tree is a circuit which is a tree, with the input variables as leaves. Boolean trees are equivalent to p-formulae, the class of formulae in which each variable occurs at most once. It is surprising that for this simple type of function, we have the following result. Theorem 11 p-formulae (boolean trees) are not learnable.
We reduce the 2-NM-colorability problem to the p-formula learning problem.
Let (S, C) be an instance of 2-NM-colorability, and let {fi}, {IC} be the positive and negative examples corresponding to (S,C) as in the proof of Theorem 9. By reasoning as in the proof of Theorem 9, we need only prove the claim that there is a p-formula consistent wi,th the positive and negative examples if and only if (S, C) is 2-NM-colorable.
To prove the claim, observe that if (S, C) is :&NM-colorable, then (from the proof of Theorem 9) the formula Tr + Tz is in fact a p-formula.
Conversely, suppose that there is a p-formula f consistent with the examples {p?} and {n<}. Then consider the boolean tree Tj which computes f. Tj is a rooted directed tree with variables as leaves, internal nodes labeled with "AND", "OR", and "NOT", and edges directed away from the root. By a lemma we may assume without loss of generality that no node has the same label as its immediate ancestor, that none of the nodes are labeled "NOT", and that each variable occurs as a leaf. There are two cases to consider, depending on the iabe1 of the root of the tree. In each case we show how a P-NM-Coloring may be found from Tf . CASE 1: The root node is labeled 'OR".
Then Tj is equivalent to the formula fi + fi+. . -+ fk, where fi is the subformula computed by the subtree of T, with Tf's jth child as root.
Let L = f1 and R = fi +... + fk. Color each elemlent si with. color CL iff zi occurs in formula L, otherwise color ai with color CR. We show that this is a legitimate 2-NMColoring: Suppose a constraint ci = {ail, aja,. . , , aim} is violated.
Then all of ail, si,, . . . , ai,,, are colored the same color, and all of zil, zi,,. . . , xi,,, occur in the same subformula, say L without loss of generality. Then since formula R contains only positive literals, and does not contain the variables xii, ni,, , . . . , zi,,, , it follows that n< satisfies formula R, and therefore satisfies f, a contradiction. CASE 2: The root node is labeled ,"AND".
Since there are no "NOT"s in the tree, there must be an OR on the path from the root to each xi, otherwise the positive example p: couldn't8 satisfy Tj Thus there are k 2 2 OR nodes which are children of the root AND node. We divide the subtree beneath the ith OR into two groups, Li and 4, where Li is the function computed by the leftmost subtree of the ith OR, and & is the function computed by the OR of the remaining branches of the ith OR.
Thus f = (L1 + RI)(Lz + R2) . . .(Lk + RJJ.
Then let f' = L + R, where L = LlLz -. . Lk and R = R1R2" *h!k. Clearly f' =+ f, therefore no negative example satisfies f'. NOW color ai with color CL iff Xi occurs in formula L, and color it (7, otherwise. By the same argument as in Case 1, if some coloring constraint is violated, then all of the elements of the constraint occur in the same subformula, and then the other subformula is satisfied by the negative example associated with the given constraint. 0 A boolean threshold function may be thought of intuitively as follows. Among the set of n variables {xi) there is some important subset Y for the concept to be learned. 'There is also a critical threshold k such that whenever an example z has at least k of the bits of Y set to 1, it is a positive example, otherwise it is a negative example. We write this rule as THk(y3 where y' is the characteristic vector for the set Y. Thus jc' is a positive example iff it satisfies 2'. y' 2 k.
Theorem
12 Boolean threshold functions are not learnable.
Proof:
We reduce the NP-complete Zero-One Intsger Programming problem (ZIP) to the learning problem [6] . An instance of ZIP is a set of s pairs c?, bi and the pair z, B, where c< E (0, l}", ?i E (0, l}", bi E (0, l}, and 0 < B 5 n. The problem is to determine if there exists a vector 2~ (0, 1)" such that C< . J< bi for 1 5 i 5 a and a' * 22 B.
Let3 and i' denote the all 0 and all 1 vectors, respectively. Similarly, let ii,j ,... denote the vector which is set to 1 only at the positions i, j, . . , . and &,j ,_.. denote the vector which is 0 only at the positions i, j, . . . . Given an instance of ZIP, we construct a boolean threshold learning problem.
We'll have 2n features Xl, x2, * * *, 22n. We will sometimes write a vector of length 2n as the concatenation of two vectors 5, y' of length n, and denote this by (z,$). There are two positive examples, pi = (6, 0, and p; = (ii, iI,2 ,..., n-B). There are two types of negative examples. First, for each of the vectors c:, 1 < i 5 a, from the ZIP instance, we define the negative example (c?, il,l,.,,,,-bi-r).
Second, for 1 5 i 5 n we define the negative example (a, Gi). We claim that there is a solution to the ZIP instance iff there is a boolean threshold function consistent with the given examples. If our claim is true, then any learning algorithm can be used to decide the ZIP problem in random polynomial time by letting D+ and D-be uniform over the positive and negative examples respectively, and choosing c = &.
Suppose that Y is a set with characteristic vector y' = (2, d), and k is a positive integer such that the rule Thk (c) is consistent with the positive and negative examples dellned above. (We must have 1 h k I 2n.) Then k < pi * y' = (6, i) . y' 5 n, thus k 5 n. Furthermore, by the positive and negative examples, for each i, (6,6;) . (Z, 6) c k and (6, ij . (g, GJ) 2 k;, and it follows that (since (G, i) differs from (6,6i) In cases where learning a class of representations is thought to be intractable, or when no learning algorithm exists, we may wonder whether we can learn heuristic rules for the concept; a rule which accounts for some significant fraction of the positive examples, while avoiding incorrectly classifying most of the negative examples. For example, since there is a learning algorithm for monomials, but not for Ic-term-DNF, and none known for general DNF, perhaps we can find a single monomial which covers half of the positive examples while avoiding error on all but 1 -E of the negative examples whenever such a monomial exists. In the full paper, we formalize the notion of h(n)-heuristic learnability, so that a class is h(n)-heuristically learnable iff a learning algorithm can produce a hypothesis which correctly classifies at least the fraction h(n) of the positive examples, while correctly classifying 1 -E of the negative examples. 
Suppose for contradiction that M were a learning algorithm requiring only negative examples, and let nc be the number of samples required by M for learning monomials over n variables, with c = i. Let a monomial be monotone dense if it is monotone and contains at least 2 of the variables. Let S be a set of exactly nc vectors from (0, l}n, and let \E be the set of all such S's. If m is a monotone dense monomial, then pm E {O,l}" is the unique vector satisfying m with the fewest 1's. Finally, we say that S E Q is legal negative for m if S contains no vector satisfying m.
We first define distributions over the examples of monotone dense monomials in such a way that if m is being learned, any accurate hypothesis output by M must satisfy pm. Thus, let D+ (pm) = 1, and D+ is 0 elsewhere. Let D-be uniform over all u' such that m(G) = 0. We now define the predicate P(S, m) to be 1 if and only if S is legal negative for m and when S is given to M, M outputs a hypothesis h such that h(Pm) = 1 (Note that this definition assumes that M is deterministic.
To allow for probabilistic algorithms, we simply change the definition to P(S, m) = 1 if and only if S is legal negative for m, and when S is given to M, M outputs a hypothesis h such that h(p,) = 1 with probability at least a, where the probability is taken over the coin tosses of M).
Suppose we draw v' uniformly at random from (0, l}n. Then Pr(m(v') = 1) 5 2+ X $ = -$ since at most 2t vectors can satisfy a monotone dense monomial.
Thus, if we draw nc points uniformly at random from (0, l}n, the probability that we draw some point satisfying m is at most J$. By this probability analysis, we conclude that the number of samples of size nc that are legal negative for m must be at least 6!$. Since M is a learning algorithm, at least q(l-E) of these must satisfy P(S, m) = 1. Summing over all monotone dense monomials, we obtain c: W, 4 m is monotone dense
For S E $&, define N(S) to be the nu.mber of monotone dense monomials satisfying P(S,n;l) = 1. Th.en the above can be rewritten as q1-c); 2 c N(S)
SEl
From this inequality, and ,the fact that N(S) is always at most $, we conclude that at least F of the S must satisfy N(S) 1 +(l -E) f. Since II-is uniform, for any particular monotone dense m being learned by M, we have probability at least g ad drawing such an S. But then the hypothesis output by M is satisfied by at least f (1 -e) $ vectors, and tn is satisfied by at most 29 vectors. Our error on D-is then at least
and this error must be less than e. 13ut this carmot be true for c 5 &. Thus, M cannot achieve arbitrarily small error on monotone dense monomials, and the theorem follows. q We note that there are results sim.ilar to Theorem 15 with easier proofs. For instance, c'ombining the fact that monomials are learnable from positive examples only with Theorems 1 and 9, it is easy to show that monomials are not learnable from negative examples only unless NP = RP. There is also a simpler proof for Theorem 15 when the class A is relaxed to include all monomials; one could then apply the substitution techniques of Theorems 5 and 6 to show that monotone monomials are not learnable from negative examples only by any class of representations that is closed under the appropriate substitutions. However, the result of Theorem 15 is stronger, as we have shown that monotone monomials are not learnable from negative examples only by any representation, independent of any complexity-theoretic hypothesis (such as NP # RP).
Distribution-Specific Positive Results
In typical computational domains, such as graph algorithms, it is found that NP-hard problems are intractable in practice, except in sit,uations where the inputs can be identified as belonging to a restricted case of the domain. A problem may become tractable, for example, if the inputs are drawn from certain &is-tributions. ' We suspect that learnability conforms to this pattern. In this section we shall show that learning is in fact tractable in certain cases when D+ and D' are both uniform distributions.
Since the learnability of DNF is perhaps the most tantalizing open problem, and since general DNF is no harder than pDNF in the distribution-free case by Corollary 8, the following result is of some interest.
Theorem 16 If D+ and D-are uniform over the positive and negative examples, respectively, of the /e1p-mula being learned, then pDNF (DNF in which cacb variable occurs at most once) is learnable.
Proof:
Let n be the number of variables in the PDNF formula, F, to be learned. For some ilxed integer d, let 5 = E be the error parameter. We say that a monomial in F is significant if the probability that a random positive example satisfies this monomial is at least *. We first give an outline of our algorithm and then show how each step can be implemented.
Learning
Algorithm :
Step 1. Assume that every monomial in F is of size larger th.an Clogn for C = (d + 2)2. This step will learn F using only positive examples if this assumption is true. If t.his assumption is not true, then we will discover this in step 2, and learn correctly in step 3 (from the negative examples). The eubsteps of step 1 are as follows :
1.1. For each i, decide whether zi is in one of the monomials of F.
1.2. For each i, j such that zi and zj are in some monomials of F, decide whether they are in the same monomial. 1.3. Form the DNF p-formula in the obvious way.
Step 2. Test whether the DNF p-formula learned in step 1 is correct by trying it on a polynomial number of new exam.ples. If it is correct, stop and output the formula, otherwise (the assumption of step 1 is not correct) go to step 3.
Step S. Since some monomial in F is shorter than Clogn, we can assume that all the monomials are shorter than C310gn and discard the long ones (which are not significant).
We use only negative examples in this step. The substeps are :
3.1. For each i, decide whether Zi is in some (short) monomial.
3.2. For each i, j such that xi and x,+ are known to be in some monomials by step 3.1, decide if they belong to the same monomial. (2), (3) and the fact that if xi and xj are in the same monomial, then Pr(x; = 1) = Pr(Xj = l), we can determine whether x; and xi are in the same monomial by drawing a polynomial number of examples, and using Facts 1 and 2.
In step 2, we draw a polynomial number of examples to test if our learned formula is correct, again using Facts 1 and 2. Now if in step 2, it is decided that the formula learned in step 1 is not correct, then the assumption made in the beginning of step 1 is not correct. So there is a monomial in F which is of size at most Clogn. This implies that all the formulas of size larger than @logn are not significant, Therefore cl It follows from Theorem 9 and Corollary 8 that kterm pDNF (PDNF in which there are at most F; disjuncts) is not learnable. However, the algorithm given in the proof of Theorem 16 always outputs a hypothesis which has at most the same number of terms as the formula being learned -thus, it is also an algorithm for learning k-term pDNF under uniform distributions. This is the first example of *a class for which distribution-free learning is NP-hard, but learning under a uniform distribution is tractable. For monotone DNF under the uniform distribution we prove a similar result for the weaker mod.el of 'group learning", which appears to be of independent interest. Informally, we say that class A is group learnable if there is a learning algorithm L that runs in polynomial time, and outputs a deterministic hypothesis program H with the following property : for some polynomial p(n), when H is given p(n) examples that are either all positive or all negative [(a group), Ei determines whether the group is positive or negative with high probability (> 1 -e).
Theorem
17 If D+ and D-are uniform over the positive and negative ezamples, reqpectively, of the formula being learned, then monotone DNF is group learnable.
Proof:
(Outline) We state four technical claims without proofs. We then sketch the learning algorithm, which follows easily from the claims. LetF=mr+m+ . . . + m,(,) be a monotone DNF formula of n variables, where q(n) is some polynomial. For u'p a positive example of F, i?N a negative example of F, and z'~ (0, l}n, we define dp (dN, respectively) to be the Hamming distance between jc' and v'p (CN, respectively).
Without loss of generality, we assume that ml is the shortest monomial in F. Let C be a constant such that nc > q3(n) for large n.
The first claim says that if the shortest monomial in F is long, then two positive vectors (i.e., drawn from the uniform D+) are more likely (with. an inverse polynomial advantage) to be closer (in Hamming distance) than are one positive and one negative vector. Claim 1. Let /ml1 > Clog(n). Let v'p and 3c' be drawn from the uniform distribution D+, and let V'N be drawn from the uniform distribution D-. Then
(1) 1 Pr(dp < dN) 2 Pr(dp > dN) -t--p(n) for some polynomial p(n). The second claim says that if the shortest monomial is short, two negative vectors are more likely to be closer to each other (with an inverse polynomial advantage) than are one positive and one negative vector. Claim 2. Let /ml1 I Clog(n).
Let v'p be drawn randomly from the uniform distribution D+, and let V'N and 2' be drawn randomly from the uniform distribution D-. Then (2) Pr(dN < dp) 2 Pr(dN > dp) -I-& for some polynomial p(n).
We also use two easier claims that are true independent of the size of the smallest monomial. Claim 8. Let v'p and 32 be drawn from D+ , and let V'N be drawn from D' . Then (3) Pr(dp < dN) 1 Pr(dp > dN) Claim 4. Let v'p be drawn randomly from D+, and let V'N and 2 be drawn from D-. Then (4) Pr(dN < dp) 1 Pr(dN > dp) Suppose G = *(Zl, . . . , &k} is a set of vectors that are either all drawn from D+ or all drawn from D-. We use the above claims in the following algorithm to determine if G is a positive or negative group.
Learning
Algorithm : Step 1. Draw a polynomial number of pairs (VP, CN) a where gp is drawn from D+ and V'N is drawn from D-(the exact number of pairs needed is determined by the use of Facts 1 and 2 in the proofs of the claims). Form a table of these pairs.
Step 2. Determine with high probability if (1) holds. This can be done by performing a polynomial number of experiments, drawing $p, 3 from D+, drawing GN from D-, and using Facts 1 and 2. If (1) holds, then with high probability, jc' will be closer to v'p than it is to 5~. We can notice this probabilistic advantage in polynomial time using Facts 1 and 2. If it is decided that (1) does not hold, then with high probability, the condition of Claim 1 must be false. Therefore, the condition of Claim 2 must hold, so (2) holds.
Step 3. Su:ppose we determined that (1) holds. To determine if G! is positive or negative, for each i, compute the Hamming distance between z'i and the positive and negative vectors of the ith table entry. If c is closer to the positive vector, consider this a positive vote; if it is closer to the negative vector, consider this a negative vote. (1) says that if G is positive, the cumulative vote will be 'noticeably" (i.e., in polynomial time, using Facts 1 and 2) positive; (3) says that if G is negative, the cumulative vote will be at least half negative. We can decide if G is positive or negative in a similar way if (2) holds.
El
