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I. INTRODUCTION
F OR organizations to be best served by their information systems, a high degree of data quality is required, and the need to ensure this quality has been addressed by both researchers and practitioners for some time. In order to further advance the research on data quality, however, one must first understand the work that has been conducted to date and identify specific topics that merit further investigation.
The objectives of this paper are to develop a framework that can be used to analyze existing research on data quality, and to identify important future research directions. In selecting the appropriate body of research for examination, two primary criteria were used:
1) The authors of the articles specifically recognize a data quality problem, which they attempt to address in their work. That is, the research is motivated by a data quality issue.
2) The researchers address a problem that, although not specifically described as a data quality issue (e.g., user satisfaction with information systems), is comprised of components that are related to data quality management. Many of these authors' papers are referenced by research that falls into the first category. We deliberately exclude research efforts from well established research areas that are not focused on issues directly related to data quality. For example, concurrency control has been surveyed by Bernstein and Goodman [15] , data security by Denning and Denning [38] , database schema integration by Batini, Lenzirini, and Navathe [ 141, logical database design by Teorey, Yang, and Fry [108] , and temporal databases by Tanse1 et al. [106] . Other well established research areas that we do not investigate include privacy and software quality. Thus, this paper strives to serve as a focal point for understanding the state-of-the-art in data quality research, and to bridge the gap between research that directly addresses data quality issues and research that is primarily focused on other subject areas.
This paper is organized as follows. Section II presents a framework for data quality analysis. The elements of this framework are presented in Section III. Section IV analyzes existing research and identifies unresolved research issues for each element of the framework. Section V summarizes and concludes the paper.
II. A FRAMEWORK FOR DATA QUALITY ANALYSIS
There are many approaches in the literature that can be applied to studying data quality. A data life cycle which focuses on the sequence of activities from creation to disposition of data has been proposed; see, for example, Redman [92] and Te'eni [107] . Another concept that might be applicable is the value chain, where producing, distributing and consuming organizations are categorized by the value they add at each stage in the production process [90] , [91] . Other approaches to the data quality problem include an electronic data processing (EDP) audit [83] , [112] , [120] , and database integrity [19,] ~271, P81, [341, [1041. Although all of these approaches have merits, we choose to draw upon an analogy that exists between quality issues in a manufacturing environment and those in an information systems environment. Information systems have been compared to production systems wherein data are the raw materials and information (i.e., data products) is the output [29] , [39] . This analogy has also been suggested in discussions of data assembly [52] , information as inventory [94] , information systems quality [35] , and information manufacturing [4] .
As shown in Fig. 1 , a product manufacturing system acts on raw material inputs to produce output material, or physical products. Similarly, an information system can be viewed as a data manufacturing system acting on raw data input (e.g., a single number, a record, a file, a spreadsheet, or a report) to produce output data, or data products (e.g., a sorted file or a corrected mailing list). This data product, in turn, can be treated as raw data in another data manufacturing system. Use of the term "data manufacturing" encourages researchers and practitioners alike to seek out cross-disciplinary analogies that can facilitate the transfer of knowledge from the field of product quality to the field of data quality. Use of the term "data product" emphasizes the fact that the data output has value that is transferred to customers, be they internal or external to the organization. The preceding considerations led us to select the International Organization for Standardization's IS09000 [54] for our analysis. The objectives of the IS09000 are: 1) to clarify the distinctions and interrelationships among the principal quality concepts, and 2) to provide guidelines for the selection and use of a series of International Standards on quality systems that can be used for internal quality management purposes (ISO9004) and for external quality assurance purposes (ISO9001, ISO9002, and ISO9003).
For convenience, the term IS09000 is used hereafter to refer to the 9000 series (IS09000 to IS09004 inclusive). The main strength of the IS0 approach is that it is a set of wellestablished standards and guidelines that has been widely adopted by the international community. It provides guidance to all organizations for quality management purposes, with a focus on the technical, administrative and human factors affecting the quality of products or services, at all stages of the quality loop from detection of need to customer satisfaction. An emphasis is placed on the satisfaction of the customer's needs, the establishment of functional responsibilities, and the importance of assessing (as far as possible) the potential risks and benefits. All of these aspects are considered in establishing and maintaining an effective quality system. Terms and definitions used in the IS09000 are described in the ISO8402. By rephrasing the five key terms given for product quality in the ISO8402, we define the following terms that are needed to develop this present framework: l A data quality policy refers to the overall intention and direction of an organization with respect to issues related to the quality of data products. This policy is formally expressed by top management. l Data quality management is the management function that determines and implements the data quality policy.
l A data quality system encompasses the organizational structure, responsibilities, procedures, processes, and resources for implementing data quality management. l Data quality control is the set of operational techniques and activities that are used to attain the quality required for a data product. l Data quality assurunce includes all those planned and systematic actions necessary to provide adequate confidence that a data product will satisfy a given set of quality requirements.
A framework for data quality analysis is developed that consists of seven elements (as shown in Fig. 2 ) adapted from the ISO9000: 1) management responsibilities, 2) operation and assurance costs, 3) research and development, 4) production, 5) distribution, 6) personnel management, and 7) legal function. These seven are a result of grouping the original twenty categories in the IS09004 to obtain a workable number of dimensions that could be applied to data quality.
III. ELEMENTS OF THE FRAMEWORK
This section describes each of the seven elements in this framework.
A. Management Responsibilities
Top management is responsible for developing a corporate data quality policy. This policy should be implemented and maintained to be consistent with other policies, especially other quality policies. Management should also identify the company's critical data quality requirements and establish a data quality system that applies to all phases of the production of data products.
B. Operation and Assurance Costs
Unlike most raw materials, data are not consumed when processed and, therefore, may be reused repeatedly. Although the cost of data "waste" may be negligible, the cost of using inaccurate data certainly may be large [ 131, [88] . The impact of data product quality can be highly significant, particularly in the long term. It is, therefore, important that the costs of a data quality system be regularly reported to, and monitored by, management, and related to other cost management. These costs can be broadly divided into operating costs and assurance costs. Operating costs include prevention, appraisal, and failure costs. Assurance costs relate to the demonstration and proof required by customers and management.
C. Research and Development
Those responsible for research and development should work with those responsible for marketing to establish quality requirements for data products, whether they will be distributed to internal or to external customers of the organization. Together, they should determine the need for a data product, define the market demand (either internal or external), and determine customer requirements regarding the quality of the data product.
The specification and design function translates the quality requirements of data products into technical specifications for the raw data, the data manufacturing process, and the data its potential impact on production costs, quality costs, cusproducts themselves. This function should be such that the tomer satisfaction, and so forth. Cause and effect relationships data product can be produced, verified, and controlled under should be identified and preventative action initiated to prethe proposed processing conditions. The quality aspects of the vent a reoccurrence of nonconformity. It is well accepted by design should be unambiguous and adequately define charac-practitioners in the data quality management area that it is teristics important to data product quality, such as acceptance more beneficial to check and, if appropriate, modify the procand rejection criteria. Tests and reviews should be conducted ess that caused the data quality problem than to correct the to verify the design.
nonconforming data items.
D. Production E. Distribution
In terms of production, data quality begins with the procurement of raw data. A data quality system for procurement must include the selection of qualified raw data suppliers, an agreement on quality assurance, and the establishment of verification methods. All raw data must conform to data quality standards before being introduced into the data manufacturing system. When traceability is important, appropriate identification should be maintained throughout the data manufacturing process to ensure that the original identification of the raw data and its quality status can be attained. The identification, in the form of tags, should distinguish between verified and unverified raw data. Verification of the quality status of data should be carried out at important points during the data manufacturing process. The verifications should relate directly to the data product specifications.
The handling of data products requires proper planning and control. The marking and labeling of data products should be legible and remain intact from initial receipt to final delivery. Specifically, in the context of data stored in computerized databases, this means that the metadata that describes the data should be interpretable to the user and not corrupted. The data quality system should establish, and require the maintenance and after-sales servicing of data products, whether they be distributed to internal or external customers. In addition, it should provide a means of identifying, collecting, indexing, storing, retrieving, and disposing of documentation and records regarding the data products produced by a data manufacturing system.
F. Personnel Management
Suspected nonconforming data items (including raw data, data products in-process, and final data products) should be identified, reviewed, and recorded. Corrective action begins when a nonconforming data item is detected. The significance of a problem affecting quality should be evaluated in terms of Personnel management falls into three categories: training, qualification (formal qualification, experience, and skill), and motivation. An effort should be made to raise employees' awareness of issues related to data quality. Management should measure and reward data quality achievement.
G. Legal Function
The safety aspect of data products should be identified in order to enhance product safety and minimize product liability. Doing so includes identifying relevant safety standards, carrying out design evaluation and prototype testing, providing data quality indicators to the user, and developing a traceability system to facilitate data product recall.
IV. ANALYSIS OF DATA QUALITY RESEARCH
The framework is employed in this section to analyze articles relevant to data quality research. In addition to the articles with which the authors were already familiar, exhaustive online database searches were conducted. Since we were aware that research on data quality may appear in different disciplines, we searched various databases, including Inspec and ABI/Inform; the former focuses on computing literature and the later contains business, management, and industry-specific articles.
The Inspec library that we searched contains articles dating back to 1970. Our search included all the articles in the journal and conference proceedings published by the Association of Computing Machinery (ACM) and by the Institute of Electrical and Electronics Engineers (IEEE). Any phrase containing the words "data" (or "information") and "quality" adjacent to each other with no more than two words in between was used as a key phrase in this search. For example, any article with a title, key phrase, or abstract that contains the words "data quality, " "quality of information," or "data and process quality" was identified. This exhaustive search found relatively few articles with the key phrases specified above. It did, however, identify all the research papers of which we were previously aware. Another on-line search was conducted using other key words such as "integrity," "accuracy," and "consistency."
The ABI/Inform library that we searched contains articles published between January 1987 and April 1993. Since this database system does not have the capability to search for two words adjacent to each other with no more than two words in between, we used a similar strategy where articles with the words "data" (or "information") and "quality" in the title, abstract, or keywords were identified. Major journals related to the information systems field were searched, including Deci- (JMIS), and conference proceedings in the information systems field. Therefore, a manual search of these journals was conducted.) Other on-line databases that were used to identify articles include Compendex which contains a broad spectrum of engineering articles, and Lexis/Nexis which contains a variety of articles including legal matters and news stories.
Articles that met the criteria described at the beginning of this paper were collected and their references further examined to uncover additional relevant papers. Although many articles identified above could have useful implications for data quality, they are not included in this paper. For example, much research in the areas of concurrency control, integrity constraints, and temporal databases is aimed at ensuring the consistency, accuracy, and currency of the stored data, but is not included.
This section is divided into seven subsections reflecting the seven elements of the framework: To serve as a reference for the reader, related research efforts are listed in a table at the beginning of each subsection. The tables also reflect whether these research efforts address issues related to other elements of the framework. For example, Table I in Section 1V.A shows that Huh et al. [52] also address issues related to Sections IV.C.3 and IV.D, as indicated by the symbol J. This convention is used throughout Section IV.
A. Management Responsibilities
The importance of top management's involvement in attaining high quality data has been recognized; see, for example, Bailey [6] and Halloran et al. [48] . However, as can be seen from Table I , very little research has been conducted to investigate what constitutes a data quality policy or how to establish a data quality system, both of which are important tasks for top management.
Ballou and Pazer [lo] present quantitative measurements for analyzing errors in conjunctive, multi-criteria, satisficing decision processes. Their results support ideas previously couched in qualitative terms only. Oman and Ayers [86] focus on the organizational side of implementing data quality systems. They use data quality survey results as a tool to improve the quality of data in the U.S. government. The survey results were sent back to the people directly responsible for data quality on a monthly basis over a period of several years.
AT&T has taken a pragmatic approach to data quality management that is based on its process management and improvement guidelines. The approach involves seven steps: 1) establishing a process owner, 2) describing the current process and identifying customer requirements, 3) establishing a system of measurement, 4) establishing statistical control, 5) identifying improvement opportunities, 6) selecting improvement oonortunities to oursue. and setting obiectives for doing Another approach to data quality management entails two phases and is found in many organizations [78] , [115] . In the first phase, the data quality proponent initiates a data quality project by identifying an area in which the effectiveness of an organization is critically impacted by poor data quality. Upon completion of this phase, the proponent has gained experience and established credibility within the organization. In the second phase, the proponent strives to become the leader for data quality management within the organization.
A high level management perspective of data quality has also been proposed [78] , [ 1141 in which fundamental problems such as the need to define, measure, analyze, and improve data quality are identified. Guidelines are provided to show how total data quality management may be attained. In addition, challenging research issues for each problem area are identified.
Other approaches have also been developed by various firms. Although the implementation details vary with different approaches and organizational settings, most practitioners have benefited from the accumulated body of knowledge on total quality management (TQM) [32] , [37] , [40] , [63] , [105] .
A. I. Analysis of Research.
The lack of research on what constitutes a data quality policy and a data quality system contrasts sharply with the growing anecdotal evidence that organizations are increasingly aware of the need to develop a corporate policy for data quality management [20] , [30] , [45] , [71] , [72] , [97] . Researchers and practitioners alike need to demonstrate convincingly to top management that data quality is critical to the survival of an organization in the rapidly changing global environment. Research is also needed to develop methodologies that will assist management in identifying data quality factors that affect a company's position. Such methodologies will allow management to analyze the impact of data quality more directly. A useful starting point might be to update the questionnaire developed by Saraph, Benson, and Schroeder [95] that measures management policies related to total quality management.
Case studies that document successful corporate data quality policies and data quality systems are needed. From them, hypotheses for a corporate data quality policy and for system guidelines could be developed. As more and more companies implement corporate data quality policies and systems, empirical analyses could identify the most successful approaches.
The results from the empirical analyses would help to develop a body of knowledge on this topic.
B. Operation and Assurance Costs
The costs of a data quality system are divided into: 1) operating costs (prevention, appraisal, and failure), and 2) assurance costs (demonstrating the quality required by both management and customers). The research that addresses cost issues is identified in Table II . Although the literature does not distinguish between operating and assurance costs, it is possible to classify the work that has been carried out by the areas in which the work occurs, namely, information systems (Section IV.B.l), databases (Section IV.B.2), and accounting (Section IV.B.3).
B. I. Information Systems
The information systems literature provides cost and quality tradeoffs for control procedures in information systems and a methodology for allocating resources to data quality enhancement. Ballou and Pazer [9] present a framework for studying the cost/quality tradeoffs of internal control scenarios designed to ensure the quality of the output from an information system. The model includes the following parameters: the cost and quality of processing activities, the cost and quality of corrective procedures, and a penalty cost that is incurred by failure to detect and correct errors. Ballou and Tayi [ 121 use parameters that include the cost of undetected errors, the stored data error rate, and the effectiveness of data repair procedures in an integer program designed to allocate available resources in an optimal manner. The researchers note in particular, the need to obtain better estimates for the penalty costs of poor data quality. A heuristic is developed that helps assess whether it is better to identify and correct few, serious errors in one database or more widespread, but less severe, quality problems in another database. Database research has been conducted that investigates the cost and impact of incomplete information on database design. Mendelson and Saharia [81] present a decision-theoretic approach to doing so. An implicit assumption in this work is that the database will reflect the real world as far as the relevant schemas are concerned; in other words, for each schema, the database will contain the complete set of instances at any given point in time and all the instance values will be accurate. The premise of this research is that a database designer must make a tradeoff between the cost of incomplete information (i.e., the exclusion of relevant entities or attributes) and data-related costs (i.e., the cost of data collection, manipulation, storage, and retrieval).
A cumulated body of research has also been developed in the database area that would reduce CPU usage time and query response time. Other research aims at minimizing communication costs, with a goal of increasing data availability [67] . Although this type of research can clearly be associated with operation costs, for reasons previously mentioned, it is not discussed further.
B.3. Accounting
A body of research in the accounting literature places specific emphasis on internal control systems and audits. An implicit assumption underlying this research is that by incorporating a set of internal controls into a financial information system to enhance the system's reliability, it will be possible to maintain a high probability of preventing, detecting, and eliminating data errors, irregularities, and fraud. The demonstrated reliability of the system can provide evidence of the quality of the data products produced by the system.
Feltham [42] identifies relevance, timeliness, and accuracy as the three dimensions of data quality, and analyzes their relationship with the value-in-excess-of-cost criterion, within the context of the data consumer. A payoff function is developed in terms of future events and the prediction of these events. Yu and Neter [122] propose one of the earliest stochastic models of an internal control system that could serve as the basis for an objective, quantitative evaluation of the reliability of an internal control system. They also discuss implementation problems for the proposed model and possible approaches to tying the output from the proposed model to substantive tests of an account balance. Cushing [33] independently develops a simple stochastic model for the analysis and design of an internal control system by adapting concepts from the field of reliability engineering. The model uses reliability and cost parameters to provide a means of computing the reliability of a process, that is, the probability of completion with no errors. The cost parameters include the cost of performing the control procedure, the average cost of searching and correcting for signaled errors, and the average cost of an undetected error.
Burns and Loebbecke [23] focus on internal control evaluation in terms of a tolerable data error compliance level, but do not address issues related to cost. Bodnar [17] expands Cushing's discussion of the applicability of reliability engineering techniques to internal control systems analysis. Hamlen [50] proposes a model for the design of an internal control system that minimizes system costs subject to management-set error reduction probability goals for certain types of errors. Stratton [99] demonstrates how reliability models can be used by management, or independent auditors, to analyze accounting internal control systems. Other research investigates error characteristics [ 181, [60] , audit concerns in distributed processing systems [51] , models of the internal control process [43] , [85] , information systems research as applied to accounting and auditing [3] , data quality as it relates to audit populations [47] , and how auditors need to examine only those parts of a system where structural changes made at the system level induce structural changes at the subsystem level [ 1121.
B.4. Analysis of Research.
A significant body of research exists that addresses issues associated with costs and data quality, mostly data errors. At a theoretical level, this body of research provides a basis for studying the relationship between prevention costs and failure costs. At a more pragmatic level, however, there is still a critical need for the development of methodologies and tools that help practitioners to determine operation and assurance costs when implementing a data quality system. Such methodologies and tools should allow practitioners to determine prevention, appraisal, and failure costs along data quality dimensions such as accuracy and timeliness.
There does not appear to be any documented research dealing with the economics of external failure, although anecdotes abound; see, for example, Liepins and Uppuluri [72] . Furthermore, there does not seem to be any work that attempts to estimate the costs of data quality assurance. Applying quality control techniques to data has been largely overlooked because the economic consequences of data errors are less apparent than are manufacturing non-conformities. But data errors are costly-the cost is simply harder to quantify [7 11. In some cases, it can be catastrophically high. (In a 1990 report to Sen. Sam Nunn (D-Ga.), the U.S. General Accounting Office reported that more than $2 billion of federal loan money had been lost because of poor data quality at a single agency.)
In addition, persuasive case studies are needed of the impact of data quality upon profit and loss statements, similar to those that have been conducted in the physical product manufacturing area. For example, when examining product or service quality, Crosby [3 l] estimates that manufacturing companies spend over 25% of sales doing things wrong and service companies spend more than 40% of their operating costs on wasteful practices. In another example, Garvin [46] demonstrates that among businesses with less than 12% market share, those with inferior product quality averaged a return on investment (ROI) of 4.5%, those with average product quality an ROI of 10.4%, and those with superior product quality, an ROI of 17.4%. Those businesses that improved their product quality during the 1970s increased their market share five to six times faster than those whose product quality declined-and three times faster than those whose quality remained unchanged. Research in the data quality area analogous to the examples illustrated above will contribute not only to the development of tools and methodologies in estimating operation and assurance costs, but will also help convince top management to implement a corporate data quality policy.
C. Research and Development
A significant amount of work can be classified under research and development, although the original work might not have been identified as such. From the data quality management perspective, there are three main issues involved in research and development: analysis and design of the data quality aspects of data products (Section IV.C.l), design of data manufacturing systems that incorporate data quality aspects (Section IV.C.2), and definition of data quality dimensions and the measurement of their values (Section IV.C.3). The following three subsections examine the literature, as summarized in Table III , that addresses these issues.
C. 1. Analysis and Design of the Quality Aspects of Data Products
Brodie [19] places the role of data quality within the lifecycle framework with an emphasis on database constraints. Data quality is defined as the extent to which a database accurately represents the essential properties of the intended application, and has three distinct properties: 1) data reliability, 2) logical or semantic integrity, and 3) physical integrity (the correctness of implementation details). A semantic integrity subsystem to improve data quality is proposed that consists of five parts: 1) a constraint language to express the constraints, 2) a constraint verifier, 3) a constraint database management system, 4) a constraint validation system, and 5) a violationaction processor.
Svanks [104] reports on the actual development of an integrity analysis system that has been tested on a case study. Svanks' approach consists of seven steps: 1) defining database constraints, 2) selecting statistical techniques for sampling the database, 3) selecting the integrity analysis to be performed, 4) defining suitable quality measures, 5) specifying outputs to be produced from a defect file, 6) developing and testing program code, and 7) executing the integrity analysis system.
In the conceptual modeling area, most data models, including the entity-relationship (ER) model [25] , are aimed at capturing the content of data (such as which entities or attributes are to be included for the intended application domain) and do not deal explicitly with the data quality aspect. Chen, who first proposed the ER model, recommends that a methodology be developed to incorporate quality aspects into the ER model [26] . To extend the ER model, a methodology for data quality requirements collection and documentation is proposed to include data quality specifications as an integral component of the database design process [ 1151. The methodology includes a step-by-step procedure for defining and documenting the data quality parameters (e.g., timeliness or credibility) that are important to users. The subjective data quality parameters are then translated into more objective data quality indicators (e.g., data source, creation time, and collection method) that should be tagged to the data items.
C.1.a. Analysis of Research. Previous research has focused primarily on the accuracy requirements for data products that are represented by semantic integrity constraints. Semantic integrity constraints, however, do not capture all the accuracy requirements. For example, the zip code 02146 corresponds to Much work is needed to develop a formal design methodolmay not be able to capture this exception. Since data quality is ogy that can be used by database designers to systematically a multi-faceted concept that includes not only accuracy, but gather and translate "soft" customer data quality requirements also other dimensions such as timeliness and completeness, into "hard" design specifications. Research issues such as the much more research is needed on the other dimensions as well. following need to be addressed: Similar to the quality-by-design concept that is advocated by leaders in the TQM area [63] , [ 1051, the quality aspects of data products should be designed into data manufacturing systems in order to attain quality-data-product-by-design. The literature that addresses this topic can be classified into two categories: 1) analytical models that study how data manufacturing systems can be developed to meet data quality requirements (e.g., acceptable error rate) subject to certain constraints (e.g., minimal cost), and 2) designing system technologies into data manufacturing systems to ensure that data products will meet the specified quality.
C.2.a. Analytical Models. Most of the research that addresses issues related to operation and assurance costs falls into this category. This is because the research approaches are analytic, and their primary concern is how to enhance a data manufacturing system's quality in such a way that a high probability of preventing, detecting, and eliminating data quality problems in the system can be maintained.
In addition, Ballou and Pazer [8], [9] describe a model that produces expressions for the magnitude of errors for selected terminal outputs. The model is intended for analysts to use in comparing alternative quality control strategies and is useful in assessing the impact of errors in existing systems. The researchers also develop an operations research model for analyzing the effect and efficacy of using data quality control blocks in managing production systems. Ballou et al. [ 131 further propose a data manufacturing model to determine data product quality. A set of ideas, concepts, models, and procedures appropriate to data manufacturing systems is presented that can be used to assess the quality impact of data products delivered or transferred to data customers. To measure the timeliness, quality, and cost of data products, the model systematically tracks relevant parameters. This is facilitated through a data manufacturing analysis matrix that relates data units to various system components.
C.2.b. Systems Technologies. A data tracking technique that employs a combination of statistical control and manual identification of errors and their sources has been developed [52] , [89] , [92] . Underlying the data tracking technique is the idea that processes that create data are often highly redundant. Data tracking uses the redundancy to determine pairs of steps in the overall process that yield inconsistent data. Changes that arise during data tracking are classified as normalization, translation, or spurious-operational. Spurious-operational changes occur when fields are changed during one sub-process; they indicate an error somewhere in the process. This allows the cause of errors to be systematically located.
An attribute-based model that can be used to incorporate quality aspects of data products has also been developed [57] , [115] , [116] , [117] , [119] . Underlying this model is the idea that objective data quality indicators (such as source, time, and collection method) can be designed into a system in such a way that they will be delivered along with the data products. As a result, data consumers can judge the quality of the data product according to their own chosen criteria. These data quality indicators also help trace the supplier of raw data to ensure that the supplier meets the quality requirements. Also introduced in the attribute-based model is the notion of a quality database management system; that is, one that supports data quality related capabilities (for example, an SQL that includes a facility for data quality indicators). Much like the entity-relationship model [25] which has been widely adopted by the industry as a tool for database design, the attributebased model can be used as a guideline by database designers in incorporating data quality aspects into their systems.
Finally, research by Brodie [ 191 and Svanks [ 1041 on database constraints could be further extended to help design and produce data products that will meet the specified quality.
C.2.c. Analysis of Research. A significant number of analytic models have been developed for the design of data manufacturing systems, most of which focus primarily on data accuracy. Future research in this area should be directed toward other data quality dimensions. Ballou and Pazer [ll] define the accuracy-timeliness tradeoff as the balance between using current but inaccurate information or accurate but outdated information. Based on the definition, they analyzed a generic family of environments, and procedures are suggested for reducing the negative consequences of this tradeoff. Their research indicates that in many situations, rather general knowledge concerning relative weights and shapes of functions is sufficient to determine optimizing strategies.
Many of these mathematical models make assumptions that require further work in order to be applicable in practice. The assumptions underlying these models typically include inputs for the mathematical models, the topology of the system, the cost and data quality information, and the utility function of the data consumers. In practice, obtaining this information can be very challenging, and there is also a gap between understanding these models and applying them to the design of industrial-strength data manufacturing systems.
To fully exploit the potential of these mathematical models, computer-aided tools and methodologies based on extensions to them need to be developed. They would allow designers to more systematically explore the design alternatives for data manufacturing systems, much like the computer-aided software engineering tools that have been developed, based on variants of the entity-relationship model, for database designers to explore design alternatives.
IEEE TRANSACTIONS
ON KNOWLEDGE AND DATA ENGINEERING, VOL. 7, NO. 4, AUGUST 1995 System technologies research represents one of the promising areas that can have short-term as well as long-term benefits to organizations. For example, Page and Kaomea [87] present a system which will be deployed on U.S. aircraft carriers as a stand-alone image exploitation tool, particularly for making trade-offs between the timeliness of receiving a tactical image vs. the degree of accuracy of the image. In the long run, techniques for making trade-offs among data quality dimensions should be integrated with other efforts, with the goal of exploiting the data tracking technique, the attribute-based approach, and the database constraints work.
C.3. Dimensions of Data Quality and Measurement of Their Values
The three primary types of researchers who have attempted to identify appropriate dimensions of data quality are those in the areas of: 1) data quality, 2) information systems success and user satisfaction, and 3) accounting and auditing.
In the data quality area, a method is proposed by Morey [84] that estimates the "true" stored error rate. Ballou et al. [7] , [8] , [9] , [12] , [13] define: 1) accuracy which occurs when the recorded value is in conformity with the actual value, 2) timeliness which occurs when the recorded value is not out of date, 3) completeness which occurs when all values for a certain variable are recorded, and 4) consistency which occurs when the representation of the data value is the same in all cases. Strong, Lee, and Wang [ 1021, and Wang, Strong, and Guarascio [ 1181 identify intrinsic, contextual, representation, and accessibility aspects of data as four categories for data quality. Other dimensions that have been identified include data validation, availability, traceability, and credibility [58] , [74] , [ 1161. Redman [92] identifies more than 20 dimensions of data quality, including accuracy, completeness, consistency, and cycle time. Finally, Paradice and Fuerst [88] develop a quantitative measure of data quality by formulating the error rate of MIS records, which are classified as being either "correct" or "erroneous."
A cumulated body of research has appeared in the information systems field based on evaluating information systems success from the user's point of view. Halloran et al. [48] propose various factors such as usability, reliability, independence, and so forth. Zmud [ 1231 conducts a survey to establish important user requirements of data quality. The results of Zmud's work reveal some of the users' intuition about the dimensions of data quality. In evaluating the quality of information systems, Kriebel [66] identifies attributes such as accuracy, timeliness, precision, reliability, completeness, and relevancy. In assessing the value of an information system, Ahituv [2] proposes a multi-attribute utility function, and suggests relevant attributes such as timeliness, accuracy, and reliability.
User satisfaction studies have identified as important dimensions accuracy, timeliness, precision, reliability, and completeness [5] . Other work on user satisfaction and user involvement that identifies data quality attributes can be found in Ives, Olson, and Baroudi [56] , Ives and Olson [55] , Kim [64] , and Melone [80] . Work also has been carried out on information systems value 1361, [65] .
Agmon and Ahituv [l] apply reliability concepts from the field of quality control to information systems. Three measures for data reliability are developed: 1) internal reliability (the "commonly accepted" characteristics of data items), 2) relative reliability (the compliance of data to user requirements), and 3) absolute reliability (the level of resemblance of data items to reality). Jang, Ishii, and Wang [57] propose a data quality reasoner that provides both an automated form of judging data quality and an objective measure of overall data quality.
Other, perhaps less directly related research includes: development of an instrument for perceived usefulness of information [68] , analysis of approaches for evaluating system effectiveness [49] , examination of the "usefulness" of information in relationship to cognitive style [ 161, evaluation of the structure of executive information systems and their relationship to decision making [62] , measurement of the quality of information systems [53] , and measurement of the effectiveness of information systems as applied to financial services [ 821.
In accounting and auditing, where internal control systems require maximum reliability with minimum cost, the key data quality dimension used is accuracy-defined in terms of the frequency, size, and distribution of errors in data. In assessing the value of information, Feltham [42] further identifies relevance and timeliness as desirable attributes of information.
C.3.a. Analysis of Research. A number of data quality dimensions have been identified, although there is a lack of consensus, both on what constitutes a set of "good" data quality dimensions, and on what an appropriate definition is for each. In fact, even a relatively obvious dimension such as accuracy, does not have a well established definition. Most of the research efforts have assumed that a record is accurate if it conforms with the actual value. This, however, would lead one to ask several questions:
What is the "actual value?" Do values in all fields of a record need to conform with the "actual value" in order to be considered as "accurate?" Should a record with one inaccurate field value be defined as more accurate than a record that has two inaccurate field values? Would a file with all of its records 99% accurate (1% off from the actual value) be more accurate than a file with 99% of its records 100% accurate but 1% of its records off by an order of magnitude?
Two avenues could be pursued in the establishment of data quality dimensions. The first is to use a scientifically grounded approach to rigorously define dimensions of data quality, and to separate the dimensions into those intrinsic to an information system from those external to the system. An ontologicalbased approach [21] , [22] , [llO] , [ill] , [113] , for example, identifies the data deficiencies that exists when mapping the real world to an information system, and therefore, offers a rigorous basis for the definition of dimensions of data quality. Another approach is to apply information theory as a basis for these dimensions [36] . Marketing research is yet another ap -TABLE TV   DATAQUAL~LJIERATURERELATEDTOPRODUCIION   633 preach to empirically derive and define dimensions of importance to data consumers [ 1181. This approach would develop a framework that captures the aspects of data quality that are important to data consumers.
The second avenue is to establish pragmatic approaches for defining data quality in an operational manner. One approach would be to have data quality defined by the user, depending on the context of the task at hand. Alternatively, it may be useful to form a data quality standard technical committee, consisting of key participants from government, industry, and research institutions. The responsibility of this committee would be to recommend a set of operational definitions for data quality dimensions. For example, the IEEE has developed a standard for software quality dimensions [76] , [96] .
D. Production
The previous section dealt with issues related to the research and development of data manufacturing systems that will enable the data producer to manufacture data products with the specified quality demanded by the data consumer. This section focuses on how to ensure that a data product is manufactured according to its given data quality specifications. In producing data products, three main issues are involved: 1) quality requirements in the procurement of raw data, components, and assemblies needed for the production of data products, 2) quality verification of raw data, work-in-progress, and final data products, and 3) nonconformity, and corrective action for data products that do not conform to their specifications. Table IV summarizes the data quality research related to production. Most of the work on the research and development of data products can be employed at production time to help understand how to address the inter-related issues of procurement, verification, nonconformity, and corrective action. In addition, many research efforts address these issues directly at production time, as discussed below.
Morey [84] focuses on applications that are updated periodically, or whenever changes to the record are reported, and examines: 1) the portion of incoming transactions that fail, 2) the portion of incoming transactions that are truly in error, and 3) the probability that the stored MIS record is in error for any reason. It is implicitly assumed that a piece of data (i.e., birth date, mother's maiden name, and rank) is accurate if it reflects the truth in the real world. A key result in this research is a mathematical relationship for the stored MIS record nonconformity rate as a function of the quality of the incoming data, the various processing times, the likelihood of Type I and II errors, and the probability distribution for the intertransaction time. It is shown how the mathematical result can be used to forecast the level of improvement in the accuracy of the MIS record if corrective actions are taken.
Focusing on verification processes and building upon Morey's work, Paradice mechanism based on statistical classification theory [61] , whereby MIS records are classified as being either "correct" or "erroneous." Acceptance as a "correct" record by the verification mechanism occurs when the mechanism determines that the record is more similar to correct records, whereas rejection as an "erroneous" record occurs when the mechanism determines that the record is more similar to erroneous records. They use this as a benchmark for comparing actual error rates with the theoretically smallest attainable error rates, and suggest a method for assessing an organization's data quality. They also offer guidelines for deriving values for parameters of their data quality model. Janson [58] demonstrates that exploratory statistical techniques [109] can significantly improve data quality during all phases of data validation. It is argued that data validation, if it is to be done successfully, requires knowledge of the underlying data structures. This is particularly crucial when the data are collected without any prior involvement by the analyst. Exploratory statistical techniques are well suited to the data validation effort because they can aid in identifying cases with data items that are suspect and likely to be erroneous, and in exploring the existence of functional relationships or patterns that can provide a basis for data cleaning.
Strong [loo] examines how expert systems can be used to enhance data quality by inspecting and correcting nonconforming data items. A model is developed to evaluate the quality of the data products produced from a data production process [ 1011. It is also used to evaluate the process itself, and thus provides information to the research and development role for improving the data production process [103] . The process analysis indicates that it can be difficult to determine the quality of raw data inputs, data processing, and data products because what may be viewed as data and process irregularities by management may be viewed as necessary data production process flexibility by producers and consumers of data.
With some similarities to the above work, there are a number of studies that focus on the data editing function of survey data and the changing of data when errors are detected [41] [44], [59] , [701, [73] , [79] . These studies address data verification and correction through anomalies resolution and missing-values imputation in questionnaire data prior to processing. McKeown [79] , for example, establishes probabilities that selected data fields were correct and contends that "data editing and imputation were separate and distinct." Garfinkel et al. [44] use experts to establish feasibility constraints, and develop algorithms that are "particularly relevant to problems in which data of every record are indispensable."
Oman and Ayers [86] provide a feedback loop for the correction of non-conforming data items. The method tabulates the volume of data reported, counts the number of errors, and divides the number of correct data by the total volume of data to produce a statistic on "percent correct" which is the "bottom line" statistic to be used in scoring data quality, and in providing feedback to reporting organizations. The analysis of the measurement shows marked improvement in the first half year of the effort and slow but steady progress overall. The data tracking technique [52] , [89] , [92] is another verification mechanism of the quality of data in the data-product manufacturing process. A combination of statistical control and the manual identification of errors and their sources is used to systematically locate the cause of errors, and therefore, offers a framework for production verification. The data tracking technique in its present form, focuses primarily on certain data items and their consistency at different stages of their life cycle, and involves a significant amount of manmachine interaction.
Theattribute-based approach [57] , [87] , [115] , [116] , [117] , [119] can also be applied to verify the quality of data. By examining data quality indicators (such as source, time, and procurement method) or data quality parameters (such as timeliness, credibility, and completeness), the producer can verify, at different stages of the data product manufacturing process, whether the data conform with the specified requirements. When non-conforming data are identified, their data quality indicators can be used to trace back to the source of the problem so that appropriate corrective action may be taken.
Finally, as mentioned earlier, Svanks [104] reports on the actual development of an integrity analysis system that consists of seven steps. These steps, in some sense, cover the overall quality aspects in data production. Work on auditing can also be applied to the verification process. A body of research exists that can be related to the production of data products. Still, much more research is needed because there is a significant gap between the current state-ofthe-art in data product production and the level of maturity required to establish a set of guidelines and standards in the data quality area similar to those established in ISO9000. Possible future research directions include: 1) developing "standard" data quality metrics or acceptance tests that could be used at the design stage or during the production process, 2) establishing criteria for the selection of qualified data suppliers, 3) developing a mechanism or tool to manage data quality shelf-life (out-of-date data) and deterioration control (data corruption), 4) studying the process, data flow and hu -TABLE VI DATAQUALITYLIIERATURERELATEDTOPERSONNELMANAGEMENT man or automated procedures, 5) developing a method for positive identification and control of all non-conforming material (poor quality data), and 6) investigating the link between data quality problems and revision of the procedures used to detect and eliminate problems.
E. Distribution
Data quality research that can be related to distribution deals with data annotation and encapsulation, as summarized in Table V .
McCarthy [77] proposes self-describing data files and a metadata management approach at the schema level to annotate the data contained in the file. A similar annotation could be used to package data products. This would indicate, for example, what the data product is (identification), how it should be installed, etc. A direct analogy to physical products can easily be seen. For physical products, labels are required to describe product features such as expiration date (for food and drugs) or safety information (for electronic components). In the object-oriented field, an important concept is encapsulation by which data and procedures are "packaged" together. Some preliminary research has been devoted to apply the encapsulation concept to the packaging of data products [ 871, [ 1161.
E. 1. Analysis of Research.
Researchers could examine the literature in the area of physical product distribution to identify how that body of knowledge can be adapted to data product distribution. For instance, establishing an analogy could be a research goal. Consider data marting, an emerging concept in the database industry. Data marts can be set up through features such as a data pipeline that can be found in many commercial software packages. However, data products are not as tangible as physical products, and additional copies of data products can be produced at almost negligible cost when compared to physical products. Thus, adapting the knowledge of physical product distribution to data product distribution may not be a straightforward task. A thorough examination of data quality documentation is also required to assess need, role, and implementation strategies. In addition, researchers need to establish a customer feedback system for data quality, and to accurately define customer requirements.
The ultimate research goal in this area is to ensure that a data product delivered to data consumers meets the quality requirements specified for it. Finally, research could be pursued to extend the capabilities of current database management systems to handle identification, packaging, installation, delivery, and after-sales servicing of data products, as well as documentation and records for data products. We note in passing that data products are not necessarily "distributed"; but rather are made "available" or "accessible" to the user. They are stored in databases (data warehouses) where users can access and retrieve the relevant portion when needed. Thus, data accessibility can be interpreted as relevant to data product distribution.
F. Personnel Management
There have only been a few attempts by researchers to either address or analyze personnel issues within the context of data quality. These are summarized in Table VI. Te'eni [ 1071 proposes a general framework for understanding data production that incorporates the person-environment fit and the effect of an employee's ability and motivation. The research concentrates on the people who produce the data, examining the processes they employ and how the processes lead to the production of high quality data. The belief is that some of the problems in producing effective data are more likely to occur when one worker creates data and another uses it; that is, when data production is separated from data use. Data production problems are postulated to arise when there is a poor fit between the data producers' needs and resources, and the organization's demands and resources.
Maxwell [75] recognizes the need to improve the quality of data in human information systems databases as an important personnel issue. Many well-known examples of poor quality data in personnel databases are often cited; for example, a person's name may appear as "F. Wang" in one entry of a database and as "Forea L. Wang" in another. "Base salary" might include overtime premiums for one set of employees, but not for another. Maxwell proposes that, to improve human resource data quality, three issues need to be examined: 1) data ownership and origination, 2) accuracy-level requirements of specific data, and 3) procedural problems correctable through training and improved communications. A similar observation on data ownership has been made by Spirig [98] . He addresses some of the issues involved in interfacing payroll and personnel systems and suggests that, when data ownership becomes separated from the data originator, no system can retain data quality for very long.
Finally, Oman and Ayers [86] report on a case study of how a company's employees identified the need to improve data quality and brought it to management's attention. This organizational awareness resulted in action, by both the employees involved and by top management, to raise the level of data There is some recognition of the awareness and motivational issues involved in obtaining high quality data. We do not see an immediate need for research in this area as it is likely that existing TQM techniques for personnel could be applied. Furthermore, it is more important to address management responsibilities first. After top management develops a data quality policy, personnel management issues related to data quality can be addressed. In the long term, research on personnel could include the following:
1) The development of an incentive plan to motivate employees to strive for high data quality. Case studies could be used to gain insights into what kinds of incentive structures are appropriate. 2) The development of a set of measures that could be used by the organization to monitor the quality level of the data obtained and generated by employees, and the creation of a feedback mechanism for the employees. For example, if one department is evaluated by the number of transactions that occur and another by daily balances, these discrepancies need to be understood. 3) The analysis of existing successful compensation and reward structures in various types of companies in order to understand how they work, so that successful approaches could be adapted to data quality.
G. Legal Function
Within the context of the framework, the legal issues surrounding data products include enhancing data product safety and minimizing product liability. The research efforts in this area are summarized in Table VII. Laudon [69] examines the quality of data in the criminalrecord system of the United States (a large inter-organizational system). Samples of records that deal with criminal history and warrant records are compared to hard-copy original documents of known quality. The results show that a large number of people could be at risk of being falsely detained, thus affecting their constitutional rights. Maxwell [75] identifies legal requirements as an important reason for ensuring the accuracy of employee-originated data. For example, Section 89 of the Internal Revenue Code requires that, unless 80% of a company's nonhighly compensated employees are covered by a given plan, then the plan must pass a series of tests on eligibility. This, in turn, places a priority on the need for accuracy of employee data. From the legal viewpoint, the data products produced by human resources information systems must be accurate, otherwise the company would be breaking the law. Wright [121] , working in the electronic data interchange (EDI) area, examines the need to legally prove the origin and content of an electronic message.
Privacy and security are two other areas related to legal function. However, both are well-established fields and therefore, will not be discussed further. No work has been found on safety or liability limitations of data products. It is evident that data products are increasingly available in the (electronic) market. Some of them are produced by a single information provider (e.g., mailing lists, value-added information services, etc.) and others are produced through inter-organizational information systems that involve more than one legal entity. The legal ramifications of data products will become increasingly important given the trend toward information highways. The Commission of the European Community published a proposal for a Council Directive concerning the protection of individuals in relation to the processing of personal data [24] . The Directive contains chapters on the rights of data subjects, data quality, and provisions relating to liability and sanctions. From the data product liability viewpoint, research needs to be pursued that would investigate the effect on the parties involved of failed data products produced by an inter-organizational system. This includes everyone from the suppliers of the raw data to the parties who will either be using the data product directly or be affected by it. In addition, there is a requirement for methods to be developed on how to avoid liability issues.
V. CONCLUDINGREMARKS
The database literature refers to data quality management as ensuring 1) syntactic correctness (e.g., constraints enforcement that prevents "garbage data" from being entered into the database), and 2) semantic correctness (data in the database truthfully reflect the real world situation). This traditional approach of data quality management leads to techniques such as integrity constraints, schema integration, and concurrency control. Although critical to data quality, these techniques fail to address some issues that are important to users. Many databases are plagued with erroneous data or data that do not meet users' needs. This approach fails to incorporate much of the results from the literature we have reviewed.
To overcome these problems, we took a practitioner's perspective and developed a framework for identifying and studying data quality issues. This framework consists of seven elements: management responsibilities, operation and assurance costs, research and development, production, distribution, personnel management, and legal function.
The principle findings of our analysis of the data quality literature, based on this framework, are as follows:
First, there is a clear need to develop techniques that help management deliver quality data products. These techniques include quality policies and data quality systems. Second, the costs of external data failure and the complementary costs of data quality assurance need to be evaluated. Third, there is a need to study the link between poor data quality and procedures to detect and eliminate problems. Fourth, there are fundamental technical needs for an overall data quality metric and for a way to express rigorous quality requirements for a data product design.
This framework has proven to be effective in recognizing and organizing the literature in data quality management. Such a framework provides a vocabulary for discussing the various aspects of data quality that organizations increasingly experience. The framework has helped identify directions where research should be conducted if the ultimate goal of organizational information systems is to serve the needs of their users. 
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