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Abstract
Designing aeroelastically scaled wind tunnel models is a common task in flight vehicle 
development programs. Model design methods, however, often rely heavily on repeated 
analysis, experience and intuition. This work presents a procedure which uses numerical 
optimization techniques to automate the model design process.
The proposed method offers many advantages over current ones. The model structure can 
be made as complex as necessary. Also, no unrealistic structural assumptions are required 
of the designer; any structure which can be discretized using a finite element 
approximation may be considered. The method uses readily available flexibility and 
modal response data from the full scale structure to size elements in the wind tunnel
model structure automatically, eliminating repeated analysis.
Several variations on the optimization-based approach are evaluated here using a low- 
aspect ratio fighter wing as a sample problem. Desired flutter characteristics are 
compared to those calculated for the final model design. To verify the numerical work, 
a sample model structure has been fabricated and tested using laser metrology techniques.
Results of static and modal tests compare well with numerical predictions.
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Chapter I
Introduction
The design of aeroelastically scaled wind tunnel models is a common problem in aircraft 
development efforts. The usual purpose of testing such a model is to verify the accuracy 
of aerodynamic predictions. Since aeroelastic instabilities can result in loss of a vehicle, 
and uncertainties still exist in many computational aerodynamic predictions, wind tunnel 
testing is needed. Designers assume that the behavior of a properly scaled wind tunnel 
model is representative of the behavior of the full scale vehicle. The model need not be 
a complete vehicle, and may be as little as a single lifting surface.
The desired geometry, stiffness and mass characteristics of the wind tunnel model are 
scaled from the full size article. A properly designed model will display the same
aeroelastic behavior as the full size article, with the flutter velocity and vibrational
frequencies varying by known scale factors. Thus, aeroelastic response measured in wind 
tunnel tests may be considered representative of full scale behavior and used to verify
numerical predictions.
Engineers usually divide the aeroelastic response of a vehicle into static and dynamic 
phenomena. Static phenomena include any deformation in which mass properties of the 
vehicle have no effect. Typical examples are control surface effectiveness and the 
flexible lift curve slope of the wing. Dynamic phenomena are those in which the mass 
properties of the vehicle are not negligible. The most common example is lifting surface 
flutter. Parameters used to describe the flutter response of a lifting surface are the flutter 
velocity, the flutter frequency and the modal participation coefficients of the flutter mode. 
These response parameters are reproduced in a correctly scaled wind tunnel model.
Designing aeroelastically scaled wind tunnel models often involves empirical knowledge 
and repeated analysis. Sometimes, assumptions are made to simplify the analysis. For 
instance, high aspect ratio wings can be assumed to have beam-like structural properties; 
the resulting model structure is then a single beam. An obvious limitation is that low 
aspect ratio wings do not act much like beams. The introduction of composite structures 
further complicates the problem by introducing anisotropic material behavior which can 
make the beam analogy inappropriate.
Another design approach is to scale down the geometry of the full size structure and rely 
on similarity arguments for proper aeroelastic scaling. Such geometric scaling is 
impractical for complex structures or ones made with composite materials. For these 
structures, the parts of small scale models often would be too small to be fabricated
accurately.
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When a beam model is not adequate and scaling down the structure is not practical, 
another approach must be used. In the past, intuition and repeated analysis have been 
used to design and size structural elements. This task is difficult, especially for cases 
where either the wing behavior is unusual or the model structure is complex. An 
improvement on the above process is needed to speed the design process and lower the
cost of the model.
The design task is to develop a model structure which reproduces a known set of 
properties from the full scale structure. These properties include deflection due to known 
loads, mass, natural frequencies and mode shapes. It is reasonable to cast the model 
design task as a minimization problem. The designer must minimize the difference 
between desired model properties and calculated (or measured) model properties.
A versatile automated design method would increase the range of options open to the 
model designer. The designer should be freed from the need to make any simplifying 
assumptions about the model structure. Flexibility coefficients and modal information 
scaled from the full size structure, as well as basic geometry for the model structure are 
required. Automatic by-products from a design which matched those properties would 
include correct load paths and mass distributions. Solutions not anticipated by the 
designer could be possible, expanding the range of feasible solutions.
3
The object of the work presented here is to automate the process of designing 
aeroelastically scaled wind tunnel models by using an optimization-based parameter 
identification method. This method is general and can be applied to any type of structure.
The problem addressed in this work falls under the category of parameter identification 
problems. The most general goal of a parameter identification method is to develop a 
mathematical representation of a structure using measured structural responses. In the
case of the model design problem, the measured structural responses are those scaled from 
the full size wing. The resulting mathematical representation describes the structure of 
an aeroelastically scaled wind tunnel model.
4
Chapter II
Background and Literature Search
There is little in the literature which deals directly with design of aeroelastically scaled 
wind tunnel models, although papers which discuss wind tunnel test results sometimes
include discussions of the model development process. Discussions of aeroelastic model 
design are presented as part of a textbook by Bisplinghoff, Ashley and Halfman1 and as 
a summary of design and construction experience by Wasserman2. Significant discussions 
of particular model design efforts are presented by Rogers, et. al.3, and Pendleton, Lee and 
Wasserman4.
The model design problem is closely related to parameter identification problems, which 
are covered extensively in the literature. Another relevant topic is structural optimization 
- particularly when applied with frequency, displacement or mode shape constraints. The 
following sections describe relevant work on parameter identification, structural 
optimization and preliminary work I did on the method developed here.
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2.1 Model Updating and Parameter Identification Schemes
The most basic mathematical representation of a linear structure is a coupled system of
second order ordinary differential equations of the form
[A/]{x} + [C]{%} + [K]{x} =0 (D
Many parameter identification schemes seek to generate a system of equations of this 
form. Some develop the system directly, while others update some initial estimate.
Methods which start with some initial estimate are often called model update or model
correction schemes. While the focus of this work is on such methods, it is useful to
mention a few direct methods.
Keller5 presents two iterative methods of system matrix identification for which no initial 
values of the system matrices are required. The first uses response data from a steady 
state harmonic excitation and the second uses response data from an impulse or some
other type of transient excitation. In Ref 6, Keller presents a related method which allows 
calculation of system eigenvalues and eigenvectors due to harmonic excitations at a single
degree of freedom.
The mass of literature on model update and parameter identification methods is very 
large. The task of absorbing the information available is much easier if the work is 
organized in some basic categories. Figure 1 presents a simple diagram showing how the
various methods are organized here.
6
Figure 1 - A Partial Hierarchy of Parameter Identification Methods
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There is a wide range of model update methods. There are issues, however, which are
common to all methods. A good introductory discussion is provided by Ibrahim and 
Saafan7. They suggest that inaccuracies in analytical methods limit the quality of 
correlation between analytical and experimental result. They go on to provide an
overview of the role of model update methods and to list issues which a successful
method must address. These issues include:
-The number of measured degrees of freedom is almost always less than the number of
analytical degrees of freedom
-The measured degrees of freedom are, in the general case, not coincident with analytical
degrees of freedom
-Rotation degrees of freedom which may be present in the analytical model are very
difficult to measure experimentally
-The number of experimentally identified mode shapes is usually very limited and may
contain gaps
-The experimentally identified mode shapes are complex if damping is present (as it 
almost always is), but analysis results in normal modes
-Measured data always contains some error
Perhaps the most immediate of the problems listed above is the completeness of the 
dynamic model. A unique solution to the model update problem is possible only when 
complete response information (flexibility coefficients, eigenvalues and eigenvectors) is
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available. This is almost never the case. The problem of uniqueness was addressed in 
an early work by Berman and Flannely8. They point out that when the number of degrees
of freedom of the discrete model of a continuous structure exceeds the number of modes
for which natural frequencies are available, an infinite number of solutions is possible. 
Thus, any of the infinite number of analytical models which duplicate the test data could
be considered valid.
The model designer must then develop a mathematical representation that's physically 
realistic as well as mathematically valid. Berman and Flannely state that " A useful
model should be able to predict the results of untested loading conditions and the effects 
of changes in the mass, stiffness, or supports of the structure". They proposed a method 
of updating a previously existing analytical model consisting of lumped masses 
interconnected by linear springs with scalar structural damping. The resulting equations
of motion are written as
[-ra2[M ]+ (l + /g )[* ]]{ y }  = { /}  (2)
r
They assume that a ’reasonable’ mass matrix has been derived using analytical or intuitive 
means. They then propose a method to correct that mass matrix with a process based 
on the pseudo-inverse910 of a system of linear equations which has as variables the 
unknown elements of the mass matrix. The stiffness matrix is then calculated using 
modal data and the corrected mass matrix. This method is important to this study since 
it addresses the problem of incomplete test data with a method that uses an optimization­
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like procedure in the form of a pseudo-inverse. The idea of using some type of 
optimization approach to address the problem of uniqueness of solutions is very powerful 
and is preset in many successful methods.
2.1.1 Parameter Update Methods
All model update methods improve some initial estimate of the desired model. An 
important distinction is whether they operate directly on system matrices or whether they 
modify physical system parameters. The update methods of most use in the wind tunnel 
model design problem operate on physically meaningful parameters.
Methods which operate only on system matrices should not be ignored, since they address 
many of the problems which are common to all update methods. Early work on structural 
system identification concentrates on system matrix update methods. Pilkey and Cohen11 
present a good survey of structural identification schemes as of 1972.
If complete modal information were available and contained no errors, updating an 
analytical model would be trivial. Two of the most basic problems as pointed out by 
Ibrahim and Saafan are that the measured information is generally incomplete and the
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measured eigenvectors are not generally orthogonal. A number of methods have been 
proposed which attempt to use analytical models to orthogonalize measured modes shapes.
Updating a mathematical model so that the calculated eigenvectors are orthogonal is an 
important part of the model update problem. One of the earliest attempts to orthogonalize 
measured mode shapes was proposed by Gravitz12 in 1958. In this method, he proposed 
a method of othogonalizing measured modes using an analytical mass matrix. This data 
is used to calculate a matrix of structural influence coefficients which will, in general be 
non-symmetric. The matrix is made symmetric by simply averaging the off-diagonal 
elements. New mode shapes are then computed using the analytical mass matrix, the
calculated matrix of influence coefficients and the measured natural frequencies.
The method proposed by Gravitz illustrates the basic goals of model update methods as
well as some of the drawbacks. Using a set of measured mode shapes and an analytical 
mass matrix, it is a simple process to create a complete math model for some structure
which will produce orthogonal eigenvectors. If the analytical model is reasonably 
accurate and testing was done carefully, the updated math model should be a good
representation of the test specimen.
The drawbacks are severe, though. The analytical mass matrix needs to be accurate; if 
a large part of the total mass is nonstructural, calculating an accurate mass matrix may 
be difficult. While the number of measured modes may be less than the order of the
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math model, each measured mode must be complete. That is, each measured mode shape 
must have an entry for every degree of freedom present in the math model. This
requirement is reasonable only for small math models.
Another early method of dealing with nonorthogonal measured modes and also calculating
structural influence coefficients (SICs) using measured modal data was presented by 
Rodden13 in 1967. The method is noteworthy since it allows calculation of SICs of a 
structure with free-free boundary conditions. It is common for aircraft to be suspended 
from soft springs during a ground vibration test in an effort to approximate free-free
conditions.
The method allows use of an incomplete set of natural frequencies, but assumes that the
mass matrix corresponding to the set of points for which modal deflections are measured
is known. Rodden further assumes that all inertial effects are included in the mass matrix
and that the vector of measured deflections includes the deflections of all mass points.
These assumptions limit the method’s applicability.
Using optimization methods to update analytical models is an attractive means of 
addressing the problem of incomplete data. Baruch and Bar Itzack14 present an approach 
which uses an optimization based procedure to orthogonalize measured mode shapes. 
They then use the results to correct stiffness matrices. As with the previous method, it 
is assumed that an analytical stiffness matrix is known with enough accuracy that it may
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be accepted without correction. The method uses the Lagrange multiplier method to 
orthogonalize measured eigenvectors while minimizing a weighted Euclidian norm based 
on the difference between measured and exact mode shapes.
The method has the advantage of producing a closed form solution for the corrected
eigenvector matrix. A problem with the approach is that, while a complete set of natural 
frequencies is not required, a complete eigenvector for each measured natural frequency 
is required. Another problem is that the eigenvalues and eigenvectors obtained using the 
corrected stiffness matrix are usually different from those used to obtain the corrected 
matrix. This deficiency is addressed by Baruch15. In another extension of the basic 
method, Wei16 proposed a modification which eliminates an assumption made by Baruch 
and Bar Itzack that an intermediate matrix be symmetric.
In a conceptually related approach, Berman17 presents a very compact method of 
correcting analytically derived mass matrices using measured modal data. He suggests 
that, given the three sets of data common to most update problems: the analytical mass 
matrix, analytical stiffness matrix and an incomplete set of measured modes, if one set
of data is assumed to be correct, the other two may be updated. Accordingly, he assumes
the measured mode shapes to be correct and uses them to update the mass matrix.
The procedure minimizes an error function based on the changes in the individual terms
of the mass matrix with the constraint that the measured eigenvector must be
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orthonormalized with respect to the corrected mass matrix. Since a Lagrange Multiplier 
approach is used, the expression for the corrected mass matrix is closed form. The 
resulting corrected mass matrix is optimal in the sense that it represents the matrix closest 
to the analytical one as measured by the Euclidean norm that still satisfies the 
orthonormalization constraint. While this method does not require a complete set of mode
shapes, Berman still requires that each measured mode shape be complete. Thus, using 
this method to update large model could be harrowing for the experimentalist.
Berman and Nagy18 unify Lagrange multiplier-based analytical model update schemes in 
a method they call Analytical Model Improvement (AMI). Again, experimental data is 
assumed to be correct and is used to update analytical predictions of the mass and 
stiffness matrices. The modal information is assumed to consist of an incomplete number
of measured modes as well as incompletely measured modes. An approach closely 
related to Guyan reduction19 is used to form complete eigenvectors for each measured 
mode. The process uses the analytical mass and stiffness matrices, so the analytical 
approximations must be the result of reasonably good approximations to the actual 
structure. The result is a rectangular matrix of eigenvectors where the number of rows 
is equal to the number of degrees of freedom of the analytical model and the number of 
columns is equal to the number of measured modes.
Then, a Lagrange multiplier very similar to the one presented in Reference 17 by Berman 
is used to update the analytical mass matrix. In the final step, the expanded modal matrix
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and corrected mass matrix are used to correct the stiffness matrix. As before, the
correction process uses a Lagrange multiplier method to modify the analytical stiffness 
matrix in a way which minimizes the changes as measured by a Euclidian norm and 
satisfies a symmetry constraint and two constraints based on the eigenvalue equation.
The AMI method addresses several of the requirements for update methods suggested by
Ibrahim and Saafan. It makes no requirement that the number of measurement points be 
equal to the number of degrees of freedom of the model. It still suffers from the 
limitation, however, that the update to the stiffness and mass matrices has no physical
significance.
An extremely useful idea that of minimizing some measure of the difference between the 
response of an analytical model and measured data. However, a stronger correlation 
between the corrected analytical model and the physical system is needed. A step in that 
direction is made by Kabe20. He argues that accuracy increases as the ratio of stiffness 
coefficients to available equations is reduced. He suggests that connectivity information
can be used to supplement measured modal data and describes the Stiffness Matrix 
Adjustment (KMA) procedure. The additional assumption is made that the connectivity
information from the analytical model is correct.
In many ways, KMA resembles other Lagrange multiplier-based approaches. A notable
difference between KMA and other methods, though, lies in the error function used as an
15
objective in the optimization procedure. Kabe makes two compelling arguments. The 
first is that in many structures, nonstructural mass makes up a significant part of the total
vehicle weight. In such cases, it may be inadvisable to use elements of the mass matrix 
to weight the changes in the stiffness matrix. Second, the form of the error function used 
in previous references creates a bias that tends to force a greater percentage change in 
small stiffness coefficients than in large ones. He suggests that an error function
measuring change in the stiffness matrix should minimize the percentage change in each
stiffness coefficient.
The preceding discussion by no means constitutes a compete list of possible parametric 
model update schemes. A sample of other methods are those described by Bemd21, 
Liping, Kecheng and Zhandi22 and Coppolino and Stroud23.
The parametric update schemes discussed so far are not suitable for the model design 
problem. Some practical problems are:
1. The uncorrected analytical model must be close to the physical model
2. The correction is strictly mathematical (with the exception of KMA) with no 
corresponding physical significance in both mass and stiffness matrices
3. The corrected matrices are often not useful on their own.
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A comparison of mathematical parameter versus physical parameter update methods is 
offered by Ojalvo24 in a paper comparing two specific methods25,26.
2.1.2 Physical Parameter Update Methods
The methods presented in the previous section updated the system matrices, usually with 
no attempt at correlation to a physical model. Berman27, in a paper on the theoretical and 
practical bounds of system identification, notes the lack of a unique solution to the model 
update problem in the face of incomplete test data and concludes:
The most promising methods select a solution which minimizes changes 
in a reasonably good analytical model. These methods should include 
constraints to force physical reality of the solution.
It seems obvious that methods which update models by varying physically meaningful 
parameters could be more widely useful than methods which are limited to modifying
elements of system matrices. It is not surprising then, that a class of parameter 
identification methods has been developed which operates on physically based parameters, 
often by modifying a finite element model of the structure in question. These methods
are of great interest in the model design problem.
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A way of connecting model update results with something more physically meaningful
is to use the update results to find errors in a finite element model. A method was 
proposed by Sidhu and Ewins28 and further analyzed by Gysin29, called the Error Matrix 
Method (EMM), to locate errors in finite element models. The method forms an error
matrix from the difference between the stiffness matrices from an analytical model and 
an experimental model. The analytical stiffness matrix is reduced to the order of the 
experimental matrix, then a similar procedure is followed for the mass matrix. The 
method is simple, but has significant problems which would limit its use in a general
sense.
One problem is that both experimentally and analytically determined mass and stiffness 
matrices are required. Since the experimentally determined matrices will be of lower 
order than the analytical ones for all but the smallest problems, the analytical matrices 
have to be reduced in order. The reduction process can introduce unacceptable errors.
After a series of numerical experiments, Gysin concludes that the number of modes taken 
into account is very important and that aU modes possible should be measured and 
included in the correction. Of particular importance are modes greatly influenced by 
modelling errors. This circular problem further limits the usefulness of the method.
A method with fewer limiting requirements that is still based on physical requirements 
is desirable. Steinwender and Nordmann30 proposed a method which was used to vary
18
the parameters of a finite element model of a pipe and support structure based on 
experimental data. An optimization procedure based on sensitivity calculations minimizes 
the squared differences between the measured and calculated natural frequencies of the 
system. The method does not operate on the finite element model directly, but uses 
vectors of correction factors to update the model. The correction factors operate on 
submatrices whose origin is left unexplained by the authors. The reader is left to assume
that the submatrices are at least related to the element stiffness matrices. If this is the
case, a strong correlation is established between the numerical update procedure and the 
physics of the problem.
Ojalvo and Pilon31 examined the use of various identification methods to isolate errors in 
finite element models with the stated object of avoiding some of the limitations of EMM. 
They identified two basically different approaches which worked well on the example 
problems they examined. The first generates a difference function related to the inverses 
of the analytical and experimental stiffness matrices. The reader is left to use 
connectivity information to correlate differences in the stiffness matrices with changes in
the finite element model.
Their second approach is based on calculating a modal error force. They describe this 
as the applied harmonic force distribution which would result in an analytical mode shape 
matching the experimental mode shape for a given natural frequency. Distinguishing 
differences between stiffness and mass matrix errors, however, requires the assumption
19
that mass matrix errors appear more prominent for higher modes if more than one mode 
is used in the analysis. They offer no basis for this assumption.
A slightly more sophisticated approach is to link the model update method directly to a 
finite element modelling program and use the results of the update algorithm to alter the 
finite element model. Ojalvo, et al.32 describe a method developed to correct finite 
element models and demonstrate its use on a real world structure (many papers in this
area use simulated test data for expediency). The method uses results from an earlier 
work by Ojalvo and Ting33.
The method uses a one term Taylor series approximation to the difference between the
measured modal test results from a structure and the analytical results based on an 
approximate model. This results in a system of linear equations in which the unknowns 
are finite element model parameters to be modified. Unless complete modal information 
is available, the system of equations is singular. In the general case of a singular system, 
a least squared error solution is used to update the model.
Wei and Janter34 make very compelling arguments for a physical parameter based method 
using finite element analysis and propose a method to match eigenvalue and eigenvector 
information by varying physical parameters of a finite element model. The method uses 
first order Taylor series expansions to construct a Jacobian matrix for each iteration. The 
algorithm uses frequency matching combined with checks of mass and stiffness matrix
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orthogonality. While the method was demonstrated using simulated data, the "T" plate 
structure used is more realistic that the lumped parameter models often used. Wei and 
Janter suggest the advantages of an optimization-based procedure operating on parameters
of a finite element model:
-Optimization yields readily interpretable results
-Engineering judgement can be brought to bear more readily
-Since the optimization process is defined in terms of design variables, it is
convenient to include design criteria
-Updated model is compatible with whatever pre- and post-processors which can 
be applied to the finite element model
-Procedure is compatible with current analysis practices - insight into finite
element modelling is directly applicable
-A correctly formulated approach based on finite element analysis would be 
general so that new elements could be added without changing the process
They point out two problems which must be considered by anyone implementing such a 
method. These are that sensitivity calculations can be difficult and numerically intensive
and that errors committed in the finite element modelling process are carried through and
will affect the answer from the identification algorithm.
These arguments notwithstanding, update methods based on finite element models hold
much promise. Work by Ewing and Venkayya35 and Ewing and Kolonay36 addresses
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many of the limitations of previous methods. The finite element correction problem is 
formulated in the context of a large, general purpose structural analysis program. Such 
a approach would be very useful for the wind tunnel model designer.
In this work, a set of design variables is defined using parameters from the finite element
model and a new model formulated for each iteration. An error function is defined as the
sum of the squares of the differences between desired and calculated frequencies or mode 
shapes. Stiffness terms are not included in the objective function.
Two types of constraints are defined. The first defines limits on the error function used 
as an objective. The second is an equality constraint which forces the total mass of the 
final design to match some desired value. An experimental code was developed by 
Gibson37 using the methods developed in References 35 and 36.
Another physically-based parameter update scheme has been documented by Hunt and 
Blelloch38. While based on physical parameters, the method seeks to minimize the 
amount of data needed for the model update. This is done by using the cross­
orthogonality matrix to measure the correlation between the test and analysis generated
mode shapes.
A good example of a Teal world’ application of structural identification is presented by 
West39. A Modal Assurance Criteria (MAC) method40 was used to quantify the changes
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to an aft bulkhead from the space shuttle due to exposure to extreme levels of acoustic
energy. MAC generates a single number for each measured mode shape which describes
the correlation between measured and calculated mode shapes, with a coefficient of 1.0 
indicating perfect correlation. In this work the MAC coefficients for the first 30 modes 
of the bulkhead were compared before and after testing to highlight changes in modal
response due to damage.
None of the physical parameter updates methods presented are directly useful for the 
model design problem. However, they offer a strong foundation for a new method. 
References 35-37 in particular embody many of the features needed for wind tunnel
model design.
All of the methods described so far use frequency domain data. A large subset of work 
in parameter identification methods, however, is devoted to time domain problems. These
methods are not needed for a wind tunnel model design method. Readers interested in
time domain methods are directed to References 38-45.
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2.2 Aeroelastic Optimization
The model problem described so far is loosely related to aeroelastic optimization work. 
The basic goal of most aeroelastic optimization programs is to include aeroelastic 
constraints in an optimization method to design aircraft structures. Typically, the 
objective function for the problem is mass and the design variables are parameters of the 
mathematical representation of the structure. Often, other constraints such as maximum
stress are applied along with the aeroelastic constraints.
Optimization of aircraft structures using aeroelastic constraints has been an active research 
topic for several decades. Early work was strictly analytical46. Improvements in 
computer technology, however, resulted in the development of large optimization codes 
which used aeroelastic constraints. TSO47 used a Rayleigh-Ritz approximation of wing 
structures combined with nonlinear programming techniques to design wings subject to
aeroelastic constraints. FASTOP48 introduced finite element-based structural 
approximations. The development of ASTROS49 introduced aeroelastic constraints in the 
framework of a large, general-purpose finite element based optimization program.
ASTROS allows for optimization of a general structure subject to frequency, 
displacement, stress and aeroelastic constraints. Mass is used as an objective function, 
although an effort is under way to allow user-defined objective function.
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These codes, though loosely related, are not applicable to the wind tunnel model design 
problem. The reason lies in the basic design of the program. The designer of a full scale 
vehicle is not likely to be concerned with stiffness distributions or modal behavior of the 
final design as long as it satisfies performance, strength and stability constraints and 
meets weight goals. The model designer has a much more specific goal in that the 
aeroelastically scaled model must have a predetermined weight, stiffness distribution and
modal response.
2.3 Active Systems
An intersection of fields of parameter identification and aeroelasticity has resulted in the 
idea of active flutter suppression. The basic idea of flutter suppression is that it may be
more efficient to avoid lifting surface flutter by using a control surface driven by a
feedback control system to change the dynamic response of a flight vehicle so that flutter 
is avoided. A flight test was conducted by the Air Force using an F-4 to prove the 
concept50,51. Later a flutter suppression system was included on the F/A-18 currently in 
service with the U.S. Navy.
The problem with flutter suppression is that, as the flight conditions of the vehicle change 
(changes in speed, altitude, etc) and the configuration of the vehicle changes (fuel being 
burned, stores being released, etc) the requirements on the flutter suppression system
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change. The F/A-18 system uses a look-up table approach, but a much more flexible 
approach is to include sensors (typically accelerometers) and some sort of identification 
capability in the control system to develop appropriate control laws in real time. This 
concept was demonstrated in a series of wind tunnel tests using aeroelastically scaled YF- 
17 and F-16 models52'54. Other representative work on adaptive flutter suppression are 
presented in Reference 55.
Wind tunnel models intended to simulate the behavior of lifting surfaces which include
active control surfaces must themselves have active control surfaces. This work, however,
is limited to passive wind tunnel models.
2.4 Wind Tunnel Model Design Methods
In preliminary work, I showed that scaled stiffness properties could be matched using 
structural optimization.56'58 In this work, I used structural optimization to determine the
element sizes for a finite element model of the scaled model structure so that the desired
stiffness characteristics were obtained. Stiffness tests were then performed to show that
the actual stiffness characteristics matched predictions.
26
I cast the model design problem as a constrained optimization problem and showed that
stiffness characteristics could be matched by using incomplete information from the 
flexibility matrix of the full sized structure. Recall that the i* column of the flexibility 
matrix is the displacement vector due to a unit load applied at the ith degree of freedom. 
Thus, a set of displacement constraints was written for each column of the flexibility
matrix. Constraints were written for elements in the flexibility matrix in the form.
g= d..-x..< 0  (3)
Where 8^  is the ijth element of the desired flexibility matrix and x^  is ij element of the 
calculated flexibility matrix.
If all the constraints were exactly satisfied, the stiffness properties of the model structure 
would match the scaled stiffness properties of the full sized structure. However, using 
the complete set of constraints would result in a very large problem and might result in 
an overconstrained one. I showed in references 57 and 58 that a relatively small subset
of the possible set of constraints is adequate. For instance, of a possible 28 columns of
the stiffness matrix, I found that using four columns corresponding to four widely spaced 
points on the wing resulted in closely matched stiffness characteristics.
I used two different objective functions in previous work: mass and a squared error 
function. Mass was used for an effort which used existing software. The error function 
was used in a program written specifically to solve the model design problem. Using the 
squared error function as the objective, the optimization problem was written as
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where x, is the calculated displacement at the i,h degree of freedom due to a unit load, 8, 
is the desired displacement at the ith degree of freedom, n is the number of constraints to 
be applied and k is a constant.
My previous model design efforts were limited to matching stiffness characteristics. 
Obtaining the desired stiffness characteristics is necessary, but not sufficient for problems 
in which structural dynamics are important. For such problems, modal characteristics of
the model are critical and mass properties must be matched as well.
2.5 Requirements For A New Method
This summary describes a cross section of published work which would be of use in 
designing the structure for an aeroelastically scaled wind tunnel model along with the
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limitations of the different methods. From this background survey, I have concluded that
any method proposed for model design must have the following characteristics:
-Distributed parameter systems should be accurately modelled
-No unrealistic structural approximations should be required
-No preprocessing of full scale data should be required
-The number of degrees of freedom desired for the scaled model should be completely 
independent of the number available for the full scale structure
-The model design method should work with very incomplete sets of modal and 
displacement data. Missing modes and displacement data from a limited 
number of degrees of freedom must be allowable
-The finished scaled model should accurately predict the results of untested loading
conditions
-The model design method should not require an accurate initial design
-The model stiffness and mass matrices must be accurate by themselves, not just as
elements in an equation of motion
-Updated mass and stiffness matrices must be symmetric
-Mode shapes calculated from the updated model must be orthogonal
-The results of the model design method must contain enough information to allow
fabrication of the model structure. No interpretation of results should be required
-The method should be general enough to be applicable to any type of model structure
-The method must be modular so that new numerical algorithms can be substituted easily
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-The method should modify physically meaningful parameters so that engineering
judgement can be applied during the design process 
-Manufacturing concerns must be included in the method so that the resulting design can
be readily fabricated
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Chapter III
Theoretical Development
The new model design method presented here addresses the requirements identified in the 
Background section. It uses incomplete stiffness and modal information from a full scale 
structure as a staring point. It then updates a finite element idealization of the model 
structure with a numerical optimization procedure based on sensitivity calculations. The 
initial design of the model structure is merely a starting point for the optimization 
method. While starting at a point in design space close to the optimum speeds 
convergence, the initial design does not have to be close to the final design.
Design variables for the optimization process are the sizes of the elements in the finite 
element representation of the model structure. Thus, the result of the optimization 
procedure is the description of a model structure which can be directly fabricated. Post­
processing of the data is not required. Also, consistency of the numerical representation 
is assured; the mass and stiffness matrices are, by definition symmetric and the 
eigenvectors calculated from the updated model are, by definition, orthogonal.
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The finite element based procedure allows modelling of general structures. There is no
need to assume a model structure any more simplified than that desired by the model
builder. Particularly, there is no need for unrealistic structural assumptions such as 
assuming the wing structure can be accurately represented by a single beam. 
Furthermore, the mathematical representation of the model structure can have any number 
of degrees of freedom, so very complex model can be designed.
The method uses stiffness information the form of elements of the flexibility matrix and
modal information in the form of natural frequencies and mode shapes. Both are readily 
available from any finite element model of the full scale structure. If the data is 
experimental, there is no requirement that the mode shapes be exactly orthogonal 
(although non-orthogonality of measured modes may be indicative of some problem in
the test results).
A modest number of basic assumptions is made during the derivation. These are:
-The geometry chosen for the scaled model structure can, with correct element sizes and 
masses, reproduce the desired static and dynamic response
-Both the full scale structure and the model structure are linear,
-Information from the full scale structure is accurate (this must, by definition be true of
all scaled model design methods).
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-The scaled stiffness and mass properties of the full scale structure can be represented 
with sufficient accuracy using the assumed structural geometry of the scaled
model.
-The model structure without tuning masses is lighter than the target weight
-The natural frequencies of the model structure without tuning masses are higher than the 
target frequencies
-Scaled response which is due to active elements in the full scale structure can be 
adequately modelled by a model control system which feeds back displacement, 
velocity and acceleration
Although it is currently fashionable to formulate optimization problems to operate on all 
design variables at once, the process here is broken down into two discrete steps. This 
is done so that the individual matrices will be physically meaningful alone, not just as 
components of an equation of motion. The steps in the design process are summarized 
in Figure 2.
The first step in any model design method is to obtain information about the full scale 
structure. This can come from several sources, but the most common is probably a finite 
element model. The model may have been tuned using test data. Finite element models 
are often very complex, so it is assumed that the number of degrees of freedom available 
for the full scale structure is much greater than is desired for the scaled model.
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Figure 2 - Summary of Steps in the Model Design Process
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The second step in the process is to form scaling factors for the model. The scale factors 
depend largely on the tunnel in which the test is being performed. The model must be 
sized so that wing tips do not get too close to the sides of the tunnel. The dynamic 
pressure and Mach number available in the tunnel are also of great interest; it is assumed 
that the designer would like the aeroelastic phenomena to be investigated to be present 
in the performance envelope of the tunnel. Once the size of the model and the velocity
ratio have been selected, the rest of the needed scale factors can be easily calculated.
The third step and final one for which no automatic method exists is choosing the 
geometry of the model structure, that is grid points and connectivities for the finite 
element representation of the model structure. It is assumed for this work that the grid 
points on the model coincide with scaled grid point locations of the full scale structure. 
There is no assurance that the structural geometry chosen by the model designer can 
reproduce the scaled response. Since the method is general, the initial model structure 
can include as many elements as the designer may wish to include. Since every element 
adds another dimension to the design space, increasing the number elements in the model 
structure increases the range of possible responses. Elements whose sizes go to zero can
be eliminated from the structural model.
Once the model structure geometry is assigned, optimization methods developed below
are used to size the elements and concentrated masses so that the stiffness and modal
properties of the model match scaled values from the full scale structure. At this point,
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the design of a classical passive model is complete. There is, however, the option of 
including the effect of active structural elements in the design. This is done by using 
optimization-based methods to determine coefficients in the feedback control system so
that the active structure exhibits the desired responses/
3.1 Foundations
Before a description of the design methods can take place, scaling laws for the model 
have to be defined and some basic model structure defined. The aeroelastic model scaling
laws are easily derived, but are included here for completeness. The structure of a wind
tunnel model is essentially arbitrary. The methods developed here are more clearly
presented if done in the context of some assumed model structure. A beam-based
structure was used here for manufacturing simplicity and for consistency with a widely
used method of designing aeroelastic mode structures.
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3.1.1 Scaling Parameters
Although the procedure for aeroelastic scaling is not complex1, a brief description here 
is useful. The reason for building aeroelastically scaled models is almost always to verify 
aerodynamic predictions; prediction of unsteady aerodynamic forces has often been the 
weak point in flutter analysis. It is not surprising then that scaling is driven by the need
to match aerodynamic parameters. When scaling a wing, three non-dimensional
parameters should be the same for both the full scale wing and the model: Mach number, 
Reynolds number and reduced frequency. In practice, it is not usually possible to match 
all three of these quantities so simplifications are often made. If the flow is not 
dominated by viscous effects, Reynolds number is not matched. If the flow is assumed 
to be incompressible, Mach number is not matched. Matching Reynolds numbers is 
usually considered a minimum requirement.
The first step in the scaling process is to define necessary physical properties in non- 
dimensional terms. In the following notation, the overbar denotes a non-dimensional 
quantity. Subscript m denotes a model property and subscript w denotes a full scale wing 
property. Also, 1 is length, U is velocity and p is air density. Time is
? = t = lL  (5)
I U
Mass is
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mm =----
Force is
p /3
m = m p l3 (6)
f = ? p l2U 2 (7)
Geometry, mass, stiffness and frequency scale factors are needed to scale the model. 
Typically, wind tunnel size is a driving factor in model design. Thus the geometric scale 
factor, lm/lw, is often specified first. The model should flutter inside the performance 
envelope of the tunnel, so the velocity ratio, Um/Uw is also specified. The frequency scale 
factor may be derived two ways, the first is to non-dimensionalize the frequencies and 
write the ratio of them. Since the units of frequency is 1/time, the frequency ratio is
co U ll  U Im _  m w __ m i (8)
The second way to determine the frequency ratio is start with the ratio of reduced 
frequencies. Reduced frequency is a non-dimensionalized frequency.
= 1
(9)
38
Since mass is non-dimensionalized using pi3, the mass scale factor is written as
Mn
f  V
I
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T
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(10)
Where pm is the air density in the wind tunnel and pw is the air density at the full scale
flight condition. There are two ways to determine the stiffness scale factor. The first 
is to use the frequency and mass scale factors along with the relationship between 
frequency, mass and stiffness.
km = =
(  A
I2 u 2 Pm^ m
I2 u 2 p cz2 (I w U u • M
p_ u: i (11)
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The second method stems from the fact that the units for stiffness are force per unit 
length. The stiffness ratio can be expressed using non-dimensional force and non-
dimensional length.
= 7 ? J 2mu 2m xiw = pmu 2J m 
k» J v j W  pwu2iw
(12)
One of the most difficult aspects of calculating scaling laws for wind tunnel models is 
matching the Reynolds number. The Reynolds number is defined as
Re (13)
P
where p is viscosity. Matching the Reynolds number requires that the following relation
be satisfied
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(14)
Re p U l  u
Re u p U I
Velocity, length and density ratios are defined in previous relations. The preceding 
relationship can be used to specify a viscosity ratio
Pm _ Pm (15)
TT p u  i
The obvious problem is that viscosity of the test medium cannot be changed at will. 
Solutions such as cryogenic tunnels and tunnels using pressurized freon have been 
successful in the effort to match Reynolds numbers. In many case, though, such facilities
are not available and the requirement of matching Reynolds number is not satisfied.
An expression for scaling forces is necessary if any kind of control system is included in 
the structure, the force scaling ratio is simply expressed as a ratio of the non-dimensional
force expressions above.
f  P I llJ m _ J • m m m _ r m m m
f  f  o I 2 u 1 P u •'*’ J Pwlw uw I w w
(16)
Several general trends become apparent when looking at model scale factors. The first 
is that the mass of the model is a very strong function of geometry scale factor. Thus,
a small scale model must be a very light model. Another is that stiffness is a strong
function of velocity ratio. Thus low speed models are very flexible while high speed
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models must be very stiff. The stiffness scale factor plays a large part in determining the 
construction of the model. Typical construction for an aeroelasticity model uses an
aluminum or steel beam structure with a light aerodynamic covering made of foam or
balsa. In cases where a light, stiff model is required, construction often involves using
composite skins over a foam or nomex core.
3.1.2 Model Structure
The method developed here is applicable to any structure which can be modelled using
finite elements. For simplicity, the structure of the model designed using the methods 
presented here is assumed to be a planar array of rectangular cross-section beams. This
construction is typical of aeroelasticity models. It is further assumed that some subset of
the grid points of the model structure line up with grid points for which structural data
is available. It is important to note that the model structure will not necessarily bear any
physical resemblance to the structure of the full scale wing. A representative model
structure is presented in Figure 3.
Stiffness properties are determined by element connectivity and the cross-sectional shape 
of the elements. It would be highly unusual for a structure which gave the desired
stiffness properties to also have the desired vibrational characteristics. Thus, it is
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Structural Data Points
Figure 3 - Representative Model Structure
common for aeroelasticity models to have masses attached to the structure to tune the 
frequencies and mode shapes to the desired values. It is assumed that the model structure 
being designed here will have a concentrated mass at each grid point for use in tuning the
vibrational characteristics of the model.
3.2 Determining System Parameters -
The generic label of system parameters is applied here to any quantity which is used to
define the mathematical representation of the model structure. In many of the parametric
update schemes developed to date, the term system parameters refers strictly to elements
of the global mass, damping and stiffness matrices. Since physical applicability is a
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primary goal of this work, system parameters determined here will consist of measurable 
characteristics of the model such as element dimensions and masses of tuning weights.
The mass and stiffness design methods presented here all have a common philosophy 
behind them: they all use numerical optimization techniques to minimize some measure
of the difference between desired and calculated system response. When formulated
properly, this approach meets some of the requirements set forth at the end of Section II. 
Flexibility is built in by not requiring complete displacement or modal information and
by allowing any number of the available elements to be used as design variables.
3.2.1 Solution Strategies for Stiffness Design
The strategy for designing the model structure is broken down into two discrete steps.
In the first step, the element connectivities are assigned manually and the resulting 
elements are sized using optimization techniques such that the model has the desired
stiffness characteristics. The second step starts with the stiffness designed model. In this
step, concentrated masses are sized using optimization techniques so that the resulting 
structure has the desired modal characteristics. Several approaches are possible for the 
stiffness and mass design. Computer programs were written to implement each of the
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design methods presented below and the results compared in an effort to find the most
usable method.
Five different approaches were evaluated for the stiffness design task. In each case, beam 
heights were assumed to be fixed and the widths were treated as design variables. This 
resulted in one design variable for each beam element in the finite element model. Input 
data consisted of grid point geometry, element connectivities, element widths and heights
and displacement information.
The first approach treated the design task as an unconstrained minimization problem. An 
objective function was formed by summing the differences between the desired and actual 
values of a predetermined set of flexibility coefficients. The objective function to be
minimized is
^ = E E * < M , ) 2 (17)
/•I 7=1
where k is a constant used to modify convergence behavior, 5^  is the value of the ij term 
of the desired flexibility matrix supplied by -the user and Xy is the calculated value of the 
ij term of the flexibility matrix, m is the number of retained rows of the flexibility matrix 
and n is the number of retained columns, m and n will, in general, be less than the order 
of the mathematical representation. It is important to note that the retained rows and 
columns need not be contiguous. A more complete discussion of the reasons is reserved
for a later section.
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It is convenient to think of the ij term of the flexibility matrix as the displacement in the 
ith degree of freedom due to a unit load in the jth degree of freedom. Minimizing the 
objective function presented in equation 17 is equivalent to finding a least squares fit of 
the specified terms of the flexibility matrix.
Optimization for all the different design methods was handled using ADS62 and by a 
compound scaling method implemented in program FUNOPT63 64. Several different 
unconstrained minimization techniques are available in ADS, but all require objective 
function gradients to be supplied. The derivative of the function from Equation 17 with 
respect to some design variable , a, is
™ " dx..
da i f  i f  ,J lJ da
(18)
The derivative of the displacement xy with respect to the design variable a is found by 
implicitly differentiating the matrix equation of equilibrium and solving for the derivative
of the displacement vector
{F }  =[7C]{x}
dF5----?
da
dK
da {*}+[*]
dx
da (19)
J dx 
I da -[AT]1
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The second and third approaches examined for the stiffness design used a constrained
optimization strategy with mass used as an objective function. The objective function is
F = pY / b.h.l. (20)
1=1
where bi; hj and lj are respectively the width, height and length of the ith element and p 
is the material density. The derivative of the objective function with respect to some 
beam width, bj, is simply
w - o u  <21)I
There is one constraint written for each influence coefficient used. Constraints of two
different forms were used in the various approached presented here. Strategy two used 
the method of modified feasible directions65,66 (MFD) for optimization. A characteristic 
of MFD is that if the initial design is not feasible or nearly so, there is a good chance that
the optimizer will not be able to find the feasible region. For this case, the constraints
were of the form
g=x..-8..<0 (22)° u <j
Thus, a structure for which the deflections are too small is feasible, and a feasible design 
can be assured by making the element sizes large so that the structure is too stiff. The 
assumption behind using mass as an objective function is that the lightest feasible
structure is the most flexible structure. If this is true, structural mass will reach a
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minimum when the maximum number of constraints are exactly satisfied. A secondary 
reason is to provide a basis to evaluate the use of commercially available optimization 
packages which often use mass as the default objective function. A recent update to 
MSC/NASTRAN67, however, does allow a user-specified objective function.
Strategy three used was an extended interior penalty function68,69 (IPF) method for 
optimization. In this method, the values of violated constraints multiplied by some
constant are appended to the objective function. If there are no violated constraints, the 
method becomes an unconstrained minimization method. IPF does a good job of finding 
a feasible design when the starting point is an infeasible design. Thus, the form of the 
constraint was modified so that it is violated everywhere except where it is exactly
satisfied.
g = (Sij-Xjj)2 0
This type of constraint acts like an equality constraint. The feasible region for a group 
of constraints written in this form is a single point.
The fourth approach used is essentially a mixture of the previous two. A constrained 
optimization approach is used with the squared error function presented in Equation 17 
used as the objective function. The constraints used are of the form presented in Equation 
23. The extended interior penalty function was used as an optimization method. The 
fifth approach used a generalized compound scaling method for optimization. The
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displacement error function was used for an objective function and displacements were
used to form constraints.
3.2.1.1 Selecting Flexibility Coefficients
One of the requirements stated at the end of Section II is that complete data from the full 
scale must not be required. A key part of the stiffness design problem, then, is selecting 
the flexibility coefficients which are to be matched. Full scale flexibility data will likely 
come from a finite element model (possibly one that has been corrected using ground test 
data). Production finite element models can be very large, so some means of picking a 
subset of flexibility coefficients for the stiffness design process must be developed.
Picking the number of flexibility coefficients to be used can be divided into two separate
problems. The first is choosing how many columns of the flexibility matrix to retain.
The second is to pick which points in those columns to use. In references 59-61, the 
assumption was made that a model with acceptably correct stiffness properties could be
designed using a small subset of the available columns of the flexibility matrix. This
proved to be correct. For these efforts, four columns of the flexibility matrix were chosen 
for the model stiffness design task. These corresponded to grid points at the mid span 
leading and trailing edge and the tip leading and trailing edge. The intuitive argument
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was made that matching displacements due to unit loads at a small number of widely
spaced points on the wing would result in a model structure which would have the correct
stiffness properties everywhere.
Consider the deformations on the wing structure due to a unit load applied at the tip. 
Every structural element inboard of the loading point is stressed and so deforms in a way 
that contains information about the stiffness properties of the structure. Points outboard
of the loading point are not stressed, so, even though they deform, they contain no
information about the stiffness properties of the wing.
It is apparent that deformations due to a small number of loading conditions (perhaps 
even a single one) which collectively stress the entire structure might contain enough 
information to perform a stiffness design. It may even be undesirable to have a single 
element stressed by more than one loading condition. If the resulting deformation were
to be included more than once in figuring out the objective function, that deformation 
would be given more weight in the optimization process than would a point which was 
stressed by a single loading condition.
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3.2.2 Solution Strategies for Mass Design
The first stage of the design process should result in a structure with the correct stiffness 
characteristics. The second stage of the process is to size concentrated masses to be
added to the stiffness design structure so that the resulting system has the desired modal
characteristics. Two different methods were used to size the concentrated masses. Both
use numerical optimization methods to minimize some measure of the difference between 
the desired scaled modal response and that calculated from the finite element
representation of the model structure.
The first method used an unconstrained minimization approach to match frequencies only. 
The assumption was that if the stiffness distribution was correct and the frequencies were 
correct, the resulting mass distribution and, thus, mode shapes would also be correct. The 
objective function for this method is
C _ V
F ’ Z (24)
x.
Where X; is the ith eigenvalue of the structure. Overbars indicate desired values input by 
the user. Minimizing the objective function amounts to finding a least squares fit of the 
n specified eigenvalues. It is important to note that the difference between the calculated 
and specified eigenvalues is normalized. If this were not done, the function would be
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biased toward the higher eigenvalues where a given percentage error would result in a
larger absolute error.
The second method uses a constrained optimization approach to size the concentrated
masses. The objective function is a squared error function using mode shapes. The 
objective function is
(25)X  -x.. ‘J ‘J
,=l /-I xu
where m is the number of out of plane degrees of freedom specified by the user, n is the 
number of modes specified and x^  is the ij element of a matrix whose elements are the 
out of plane terms of the eigenvector matrix. It is important to note that the terms in 
Equation 25 are normalized. This has the effect of allowing the same percentage 
violation for each of the terms and ensures that very small displacements are matched
more closely on an absolute scale than are larger displacements. The intent is to make
sure that the positions of node lines are determined correctly.
There are two different types of constraints. The first is a set of eigenvalue constraints. 
Then, appended onto the end of the eigenvalue constraints is a total mass constraint. The
constraints are written out as
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Note that the mass constraint is an equality constraint.
3.2.2.1 Eigenvalue Derivatives
For computational efficiency, having analytical expressions for the objective function 
gradients is highly desirable. The derivative of the objective function in equation 24 with 
respect to some design variable a is
dF
da
x,-x, ax.
da
(27)E f
i«i X X
J
The derivative of some eigenvalue X can be found by implicitly differentiating the 
eigenvalue equation
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[* ]  W  = W ] M
'dK
{*}+[*]•
dx ■ =j^[M ]{x} +x'dM ' + X[A/ ] - dx
da da da da da
(28)
The stiffness matrix [K] is not a function of the concentrated mass values, so the
derivative of [K] with respect to a is zero. Now, equation 28 is premultiplied by the
transpose of the eigenvector
dx
da
= _|^{x}r[M]{x} + X{x}r 
da
dM
da
{%} dx
da
(29)
and can be slightly re-arranged to yield
W r [K] dx ■-X{x}r [M]- dx . =2^. {x}7 [A/] {x} + X {x}r 'dM '
dz da da da
(30)
For a symmetric problem
f x ^ H - M W ] (31)
so the left side of Equation 30 is zero and a closed form expression for the eigenvalue
derivative results
{ x K ( [ / r ] - W ] ) dx .= 0= 2 ^ {x }r[A/]{x} + X{x}7 ’dA/1
da da da
X{x}r {x}ax
da
dM
da
W r [A/]{x}
(32)
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3.2.2.2 Eigenvector Derivatives
A result of using an objective function as defined in Equation 25 is that eigenvector
derivative must be determined. The method of Nelson71,72 was used to calculate
eigenvector derivatives. The eigenvalue equation is
[AT] {x} = X[M]{x) (33)
and a normalization equation can be written
{x}r[M ]{x} = c (34)
where c is some constant. Taking the derivative of the eigenvalue equation with respect 
to some design variable a and rearranging terms yields
[ [ / G - W ] ] . 3x
da
= ^L [M  ]{x} 
da
dK {x} +X. dM
da
{x} (35)
The right hand side of Equation 35 is made up of known quantities, so an nth order linear 
system is formed. However, the coefficient matrix on the left hand side is singular, so 
a direct solution is not possible. Instead, assume the solution of Equation 35 is
dx
da
= {V} + a{x) (36)
where {V} is the homogeneous solution of Equation 35. The coefficient matrix of 
Equation 35 is singular, so {V} cannot be solved for directly. Instead, one of the 
elements of {V} is set equal to zero and Equation 35 is solved for the remaining
components.
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I
The coefficient, a, can be determined using the normalization equation. Taking the 
derivative of the normalization equation with respect to a gives
/ [ A f lM  + M r dM M + M W dx
da da da
(37)
Terms can be combined to give
M W dx • =
dM
da f 2 da
To find a , substitute Equation 38 into Equation 35. The result is
h } - W r [M]{V}
(38)
(39)1a  = —
c
dM
2 da
It should be noted that there are many methods available for calculating eigenvector 
derivatives and that Nelson’s method is not always adequate when there are double 
eigenvalues. An alternative method proposed by Ojalvo72 is effective in the cases 
involving double eigenvalues.
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Chapter IV
Numerical Evaluation
4.1 Sample Problem
The sample case used for evaluating the methods described in the previous section is a 
low aspect ratio fighter wing. The planform of the wing is shown in Figure 4. The 
structure of the wing is built up of shear, membrane and rod elements and is cantilevered 
at the root. The structure is made completely from aluminum with 12 spars and four ribs. 
The airfoil section of the wing is NACA 0004. A picture of the finite element model of
the wing is shown in Figure 5.
The wing was modeled in ASTROS using 235 finite elements. Thicknesses of these 
elements are all potential design variable?. Using all 235 elements would result in
undesirably long run times and would be inconsistent with the detail if the structural and 
aerodynamic representations. Thus the number of design variables was reduced to 5 using 
heavy design variable linking. The reduction in the number of design variables greatly 
reduced the run time for the full scale model and did not qualitatively change the
aeroelastic behavior.
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Figure 4 - Wing Planform
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The aerodynamic panel model of the wing was kept simple to reduce run times; the 
aerodynamic representation of the wing used a 6 x 6 panel grid. The wing section is 
symmetric, so no camber effects were included in the analysis. Thickness effects were 
assumed to be insignificant and are not modelled either. The aerodynamic box pattern
is presented in Figure 6.
Element sizes for the wing were determined by designing the wing for minimum mass 
using a flutter constraint. ASTROS51 was used for the design. A flutter velocity of not 
less than 10000 in/sec was specified at a Mach number of .85. Heavy design variable 
linking was used to assign five design variables for the wing. After an optimized design 
was obtained, the Mach number was varied to find a matched point flight condition. The 
matched point was determined to be Mach .75 at sea level. The first four normal modes 
were used for the flutter analysis. The modal participation factors for the flutter point are
given in Table 1.
Table 1
Modal Participation Factors at Flutter Point
Mode Real Imaginary Magnitude Phase (deg)
1 .9764 0.00 .9764 0.0
2 .20745 -.0494 .2132 -13.4
3 -.01728 .0309 .0354 119.2
4 .00403 00002 .00403 .28
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Figure 5 - Wing Finite Element Model
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The flutter mode is assumed to be a summation of in vacuo normal modes multiplied by 
complex scale factors. These complex scale factors are the modal participation 
coefficients. The magnitude of the modal participation coefficient of a particular mode 
is a measure of the extent to which that mode contributes to the flutter mode. It is typical
for the magnitude of the modal participation coefficient to decrease as the mode number 
increases. When the participation coefficient for a mode is small, that mode may be 
eliminated from the analysis with little effect on the results. It is apparent from the very 
low magnitude of the modal participation coefficient that the fourth mode does not 
contribute significantly to the flutter mechanism. The magnitudes of the participation 
coefficients for higher modes are also small. Thus, only the first three normal modes are 
included in the remaining analyses. The first three natural frequencies are presented in 
Table 2. The first three mode shapes are presented in Figures 7, 8 and 9 respectively.
Table 2
Natural Frequencies of Full Scale Wing
Mode Frequency (hz)
1 3.58
2 11.35
3 14.96 ,
At Mach .75 the flutter velocity was 820.5 ft/sec and the flutter frequency was 5.81 hz.
The V-G plot resulting from this analysis is presented in Figure 10. The V-co plot
resulting from the flutter analysis is presented in Figure 11.
61
62
23
Figure 8 - Full Scale Wing Mode Shape 2
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Figure 9 - Full Scale Wing Mode Shape 3
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4.2 Determining Structural Parameters
An aeroelastically scaled model was designed to model the flutter characteristics of the
low aspect ratio fighter wing described above. The scale factors were determined without
a specific wind tunnel in mind. It was assumed that the geometric scale factor was 1/10.
The velocity and density ratios were both assumed to be unity. Thus, we have a 1/10 
scale model which will be run in a wind tunnel at Mach .75 with sea level air density.
The scale factors are presented in Table 3.
Table 3
Wing Model Scale Factors
Length
Stiffness
Frequency
Mass
1/10
1/10
10
1/1000
A subset of grid points from the full scale finite element model was used to develop a 
finite element representation for the scale model. The assumptions was made earlier that
the model structure would be a collection rof constant cross section beams which run
between the geometrically scaled grid point locations from the full scale wing. There is 
no guarantee that any chosen model geometry can reproduce the desired stiffness and 
mass properties. The more elements which are present in the model, the more design 
variables are created. Each additional design variable adds a dimension to the design 
space which may be searched and increases the likelihood that the desired stiffness and
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modal properties can be duplicated. Initial model representations used very few elements. 
Initial design studies showed, however, that the desired stiffness properties could not be 
duplicated. Adding additional elements to the subscale model structure greatly increased 
the accuracy with which the desired stiffness properties could be matched. The resulting 
finite element representation of the beam lattice model structure is presented in Figure 12. 
It is this model which was used for the studies presented here.
It should be noted that the beam lattice structure for the subscale model was chosen for
ease of manufacture. The methods presented here are general and may be applied to any 
type of structure which can be accurately described with a finite element model.
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4.2.1 Stiffness Design
The first step in the design process for the structure is to determine the element cross-
sections such that the stiffness distribution of the model matches the scaled stiffness
distribution of the full scale wing. As described above, elements of the flexibility matrix 
are used to form an objective function, constraints or both. To match the stiffness
characteristics exactly, every element of the flexibility matrix would be needed. To do
this, though, would result in an extremely large and possibly overconstrained problem. 
It has been shown that using the columns of the flexibility matrix corresponding to a 
small number of points can result in a design which has the correct stiffness
characteristics59'61.
Four columns of the flexibility matrix have been chosen to be used in designing the
stiffness scaled model. They correspond to vertical displacements at points 14, 17, 21 and 
22. These points are respectively mid span leading edge, mid span trailing edge, tip 
leading edge and tip trailing edge points. The model flexibility coefficients are greater
by a factor of 10 than the full scale wing coefficients. This is due to the stiffness scaling 
relationship presented in equations 11 and 12.
The desired displacements of the stiffness scaled model due to a unit vertical load at point
14 are presented in Figure 13. The desired displacements of the stiffness scaled model
due to a unit vertical load at point 17 are presented in Figure 14. The desired
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displacements of the stiffness scaled model due to a unit vertical load at point 21 are 
presented in Figure 15. Finally, The desired displacements of the stiffness scaled model 
due to a unit vertical load at point 22 are given in Figure 16.
Initially, all four load conditions were used for the stiffness design of wing model 1. An 
initial design was chosen without using any calculations, since one goal was to allow an 
essentially arbitrary initial design. The error function for the initial design was 
approximately 25.6. The scaling factor, k, was chosen to be 104 and was unchanged for 
all remaining calculations. Aluminum was originally chosen for the material, but 
preliminary runs showed that some of the element sizes were too large to be practical. 
Thus, steel was used for the remainder of the design effort. The initial design is given in
Table 4.
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Table 4
Initial Design For Wing Model
Beam Width (b) Height (h)
1 .200 .52
2 .200 .57
3 .200 .56
4 .200 .46
5 .200 .37
6 .200 .27
7 .200 .52
8 .200 .56
9 .200 .46
10 .200 .37
11 .200 .27
12 .200 .43
13 .200 .43
14 .200 .35
15 .200 .35
16 .200 .38
17 .200 .31
18 .200 .22
19 .200 .35
20 .200 .31
21 .200 .22
22 .200 .22
23 .200 .22
24 .200 .24
25 .200 .18
26 .150 .22
27 .150 .18
28 .150 , .14
29 .150 .14
30 .150 .14
31 .150 .14
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4.2.1.1 Comparison Of Methods
For the first four strategies, initial convergence was fast. It slowed considerably, 
however, as an optimal design was approached. From the initial design, it was typical 
for the error function to be lowered by an order of magnitude in a few iterations. 
Lowering the error function from 2 or 3 to an acceptable final value (something on the
order of .05) often took dozens more iterations. This combined with the fact that ADS
does not stop until it satisfies its own termination criteria meant that the optimization
process was not a fast one. This limitation was thought to be acceptable since the task 
at hand is not a production task, but one which crops up fairly infrequently. In such a 
case, getting the best possible answer is more important than getting an acceptable answer 
quickly. The five different design strategies were described earlier. For clarity, they are
presented in Table 5.
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Table 5
Stiffness Design Methods
Strategy Method Objective Function CConstraints
1 unconstrained
minimization
displacement error 
function
none
2 modified feasible 
directions
mass displacements
3 exterior penalty 
function
mass displacements
squared
4 exterior penalty 
function
displacement error 
function
displacements
squared
5 compound scaling displacement error displacements
function
At this point in the discussion, it is customary to plot the objective function vs the 
number of iterations. These plots are omitted here because of problem in defining an
iteration. The optimization methods used in approaches 1-4 require an analysis for each 
design cycle and a gradient calculation only periodically. The compound scaling routine
requires an analysis and a gradient calculation for each design cycle.
r
Method 1 produced good results as measured by the final value of the objective function,
but had extreme problems satisfying the ADS exit criteria. The final objective function 
was .0883. The initial convergence was quick; the objective function was reduced from
25.9 to .094 after 1 gradient calculation and 5 analyses. The convergence after this point, 
however, was negligible. The final design was reached after 570 analyses and 37 gradient
calculations.
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A notable feature of the final design was that many of the design variables were 
unchanged from the initial design. This was due to the fact that the only design variables
which were modified were the one which corresponded to the largest terms in the
objective function gradient. There were no constraint surfaces to bump into, so if a 
design variable had little effect on the objective function, it was changed very little.
Methods 2 and 3 were developed to evaluate optimization strategies used in MSC
NASTRAN and ASTROS. Both programs use mass as the objective function and both
allow displacement constraints. Mass is not the desired objective function, so the 
assumption must be made that the lightest structure is the most flexible one. If this were
true, the lightest structure would exactly satisfy a complete set of maximum displacement
constraints. In the course of testing methods 2 and 3, it became clear that the fewer the
number of load paths, the more reliable this assumption became. As the number of
possible load paths increased, instances in which this assumption was not completely
adequate became more common.
A basic problem with methods 2 and 3 is that the quantity being minimized is not the one 
which has been defined as determining the optimal design. In many cases during the 
testing of methods 2 and 3, the final (lowest mass) design had a larger value for the error 
function than did some of the intermediate designs. In spite of the problems discussed
above, the final design produced using method 2 had a very low total error measurement 
of .0016. Reaching this result took 371 function evaluations and 29 gradient evaluations.
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Method 3 yielded a final error function .of .0307 and reached this result in 473 function
evaluations and 88 gradient evaluations.
One benefit of using mass as an objective function is that it drives the element widths to
the lowest possible values, lowering the structural mass. Small widths help ensure that
the length to width ratios of the elements are high enough that they can still be considered 
beams. Reducing structural mass is very important to model designers who often have
problems meeting the weight requirement which result from the scaling laws.
The results of method 4 are discussed in the next section. The behavior of method 5
differed qualitatively from the that of the other four methods. The compound scaling 
algorithm was evaluated here for two reasons. The first is that, for sample problems, it
has been shown to be able to find the feasible region in one or two iterations. The 
second is that in an earlier work60 on wind tunnel model design, a developmental version 
of the compound scaling algorithm was able to find the intersection of over sixty
constraints very consistently while Modified Feasible Directions wasn’t able to find the
intersection of more than 25.
The version of compound scaling available at the time of this work was less successful,
though. It was typical for the other four methods to converge very rapidly for the first 
10-15 design cycles and then converge very slowly after that. Method five converged
slowly throughout the run and did not produce a usable design. It should be noted that
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the algorithm used here was still under development and that previous versions of 
compound scaling63,64 worked very well.
The compound scaling method used here searches for the boundary of the feasible region 
and moves the design there in such a way that the objective function is reduced. When 
one or more of the constraints becomes active, the optimizer ‘pushes off from the 
boundary back into the feasible region and searches for the boundary again. This action 
produced two effects which made convergence poor. The first was that it was unusual
for more than a few constraints to be active at once; a good design has many, hopefully
all, of the constraints exactly satisfied. The second problem was that when the optimizer 
pushed off from the boundary, the objective function increased dramatically. It was 
typical for the error function to go from a value of 3 or 4 when one of the constraints was 
satisfied to 50 or 60 after it pushed off. The result was that the lowest error function 
obtainable with the compound scaling method was approximately 2.5, several orders of
magnitude higher than that obtainable with the other methods.
4.2.1.2 Final Stiffness Design
Overall, method 4 appeared to consistently yield the lowest final error function, so it was
used to design the test structure. Method 4 was used in an iterative fashion to ensure a
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producible design resulted. A preliminary design was produced using the initial design 
presented in Table 4. All beam heights were set at the maximum allowed by the 
aerodynamic envelope formed by the upper and lower surfaces of the wing. The final
error function was .0038. This was acceptable, however many of the element widths were
too small to be easily machined. The preliminary design was modified so that no element
widths were smaller than .050 inches.
Wherever element widths were increased, the element height was decreased so that the 
area moment of inertia remained unchanged. This was done so that the bending stiffness 
of the element normal to the plane of the wing was not altered and a complete redesign 
would not be required. After the necessary modifications were made, the result was used
as the starting point for another design cycle using method 4. This was done to ensure 
that the modifications to the element sizes did not adversely effect the error function.
This second design cycle also resulted in some elements which were too small to be
machined, so the element widths were increased where necessary. Again element heights 
were decreased so that area moments of. inertia remained unchanged. This time, 
modifications were minor enough that another design cycle was not necessary. The final 
design is given in Table 6.
While not used for the design of the test structure in this work. Method 1 was used in 
subsequent model design efforts to quickly move an arbitrary starting design to a point
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close to the optimum. This design was then used as the starting design for method 4, 
which converged more slowly, but consistently produced better designs.
It is necessary at this point to make some kind of comparison between the stiffness
characteristics of the final design and the desired stiffness characteristics. This was done
by preparing contour plots of the differences between calculated and desired
displacements due to unit loads at various grid points on the structure.
Initially, the four points previously identified (14, 17, 21 and 22) were used to make the 
stiffness design. Figure 17 presents differences in displacements over the structure due 
to a unit load at grid point 14. Figure 18 presents differences over the structure due to 
a unit load at grid point 17.
It should be noted that, since there are no external loads outboard of the grid points at 
which the loads were applied, there should be no spanwise curvature of the structure there 
either. Thus, the extent to which displacements outboard of an applied load are matched 
is a measure of how well the displacement slopes on the inboard section of the wing are 
matched. Figures 19 and 20 present differences in displacements due to loads at points
21 and 22.
One conclusion from the end of Section II was that the new method should be able to
accurately predict the response to loading conditions not used to design the structure.
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Figure 18 - Difference Between Desired And Predicted Displacements Due to A Unit
Load At Point 17
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Figure 20 - Difference Between Predicted And Desired Displacements Due To A Unit
Load At Point 22
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Loads at points 18 and 20 were not used in designing the model. It can be seen from the 
surface plots presented in Figures 21 and 22 that the agreement between desired and 
calculated displacements is very good. This is taken as an indication that a sufficient 
number of unit loads were applied to result in a correct overall stiffness of the structure.
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Final Element Sizes For Stiffness Design of Wing Model
Table 6
Element Width Height
1 .500 .520
2 .077 .520
3 .050 .258
4 .062 .460
5 .119 .370
6 .118 .270
7 .452 .311
8 .050 .530
9 .125 .269
10 .050 .251
11 .493 .270
12 .050 .325
13 .135 .430
14 .086 .350
15 .123 .350
16 .141 .380
17 .182 .310
18 .211 .220
19 .213 .350
20 .050 .215
21 .486 .220
22 .103 .220
23 .068 .220
24 .089 .240
25 .076 .150
26 .178 .220
27 .162 , .175
28 .050 .080
29 .124 .140
30 .084 .140
31 .050 .069
91
4.2.2 Mass Design
During the experimental effort to validate the analytical results, frequencies and mode 
shapes of the bare structure will be compared to the predicted values. They will be used
as a measure of how well the test article duplicates the mathematical model of the 
structure. The first three predicted natural frequencies of the bare structure are presented 
in Table 7 along with the scaled natural frequencies from the full scale wing.
Table 7
Predicted Natural Frequencies of Model Before Mass Balancing
Mode Frequency (hz) Desired Frequency (Hz)
1 76.42 35.8
2 216.7 113.5
3 246.7 149.6
It can be seen that the frequencies of the model structure before mass balancing are 
significantly higher than the desired values. This, along with lower than desired final 
weight indicate that there is room to mass balance the wing model. The first three normal
mode shapes for the structure before mass balancing are presented in Figures 23, 24 and
25.
The element sizes have been determined such that the structure has the desired stiffness
characteristics. Now the values of the concentrated masses must be determined so that
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the resulting system has the desired frequencies and mode shapes. Two methods were
evaluated for sizing the concentrated masses. The methods are outlined in Table 8.
Table 8
Mass Design Methods
Method Objective Constraints Optimizer
1 Frequency 
Error Function
None Unconstrained
Minimization
2 Mode Shape 
Error Function
Frequency 
Squared, 
Total Mass
Interior
Penalty Function
Design method 1 was found to be unacceptable; it consistently gave designs with the 
incorrect total mass and with unrealistic mass distributions. The assumption behind
method 1 was that, if the stiffness was correct and masses were sized such that
frequencies were correct, it should follow that overall mass and mode shapes should be
correct. This is true if complete scaled stiffness and modal information is available.
Consider the familiar eigenvalue equation
[K] {%} = o 2[M] {%} (4°)
The mass matrix, [M], can be written as the sum of the initial guess and the correction
terms
[/C]{x] =to2([M] + [AM]) {%} (41)
In the case of complete information, the only unknown term in the previous equation is 
[AM]. The preceding equation can be written as
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(42)t a m ] w  = _ L m - » )  
co2
which forms a system of equations of n equations and n2 unknowns. If all eigenvalues 
are known and all eigenvectors are known completely and are orthogonal, the unique
value of [AM] can be determined. These restrictions are unrealistic. Furthermore, even
if complete modal information is available, the computed [AM] may not be useful. 
Adding concentrated masses to the structure changes only the diagonal terms of the mass
matrix. It would be extremely difficult to place distributed masses on a structure such
that off-diagonal terms of the mass matrix were modified. Such would require masses
which connected two or more grid points without changing the stiffness of the structure. 
An alternate approach would require that the effect of the added mass on the stiffness of 
the structure were accounted for during the stiffness design process. This may be possible
if mass and stiffness design were integrated into a single step.
Since, for this work, only the diagonal elements of the mass matrix can be modified, a
unique solution to the model design problem is impossible, the necessity of finding an
approximate solution suggests that an optimization-based method is required.
In testing the computer program, it became apparent that the frequency error function
used as the objective function had many local minima. It was common for the optimizer
to hit a local minima fairly quickly and get stuck on a poor design. Furthermore, the
method had a tendency to vary the values of a small number of masses on the structure
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and leave the remaining ones largely unchanged. It was common for inboard grid points 
to remain unchanged since deflections were low there and changing them had little effect 
on the frequencies. One check used to determine whether the optimization process was 
producing a consistent final design was to start with varying initial designs and compare 
the final designs. It was found that relatively small changes in the starting design resulted 
in very large changes in the final design.
The absolute test of whether this mass design method worked was to perform a flutter
analysis using the previously determined stiffness design and a mass design from method 
1. An initial mass of .001 lb-sec2/in was specified for all masses in the wing. The first 
three natural frequencies of the resulting design are presented in Table 9 along with the 
desired frequencies.
Table 9
Natural Frequencies of Model Using Mass Design Method 1
Mode Desired Freq (Hz) Calculated Freq (Hz)
1 35.8 31.48
2 113.5 121.7
3 149.6 . 149.9
A flutter analysis of the beam lattice model using the element sizes from Table 6 and the 
masses from Table nn above predicted no flutter points below 1083 ft/sec (roughly the 
speed of sound at sea level). The object was to find a more robust method than this, so
the second method was evaluated.
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Design method 2 was more successful. The addition of a total mass constraint had the
effect that, as outboard masses were varied to alter the frequencies, the inboard masses
had to change to maintain the correct overall mass. Flutter may be thought of as an
energy transfer mechanism in which kinetic energy in the flow in converted to kinetic 
energy in the wing. If the mass of the scaled model is incorrect, correct flutter response 
would require a change in the kinetic energy of the wing. As an example of this effect,
a flutter analysis of the full scale wing was run with the elastic modulus and mass of the 
material doubled. The ratio of mass to stiffness and, thus, natural frequencies of the wing
are unchanged. The resulting flutter velocity, however, is 1074 ft/sec with a
corresponding flutter frequency of 5.94 Hz. The flutter speed of the unmodified full scale 
wing is 820 ft/sec and flutter frequency is 5.81 Hz. While the frequency changed very 
little (about 2%) the computed flutter velocity increased by 31%.
The convergence was much faster for the mass design problem than for the stiffness 
design problem. The exit criteria was satisfied after 43 analyses and 8 gradient 
evaluations. Furthermore, the total mass of the final design matched almost exactly the 
desired value. The total mass of the final design was .00461 lb-sec2/in and the desired 
value was .00460 lb-sec2/in (2.97 lb). Desired mass was determined by adding the 
structural and non-structural masses and multiplying the total by the mass scale factor of 
1/1000. Table 10 presents a comparison of the desired vs the calculated frequencies for 
the passive model with tuning masses added.
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Table 10
Summary of Calculated Vs Desired Natural Frequencies
Mode Calculated Specified
Frequency (hz) Frequency (hz)
Difference (%)
1 36.883 35.810 3.0
2 115.35 113.525 1.6
3 147.41 149.62 -1.5
An initial value of .000125 lb-sec2/in was specified for all of the masses on the structure. 
The final values of the concentrated masses are presented in Table 11. Masses are in 
slinches (lb - sec2 / in).
Table 11
Concentrated Mass Values of Final Design
Mass Number Grid Point Mass Value
1 7 .00009885
2 8 .00009841
3 9 .00009768
4 10 .000100
5 11 .0001039
6 12 .0001107
7 13 .00008297
8 14 .0001037
9 15 .0001247
10 16 .0001515
11 17 .0001510
12 18 .0001149
13 19 .0001274
14 20 .0001285
15 21 .0001237
16 22 .0001215
The first three calculated mode shapes are presented in figures 26, 27 and 28. The tuning
masses changed the frequencies noticeably, the mode shapes changed very little.
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4.2.3 Flutter Analysis of Wing Model
The true measure of whether a flutter model had been correctly designed is how well its
flutter characteristics duplicate those of the full scale wing. Not only must the model 
have the correct flutter velocity and frequency, the mechanism must also be correct. A 
flutter analysis was carried out on the final subscale model design (Masses presented in 
Table 11 and element sizes presented in Table 6). The subscale model analysis used the 
same Mach number, reduced frequencies and aerodynamic box pattern as was used in the 
analysis of the full scale wing. Table 12 presents a comparison between the desired and 
calculated flutter velocities and frequencies.
Table 12
Desired Vs Predicted Flutter Parameters For Low AR Wing Model
Parameter Desired Scaled Value Predicted Value
Flutter Vel (in/sec) 9846 9109
Flutter Freq (hz) 58.1 58.1
A measure of whether the correct flutter mechanism is being predicted is to compare the 
modal participation coefficients for the flutter mode. Table 13 presents modal 
participation coefficients predicted for the model flutter mode. These values can be 
compared to those presented in Table 1 for the full scale wing.
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Table 13
Modal Participation Coefficients For Low AR Wing Model
Model Full Scale
Mode Real Imag Mag Phase Mag Phase
1 .9799 0.00 .9779 0.0 .9764 0.0
2 .1907 -.0437 .1956 -12.91 .2132 -13.4
3 -.00973 .0382 .0394 104.3 .0354 119.2
Another measure of whether flutter characteristics are being accurately predicted is to 
compare V-G and V-to plots. The V-G plot for the wing model is presented in Figure 29. 
The V-co plot is presented in Figure 30. Note that mode switching has occurred in the
V-G plot and that the correct branches are added with dashed lines.
The flutter results and modal participation coefficients (both phase and magnitude) at
flutter are very close for the model and full scale wing. The V-G and V-Q plots are not 
exact copies of each other, though. The second and third modes on the V-G plot cross 
slightly earlier for the model than for the full scale wing. Also, separation between mode 
3 and the other two on the V-Q is slightly greater for the full scale wing than for the
model. These differences are very small, probably resulting from the slight differences
between the desired model characteristics and those achieved.
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Figure 30- V - Q  Plot For Wing Model
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Chapter 5
Experimental Validation of Analysis
The investigation has so far has been all numerical. However, an experimental effort was 
performed to check the analytical results. The finite element model used for the analyses 
so far has been very simple and, at first glance, there seems to be little need for
experimental verification of the results. However, there are several problems involved 
in fabricating a real world structure from the beam lattice finite element model.
A sample model structure was fabricated from 4130 steel plate for static and dynamic 
testing. A clamped boundary condition at the wing root was achieved by bolting the wing 
into a very heavy steel test fixture. Two different series of tests were performed on the 
model: a static test to measure the stiffness characteristics of the wing and a dynamic test
to measure the natural frequencies and mode shapes of the wing before and after mass 
balancing. All testing was done with laser interferometric methods.
The beam lattice finite element model of the structure uses mathematically ideal beam
elements. Some of the assumptions used in deriving the beam elements are not strictly
borne out in the actual structure. The most notable potential discrepancy is at the joints.
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In the mathematical model, the beam elements are line segments with no cross-sectional
area. Thus, they come together only at the grid points. In a real structure, however, the 
elements have width and height and intersect at some radius from the grid point location.
Furthermore, the structure was machined on an end mill with .250 inch diameter cutter.
So, any intersection of beam elements also has a .125 inch radius. See Figure 31 for an
illustration of a typical joint.
Ideal
Figure 31 - Idealized Vs Actual Joint
Another problem with joints is that the height of the different beams coming together is
not usually the same. Thus, some standard means had to be developed for determining
the height of the material in the joint area. The solution eventually settled on was to mill 
the joint area off at the height of the highest element at the joint. The other elements
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were milled to the correct height, but the cutter was stopped when it got to within .125
inches of the grid point location for the joint.
The result is that there is an excess of material at the joints. This makes the area near
the joints stiffer than predicted by the simple finite element model used so far. It also 
makes the mass of the area near the joints difficult to quantify. The basic objective of 
the stiffness and modal testing was to determine how much these differences in joint
characteristics affected the stiffness and modal characteristics of the structure.
Another potential source of errors is that the finite element model assumes the structure 
to be symmetric about the midplane of the wing. However, the structure was machined 
with one side being flat. While this makes the wing slightly asymmetric, it greatly
reduces manufacturing problems. A picture of the wing is presented in Figure 32.
The most immediately quantifiable source of error in getting experimental data is error
in manufacturing the test structure. Desired element widths and heights were specified 
to three decimal places, but problems with the lighter elements flexing during the
machining process meant that the elements are not all exactly of the design sizes. Table 
14 presents the specified and measured dimensions of the beam elements. The
manufacturing errors are small and were assumed to be negligible.
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Figure 32 Test Structure Before Installation in Mounting Fixture.
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Table 14
Specified vs Measured Element Sizes
G1 G2 Design
Width
Measured Design Measured
HeightWidth Height
1 7 .500 .51 .520 .53
2 8 .070 .09 .520 .52
3 9 .050 .07 .258 .26
4 10 .062 .07 .460 .46
5 11 .119 .13 .370 .38
6 12 .118 .13 .270 .27
7 8 .452 .47 .311 .31
8 9 .050 .06 .530 .53
9 10 .125 .13 .269 .27
10 11 .050 .07 .251 .25
11 12 .493 ■ .50 .270 .27
7 13 .050 .07 .325 .33
8 13 .135 .14 .430 .43
13 14 .086 .09 .350 .35
9 14 .123 .13 .350 .35
10 15 .141 .15 .380 .38
11 16 .182 .19 .310 .31
12 17 .211 .22 .220 .22
14 15 .213 .22 .350 .35
15 16 .050 .06 .215 .21
16 17 .486 .50 .220 .22
14 18 .103 .12 .220 .22
15 18 .068 .09 .220 .22
16 19 .089 .11 .240 .24
17 20 .076 .08 .150 .16
18 19 .178 .19 .220 .22
19 20 .162 .18 .175 .18
18 21 .050 .06 .080 .09
19 21 .124 .14 .140 .15
20 22 .084 .09 .140 .14
21 22 .050 .06 .069 .07
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5.1 Mounting Fixture
In most testing situations, the mounting fixture is not an object of much attention. 
Previous work with laser interferometry experiments has shown that a poorly designed 
mounting fixture can be a source of many headaches. The basic problem is that it is 
common for holography tests to assume a clamped boundary condition, but actually 
achieving a clamped boundary condition is very difficult. Laser measuring techniques are 
so sensitive that extremely small deformations in the clamping fixture can be detected. 
Furthermore, this sensitivity allows the effect of imperfect boundary conditions on 
structural behavior to readily detected. The solution is to make the fixture very stiff and 
very massive.
The fixture used for this series of tests was designed for the work presented in References 
59, 60 and 61, but was thought to be well suited to the present work as well. It is made 
of 1 inch steel plate joined together with hardened 3/8 inch bolts. The test specimen is 
sandwiched between two heavy plates joined by 1/4 inch hardened bolts. The general 
arrangement of the test structure and mounting fixture is shown in Figure 33. A picture 
of the test structure installed in the mounting fixture is presented in Figure 34.
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Figure 33 - Test Structure and Mounting Fixture
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5.2 Static Testing
5.2.1 Static Test Procedure
The first set of experiments measured static deflections of the structure. Two types of 
static tests were conducted. In the first test, a deflection was applied to the structure with
a pointed probe attached to a fine thread micrometer. A picture of the setup is presented
in Figure 35. In the second, a known load was applied to induce a displacement. When 
only a known displacement is applied, the resulting displacement elsewhere on the
structure must all be normalized for comparison with other enforced displacement tests. 
Only when a known load is applied can an absolute comparison be made between
different tests.
One of the strengths of the laser measurement techniques used for this work is the 
extreme sensitivity of measurements. Deflections of a few tens of micro-inches are easily 
resolved. This sensitivity can also be a problem. Known deflections must be applied to 
the structure with a fine thread micrometer. If the deflection is too large, the holographic 
image will literally be black with fringes. A bigger problem is applying a known load
of the magnitude required for laser interferometric measurements. Static tests on model 
structures typically involve suspending weights on the order of a pound or two from the 
structure and measuring the resulting deflections. With laser methods, however, the
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Figure 35 - Test Structure in Mounting Fixture With Probe Assembly
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required deflections are so small that weight on the order of a few grams are often 
needed. There are definite problems with applying a load this small with accuracy.
The desired method would be to design a fixture in such a way that the weight could be 
simply hung from the structure. This is not practical for the tests here because the laser 
and associated equipment are set up on a very heavy table with the beam horizontal and 
the plane of the wing vertical. The whole setup would have to be rotated 90 degrees so 
that the wing was horizontal and the beam looked down vertically on it.
Another obvious possibility would be to hang the weight over a pulley by a fine piece of 
string. The problem is that the friction in the pulley would likely be on the order of the 
weight being used. The option finally settled on was to hang the weight by a piece of 
string running over a support suspended on a knife edge. The arrangement is shown 
schematically in Figure 36.
The knife edge reduces friction to very low levels and allows very small loads to be 
transmitted accurately. The fixture was fabricated from steel and proved to have very low
friction, but also relatively high inertia. The balance assembly was found to be able to 
swing for 5 to 10 minutes when the string and weight were not in place.
A simpler, and ultimately more successful, approach for applying small loads was
suggested by Dr R. Pryputniewicz. It uses light string suspended from a rigid support at
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Figure 36 - Schematic of Knife Edge Balance
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a 45 degree angle to take the place of the knife edge balance. It is shown schematically
in Figure 37.
Deflections were applied at six different points on the wing: grid points 14, 17, 18, 20, 
21 and 22. Due to limited testing time and experimental problems, loads were applied 
only at points 17, 20, 21 and 22. A hologram was made for each of the test points. The 
quality of the images varied, but usable data could be extracted from most of the images.
In a few cases, however, the resolution of the fringes was too poor get useful data.
The first set of tests used an applied deflection. Typical test procedure was to set the 
probe up so that it contacted the plate at the correct point and allow 10-15 minutes for 
slippage and for vibrations to die down. The first exposure was made and then a full turn 
applied to the micrometer. After a minute or two for vibrations to die down, a second
exposure was made.
The second set of static tests applied a known load to the structure. The test procedure 
was to set up the load fixture with both a tare load and a differential load being applied. 
10-15 minutes were allowed for vibrations to damp out before the first exposure was
taken. Then the differential load was removed and 5 minutes allowed for vibrations to
damp out before the second exposure was taken.
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Figure 37 - Schematic of String Load Fixture
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Experience gained over several days of trying showed that the knife edge fixture could 
not be reliably used to apply loads. It was proved impossible to completely stop the 
balance assembly from swinging. Increasing amounts of time were allowed for vibrations 
to damp out, but air currents in the room and vibrations in the building kept the balance 
from being perfectly stationary. The result was that the deflection was changing while 
the shutter was open and the fringes came out too blurry to be used.
The string system proved to be much more workable, but only after some means was 
found for damping out swinging motion of the weight. Initially, the tare weight was 
partially submerged in a cup of water, but damping was still not adequate. Finally, the 
tare weight was partially submerged in a cup (actually a hamster dish) filled with 
glycerin. This combined with 5-10 minute waiting periods before the exposure resulted 
in clear fringe patterns.
Another problem encountered was that different weights were needed depending on where
the load was being applied. The objective was to have 10-20 fringes along the rear spar, 
so a relatively large load was applied to tho inboard point. The load was decreased as
the load application point moved outboard. The loads and application points are
presented in Table 15
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Figure 38 - Load Application Using String Arrangement
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Table 15
Loads And Application Points
Number Weight (gm) Grid Point(s)
1 22.44 17
2 10.09 20
3 6.18 21, 22
5.2.2 Static Test Data Reduction and Results
A hologram containing fringe patterns was produced for each test case described above.
The hologram were then processed electronically to obtain numerical values for fringe 
orders and locations along the spars. Previously, deflection data has been presented in
the form of contour plots. This was not possible for the experimental data, since the
holograms were not always of high enough quality to allow fringes to be counted
everywhere on the structure. Instead, plots are presented which show experimental
deflection along the wing spar compared to deflections predicted by the finite element
model.
The electronic processing was done using a specialized computer system. The hardware 
consists of an Everex 486/33 PC with a video camera system and second monitor for 
display of the video images. The software was a package called Optimas which runs 
under Windows 3.0/DOS 5.0. Optimas is a very sophisticated image processing package
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which allows the user to scan in images, process the images to highlight desired features
and extract quantitative data from them.
Image processing ranged from simple brightness and contrast changes through pixel 
averaging schemes to 2-d Fast Fourier Transforms. Very little processing of this type was
done on the images produced for this effort. In one case, however, a poor reconstruction
was improved by averaging scanning the image four times and averaging the results the
form a single image of much higher quality.
For this effort, the true value of Optimas lay in data collection. The data collection
process was as follows. Each image was scanned into the computer and stored as a 
Tagged Information File Format (TIFF) file. The first step was to scale the image on the
screen. To do this, a line is drawn joining two known locations on the wing and a length
input. The points used for scaling were the root and tip of the trailing edge. Optimas has
the ability to count light and dark fringes along some specified line, so the next step is
to draw a line on the image. This is done by using the mouse to mark endpoints. When 
this is done, a plot of luminance versus distance is generated and the fringe locations 
marked automatically on the image.
There are various parameters which can be modified to make sure all the fringes are 
marked. In addition, fringe locations can be marked manually using the mouse to click 
on the desired location. Finally a table containing locations of fringes along the line is
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written to the disk. The images were not clear enough for fringes to be counted along 
all the spars. Typically, data was collected for the three rear spars. For purposes of
terminology, the structure can be thought of as consisting of a leading edge and five
spars, with the fifth spar forming the trailing edge.
Correlation of test data raises the problem of what value should be assigned to individual
fringes. If the displacement of the structure is normal to the bisector of the angle formed
by the object beam before and after it is reflected off the object, an individual fringe
represents about 12.5 microinches displacement. However, the displacement of the 
structure is not normal to the bisector, so some correction must be made. A simpler
solution is to use a fringe as a dimensionless unit. For the cases in which a displacement 
was applied to the structure, correlation with the finite element model becomes simple.
An arbitrary displacement value is assigned for each fringe and the finite element results
are then normalized. If the displacement at the load point was measured to be 10 fringes, 
a displacement of .10 inches is applied on the finite element model and all displacements
are divided by .01 inches to non-dimensionalize the displacements.
It is not clear how much data should be presented before it starts to become redundant.
Deflections along the rear three spars due to loads applied at six points along the wing
are presented here. There was not enough resolution on most of the images to count 
fringes along the leading edge and the two forward spars are relatively stiff. Thus, it was
assumed that sufficient deflection information could be obtained from the rear three.
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Plots 40, 41 and 42 are deflections along spars 3, 4 and 5 due to a deflection applied at 
grid point 17. Correlation between analytical and experimental results is good in all three
figures. An interesting feature apparent in the plots is a change in curvature outboard of 
the loading point. This initially raised some concern over the experimental results, but
was also found to be present in the finite element results. The curvature change appears
to be due to the fact that the beam on which the load was applied is connected to several
others on which there are no loads placed.
Deflections along spars 4 and 5 due to a deflection applied at grid point 19 are presented
in Figures 43 and 44. Image quality on the hologram plate was poor for the area around 
spar 3, so no data for that area could be obtained. Correlation between analysis and 
experiment is extremely good for the remaining two spars. It is interesting to note that 
there is a slight change of curvature along spar 5 similar to that found in Figure 44.
Deflections along spars 3, 4 and 5 due to a deflection applied at grid point 21 are
presented in Figures 45, 46 and 47. Again, correlation is good between analysis and
experiment was very good with the two curves lying virtually on top of each other in all
three cases.
Deflections along spars 4 and 5 due to a deflection at grid point 22 are presented in
Figures 48 and 49. Correlation is good, but there is some discrepancy at the tip of spar
4.
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Figure 39 - Deflections Along Spar 3 Due To Deflection At Grid Pt 17
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Figure 40 - Deflections Along Spar 4 Due To Deflection at Grid Pt 17
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Figure 41 - Deflections Along Spar 5 Due To Deflection At Grid Pt 17
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Figure 42 - Deflections Along Spar 4 Due To A Deflection At Grid Pt 19
131
S
pa
n 
S
ta
tio
n 
(in
)
(siiun s6uuj) dsiQ
Figure 43 - Deflections Along Spar 5 Due To A Deflection At Grid Pt 19
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Figure 44 - Deflections Along Spar 3 Due To A Deflection At Grid Pt 21
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Figure 45 - Deflections Along Spar 4 Due To A Deflection At Grid Pt 21
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Figure 46 - Deflections Along Spar 5 Due To A Deflection At Grid Pt 21
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Figure 47 - Deflections along Spar 4 Due To A Deflection At Pt 22
136
S
pa
n 
S
ta
tio
n 
(in
)
(Siiun 96UUJ) dsia
Figure 48 - Deflections Along Spar 5 Due To A Deflection At Grid Pt 22
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The purpose of static testing is to show that the stiffness of the real structure matches that 
predicted by the finite element model in spite of excess, material at the joints, 
manufacturing errors and whatever other problems that might crop up. The results 
presented above have all been normalized, so that the stiffness has only been shown to 
match to within some constant multiplication factor. It was hoped that the results of 
applying a known load would show that the experimental and analytical results matched 
without having to resort to normalizing the results. However, the results of these tests 
differ by what appear to be a constant multiplication factor. What follows is a description 
of how holographic data was interpreted and a brief sample of the experimental results.
The previous deflection data has all been due to a deflection applied at some point on the
structure. A second set of deflection data was obtained, however, due to a known load
applied at various points on the structure. Obtaining numerical results from these tests 
is slightly more complex than it was previously. In this case, the deflection data cannot 
be normalized for comparison with analytical data. Thus, a dimensional distance must
be obtained for the deflection which results in a single fringe. This distance is a function 
of the wavelength of the illuminating beam and the geometry of the test setup. In order 
to get numerical results for comparison purposes, a correction must be made to the raw
numerical data obtained from the scanned image.
The deflections induced are normal to the plane of the structure. However, fringe lines 
are formed due to deflections along the bisector of the angle formed by the object beam
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as it is reflected off the structure. It is important to note that the angle made by the beam
reflecting off the tip of the structure is not the same as that reflecting off the root. 
Therefore, the correction factor varies along the span of the wing.
If the angle formed by the object beam was zero, Each fringe would correspond to a 12.5
microinch deflection. The true deflection is 12.5 microinches divided by the cosine of
the half angle made by the object beam reflecting off the structure. The difference in the 
object beam angle between the root and tip of the structure is small, so an average value 
of 14.5 deg was used, giving a half angle of 7.25 deg. The cosine of the half angle is
.992, so there would be a negligible change in the deflection values. Thus, each fringe
was assigned a 12.5 microinch displacement
The comparison between the analytical and experimental results was not as good as was 
hoped. There was a consistent difference between the two of about 25%. This difference 
was consistent in all the plots of displacement due to an applied load. Figure 50 plots 
displacement along spar 5 due to a load applied at grid point 22. This plot is 
representative of the results for the various load cases.
A significant amount of time was spent looking for an explanation for the difference in 
test data. Initially, the problem was to decide whether the difference was due to some 
error in test procedure or to increased stiffness of the test structure. Limited availability 
of the test facility prevented the static load test from being run again, but the test
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procedure was examined looking for some error in technique. The most apparent source 
of error was in the load application method
A simple test was performed to make sure the load was being applied to the structure 
correctly. A small static load was applied to a simple rectangular plate using the same 
string arrangement used in the second set of static tests on the wing. The rectangular 
plate was chosen since it is a very simple shape and modelling errors are not likely to be 
made. The plate was made of aluminum and was 5.00 inches long by 2.50 inches wide 
and .052 inches thick. The plate was cantilevered and the load was applied at the center 
of the tip. The load was provided by three small washers whose mass totalled .982
grams.
A simple finite element model was constructed to provide analytical data for correlation. 
The model had 10 elements arranged in a 5 x 2 element pattern. Analytical and
experimental deflections along the centerline of the plate were plotted on the same axes 
for comparison. Figure 51 shows deflections due to the load from the washers.
The correlation between the experimental and analytical prediction is good, but not exact. 
The slight difference could easily result from a minor difference in the elastic modulus 
of the material or the thickness of the plate. The conclusion is that the load application 
method used for the second set of static test data on the wing works well enough that it 
is probably not the cause of the difference between analytical and experimental results.
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Figure 50 - Example Static Deflections Of A Rectangular Plate
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If the experimental technique was good, the measured flexibility matrix should be
symmetric. A spot check was performed to see of this was the case. Two points were
chosen, point 17 (about mid span along the trailing edge) and point 22 (trailing edge tip).
A cubic spline fit of the experimental deformation data was made and the experimental
deflections normalized for a unit load. Results using both experimental and analytical
data are presented in Table 16. For these points, the measured flexibility coefficients are 
about as close as the calculated ones. Though, not conclusive, this is an indication that
the experimental technique was good.
Table 16
Flexibility Coefficients For Points 17 and 20
Disp at 17 due Disp at 22 due 
to load at 22 to load at 17
Experimental .00612 .00601
Calculated .0078 .00759
If the difference was not caused by experimental error, the next thing to be considered 
is modelling error. There are a limited number of sources of modelling error. A 
potentially significant one is joint stiffness. There is an excess of material around the
joints. In some cases, the excess is great enough that the beams involved are effectively
shortened. The stiffness of a beam is a cubic function of length, so a 7.7% decrease in 
length results in a 25% increase in stiffness. Several of the joints had enough excess 
material around them that the finite element representation was modified to include short 
rigid elements extending from the joint grid point to .25 inches from the grid point.
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There was slight increase predicted stiffness, but not enough to account for the difference. 
Another modelling error considered was a difference between the actual and assumed 
values of the Elastic modulus of the steel. No sample coupons were machined from the
material used to make the test structure, so the elastic modulus used was from a
handbook. The elastic modulus of steel alloys does not vary greatly, though, and it seem 
very unlikely that a difference as large as this could be accounted for this way.
The finite element input file was checked by hand to make sure that the element sizes 
were input correctly and that moments of inertia were input correctly. There were a few
minor differences, mostly due to round off, but nothing that would account for the
differences observed. The next step was to perform modal tests on the structure. Excess 
stiffness in the structure would show up in the form of natural frequencies being higher
than predicted.
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5.3 Modal Testing
5.3.1 Modal Characteristics Of Wing Before Mass Balancing
The video holography system was used to measure the first three natural frequencies and 
the mode shapes of the wing before the concentrated masses were added at the grid 
points. The Frequencies are presented in Table 15. Also presented are frequencies 
predicted by a finite element model of the beam lattice structure. It should be noted that 
this model was slightly more refined than the one used for predicting static deflections. 
This was thought necessary because the cubic polynomial shape functions used for the 
individual beam elements in the finite element model are exact representations of a 
deformed beam, but only an approximation of the mode shape of a vibrating beam 
element (which, for a continuous beam, contains hyperbolic functions). The model was 
refined by roughly doubling the number of spanwise grid points. The rigid elements at 
some of the joints described earlier were retained.
Correlation between analysis and experiment was very good. This indicates that the 
stiffness of the test structure is close to that predicted by the finite element model. The 
next step was to add concentrated masses and perform another modal test.
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Table 17
Measured Natural Frequencies of Wing Before Mass Balancing
Mode
Experimental 
Frequency (hz)
Predicted 
Frequency (hz) % Error
1 77.0 79.6 3.2
2 227.9 226.6 -.57
3 262.2 261.9 -.11
A hologram is presented for only one mode shape. There is so little surface area on the 
structure to reflect light that it is very difficult to identify fringe lines from a dynamic 
test. Figure 51 shows a hologram showing a node line and fringes of the third mode
shape since it was the clearest of the group. The white area near the root is a region 
where there is very little motion. The white area near the tip is the node line where it 
crosses some of the structure. The node line for this mode runs roughly parallel to the 
trailing edge from about the half span station outward. From the root to the half span 
station, it is roughly perpendicular to the root. The node line location compares well with 
the numerical prediction presented in Figure 22.
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Figure 51 - Third Normal Mode Before Mass Balancing
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5.3.2 Modal Characteristics of Wing After Mass Balancing
A set of balancing weights was machined to match the weights presented in Table 10 and 
attached to the wing at the joints. The specified and actual weights are presented in Table 
18. Modal testing was then done using the video holography system described earlier. 
The experimental and analytical natural frequencies are presented in Table 19.
Table 18
Specified and Actual Values of Balance Weights
Number Design Wt (gm) Measured Wt (gm)
1 1.730 1.70
2 17.231 17.05
3 17.104 17.05
4 17.527 17.32
5 18.193 17.95
6 19.383 19.15
7 14.530 14.24
8 18.158 17.94
9 21.835 21.67
10 26.527 26.28
11 26.440 26.24
12 20.119 19.94
13 22.307 22.19
14 22.500 22.43
15 21.660 21.46
16 21.274 21.09
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Table 19
Natural Frequencies After Mass Balancing
Mode Experimental
Frequencies
Computed
Frequencies
% Difference
1 39.54 37.87 -.87
2 127.3 118.7 -7.2
3 164.9 150.0 -9.9
The frequencies in Table 19 are slightly different from those in Table 9. This is because 
slightly different finite element models were used. The analytical frequencies presented 
here were generated using the refined model with rigid joints. The frequencies in Table 
9 were computed using a model which did not account for excess joint stiffness.
Agreement between test and analysis was not as good as it was before the masses were 
added. Agreement for the first mode was good, but it deteriorates as the frequencies get 
higher. Agreement for the higher modes not presented in the table was steadily worse
as frequency increased.
The temptation is to conclude that the structure is not too stiff and that the finite element 
model is not refined enough. If this were true, however, one would expect the analytical
frequencies to be higher than the experimental ones. The conclusion from this modal test
is that either the stiffness of the structure is too high or the mass is too low. The only
difference between the mass during this test and that during the previous modal test is the
balance weights. It has already been shown that they match the design weights very 
closely, so they are probably not the cause of the difference.
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The problem now is that there are four sets of data, two of which indicating the stiffness 
of the structure is as predicted and two which indicate the stiffness of the structure is too 
high. Leaving the problem at this stage is unacceptable; a more concrete explanation of 
the test results is necessary. Thus, an additional round of testing on simpler structures
was undertaken.
5.4 Simplified Model Structure
5.4.1 Testing Simplified Truss Structures
It became apparent from the static and modal testing performed on the model structure 
that the increased stiffness was a real effect that was not being accounted for in the finite 
element model. A number of possible sources of error were considered with no obvious
conclusion. Eventually, it seemed that the -best course of action would be to fabricate
some simpler structures and test them to try to isolate the error. Accordingly, two very
similar beam structures were fabricated from aluminum. Both had the same geometry,
the only difference being that one of them had varying element heights. A plan view is
shown in Figure 53. It is important to note that the structure with varying element
heights was machined so that one side was flat and the other was stepped. This was done
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to see if the asymmetry about the midplane of the structure was the cause of the
difference between analytical and experimental results.
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Figure 52 - Layout of Three Bay Beam Structure
The design of the simpler test structures was intended to remove as many extraneous 
effect as possible and allow study of a single possible culprit. To observe the effect of 
varying element height, one structure has constant element height and the other does not.
The comparison between analytical and experimental results for the two structures was 
intended to give an indication about whether modelling the different element heights is
the problem.
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To keep the geometry simple, there is no sweep and all elements are one of two widths. 
In addition, there are only nine elements in the structure. This was done to make 
modelling the structure as simple as possible, particularly if there was a need to use solid
elements.
Modal and static testing were both performed using the video holography system. For 
expediency, mode shapes were obtained using the video system rather than a photographic 
system. One of the concerns in selecting the element widths was to make sure there was 
enough surface area that the relatively low resolution video system would yield good 
images. On the previous model structure, there was very little surface area and getting 
good fringe information, even when using photographic methods, proved to be a problem.
The object of testing these two structures was to make a comparison with analysis and
find possible modelling errors. To do this, several different math models were developed. 
All used 6 DOF beam elements in increasingly refined meshes. The first used a single 
element for each bay. The second uses two elements per bay and the third uses four
elements per bay. The three models are presented in Figures 54, 55 and 56.
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Figure 53 - Single Element/Bay Finite Element Model
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Figure 54 - Two Element/Bay Finite Element Model
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Figure 55 - Four Element/Bay Finite Element Model
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5.4.2 Static Testing of Ladder Structures
As with the wing model structure, the first step in testing the ladder structures was static 
testing. Static test procedures for the ladder structures were similar to those used for the 
wing model except that the video system replaced the photographic setup. The string and 
weight arrangement was used for load application. The load was applied at the center of 
the tip cross piece. This was done to keep the loading symmetric about the centerline 
axis of the structure, thus eliminating torsional loading. The weight used was a single
small nut which weighed 3.0752 gm.
The first static test was performed on the even height structure. Figure 57 presents 
deflections along the upper beam due to a load applied at the tip as measured by 
experiment and calculated with the 4 element/bay finite element model. There is a slight
difference between the two results, but the agreement is good. The likely reason for the 
slight difference is that the excess joint stiffness was not modelled in the finite element
model.
The second static test was performed on the stepped structure. Figure 58 presents the 
deflections along the upper beam due to a load applied at the tip. Note that the difference 
between the analytical and experimental results is much more pronounced for this case
than for the even height structure. The only difference between the two structures is the
height of the elements and the fact that the second structure was not symmetric about the
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Figure 57 - Deflections Due to Tip Loading of Stepped Ladder Structure
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midplane. This is a strong indication that similar asymmetry in the wing model structure
was the cause of the increased stiffness recorded during static testing.
5.4.3 Modal Testing of Ladder Structures
Procedures for modal testing were similar to those used for the wing model except that 
the video system replaced the photographic system. Acoustic excitation was used for both 
structures. Table 20 presents the experimental and analytical natural frequencies for the 
even height structure. Analytical results are presented for the three different finite 
element models discussed above. The percent difference column presents differences 
between experiment and analysis using the 4 element/bay model.
Table 20
Natural Frequencies For Constant Height Structure 
Finite Element Results
Mode Exp 1 Element 2 Elements 4 Elements % Difference
1 (IB) 49.3 49.65 49.38 . 49.58 -.58
2 (IT) 221.8 217.5 203.2 213.6 3.7
3 (2B) 309.7 308.2 304.4 306.9 .90
4 (1T2B) 731.7 716.5 658.0 698.4 4.6
5 (3B) 825.7 820.7 812.8 813.0 1.5
Correlation between analysis and experiment is good. It is noteworthy, however, that
correlation is much better for the bending modes than for modes which have a significant
159
torsional component. It is assumed that this difference is due the approximation used for 
the torsional moment of inertia for the individual beam elements. The approximation was 
necessary because there is no closed form expression.
Natural frequencies for the stepped height structure are presented in Table 21. Since run 
times are short, only the 4 element/bay finite element model was used for these 
comparisons. Two different runs were made. The first modelled the varying element 
cross-sections but assumed that the structure was symmetric about the midplane. The 
second used offsets for the beam elements to model the asymmetry of having a step on 
one side but not on the other. The natural frequencies for the offset model are the same
as those for the model without offsets.
FEM (4 Elements) % Difference
Table 21
Natural Frequencies For Stepped Height Structure
Mode Exp
1 (IB) 65.3 65.20 .15
2 (IT) 253.8 241.7 4.8
3 (2B) 259.4 253.0 2.5
4 (1T2B) 609.1 574.1 5.7
5 (3B) 654.7 644.3 1.6
It is interesting to note that the correlation between analysis and experiment for the 
stepped ladder structure is basically as good as it was for the even height structure. At
first glance, one would expect that the frequencies for the stepped structure would be
higher than analysis by a larger percentage than for the even height structure. The fact 
that this is not true indicates that in addition to the stiffness effect that is not being
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adequately modelled, there is a compensating error in the mass modelling. The modal 
testing was repeated after tightening the bolts in the clamping fixture to make sure that 
the boundary conditions were as close to cantilevered as possible. The natural frequency 
data proved to be very repeatable with differences between tests being less than 1%.
In an effort to double check the results of modelling the structures with beam elements, 
the even height structure was also modelled using solid elements. Several different 
models were generated using increasingly refined meshes to check for convergence. The 
most refined model was very large, having about 2500 grid points. In all cases, however,
the modal results from the solid element models were unsatisfactory. Even for the most
refined model, the fundamental natural frequency differed from that of the beam models 
by about 40%. Even larger models are possible, but would require excessive computer
time for a limited benefit.
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Chapter VI
Summary and Conclusions
It has been shown, both numerically and experimentally, that mathematical optimization
techniques can be successfully employed in designing aeroelastically scaled wind tunnel
model structures. After a survey of system identification methods, a set of requirements
for a new method applicable to model design was determined. A number of optimization- 
based model identification methods were then developed and evaluated using a low aspect
ratio fighter wing model as a test case. The identification procedures have been
developed to make as few assumptions as possible, thus preserving generality. Finally,
extensions have been made to the passive structural design methods to include simple
feedback control systems and several possible solution methods suggested.
The methods developed here address the requirements of a useful, general identification
method in the following ways:
-Complete stiffness and modal information from the full scale structure is not 
required
-Methods are applicable to any linear structural model
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-The model structural representation may have any number of degrees of freedom
-An accurate initial design is not required
-System matrices are physically meaningful
-System matrices are symmetric
-Computed model mode shapes are orthogonal
-The methods generate enough information to fabricate the model structure 
-Generality is preserved so that new optimization routines can be easily substituted
-All design variables are physically meaningful parameters
-Both passive and active elements may be included in the model design
The design of the passive structure was separated into two discrete steps. In the first 
phase, elements are sized so that the stiffness of the structure matches some desired value. 
In the second, concentrated masses are sized so that the resulting system has the desired 
frequencies and mode shapes. Several different approaches were used for the stiffness 
design and most of them worked at one time or another. Method four gave the best 
results. It consistently converged to designs which had lower error function than the other
methods. Method five proved to be unacceptable. It did not consistently converge to a
usable answer and consistently gave designs with higher error function than the other
methods.
Both constrained and unconstrained optimization methods were evaluated for stiffness 
design of the passive model. The methods which used unconstrained minimization
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techniques appeared to show quick initial convergence and were relatively insensitive to 
the initial design. Alternatively, the methods which included constraints seemed to
converge to a better overall design more consistently. The approach which seemed to 
work the best was to use unconstrained minimization techniques initially and then use the 
resulting design as input for one of the constrained techniques.
Convergence was typically fairly quick at first, but slowed down greatly as the objective
function neared the final value. It was common to take a few hundred analyses and a few 
dozen gradient calculations to reach a final design. This performance would not be 
acceptable in a production environment where a large number of designs were needed. 
However, the model design process is one in which each job is unique, and the extra CPU
time needed for convergence is not considered a problem.
Mass design of the passive structure proved to be less difficult than did stiffness design. 
Two separate methods were developed and evaluated. The original mass design method 
matched only frequencies, using unconstrained minimization and a squared error function 
based on natural frequencies as an objective function. The rationale was that if the
stiffness characteristics are correct and the natural frequencies are correct, the mass must
be correct. This was unsatisfactory since the natural frequencies were not sensitive to the 
masses on the inboard part of the structure. By matching only natural frequencies, it was 
possible to match the desired number of natural frequencies closely, but have the wrong 
total mass. The mode shapes were qualitatively similar, but the node lines were not
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located accurately. The result was that the computed flutter results were not close to the
desired results.
The successful method used a constrained minimization method (Interior Penalty
Function) with an objective function made of a squared error function based on the 
eigenvectors. Squared frequency error and total structural mass were used to make up a 
set of constraints. Convergence was not always possible if the initial design was far from 
the final design. In practice, the initial design was changed by hand until the fundamental 
frequency was in the neighborhood of the desired value. The result was then used as the 
input for the mass design program.
A 1/10 scale structural model was built and tested to validate the new design methods.
There are some uncertainties involved in the step from the finite element model of the
scaled structure to the actual test article. Testing of a sample structure showed that the 
assumptions made in the mathematical modelling were not unreasonable. Two series of 
static tests were performed to measure the stiffness of the structure. The first measured 
the deflections of the structure due to applied displacements and showed the stiffness to 
be correct to within a constant multiplier. That is, when the two curves were normalized
to tip displacements of 1.00, the displacement curves were almost identical.
The second set of tests measured the displacements due to an applied load. The
correlation between the results of this test and the analytical prediction were not very
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good; there was constant difference between the two of about 25%. The difference was
shown to result from differences between the finite element model of the scaled structure
and that which was fabricated.
To identify the cause of the difference between experimental and numerical displacement 
predictions, two simple plane frame structure were fabricated. One had constant height 
elements. The other had varying element heights with one side of the structure being 
stepped and the other being flat. Experimentally derived displacement data agreed well 
with numerical predictions for the constant thickness frame and differed significantly for 
the stepped thickness frame. Since, the two specimens were identical but for the
thickness differences, it was determined that elastic offset was not being modelled
correctly.
Two sets of dynamic tests were performed. The first determined the natural frequencies 
of the bare wing structure without mass balance weights and the second determined the 
natural frequencies after the weights had been added. The experimentally determined 
frequencies of the bare structure agreed very well with analysis, particularly after the rigid 
joints were added to the finite element model. Results from the modal tests matched 
numerical predictions more closely before the tuning masses were added than after. Table
16 shows that the largest difference between test and analysis before the masses were
added was about 3%. After they were added, the maximum difference increased to about
10%.
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6.1 Possibilities For Further Work
The methods developed here worked well on the test case. There are issues which should
be addressed. These include:
-Convergence is too slow. This is tolerable for a specialized application like model
design, but not for a truly general method
-Repeated roots are not accounted for yet
-Mode switching may be a problem is the initial design is far from the final design 
-The equations of motion must be partitioned to allow for free-free boundary conditions
-Stress constraints were not addressed
Methods of addressing mode switching have been proposed and shown to alleviate some 
convergence problems. The problem of repeated roots has also been addressed. Citations
in the literature were presented earlier. The problem of stress constraints is not as
straightforward as it may initially appear.
A model with the correct mass and stiffness properties which will reach yield stresses 
during the course of a wind tunnel test is not of much use. Adding stress constraints to 
the design problem must be done carefully, however, because of the obvious relationship 
between displacements and stresses. If stress constraints were to be added to the design
process, it is quite likely that some shape optimization capabilities must be included as
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well. The only way to decrease stresses which maintaining the desired stiffness properties 
is to vary the geometry of the structure.
The last section in almost any research report suggests follow-on work and this one is no
different. In the course of doing this work, some obvious extensions have become
apparent. The first is a more systematic examination of the modelling problems
encountered with beam lattice structures such as the one used in this effort. A
comparison of different finite element modelling techniques and an examination of the
effects of joint stiffness would be good areas of concentration. Beam structures are used
extensively for low speed models, but can be deceptively difficult to analyze correctly.
A problem which was addressed in only a cursory way is that of choosing which of the
available grid points are necessary to successfully design the model structure. A small
subset was used for this effort and was chosen using a largely intuitive process. It may 
be possible to conduct an analysis to show whether the desired stiffness properties could
be modelled using the chosen structural geometry.
For any complete model design, it is necessary to examine the effect of adding an 
aerodynamic covering to the structure. This might consist of balsa or foam glued to the 
metal structure and sanded to the correct aerodynamic shape. This relatively soft material 
could then be skinned with some covering ranging from a flexible model airplane 
covering (like Monokote) to something more structurally significant like fiberglass. In
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any case, the aerodynamic covering will have an effect on the mass and stiffness 
properties of the complete wing and should be taken into account in the design process. 
It has been assumed here that the aerodynamic covering is light and flexible compared 
to the rest of the structure, but it would be helpful if some provision were made for cases
in which this is not true.
A problem which emerged was that the beam structures used in this effort might not 
always be light enough for a given stiffness. This is obvious from the discussion of
scaling laws. An effort was made to design the structure of an aeroelastic model of the
NASP wing made it more clear. The scaling laws required that the final model be very 
stiff and very light. It was found that a structure made of beams could not meet both
constraints. Accordingly, it would be useful if this method were extended to some type 
of structure which is lighter for a given stiffness than a beam structure. The two obvious
choices are a conventional built up structure and a composite sandwich structure
Two different approaches appear possible. In the first approach, the structure is assumed 
to form the aerodynamic envelope (stressed skin structure) and the skin thickness could 
be varied to change stiffness characteristics. In the second approach, the skin thickness 
is assumed to be constant and the wing thickness (distance between top and bottom skins) 
at various points on the wing is used for the design variables. This might make 
fabrication easier, but would require and aerodynamic covering over the structure.
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Another intriguing possibility is that of introducing shape optimization into the design 
process. The methods presented here do not alter the basic structural configuration 
proposed by the designer. While this is usually a guess and is almost certainly not the 
optimum configuration, no method has been developed for altering it in any rational way. 
Since the model is based on the discretized representation of the full size structure, the 
shape optimization process would have to make use of the discrete grid points available 
and model grid points could not be treated as continuous variables.
An alternative approach is to use a surface fitting technique to eliminate the dependency 
on scaling down the full size structure grid point locations. If this were the case, the grid 
point locations of the scaled model representation could be treated as continuous
variables.
The subject of complex eigenvalues and eigenvectors was not treated rigorously in this 
work, but is another source of follow on work. Any real structure has damping associated 
with it, even though it may be small. The ability to model such damping in a methodical 
way is of benefit. The addition of velocity feedback terms to the control system adds 
apparent damping. It is reasonable to expect full scale structures involving active 
structural elements to have complex response properties which would have to be 
duplicated by the aeroelastically scaled model.
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Concentrated masses were modelled by adding the mass values to the diagonal elements 
of the mass matrix. The mass balancing process would be more flexible, however, if  a 
method were developed to change the non-diagonal elements. In physical terms, this 
means adding a balancing weight which changes the effective mass properties at two grid 
points.
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Appendix A
Analytical Model Improvement Method Example Problem
The AMI update procedure mentioned previously is representative of many parametric 
update schemes and is presented here in more detail. The update process uses a Lagrange 
multiplier optimization approach to minimize error functions which express some measure
of difference between measured and analytical matrices. Variables in the optimization
problem are the individual elements of the analytical mass and stiffness matrices. It is
assumed that there are n degrees of freedom in the analytical model and m degrees of
freedom in measured data where m < n.
The basic relationships satisfied during the update process are the modal orthogonality 
conditions and the eigenvalue equation (for clarity, notation here follows that of the
authors)
{<X>}r[M]{<X>} =[/] <43>
[/T][O] = [Af ][d>][Q]2 <44)
where [<b] is an nxm matrix derived in part from test data and [Q] is an mxm diagonal
matrix of measured eigenvalues. [M] and [K] are mass and stiffness matrices of order
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n. The first step is to partition the eigenvalue equation written using analytically derived
mass and stiffness matrices
[M J[0 ]-[tfA] [ 0 W = O (45)
so that degrees of freedom for which mode shape data was measured are grouped together
M.
-1-
m2
m4 k 4 J
(46)
where i represents the i* measured mode. Solving for the unknown terms <j>2 in terms of 
the known terms 0, results in either of the following equivalent expressions
<|>2 = -[*2-<D>2r '  [K, -©>,]<)>, (47)
<t>z = (48)
At this point, the first m eigenvectors are now of order n, the same order as the analytical
model. It is important to remember, though, that analytical mass and stiffness matrices 
are used to complete the eigenvectors. Thus, if the analytical model is not a reasonably
accurate representation of actual structure, the corrected eigenvalues will be suspect.
The next step in the AMI procedure is to correct the analytical mass matrix. The basic
idea is to establish some desired property of the corrected mass matrix and find a feasible
solution which minimizes some measure of the change between the analytical and
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corrected matrices. The mass matrix property which must be satisfied is the eigenvector
orthogonality condition
[O]r[A/][<E>] = [/] (49)
The error function to be minimized is
e = || [MA ]-1/2([AT| -[M J) [A/a]-1/2|| (50)
Where the double line indicates the sum of the squares of the matrix elements. The 
orthogonality condition is used to write m2 equality constraints and the method of 
Lagrange multipliers used to minimize the error function defined in Equation 131. The 
Lagrange function is written as
m m
V  = e + E  £  \ . (  [<X>]r [Af ][< * ]-[/]  )v (51)
(.1 j«i
The minimum of the Lagrange function is determined by setting the gradient of ¥  equal 
to zero where the gradient is written as
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(52)
= o
The gradient forms a system of n2+m2 equations and n2+m2 unknowns which is then 
solved for the unknown values of mn.-.m,,,, and
The resulting expression for the corrected mass matrix is
M=Ma a a \  q '  a  a (53)
Once the mass matrix has been corrected, the stiffness matrix is addressed. The three
constraint equations (in matrix form) are
[AT][O] - [ M ] [O][Q]2 =0 (54)
[<x>]r [/sr][<x>]-[Q]2 =o (55)
Equations 135 and 136 are simply expressions of the eigenvalue equation and equation
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[ £ ] - [ * ] r  =  0 (56)
137 requires that the updated stiffness matrix is symmetric. As with the mass matrix, an
error function to be minimized is defined as
e = | [ M ] 1/2( |X ] - [ *  ])[M ]-,/2|| (57)
The Lagrange function is
n tn
* = e * E E A. ( [ O * ] - [ M ] [ 0 ] [ Q ] 2)
i - l  7=1 "
m m+ E E -[H ]2)i7 (58)
i=l 7=1 *
f=l 7=1
As before, the gradient of the Lagrange function is set zero and solved for the unknown 
terms of the stiffness matrix and the multipliers. The corrected stiffness matrix is
m  = [ t f ]  + ( [ A ] W )  <59)
Where A is
[A] =i[M ][<I>]([<I>]X ][<&] H « ] 2) [ ^ ] r [A /] - [^ a ][<I>][^]r [ ^ ]  « ° )
To demonstrate the method, two example problems are presented. In the first, a simple 
cantilevered beam was modelled using three 4-DOF beam elements as shown in Figure
59.
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Figure 58- Beam Model From Example Problem
The beam was assumed to be made of aluminum with E=107 and p=. 101 lb/in3. All three 
elements were assumed to be of square cross section with b=h=.2O in. A complete set 
of eigenvalues and eigenvectors were calculated for this model and used as if the 
comprised a set of experimental data. Sincer experimental data almost never contains as 
many degrees of freedom as the analytical model, it was assumed that only the 
displacement degrees of freedom of the first three modes were available to update an 
analytical model. An analytical model was then constructed with the element sizes 
deliberately incorrect. The widths of the elements were not modified, but the heights, in 
order from root outward, were .20, .18 and .16 inches. The natural frequencies for the
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model assumed as experimental data and the model to be corrected are presented in table
22.
Table 22
Natural Frequencies For Nominal and Perturbed Analytical Models
Mode Original(Hz) Perturbed(Hz)
1 7.0193 7.4943
2 44.1291 41.0749
3 124.6929 111.087
The first step of the AMI procedure is to calculate eigenvectors of order n for each of the 
measured modes. These were then compared with those from the original model and the 
results presented in Table 23. It is important to recall that both sets of eigenvectors are 
normalized with respect to the mass matrices, not the largest term in the eigenvector.
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Table 23
Eigenvector Summary From Beam Example
Mode Correct
Eigenvector
AMI Predicted 
Eigenvector
Ratio
Correct/AMI
1 18.6896 18.6896 1.000
3.40405 3.4466 .9876
61.7517 61.7517 1.000
4.92612 4.8319 1.1095
112.904 112.904 1.000
5.18044 5.2052 .9952
2 66.9963 66.9963 1.000
6.67676 6.6798 .9995
48.0954 48.0954 1.000
-11.2042 -11.9759 .9356
-113.578 -113.578 1.000
-18.1156 -15.3859 1.1774
3 84.3938 84.3938 1.000
-6.28365 -16.0236 .3921
-74.4174 -74.4174 1.000
-4.79638 -2.9368 1.6332
113.425 113.425 1.000
30.0529 2.3257 12.9219
It is apparent that the approximation used to complete the eigenvectors becomes less 
accurate at higher modes. This is not surprising, since a model that is only approximately 
accurate can often match the first couple of natural frequencies and mode shapes while 
failing for higher modes.
The example worked above may have been somewhat skewed by comparing one set of 
finite element results to another. Since the analytical solution for cantilevered beam 
natural frequencies and modes shapes are relatively simple, a set of ’experimental’ data
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was generated using exact expressions. The analytical frequencies and modal 
displacements the grid points are presented in Table 24.
Table 24
Analytical Frequencies And Partial Mode Shapes For Beam Example
Mode Freq (Hz) Disp at Grid Points
1 7.01857 .33107
1.09388
2.000
2 43.98465 1.17928
0.84541
-2.000
3 123.1583 1.44376
-1.2873
2.000
Table 25 presents the analytically predicted eigenvectors along with those predicted using 
AMI and incomplete analytical information. Normalization was done with respect to the 
largest element of each eigenvector.
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Table 25
Analytical and AMI Predicted Eigenvectors
Mode Analytical AMI Predicted Ratio 
Exp/AMI
I .16554 .16554 1.000
.03015 .03053 .98755
.54694 .54694 1.000
.04363 .0428 1.0194
1.000 1.000 1.000
.04588 .0461 .9952
2 -.58964 -.58964 1.000
-.05875 -.05925 .9911
-.42271 -.42271 1.000
.09869 .10579 .9329
1.000 1.000 1.000
.15936 .13520 1.1787
3 .72188 .72188 1.000
-.05672 -.11975 .4737
-.64366 -.64366 1.000
-.03903 -.03202 1.2189
1.000 1.000 1.000
.26162 .05462 4.7898
By definition in the derivation, the first m eigenvalues calculated using analytical system 
matrices corrected with AMI will match the experimental values. The quality of the 
expanded eigenvectors is a function of how well the analytical model matches represents 
the real structure. If the initial model is reasonably accurate, the first m eigenvectors
should also be useful for other analyses.
A critical measure of the value of an update scheme is whether the stiffness matrix can 
be used to calculate displacements which are at least as accurate as those generated by
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the analytical model before correction. Ideally, the displacements calculated using the 
corrected stiffness matrix will match experimental data better than those using the original 
analytical one. Table 26 shows a comparison of displacement vectors calculated using 
the exact analytical solution, the ’exact’ finite element model, the perturbed finite element 
model and the stiffness matrices corrected using the analytical solution and the
unperturbed finite element model. Displacements are calculated using unit vertical loads 
at the tip.
Table 26
A Comparison of Calculated Displacements
DOF Exact Initial
FEM
Pert.
FEM
Corrected Corrected Corrected
(Exact Data) (FEM Data 
Mass Nrm)
(FEM Data 
Max Nrm)
1 1.000 1.000 1.000 -.00133 1.000 -.0014
2 .1875 .1875 .1875 .00149 .1887 .0015
3 3.500 3.500 3.732 .0009374 3.4992 -.0001252
4 .300 .300 .3418 -.00291 .2945 -.0031
5 6.75 6.75 7.638 .0191 6.760 .0181
6 .3375 .3375 .4151 .00958 .3350 .0097
Using the AMI scheme, the stiffness matrix is only meaningful on its own if eigenvectors 
are orthonormalized using an analytical mass matrix. In a test situation, the only 
available mass matrix is that from the uncorrected analytical model.
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Appendix B
Experimental Methods
Two separate sets of tests were performed on the sample model structure, a stiffness test
and a modal test. Holographic techniques were used for each test; conventional 
photographic holography was used for the stiffness testing and some modal testing, while
video holography and a laser vibrometer were used for the remainder of the modal 
testing. This section describes the testing methods used. Before describing the methods 
used, a brief description of the holographic process is helpful.
Holography is similar to photography in that both methods are used to store an image of
some object. They vary significantly in how this is done and in what information is
stored. A photograph stores a two-dimensional image of the object. Holography stores 
information which can be used to recreate the beam of light reflected from the object74. 
This beam has a three-dimensional character. Thus, a hologram appears to be a three- 
dimensional image of the object.
A hologram can be created using the coherent light beam produced by a laser. The beam 
is split into two beams, an object beam and a reference beam. The reference beam is
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trained directly on a photographic plate while the object beam is reflected off the subject 
onto the photographic plate. If the object beam strikes the recording medium at an angle 
to the reference beam, interference fringes are recorded on the plate. Figure 60 shows 
object and reference beams striking a photographic plate. The recorded image can be 
reconstructed by illuminating the developed photographic plate with a beam similar to the 
original reference beam. The interference pattern on the plate diffracts the light of the 
illuminating beam as if it came from the object. Thus, an observer looking at the plate 
from the other side sees an image of the original object. Figure 61 shows the
reconstruction process.
By making two exposures on the same hologram plate, the holographic process described 
above can be used as an interferometric process75,76. Figure 62 shows the layout of a 
typical double exposure holography experiment. The following is a description of how 
stiffness testing is performed using double exposure holography. During the first 
exposure, hologram fringes are recorded on the photographic plate. After the first 
exposure has been made, either a known load is applied or a deflection enforced at some 
point on the model. Then a second exposure is made without changing anything in the 
experimental setup. The second exposure makes a second set of fringes over the first set. 
If the fringe locations don’t move between exposures, existing fringes are simply 
reinforced. If the fringe locations did move between exposures, however, an interference 
pattern results.
198
W e $ 9 ,
Post],,fe O fA
^Ojo8raPhic
ate
l9g
200
L a s e r
Figure 61 - Typical Experimental Setup For Double Exposure Holography
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The fringes on the plate will move by one fringe separation if the path length for the light 
transmitted from the laser to the hologram plate via the object is changed by one whole 
wavelength or some multiple of a whole wavelength. All parts of the object will appear 
bright during reconstruction if the path length is unchanged or changed by a whole 
number of wavelengths. Thus all parts of the object that are unchanged or that move by 
a whole number of wavelengths appear bright. Those parts that move by a half 
wavelength or an odd number of half wavelengths appear dark during reconstruction. 
Figure 63 Presents a typical image showing fringes due to deflection of the structure.
The holographic method used for static testing is a variation called image plane 
holography. It differs from the process described above in that a lens is inserted between 
the object and the holographic plate to focus the object beam. The effect is that the 
resulting hologram can be reconstructed with white light rather than with laser light. 
Photographic holography was used for both static and modal tests. Determination of 
natural frequencies was done using electronic speckle pattern interferometry (ESPI)77,78. 
ESPI is a video-based system which function much like a photographic system, but 
provides immediate results. A drawing of the basic system components is presented in 
Figure 64.
A speckle pattern is an unavoidable feature of laser light reflected off an object, many 
objects, even those appearing to be quite smooth, appear rough when viewed using a 
distance scale on the order of a wavelength of light. Coherent light reflected off such an
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Figure 62 - Typical Holographic Image With Deflection Fringes (wingll.tif)
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Figure 63 - Basic Components Of The ESPI System (After Lokberg)
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object is not reflected uniformly, but rather at many discrete angles. This results in a 
reflected image that has small dark and light patches often referred to as speckles. 
Speckles reduce the resolution of holographic images, but can be used to gather
information about the specimen.
The basics of the system are much like those of the photographic system. A coherent 
beam generated by a laser is split into an object and a reference beam and information 
which results from combining the two beams is used to form a fringe pattern. A key 
difference is that a photographic plate stores the interference pattern which reproduces the 
image and ESPI uses a video camera to record only the image itself. Thus, photographic 
holography can be used to reproduce a three-dimensional image and ESPI can only 
reproduce a two-dimensional image.
The resolution of the system is limited by the resolution of the camera and is typically 
much lower than that of the photographic system. It is common for ESPI systems to have 
resolution 100 times less than photographic systems. The comparative convenience of the 
system more than outweighs this limitation for most applications, though.
Like the photographic system, two images are needed to form a hologram. The way this 
is done depends on whether the system is being used to measure static deformations of 
deformations of a vibrating system. If the system is static, and undeformed image of the 
object must be stored. This is typically done with a solid state device which stores the
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image digitally. An image of the undeformed object is stored and takes the place of the 
first image taken in a double exposure photographic process. The completed video image 
is formed when a deformation is induced. The image of the deformed object is combined
with the stored image of the undeformed object to create the interference pattern that 
maps out deformations over the object.
If the object is vibrating, a stored image is not required. The video system which was 
used refreshes the image about 25 times a second and so, has an exposure time of about 
1/25 second. The image formed is essentially a time average of the image taken over
1/25 second.
The signal generated by the video camera is not useful until it is electronically processed 
as shown in Figure 65. The image captured by the camera can be thought of as a light 
intensity distribution which is a function of spatial variables x and y. As the camera 
scans, it converts the spatial image, I(x,y), into a time varying signal, S(t). The signal 
from the camera is then passed through a high-pass filter to remove the DC component. 
The next step is to pass the signal through a full wave rectifier. From the rectifier, the 
signal is sent to the monitor where the object appears covered with bright and dark 
fringes as with conventional holography.
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Figure 64 - ESPI Signal Processing (After Lokberg)
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