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Abstract 
Climate change combined with human population growth has led to increasing water scarcity, 
with potable water demands increasingly met by seawater reverse osmosis (SWRO) 
desalination technologies. With the expansion of the SWRO industry, the need to safely dispose 
residual hypersaline by-products has also increased. These effluents are typically denser than 
their receiving marine environments and may have consequences for the endemic benthic biota. 
The accepted strategy of disposal is via submerged inclined jet diffusers, which aim to rapidly 
dilute the SWRO effluent to near-background levels. The coastal environments that typify 
SWRO outfall sites are rarely stationary. They are characterised by currents, waves, shear and 
turbulence – all of which may significantly alter the mixing and dilution of dense outfalls. 
Despite this influence, the behaviour of inclined dense jets under dynamic forcing remains a 
significant knowledge gap, with implications for understanding in-situ diffuser performance. 
The work presented in this thesis addresses this gap by examining the influence of current and 
wave mechanisms upon inclined dense discharges. This research combines field, numerical 
and laboratory experiments to provide novel insights into the performance of inclined dense 
jets in coastal settings. 
Field experiments were conducted at the Gold Coast Desalination Plant (GCDP) offshore 
diffuser site located within the Kirra-Tugun open-coastal embayment, Queensland, Australia. 
The field monitoring system allowed the first three-dimensional, continuous sampling of 
temperature and salinity within the diffuser near-field and was conducted in parallel with 
current and wave measurements. High frequency measurements enabled new insights into the 
temporal interplay of discharge behaviour in-situ. The coastal environment was dynamic, 
complex and variable over the depth of the water column, with current velocities ranging 0.0 – 
0.4 m/s and wave-induced velocities up to 0.3 m/s at port elevation. Analysis showed dense jet 
behaviour was highly sensitive these ambient hydrodynamic conditions, with results 
extensively characterised in the form of the non-dimensional crossflow-based Froude number 
( ru F ). Bottom currents were found to dictate the discharge dynamics, where for ru F  0.8 the 
outfall signature was significantly reduced. Existing semi-empirical models provided a general 
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guide of plume behaviour, but were unable to accommodate the effects of current velocity shear 
and wave dynamics. These limitations were examined in detail and outcomes directed 
subsequent research to examine the influence of hydrodynamics upon inclined dense jets. 
Quasi-steady, field-scale computational fluid dynamics (CFD) simulations of the GCDP 
multiport diffuser were conducted to provide further insight into the effects of steady current 
forcing. This study presents the first systematic application of CFD to consider inclined dense 
jet behaviour in a non-stationary environment and was extensively validated against the 
literature and GCDP field measurements. The model provided significant improvements over 
commercial integral models, whilst resolving both bed and multiport discharge interactions. 
Simulated outcomes were used to define the first explicit empirical approximations for jet 
trajectory and dilution under a counter-flow as functions of ru F . Simulations accommodating 
ambient velocity shear revealed reduced trajectory and dilution outcomes over equivalent 
uniform velocity conditions. The distinct variability between jet- and crossflow-dictated 
regimes was dependent upon the downstream migration of the residual density-induced 
sublayer for ru F   ~0.8, with implications for the application of semi-empirical models to 
multiport discharges under low crossflow. The CFD approach enabled the novel 
characterisation of areal salinity intensity over the modelled seafloor, from which a new and 
simplified predictive strategy was derived with potential to provide near real-time feedback for 
benthic implications under various crossflow conditions.  
The effect of regular waves upon inclined dense jets was examined in a laboratory 
investigation. For the first time, jet trajectory and dilution parameters were measured for 
various wave-orientations. Non-invasive light attenuation techniques enabled high-resolution, 
two-dimensional measurements of near-field discharge dynamics. The measurements were 
combined with high-frequency velocity measurements to systematically assess the effect of 
waves. The oscillatory wave forcing significantly altered both the temporal and time-averaged 
response of the jet. The complex interplay of cyclic deflection over the jet ascent phase, arrested 
flow development, re-entrainment and self-Coanda interactions caused reductions in both 
trajectory and dilution under wave-governed conditions (up to 52% and 43% for the trajectory 
path length and return dilution, respectively). New non-dimensional semi-empirical 
relationships were derived to describe the time-averaged jet response as functions of the newly 
defined wave-Froude number, wu F , with trajectory errors ranging ± 4.1% to ± 24.5%. For 
wu F  ~0.5 trajectory properties were wave-governed, while reductions in dilution resulted for 
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wu F   ~1.0. These conditions are readily applicable to practical discharge applications. An 
increase in jet width under perpendicular wave forcing showed that revision of the minimum 
multiport diffuser spacing is required to avoid re-entrainment of neighbouring discharges. 
The findings of this research have implications for the design, management and regulation 
of SWRO outfalls. They demonstrate that an understanding of the ambient hydrodynamic 
environment is essential to ascertain diffuser performance. Improved monitoring strategies are 
discussed and revised approaches for coastal diffuser outfall design are also explored. 
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1.1 General Background 
Reliable supplies of clean drinking water have underpinned global development throughout 
history. With the combination of steadily increasing demand and increasing climate 
uncertainty, the issues of freshwater scarcity and security are becoming increasingly prevalent 
on a global scale (Ridoutt and Pfister, 2010). The increase in demand for fresh drinking water 
is attributed to an increasing world population, economic growth, changes in socioeconomic 
living standards and consumption patterns, and expansion of irrigated agricultural industries 
(Vörösmarty et al., 2000; Ercin and Hoekstra, 2014). In parallel with demand, the quality of 
natural water resources has also declined due to overuse, pollution, or salinisation (Lattemann 
et al., 2010). Between 1996 – 2005, an average of 66% of the world population experienced 
severe water scarcity for at least one month per year (Mekonnen and Hoekstra, 2016). The 
geographic and temporal disparity of freshwater supply and demand has led to a worldwide 
urgency to provide climate resilient water sources to sustain developing and hydrologically 
constrained populations. 
The world’s oceans comprise 96.5% of the global water resources, while fresh water 
reserves constitute only 2.5% – where 68.7% of which is stored within glaciers and permanent 
snow cover (Shiklomanov, 1993). In addition, the world’s population predominantly resides in 
coastal zones. In 2010, 39% of the world’s population was situated within 100 km of the coast 
(Kummu et al., 2016). Traditionally, the world’s water supply is sourced from groundwater, 
lakes, rivers and dams. Despite the accessibility and security of seawater, the costs of 
desalination often lead it to be considered as an uneconomical water supply strategy over 
freshwater alternatives. However, with population growth in arid and semi-arid regions, the 
shift to adopt climate resilient water supply and rapid technological advancement in thermal 
and reverse osmosis technologies, desalination has become increasingly viable as a sustainable 
water solution over recent decades (Lattemann et al., 2010; Caldera and Breyer, 2017). 
The total worldwide desalination capacity has dramatically increased from 22.2×106 m3/day 
in 1997, to 92.5×106 m3/day in 2017 (Global Water Intelligence, 2017). The majority of this 
new capacity uses reverse osmosis technologies (62.4% in June 2013), predominantly Seawater 
Reverse Osmosis (SWRO) desalination (Villacorte et al., 2015). In the SWRO process, 
seawater is fed at high pressure through semi-permeable membranes, which act to separate the 
feed-water into potable drinking water and reject brine concentrate. Freshwater recovery rates 
typically range 40 to 50%, resulting in effluents with salinities 1.5 to 2 times higher than the 
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feed seawater (WateReuse Association, 2011). SWRO plant effluents are not limited to 
hypersalinity, but may also contain process additives including coagulants, biocides, 
antiscalants, cleaning solutions and pH adjustors (Lattemann and Höpner, 2008; Drami et al., 
2011). A common and economical approach to dispose of such SWRO waste by-products is to 
discharge back into the source ocean environment (Missimer and Maliva, 2018). 
With the combination of high salinity and negligible thermal inputs, SWRO brine effluents 
are denser than their receiving ocean environment. As a result, the effluents sink to the seafloor, 
where they have potential to impair water quality and potentially harm the benthic biota 
(Palomar and Losada, 2010). Most marine organisms can adapt to minor changes in salinity, 
and even tolerate brief periods of hypersalinity, however prolonged exposure to extreme 
conditions can be fatal for marine life (Lattemann and Höpner, 2008). The potential for 
physicochemical and ecological detriment has led to strict regulatory frameworks for SWRO 
brine disposal in countries including the USA and Australia. While there is substantial variation 
in the regulatory criteria between desalination plants, a salinity limit and its distance of 
compliance from the discharge source is commonly imposed (Jenkins et al., 2012).  
To achieve regulatory compliance, SWRO brines are commonly discharged to the marine 
environment via offshore diffuser structures. The diffusers are designed to rapidly dilute the 
discharged effluent to near-background levels in order to minimise the marine ecological 
footprint of SWRO brines. This is most effectively achieved by discharging the brine at high 
velocity with an upward inclined angle (hereafter referred to as an inclined dense jet) (Roberts 
et al., 1997). A typical configuration for the discharge of waste brine effluent from a diffuser 
outfall is illustrated in Figure 1.1. Discharge transport processes including dilution and jet 
trajectory are dependent upon a number of factors: (1) source momentum and buoyancy flux; 
(2) port geometry including port diameter and inclination; (3) diffuser configuration (for
example, single, multiport or rosette diffuser arrangements); (4) receiving water depth and
Figure 1.1. Typical configuration of an SWRO desalination plant intake and diffuser outfall. 
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stratification; and (5) ambient hydrodynamic forcing mechanisms including currents and 
waves. Engineers are able to manipulate brine effluent properties, and dictate discharge depth 
and diffuser design; however, the ambient forcing characteristics of the receiving ocean 
environment are outside the capacity of control.  
To date, experimental and numerical experiments have been mostly limited to quiescent (or 
otherwise, stationary) receiving environments. While this approach has provided a well-
established insight into the fundamental physics of inclined dense jet outfalls, the coastal 
settings for which typify SWRO outfall environments are rarely quiescent, and are 
hydrodynamically predominated by currents, waves, shear and turbulence. The jet trajectory 
and mixing processes are shown to be acutely sensitive, and in some cases impeded, by current 
(Roberts and Toms, 1987; Choi et al., 2016; Abessi and Roberts, 2017a) and wave (Ferrari and 
Querzoli, 2015; Ferrari et al., 2018) forcing dynamics. Despite the demonstrated governance 
of coastal forcing mechanisms, a significant deficiency remains in the understanding of 
discharge response in dynamic and unsteady forcing environments (Botelho et al., 2016). This 
paucity ultimately restricts our ability to apprehend the performance of inclined dense jets in-
situ, with implications to regulation, monitoring and optimisation of diffuser outfall designs.  
1.2 Research Scope 
Within the global context of expanding reverse osmosis based desalination capacities, 
tightening outfall regulations and increased environmental awareness, it is increasingly 
important to understand the behaviour and performance of inclined dense jets in the field. This 
information is exceedingly needed to improve the management of discharge practices in order 
to protect the receiving marine environment. To resolve this gap, this work focuses on the near-
field mixing behaviour of inclined dense jets under steady and unsteady hydrodynamic forcing 
regimes using a combination of field, numerical and laboratory-based investigations.  
The primary objective of this research is to examine how oceanic current and wave forcing 
mechanisms influence the trajectory and dilution properties of inclined dense jet outfalls. 
Specifically, this research aims to: (1) examine how inclined dense discharges behave in a field 
setting and identify the hydrodynamic forcing mechanisms that are likely to significantly 
influence plume trajectory and mixing; (2) analyse spatiotemporal physicochemical variability 
in the field arising from the interplay of ambient hydrodynamics and discharge; (3) examine 
the near-field inclined dense jet mixing and hydrodynamic response for a multiport diffuser 
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subject to current forcing; and (4) quantify the influence of wave forcing on near-field 
processes including jet trajectory and dilution. These objectives are achieved through a 
combination of field, numerical and laboratory investigations. Together, outcomes of this 
research improve the understanding of outfall mixing and dispersion under conditions that 
more accurately depict their application in the field.  
1.3 Literature Review 
The densimetric and turbulent properties inherent with inclined dense jets are complex and 
present challenges for the prediction of effluent trajectory and concentration. These parameters 
are essential for the assessment of the impacts of SWRO discharge to the environment and to 
guide engineering design. Variations in turbulent length and time-scales occur along the jet 
trajectory and generally increase as the flow transitions from jet-induced velocity shear to 
gravitationally driven flow upon the plume’s descent. Video footage of Abessi and Roberts 
(2014d) demonstrates the spatiotemporal plume behaviour of an inclined dense jet (an 
instantaneous frame from Oliver (2012) is shown in Figure 1.2). Gravitational instabilities, re-
entrainment, boundary interactions and steep concentration gradients each impose significant 
challenges for physical and numerical modelling. The interplay with ambient hydrodynamic 
forcing further adds to the complexity of dense outfalls. As such, reported research can be 
categorised into two main areas: (1) quiescent, and (2) dynamic receiving environments. 
Figure 1.2. Instantaneous false colour transect image of an inclined dense jet without bottom impact in 
a quiescent receiving environment. From Oliver (2012), Figure 5.2. 
1.3.1 Quiescent Receiving Environments 
The topic of the near-field transport properties of inclined dense jets has been a subject of 
research since the 1970’s. With the proliferation of SWRO systems, tightening of regulatory 
requirements and the advance of instrumentation methods, this field has seen major 
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advancements over the last decade, particularly for quiescent receiving environments. The key 
flow characteristics for a single inclined dense jet in a quiescent ambient setting are shown in 
Figure 1.3. The jet’s trajectory and dilution are governed by the interplay of momentum and 
buoyancy. As the jet rises, the negative buoyancy forces oppose the vertical momentum causing 
it to reach a terminal rise height, where thereafter the effluent falls back to the lower boundary 
and disperses as a density current. The jet may be discharged either vertically or inclined at 
some intermediate angle ( 0  [-]) above the horizontal. Inclined jets are traditionally used as they 
have been shown to yield higher dilutions than vertical discharges. Further, the horizontal 
momentum component acts to transport effluent away from the site and therefore minimise 
accumulation around the discharge point. General agreement in the literature (e.g., Zeitoun et 
al. (1972); Kikkert et al. (2007); and Abessi and Roberts (2015a)) has seen an inclination of 
60° taken as the de facto standard for diffuser outfalls.  
Flow behaviour in inclined dense jets can be primarily separated into the near- and far-field 
regions. Near-field effluent transport processes have been the key focus of research relating to 
inclined dense jets, where the literature identifies that this region is governed by the interplay 
of source momentum flux and buoyancy forces. The initial momentum flux induces turbulent 
velocity shear in the ascent phase of the jet, and causes entrainment of the receiving ambient 
waters. With the descent of the jet, flow has distinctly transitioned into plume behaviour due 
to the buoyancy forces that result from the density differential between source and ambient 
fluids. This plume phase is characterised by gravitational instabilities which lead to further 
entrainment of ambient fluid, thus increasing dilution. After impact, the turbulent radial 
dispersion leads to further entrainment until the influence of density stratification leads to 
Figure 1.3. Side view definition schematic of an inclined dense jet diffuser outfall in a quiescent 
receiving environment. 
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turbulent collapse, marking the end of the near-field, where beyond which, discharge is 
passively transported by ambient hydrodynamic forcing (Roberts et al., 1997; Choi et al., 
2016). Key features and trajectory length scales are presented in Figure 1.3 and include: 
 The maximum elevation of the concentration centreline elevation, cZ  [L], and the
horizontal abscissa from this locus to the source, cX  [L].
 The terminal rise elevation of the effluent, tZ  [L], and the horizontal abscissa from this
locus to the source, tX  [L].
 The horizontal distance of the concentration centreline to the return point at source
elevation, rX  [L].
 The horizontal distance of the concentration centreline to the point of impact, iX  [L].
 The horizontal distance to the end of the jet-induced near-field, nX  [L], and the ultimate
near field dilution, nS  [-].
 The thickness of the spreading density-induced gravity current, lZ  [L].
 The concentration centreline dilution at the maximum centreline height ( cX , cZ ), cS  [-].
 The concentration centreline dilution at the return location ( rX , 0), rS  [-].
 The concentration centreline dilution at the impact location ( iX , 0H ), iS  [-].
 The concentration trajectory length, tL  [L].
Dilution is denoted throughout the literature by S , and is defined by the ratio of the local 
tracer concentration and the source concentration, 0S c C  [-].  
1.3.1.1 Dimensional Analysis 
The analysis of quiescent inclined dense jets is well established (e.g., Pincince and List (1973), 
Fischer et al. (1979), and Roberts et al. (1997)). For a jet discharged from a circular port with 
an internal diameter d  [L], elevation 0H  [L], velocity 0U  [L T-1], and density 0  [M L-3], the 
discharge is characterised by its kinematic fluxes of source volumetric flow rate, 0Q  [L3 T-1], 
momentum flux per unit mass, 0M  [L4 T-2], and buoyancy flux per unit mass, 0B  [L4 T-3]: 
2
0 04
dQ U (1.1)
2
2
0 04
dM U (1.2)
2
'
0 0 04
dB U g (1.3)
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where  '0 0 a ag g      [L T-2] is the initial modified acceleration due to gravity; g [L T-2]
is the acceleration due to gravity; and a  [M L-3] is the density of the receiving ambient 
environment. From these fluxes, for a simple round turbulent jet, the volumetric length scale 
Ql  [L], and the momentum length scale Ml  [L] can be derived: 
1 2
0
1 2
0 4
Q
Ql d
M
      (1.4)
1 43 4
0
1 2
0 4
M
Ml dF
B
      (1.5)
The volumetric length scale is the distance at which the entrained ambient volumetric flux is 
equivalent to the source volumetric flux. For distances from the source much greater than Ql , 
the dynamical effect of the initial volumetric flux is negligible (Roberts and Toms, 1987; 
Roberts et al., 1997). The momentum length scale is a measure of the distance over which the 
buoyancy generates momentum approximately equal to the initial momentum flux, and is 
expressed in Eq. 1.5 in terms of the jet densimetric Froude number, '0 0F U g d  [-]. For a 
positively buoyant jet, the initial source momentum becomes negligible for distances much 
greater than Ml . Conversely, in the case of an inclined dense jet, the vertical components of 
momentum and buoyancy act in opposing directions, and thus the effect of source momentum 
will always be significant (Wright, 1984; Roberts and Toms, 1987; Roberts et al., 1997). The 
ratio of the momentum and volumetric length scales is proportional to the jet Froude number: 
1 45 4
0
1 2
0 0 4
M
Q
Ml F
l Q B
       (1.6)
As discussed by Roberts et al. (1997), for momentum driven flows with F  20 ( M Ql l ), the 
source volumetric flux is not dynamically significant and may be ignored. For a singular fully 
turbulent jet (jet Reynolds number, 0Re U d   ~2000 [-] where  [L2 T-1] is the kinematic 
viscosity), with a fixed discharge inclination angle, jet trajectory properties ( [L]) defined in 
Figure 1.3 are thus functions of momentum and buoyancy only: 
 0 0,f M B   (1.7)
Following dimensional analysis, from Roberts et al. (1997) Eq. 1.7 becomes: 
M
M Q
lf
l l
      
(1.8)
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Using Eqs. 1.5 and 1.6, trajectory parameters scale with the port diameter and the jet Froude 
number, relative to the empirical coefficient, K   [-], which is defined separately for each 
geometric attribute:  
 f F K
dF 
   (1.9)
To derive an expression for dilution Roberts et al. (1997) assumes that the Boussinesq 
assumption applies. Here, the local modified buoyant acceleration, 'g  [L T-2], is taken as the 
dependent variable to determine concentration at the distance, x [L], from the source: 
 ' 0 0 0a
a
g g f Q ,M ,B ,x 
    
(1.10)
where   [M L-3] is the local time-averaged density. With dilution given by ' '0S g g  [-], and 
recalling that for momentum driven flows ( 1M Ql l  ) the effect of source volumetric flux is 
negligible, through the application of dimensional analysis dilution can be expressed by: 
Q
M M
l xS f
l l
    
(1.11)
Substituting Eqs. 1.5 and 1.6, dilution at a nominated trajectory entity scales with the jet Froude 
number, relative to the experimental coefficient, SK  [-]: 
S
S xf K
F dF
     (1.12)
This analysis has facilitated the simple but rigorous characterisation of inclined dense jets, 
and provides the premise for field-scale diffuser outfall design and management. However, the 
valid application of this approach requires an idealised, quiescent and homogeneous setting. 
Further, the coefficient analysis is limited to time-averaged measurements of key point 
locations (e.g., the terminal rise and impact locations, and their respective dilutions), whereby 
the complete detail of the hydrodynamic transport processes are not resolved. This semi-
empirical approach has been modified to include surface interactions, multiport diffuser 
configurations and basic current forcing (later discussed), however the physicochemical and 
hydrodynamic complexities of coastal settings present significant implications to the efficacy 
of this approach. 
1.3.1.2 Experimental Investigations 
The knowledge of inclined dense jet dynamics relies heavily on small-scale laboratory studies. 
Experimental methods used in these experimental investigations have progressed significantly 
Introduction Chapter 1
10 
over the last 50 years, from suction sampling and conductivity-based techniques (e.g., Zeitoun 
et al. (1970), Roberts and Toms (1987), Papakonstantis et al. (2011b)); to non-invasive high-
resolution spatiotemporal concentration measurements using image-based methods including 
light attenuation (LA) (e.g., Kikkert et al. (2007), Cipollina et al. (2005)), laser-induced 
fluorescence (LIF) (e.g., Lai and Lee (2012), Oliver (2012)), and more recently three-
dimensional LIF (3DLIF) (e.g., Abessi and Roberts (2014a), Abessi and Roberts (2015b)).  
As discussed by Roberts et al. (1997) and Abessi and Roberts (2017a), the turbulent nature 
of these flows induce significant variations in concentration, where instantaneous 
concentrations may be considerably higher or lower than their time-average. Despite 
recognising the importance of turbulent fluctuations, past research largely neglects these 
turbulent intermittencies by applying time-averaged analysis. While the time-averaged 
conditions do not exist in nature, they facilitate simplified interpretations for modelling and 
analysis. An example of a time-averaged inclined dense jet is shown in Figure 1.4. In the plume 
descent phase, the flow behaviour is governed by low frequency coherent eddy structures and 
requires longer averaging times. Across the literature, averaging durations generally range from 
30 to 600 seconds (Oliver, 2012). 
The locus of the jet trajectory, s [L] (Figure 1.3), is defined throughout the literature as the 
path of peak tracer concentration until its point of impact. The distribution of concentration 
along the trajectory is shown in Figure 1.4 and has been reported extensively by Kikkert et al. 
(2007), Papakonstantis et al. (2011b), Lai and Lee (2012) and Oliver et al. (2013). Here, the 
Figure 1.4. False colour transect image of a time-averaged tracer concentration field for an inclined
dense jet (θ0 = 60°) with bottom impact in a quiescent receiving environment. Normalised concentration 
profiles taken perpendicular to the concentration centreline for the jet ascent (1), terminal rise (2), and
the plume descent (3) are also shown. Black solid curves denote Gaussian fits to the respective
concentration distributions. Adapted from Abessi and Roberts (2015a), Figure 3. 
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local concentration, c, is normalised by the maximum concentration in the cross section mc ; 
while the local radial distance, r [L], is normalised by the distance where 1mc c e , denoted
by vb  [L]. Due to the inclined dense jet’s unique densimetric properties, the flow is 
distinguished by internal and outer regions relative of the flow centreline. In the initial ascent 
phase, the flow is jet-dominated and resembles the Gaussian distribution typical of neutrally-
buoyant jets. As the flow transcends into plume behaviour, the gravitationally unstable internal 
region leads to buoyant instabilities which induce detrainment, disrupting the axial symmetry 
of the jet. As discussed by Lane-Serff et al. (1993) and Kikkert et al. (2007), this outgoing flux 
appears to destroy the internal shear-entrainment flow structure, but in turn creates an 
additional convective mixing mechanism. The stable density gradient of the outer region results 
in Gaussian distributions over the length of the trajectory. Kikkert et al. (2007) claims this is 
consistent with the gradient Richardson number, Ri [-], where the outside region of the plume 
is reported to have a constant value of Ri = ~0.1, whereby gravitational stability is generally 
accepted to suppress shear-induced instabilities for Ri   0.25. Crowe et al. (2016a) 
demonstrated that the outer spread rate increases linearly and independently of the source 
inclination angle, along the length of the jet trajectory. Conversely, due to gravitational 
detrainment the internal spread rate increases non-linearly with the transition to plume 
behaviour and is dependent upon source inclination. Consistent with buoyant and neutrally-
buoyant jets, Papakonstantis et al. (2011b) showed that concentration distributions are 
Gaussian in the direction transverse to flow. 
The literature is dominated by time-averaged point measurements to characterise the jet’s 
trajectory and dilution. These analyses are used to determine empirical constants for Eqs. 1.9 
and 1.12, subsequently defining the spatial extent and the effluent concentration for assessment 
of potential environmental effects. A summary of past experimental studies and the derived 
empirical coefficients for jet geometry and dilution is presented in Table 1.1 for jets with a 
source inclination of 0  = 60°. 
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1.3.2 Dynamic Receiving Environments 
While an increasing focus has been drawn to the behaviour of inclined dense jets in recent 
decades, a limited number of studies have explored inclined dense jet behaviour in dynamic 
receiving conditions. This is because quiescent environments are usually considered to provide 
the worst-case conditions for dilution. The effect of wave and current forcing mechanisms that 
predominate the oceanic receiving environments are largely neglected as they are broadly 
considered to increase dilution. In order to assess and minimise impacts to the marine biota, it 
is necessary to understand discharge behaviour under conditions representative of coastal 
environments. 
1.3.2.1 Currents 
The coastal settings that are characteristic of marine discharge environments are typified by 
wave and current forcing. The analytical foundations to quantify the effect of crossflow (i.e., 
current) are outlined by Roberts and Toms (1987), where the jet’s trajectory and dilution 
parameters are functions of ambient crossflow, aU  [L T-1], and its angle relative to discharge 
propagation at the source, a  [-], in addition to the quiescent jet mechanisms previously detailed 
in Section 1.3.1:  
 0 0 0 0 a a,S f Q ,B ,M , ,U ,    (1.13)
From the kinematic fluxes of buoyancy and momentum, it is convenient to define the velocity 
scale, cU  [L T-1]: 
1 41 2
0 0
1 4
0 4
c
B U
U
FM
      (1.14)
Following dimensional analysis, for a fixed port inclination ( 0 ), the quiescent derivations for 
jet trajectory and dilution (Eqs. 1.8 and 1.11, respectively) expand to: 
Q aM
a
M M Q c
l Ul,S f , ,
l l l U
      
(1.15)
Here, the velocity ratio of ambient velocity and the velocity scale, a cU U  [-], may be expressed 
as a form of Froude number based on the crossflow velocity. Using the velocity ratio between 
ambient and discharge velocities, 0r au U U  [-], this crossflow-based Froude number is 
hereafter denoted by ru F  [-]. 
1 4 1 4
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4 4
a a
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c
U U u F
U g d
             (1.16)
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As for dense jet discharges in quiescent environments, for M Ql l  (that is, M Ql l  (or F )  1), 
the dynamic effect of source volumetric flux is negligible and M Ql l  does not appear 
individually in the list of dependent variables. With the substitution of Eqs. 1.5, 1.6 and 1.16, 
Eq. 1.15 becomes: 
 r aS, f u F ,dF F
  (1.17)
The effect of crossflow on inclined dense jets is discussed in Roberts and Toms (1987) and 
Lai and Lee (2014). For ru F  1, the ambient velocity does not produce a significant influence 
on the behaviour of the jet, while for ru F  1, the jet trajectory is bent downstream and dilution 
is significantly influenced. The interplay of crossflow direction and jet trajectory is illustrated 
in Figure 1.5. In general, an increase in co-flowing crossflow (current propagating in the same 
direction of the jet, a  = 180°) leads to an increase in both impact distance and dilution. 
Conversely, an increase in counter-flowing crossflow (opposing the jet, a  = 0°) leads to a 
decrease in the horizontal translation of the jet impact distance until a critical threshold occurs 
for which the jet falls back on itself – reducing dilution. For a jet with an inclination of 0  = 60°, 
this is identified to occur for ru F  0.67 (Roberts and Abessi, 2014; Abessi and Roberts, 
2017a). For ru F  0.67, the jet trajectory will reverse, ultimately impacting downstream of the 
diffuser (Figure 1.5(C)).  
The first laboratory investigations of inclined dense discharges in crossflow were conducted 
by Pincince and List (1973) and Anderson et al. (1973). Pincince and List (1973) studied the 
behaviour of dense jets inclined at 60° and 90° with a fixed jet-densimetric Froude number of 
F  = 50, for co-flows ranging 1.35 ru F  5.0. Brine dilution was measured in vertical and 
horizontal planes along the discharge trajectory using a conductivity probe and trajectories 
were mapped. As identified for quiescent settings, vertical profiles were identified to show 
distinct asymmetry for the velocity conditions considered. Dilution in the jet region was found 
Figure 1.5. Instantaneous plume transects for inclined dense jets in various dynamical receiving
environments. (A) Quiescent ambient conditions; (B) uniform co-flow; (C) uniform counter-flow. 
Adapted from Abessi and Roberts (2014b); and Abessi and Roberts (2014c). 
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to increase almost independently of crossflow, while beyond the region dominated by jet 
momentum flux dilution increased with increasing crossflow magnitude.  
Anderson et al. (1973) examined saline jets in co-flow for inclinations of 0  = 45°, 60° and 
90°. High current speeds were predominantly used, where 0.50 ru F   8.04. In-situ 
conductivity measurements were conducted to gather measurements of concentration 
distributions, jet width and dilution along the discharge trajectory. The data were compared 
against positively buoyant integral jet diffusion models of Fan (1967) and Abraham (1970), 
which were modified to account for the negative buoyancy of inclined dense jets. It was found 
that these models are only capable of predicting trends rather than exact dilutions and 
trajectories. Anderson et al. (1973) concluded that further work was needed to characterise the 
extent of dilution and trajectory properties and define their relationship between the jet 
densimetric Froude number, the velocity ratio and the initial angle of discharge. 
Tong and Stolzenbach (1979) performed flume experiments on singular dense jets for 
vertical jets and jets inclined at 0  = 45° and 60°. Inclined jets were oriented perpendicular to 
crossflow with a  = 90°. Low to moderate crossflow conditions were used, with crossflow-
based Froude numbers ranging 0.18 ru F   1.63, while jet-densimetric Froude numbers 
ranged 11.7 F  21.2. Temperature was used as a tracer to measure dilution of the heated 
saline effluent over the trajectory, and downstream vertical profiles were measured. Dilutions 
were found to be insensitive to nozzle inclination for the conditions tested. Centreline terminal 
rise and impact dilutions ( cS  and iS , respectively) were measured, while impact and terminal 
rise locations were determined using photogrammetry. 
Vertical and 60° inclined dense jets were extensively examined by Roberts and Toms (1987) 
for 0° a  180°, over the crossflow range 0 ru F  1.87. Photogrammetry was used to 
measured terminal rise elevation, while crude vacuum sampling techniques were used to 
measure dilution at centreline terminal rise and the impact distance using fluorometry. For jets 
in counter-flow ( a  90°) dilution was lower than for a vertical jet, while higher dilutions were 
measured for jets in co-flow. Empirical, non-dimensional relationships were defined for 
vertical jets as a function of ru F  in power-law form for tZ , cS  and iS . Despite claiming the 
benefits of an inclined jet over the vertical jet, no relationships are defined for the inclined case. 
Modern image-based LIF methods were first applied to dense jets in crossflow by Lai (2009) 
and Gungor and Roberts (2009). Lai (2009) applied planar LIF in a flume setting to examine 
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both vertical and inclined discharges under co-flow. Crossflow conditions were limited to three 
different velocities ranging 0.36 ru F   2.12 for discharges inclined at 0  = 60°, where 
considerable spread was measured across repeat experiments for trajectory and dilution 
properties. Gravitational detrainment in the internal jet region was identified to reduce with 
increasing crossflow as ambient velocities dictated over the vertical buoyancy flux. Gungor 
and Roberts (2009) conducted 3DLIF experiments to examine the three-dimensional flow 
behaviour of a vertical dense jet in a quiescent tow tank for 0.21 ru F   0.92 and 
19.0 F  23.7. They also reported that the vertical concentration profiles approach radial 
symmetry for high current speeds but develop kidney-shaped distributions on descent due to 
the formation of two-counter-rotating vortices (see Figure 1.6(D)). Downstream of impact, 
these vortices cause the jet to bifurcate. Gungor and Roberts (2009) claim that these complex 
attributes violate the fundamental flow assumptions of conventional integral entrainment 
models, thus posing significant challenges for numerical predictions. 
More recently, Lai and Lee (2014) examined 60° inclined dense saline jets discharging 
perpendicular to crossflow ( a  = 90°) in an open-channel using LIF for 0.48 ru F  2.67. 
Three-dimensional jet trajectories and centreline terminal rise dilutions were measured. It is 
reported that for ru F  0.8 trajectories are significantly influenced by the ambient velocity field 
during the vertical ascent, and mixing is governed by vortex entrainment, while for ru F  2.0 
the influence of detrainment on jet behaviour is negligible. Jiang et al. (2018b) also used LIF 
Figure 1.6. Time-averaged longitudinal and transverse plume transects from the 3DLIF experiments of
Gungor and Roberts (2009) for a vertical dense jet in crossflow. (A) and (B): urF = 0.52; (C) and (D): 
urF = 0.92. 
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to study 45° inclined dense jets in co- and counter-flows ( a  = 180° and 0°, respectively) for 
0.10 ru F  3.26 using a quiescent tow tank. Larger jet widths were measured for reversing 
jets in counter-flow as opposed to co-flow ambient conditions. Despite the demonstrated 
significance of plume interactions upon impact, Jiang et al. (2018b) used a suspended discharge 
configuration, thereby ignoring the influence of the lower boundary. 
The previously discussed literature are exclusively concerned with near-field mixing 
processes, where the behaviour beyond plume impact is not considered. The region beyond the 
jet impact and up to the edge of the active-mixing zone is referred to as the intermediate field. 
Here the flow is subject to the lateral spreading layer and jet-induced turbulence. This area is 
of key interest for multiport diffuser configurations that are typical of large scale applications 
due to the exchange between neighbouring ports, where the impact dilution is dependent upon 
the interaction of the impinging jet and the spreading bottom layer (Lai and Lee, 2014). 
Transport in the intermediate field was examined by Choi et al. (2016) for a single 0  = 60° 
inclined jet in a flume under co-flow with 0.33 ru F  1.07 using a combination of LA and 
LIF techniques. The lateral spread in the current-dominated regimes was determined to be 
governed by a buoyancy-inertia balance, and increases with 2 3x  downstream after quasi-steady 
state is attained. 
Throughout the literature, crossflow is assumed to be steady and uniform over the depth of 
the water column. In real applications, the hydrodynamic environment rarely represents this 
scenario, whereby currents are inherently transient and exhibit velocity shear. As demonstrated 
by the sensitivity of discharge response to crossflow, these mechanisms are likely to 
considerably influence spatiotemporal variances in trajectory and dilution. This paucity of 
information provides significant challenges to the understanding of inclined dense jet dynamics 
in field and is crucial for the accurate prediction of effluent concentration loading to the 
receiving marine environment. 
1.3.2.2 Waves 
Although the quasi-steady conditions for quiescent and uniform crossflow scenarios are of 
considerable importance and are well understood, they do not necessarily represent the 
dominant mixing mechanisms within a coastal environment. Coastal diffuser outfalls are 
typically situated at depths where wave forcing can be expected, whereby the induced 
oscillatory motions may influence the transport of effluent. Several studies concerning buoyant 
and neutrally buoyant discharges have shown that surface waves can yield significant 
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variations to jet velocity and concentration spread (Chin, 1987; Chyan and Hwung, 1993; 
Koole and Swan, 1994; Lin et al., 2013). Despite the known potential for the influence of wave 
forcing, a significant deficiency remains in the literature for the response of inclined dense jets 
in wave environments. Categorical laboratory investigations are needed to examine the 
implications to trajectory and mixing processes, while generalised metrics are further required 
to predict and assess the effects of oscillatory wave forcing. 
Bas et al. (2011) conducted preliminary investigations into the response of a residual brine 
sublayer subject to regular waves. Salinity profiles were measured at two locations following 
the application of wave conditions for a period of 5 to 10 minutes. Wave action was observed 
to increase mixing, thereby increasing the depth of the saline layer, although measurement 
techniques and presented data are particularly crude. Vertical mixing was also observed to 
increase with wave height. 
Lin et al. (2013) examined horizontal discharges with neutral, positively buoyant and 
negatively buoyant densities. Quiescent conditions were compared against a single regular 
wave case, where planar-induced velocimetry (PIV) was used to measure time-averaged and 
turbulent discharge properties. While buoyancy dictated the overall jet trajectory, wave motion 
was determined to significantly increase jet width, Reynolds stress and turbulent kinetic energy 
when compared against the quiescent ambient regime. 
The only investigation of inclined dense discharges in wave environments to date is 
conducted by Ferrari and Querzoli (2015), from which the same dataset is later readdressed by 
Ferrari et al. (2018). Time-averaged and phase-averaged near-field concentrations and jet 
trajectories are examined using LIF techniques for F  = 17.8 and 28.1, each for three different 
wave cases, propagating in the direction opposite to discharge. Tank boundary effects in the 
lateral direction are expected due to the narrow (0.3 m) wave flume used. Time-averaged 
concentrations and root mean square (RMS) distributions were qualitatively assessed. Figure 
1.7 illustrates the effect of wave forcing on a singular jet for both instantaneous and time-
averaged frames. Wave oscillatory motions were observed to bifurcate the jet trajectory upon 
plume ascent, before re-combining at the vertical terminus of the jet. Both terminal rise and 
impact distances were reduced by wave forcing, where impact distances were shortened by as 
much as ~45%. This is explained to occur due to the bifurcated flow structure, which enhances 
the dispersion of momentum. The trajectory shortening may also be attributed to secondary 
flows, however no velocity measurements were recorded in these experiments. Concentrations 
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at impact are non-Gaussian and yield wider peaks, with concentrations approximately 
equivalent to quiescent receiving conditions, and thus may be argued to increase the benthic 
footprint of discharge in the diffuser near-field. 
Outcomes of these studies highlight that wave conditions can significantly alter the flow 
behaviour of inclined dense jets, and even challenge traditional assumption that quiescent 
conditions present the worst-case discharge scenario. There is a need for systematic and 
quantitative evaluation of trajectory length scales and dilution for inclined dense jets subject to 
wave environments to improve the understanding of SWRO brine transport processes in the 
field. This information is needed to better ascertain and predict the impacts of SWRO 
discharges on the receiving marine environment. 
1.3.3 Multiport Diffusers 
Multiport diffusers are widely accepted as the most effective disposal strategy for bulk effluents 
arising from large-scale SWRO facilities. Conventional multiport diffuser designs consist of a 
linear diffuser structure with nozzles evenly spaced at distance, pL  [L], discharging from one 
or both sides in a direction perpendicular to diffuser axis. A conventional linear multiport 
diffuser outfall is shown in Figure 1.8, while field applications of such configurations include 
the Perth and Gold Coast desalination plants, both located in Australia. Other multiport diffuser 
configurations include rosette diffusers (see Abessi et al. (2016) and Abessi and Roberts 
(2017b)), however their application to dense effluents is less common. 
Prior to the works of Abessi and Roberts (2014a), multiport diffuser designs were based off 
the study of singular inclined dense jets. Abessi and Roberts (2014a) conducted the first 
systematic study of the interactions of discharge behaviour and port spacing in a quiescent 
receiving environment using 3DLIF techniques. The effect of port spacing was identified to be 
Figure 1.7. (A) Instantaneous and (B) time-averaged LIF transects for an inclined dense jet (θ0 = 67°) 
subject to regular waves, with wave celerity moving from right to left. Quiescent concentration 
trajectory superimposed on (B) for comparison, while the red asterisk and yellow star denote the
centreline rise and return distance locations. Adapted from Ferrari and Querzoli (2015). 
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dependent upon pL dF  [-], where for pL dF  ~2 the jets behaved as singular discharges. 
Below this threshold, jet flows were found to merge and subsequent reductions in trajectory 
and dilution properties occur. These reductions are attributed to the Coanda dynamical 
interactions, whereby adjacent jets change the entrained flow pattern by developing an under-
pressure in the internal jet region. This was identified to lead to re-entrainment of the 
descending effluent – further exacerbating the Coanda effect and inhibiting ambient waters 
from entering the central core. Impact and ultimate near-field dilutions were measured to 
increase linearly with port spacing for pL dF  ~2. For widely-spaced jets, dilution between 
the impact point and the end of the jet-induced near-field increased by ~60%, while merged jet 
dilutions increased by ~20%. 
The interplay of port spacing and crossflow on multiport diffuser performance was first 
examined by Abessi and Roberts (2017a). One-sided diffusers were subjected to both co-flow 
and counter-flow, while two-sided diffusers were also tested using a 3DLIF tow-tank apparatus 
for 0  = 60° and 0.26 pL dF  7.7. High current speeds were used with 0.67 ru F  8.0. 
Similar to Abessi and Roberts (2014a), for closely spaced ports and low current speeds ( ru F 
~0.78), jet merging leads to Coanda interactions, thus inducing re-entrainment. Widely spaced 
ports were more sensitive to crossflow, while lower dilutions were measured for single-sided 
diffusers in counter-flow than for co-flow regimes. For the tested current speeds, two-sided 
diffusers were subject to merging of upstream and downstream jets, where for ru F  1.5 and 
pL dF  2, lower dilutions occurred than for a quiescent receiving environment. In contrast to 
Figure 1.8. Three-dimensional time-averaged false colour image of a closely spaced multiport diffuser
in a quiescent receiving environment, with jets inclined at θ0 = 60°. Adapted from Abessi and Roberts
(2014a), Figure 4. 
Chapter 1 Introduction
21 
Abessi and Roberts (2014a), no independent threshold spacing was observed. Despite the noted 
differences in co-flow and counter-flow trajectories, no relationships were specified for one-
sided diffusers in counter-flow. This may be in part due to the large scatter in observed data 
which is reasoned to occur for several reasons including limited sampling times. 
1.3.4 Field Experiments 
While significant research has been invested into small-scale laboratory studies to improve the 
understanding of desalination outfalls, considerably fewer studies concerning their in-situ 
behaviour in a field environment have been conducted. Despite their relevance to the 
application and improvement of physical and numerical models, studies conducting systematic 
analysis of jet trajectory and dilution under such environments are particularly limited. This is 
because the nature of such experiments makes them complex, expensive and time-consuming. 
Delineation and interpretation of their results may also be difficult due to spatiotemporal 
variations that are otherwise controlled in laboratory settings. 
Randall (1981) and McLellan and Randall (1986) conducted field measurements of a 
vertically inclined multiport diffuser, used to discharge hypersaline brines resulting from 
petroleum storage caverns into the Gulf of Mexico. Randall (1981) performed a combination 
of near-field vertical plume profiling and near-bed salinity anomaly mapping into the far-field. 
Salinity data were acquired using a conductivity temperature depth (CTD) probe over three 
sampling days, each ~10 days apart. Vertical profiles were used to define the thickness of the 
spreading sublayer ( lZ ), where results were in agreement with the empirical modelling 
projections of Tong and Stolzenbach (1979), however it was concluded that more vertical 
measurements were required within the plume to better understand plume thickness. McLellan 
and Randall (1986) used acoustic methods (sub-bottom profiler and depth sounder) to measure 
jet terminal rise along the length of the diffuser, while CTD profiles were used to determine 
dilution based on the highest recorded salinity concentration. Empirical relationships were 
derived for both terminal rise and jet dilution. In a discussion by Roberts (1987), these 
relationships were in agreement with laboratory-derived empirical equations for vertical jets 
performed by Roberts and Toms (1987). Roberts (1987) also indicates that the field 
measurements of McLellan and Randall (1986) were conducted over low current speeds with 
0.3 ru F  0.9. 
Marti et al. (2011) provided the first field assessment of an inclined single-sided multiport 
diffuser (Perth Seawater Desalination Plant, Australia) for plant operations ranging 33 to 100% 
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production capacity. Vertical CTD sampling provided salinity profiles within 150 m upstream 
and downstream of the diffuser, while ambient hydrodynamic measurements over the depth of 
the water column were obtained using an acoustic Doppler current profiler (ADCP). Density-
induced stratification within the near-field mixing zone was evaluated, where sublayer 
thickness ( lZ ) and ultimate near-field dilutions ( nS ) were compared against quiescent empirical 
formulations of Roberts et al. (1997). Impact dilution ( iS ) was also determined by averaging 
measurements obtained near the predicted impact point, using Roberts et al. (1997), as precise 
impact locations could not be measured using the presented field monitoring methods. For the 
100% plant operation case (F = 23.8), sublayer thickness, and impact and ultimate dilutions 
compared well with empirical projections of Roberts et al. (1997). For the remaining two cases 
(F = 8.5, 15.4), measured thickness and dilution properties far exceeded the empirical 
projections, suggesting these discrepancies occurred due to “some effect of source volume 
flux”. Despite these claims, Marti et al. (2011) does not attempt to correlate observations with 
ambient dynamic forcing, however crossflow velocities were conceivably low with 
0.11 ru F  0.50. 
More recently, Antenucci et al. (2015) examined ultimate near-field dilution properties as a 
function of port spacing for the Southern Seawater Desalination Plant’s inclined multiport 
diffuser, located ~130 km south of Perth, Australia. The study used long-term environmental 
monitoring data, where vertical salinity profiles sampled at weekly intervals were used to 
determine dilution at two monitoring stations situated 50 m north and south of the diffuser. 
Ambient forcing conditions were perceived to be minor (median bottom currents of 0.02 m/s), 
while port spacing mostly varied between 0.5 pL dF  1.5, and are thus considered to be 
closely spaced. Results confirmed the dependency of port spacing and dilution within this 
range, while dilutions were in good agreement with the quiescent-based laboratory study of 
Abessi and Roberts (2014a). 
Large-scale, far-field monitoring studies mapping SWRO outfall plumes are much more 
common, although their application to understanding near-field processes is strictly limited. 
Recent examples include Fernández-Torquemada et al. (2009), Payo et al. (2010), Kress et al. 
(2017) and Loya-Fernández et al. (2018), which use traditional CTD vertical profiling methods 
to ascertain the fate of effluent and understand the transport effects of regional-scale coastal 
processes. Recent technological advancements have seen the application of autonomous 
underwater vehicles (AUV) to obtain high geospatial resolution measurements of 
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physicochemical and biometric properties and include the studies of Rogowski et al. (2012) 
and van der Merwe et al. (2014). 
The existing context of brine discharge monitoring throughout the literature is constrained 
to discrete “snapshots” of diffuser performance. These monitoring methods are comprised of 
an assemblage of point measurements, constructed over time-scales of hours or days rather 
than an instantaneous assessment in time. The coastal receiving environments are rarely 
stationary, but are continuously dynamic due to currents, waves, wind and convection. Thus, 
without time-series the traditional discrete measurements are potentially insufficient to 
categorically examine true diffuser performance and compliance with regulatory objectives, 
while they also inhibit the analysis and validation of field observations against laboratory-
derived physical models. Significant potential remains to develop the understanding of the 
near-field transport dynamics of inclined dense outfalls in unsteady environments. This can be 
facilitated through the systematic measurement of spatiotemporal variances in parallel with 
detailed hydrodynamic characterisation, for which no such studies are reported in the literature. 
1.3.5 Numerical Modelling 
The ability to predict brine discharge behaviour is essential for the design, regulation and 
monitoring of SWRO outfalls. The literature presented over the preceding sections mostly 
detail small-scale experimental studies from which semi-empirical physical models are 
derived. As shown, these near-field models are formulated on the basis of dimensional analysis, 
and are widely applied to anticipate worst-case conditions that are generally accepted to occur 
under quiescent ambient settings. Semi-empirical models deliver efficient baseline strategies 
for the preliminary design of diffuser outfalls; however, they are highly restricted to 
characterising only key elements of the flow, and are subject to the pertaining laboratory 
environments with notable variations in derived coefficients across the literature (Table 1.1). 
Complex diffuser configurations, plume interactions, substrate bathymetry, and non-
homogeneities of the receiving environment each provide significant challenges to the efficacy 
of semi-empirical models. 
Numerical models provide flexible and inexpensive methods to consider the intricate 
interplay of diffuser configurations, discharge parameters, and ambient forcing conditions 
specific to the project. The means to couple near-field and far-field hydrodynamic models to 
assess the regional impacts of the outfall can be facilitated. Near-field numerical modelling 
may be distinguished into integral models, or computational fluid dynamics (CFD) simulations. 
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1.3.5.1 Integral Models 
Integral models are the most commonly applied numerical models to predict near-field 
discharge properties and include commercial packages such as CorJet (Jirka, 2004), UM3 
(Frick, 2004) and JetLag (Lee and Cheung, 1990; Lee and Chu, 2003). While integral models 
are unable to completely capture the flow dynamics, their simplicity and calculation speed has 
seen their widespread application to inclined dense jets. Commercial models used for inclined 
dense jets are adapted from models for positively buoyant discharges (Palomar et al., 2012). 
The models simplify the governing buoyancy, mass and momentum equations by integrating 
over the flow cross-section assuming an axially self-similar Gaussian distribution priori, and 
assume the incorporation of ambient fluid into the flow by jet entrainment (Palomar and 
Losada, 2011; Roberts, 2015). While these assumptions are extensively verified for positively 
buoyant jets, they are violated for the case of inclined dense jets – leading to unreliable 
predictions. This is mostly due to the vertical asymmetry induced by gravitationally unstable 
density gradients, where subsequently, impact dilutions are under-predicted by 50 to 65% in 
quiescent environments (Palomar et al., 2012). Recent attempts have been made to 
accommodate the detrainment effect of gravitational instabilities with some success (Oliver, 
2012; Yannopoulos and Bloutsos, 2012; Crowe et al., 2016b), however, integral models are 
quintessentially restricted by their ability to accommodate lower boundary influences, re-
entrainment and multiport diffuser artefacts such as the Coanda effect – where each of which 
are shown to distinctly effect jet trajectory and dilution (Roberts, 2015; Abessi, 2018).  
1.3.5.2 Computational Fluid Dynamics 
With rapid advances in computational architecture, numerical CFD methods are increasingly 
capable of fulfilling the incapacities of integral models (Tang et al., 2008). CFD provides a 
much more fundamental approach, where the Navier-Stokes equations are modelled to describe 
fluid motion and scalar transport. The high computational expense of solving the Navier-Stokes 
equations often requires that closure approximations are used in order to be economically 
viable. These approximations generally involve turbulence models, including Reynolds-
averaged Navier-Stokes (RANS) and large eddy simulation (LES) models. The RANS 
equations are derived by estimating the Reynolds stress tensor in a time-averaged form of the 
Navier-Stokes equations. LES models apply spatial filtering, where motions greater than the 
discretised cell size are computed directly by solving the instantaneous Navier-Stokes 
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equations, while smaller motions are modelled using a sub-grid scale model (Roberts, 2015; 
Zhang et al., 2016). 
Despite their capacity to resolve complex transport processes, boundary interactions and 
three-dimensional hydrodynamics, while providing significantly more detail than available 
with physical and integral models, there have been few applications of CFD to inclined dense 
jets. Vafeiadou et al. (2005) was the first to apply numerical CFD methods to inclined dense 
jets in the literature. Transient simulations were conducted using the commercial CFD package, 
ANSYS CFX, with a k   SST (shear stress transport) turbulence closure scheme for the 
RANS equations. Terminal rise height ( tZ ), impact distance ( iX ) and impact dilution ( iS ) were 
assessed against laboratory studies of Roberts et al. (1997) and Bloomfield and Kerr (2002). 
Based on the limited available data, the numerical model slightly under-predicted terminal rise 
height, while impact distances were significantly less than laboratory measurements. 
Further studies concerning singular inclined dense jets in quiescent receiving environments 
have been reported by Plum (2008), Oliver et al. (2008), Seil and Zhang (2010), Gildeh et al. 
(2015b), Gildeh et al. (2015a), Robinson et al. (2016), Zhang et al. (2016), Zhang et al. (2017) 
and Jiang et al. (2018a). While RANS-based approaches are demonstrated to replicate internal 
flow asymmetries, the impact distance and dilution is generally under-predicted for jet-driven 
flows – indicating that the RANS turbulence closure schemes are currently limited in their 
ability to resolve the complex flow behaviour and entrainment arising from gravitational 
instabilities. Recent LES studies of Zhang et al. (2016), Zhang et al. (2017) and Jiang et al. 
(2018a) show significant improvements over commercial integral methods, while benefits over 
RANS-based approaches are also demonstrated – arising due to the improved ability to resolve 
coherent eddy structures that govern the plume’s descent. Despite these improvements, LES 
methods are shown to be resource intensive and uneconomical for engineering applications, 
with real-time computing durations up to 20 days across 128 cores, for up to 180 seconds of 
simulated flow. The application of numerical CFD methods to dense multiport diffuser outfalls 
is limited to Seil and Zhang (2010) and Botelho et al. (2013). Both studies apply quasi-steady 
RANS methods to examine diffuser performance, however their analysis is strictly qualitative 
and no systematic investigations are detailed. To the author’s knowledge, no studies are 
reported in the literature for the application of CFD to inclined dense jets subject to dynamic 
ambient forcing. 
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The paucity in the application of CFD to inclined dense jets remains due to the complexity 
in model setup and validation, as well as the considerable time and computational resources 
required. Subsequently, the full potential of CFD as a practical engineering tool to examine 
dense discharge dynamics is yet to be explored and demonstrated. With a balance in modelling 
complexity and computational efficiency, this type of investigation will facilitate advancement 
in the application of CFD to desalination outfalls and offer greater flexibility in the ability to 
predict the outcomes of project-specific diffuser configurations or ambient hydrodynamics on 
effluent transport and mixing. 
1.4 Knowledge Gaps 
The understanding of the near-field mixing processes on inclined dense jets is particularly 
significant when considering the behaviour of discharge and its potential impacts to the 
receiving marine environment. There are however, key deficiencies in the existing knowledge 
of how these flows behave in field applications, which are characterised by multiport diffuser 
configurations and their complex interplay with both non-stationary and unsteady 
hydrodynamic forcing. Such an understanding would facilitate improvements to outfall design 
by enabling optimisation with respect to their site-specific environments, hence reducing 
environmental impacts. To achieve this outcome, there are a range of gaps in our current 
understanding which need to be addressed. These gaps are grouped into three key areas outlined 
in Sections 1.4.1, 1.4.2 and 1.4.3 below. 
1.4.1 Field Studies 
As outlined in Section 1.3.4, in addition to the paucity in measurements of near-field trajectory 
and dilution properties, there also remains an absence in the spatiotemporal characterisation of 
inclined dense jets in field environments. The discrete sampling methods and coarse sampling 
intervals of the existing literature are insufficient to resolve the effect of local-scale forcing 
mechanisms that are inherent with coastal settings and have the potential to dominate discharge 
outcomes. In particular, no efforts have been made to obtain continuous time-series data of 
discharge behaviour in the near-field. As a consequent result, the significance of the interplay 
between coastal forcing mechanisms and near-field behaviour, and procedures to evaluate these 
influences remains largely unexplored. Moreover, to the best of the author’s knowledge, there 
have been no reported attempts to correlate field observations with ambient dynamic forcing 
in the field. The existing understanding of inclined dense jets is limited to highly simplified 
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hypotheses derived in idealistic and controlled laboratory environments. Detailed field 
investigations are needed in the diffuser near-field in order to improve physical and numerical 
models of brine diffusers and advance environmental assessment methods. 
1.4.2 Numerical Modelling Under Steady Forcing Conditions 
As discussed in Section 1.3.5.2, there are clear benefits in the use of numerical CFD methods 
over integral and semi-empirical methods, however, its application to inclined dense jets in 
configurations applicable to field outfalls remains in its infancy. Opportunity exists to examine 
the efficacy of CFD methods in the application of inclined dense jets subject to steady 
crossflow regimes, with particular attention to the predicted behaviour in the near and 
intermediate fields – for which, to the best of the author’s knowledge, no systematic studies 
have been presented in the literature. As the existing stance of the literature is limited to the 
systematic investigation of solitary discharges in quiescent receiving environments, the full 
potential of CFD in its ability to resolve multiport plume merging, effects of ambient non-
homogeneity and the areal extent of diffuser footprint remains to be considered. Furthermore, 
there is a need to explore the feasibility of CFD in terms of both model fidelity and the efficacy 
of its application to engineering and plant operations management for desalination outfalls. 
1.4.3 Wave Forcing 
The fundamental exposure to wave conditions in the typically open-coastal discharge settings 
warrants the hypothesis that oscillatory wave forcing may influence the behaviour of inclined 
dense jets. As evidenced in Section 1.3.2.2, such forcing conditions are capable of significantly 
influencing the discharge flow structure and transport processes. The reported literature 
concerning the performance of dense jets under wave forcing is highly limited. Furthermore, 
scant data is reported on the response of trajectory length scales and dilution properties. There 
is a need to update the preliminary works of Ferrari and Querzoli (2015) and Ferrari et al. 
(2018) to further examine the influence of wave dynamics on inclined dense jets. Moreover, 
the non-dimensional and systematic frameworks for predicting the effect of waves on dense 
discharges remains a significant research gap. There is a need for detailed laboratory 
experiments to develop an understanding of the effect of wave forcing upon key jet length 
scales and dilution. Even under a basic set of wave conditions, this type of investigation is 
valuable and needed to further progress the understanding of inclined dense discharges in field 
environments. 
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1.5 Research Questions 
To advance the understanding of inclined dense jets in practical field applications, this study 
was designed to consider the transport and mixing outcomes within dynamic coastal receiving 
environments by addressing each of the following research questions: 
1. Are continuous monitoring strategies sufficient to delineate discharge behaviour and
ascertain their performance in a field environment? If so, what are the benefits over
traditional discrete vertical-profile monitoring?
2. How do inclined dense jet outfalls behave in a field environment and how do the
trajectory and dilution properties compare against the predictions of existing modelling
strategies?
3. What are the key hydrodynamic forcing mechanisms, what are their effects upon
inclined dense jet processes, and what are the metrics to quantitatively characterise their
response?
4. How do the trajectory and mixing processes of inclined dense jets respond to wave
forcing?
1.6 Methodology 
In the context of the existing research into desalination outfalls, the present knowledge of their 
behaviour in field environments is limited. There is a clear need to develop the understanding 
of inclined dense jets and their interplay with coastal forcing mechanisms, with a focus to 
ascertain the outcomes for effluent transport and mixing processes. This study combines field 
experiments, numerical modelling and laboratory experiments to fulfil the identified research 
gaps. A general overview of the key research areas and their employed methods is outlined in 
the proceeding sub-sections. Further details of the implemented methods are detailed in their 
respective chapters of this document.  
1.6.1 Gold Coast Desalination Plant Field Experiment 
Central to research questions (1) – (3), field measurements were taken at the Gold Coast 
Desalination Plant (GCDP) multiport brine diffuser, situated approximately 1200 m offshore 
within the Kirra-Tugun embayment in southeast Queensland, Australia (28°08’37.52” S, 
153°30’42.48” E). The purpose of these experiments was to measure diffuser performance 
under a range of operating scenarios, while gathering detailed physicochemical and 
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hydrodynamic measurements within the near-field proximity of the diffuser. A three-
dimensional static monitoring system was deployed to continuously monitor near and 
intermediate field plume dynamics based on the elevated salinity signature of the SWRO 
outfall. To attain the highest possible spatial resolution, this moored array was focused upon a 
single diffuser port. Together, these measurements provided the first ever dataset to consider 
spatiotemporal variations within the diffuser near-field. Measurements of jet trajectory and 
dilution were compared against semi-empirical models of Roberts et al. (1997) and Abessi and 
Roberts (2017a), while links were also made between ambient hydrodynamic forcing 
conditions and discharge behaviour and were verified with supporting literature. Particular 
emphasis was made to conduct spatiotemporal analyses to examine the effects of transient 
coastal forcing dynamics and subsequent variations in discharge response.  
Figure 1.9. Combined aerial and bathymetry image of the Gold Coast Desalination Plant diffuser site 
used in this study (Beaman, 2010; Nearmap, 2015). 
1.6.2 Numerical CFD Modelling 
In line with research question (3), a numerical investigation was conducted to examine diffuser 
plume dynamics under steady ambient crossflow forcing conditions using a three-dimensional 
CFD model. The quasi-steady RANS simulations were performed using the open-source CFD 
library, OpenFOAM v2.2.2 (Weller et al., 1998). A laboratory-scale model of a singular 
inclined discharge was conducted to provide preliminary validation of the model, with 
comparison against key trajectory length scales and dilutions reported in the literature. Field-
scale simulations of the GCDP offshore multiport brine diffuser were also conducted, and are 
rigorously validated against the literature. Preliminary insights into the effect of velocity shear 
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are provided, whereby measured field velocities are integrated into the model and outcomes 
are compared against measured salinity variations in the field. Analysis is particularly focused 
upon near-field properties due to the rich expanse of laboratory-based experimental studies 
available in the literature. Assessments of upstream sublayer protrusions and the transition from 
jet-dictated to crossflow-dictated regimes are also conducted. Dimensionless semi-empirical 
equations were defined for key trajectory and impact dilution properties for both regimes and 
for both co- and counter-flowing discharge ports, separately. To the author’s knowledge, these 
equations provide the first explicit semi-empirical approximations for a discharge in counter-
flow. The areal extent of discharge and the salinity intensity for various crossflow forcing 
conditions is also considered, where simplified frameworks for near-real time substrate 
concentration feedback are developed.  
1.6.3 Wave Forcing Laboratory Experiments 
To address research questions (3) and (4), the hypothesis that wave oscillatory forcing may 
influence the trajectory and transport processes of inclined dense jets was tested in a systematic 
laboratory investigation. Experiments were performed using a 24-m long wave flume, situated 
within the AEB hydraulics laboratory at The University of Queensland, Australia. An array of 
monochromatic wave conditions were tested for various wave approach angles. Non-invasive 
light attenuation techniques (Cenedese and Dalziel, 1998; Kikkert et al., 2007) were used to 
measure jet trajectory and integrated dilution, while extensive hydrodynamic characterisations 
of wave height and high-frequency velocity measurements were also conducted. A total of 109 
experiments were conducted. Post-processing was performed using MATLAB, where time-
averaged and temporal statistics were extracted for key trajectory components of the discharge. 
Semi-empirical analytical frameworks were developed, whereby a new non-dimensional 
parameter – the wave-amplitude-based Froude number, was derived. Novel, semi-empirical 
formulae were extrapolated from trends as a function of this wave-amplitude-based Froude 
number for trajectory length scales and integrated dilution. 
1.7 Thesis Outline 
The chapters of this thesis are organised to explore the knowledge gaps and research questions 
as outlined in Sections 1.4 and 1.5, respectively. With the exception of this chapter (Chapter  1), 
the outline of the laboratory experimental systems (Chapter 5) and the concluding chapter 
(Chapter 7), all chapters are presented as stand-alone chapters complete with their own abstract, 
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introduction, literature review, notations and reference list. As such, there is some unavoidable 
repetition of material in the introductory sections of each chapter. The following organisation 
of this thesis and a brief description of each chapter is summarised as follows: 
Chapter 1 provides an introductory overview into the context of desalination outfalls and 
outlines the fundamental aspects of their flow behaviour and their analysis. Complexities that 
arise with the interplay of dynamic ambient forcing mechanisms are identified, while the 
behaviour in multiport diffuser configurations that are typical of their application in the field 
are also detailed. The context of desalination outfall modelling is also established. In particular, 
this chapter aims to identify the deficiencies of the existing knowledge of how inclined dense 
jets behave in dynamic coastal settings, leading to the research work presented in this thesis. 
Chapter 2 establishes the context of the Gold Coast Desalination Plant (GCDP) field 
experiment and presents salinity, temperature, dissolved oxygen and ambient crossflow data 
over various plant operating conditions. Time-averaged, three-dimensional, outfall-induced 
salinity change analysis is presented for each discharge case, with plant operations ranging 33 
to 100%. Results show that trajectory outcomes are better presented by semi-empirical models 
that accommodate port spacing and crossflow; however, discrepancies in measured dilutions 
indicate that further research in dynamic coastal settings is required. 
Chapter 3 follows from Chapter 2 and presents detailed spatiotemporal field data measured 
in the GCDP field experiment for the 100% plant operation regime. Salinity and dissolved 
oxygen variations are assessed in parallel with detailed crossflow analysis, using a combination 
of ensemble time-averaged and principal component analysis techniques. Detailed temporal 
analysis reveals that the effect of bottom currents and velocity shear are significant in terms of 
discharge trajectory and dilution response. Concentration-duration-frequency methods are also 
applied to demonstrate propositions for future monitoring strategies. 
Chapter 4 presents a numerical CFD investigation for the GCDP offshore multiport brine 
diffuser in crossflow. This chapter builds from Chapter 3, where the 100% plant operation 
regime is considered for an array of crossflow forcing regimes. Consistent with the literature, 
uniform crossflow cases are predominantly examined, while velocity shear cases are also 
considered. Simulation results are compared against experimental data and semi-empirical 
models, with inclusion to field data obtained from the GCDP field experiment. A precursory 
small-scale single port diffuser study is presented in Appendix I. 
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Chapter 5 provides a detailed overview of the laboratory systems used for the wave forcing 
experiments, with particular attention to experimental setup, calibration, data acquisition and 
experimental methods. Chapter 6 builds on Chapter 5 and develops the analytical method for 
wave forcing upon inclined dense jets, establishes the experiment wave conditions, details the 
post-processing procedures, and presents the results from the laboratory study. Semi-empirical 
models for time-averaged key trajectory length scales and dilution properties, as well as 
temporal variations are presented in this chapter. 
Chapter 7 summarises the overall findings and conclusions of this study. Areas for future 
research concerning inclined dense jets in dynamic forcing environments are also identified. 
Chapters 2, 3, 4 and Appendix I are based on published or submitted papers: 
Chapter 2 Baum, M. J., Gibbes, B., Grinham, A., Albert, S., Fisher, P., Gale, D. (accepted), 
“Near-Field Observations of an Offshore Multiport Brine Diffuser under Various 
Operating Conditions”, Journal of Hydraulic Engineering. 
Chapter 3 Baum, M. J., Gibbes, B., Grinham, A., Albert, S. (submitted), “Spatiotemporal 
Influences of Open-Coastal Forcing Dynamics on a Dense Multiport Diffuser 
Outfall.” Journal of Hydraulic Engineering. 
Chapter 4 Baum, M. J., Gibbes, B. (submitted), “Field-Scale Numerical Modeling of a 
Dense Multiport Diffuser Outfall in Crossflow.” Journal of Hydraulic 
Engineering. 
Appendix I Baum, M. J., and Gibbes, B. (2017). Improved Understanding of Dense Jet 
Dynamics to Guide Management of Desalination Outfalls. In Syme, G., Hatton 
MacDonald, D., Fulton, B., and Piantadosi, J. (Eds.), Proceedings of the 22nd 
International Congress on Modelling and Simulation, MODSIM2017 (pp. 1711-
1717). Hobart, Tasmania, Australia: Modelling and Simulation Society of 
Australia and New Zealand. 
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Abstract 
A field experiment was conducted at an inclined multiport brine diffuser in an open-coastal 
embayment with plant operations ranging 33 to 100% capacity. A three-dimensional array of 
conductivity and temperature sensors captured high-resolution brine plume dynamics. Ambient 
velocity and wave characteristics were also measured. Measured localised outfall salinity 
concentrations did not exceed background levels by more than 1.09 g/kg, while deviations from 
time-averaged ambient salinity ranged from -4.30 to 2.83 g/kg over the 14-day sampling 
period. Plume trajectory and dilution were compared with commonly applied laboratory-based 
empirical methods. While there was general agreement in time-averaged distributions for the 
100% plant operation case, the effects of ambient hydrodynamic processes on plume dynamics 
were dominant. The results have implications for application of empirical models for design, 
regulation and management of these outfalls. 
Keywords: Brine discharge, negatively buoyant plume, multiport diffuser, field study, 
desalination. 
2.1 Introduction 
The discharge of effluents with a density greater than their receiving water body is a frequent 
occurrence. An increasingly common example includes the discharge of brine by-products that 
arise from seawater reverse osmosis (SWRO) desalination operations. With increasing water 
scarcity and decreasing costs of production (Lattemann et al., 2010), the desalination sector 
has grown rapidly in recent decades – with worldwide capacity increasing from 
24.5×106 m3/day in 2005 (Lattemann and Höpner, 2008), to 92.5×106 m3/day in 2017 (Global 
Water Intelligence, 2017). This growth is accompanied by a concurrent increase in brine 
disposal. 
SWRO brine concentrates are commonly discharged into open-coastal environments. Their 
increased salinity and chemical additives (e.g., coagulants and antiscalants) have the potential 
to adversely impact on the receiving marine environment – particularly benthic and stenohaline 
species (Lattemann and Höpner, 2008; Palomar and Losada, 2010). To minimise 
environmental impact, these effluents are typically discharged via submerged diffusers as high 
velocity, inclined dense jets. An inclination of 60° above the horizontal plane is the de facto 
standard for these flows (Roberts et al., 1997; Abessi and Roberts, 2015a). The interplay 
between momentum and buoyancy causes the jet to reach a terminal elevation before 
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descending to the lower seafloor boundary and spreading as a density current (Figure 2.1). The 
discharge-induced turbulence causes entrainment of ambient water – diluting the effluent. 
Traditional design approaches aim to optimise dilution in the near-field under zero current 
conditions. Subsequently, background hydrodynamic processes are discounted despite the 
dynamic, shallow-coastal settings in which these outfalls are typically situated, where wave 
and current mechanisms may significantly influence jet trajectory and dilution. 
While these flows have been analysed comprehensively under controlled, small-scale 
laboratory settings (e.g., Zeitoun et al. (1972); Roberts and Toms (1987); Roberts et al. (1997); 
Abessi and Roberts (2014); Lai and Lee (2014); Choi et al. (2016)), field studies monitoring 
brine outfalls are very limited. McLellan and Randall (1986) measured terminal rise and brine 
sub-layer properties for a hypersaline discharge from a submerged multiport diffuser with a 
vertical port orientation using a combination of acoustic and conductivity, temperature and 
depth (CTD) measurements. Pérez Talavera and Quesada Ruiz (2001), Fernández-Torquemada 
et al. (2005), Fernández-Torquemada et al. (2009), Payo et al. (2010), Marti et al. (2011) and 
Antenucci et al. (2015) each examined hypersaline SWRO outfalls via CTD profiling surveys, 
providing discrete samples of spatial salinity variation. Marti et al. (2011) provided the first 
field assessment of an inclined multiport diffuser in which density-induced stratification within 
the near-field mixing zone was evaluated against empirical formulations determined by Roberts 
et al. (1997) for plant operations ranging 33 to 100% production capacity. van der Merwe et 
al. (2014) combined autonomous underwater vehicle (AUV) measurements with physical 
sampling to assess near and far-field salinity attributed to a submerged SWRO outfall riser. 
More recently, Antenucci et al. (2015) examined dilution properties of a multiport diffuser as 
a function of port-spacing and showed good agreement with laboratory results of Abessi and 
Roberts (2014) under relatively minor ambient hydrodynamic conditions. 
The trajectory and extent of inclined dense jet outfalls at field scale have not been measured 
in detail. Furthermore, an understanding of the hydrodynamic wave and current properties that 
characterise shallow open-coastal receiving environments and their influence on discharge 
response is limited. The objective of this research is to present detailed near-field salinity 
measurements arising from an inclined multiport diffuser and examine the effect of dynamic 
coastal mechanisms on discharge response for a spectrum of low to full-flow discharge 
regimes. Plume geometries and far-field boundary dilutions are also evaluated against 
laboratory-based empirical models, which are widely accepted for design and regulation of 
these flows. 
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2.2 Analysis 
Semi-empirical evaluation of dense jet trajectory and dilution properties has proven a useful 
approach to characterise the behaviour of inclined dense jets (e.g., Roberts and Toms (1987); 
Roberts et al. (1997); Lai and Lee (2014)). Key flow properties and dynamic ambient 
mechanisms are parameterised in Figure 2.1. Effluent with density 0  is assumed to be 
discharged via a sharp-edged circular orifice with diameter d  into a receiving water body with 
density a  and depth aH . As the jet rises, the flow is initially dictated by jet momentum. 
However, due to the elevated density relative to the receiving ambient environment ( 0 a  ), 
buoyancy forces eventually prevail, decelerating the jet and causing the discharge to reach a 
terminal height tZ  before returning to the lower boundary where it spreads radially as a density 
current. The trajectory denoting the path of maximum concentration impinges at the lower 
boundary at distance iX , with dilution iS . Dilution is determined as the brine concentration at 
the source divided by the localised concentration in question. 
Laboratory investigations by Roberts and Toms (1987) and Roberts et al. (1997) showed 
that dilution parameters of an inclined dense jet scale with the jet-densimetric Froude number, 
F , and trajectory parameters scale with dF , where '0 0F U g d . Here, 0U  is the jet exit 
velocity and  '0 0 a ag g      is the initial modified gravitational acceleration, where g is
the acceleration due to gravity. For quiescent receiving environments with F  20, trajectory  
() and dilution (S ) parameters are a function of the port inclination above the horizontal plane, 
0 : 
 0, S fdF F
  (2.1)
Figure 2.1. Schematic of an inclined dense jet and nomenclature for key dimensional flow 
characteristics. (A) Side view. (B) Plan view. 
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The scenario of multiple ports in an ambient crossflow is typical of dense effluent discharges 
in open shallow-coastal environments. In this case, Eq. 2.1 expands to accommodate port 
spacing pL , which is encapsulated by the dimensionless parameter pL dF  (Abessi and 
Roberts, 2017); the angle of crossflow relative to discharge propagation a ; and the ambient 
current speed which is described by the crossflow-based Froude number '0r au F U g d , 
where 0r au U U  is the ambient crossflow and jet exit velocity ratio (Roberts and Toms, 
1987): 
0, , , ,
p
r a
LS f u F
dF F dF
      
(2.2)
For a quiescent receiving environment, multiport diffusers are considered to behave as point 
source discharges for pL dF ~2 (Abessi and Roberts, 2014). Below this threshold, jet flows 
merge and subsequent reductions in trajectory and dilution parameters occur due to the Coanda 
effect (Abessi and Roberts, 2014). 
The effect of ambient crossflow on inclined dense jets is discussed in Lai and Lee (2014) 
and Abessi and Roberts (2017). For ru F  1, the effect of ambient crossflow is minor, while 
for ru F  1, the jet trajectory is bent downstream and dilution is significantly influenced. In 
general, an increase in co-flowing crossflow (current propagating in the same direction as the 
jet) leads to an increase in both impact distance and dilution. Conversely, an increase in 
counter-flowing crossflow (opposing the jet) leads to a decrease in the horizontal component 
of the jets’ trajectory until a critical threshold of ru F  = 0.67 (for 0  = 60°) is attained, where 
the jet falls back on itself – reducing dilution (Abessi and Roberts, 2017). For ru F  0.67, the 
jet trajectory will reverse, ultimately impacting downstream of the diffuser.  
These approaches form the analytical strategy to understand and quantitatively characterise 
the outcomes of the field observations. 
2.3 Materials and Methods 
2.3.1 Study Site Description 
The Gold Coast Desalination Plant (GCDP) commenced operations in 2009 and produces up 
to 133,000 m3/day of potable water supply for the region of South-East Queensland, Australia 
(Viskovich et al., 2014). As a by-product of the SWRO recovery process, up to 230,000 m3/day 
of brine concentrate is produced (Boerlage and Gordon, 2011). This effluent is discharged into 
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the Kirra-Tugun embayment via a 2,200 m subterranean pipeline (2.8 m internal diameter) 
leading to a submerged multiport diffuser. Located approximately 1,200 m offshore, the 203-m 
long seafloor diffuser has an outside diameter of 1.2 m and consists of 14 ports spaced at 13.9-m 
intervals. From the diffuser head, the first four ports on each diffuser arm have a constant 
internal diameter of 0.250 m, while the remaining three ports (including the designated port 
examined in this study) have an internal diameter of 0.238 m. Each port is oriented 
perpendicular to the structure in an alternating configuration such that ports discharging in the 
same direction are spaced 27.8 m apart. Ports are inclined at 0  = 60° above the horizontal, with 
a discharge elevation of 0H  = 2.5 m above the seafloor. In an attempt to maximise mixing by 
longshore processes, the diffuser is aligned perpendicular to the coastline on a bearing of 
41.6 °T, with ports discharging on bearings of 131.6 °T and 311.6 °T. The local bathymetry is 
characterised by a relatively even substrate with a 1:68 gradient, sloping approximately parallel 
to the diffuser structure (Figure 2.2). The study site has a mean depth of aH  = 17.7 m. 
The GCDP’s modular design allows plant operators to manage production rates in 
accordance with demand. In line with traditional design practices, the diffuser was designed 
for flows corresponding to 100% operation capacity (i.e., F  20) using the empirical-based 
formulations of Roberts et al. (1997). For lower demands, and thus lower productions rates, 
the GCDP remains operational under a ‘hot-standby’ operating regime. Under these conditions, 
the brine discharge is augmented with bypass seawater to maintain high port exit velocities. 
This exercise incurs an additional operating expense due to the auxiliary pumping of seawater, 
Figure 2.2. Site location and coastal bathymetry showing the GCDP diffuser, intake and relevant 
deployment locations of instruments (± 5 m). Vertical depth contours are in meters AHD. Coordinate
system is GDA 1994 MGA, Zone 56. 
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only to discharge it with brine concentrate. This field study was designed to examine near-field 
diffuser performance for plant operations ranging from 11 to 100% capacity, comparing 
supplemented and pure brine discharges with subsequent changes in the port Froude number. 
2.3.2 Field Experiment 
Given the wide port spacing ( pL dF  = 2.5  2.0 between neighbouring ports under 100% 
operating conditions), the discharge can be expected to exhibit point source behaviour that is 
synonymous with a solitary jet (Abessi and Roberts, 2014). Hence, a static monitoring system 
was deployed to capture detailed discharge behaviour of a single port in the near and 
intermediate fields. Here, the near-field encapsulates the trajectory length, while the 
intermediate-field extends from plume impact to the end of the mixing zone, where the collapse 
of jet-induced turbulence occurs due to density stratification – beyond which the discharge is 
passively transported by ocean currents (Roberts et al., 1997; Choi et al., 2016). 
Key diffuser performance objectives require that salinities do not exceed background by 
more than 2 practical salinity units (~2 g/kg) and dissolved oxygen (DO) is not less than 
2 mg/L, with each constraint imposed 60 m from the diffuser at the boundary of the regulatory 
mixing zone (Boerlage and Gordon, 2011). Thus, the field monitoring system consisted of a 
distributed array of moored sensors to assess water quality and hydrodynamic behaviour within 
60 m of the designated diffuser port. To better understand spatial thermophysical variability 
along the length of the diffuser, an autonomous underwater vehicle (AUV) survey was 
conducted during the experiment as a proof of concept exercise (measurements detailed in 
Appendix 2.II). The deployed instrument locations and surveyed regions are presented in 
Figure 2.2. The instruments are summarised in Table 2.1.  
2.3.2.1 Static Water Quality Monitoring System 
2.3.2.1.1 Conductivity-Temperature 
The designated diffuser port discharges to the southeast on a bearing of 131.6 °T. In a previous 
study at the site, Boerlage and Gordon (2011) reported median current velocities of 0.05 to 
0.06 m/s with a predominant flow towards the southeast. Subsequently, 25 conductivity and 
temperature (CT) sub-surface moorings were deployed in grid configuration to capture plume 
dynamics up to 60 m downstream of the examined port, covering an area of ~1,200 m2 
(Figure 2.2). While southeast flowing currents were predominantly observed, Boerlage and 
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Table 2.1. Summary of deployed instruments. 
Instrument Parameter Resolution Accuracy Range Deployment 
Odyssey 
Conductivity and 
Temperature 
Logger 
Conductivity  
Temperature 
0.01 S/m 
0.1 °C 
± 3% or 0.025 S/m 
– 
0.3 – 8 S/m 
0 – 65 °C 
Oct. 10, 2013
– 
Nov. 3, 2013 
D-OPTO Optical
Dissolved Oxygen
Sensor
Dissolved oxygen 0.001 ppm ± 1% or 0.02 ppm – Oct. 9, 2013
–
Oct. 23, 2013
YSI 6600 V2 
AUV Probe 
Conductivity 
Temperature 
Dissolved oxygen 
0.0001 S/m 
0.01 °C 
0.01 mg/L 
± 0.5% 
± 0.15 °C 
± 2% or 0.2 mg/L 
0 – 10 S/m 
-5 – 50 °C
0 – 50 mg/L
Oct. 15, 2013
Teledyne RDI 
Workhorse 
Sentinel 1200 
kHz 
Current direction 
Current velocity 
Wave direction  
Wave height 
Wave period 
0.1° 
0.001 m/s 
1° 
0.01 m 
0.1 s 
± 2° 
± 0.3% or 0.003 m/s
± 2° 
± 1% full scale 
– 
0 – 359.9° 
0 – 5 m/s 
0 – 359° 
– 
> 1 s
Oct. 6, 2013 
– 
Nov. 7, 2013 
Synchrotac Vane 
- 706 Series
Wind speed 
Wind direction 
0.28 m/s 
1° 
± 3% above 5 m/s 
± 5° 
0.7 – 100 m/s 
0 – 359° – 
Gordon (2011) also noted the diffuser is subject to northwest flowing longshore currents. To 
capture the event of plume reversal, and otherwise upstream protrusion of the hypersaline 
sublayer, five CT sub-surface moorings were also deployed northwest of the port. In the 
longitudinal direction relative to the examined port orientation, moorings were deployed 
approximately 5, 10, 20, 30 and 60 m from the port. Each mooring was equipped with seven 
self-logging CT sensors (Dataflow Systems, Christchurch, New Zealand), spaced at 2-m 
vertical intervals between elevations of 0.5 to 12.5 m above the seabed. Due to seafloor slope, 
the deployed elevations across the CT array are approximated to have varied by ± 0.15 m and 
are thus assumed to be consistent. CT instruments were configured to record at two-minute 
intervals. 
2.3.2.1.2 Dissolved Oxygen 
The hypersaline properties inherent with SWRO concentrates can reduce DO storage capacity 
(Chapra, 1997). This occurs as the solubility of oxygen gas is reduced by the presence of ionic 
solutes (such as salt) in solution. A DO sub-surface mooring was installed ~7 m downstream 
of the designated diffuser port. The DO monitoring system consisted of four D-Opto Optical 
Dissolved Oxygen Sensor units (Zebra-Tech Ltd. Nelson, New Zealand), installed at 1.0-, 3.5-, 
4.5- and 8.0-m elevations above the seabed. Logging hardware used Arduino components 
(Arduino, 2018), programmed to record at two-minute intervals from October 9, 2013 until 
October 23, 2013. 
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2.3.2.2 Acoustic Doppler Current Profilers 
Current speed and direction over the water column were measured using acoustic Doppler 
current profiler (ADCP) instruments at three sites along the main axis of flow of the designated 
diffuser port (Figure 2.2). At each of the sites, bottom-mounted, upward facing 1200 kHz 
ADCPs (Workhorse Sentinel, Teledyne RDI, California, USA) were deployed. ADCP-N and 
ADCP-S1 were both equipped with waves monitoring and were deployed from October 6, 2013 
until November 7, 2013. ADCP-S2 exclusively captured current properties from October 6, 
2013 until October 29, 2013. To capture ambient hydrodynamic properties ADCP-N was 
deployed ~35 m upstream (northwest) of the designated port and is used hereon to determine 
current and wave properties at the site. ADCP-N’s transducer was deployed 0.65 m above the 
seabed and had a blanking distance of 0.70 m. Current speed and direction was recorded in 
0.25-m vertical bins over 20-minute averaging ensembles. Wave height, period and direction 
were each sampled over 60-minute averaging ensembles. 
2.3.2.3 Wind 
Wind velocity and direction was monitored in 1-minute averages using a Synchrotac 706 series 
anemometer (Rimco, Middleton, Synchrotac, Mulgrave, Australia) installed 2.7 km south-
southwest of the GCDP diffuser at the Gold Coast Airport weather observation station, 
maintained by the Australian Bureau of Meteorology (BOM). 
2.3.2.4 Plant Operations 
Operating characteristics including flow rate, temperature, and conductivity, were recorded by 
the GCDP’s monitoring system at 1-minute intervals. Intake data were collected at the 
discharge point of the intake pumps, while outfall data refer to effluent properties at the GCDP 
outfall shaft. Plant operators advise an approximate 2-hour effluent transit time from the GCDP 
outfall shaft to the diffuser. Discharge properties and experiment durations correspond to 
outfall shaft conditions at the GCDP, while field properties account for the effluent lag time 
and are offset by +2 hours. 
2.4 Results 
Seven experiments were conducted over four operational days between October 10 – 22, 2013. 
Time-averaged background and effluent characteristics for each scenario are presented in 
Table 2.2. Herein, experimental regimes are designated with a respective case number. where 
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the first digit denotes the experiment day and the proceeding value details the sequence of 
experiments corresponding to the respective experiment day. Salinity measurements are 
expressed in terms of absolute salinity (SA) and are derived in accordance with conductivity, 
temperature, depth and geographical location using the TEOS-10 equations (McDougall and 
Barker, 2011). The authors note that by mass fraction, the unit of measure for absolute salinity, 
g/kg, is synonymous with the parts per thousand (ppt) measurement. The change in salinity 
will be used to assess diffuser performance due to the inherently hypersaline properties of 
SWRO brine effluents. Hereon, the following analysis is constrained to time-averaged 
properties. 
Outfall salinity ( 0SA ) and density are taken at the GCDP outfall shaft and assume 
atmospheric pressure. Background ambient salinity ( aSA ) and density properties are determined 
from CT sensors along the distant edge of the monitoring array – approximately 60 m southeast 
Table 2.2. Experiment summary of discharge and ambient properties. 
Property Case 1-1 Case 1-2 Case 2-1 Case 2-2 Case 3-1 Case 4-1 Case 4-2 
Start Date a 10 Oct. 
22:26 
11 Oct. 
06:08 
15 Oct. 
00:27 
15 Oct. 
06:00 
17 Oct. 
07:01 
22 Oct. 
00:19 
22 Oct. 
10:02 
End Date a 11 Oct. 
05:48 
11 Oct. 
16:56 
15 Oct. 
05:45 
15 Oct. 
15:19 
17 Oct. 
15:35 
22 Oct. 
05:01 
22 Oct. 
18:35 
Operating Capacity (%) 11 11 33 33 100 66 66 
Brine Composition (%) b 18.9 50.6 48.0 84.1 99.9 58.9 83.9 
Diffuser Flow Rate, TQ  (m3/s) 1.71 0.69 1.71 1.02 2.30 1.99 1.81 
Discharge Salinity, 0SA  (g/kg) 41.2 44.0 48.9 54.8 54.4 48.9 56.3 
Ambient Salinity, aSA  (g/kg) c 40.3 40.7 42.0 41.2 39.9 38.9 39.0 
Ambient Salinity Change, aSA (g/kg) c 0.47 1.11 0.08 -0.75 -0.10 0.18 0.28 
Discharge Density, 0  (kg/m3) 1029.3 1031.4 1035.4 1039.7 1039.0 1034.8 1040.5 
Ambient Density, a  (kg/m3) c 1028.2 1028.8 1027.7 1029.3 1027.7 1027.1 1027.2 
Froude Number, F (-) 55.6 14.3 25.2 10.7 23.4 24.1 16.6 
Current Velocity, aU  (m/s) c,d 0.04 0.07 0.10 0.05 0.13 0.10 0.15 
Crossflow-Froude Number, ru F  (-) c,d 0.88 0.88 0.76 0.35 0.84 0.73 0.87 
Crossflow Bearing, a  (°T) c,d,e 131 125 308 302 126 146 125 
aDates respective of times measured at the GCDP in year 2013. 
bBrine composition of discharge effluent based on mass flux between auxiliary seawater bypass and SWRO brine. 
cValues account for +2 hour effluent migratory lag relative of GCDP case durations. 
dADCP crossflow parameters depth-averaged over lower 12.3 m of the water column. 
eDirection azimuths taken as angle of propagation relative to true north using depth-averaged north-south and 
east-west velocity vectors. Designated port discharges on a bearing of 131.6 °T. 
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of the diffuser at 12.5 m elevation above the seafloor. The data indicate that background salinity 
variations (± ~2 g/kg) at this location are dictated by background oceanic processes and the 
effects of SWRO discharge are negligible. 
Assuming uniform distribution of the total volumetric flux ( TQ ) across the diffuser, mean 
outflows at the diffuser ports ( 0Q ) ranged from 0.049 to 0.164 m3/s. The GCDP operated in 
seawater bypass mode for approximately 17 – 19 hours leading up to the start of each 
experiment day. 
Due to the combination of the low salinity differential between discharge brine and 
background seawater, and the high background salinity change (Table 2.2), no outfall 
signatures were conclusively detected during the 11% plant operation discharge scenarios held 
over experiment day 1. Subsequently, Cases 1-1 and 1-2 are omitted from the following 
analysis. 
2.4.1 Environmental Characterisation 
Selected ambient environmental variables measured at the GCDP offshore brine diffuser are 
presented in Figure 2.3. Herein, direction of propagation () is presented as a true bearing, 
where for currents (and waves and wind, alike) a co-flow occurs when a  = 131.6 °T. The 
shallow coastal processes at the site are inherently complex with considerable transient and 
spatial variability over the water column. Velocities are consistently higher ( aU  0.5 m/s) in 
the top 1.0-m of the water column, and are attributed to wind forcing. Below this surface layer, 
ambient crossflow varied considerably with horizontal velocities ranging from 0.0 to 0.4 m/s. 
Median velocities of 0.07 m/s were recorded over the lower 15 m of the water column and are 
consistent with the 0.05 to 0.06 m/s reported by Boerlage and Gordon (2011); however, 
crossflow hydrodynamics were characterised by distinct mobilisation events in the order of 0.2 
to 0.4 m/s while exhibiting complex non-uniformity over the depth of the water column. To 
illustrate near-bed current direction and velocities, currents measured at 1.5 m elevation are 
also shown (Figure 2.3(C)). Here, the bottom currents ranged from 0.00 to 0.26 m/s (equivalent 
to ru F  = 0.0 to 1.6, assuming density properties from the 100% discharge case) with a median 
velocity of 0.06 m/s. Vertical velocity was determined to be negligible across all cases. Tidal 
water level variability showed a combination of both M1 and M2 mechanisms, however their 
influence on measured currents was negligible. 
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To quantify the effects of ambient velocity on discharge response, the time-averaged 
crossflow-based Froude number ( ru F ) is also presented for elevations ranging 1.5 – 12.3 m 
above the seabed (for 100% plant operation tZ  = 2.2dF  = 12.3 m (Roberts et al., 1997)) using 
the depth-averaged velocity magnitude (summarised in Table 2.2). The averaged effluent and 
ambient densities over the operation and discharge durations were used respectively in the 
formulation of ru F . Wind and wave time-series’ are summarised in Appendix 2.I, Table 2.4. 
North to northwest ambient currents were recorded on day two (October 15, 2013), resulting 
in counter-flow for the designated diffuser port. Case 2-1 is subject to moderate crossflows 
with ru F  1.1 in the first half, before weaker northerly flows ensued, producing a mean 
crossflow magnitude of ru F  = 0.76. A combination of increased discharge and ambient density 
Figure 2.3. Dynamic parameters, water temperature, salinity and dissolved oxygen time series. Black
line on elevation profiles presents surface elevation. Grey fills indicate discharge durations of the seven
experimental periods. Water velocity (A) and direction (B) profiles obtained from ADCP-N. (C) 
Bottom-current velocities sampled at 1.5 m elevation. Seawater temperature (D) and salinity (E) profiles
are horizontally-averaged at each depth using CT sensors located 60 m southeast of the diffuser. (F) 
DO profile in diffuser near-field. 
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differential and weaker crossflow velocities for Case 2-2 resulted in a reduction in crossflow-
based Froude magnitude, with ru F  = 0.35. Experiment days three and four (October 17 and 22, 
2013, respectively) both exhibit southeast flow scenarios, with crossflow Froude magnitudes 
sufficient to result in elongation of jet trajectory. Case 3-1 was subject to a surface-driven 
mobilisation event with ~9 m/s winds blowing toward the south – causing flow velocity to 
increase in time with increasing flow development over the depth of the water column, resulting 
in ru F  1 above 5 m elevation in the second half of the case duration. Significant variability 
in flow velocity and direction occurred over the depth of the water column for Cases 4-1 and 
4-2. Flow mechanisms at approximately mid-depth were dominant over Case 4-1 with ru F  1,
while velocity over the water column generally increased with time. The first half of Case 4-2
was governed by a southeast propagating surface-driven event with ru F 	1 over the depth of
the water column. While the currents reduced considerably (depth-averaged ru F   0.5) in the
final two-hours of Case 4-2, velocity shear over the depth of the water column was observed,
where northwest propagating currents with ru F  0.5 for elevations 0 to 4 m and 10 to 17 m,
contrasted the south-easterly flows ( ru F  0.5) between 4 to 10 m.
Significant wave height ( sH ) ranged 0.5 to 2.1 m with a mean of 1.1 ± 0.3 m (± 1 standard 
deviation (SD)), while the peak wave period ( pT ) ranged 2.5 to 14.1 s with a mean of 7.2 ± 
2.2 s over the full sampling duration. Waves generally propagated parallel to the diffuser with 
a mean bearing of s  = 237 °T (diffuser oriented on a bearing of 41.6 °T). Assuming linear 
wave theory, significant wave parameters constituted transitional wave regimes 
(0.05 aH L  0.50) across most cases, albeit Case 3-1 where deep wave properties were 
observed ( aH L = 0.56). For transitional regimes, wave induced particle oscillatory motion is 
experienced over the depth of the water column, with decreasing magnitude on approach to the 
seafloor; while for deep waves, the hydrodynamic effect decays exponentially to zero prior to 
the seafloor. Applying linear wave theory, horizontal wave amplitude velocities ( ,0sU ) ranged 
from 0.04 to 0.32 m/s at port elevation ( 0H  = 2.5 m) across the array of operational regimes 
(Appendix 2.I). These wave orbital velocities are in some cases, equivalent to current velocities 
and thus can be deemed significant in terms of discharge response. 
Seawater temperatures (Figure 2.3(D)) were obtained from CT probes deployed 60 m 
southeast of the diffuser and are horizontally averaged at each measured elevation. Water 
temperatures ranged 18.4 to 22.7°C and weakly stratified vertical structures were recorded, 
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with warmer temperatures generally observed in the upper regions of the water column. A 
homogenous temperature rise of ~2 °C was recorded over October 15 – 18, 2013. This 
temperature rise appears to be initiated by strong north-propagating flow ( aU  = 0.2 to 0.3 m/s) 
on the evening of October 15, 2013. 
Temporal DO trends were consistent with temperature variability (Figure 2.3(F)) and ranged 
4.9 to 10.0 mg/L – consistently above the regulatory hypoxic threshold of 2.0 mg/L. A 
transition in DO occurred mid-way through Case 2-2 (October 15, 2013), where DO levels 
immediately above the seabed increased by up to 3.8 mg/L. This behaviour coincides with the 
large temperature increase (Figure  2.3(D)) and a reduction in salinity over the same period 
(Figure 2.3(E)), which appears to be activated by currents propagating towards the northwest. 
A maximum decrease of 1.9 mg/L to resulted in a DO concentration of 7.1 mg/L at 3.5 m 
elevation during Case 3-1, over which the time-averaged outfall DO concentration was 
7.7 mg/L. With the detected outfall salinity signatures (later discussed), this reduction supports 
the likelihood that the observed changes were due to discharge, and potentially occurs due to 
the decreased oxygen solubility that occurs with increased salinity, as well as the oxygen 
demand within the pipe infrastructure itself. 
2.4.2 Measured Salinity Change 
Measured salinity changes (accounting for the 2-hour effluent migratory period) were 
determined relative to a 1-hour ensemble average, beginning 3-hours prior to the anticipated 
first arrival of discharge of the first case corresponding to each experimental day. Herein, the 
time-averaged change in salinity is denoted by SA . Beyond October 17, 2013, substantial 
marine fouling of CT instruments was observed. This was most pronounced on equipment 
deployed near the seafloor – in particular, instruments situated at 0.5 m elevation. Fouled CT 
sensors (evident by data anomalies or sensor drift) were subsequently discarded from the 
proceeding analysis. Spatially interpolated horizontal distributions of mean salinity change 
computed for each discharge scenario are presented in Figures 2.4 – 2.7. Velocity vectors 
denote mean water velocities depth-averaged for each elevation ± 1 m over the observation 
period. Because the bottom-mounted ADCP records no velocity for 0.5 m elevation, the 
respective transects utilise velocities at 1.5 m elevation.  
Experiment day two (October 15, 2013) was subject to northwest propagating counter-flow. 
Results from Roberts and Abessi (2014) show that for ru F   0.67, reversal of the jets’ 
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trajectory will occur. Case 2-1 presents this scenario with ru F  = 0.76, and salinity changes are 
indicative of plume reversal – with positive salinity fluxes (~0.04 to 0.14 g/kg) for elevations 
ranging 4.5 to 10.5 m at distances 5 to 10 m northwest of the designated port. Discharge salinity 
signatures were not detected over the southeast monitoring array (refer to horizontal transects 
in Appendix 2.III, Figure 2.11); however the reversed, counter-flowing trajectory appears to 
be captured over the vertical planar transect of Figure  2.8(A) and is later discussed. The 
crossflow for Case 2-2 is dynamically less influential (depth-averaged ru F  = 0.35), however a 
net reduction in salinity change occurs across all elevations (Figure 2.4) due to ambient 
thermophysical variability, with the time-averaged change in background salinity, aSA , equal 
to -0.75 ± 0.31 g/kg. Elevations ranging from 0.5 to 6.5 m are less receptive to this reduction 
in salinity – particularly within 30 m southeast of the diffuser, where salinities were relatively 
higher on approach to the seafloor and is consistent with the densimetric subsidence of 
discharge. 
Experiment day three (Case 3-1) corresponds to 100% plant operation regime and yields a 
high rate of volumetric flux ( TQ  = 2.30 m3/s), high salinity differential ( 0 aSA SA  = 14.5 g/kg) 
and low ambient salinity variability with aSA  = 0.10 ± 0.06 g/kg. Over the Case 3-1 duration 
a southeast crossflow event occurs – presenting a co-flowing scenario for the designated port. 
Salinity distributions (Figure 2.5) distinctly capture discharge behaviour, with increases in 
salinity recorded up to 10.5 m localised to within 30 m southeast of the diffuser along the 
Figure 2.4. Horizontal distributions of mean salinity change across each sampled elevation for Case
2-2 (33% plant operation – 1:20 dilution).  = 13.6 g/kg;  = 1.02 m3/s; F = 10.7; 
= -0.75 g/kg;  = 0.7 m;  = 10.0 s;  = 249 °T. 
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central CT nodes. Over the southeast CT array, a maximum time-averaged salinity increase of 
0.56 g/kg was recorded at 0.5 m elevation, approximately 5 m downstream of the examined 
port. 
Ambient currents showed considerable variation in crossflow over the depth of the water 
column during the Case 4-1 discharge duration, while an almost uniform increase in salinity 
was observed for elevations below 10.5 m (Figure 2.6). A combination of increased crossflow 
below 6 m elevation and increased effluent buoyancy relative to the 100% discharge regime 
(Case 3-1) appears to elongate the jet trajectory for Case 4-1, with elevated salinities (~0.6 to 
0.8 g/kg) recorded up to 30 m southeast of the diffuser along the central CT nodes from 2.5 to 
6.5 m elevation. Case 4-1 corresponded to the maximum localised salinity increase across all 
cases, where an increase of 1.09 g/kg was measured at 0.5 m elevation, 5 m southeast of the 
diffuser and is potentially linked to reversal of neighbouring counter-flowing jet 
(Figure 2.6(A)). Case 4-2 (Figure 2.7) exhibits similar trends to the Case 4-1 predecessor – 
with a 0.3 to 0.7 g/kg increase in salinity over the monitoring array up to 10.5 m elevation. For 
2.5 to 8.5 m elevations, CT probes at the centre of the southeastern CT array each exhibit an 
increase in salinity (0.5 to 0.8 g/kg) up to 30 m from the diffuser. These detected salinity 
signatures concur with the co-propagating southeasterly crossflow that occurred over the 
experiment and are indicative of trajectory elongation relative of the quiescent predictions of 
Roberts et al. (1997) and Abessi and Roberts (2014), for which the impact distance is predicted 
to occur 9.5 m from the diffuser. 
Figure 2.5. Horizontal distributions of mean salinity change across each sampled elevation for Case
3-1 (100% plant operation).  = 14.5 g/kg;  = 2.30 m3/s; F = 23.4;  = -0.10 g/kg; 
= 1.2 m;  = 4.6 s;  = 222 °T. 
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Figure 2.6. Horizontal distributions of mean salinity change across each sampled elevation for Case 
4-1 (66% plant operation). 0 aSA SA  = 10.0 g/kg; TQ  = 1.99 m3/s; F = 24.1; aSA  = 0.18 g/kg; sH
= 1.2 m; pT  = 8.7 s; s  = 254 °T.
Figure 2.7. Horizontal distributions of mean salinity change across each sampled elevation for Case 
4-2 (66% plant operation – minimal dilution). 0 aSA SA  = 17.3 g/kg; TQ  = 1.81 m3/s; F = 26.6; aSA
= 0.28 g/kg; sH  = 1.4 m; pT  = 9.2 s; s  = 238 °T.
2.4.3 Vertical Plume Concentration 
Vertical transects of plume concentration are presented for each case in Figure 2.8. The vertical 
transects are taken through the northwest and southeast CT sensor deployments along the 
designated nozzle axis. Because the source salinity is variable between each case, time-
averaged salinity concentration is presented. The local concentration, c , is taken as the 
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percentage ratio of net salinity change and the source salinity differential ( 0 aSA SA ) using 
Eq. 2.3: 
0
100 (%)a
a
SA SAc
SA SA
  

 (2.3)
where SA  is the local, time-averaged change in salinity for each sensor over the transect. 
Conventionally, the numerator of Eq. 2.3 would only consist of the local salinity change, 
however changes to background salinity ( aSA ) also occurred over the experiment duration. 
To help delineate discharge-induced salinity change from these temporal ambient variations, 
the time-averaged change in salinity for each measured location is subtracted by the time-
averaged change in background salinity to provide a net salinity change ( aSA SA  ). 
Empirical predictions for terminal rise, impact distance and impact concentration are also 
shown for Roberts et al. (1997) and Abessi and Roberts (2017). As the empirical models do 
not predict the abscissa of terminal rise, for presentation purposes only, the horizontal 
translation is taken as the mid-point of the impact distance. With the transient variations in 
current, subsequent variations in the trajectory predictions of Abessi and Roberts (2017) are 
presented by the time-average ± 1 SD. As the laboratory experiments of Abessi and Roberts 
(2017) were conducted for crossflow parallel to the discharge, subsequent predictions 
presented here are similarly produced using the crossflow component parallel to the jet-axis 
(depth-averaged up to 12.3 m elevation), and is notated herein by ru F. Here, co-flow is denoted
by ru F> 0.
With the strong counter-flow observed over Case 2-1 ( ru F = -0.74), plume reversal occurs
(Figure 2.8(A)). Abessi and Roberts (2017) showed that for -0.9 ru F  , the jet’s impact 
distance is closer to the diffuser than for zero current speed. However, in this instance the 
discharge remains aloft as it spreads downstream – with elevated concentrations contained 
within 4.5 to 10.5 m elevation. With relatively low counter-flow velocities ( ru F = -0.32), a
dense, saline sublayer occurs for Case 2-2 (Figure 2.8(B)) with a thickness of lZ  2.5 m. The 
sublayer is arrested ~20 m upstream and spreads downstream to the limits of the northwest 
monitoring array, 60 m from the diffuser. The low rate of volumetric flux ( TQ  = 1.02 m3/s) and 
the low resultant port-Froude number (F = 10.7) in combination with ambient hydrodynamics 
for Case 2-2, appears to result in lower detectability of the jet trajectory relative to the other 
discharge cases. 
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Figure 2.8. Vertical transect of net concentration through central plane of CT sensor array. Black port 
denotes designated diffuser, with the positive x-axis along a bearing of 131.6 °T. Terminal rise, impact 
distance and impact concentration (denoted by coloured marker) predictions of Roberts et al. (1997) 
and Abessi and Roberts (2017) also shown. Trajectory predictions of Abessi and Roberts (2017) use 
depth-averaged crossflow computed in direction parallel to discharge, where the mean ± 1 standard 
deviation over the discharge duration is presented. 
Vertical distributions for the 100% discharge case (Case 3-1) in Figure 2.8(C) capture the 
outfall signature as a salinity “mound” – differing from the distributions of Abessi and Roberts 
(2017) where an ambient entrainment core is present in the internal region of the jet. This may 
be due the response to non-uniformity in ambient crossflow over the water column, three-
dimensionality of the jet-trajectory, and the spatial under-sampling over the presented planar 
transect. The impact distance is well approximated within the range of predictions of Roberts 
et al. (1997) and Abessi and Roberts (2017); however impact concentrations are higher than 
predicted by Abessi and Roberts (2017). 
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Over Case 3-1, near the seafloor northwest CT probes showed increases in salinity that are 
comparable to outfall signatures detected in the southeast monitoring array, with average net 
concentrations of 5.1% and 3.6% for 0.5 m and 2.5 m elevation respectively. These salinity 
increases (equivalent to 0.74 g/kg and 0.52 g/kg, respectively) were observed up to the 
northwest extremity of the monitoring array (60 m upstream of the diffuser) and indicate the 
upstream protruding sublayer is not arrested over this range. In a quiescent receiving 
environment, these signatures agree with ports discharging to the northwest, where the 
spreading density layer can be expected to extend to lZ  = 0.7dF  = 3.9 m elevation (Roberts et 
al., 1997). While the upstream wedge has not been investigated in the literature for multiport 
diffusers subject to low counter-flow regimes, upstream wedge intrusion for an inclined dense 
jet subject to co-propagating cross-flows is determined to cease for ru F  0.45 (Choi et al., 
2016).  During the surface-driven event that occurred over Case 3-1, receiving ambient 
velocities reduced near the seafloor, with ru F = 0.51 over the lower 5 m of the water column.
Marti et al. (2011) similarly observed upstream protrusion of the brine sublayer for a single-
sided multiport diffuser in co-flow, despite measuring a crossflow parameter of ru F  = 0.50. 
Consistent with observations presented in the Case 3-1 scenario, Marti et al. (2011) also noted 
a reduction in dilution on the side of the diffuser opposing the crossflow. These discrepancies 
between field and laboratory-based findings indicate further research concerning brine 
sublayers in crossflow is required. 
For Case 4-1 (Figure 2.8(D)), the co-flowing crossflow elongates the horizontal trajectory 
to impact 20 to 30 m from the diffuser, and fits remarkably well with predictions of Abessi and 
Roberts (2017). Despite the agreement of jet-trajectory length-scales, impact concentrations 
are much higher than predicted by Abessi and Roberts (2017). In fact, an increase in salinity 
concentration relative to ambient salinity change is observed over the length of the vertical 
transect, up to 10.5 m elevation above the seafloor. Subsequently, on the basis of concentration 
Case 4-1 presents the worst-case overall, despite considerable crossflow velocities and large 
wave-induced orbital velocities ( ,0sU  = 0.30 m/s by linear wave theory), which are 
conventionally argued to increase dilution. This outcome is believed to be attributed to the 
inhomogeneity of background salinity change over the water column. Ambiguities in discharge 
concentration on the basis of salinity may be resolved by implementing a tracer (e.g., 
Rhodamine) to explicitly characterise jet dilution in the field. 
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Despite similar depth-averaged crossflow velocities between Case 3-1 and Case 4-2, no 
upstream sublayer is observed for Case 4-2 (Figure 2.8(E)). This is thought to occur due to the 
combination of increased wave activity (later discussed) and increased crossflow magnitude 
that occurs below 5 m elevation for Case 4-2, with ru F  = 0.72 – in contrast to ru F  = 0.51 for 
Case 3-1. 
2.4.4 Jet Properties 
As a novel feature of the three-dimensional continuous deployment, jet trajectory and dilution 
properties were examined, and are summarised in Table 2.3. For comparison, predictions from 
empirical scaling arguments of Roberts et al. (1997) and Abessi and Roberts (2017) are also 
presented. The authors note that the empirical scaling must be applied with caution as trends 
from Roberts et al. (1997) are conducted for zero crossflow conditions with F  20; while 
Abessi and Roberts (2017) reported significant variations between co- and counter-flowing jets 
for ru F  0.9 and are derived for ru F  0.67. Due to the combination of waves, currents and 
the inhomogeneous and turbulent nature of the coastal environment, field conditions differed 
from the idealised laboratory conditions from which the empirical predictions are derived. 
These temporal variations resulted in considerable variability over time, where the range of jet 
dimensions over each experiment was examined on the basis of salinity change across both the 
horizontal and vertical planes of the CT sensors array. Computed empirical values are valid for 
deep quiescent ambient discharge regimes (i.e., adF H   0.42 for 0  = 60° (Roberts et al., 
1997; Abessi and Roberts, 2015b)) with F  20. The presented cases satisfy this deep discharge 
criterion, with adF H  ranging from 0.14 to 0.32. 
2.4.4.1 Terminal Height 
The terminal elevation, tZ , is determined at the maximum height where localised salinity 
variations consistent with the jet trajectory are observed. The terminal height was well 
predicted by empirical estimates (Table 2.3). Crossflow Froude numbers frequently exceeded 
the ru F  0.5 threshold beyond which the height is determined to decrease with increasing 
crossflow magnitude (Roberts and Toms, 1987). Discrepancies may be attributed to the vertical 
spacing of the deployed sensor array, and limitations of detection against ambient salinity 
variability. Notable discrepancies occurred for Cases 3-1 and 4-1, where the empirical model 
of Abessi and Roberts (2017) appears to overestimate measured terminal rise. Both instances 
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corresponded to periods of sustained crossflow at approximately mid-depth with ambient 
velocities exceeding aU  = 0.15 m/s, contrasting the bottom currents where aU   0.05m/s 
occurred. In the literature, the effects of crossflow are typically quantified for depth-averaged 
or point measurements in the water column, where no systematic studies on the effect of 
horizontal velocity shear on discharge have been reported. It is anticipated the substantial 
crossflows frequently identified above 5 m elevation may impede the vertical jet trajectory. 
Conversely, the high current speed in this region may contribute to accelerated dispersion such 
that discharge becomes indistinguishable from the background. Further research is needed to 
better examine the effect of velocity shear on the discharge. 
2.4.4.2 Return Distance 
While the CT sensors deployed at 0.5 m elevation sufficiently captured the brine sublayer, the 
impact distance was difficult to explicitly define over a single horizontal transect due to 
geospatial aliasing. Subsequently, the return distance was determined by identifying localised 
salinity increases over elevations ranging 0.5 to 4.5 m. The horizontal trajectory varied 
appreciably over time (± 10 m) primarily due to the variability of the ambient hydrodynamic 
conditions. Consistent with past studies concerning inclined jets subject to ambient crossflow 
(e.g., Roberts and Toms (1987); Roberts and Abessi (2014); Abessi and Roberts (2017)), each 
case subject to co-flowing currents demonstrated elongation in the horizontal direction 
(Table 2.3). Under co-flow, quiescent-based empirical estimates of Roberts et al. (1997) 
consistently corresponded to the lower bounds of observations for rX , while predictions of 
Abessi and Roberts (2017) for a multiport diffuser in flow were compliant with the upper 
observation bounds. With the reduced auxiliary seawater bypass for Case 4-2 compared to 
Case 4-1, similar horizontal trajectory ranges were observed despite the relative differences in 
buoyancy, momentum and volumetric flux. Both regimes yielded similar depth-averaged 
crossflow-based Froude numbers (Table 2.3), thus confirming that crossflow plays an 
important role on jet behaviour.  
2.4.4.3 Return Dilution 
Return dilution, rS , was computed over the range of the trajectory return distance using the net 
measured salinity change along the central plane of the CT sensor array – with the return 
salinity change averaged over 0.5 to 2.5 m elevation. Similar to the reciprocal of Eq. 2.3, the 
return dilution is determined with Eq. 2.4 as: 
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0 a
r
r a
SA SAS
SA SA
   (2.4)
where rSA  is the time-averaged salinity change over the return distance. No return distance 
was determined for Case 2-1 and thus the return dilution is not reported. Measured return 
dilutions are reported in Table 2.3. Despite port-Froude numbers  20, return dilutions for 
Cases 2-2 and 4-2 are much higher than predictions of Roberts et al. (1997), however 
projections of Abessi and Roberts (2017) are in good agreement with Case 4-2 where strong 
bottom currents occurred ( ru F = 0.72). Conversely, return dilutions over Cases 3-1 and 4-1 
acceptably concur with the Roberts et al. (1997) empirical model, while the measured dilution 
is almost three times less than the projections of Abessi and Roberts (2017). This may be in-
part due to the sheared velocities that predominated Cases 3-1 and 4-1, where bottom currents 
were notably lower than their depth-averaged crossflows ( ru F depth-averaged between 0 – 5 m 
elevation corresponding to 0.41 and 0.57, respectively). Dilution predictions of Abessi and 
Roberts (2017) compare better with measured values when bottom current velocities are used 
( iS  = 40.9 and 50.1 for Cases 3-1 and 4-2, respectively), thus indicating that return dilution 
properties are dependent upon near-bed velocities under sheared regimes. 
2.4.4.4 Boundary Dilution 
Dilution at the edge of the monitoring array (60 m from the diffuser) was determined by 
examining the near-bed time-averaged salinity change (Table 2.3). For 100% plant operation 
conditions the length of the mixing zone, nX  = 9.0dF  = 50.1 m (Roberts et al., 1997) is the 
distance where jet-induced turbulence collapses due to density stratification in the spreading 
sublayer, thus marking the ultimate minimum dilution ( nS ) under quiescent conditions. 
Subsequently, the boundary dilution at the edge of the monitoring array, bS , and ultimate 
minimum dilution are assumed to be comparable. Similar to Eq. 2.4, the boundary dilution bS  
has been determined using Eq. 2.5: 
0 a
b
b a
SA SAS
SA SA
   (2.5)
where bSA  is the time-averaged change in absolute salinity recorded at the far boundary of the 
monitoring array. Consistent with rSA , bSA  is horizontally averaged across 0.5 to 2.5 m 
elevation. For co-flowing outfall regimes (Cases 3-1, 4-1 and 4-2) the downstream southeastern 
edge of the monitoring array was used, while bSA  was determined from the northwestern 
sensor line for cases subject to counter-flow (Cases 2-1 and 2-2). 
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For Case 2-1, the counter-flowing trajectory remained aloft and no sublayer was observed 
(Figure 2.8(A)), thus no value for the boundary dilution is reported. Consistent with Roberts et 
al. (1997) and Abessi and Roberts (2015a), boundary dilution generally increases from the 
return distance. For Case 3-1, dilution between the return distance range and the southeastern 
boundary increases by 65%. This is remarkably consistent with Roberts et al. (1997) where a 
63% increase in dilution was measured under zero current flow. Conversely, for Cases 4-1 and 
4-2 dilutions at the boundary increase by only 20%, and may be attributed to the notably higher
increase in background salinity that occurred over these periods, with aSA  = 0.18 ± 0.11 g/kg
and 0.28 ± 0.54 g/kg, respectively.
Similar to Marti et al. (2011), for cases with F  20 (Cases 2-2 and 4-2), measured field 
dilutions were much higher than predicted by extrapolation of Roberts et al. (1997). With the 
intricacies of crossflow and wave forcing over each of these periods, it is suspected that these 
increases in dilutions are not limited to the source volumetric flux as suggested by Marti et al. 
(2011). In contrast, for cases with F  20 (Cases 3-1 and 4-1), the field boundary dilution was 
over-predicted by Roberts et al. (1997). With these variations in ambient salinity, it is difficult 
to explicitly associate discrepancies due to hydrodynamic forcing, whereby discrepancies may 
also be linked to the inhomogeneity of background salinity change over the depth of the water 
column. Again, the authors stress that future investigations alternatively consider the use of a 
tracer in order to better delineate discharge signatures from natural ambient variability. 
2.5 Discussion 
Ambient crossflow mechanisms contributed to significant variations in temperature, dissolved 
oxygen and salinity, where SWRO outfall induced deviations over discharge events were far 
outweighed by natural processes. To capture the ambient variations relative to experiment 
discharge periods, salinity change over the entire sensor array time series’ is captured by box 
and whisker distributions in Figure 2.9. The presented full-duration is taken over a two week 
period (from the start of the dataset on 22:00 October 10, 2013 and concluding 48-hours after 
the cessation of Case 4-2 on 18:34 October 24, 2013) and is inclusive of the hypersaline 
discharge periods corresponding to each presented case. 
Regulatory conditions at the GCDP require that the near-field boundary salinity cannot 
exceed background salinity by greater than ~2.0 g/kg (Boerlage and Gordon, 2011). Despite 
the full duration including experiment outfall periods, background variations in salinity exceed 
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those observed during plant discharge, with upper and lower fence values (1.5 times the 
interquartile range) of 2.83 g/kg and -3.15 g/kg respectively. The maximum observed salinity 
increase of 2.83 g/kg occurred at 2.5 m elevation at 13:38 on October 23, 2013 – approximately 
19 hours after the end of Case 4-2 and is linked to a wind-driven, southeast propagating current 
event. Over the discharge durations, the maximum instantaneous boundary salinity change of 
2.09 g/kg occurred during Case 4-2 at 2.5 m elevation, with similar salinity increases observed 
over the expanse of the CT array up to 4.5 m elevation, and presumably occurs due to high 
levels of ambient salinity variation. In contrast, along the southeastern edge of the monitoring 
array the 100% plant operation regime (Case 3-1) – characterised by high sustained volumetric 
flux, a high discharge and ambient salinity differential and low ambient salinity variability, 
yielded a maximum instantaneous boundary salinity increase of 0.90 g/kg at 0.5 m elevation. 
The receiving environment varies significantly from the idealised homogenous, unstratified, 
quiescent setting examined by Roberts et al. (1997), whose extrapolated empirical formulae 
are widely accepted as the de facto protocol for design and regulation of these outfalls. Local 
and regional hydrodynamic mechanisms at the diffuser site present additional complexity. The 
sheared horizontal crossflows ( aU z   and a z  ) that dominate the receiving ambient 
environment and their effect on discharge response are yet to be quantified. Rather, the ambient 
Figure 2.9. Box and whisker plots presenting net salinity change from the entire deployed static CT
array. Upper and lower fence values defined as 1.5 times the interquartile range and are constrained to
within the extreme values of the data. Red + symbols denote outliers. Full duration (22:00 October 10,
2013 – 18:34 October 24, 2013) salinity variability detrended by the mean of each sensor over the
respective duration. Case durations computed respective of 1-hour time average ensemble commencing
3-hours prior to the first discharge of each corresponding experiment day.
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crossflow is assumed to be uniform over the water column. Choi et al. (2016) demonstrated 
that for increasing crossflow-based Froude magnitude, a reduction in terminal rise and an 
increase in both impact dilution and bottom layer thickness ensues. Salinity signatures 
(particularly for 100% operation) generally decrease in times of elevated crossflow over the 
water column – indicating conformity with the findings of Choi et al. (2016). 
For Cases 3-1 and 4-2 the mean crossflow and discharge thermophysical properties are 
comparable, however Case 4-2 occurred over a transitional wave regime ( aH L  = 0.24), 
whereas Case 3-1 was subject to deep wave conditions ( aH L = 0.56). Comparison of the 
horizontal salinity transects at the return elevation (Figure 2.5(B) and Figure 2.7(B) for 
Cases 3-1 and 4-2, respectively) reflect increased spread in the lateral direction relative of the 
diffuser port. This lateral spread correlates with the elevated wave-induced orbital velocities 
that arise from the increased wave period for Case 4-2, along with the predominant wave 
direction which acted perpendicular to the diffuser. By linear wave theory, time-averaged 
horizontal wave-induced amplitude velocities at port elevation equate to 0.04 m/s and 0.32 m/s 
for Case 3-1 and 4-2, respectively. Additionally, the effect of increased wave height ( sH  = 1.2 
and 1.4 m for Case 3-1 and 4-2, respectively) increases vertical mixing and density-induced 
brine sub-layer thickness (Bas et al., 2011). This may further contribute to the reduced salinity 
differentials in the diffuser near-field for Case 4-2 relative to Case 3-1. With the limited 
documentation on the effect that waves have on inclined dense jets, these findings are 
speculative. Future work is required on inclined dense jet behaviour in receiving environments 
representative of the open-shallow coastal settings that typify SWRO brine concentrate 
disposal sites. 
With the dynamic interplay of ambient currents, waves, turbulence and stratification that 
typifies field desalination discharges, the existing simplified model presented in Eq. 2.2 
expands to become exceedingly complex. With the existing state of empirical scaling 
arguments limited to assuming uniform velocities over the depth of the water column, the non-
uniformity of ambient current structure alone presents significant challenges for existing 
approximation methods. Computational Fluid Dynamics (CFD) approaches may be used to 
accommodate complex ambient hydrodynamic processes, stratification and thermophysical 
properties, however significant advancement is required (in both computational architecture 
and model fidelity) before CFD modelling strategies are widely applied for dynamic field-scale 
outfall analysis. 
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2.6 Conclusion 
The static CT monitoring system was successful in capturing signals arising from the SWRO 
outfall. Over the experiment outfall periods, the maximum time-averaged salinity increase at 
the downstream southeastern edge of the monitoring array corresponded to 0.72 g/kg at 2.5 m 
elevation. This occurred over Case 4-2 which was prescribed by 66% plant operation, where 
the increase is primarily due to the detection of outfall coupled with variations in ambient 
salinity. Observed background salinity variability was determined to exceed salinity changes 
attributed to SWRO effluent over the experiment duration, ranging -4.30 to 2.83 g/kg. The use 
of a tracer (e.g., Rhodamine) is subsequently advised for future field investigations to 
distinguish a clearer spatial understanding of discharge behaviour in the field. AUV based 
sensor systems offer high spatial resolution capacity, quicker deployment and recovery times 
and minimal instrument fouling, however temporal data acquisition is sacrificed. These 
advantages over static CT array systems present AUV monitoring as a viable technique for 
future field investigations of brine outfalls, and are to be used in addition to continuous 
monitoring techniques. 
The behaviour of dense jets in a quiescent ambient environment is commonly used as the 
basis for design of brine diffuser systems. This is largely due to regulations that require “worst-
case” conditions, and the perception that ambient hydrodynamic mechanisms aid the dilution 
process and therefore quiescent design approaches provide a conservative estimate of dilution. 
Ambient hydrodynamics captured in this study vastly differ from the quiescent design criterion. 
Measurements revealed that current and wave mechanisms significantly influenced jet 
response, with the return distance exceeding empirical estimates determined by Roberts et al. 
(1997) by 10 to 20 m. Impact distance predictions of Abessi and Roberts (2017) correlated well 
with the upper bounds of field measurements. In agreement with Choi et al. (2016) and Abessi 
and Roberts (2017), changes in jet trajectory were most pronounced when ru F  0.5. For cases 
with F  20, both return and boundary dilutions were considerably higher than predicted by 
extrapolation of Roberts et al. (1997). Return dilutions were generally over-estimated by 
Abessi and Roberts (2017), however better projections were obtained when using bottom 
currents – suggesting the effects of velocity shear may be significant in terms of impact 
properties. Further quantitative characterisation of dense discharges subject to turbulent 
crossflow processes, velocity shear, and wave processes, is required to better describe these 
dynamic ambient interactions. This type of investigation will facilitate an improved 
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understanding of existing diffuser performance and provide critical insight for future outfall 
designs. 
Notation 
The following symbols are used in this chapter: 
c  Local time-averaged concentration [-]; 
d  Port diameter [L]; 
F  Jet densimetric Froude number [-] defined as: 
0
'
0
UF
g d
 ; 
g  Acceleration due to gravity [L T-2]; 
'
0g  Modified acceleration due to gravity [L T
-2] defined as: 
' 0
0
a
a
g g 
  ; 
0H   Discharge port elevation [L]; 
aH   Ambient depth [L]; 
sH   Significant wave height [L]; 
L  Wavelength [L]; 
pL   Port spacing [L]; 
0Q   Source volumetric flow rate [L3 T-1]; 
TQ   Total diffuser volumetric flow rate [L3 T-1]; 
S  Dilution [-]; 
bS   Dilution measured at boundary of sensor array, 60 m from the diffuser [-]; 
nS   Ultimate minimum dilution at the near-field boundary [-]; 
rS   Dilution measured over return distance range [-]; 
SA  Absolute salinity [M M-1]; 
0SA   Effluent absolute salinity [M M-1]; 
aSA   Ambient absolute salinity [M M-1]; 
pT   Peak wave period [T]; 
ru   Ambient crossflow and jet exit velocity ratio [-] defined as: 
0
a
r
Uu
U
 ; 
ru F   Crossflow-based Froude number [-]; 
ru F  Crossflow-based Froude number component in direction parallel to jet-discharge axis
[-]; 
0U   Jet exit velocity [L T-1]; 
Near-Field Observations of an Offshore Multiport Diffuser under Various 
Operating Conditions 
Chapter 2
70 
aU   Ambient velocity [L T-1]; 
,0sU   Horizontal wave-induced amplitude velocity at 2.5 m elevation [L T-1]; 
wU   Wind velocity [L T-1]; 
iX   Horizontal trajectory distance to jet impact on lower boundary [L]; 
nX   Horizontal distance to end of near-field mixing zone [L]; 
rX   Horizontal trajectory distance to return elevation [L]; 
lZ   Density induced bottom layer thickness [L]; 
tZ   Terminal rise elevation [L]; 
aSA   Time-averaged change in ambient absolute salinity measured at 12.5 m elevation
[M M-1]; 
bSA   Time-averaged change in absolute salinity 60 m from the diffuser, elevation averaged
across 0.5 and 2.5 m elevations [M M-1]; 
SA   Time-averaged change in local salinity [M M-1]; 
rSA   Time-averaged change in return salinity [M M-1]; 
0   Port inclination above horizontal [-]; 
0   Source discharge density [M L-3]; 
a   Ambient density [M L-3]; 
a   Azimuthal angle of ambient current progression relative to true north [-]; 
s   Azimuthal angle of wave progression relative to true north [-]; 
w   Azimuthal angle of wind progression relative to true north [-]; 
  Geometric jet trajectory parameter [L]. 
Appendix 2.I. Wind and Wave Conditions 
Wind and wave conditions measured over each experiment are summarised in Table 2.4. 
Significant southward propagating wind events occurred over Cases 3-1 and 4-2 with speeds 
of 9.2 and 8.1 m/s respectively. These speeds were sustained over each experiment duration 
and resulted in surface-driven current mobilisation events (Figure 2.3).  
The depth-to-wavelength ratio, aH L (where L is the distance between wave crests), is used 
in linear wave theory to classify the response of waves over the water column. Generally, wave-
induced seabed amplitude velocities reduce with increasing aH L and reduce to zero for deep 
wave regimes ( aH L  0.50). Applying linear wave theory (Wiegel, 2013), for transitional 
regimes, the maximum horizontal particle amplitude velocity at the port elevation for 
significant wave properties is given by Eq. 2.6: 
 
 ,0
cosh
2 cosh
as
s
a
k h HH gkU
kH
   (2.6)
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where 2k L  is the wave number, 2 T   is the angular frequency, T  is the wave period, 
and 0ah H H  . 
Table 2.4. Time-averaged wind and wave environmental parameters for each case regime (± 1 SD). 
Case ID 
Wave  Wind
Wave 
Period 
Wave 
Height 
Wave 
Direction 
Depth-
Wavelength 
Ratio 
Port Wave 
Amplitude 
Velocity 
Wind 
Velocity 
Wind 
Direction 
pT  (s) sH  (m) s  (°T) aH L  (–) ,0sU  (m/s) wU  (m/s) w  (°T) 
1-1 6.9 ± 0.6 1.8 ± 0.1 199 ± 3.2 0.27 ± 0.04 0.32 ± 0.06 6.3 ± 1.2 162 ± 12 
1-2 6.9 ± 0.5 1.5 ± 0.2 210 ± 10 0.27 ± 0.03 0.27 ± 0.06 3.0 ± 2.3 233 ± 62 
2-1 10.2 ± 3.7 0.7 ± 0.0 253 ± 15 0.20 ± 0.10 0.17 ± 0.06 1.2 ± 1.0 2 ± 22 
2-2 7.0 ± 3.0 0.7 ± 0.1 249 ± 22 0.50 ± 0.63 0.11 ± 0.06 4.8 ± 1.2 285 ± 47 
3-1 4.6 ± 0.2 1.2 ± 0.2 222 ± 12 0.56 ± 0.04 0.04 ± 0.01 9.2 ± 0.9 183 ± 5 
4-1 8.8 ± 0.6 1.2 ± 0.1 254 ± 4 0.19 ± 0.02 0.30 ± 0.02 3.1 ± 0.7 136 ± 7 
4-2 8.2 ± 1.5 1.4 ± 0.1 238 ± 16 0.24 ± 0.16 0.32 ± 0.11 8.1 ± 1.4 182 ± 10 
Note: Wavelength, L, and horizontal port wave amplitude velocity, ,0sU , determined in accordance with linear 
wave theory. Wave-amplitude velocity computed for port elevation, 0H , above the seafloor. Wave and wind 
directions denote direction of propagation. Examined port discharges along an azimuth of 131.6 °T. 
Appendix 2.II. Autonomous Underwater Vehicle 
As a proof of concept exercise, discrete sampling was conducted between 08:00 – 10:00 on 
October 15, 2013 (first two hours of Case 2-2) using a YSI EcoMapper AUV (YSI Integrated 
Systems & Services, St. Petersburg, USA). The AUV surveyed the northern diffuser arm 
(Figure 2.2), 2 to 5 m southeast of the diffuser. Conductivity, temperature and DO were 
recorded at 1 Hz with a YSI 6600 V2 probe (YSI Integrated Systems & Services, St. 
Petersburg, USA). AUV transect velocities were set at 1.0 m/s – enabling high spatial 
resolution data capture. 
AUV transects are shown in Figure 2.10. Over the Case 2-2 duration, the discharge had a 
mean salinity of 0SA  = 54.8 g/kg with TQ  = 1.02 m3/s. Weak ambient currents occurred over the 
two-hour monitoring period, with a median horizontal crossflow velocity of 0.06 m/s over the 
lower 15 m of the water column and a mean crossflow-based Froude number of ru F  = 0.08 
± 0.19, propagating with a mean true bearing of 345°T. 
The AUV showed that temperature generally decreased with depth. Minor increases in 
temperature (~0.1 °C) were detected within ± 5 m of each port discharging towards the AUV 
and concur with the warmer discharge temperatures in the outfall shaft (~20.0 °C). Salinity 
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ranged from 40.7 to 42.2 g/kg, and increased with depth. Localised increases in salinity 
(~0.5 g/kg) were detected ± 5 m from nozzles propagating towards the AUV. Upon descent, 
the AUV DO probe equilibrates from atmospheric conditions and thus values presented for a 
distance greater than 70 m (respective of Figure 2.10) must be considered with caution. The 
mean effluent DO measured at the outfall shaft over this period corresponded to 9.0 ± 0.1 mg/L. 
DO levels were notably lower for depths greater than 10 m (~6.8 to 7.0 mg/L). 
Figure 2.10. Salinity, temperature, DO concentration and DO saturation data from AUV transects 
conducted 08:00 – 10:00 October 15, 2013. The ݔ-axis presents distance along diffuser along the 
northern diffuser arm. Ports presented by thick black nodes replicate discharge propagating towards the 
AUV, while thin nodes present discharge away from the AUV. 
Appendix 2.III. Measured Salinity Change – Case 2-1 
Horizontal, time-averaged salinity change transects over the southeast monitoring array for 
Case 2-1 are presented in Figure 2.11. Salinity change over the experiment generally increased 
with increasing elevation. The strong ( ru F  = 0.76) northwest propagating counter-flow resulted 
in low salinity variations over each horizontal southeast transect with maximum salinity 
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differentials within 0.19 g/kg measured up to 8.5 m elevation. This, coupled with the elevated 
salinities detected at the immediate northwest CT sensors between 4.5 to 10.5 m elevation, 
further supports the likelihood that plume reversal occurs.  
Figure 2.11. Horizontal distributions of mean salinity change across each sampled elevation for Case 
2-1 (33% plant operation). 0 aSA SA  = 6.9 g/kg; TQ  = 1.71 m3/s; F = 25.2; aSA  = 0.08 g/kg; sH
= 0.7 m; pT  = 11.4 s; s  = 253 °T.
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Abstract 
Detailed spatiotemporal analyses of near-field outfall dynamics are reported for an inclined 
brine multiport diffuser discharging into a dynamic open-coastal embayment. Three-
dimensional variations in near-field discharge dynamics were captured using near-continuous 
in-situ monitoring of physicochemical properties in parallel with measurements of dissolved 
oxygen and ambient hydrodynamic conditions. Temporal analyses were conducted using 
principal component analysis and concentration-duration-frequency methods to show near-
field salinity variations are generally localised to within 30 m of the diffuser and are highly 
sensitive to ambient crossflow dynamics. Periods of low near-bed velocities and high velocity 
shear corresponded to the lowest return and boundary brine dilutions, with instantaneous near-
bed salinity increases of up to 1.5 g/kg and DO reductions up to 1.9 mg/L measured 
immediately downstream of the diffuser. Both trajectory and dilution demonstrated strong 
correlation with near-bed crossflow magnitude and were assessed against laboratory-based 
empirical models. Measured dilutions were well approximated by models that accommodate 
crossflow, however trajectory properties were generally over-predicted. The quantitative 
characterisation of temporal plume dynamics within an unsteady coastal setting provides 
valuable insights into the applicability of existing modelling approaches and regulatory 
assessment. Improvements to monitoring strategies are also proposed. 
Keywords: Brine discharge, desalination, SWRO outfall, multiport diffuser, continuous in-situ 
monitoring, salinity, inclined dense jet, field study. 
3.1 Introduction 
With changing climate patterns, continued population growth and limited availability of natural 
freshwater supplies, water demands in coastal settings are increasingly augmented by seawater 
desalination. Seawater reverse osmosis (SWRO) treatment processes dominate existing 
desalination technologies with an installed global capacity of 39.4×106 m3/day in 2013 
(Villacorte et al., 2015). SWRO production processes typically yield 40 – 50% freshwater 
recovery rates and thus residual effluent byproducts are characterised by their hypersalinity, 
with approximately double the salinity of their feed water. The composition of SWRO effluents 
is not limited to hypersalinity, but may also contain process additives including biofoulants, 
coagulants, antiscalants and cleaning chemicals (Lattemann and Höpner, 2008; Drami et al., 
2011). SWRO effluents are most commonly disposed into the ocean, where the discharge is 
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typically denser than the receiving environment due to the negligible thermal inputs over the 
recovery process (Missimer and Maliva, 2018), which can result in the accumulation of 
effluents upon the seafloor. Consequently, SWRO effluents may impair benthic organisms, 
which has led to the implementation of strict regulatory frameworks for design and monitoring 
of such outfalls to maximise dilution and minimise the risk of environmental harm. 
Seafloor brine diffusers continue to be an effective strategy to minimise impacts of SWRO 
effluent streams on the coastal environment. The resulting discharge environments are often 
treated as two regions: the near-field, where transport processes are dictated by discharge 
dynamics; and the far-field, where ambient hydrodynamics are responsible for further 
entrainment and dilution (Marti et al., 2011). Pertinent to outfalls in coastal environments, 
empirical laboratory investigations demonstrate the effects of ambient crossflow on the near-
field discharge processes are significant, and often lead to elongation of the jet trajectory 
coupled by an increase in dilution (Roberts and Toms, 1987; Lai and Lee, 2014; Choi et al., 
2016; Abessi and Roberts, 2017b). Despite the influence of ambient hydrodynamics on 
discharge properties, in-situ field measurements of jet trajectory and dilution features in the 
presence of a hydrodynamically active receiving environment are limited. As far as the authors 
are aware, McLellan and Randall (1986), Marti et al. (2011) and Baum et al. (2018) provide 
the only combined systematic studies of near-field jet trajectory and dilution properties in 
parallel with assessment of ambient hydrodynamic conditions. 
Monitoring techniques for these environmental systems have rapidly progressed in recent 
years (Jones, 2015). Traditional outfall monitoring is predominantly limited to discrete 
sampling methodologies using conductivity-temperature-depth (CTD) profiling (e.g., 
Fernández-Torquemada et al. (2005); Marti et al. (2011)), ecological monitoring (e.g., 
Raventos et al. (2006); de-la-Ossa-Carretero et al. (2016); Belkin et al. (2017)) and more 
recently, autonomous underwater vehicles (AUV) (e.g., Rogowski et al. (2012); van der Merwe 
et al. (2014)). While AUV technologies facilitate instantaneous and rich spatial resolutions of 
various physiochemical and biometric properties, they are unable to continuously capture 
temporal variations. The coastal environments in which SWRO outfalls are typically located 
are prone to such temporal variability, with potential implications for outfall mixing processes. 
Subsequently, the “snapshot” instances generated by the discrete survey methods described 
above are often insufficient to categorically examine diffuser performance and compliance with 
environmental regulatory objectives. 
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With the application of continuous monitoring, temporal artefacts can be removed. 
Traditionally however, temporal resolution is obtained at the expense of spatial resolution. In 
this study, both near-field spatial and temporal resolutions are resolved in unprecedented detail. 
This research expands earlier work presented by Baum et al. (2018) to provide a comprehensive 
spatiotemporal investigation of the discharge response from the Gold Coast Desalination Plant 
(GCDP) operating at 100% plant capacity. The combination of low background thermophysical 
variation, high salinity and high volumetric discharge rates allowed for unambiguous outfall 
detection. The high frequency in-situ instrumentation provided novel insights into the dynamic 
interplay of discharge trajectory and dilution subject to coastal forcing mechanisms in the field. 
Discharge-induced changes to salinity and dissolved oxygen are discussed, with a view to 
updating SWRO outfall monitoring strategies. 
3.2 Analysis of Inclined Dense Jets 
The flow characteristics of an inclined dense jet and key dimensional properties are 
summarised in Figure 3.1. Brine is discharged as a jet from a seafloor mounted diffuser at 
velocity 0U  via a circular orifice with diameter d and elevation 0H . The effluent density 0  is 
greater than the density of the receiving water body a  (i.e., 0 a  ). The subsequent interplay 
between jet-momentum and buoyancy causes the jet to reach a terminal elevation tZ , before 
descending to the lower boundary and transitioning into a horizontally spreading density 
current with thickness lZ . To achieve rapid dilution, discharge ports are often inclined above 
the horizontal plane, with an angle of 0  = 60° taken as the de facto standard for a flat, 
Figure 3.1. Definitions for an inclined dense jet diffuser and nomenclature for key dimensional flow
characteristics. (A) Side view. (B) Plan view. Hydrodynamic forcing parameters including current
velocity (Ua), significant wave height (Hs) and wavelength (L) are also shown. 
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horizontal bed (Abessi and Roberts, 2015). This inclination imposes a horizontal component 
of momentum, which results in the horizontal translation of the jet centreline so that it 
ultimately impacts the bed at distance iX . The horizontal distance nX  marks the end of the near-
field mixing zone, where further advection-driven dilution occurs passively due to background 
transport processes. 
In a quiescent environment, jet dilution properties (S) scale with the jet-densimetric Froude 
number, F , while trajectory parameters ( ) scale with dF, where '0 0F U g d  (Roberts and 
Toms, 1987; Roberts et al., 1997). Here,  '0 0 a ag g      is the initial modified
acceleration due to gravity, where g  is the acceleration due to gravity. In the coastal 
environments that typify outfall sites, ambient current ( aU ) needs to be considered. Several 
laboratory studies have examined the behaviour of inclined dense jets in crossflow 
environments (e.g., Roberts and Toms (1987); Lai and Lee (2014); Choi et al. (2016); Abessi 
and Roberts (2017b); Abessi and Roberts (2017a)). These studies show that semi-empirical 
evaluation is a useful approach to characterise dense jet behaviour. The effect of steady, 
uniform crossflow is captured with the dimensionless crossflow-based Froude number ru F , 
where 0r au U U  is the ratio of ambient current and jet exit velocity. Here, the azimuthal angle 
of ambient flow relative to true north is denoted by a . Roberts and Toms (1987) report a steady 
increase in jet dilution as the crossflow angle transitions from counter-flow (current 
propagating in opposite direction to jet) to co-flow (in same direction as the jet). For multiport 
diffusers, the non-dimensional spacing between ports, pL dF , is introduced (Abessi and 
Roberts, 2017b), where pL  is the spacing between neighbouring discharges. Together, for a 
fixed port inclination angle, non-dimensional trajectory and dilution properties for multiport 
diffusers in crossflow environments are encapsulated by Eq. 3.1: 
, , , pr a
LS f u F
dF F dF
      (3.1)
In general, an increase in ru F  leads to an increase in impact distance and dilution, 
accompanied by a reduction in terminal rise elevation (Abessi and Roberts, 2017b). For a co-
flowing discharge scenario at low current speeds ( ru F   1), the density-induced sublayer 
intrudes upstream of the source and mixing is jet-dominated. For a singular discharge with 
ru F  ~0.45, this upstream wedge intrusion is swept downstream of the source, while for 
ru F   0.8 mixing is dominated by crossflow and the intrusion is completely expelled 
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downstream (Choi et al., 2016). For multiport diffusers in a quiescent ambient setting, port 
spacing reaches an independent threshold at pL dF  2 (Abessi and Roberts, 2014). Contrary 
to Abessi and Roberts (2014), recent investigations of Abessi and Roberts (2017b) and Abessi 
and Roberts (2017a) show no asymptotic relationship for multiport diffuser spacing in 
crossflow environments. Together, these findings form the basis of the quantitative strategy 
used in this work to analyse the interplay of ambient hydrodynamics against measured 
discharge trajectory and dilution receptors at the GCDP outfall site. 
3.3 Materials and Methods 
3.3.1 Gold Coast Desalination Plant Diffuser 
The GCDP is a SWRO facility situated in South East Queensland, Australia (28°09’28’’ S, 
153°29’52” E), and has an output capacity of 133,000 m3/day. With a recovery rate of 
approximately 40%, the GCDP discharges up to 230,000 m3/day of reject brine into the Kirra-
Tugun open-coastal embayment. At 100% plant operation, this reject stream is constituted by 
~90% hypersaline brine, treated seawater backwash and process additives (Boerlage and 
Gordon, 2011), making the SWRO effluent more dense than its receiving environment. 
Effluent is discharged 1200 m offshore via a submerged multiport diffuser (Figure 3.2). The 
diffuser is 203 m long and consists of 14 ports spaced at 13.9-m intervals in an alternating 
configuration, with a subsequent spacing of 27.8 m between ports on each side. At 100% plant 
operation, the ports are considered widely spaced (for pL  = 13.9 m) with pL dF  = 2.5  2 
(Abessi and Roberts, 2014). The diffuser is aligned such that ports are oriented to discharge in 
the longshore direction to utilise mixing from longshore processes, with ports discharging on 
bearings of 131.6 °T and 311.6 °T. Ports are inclined at 0  = 60°, with a discharge elevation of 
0H  = 2.5 m. 
Key diffuser performance objectives require that salinity does not exceed 2 practical salinity 
units (~2 g/kg) above background and dissolved oxygen (DO) is not less than 2.0 mg/L – with 
each constraint imposed at the edge of the regulatory mixing zone, defined 60 m from the 
diffuser (Boerlage and Gordon, 2011; GCD Alliance, 2017). Further, ecotoxicity testing 
indicates that a dilution of S = 20 (i.e., 20 parts seawater to 1 part effluent) is required to obtain 
the no-observed-effect concentration (Boerlage and Gordon, 2011). The diffuser was 
subsequently designed to achieve a minimum dilution of bS  = 40 at a distance of 60 m ( nX ) 
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using the quiescent-based semi-empirical model of Roberts et al. (1997) and assuming 100% 
plant operating conditions. For further details regarding the GCDP and its offshore brine 
diffuser, refer to Boerlage and Gordon (2011), Gordon et al. (2012), Viskovich et al. (2014) 
and Baum et al. (2018). 
3.3.2 Diffuser Monitoring Experiment Design 
Near-field plume dynamics of the SWRO outfall were continuously monitored using a three-
dimensional instrument deployment concentrated around a single diffuser port on the southern 
diffuser arm (Figure 3.2(B)). To the authors’ knowledge, this study presents the first attempt 
to measure near-field spatiotemporal variations of an SWRO inclined multiport diffuser in a 
field environment. The extensive monitoring program combined continuous in-situ 
physicochemical and hydrodynamic measurements. A comprehensive overview of the 
instrumentation used in the GCDP diffuser study is provided in Baum et al. (2018). 
The monitored diffuser port discharges southeast on a bearing of 0  = 131.6 °T and was 
constructed with an internal diameter of d = 0.238 m. Due to the southeast longshore currents 
that predominate the site (Boerlage and Gordon, 2011), a total of 25 conductivity-temperature 
(CT) sub-surface moorings were deployed in a grid configuration, downstream (southeast) of 
the designated port for distances of approximately 5, 10, 20, 30 and 60 m from the diffuser. 
Five additional CT moorings were deployed northwest of the diffuser at equivalent distances 
from the discharge source. Each mooring consisted of seven Odyssey conductivity and 
temperature loggers (Dataflow Systems, Christchurch, New Zealand), spaced at 2-m vertical 
Figure 3.2. GCDP diffuser and relevant deployment locations (± 5 m). Vertical depth contours are in
meters AHD. Coordinate system is GDA 1994 MGA, Zone 56. 
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intervals with elevations ranging 0.5 to 12.5 m above the seabed (Figures 3.2 and 3.3). CT 
instruments were configured to log continuously at 2-minute intervals. With an offshore 
seafloor gradient of 1:68, deviations in deployed elevations across the monitoring array are 
approximated to be negligible with variations of ± 0.15 m. After screening each time series, 
anomalous sensors were rejected. A total of 194 CT sensors are used in the subsequent analysis. 
To ascertain the discharge-induced DO variations that arise due to the reduced solubility of 
oxygen in hypersaline solutions (Chapra, 1997), a subsurface float consisting of four D-Opto 
Optical Dissolved Oxygen Sensor units (Zebra-Tech, Nelson, New Zealand) was deployed 
~7 m downstream of the diffuser port. The DO sensors were situated at 1.0, 3.5, 4.5 and 8.0 m 
elevations above the seabed – providing a profile of near field DO variability. Each DO sensor 
was programmed with a 2-minute logging frequency using Arduino hardware components 
(Arduino, 2018). 
Current speed, direction and wave properties were measured using an acoustic Doppler 
current profiler (ADCP). The ADCP was a bottom mounted, 1200 kHz Workhorse Sentinel 
(Teledyne RDI, California, USA) with waves capability. The ADCP was deployed ~35 m 
northwest of the diffuser and was programmed to measure current speed and direction over the 
depth of the water column with a vertical resolution of 0.25 m over 20-minute averaging 
ensembles. The ADCP’s transducer was deployed at 0.65 m elevation and had a blanking 
distance of 0.70 m. Wave properties including significant wave height ( sH ), peak wave period 
( pT ) and wave direction ( s ) were each sampled over 60-minute averaging ensembles. 
Wind velocity ( wU ) and direction ( w ) were measured 2.7 km south-southwest of the diffuser 
at the Gold Coast Airport weather observation station, maintained by the Australian Bureau of 
Meteorology. Plant operational data including intake and outfall properties were measured at 
Figure 3.3. Side schematic of the GCDP diffuser instrument deployment, including the CT (yellow)
and DO (red) sub-surface moorings and the ADCP. Plume sketches are drawn to scale in accord with
quiescent semi-empirical definitions for terminal rise and impact distance, assuming 100% plant
operating conditions (Roberts et al., 1997). Darker right hand plume represents the jet central to the
focused three-dimensional CT sensor deployment, discharging on a bearing of ϕ0 = 131.6 °T. Lighter
left hand plume represents the adjacent plumes of the alternating diffuser (ϕ0 = 311.6 °T). 
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the GCDP. Both the wind and plant operating data were sampled at 1-minute intervals. All 
direction measurements denoted by  account for magnetic declination (Geoscience Australia, 
2017) and are presented as true bearings denoting the direction of propagation, where for 
 = 131.6 °T the ambient forcing mechanism is moving in the same direction as the designated 
discharge port. 
3.4 Results and Discussion 
As an extension to the time-averaged approach of Baum et al. (2018), the following analysis 
considers the spatiotemporal outfall behaviour corresponding to a 100% plant operation 
scenario that took place over 07:01 – 15:35 on October 17, 2013. Field observations are offset 
by the 2-hour effluent transit duration from the GCDP outfall shaft to the offshore brine 
diffuser. Salinity measurements are expressed in terms of absolute salinity (SA) using the 
TEOS-10 equations of state, and are derived based on conductivity, temperature, depth and 
geographical location (McDougall and Barker, 2011). The unit of measure for absolute salinity 
(g/kg) is synonymous with the parts per thousand (ppt) unit by mass fraction, and is comparable 
to the practical salinity unit (PSU) measurement. The application of the TEOS-10 equations to 
the calculation of brine salinity is further discussed in Appendix 3.I. 
In-situ background properties (including ambient salinity aSA  and density a ) are 
determined from CT probes deployed at the southeast edge of the monitoring array (~60 m 
from the diffuser), elevated 12.5 m above the seafloor. These sensors were elected due to their 
distant proximity from the diffuser, with minor variations noted to act independently of 
discharge (further detailed in Appendix 3.II and 3.III). Since the regulatory salinity threshold 
is ~2 g/kg above ambient, the following analysis considers salinity change (denoted by SA ) 
relative to a baseline period as a proxy to examine the hypersaline outfall behaviour. 
Accounting for the 2-hour effluent transit duration, the measured salinity change is determined 
relative to the 1-hour time-averaged properties for each sensor, commencing 3-hours prior to 
the first arrival of discharge (06:01 – 07:01, October 17, 2013). 
3.4.1 Plant Operating Conditions 
The plant operated in bypass mode (seawater discharge) for ~17 hours leading up to the 
experiment, however the last hypersaline discharge ceased ~40 hours beforehand at 17:20, 
October 15, 2013. Due to the significant coastal dynamics characteristic of the site (Baum et 
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al., 2018), immediately prior to the experiment salinity conditions are deemed to be 
representative of background ambient properties, with no residual hypersaline effluent 
remaining from previous discharge periods. 
The average total diffuser outfall flow rate, TQ , was 2.3 m3/s over the experiment. Assuming 
constant volumetric flow rates across the 14 diffuser ports, this equates to jet velocities of 
0U  = 3.7 m/s. Intake and outfall temperatures ranged 22 to 23 °C over the experiment duration. 
Outfall temperatures at the GCDP outfall shaft were on average 0.4 °C cooler than the intake 
feed water. A time-averaged outfall salinity of 0SA  = 54.4 ± 7.1 g/kg (mean ± 1 standard 
deviation) and density of 0  = 1039.0 ± 5.4 kg/m3 was measured, while an average ambient 
salinity of aSA  = 39.9 ± 0.1 g/kg and density of a  = 1027.7 ± 0.1 kg/m3 occurred over the 
experiment. Assuming mean discharge density conditions over the experiment duration and 
accounting for fluctuations in flow rate, the operating conditions constitute a jet-densimetric 
Froude number of F  = 23.4 ± 1.4 at the nominal diffuser port over the experiment duration. 
DO concentration at the GCDP outfall shaft generally decreased over the experiment duration 
with an average concentration of 7.7 ± 0.5 mg/L compared to a mean DO of 8.6 ± 0.5 mg/L 
over the three hours prior to the experiment. 
3.4.2 Ambient Environment Conditions 
Discharge occurred over the ebb to flood component of the semidiurnal tidal cycle, with a mean 
depth of aH  = 18.1 ± 0.4 m. Strong southward propagating winds in excess of wU  = 9.2 m/s 
were observed over the experiment duration (Figure 3.4(E)). These winds induced a surface-
driven current with velocity increasing in time and with increasing flow development over the 
depth water column (Figure 3.4(A)). Above 5 m elevation, flow consistently propagated 
towards the southeast with current velocities ranging 0.1 to 0.3 m/s. Below 5 m, current 
direction was less consistent, varying between east to south-southwesterly flows with velocity 
magnitudes from 0.0 to 0.2 m/s (Figures 3.4(A) and (D)). After 14:00 full mobilisation of the 
water column occurred, with mean velocities below 5 m elevation of 0.10 ± 0.04 m/s. 
A mean significant wave height of sH  1.2 ± 0.1 m and peak wave period of pT  = 4.6 ± 0.2 s 
was recorded. Assuming linear wave theory (see Wiegel (2013)), the ratio of water depth and 
peak wavelength (L) correspond to a deep wave regime ( aH L = 0.56 ± 0.04). Under these 
wave conditions, discharge dynamics are considered to be governed by crossflow, where wave-
induced orbital amplitude velocities of 0.04 ± 0.01 m/s are estimated at port elevation (Baum 
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et al., 2018). Waves propagated on a mean bearing of s  = 221 ± 12 °T – approximately 
perpendicular to discharge propagation (later presented in Appendix 3.II, Figure 3.15(B)). 
To characterise the mean physical properties over the sensor array, elevation-averaged 
profile time series’ are later presented in Appendix 3.II, Figures 3.15(C) – (E). Temperature is 
mostly isothermal over the depth of the water column, however reductions (~0.5 °C) are 
observed for elevations  8.5 m between 10:00 – 14:00 and again after the cessation of 
discharge beyond 18:00 (Figure 3.15(C)). These variances are also accompanied by a ~0.3 g/kg 
increase in salinity (Figure 3.15(D)). Resultantly, vertical density differentials up to ~0.3 kg/m3 
were measured between 6.5 and 8.5 m elevation over the same period (Figure 3.15(E)). To gain 
some insight into the effects of density stratification and velocity shear, following the approach 
of Hodges et al. (2011) the minimum vertical velocity gradient to induce shear-driven mixing 
Figure 3.4. Current and wind forcing conditions. Grey shading indicates discharge duration. (A)
Current velocity profile. Black line denotes surface elevation with semidiurnal tidal variations measured
at the site. (B), (C) and (D) current velocity and crossflow-Froude number (urF) time series for depth-
averages ranging 10 – 15 m, 5 – 10 m and 0 – 5 m elevation, respectively. Time-averaged densities over 
the outfall duration are used in the calculation of urF. (E) Wind speed measured 2.7 km south-southwest 
of the diffuser. Normalized vectors on (B) – (E) present the direction of propagation, only. 
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may be considered. In accord with the Miles-Howard theorem (Miles and Howard, 1964), flow 
instability can only occur when the gradient Richardson number (Ri) is less than critical 
somewhere in the flow (Thorpe, 2007). This condition is typically given by: 
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 (3.2) 
For the vertical density differential condition of   = 0.3 kg/m3 over z  = 2 m, aU  0.15 m/s 
provides shear-mixing conditions. Conversely, for the density differential time-averaged over 
the outfall duration at the 6.5 – 8.5 m elevation interface (0.11 kg/m3), aU   0.09 m/s is 
required. Over this elevation range, crossflow velocity shear up to 0.06 m/s was measured, 
suggesting that the system is stable based on crossflow alone. In consideration of wave-forcing 
dynamics, by linear wave theory orbital velocity amplitudes of 0.08 ± 0.01 m/s and 0.12 
± 0.02 m/s occurred at 6.5 and 8.5 m elevation, respectively. It is important to recall that for 
the measured deep wave regime, both vertical and horizontal orbital velocity amplitudes are 
approximately equivalent. Together, current and wave forcing dynamics near (and even 
exceed) the shear-mixing threshold, while the jet dynamics themselves may also have a role in 
the instability of the flow. To the best of the authors’ knowledge, the effects of vertical density 
and velocity gradients upon the behaviour of inclined dense jets have not been previously 
considered. While the relative importance of density stratification upon discharge cannot be 
identified without further studies, the crossflow dynamics are considered to predominate the 
jet trajectory and dilution response. Time-averaged over the experiment, a southeasterly 
crossflow of ru F  = 0.84 (depth-averaged up to tZ  = 2.2dF = 12.3 m elevation (Roberts et al., 
1997) was measured. 
3.4.3 Salinity Variations 
With a high rate of volumetric flux ( TQ  = 2.30 m3/s), high source salinity differential ( 0 aSA SA  
= 14.5 g/kg) and low background salinity change ( aSA  = -0.10 ± 0.06 g/kg, time-average ± 1 
standard deviation), the experimental period had suitable physicochemical conditions to 
unambiguously examine the discharge plume on the basis of measured salinity change. 
Temporal variations in response to hydrodynamic conditions were also captured. 
Vertical transects of time-averaged salinity change over the experiment duration for the full 
CT sensor array are shown in Figure 3.5. The expected near-field discharge signature was 
captured by the monitoring array. The central vertical transect showed elevated salinity change 
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up to 30 m from the diffuser, with increasing intensity on approach to the seafloor. In terms of 
the traditional empirical projections used to design the diffuser (i.e., Roberts et al. (1997)), the 
impact distance is estimated as iX  = 2.4dF = 13.4 m (F  = 23.4) under zero current conditions. 
With an impact distance observed to range 10 to 30 m over the experiment duration, it is likely 
this discrepancy in horizontal translation arises due to the influence of co-flowing ambient 
crossflow dynamics (Abessi and Roberts, 2017b), which are not accommodated by the Roberts 
et al. (1997) model.  
The elevated salinity concentrations and conceivably minor spatial salinity variations at 
0.5 m elevation (0.27 to 0.56 g/kg, southeast of the diffuser), suggest the presence of the brine 
sublayer. Northwest sensors strings detected slightly higher changes in salinity, with time-
averaged changes ranging 0.62 to 0.66 g/kg at 0.5 m elevation. This positive salinity change 
suggests the upstream protruding sublayer is not arrested by the southeasterly propagating 
currents and is suspected to occur due to the neighbouring counter-flowing discharge ports, 
given the alternating multiport diffuser configuration (Baum et al., 2018). From a numerical 
distributed entrainment sink approach, Choi et al. (2016) state that for a singular inclined dense 
jet in a co-flow, ru F  0.45 is a critical threshold for which upstream sublayer protrusion does 
not occur beyond the discharge port. Further, from Abessi and Roberts (2017b) upstream 
Figure 3.5. Spatially interpolated vertical distributions of time-averaged salinity change over the CT
sensor array for the full experiment duration (09:01 – 17:35, October 17, 2013). Deployed sensor 
locations denoted by black circular markers. x-coordinate denotes distance from the examined diffuser
port along the discharge axis. y-coordinate presents the distance measured perpendicular to the
discharge axis. 
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intrusion was observed for a single-sided diffuser in a counter-flow with ru F  = 0.67, but was 
swept downstream for ru F  = 0.78. Over this experiment, it is important to highlight that the 
effect of crossflow velocity shear is significant. While crossflow acting parallel to the discharge 
axis (represented herein by ru F, where co-flow occurs for ru F   0) ranged 0.47 ru F   1.27 
when depth-averaged up to 12.3 m elevation, bottom currents were notably lower and ranged 
0.08 ru F   0.87 (depth-averaged over the lower 5 m of the water column). This upstream 
sublayer intrusion is thus deemed to be attributed to discharge as the ru F = 0.67 condition of 
Abessi and Roberts (2017b) corresponds to the 86th percentile parallel crossflow magnitude. 
Salinity changes above 0.5 m reflect densimetric subsidence, with salinity change reducing 
with increasing elevation. For 2.5, 4.5, 6.5 and 8.5 m elevations, time-averaged salinity change 
( SA ) ranged 0.10 to 0.52, 0.02 to 0.41, -0.07 to 0.34 and -0.13 to 0.16 g/kg, respectively. In a 
quiescent receiving environment, the spreading density layer can be expected to extend to 
lZ  = 0.7dF = 3.9 m elevation (Roberts et al., 1997). Northwest monitoring sites and southeast 
boundary probes concur with this prediction, with consistent increases in salinity (0.1 to 
0.2 g/kg) measured up to 4.5 m. 
3.4.3.1 Spatiotemporal Variability 
Regions coinciding with increased salinity, and thus the discharge signature, were subject to 
considerable temporal variations over the experiment. These variations are consistent with the 
strong concentration gradients that are inherent with the negatively buoyant, gravitationally 
unstable mixing processes of the dense diffuser outfall (Roberts et al., 1997). From Fischer et 
al. (1979), initial jet mixing timescales are typically considered to be  103 seconds, while 
physical processes arising from current advection take place over much larger timescales 
ranging 103 – 106 seconds. The 2-minute sampling interval of the CT sensors is insufficient to 
characterise discharge-induced turbulence and mixing processes, however large temporal 
variations ( 0.5 g/kg) were observed up to 30 m downstream of the diffuser below 6.5 m 
elevation, indicating an active mixing region. For sensors located 60 m from the diffuser, 
salinity variations were minor – thus signifying turbulent collapse at the boundary of the 
discharge mixing zone. This decay of turbulent intensity with increasing distance from the 
diffuser is further discussed in Appendix 3.III, where spatiotemporal variability along the jet 
centreline and root mean square distributions are also presented (Figure 3.16). 
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The temporal variation of salinity change ( SA ) over the 2.5-m elevation transect is shown 
in Figure 3.6. Here, velocity vectors are depth-averaged over the predicted terminal extremity 
of the jet, ranging from 0 – 12.3 m elevation. The crossflow-based Froude number ( ru F ) was 
calculated using discharge and ambient densities time-averaged over the experiment. Figures 
3.6(A) and (F) illustrate the time-averaged salinity change over the 2-hour period commencing 
before and after the experiment, respectively. Prior to the hypersaline discharge period, 
negligible spatial salinity variations were observed, with SA  ranging 0.03 to 0.14 g/kg (Figure 
3.6(A)). Over the SWRO effluent release period (Figures 3.6(B) – (E)), the discharge signature 
is clearly evident – with salinity increases up to 0.96 g/kg occurring   30 m southeast of the 
diffuser. These observations are consistent with the projected response of the nominated 
diffuser port under the co-flowing crossflow condition. 
Evidence of the brine sublayer is apparent over the first 6 hours of the experiment, with a 
relatively consistent increase in salinity beyond the jet impact region (Figures 3.6(B) – (D)). 
This period coincides with low near-bed crossflow ( ru F   0.40 below 5 m), where slight 
offshore transport is noted – potentially in the form of a gravity current in the intermediate and 
far-fields as a result of the mild offshore slope (1:68). Relative to crossflow dynamics the effect 
Figure 3.6. Time-averaged salinity change at 2-hour intervals at 2.5 m elevation. Salinity change for 
each sensor is measured relative to the baseline period averaged over 06:01 – 07:01, October 17, 2013. 
Brine discharge occurred over 09:01 – 17:35, October 17, 2013 ((B) – (E)). Velocity vectors are depth-
averaged over 0 – 12.3 m elevation. 
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of the sloping bathymetry is insignificant over this experiment, particularly in terms of near-
field properties including the jet’s trajectory length-scales and dilution. However, the authors 
note that further experiments are required with refined spatial sensor resolution in the 
intermediate and far-fields and explicit tracer studies in order to delineate the gravitational 
bathymetric effect in the field. After 14:00, ambient velocity increased ( ru F  1), influencing 
the jet response by elongating the jet trajectory ( iX  20 to 30 m) while appearing to force the 
residual brine sublayer downstream (Figure 3.6(E)). Interestingly, the two hours after the 
cessation of hypersaline discharge (Figure 3.6(F)) showed a relatively uniform increase in 
salinity. With the increase in current velocity over this period (depth-averaged ru F  = 1.15), it 
is possible that currents induced resuspension of residual brines below 0.5 m elevation from 
the preceding discharge duration, while temperature and salinity profiles of Figure 3.15 
(Appendix 3.II) suggest these variations are due to natural ambient processes, or perhaps even 
a combination of both. 
The variability of current magnitude and salinity change over the depth of the water column 
is shown in Figure 3.7. Salinity profiles differ from the stepped-halocline observations of Marti 
et al. (2011) with linear variations in salinity within the sublayer, indicating increased shear 
entrainment at the sublayer interface Chowdhury and Testik (2014). Interestingly, Roberts et 
al. (1997) also observed this linear vertical gradient in quiescent environments near the edge 
of the near-field mixing zone. 
With the strongly sheared, surface-driven velocity structure over the water column, the 
traditional practice of examining velocity as a depth-averaged entity is an over-simplification 
of the ambient flow dynamics. While the crossflow magnitudes depth-averaged over the water 
column progressively increase in time, near-bed velocities do not explicitly follow this trend 
(Figure 3.7(A)). The strongest outfall signature (Figure 3.6(C)) and sublayer salinity (Figure 
3.7(B)) coincides with the period of lowest near-bed crossflow magnitude ( ru F  = 0.35 below 
5 m) between 11:02 – 13:00, combined with considerable velocity shear ( ru F  = 0.94 at 7.5 m 
elevation). This period corresponds to a change from south-southwest to eastward propagating 
crossflow below 5 m, potentially transporting a residual discharge sublayer over the monitoring 
array. With the relative increase in near-bed velocities from ~14:00 (depth-averaged between 
0 to 5 m elevation, ru F  0.5) and the concurrent southeast propagation over the water column, 
discharge signatures and salinity change profiles at the near-field boundary recede and show 
increased consistency over the sampled depths (Figure 3.7(B)). This is in agreement with Choi 
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et al. (2016) where significant changes to the distribution and concentration of the downstream 
sublayer were determined to occur for ru F  0.45. Further, the increased turbulent advection 
that is inherently accompanied by an increase in current velocity is reasoned to aid vertical 
dispersion and mixing, thereby increasing the uniformity of salinity change over the water 
column (Fischer et al., 1979; Thorpe, 2007). 
3.4.3.2 Principal Component Analysis 
While spatiotemporal variations are uniquely resolved in this field investigation, the 
continuous, three-dimensional data are highly complex and present significant challenges to 
elucidate variations and accurately conclude their corresponding physical processes. To 
concisely examine the temporal response of discharge to changes in ambient crossflow 
dynamics, a statistical principal component analysis (PCA) approach is used. The application 
of PCA is widely practiced throughout oceanographic and meteorological sciences (e.g., 
Preisendorfer (1988); Soares and Neves (2006); Perry and Niemann (2007)) to efficiently 
examine large spatiotemporal datasets and relate key mechanisms to captured variations. 
Here, PCA is applied to the measured salinity change time series. Rather than considering 
each time series’ for each sampled location (194 CT time series’ in total), PCA is performed to 
Figure 3.7. (A) Time-averaged crossflow magnitude and (B) salinity change profiles across sensors
deployed 60 m from the diffuser with predicted sublayer thickness from Roberts et al. (1997) using 
time-averaged properties over the experiment. Pentagram and hexagram symbols denote salinity change 
profiles over the 2-hour period before and after experiment discharge, respectively. 
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simultaneously analyse variations over the entirety of each sampled elevation. Effectively, the 
data are deconstructed into time-invariant empirical orthogonal functions (EOFs) to describe 
their variation in space. Each EOF mode corresponds to a spatially invariant time series known 
as the expansion coefficients (otherwise known as the principal components). The expansion 
coefficients (ECs) provide temporal weightings and when applied as a product of the EOFs, 
the original data series is reconstructed. Thus, the ECs capture the intensity and variation of 
the spatial EOF footprint in time. With the discharge signature predominating the measured 
salinity change over the sensor array, the application of PCA enables the temporal discharge 
response to be consolidated into a single time series for each elevation (seven time series’ in 
total). This process significantly simplifies the temporal interpretation of the measured salinity 
response and explicates the strong link between the discharge signature intensity and crossflow 
magnitude. 
To set context for the temporal discharge signature in relation to background conditions, 
PCA was performed for times ranging 07:01 – 19:35, October 17, 2013 (2 hours either side of 
the outfall period). EOF modes and their corresponding ECs were arranged based on the 
captured variance, where the first mode captures the most variance. Spatial variability and the 
corresponding variance described by the first EOF mode is presented in Figure 3.8. Salinity 
change data reflect trends of increasing captured variance on approach to the seabed, where 
over 70% of the variance is captured by the first mode below 6.5 m elevation. Elevations 
Figure 3.8. First EOF mode for all CT sampling elevations, computed from salinity change over 07:01
– 19:35, October 17, 2013, with respective variance accounted by mode one. Mean velocity vectors are
depth-averaged over the corresponding 2-m elevation bins.
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dictated by ambient salinity variability (   8.5 m) are reflected by reduced variance 
accountability described by the first mode (30 to 40%) and increased spatial disparity (Figures 
3.8(E) – (G)). Linear regression of mean salinity change against first mode EOF scalar 
amplitude yields high correlations with 2R  0.92 for all CT elevations – indicating that this 
mode is representative of the overall discharge response. 
The temporal intensity variation of salinity change pairing to each representative horizontal 
modal transect is concisely portrayed by the corresponding first mode ECs (hereafter referred 
to as EC1). To examine the transient outfall response, variations are considered alongside ru F  
for each respective sampling elevation (Figure 3.9). EC1 time-series’ for  6.5 m elevation each 
demonstrate similar temporal trends (Figures 3.9(A) – (D)). At the beginning of the SWRO 
outfall period, the EC time series’ increases. The maximum EC1 magnitude is sustained over 
~11:00 to 13:00 – consistent with the 2-hour ensemble-averaged salinity change shown in 
Figure 3.6(C) and coinciding with reduced near-bed crossflow magnitude. For 0.5 and 2.5 m 
elevations, comparable EC1 magnitudes are observed (Figures 3.9(A) – (B)), where for 
elevations  4.5 m EC1 magnitude generally increases with increasing elevation (Figures 
3.9(C) – (G)). This is in agreement with the magnitude of increasing crossflow and the elevated 
densimetric properties of the brine discharge. Between 13:00 to 14:00 a sharp falloff in EC1 
magnitude is evident over elevations ranging 0.5 to 6.5 m. This corresponds to a period of 
Figure 3.9. Expansion coefficient time series’ for each CT sampling elevation corresponding to spatial
variability accounted by first EOF mode, with respective captured time series variance shown in plot
title. Dashed grey line presents crossflow Froude number for each respective elevation (depth-averaged 
over the corresponding 2-m elevation bins). 
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increased crossflow magnitude, particularly at the lower depths of the water column 
with ru F  0.8 at 4.5 m elevation. A brief reduction in crossflow at ~14:30 ( ru F  0.5 at 4.5 m 
elevation) results in a momentary increase in EC1 magnitude for 0.5 to 6.5 m elevation. Beyond 
14:30, crossflow magnitude increases over the depth of the water column with ru F  0.8 at 
4.5 m elevation – resulting in a reduction in EC1 magnitude. This result concurs with the mean 
ensemble transect at 2.5 m elevation presented in Figure 3.6(E), where an overall reduction in 
salinity and elongation of the jet trajectory were recorded. 
EC1 variability is conceivably minor for elevations  8.5 m. Brief periods of increased 
magnitude are determined to occur for the 8.5-m transect. While approximately half the 
magnitude of the 6.5-m EC1 time-series, recorded peaks at 10:07, 11:20 and 12:30 are in 
agreement with those derived for the 6.5-m principal components. Interestingly, all elevations 
(except for 10.5 m) show an increase in EC1 after the hypersaline outfall duration beyond 
18:15, with increasing intensity on approach to the seabed. Second mode ECs for 10.5 m 
elevation (not shown) also exhibit this trend. This behaviour is accompanied by a relatively 
uniform increase in salinity (Figures 3.6(F) and 3.7(B)), indicating an increase in background 
salinity. The effect of the disparity of the first EOF mode’s scalar intensity over the 10.5-m 
elevation transect (Figure 3.8(F)) is minimal as the captured variance is low (32.1%), while the 
variations of the corresponding EC1 time series (Figure 3.9(F)) are also minor. With the 
densimetric response of the discharge and the brief intermittency of detected terminal rise at 
10.5 m elevation (later discussed), the variance over this transect is likely due to ambient 
variability. 
3.4.4 Dissolved Oxygen 
Vertical profiles of the crossflow-based Froude number, near-field salinity change and DO 
variability are shown in Figure 3.10. Over the hour prior to the start of experiment discharge, 
a mean DO concentration of 8.8 ± 0.3 mg/L was recorded in the diffuser near-field. As 
previously detailed, the protrusion of salinity change into the water column within the near-
field is distinctively linked to crossflow magnitude. DO (Figure 3.10(C)) follows similar 
temporal trends. At 8.0 m elevation, the deployed DO probe showed a minor negative offset 
(~-0.5 mg/L) relative to the other sensors, however the magnitude of variability was acceptable. 
In parallel with a 0.5 to 1.0 g/kg rise in salinity (Figure 3.10 (B)), DO decreased by 0.4 to 
1.9 mg/L for elevations   4.5 m from 10:10 until near-bed crossflow mobilisation occurred at 
~13:30 to 14:00, resulting in increased homogeneity and elevated DO concentrations over the 
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water column. Over this period, the largest DO reductions were measured from 10:10 to 12:00. 
This is in broad agreement with respective concentrations at the GCDP outfall shaft (7.1 to 
7.4 mg/L), however reductions exceed temporary increases in salinity change over the same 
period (up to 1.8 g/kg). This result indicates that further DO reductions occur, potentially due 
to microbial oxygen demand within the pipe infrastructure itself, however the authors stress 
that the experiment was not designed to examine this hypothesis. Despite the measured 
reduction in DO, concentrations consistently exceed hypoxic conditions with a minimum of 
7.1 mg/L recorded at 1.0 m elevation. To closer examine the mechanisms relating to DO 
variations, future field investigations are recommended to sample DO properties at the 
immediate outfall stream. Further, it is noted that the usual concern with DO is the reduction 
in vertical oxygen transport to the benthic layers due to increased stratification. As this 
experiment was designed to secondarily measure DO variations over the depth of the water 
column, the DO sensor positioning precludes judgement on DO transport to the benthos. To 
the authors’ knowledge, this is yet to be considered in detail and requires further investigation 
in future works. 
Immediately following the cessation of the hypersaline discharge duration, DO increases by 
0.2 to 0.6 mg/L for sampling elevations  3.5 m. This increase is short-lived, where concurring 
with the period of increased salinity signatures from 18:15 (Figures 3.6(F), 3.7(B) and 3.10(B)), 
a drop in DO is also measured. Again, this reduction is most significant for sampling elevations 
nearest to the bed, decreasing by 1.4, 0.9, 0.6 and 0.3 mg/L for 1.0, 3.5, 4.5 and 8.0 m 
Figure 3.10. Temporal variability of profiles for (A) crossflow-based Froude number; (B) elevation-
averaged salinity change, measured 5 m southeast of the diffuser; and (C) near-field dissolved oxygen 
measured 7 m downstream of the discharge. 
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elevations, respectively. The general reduction in DO response with increasing elevation 
suggests DO variability is affiliated with the elevated density properties of the residual 
hypersaline discharge. While the reductions in DO with increase near-field salinity affirm the 
detection of discharge over the outfall period, future field investigations are advised to employ 
Rhodamine tracer studies (e.g., Carvalho et al. (2002); Miller et al. (2016)) to explicitly 
delineate the detected discharge signature from natural variations. 
3.4.5 Trajectory and Near-Field Dilution 
The novel in-situ three-dimensional CT deployment facilitated the continuous measurement of 
jet trajectory and dilution properties for the first time in a field environment. To illustrate outfall 
response to ambient hydrodynamics, jet terminal rise, return distance, return dilution and 
dilution at the boundary of the CT monitoring array are discretised into 1-hour time-averaged 
allotments, with results summarised in Table 3.1 (Appendix 3.IV). Outcomes are evaluated 
against the widely applied single-port quiescent semi-empirical model of Roberts et al. (1997) 
and the recent multiport-crossflow semi-empirical model of Abessi and Roberts (2017b). To 
provide consistency with the existing literature, the crossflow-based Froude number 
component which flows parallel to the discharge axis is used (herein denoted by ru F). Non-
dimensional trajectory and dilution properties are presented as functions of ru F in Figures 3.11 
and 3.12, respectively. While velocity shear is earlier demonstrated to influence mixing and 
transport processes of the outfall, existing semi-empirical models are limited to the assumption 
of depth-averaged, uniform crossflow over the water column. Under velocity shear conditions, 
the authors note that significantly less spread and improved correlations with the empirical 
literature are identified when using bottom currents to define crossflow magnitude. Thus 
hereafter, the presented ru F is depth-averaged between 0 to 5 m elevation, unless specified 
otherwise. 
3.4.5.1 Terminal Height 
The jet terminal rise height, tZ , is determined as the maximum elevation where localised 
salinity variations consistent with the jet trajectory occur. Due to the low concentrations at the 
outer vertical extremity of the jet and spatial under-sampling attributed to the 2-m vertical 
spacing between CT sensors, the error in plume terminal rise measurements is approximated 
to be ± 2 m. For the first two-hours of the experiment (09:01 – 11:01), depth-averaged 
crossflow magnitudes were the lowest over the experiment duration, with ru F = 0.57 (depth 
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averaged up to 12.3 m) and terminal elevations ranging 8.5 to 10.5 m. Beyond 11:01, the 
increase in crossflow magnitude over the depth of the water column 
( ru F   0.70, depth-averaged up to 12.3 m) saw a respective reduction in terminal rise, ranging 
6.5 to 8.5 m above the seabed. This reduction is consistent with Roberts and Toms (1987) and 
Lai and Lee (2014), where increase in crossflow magnitude reduces the terminal elevation of 
the jet. Figure 3.11(A) collates the range of terminal rise over each 1-hour period. Linear 
regression trends reflect nearly identical trends of gradient degradation of the terminal rise 
height against predictions of Abessi and Roberts (2017b), albeit field measurements are ~20% 
lower. Here, the single-sided semi-empirical formulation of Abessi and Roberts (2017b) was 
used due to the alternating port configuration of the diffuser. This offset may result due to 
spatial sensor under-sampling, the effects of density stratification (earlier discussed), and the 
limitations of unambiguous discharge detection on the basis of salinity change in the coastal 
environment. 
3.4.5.2 Return Distance 
CT sensors deployed at 0.5 m elevation captured the brine sublayer, however the impact 
distance is difficult to infer from a single elevation transect due to spatial under-sampling. 
Subsequently, localised salinity increases over elevations ranging 0.5 to 4.5 m were used to 
determine the return distance, rX , of the jet. Return distances typically ranged from 10 to 20 m 
from the diffuser. Over 15:01 – 17:35, increased crossflow magnitude ( ru F   0.6, depth-
averaged over 0 to 5 m elevation) resulted in downstream elongation of the jet to extend 20 to 
Figure 3.11. Measured non-dimensional trajectory ranges as a function of the parallel crossflow-Froude 
number, depth-averaged over 0 – 5 m elevation. Black vertical bars denote the observed range over
each 1-hour ensemble. (A) Terminal height; and (B) return distance. 
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30 m from the source. Due to the limitations of spatial under-sampling aliasing, ranges 
corresponding to outfall signatures are broad (Figure 3.11(B)), however the trends of increasing 
trajectory elongation with increasing crossflow magnitude again conform with the linear 
gradient trends of Abessi and Roberts (2017b). With the notably dynamic co-propagating 
receiving conditions, the Roberts et al. (1997) model is within the lower bounds of observations 
for ru F   0.4. In contrast, the Abessi and Roberts (2017b) model concurs with the upper 
observational bounds, despite using the near-bed crossflow magnitude. Due to the coarse 
longitudinal spacing of CT sensor locations, it is difficult to conclusively speculate the 
causation of over-prediction of the Abessi and Roberts (2017b) model, however the sheared 
velocity structure over the water column may contribute. Finer spatial sensor resolutions and 
the use of an artificial tracer are advised in future works to conclusively resolve the complex 
interplay of crossflow with the trajectory extent of inclined dense jets jet in field environments. 
3.4.5.3 Return Dilution 
Return dilution, rS , was evaluated over the range of the measured return distance along the 
central plane of the CT sensor array. The return salinity change ( rSA ) was spatially averaged 
over 0.5- and 2.5-m elevations and was measured relative to the aforementioned baseline 
period. Consistent with Baum et al. (2018), to delineate discharge-induced salinity change from 
minor natural variations in ambient salinity ( aSA ), the net induced salinity change at the return 
location was used ( r aSA SA  ). Return dilution for each ensemble is determined using 
Eq. 3.3: 
0 a
r
r a
SA SA
S
SA SA
    (3.3)
Averages determined over each 1-hour time-averaged ensemble are denoted by angled brackets 
(ۦۧ), while the discharge salinity time-averaged over the experiment ( 0SA ) is used. 
Return dilution normalised by the discharge Froude number is plotted as a function of the 
parallel crossflow Froude number in Figure 3.12(A). As the non-dimensional port elevation 
( 0H dF  = 0.45) is less than the elevation independent threshold of Ramakanth (2016) 
( 0H dF  0.74), the port elevation is not considered to be high in this case. Subsequently, to 
facilitate comparison with the literature, the return dilution is assumed to be comparable with 
the impact dilution. As expected, return dilution generally increases with increasing crossflow. 
Linear regression of the measured dilutions show remarkable conformity with the empirically 
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derived singular-discharge model of Roberts and Toms (1987). The more advanced semi-
empirical model of Abessi and Roberts (2017b) (assuming a single-sided diffuser) consistently 
over-predicts dilution despite accounting for multiport diffuser spacing, which is applicable to 
this investigation. However, there remains uncertainty for the extrapolation of the Abessi and 
Roberts (2017b) as experiments were conducted for ru F  0.67 and significant variations in 
observed properties were reported for ru F  0.9. Similar to the trajectory outcomes presented 
in Figure 3.11, the return dilution response to crossflow matches well with Abessi and Roberts 
(2017b) despite the observed offset. In general, dilutions were slightly lower than predicted by 
the quiescent-based empirical model of Roberts et al. (1997). 
3.4.5.4 Boundary Dilution 
Similar to Eq. 3.3, dilution at the downstream edge of the CT monitoring array  (60 m SE of 
the diffuser) is defined in Eq. 3.4 as: 
0 a
b
b a
SA SA
S
SA SA
    (3.4)
where bSA  is the time-averaged change in salinity at the far edge of the monitoring array, 
horizontally-averaged across 0.5- and 2.5-m elevations. Using the time-averaged discharge 
Froude number over the experiment (F  = 23.4), this distance is equivalent to 10.7dF and is 
thus assumed to be equivalent to the length of the mixing zone defined by Roberts et al. (1997) 
as nX  = 9.0dF. Dilution at the edge of the monitoring array is highly variable in time over the 
experiment, however results are highly dependent on the near-bed crossflow magnitude (Figure 
Figure 3.12. Measured non-dimensional dilution as a function of the parallel crossflow-Froude number, 
depth-averaged over 0 – 5 m elevation for each 1-hour ensemble. (A) Return dilution; and (B) boundary
dilution. 
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3.12(B)). Boundary dilution is observed to increase at almost three times the rate of the 
measured return dilution for a given increase in crossflow. This occurs as the effluent transport 
transitions from jet-dictated processes in the near-field, to be governed by turbulent crossflow 
dynamics moving into the far-field. Again, ensembles with low crossflow ( ru F   0.35, which 
occurred over the first 5 hours) resulted in lower boundary dilutions than predicted by Roberts 
et al. (1997). This outcome is interesting given the ambient hydrodynamic regime presented 
here widely differs from the quiescent scenario instigated by Roberts et al. (1997), which relies 
on the turbulent mixing and entrainment induced by the jet alone. Further, although not 
circumstantial in this case, this result carries potential implications for the traditional practice 
of assuming a zero-current conditions provide worst-case dilution outcomes. Again, the authors 
assert that further field work using explicit tracer studies are needed to separate ambient 
variations and thereby allow this assessment to be rigorously examined. 
The lowest dilutions ( bS  = 29.0 and 27.2) occurred between 11:01 – 13:01, which coincides 
with the period of low near-bed crossflow magnitude ( ru F  = 0.27, irrespective of current 
direction and depth-averaged up to 5 m elevation) and the period of highest velocity shear, with 
depth-averaged aU z   up to 12.3 m elevation equal to 0.016 and 0.017 s-1 for 11:01 – 12:00 
and 12:01 – 13:00, respectively. This result suggests implications for the traditional practice of 
defining crossflow conditions by depth-averaging over water column, while demonstrating that 
bottom currents dictate near-bed dilution outcomes. As the near-bed current increases 
( ru F  = 0.54 between 13:01 – 17:35), dilutions considerably increase with bS   54.2 – 
corresponding to a net salinity increase of b aSA SA    0.27 g/kg at the southeast edge of 
the monitoring array. 
3.4.6 Implications for Future Design and Monitoring 
While most organisms can adapt to minor physiochemical variations, and potentially episodic 
extremes, continuous exposure to SWRO effluents may detriment benthic biota (Gacia et al., 
2007; Lattemann and Höpner, 2008). Existing monitoring technologies have drastically 
improved over recent decades to facilitate geospatially rich, discrete snapshots of outfall 
signatures (Jones et al., 2015). Despite these advances, the discrete sampling methodologies 
are infrequently coupled with hydrodynamic surveys and are unable to resolve timescales of 
the near-to-immediate fields, which are often dictated by the interplay of discharge and ambient 
dynamics. Additionally, environmental regulations are imposed based on stressors including 
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salinity, temperature and ecotoxicity thresholds (Bleninger and Morelissen, 2015). As 
demonstrated by (Baum et al., 2018), natural variations in temperature and salinity (both 
temporal and spatial) may even outweigh regulatory increase thresholds imposed for the 
outfall. This ambiguity in the definition of background conditions, regulatory requirements and 
the widespread use of discrete monitoring strategies may impede the assessment of diffuser 
performance. 
Temporal data provide the ability to characterise episodic events, using concentration-
duration-frequency (CDF) analyses (Schwartz et al., 2008). With the continuous spatial 
monitoring strategy employed in this investigation, CDFs can be applied to examine the 
transient nature of salinity exposure durations and determine diffuser performance in line with 
regulatory objectives. For stenohaline biotic assessment, mean exceedance durations over the 
experiment duration are shown in Figure 3.13 for net salinities of 0.01, 0.1, 0.2, 0.5, 1.0, and 
1.5 g/kg above background to illustrate the timescales of potential acute and chronic exposure 
levels. To establish context for the implications of acute salinity exposure, Belkin et al. (2015) 
demonstrated rapid physiological responses in planktonic organisms in as little as 2 hours for 
a 15% (~6 g/kg) increase in salinity. 
As expected for a negatively buoyant discharge, with increasing elevation above the seafloor 
the mean exceedance duration decreased, with consistent trends across the examined salinity 
change range (Figure 3.13(A)). Consistent with the terminal elevation of the jet, for elevations 
  6.5 m the mean exceedance duration becomes independent of elevation. Distance 
concatenated transects at 0.5 m elevation reflect similar behaviour (Figure 3.13(B)). The mean 
exceedance duration generally reduces with increasing distance from the diffuser, indicating 
Figure 3.13. CDF relationship comparison for salinity change against mean exceedance duration with
non-linear regression fits for: (A) all sensors concatenated across each measured elevation transect; and 
(B) distance concatenated transects at 0.5 m elevation above the seafloor.
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an increase in dilution. Again, for distances  30 m the mean exceedance duration becomes 
independent of distance. The development of a localised, stably stratified sublayer is evident 
5 m from the diffuser at 0.5 m elevation, with a mean exceedance duration for SA  0.01 g/kg 
equivalent to 83% of the experiment duration. 
From the analysis of exceedance timescales it is important to conclude that events with 
salinities in excess of 1.5 g/kg above background are highly infrequent. For SA  1.5 g/kg, a 
total of 13 observations were noted across the sensor array over the 8.6-hour experiment 
duration, with a maximum exceedance duration of 4 minutes. The regulatory threshold of 
~2 g/kg above background was not exceeded at any sensor within the near-field monitoring 
array. These outcomes are indicative that discharge is rapidly diluted to within regulatory 
requirements under this monitored regime – highlighting the efficacy of inclined dense jet 
diffuser systems. 
Salinity distributions and temporal variations captured by CDF analyses indicate that 
continuous near-bed monitoring is essential to assessing performance objectives and 
quantifying key stressors. At present, no standardised frameworks exist for monitoring or 
regulating SWRO outfalls. Through the experiences and outcomes of this research, it is 
proposed that monitoring strategies employ continuous assessment of physiochemical 
properties at the edge of the mixing zone along the length of the diffuser, while measuring 
background variability of key biotic stressors including salinity, dissolved oxygen, pH, etc. (for 
a comprehensive review, refer to Lattemann and Höpner (2008) and Jenkins et al. (2012)). It 
is strongly advised to combine these methods with spatially rich discrete surveys (e.g., AUV 
physiochemical assessment) and ecological monitoring to provide holistic assessments of 
diffuser regulatory compliance. Ambient hydrodynamic characterisation of current and wave 
properties are also pertinent to providing further critical insight for designers, regulators and 
plant operators to quantitatively evaluate the effect of site processes on mixing parameters and 
explain variations in detected outfall signatures, however the effects of wave-forcing remain to 
be a significant knowledge gap. To gain explicit insights into dilution performance, tracer 
studies (such as those implemented Sydney desalination plant (Smith et al., 2010; Smith et al., 
2011; Miller et al., 2016)) may also be used. Revision of regulatory constraints from above 
background threshold exceedances to dilution-based requirements would further reduce 
ambiguity of diffuser performance objectives. 
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3.5 Conclusion 
This study presents the first continuous, in-situ capture of dense plume dynamics from a SWRO 
inclined multiport diffuser outfall in a field environment. As an extension to Baum et al. (2018), 
detailed spatiotemporal analyses of the outfall signature and ambient hydrodynamics were 
performed. Full capacity plant operating conditions were considered, constituting the most 
extreme outfall scenario in terms of discharge salinity and volumetric flux. The monitoring 
strategy was conducted on the premise of salinity change and DO variability. Low background 
salinity fluctuations ( aSA  = -0.10 ± 0.06 g/kg) enabled the explicit discretion of outfall 
signatures over the 8.6-hour experiment duration. 
The three-dimensional monitoring array demonstrated clear increases in salinity along the 
central sensor nodes within 30 m of the diffuser for elevations  8.5 m – consistent with the co-
propagating southeast crossflow regime. While depth-averaged velocities generally increased 
over the experiment duration, near-bed velocities dictated discharge response. Between 11:00 
– 13:00 the highest increase in near-bed salinity occurred (two-hour time-averaged salinity
change up to SA  = 0.96 g/kg within the jet-impact region at 2.5 m elevation). This period
corresponded to low near-bed crossflow and strong velocity shear above 5 m elevation.
Reductions in DO (0.4 to 1.9 mg/L) also occurred in the immediate vicinity of the diffuser over
this timeframe. Consistent with Choi et al. (2016), temporal increases in current dynamics over
the water column ( ru F  0.8 for elevations  4.5 m) resulted in crossflow-dominated outfall
response – elongating jet trajectory, decreasing discharge signature intensity and increasing
boundary dilution.
The upper bounds of the measured jet return distance and terminal rise corresponded well 
with the semi-empirical projections of Abessi and Roberts (2017b), however return dilution 
was generally over-estimated on the basis of near-bed crossflow magnitude. Return dilutions 
corresponded remarkably well with Roberts and Toms (1987), however it is noted that Abessi 
and Roberts (2017b) present significant advancements in dilution measurement techniques. 
The quiescent-based empirical estimates of Roberts et al. (1997) corresponded well with the 
lower observational bounds of the return distance, although the terminal rise elevation was 
over-estimated within the constraints of the detectable salinity signature. Return and boundary 
dilutions generally concurred with Roberts et al. (1997) for ru F  ~0.4, however for low-
crossflow periods dilution was over-predicted. It is speculated that the discrepancies in 
empirical projections are related to the considerable velocity shear experienced over this 
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discharge event. The authors know of no systemic studies to have considered the effect of 
inclined dense discharges in sheared velocity environments. With the advance of 
Computational Fluid Dynamics (CFD) future works may categorically assess the effects of 
velocity shear on jet trajectory and dilution. The authors note that they have implemented field-
scale CFD simulations to provide preliminary insights into the influence of velocity shear upon 
the GCDP outfall, with outcomes to be presented in future prospective works. 
The continuous in-situ three-dimensional sampling strategy offered significant benefits over 
the discrete monitoring methods widely practiced to assess diffuser performance. This 
methodology enabled enriched temporal insights into outfall dilution response in a changing 
coastal hydrodynamic environment with the use of PCA decomposition. Temporal CDF 
analysis provided a useful approach to interpret near-continuous data and quantitatively 
examine the spatiotemporal nature of outfall-induced salinity exposure durations. Further, the 
continuous monitoring array provided the first insights of turbulent dynamics with increasing 
distance from a field diffuser outfall. As the experiment was not specifically designed to record 
turbulence these measurements are considered preliminary, however they deliver novel and 
important insights into turbulent decay in the field, thus describing the diffuser’s active mixing 
zone. Collectively, this analysis is pertinent to the sound management of SWRO practices and 
regulation strategies, and provides essential feedback for the assessment of diffuser compliance 
and potential environmental impacts. Frequent, spatially-rich surveys of key biotic stressors 
(e.g., AUV surveys) and ecological monitoring are further advised to provide comprehensive 
assessment of diffuser performance. 
Notation 
The following symbols are used in this chapter: 
d  Port diameter [-]; 
F   Jet densimetric Froude number [-] defined as: 
0
'
0
UF
g d
 ; 
g  Acceleration due to gravity [L T-2]; 
'
0g  Modified acceleration due to gravity [L T-2] defined as: 
' 0
0
a
a
g g 
  ; 
0H   Discharge port elevation [L]; 
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aH   Ambient depth [L]; 
sH   Significant wave height [L]; 
L  Wavelength [L]; 
pL   Multiport diffuser spacing [L]; 
TQ   Total diffuser volumetric flow rate [L3 T-1]; 
Ri  Richardson number [-] defined as: 
2
a
a
UgRi
z z


           
S  Dilution [-]; 
bS   Dilution measured at boundary of sensor array, 60 m from the diffuser [-]; 
rS   Dilution measured over return distance range [-]; 
SA  Absolute salinity [M M-1]; 
0SA   Effluent absolute salinity [M M-1]; 
aSA   Ambient absolute salinity measured at 12.5 m elevation, 60 m SE of the diffuser
[M M-1]; 
pT   Peak wave period [T]; 
ru   Ambient crossflow and jet exit velocity ratio [-] defined as: 
0
a
r
Uu
U
 ; 
ru F   Crossflow-based Froude number [-]; 
ru F  Crossflow-based Froude number component in direction parallel to jet-discharge axis
[-]; 
0U   Jet exit velocity [L T-1]; 
aU   Ambient velocity [L T-1]; 
wU   Wind velocity [L T-1]; 
iX   Horizontal trajectory distance to jet impact on lower boundary [L]; 
nX   Horizontal distance to end of near-field mixing zone [L]; 
rX   Horizontal trajectory distance to return elevation [L]; 
lZ   Density induced bottom layer thickness [L]; 
tZ   Terminal rise elevation [L]; 
SA   Time-averaged change in absolute salinity [M M-1]; 
aSA   Time-averaged change in ambient absolute salinity measured at 12.5 m elevation, 60 m
SE of the diffuser [M M-1]; 
bSA   Time-averaged change in absolute salinity 60 m from the diffuser, elevation averaged
across 0.5 and 2.5 m elevations [M M-1]; 
rSA   Time-averaged change in return salinity [M M-1]; 
0   Port inclination above horizontal [-]; 
0   Source discharge density [M L-3]; 
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a   Ambient density [M L-3]; 
0   Azimuthal angle of nominal discharge port relative to true north ( 0  = 131.6 °T) [-]; 
a   Azimuthal angle of ambient current progression relative to true north [-]; 
s   Azimuthal angle of wave progression relative to true north [-]; 
w   Azimuthal angle of wind progression relative to true north [-]; 
   Geometric jet trajectory parameter [L]; 
1-hour ensemble averaged variable.
Appendix 3.I. Extension of TEOS-10 Equations 
As previously discussed, absolute salinity is derived based on conductivity, temperature, depth 
and geographical location using the TEOS-10 equations. The authors note that the TEOS-10 
equations are an adaptation of the practical salinity scale 1978 (PSS-78) scale and also apply 
the lower bound extension of Hill et al. (1986) for a validated range of 0 to 42 PSU, while the 
GCDP brine has a typical salinity  50 g/kg. To the authors’ knowledge, there is currently no 
agreed guidance for the conversion of conductivity and temperature to salinity for hypersaline 
solutions. For samples with a salinity greater than 42 PSU, it is advised for the application of 
TEOS-10 to dilute the sample to within the validated range and calculate based on the known 
dilution factor (IOC et al., 2010). However, in this study brine effluent samples could not be 
obtained and thus density and salinity calculations are reliant upon conductivity and 
temperature measurements within the plant outfall shaft. 
Boerlage and Gordon (2011) validate the extrapolation of the PSS-78 scale for salinities 
ranging 18 – 62 by weight. Further, Poisson and Gadhoumi (1993) provide extensions to the 
PSS-78 scale for salinities ranging 35 – 50 PSU. For the mean discharge temperature of 22.0 °C 
and assuming absolute pressure, comparison of Poisson and Gadhoumi (1993) against the 
extrapolation of the TEOS-10 equations resulted in permissible discrepancies with a mean 
salinity differential of 0.30% over 42 – 50 PSU (Figure 3.14), while a mean density differential 
of 0.01% occurs over the same salinity range. Thus, for the purposes of this work and for 
consistency with the CT monitoring array, the TEOS-10 equations are assumed to provide an 
adequate approximate of outfall salinity and density properties. Mass-balance calculations of 
intake and outfall salinities are also in agreement with this approach. 
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Appendix 3.II. Ambient Variability 
Vertical profiles illustrating the temporal variation of current direction, temperature, salinity 
and density are shown in Figure 3.15. Below 5 m elevation, current direction (Figure 3.15(A)) 
shows considerable directional variability between 09:00 – 15:00 with east-northeasterly to 
southwesterly currents observed, although current velocities were notably low over this period, 
ranging 0.00 – 0.16 m/s. With the increased crossflow magnitude over the water column 
beyond 14:00, homogeneity in current direction occurs with current flowing parallel to 
discharge towards the southeast. 
Temperature, salinity and density profiles (Figures 3.15(B) – (D)) are each constructed from 
elevation averages over the CT array. The elevated discharge signature that occurs between 
11:00 – 13:00 (Figures 3.6(C), 3.7(B) and 3.9) are also accompanied by a reduction in 
temperature over the sensor array for elevations  8.5 m. Within the GCDP outfall pit, 
discharge is previously reported to be ~0.4 °C cooler than the receiving ambient over the 
discharge period. The source outfall temperature may be further exacerbated by the 
thermodynamic exchange between the 2,200-m subterranean discharge pipeline over the 
2-hour effluent transit period.
Figure 3.14. Comparison of derived practical salinity by extrapolation of the TEOS-10 equations and 
application of Poisson and Gadhoumi (1993) which acts as an extension to the PSS-78 formulations for 
salinities ranging 35 – 50 units. Absolute (atmospheric) pressure (101.325 kPa) and mean discharge
temperature of 22.0 °C used. 
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Appendix 3.III. RMS and Temporal Plume Variations 
Vertical transects of time-averaged and root mean square (RMS) salinity change over the 
experiment duration are presented in Figures 3.16(A) and (B), respectively. Accompanying the 
vertical plume transects, simultaneous time series of salinity change are also shown for 
individual CT sensors at 2.5 m and 12.5 m elevation for locations C, D, E, F, G and H (Figures 
3.16(C) – (H)). The magnitude of RMS variations in salinity fluctuations are comparable to the 
time-averaged values. Strong spatial correlations between mean and RMS distributions reflect 
the turbulent intermittency of discharge signature. Salinity fluctuations at locations C and D 
(2.5 m elevation) are often much higher than the mean, before showing a marked reduction in 
variability at the boundary of the monitoring array at location E suggesting turbulent decay, 
and thus providing important insights into the diffuser’s active mixing zone. Under a quiescent 
laboratory setting, this was similarly observed by Roberts et al. (1997) where it is proposed 
that the turbulent decay arises due to the collapse of turbulence and relaminarisation under 
Figure 3.15. Temporal variations of (A) ADCP current direction; (B) peak wave period (black) and
significant wave height (blue); (C) temperature; (C) salinity; and (D) density. Grey fill indicates
discharge period. Black line on profile time series’ ((A), (C) – (E)) presents surface elevation. Current 
velocity corresponding to direction profile time series, shown earlier in Figure 3.4(A). (C) – (E) are 
based on the elevation-averaged properties over the entire CT sensor array. 
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density stratification. This is further supported by the reduction of maximum instantaneous 
salinity change, where as a percentage of mean ambient salinity for 2.5 m elevation, the peak 
salinity increase reduced from 3.1% at 10 m distance from the diffuser (location C), to 1.5% at 
60 m distance (location E). 
At 12.5 m elevation, locations F, G and H demonstrate the anticipated densimetric response 
of the dense hypersaline outfall, where significantly larger timescales with smaller salinity 
variations are measured. Here, changes in salinity are likely due to regional-scale ambient 
fluctuations. At approximately 14:00, brief increases in salinity are observed at location F and 
suggest the momentary detection of jet terminal rise that concurs with a transitory increase in 
crossflow below 10 m, and a subsequent increase in advected ambient turbulence (Figures 
3.4(A) and (B)). The authors note that while rapid fluctuations are detected in the diffuser near 
field, the 2-minute sampling  interval of the CT instruments is insufficient for the categorical 
assessment of turbulent decay. Rather, to resolve the turbulent discharge timescales in the field, 
much shorter sampling intervals are required (potentially 10 – 100 Hz) and provides important 
scope for future research in the characterisation of the plume’s active mixing zone. 
Figure 3.16. Salinity change variability along the central CT sensor plane measured over the discharge
period. (A) Vertical transect of time-averaged salinity change; and (B) root mean square variation along
the same transect. Black port denotes designated discharge port, with the positive x-axis along a bearing 
of 131.6 °T. Salinity change time series for sensors along the central plane of the CT array at 2.5 m
elevation ((C) – (E)) and 12.5 m elevation ((F) – (H)). 
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Appendix 3.IV. Trajectory and Dilution Results Summary 
The temporal evolution of measured jet trajectory and dilution properties are summarised over 
hourly-averaged ensembles in Table 3.1. The time-average over the full experiment is also 
presented. Return and boundary dilutions are determined in accordance with Eq. 3.3 and 
Eq. 3.4, respectively. The data are summarised as functions of the parallel crossflow-Froude 
number in Figures 3.11 and 3.12. 
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Abstract 
A numerical investigation of near-field brine discharge dynamics is reported for the Gold Coast 
Desalination Plant (GCDP) offshore inclined multiport brine diffuser. Quasi-steady 
Computational Fluid Dynamics (CFD) simulations were performed using the Reynolds 
Averaged Navier Stokes equations with a k   Shear Stress Transport (SST) turbulence 
closure scheme. Simulations used an iterative mesh domain with dimensions 400 m long, 
200 m wide and an average depth of 24.2 m. Longshore crossflow conditions were examined 
with current velocities ranging 0.03 – 0.26 m/s. The alternating port orientation of the diffuser 
resulted in simultaneous co- and counter-flowing discharges. Impact distance, impact dilution 
and terminal rise locations were compared against existing literature and dimensionless 
empirical equations were fitted as functions of current speed. Transverse spread and resulting 
salinity increases were also assessed against field measurements. For the first time, the areal 
extent of seafloor salinity increase is examined, with the quasi-quiescent regime holistically 
presenting worst-case conditions. Plume trajectory, dilution, areal salinity intensity and plume 
dispersion after impact each reflect distinct variations between jet- and crossflow-dictated 
regimes at a threshold value of ru F  0.8 ( ru  = ambient to jet velocity ratio; F  = jet densimetric 
Froude number). This behaviour is dependent upon the presence of the arrested upstream 
sublayer, which in turn has consequences for application of empirical models to multiport 
discharges under low-crossflow regimes. This study demonstrates significant advancements 
over existing empirical and integral modelling methods, with strong application potential for 
designers, plant operators and regulators. 
Keywords: Inclined dense jet, multiport diffuser, computational fluid dynamics, desalination, 
brine discharge, field-scale simulation. 
4.1 Introduction 
Demand for reliable water supply is increasingly met by Seawater Reverse Osmosis (SWRO) 
desalination technologies (Lattemann et al., 2010; Villacorte et al., 2015). Hypersaline brine 
concentrates, produced as a by-product of the SWRO recovery process, are often discharged 
into coastal waters via seafloor multiport diffusers as inclined dense jets. These reject streams 
are characteristically denser than their receiving marine environment and contain process 
additives such as biofoulants, coagulants, antiscalants and cleaning chemicals. If not 
adequately managed, these concentrate properties pose a potential risk of harm to the benthic 
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biota of the receiving ecosystem (Lattemann and Höpner, 2008; Del-Pilar-Ruso et al., 2015). 
Therefore, it is important to understand the discharge processes and dilution performance of 
the diffuser when designing and regulating these systems. Numerical models provide a 
prediction tool to inexpensively characterise brine outfalls, predict potential environmental 
impacts and assess regulatory compliance, however the numerical simulation of inclined dense 
jets poses significant challenges. Near-field discharge features including gravitational 
instabilities, re-entrainment, boundary effects and ambient interactions each require careful 
assessment. 
Traditional methods used to inform diffuser design and assess regulatory compliance widely 
apply semi-empirical scaling arguments (e.g., Roberts et al. (1997)) or integral entrainment 
models (Palomar et al., 2012b). Semi-empirical models rely on simplified formulas for the 
characterisation of flow, and thus their reliability depends on the range and quality of empirical 
data and the applicability to field conditions. Integral entrainment models are widely applied 
by designers and environmental regulators to predict near-field behaviour and include 
commercial packages such as CorJet (Jirka, 2004), UM3 (Frick, 2004) and JetLag (Lee and 
Cheung, 1990; Lee and Chu, 2003). However, integral entrainment models are unable to 
resolve boundary effects (e.g., mixing after plume impact), re-entrainment and multiport 
diffuser artefacts such as the Coanda effect, which is shown to reduce jet rise height and 
dilution (Roberts, 2015). Palomar et al. (2012a) demonstrated a lack of validation and 
significant uncertainties in the application of entrainment-based models to inclined dense jets, 
and showed dilutions are underestimated by 50 – 65%. 
While these approaches have provided a sound basis for design and regulation, their ability 
to accommodate ambient hydrodynamic processes, substrate interactions and multiport diffuser 
configurations is limited. These complex processes may be resolved using Computational Fluid 
Dynamics (CFD) methods. While more computationally expensive, CFD provides the most 
rigorous modelling strategy available, since fewer simplifying hypotheses are required. With 
the development of computational architecture and the advancement of CFD utilities, CFD is 
now a promising strategy to simulate desalination outfalls. Several studies have applied CFD 
to resolve singular laboratory-scale inclined dense jet outfalls in quiescent receiving 
environments using a steady, Reynolds Averaged Navier-Stokes (RANS) modelling approach 
(Vafeiadou et al., 2005; Oliver et al., 2008; Plum, 2008; Seil and Zhang, 2010; Gildeh et al., 
2015a; Gildeh et al., 2015b; Robinson et al., 2016). More recently, Zhang et al. (2016) and 
Zhang et al. (2017) used large eddy simulations (LES) to examine temporal near-field 
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processes under stagnant ambient conditions, showing significant improvements to jet 
trajectory and dilution estimates over entrainment-based methods presented in Palomar et al. 
(2012a). The application of CFD to field-scale applications of dense outfalls is limited to 
Botelho et al. (2013), where CFD is coupled with a far-field hydrodynamic model to provide 
predictions of the Olympic Dam desalination outfall in the Upper Spencer Gulf, Australia. 
While Botelho et al. (2013) presents significant advancement in the application of CFD to 
industrial applications of dense outfalls, the study lacks systematic evaluation of near-field 
trajectory and dilution outcomes against the literature. 
This study examines quasi-steady field-scale CFD simulations of the Gold Coast 
Desalination Plant (GCDP) offshore multiport brine diffuser. This research expands upon the 
numerical single-port crossflow study of Baum and Gibbes (2017) and is conducted with the 
principal aim to assess the efficacy of the numerical approach as it would be applied in a 
practical, real-world environment. The primary objective of the present study is to quantify 
model accuracy, where jet trajectory and dilution properties are evaluated against existing 
literature for a range of uniform and sheared ambient velocity regimes. A novel strategy for 
predicting the area extent of seafloor salinity intensity within a prescribed mixing zone is also 
described. Finally, to examine the models’ ability to predict lateral spread, modelled outcomes 
are compared against complementary field measurements at the discharge site (see Baum et al. 
(2018)). The demonstrated ability of field-scale CFD methods to examine SWRO multiport 
diffuser outfalls shows these approaches have strong potential for application to design, 
monitoring and regulation of dense waste outfalls. 
4.2 Analysis of Inclined Dense Outfalls 
The behaviour of inclined dense jets is governed by the interplay of discharge momentum and 
buoyancy. Key flow characteristics of interest are defined in Figure 4.1. Effluent with density, 
0 , is discharged with velocity, 0U , via a circular port orifice with diameter, d , into a receiving 
water body with density, a . A port inclination of 0  = 60° to the horizontal plane is widely 
accepted for these flows (Abessi and Roberts, 2015a). As the jet rises, the continuous action of 
negative buoyancy arrests the vertical jet momentum, causing the jet to reach its maximum 
terminal elevation, tZ . Buoyancy forces then dictate the vertical component of flow and the jet 
falls to the lower boundary, impacting at distance, iX , with dilution, iS . Further dilution (~60% 
in quiescent ambient conditions (Roberts et al., 1997)) occurs beyond the impact point before 
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the jet-imposed turbulence collapses under the influence of density-induced stratification. This 
collapse marks the near-field boundary, where further dilution thereafter is dependent upon 
ambient turbulence and diffusion. 
The analysis of singular dense jets subject to ambient crossflow is well documented 
(Pincince and List, 1973; Fischer et al., 1979; Tong and Stolzenbach, 1979; Roberts and Toms, 
1987; Lai and Lee, 2014). Assuming fully turbulent flow and the Boussinesq approximation 
applies (i.e.,  0 a a    ), for a fixed discharge inclination angle, non-dimensional terminal
rise location, impact distance and impact dilution are given by: 
 , , , ,t t i i r aX Z X S f u FdF dF dF F    (4.1)
where F  is the jet-densimetric Froude number, given by '0 0F U g d . Here, '0g
=  0 a ag     is the modified acceleration due to gravity, where g is the acceleration due to
gravity. The non-dimensional crossflow-based Froude number, ru F , relates the magnitude of 
ambient current to the jet exit velocity with the ratio 0r au U U . The angle of crossflow 
relative to discharge propagation at the source is captured by a . For a co-flowing current ( a  
= 180°) the jet is bent downstream, where with increasing ru F , impact distance and dilution 
also increase. In the case of a counter-flowing current ( a  = 0°), horizontal translation of the jet 
reduces until ru F  0.67 where the jet falls back on itself. Here, re-entrainment of the brine 
plume ultimately results in lower dilutions than for a quiescent regime (Abessi and Roberts, 
Figure 4.1. Definitions for an inclined dense jet diffuser in (A) co-flowing and (B) counter-flowing 
crossflow. 
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2017b). A further increase in ru F  results in reversal of the jet trajectory, causing it to impact 
downstream of the diffuser. 
Practical applications of dense diffuser outfalls often use linear multiport diffuser discharge 
configurations. When considering multiport diffuser flows the spacing between consecutive 
ports, pL , is introduced and is represented by the dimensionless parameter, pL dF  (Abessi and 
Roberts, 2014b; Abessi and Roberts, 2017b). Under quiescent conditions, for pL dF  1 the 
ports are very close together and behave as a line source with reduced dilution properties. 
Conversely, for pL dF  ~2 the ports are considered widely spaced and behave as a single jet 
(Abessi and Roberts, 2014b). Recent investigations of Abessi and Roberts (2017b) reveal no 
asymptotic relationship for multiport diffuser spacing in crossflow environments. Eq. 4.1 
subsequently expands to: 
, , , , , pt t i i r a
LX Z X S f u F
dF dF dF F dF
     (4.2)
The purpose of the following numerical experiments is to consider the influence of ru F  on 
jet parameters prescribed in Eq. 4.2 and seafloor concentration distributions arising from a 
multiport diffuser with an alternating port configuration. 
4.3 Model Setup 
4.3.1 Numerical Methodology 
While the LES CFD approach is shown to facilitate improved projections within quiescent 
environments (Zhang et al., 2017), the benefits are incremental and suffer large computational 
expense. However, for the application within a dynamic crossflow environment, the precursory 
study of Baum and Gibbes (2017) demonstrates that a quasi-steady numerical approach is 
viable with the benefit of significantly improved computational efficiency. Thus, combined 
with the complexity of the multiport diffuser dynamics, the field-scale simulation approach, 
and with the aim to demonstrate the potential of CFD simulations in general, a quasi-steady 
RANS approach was subsequently used. 
The governing equations for the CFD modelling of inclined dense jets are based on the 
Navier-Stokes equations for incompressible fluids (Zhang et al., 2017). In accord with Zhang 
et al. (2017) and analogous to the RANS formulations described by Pope (2000) and 
Chapter 4 Field-Scale Numerical Modelling of a Dense Multiport Diffuser Outfall in
Crossflow
125 
Leschziner (2016), the steady Navier-Stokes equations are time-averaged to develop the 
following general equations for continuity, momentum and concentration transport, 
respectively, in Cartesian coordinates: 
  0i
i
u
x
  (4.3)
  ijii j i
j i j j j
upu u g
x x x x x
                 
 (4.4)
  jj
j j j j
qccu
x x x x
             
(4.5)
where subscript i, j and k denote direction;   is the fluid density; u is the fluid velocity; p is 
the pressure;   is the fluid viscosity;  is the scalar diffusivity; c  is the scalar concentration; 
and the overbar denotes time-averaged variables. The RANS approach applies a Boussinesq 
hypothesis to quantify the Reynolds stresses, ij , and turbulent scalar flux, jq , as: 
2
3
ji k
ij t t ij
j i k
uu uk
x x x
                   
 (4.6)
j t
j
cq
x
   (4.7)
where t  is the turbulent eddy viscosity; k is the turbulent kinetic energy (initial conditions later 
described in Section 4.3.2); ij  is the Kronecker delta; and t  is the turbulent dispersivity. 
In this study, the RANS equations were discretised using the finite volume method, and 
simulations were conducted using the open-source CFD utility, OpenFOAM (Weller et al., 
1998). Specifically, the incompressible multiphase solver employed a variant of the 
twoLiquidMixingFoam solver, to resolve quasi-steady solutions for the RANS equations. A 
two-equation k   Shear Stress Transport (SST) turbulence closure scheme (Menter, 1994) for 
the RANS equations was utilised. The k   SST model has been successfully used by 
Vafeiadou et al. (2005) and Seil and Zhang (2010), and combines the k   and k   closure 
schemes for greater accuracy in wall-bounded flows. Consistent with Zhang et al. (2017), a 
turbulent Schmidt number of 0.7 was used. A diffusivity of 1.4×10-7 m2/s and kinematic 
viscosity of 1×10-6 m2/s were also adopted. It should be noted that this diffusivity constant 
pertains to heat rather than strictly aqueous saline solutions, however the influence of 
diffusivity is considered minor in the near-field as the jet mixing processes are outweighed by 
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advection via the interplay of jet momentum, buoyancy and current dynamics. Conversely, a 
diffusion coefficient of 1×10-9 m2/s was used by Zhang et al. (2017). 
4.3.2 Computational Setup and Boundary Conditions 
The model geometry is illustrated in Figure 4.2. The outer model bounds are 400 m long 
and 200 m wide, with a mean depth of 24.2 m. Seafloor slope is accommodated by a smooth 
lower boundary with a fixed gradient of ~1:65 in the offshore direction. A rigid lid 
approximation was used to represent the free surface. The simulated diffuser consists of 14 
diffuser ports (seven ports on each diffuser arm), each with a diameter of d  = 0.238 m and 
source elevation of 0H  = 1.46 m above the modelled seafloor. Ports are evenly spaced at ~14 m 
intervals in an alternating configuration along each diffuser arm, while the two co-flowing ports 
immediately adjacent to the diffuser head are spaced 25.8 m apart. The model domain is 
oriented to replicate the longshore processes that dictate GCDP discharge site. Crossflow is 
subsequently modelled to propagate slightly oblique to the diffuser with a  = 7.4° and 187.4° 
for counter-flowing and co-flowing discharges, respectively, to better approximate the field 
condition. 
Discretisation of the model domain used a hexahedral mesh with a maximum cell length of 
~4.6 m. For the internal 240 × 120 × 20 m volume, a refined mesh was employed to better 
resolve jet behaviour and mixing in the near to intermediate fields. Cell sizes in this nested 
Figure 4.2. Model boundary mesh and general dimensions. 
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domain have a cell length of ~2.0 m. The interior of the mesh domain was formulated using an 
adaptive mesh refinement utility, which adjusted the mesh during the computations to resolve 
both jet trajectory and spread in the near-field. This refinement was iteratively implemented by 
refining cells exceeding a pre-defined concentration gradient or velocity shear threshold. This 
process was conducted for cells with a local discharge concentration (c) exceeding 3% of the 
initial discharge concentration, 0C  (i.e., 0c C  0.03). Following the iterative mesh refinement 
procedure, after 5,000 iterations the model cell count increased from ~300,000 cells to up to 
~4,700,000 cells. The iterative mesh refinement and model convergence are later addressed in 
Appendix 4.I. 
Discharge properties used in the simulations were designed to replicate conditions of the 
GCDP offshore diffuser for a 100% plant operation regime. Ambient and discharge densities 
were a  = 1027.7 kg/m3 and 0  = 1039.0 kg/m3, respectively. Using the TEOS-10 convention 
of absolute salinity (McDougall and Barker, 2011) the ambient and discharge densities 
correspond to salinities of aSA  = 39.9 g/kg and 0SA  = 54.4 g/kg, respectively. A total volumetric 
flux of TQ  = 2.30 m3/s was assumed to be evenly dispersed along the 14 diffuser ports with 0Q  
= 0.164 m3/s. These conditions constitute a discharge Froude number of F  = 23.05 and were 
held constant across each modelled scenario. Resultantly, a non-dimensional spacing of pL dF  
= 2.55 between adjacent ports was modelled for all conditions. 
A range of ambient velocity conditions were investigated in this study. Consistent with the 
standpoint of existing literature, uniform velocity conditions were imposed with ru F  ranging 
0.2 – 1.6 (equivalent to aU  = 0.032 – 0.256 m/s), which correspond to the range of velocity 
conditions that typify coastal discharge environments, and also the GCDP diffuser site (Baum 
et al., 2018). Traditionally, the effect of crossflow on inclined dense jet properties is considered 
as a depth-averaged property, uniformly applied over the water column. However, vertical 
velocity variation is inherent within the ocean environment, where subsequently the effect of 
velocity shear has not yet been considered. To provide preliminary insights into the effect of 
velocity shear over the water column, two velocity profile cases were examined. For the first 
case, a traditional logarithmic velocity distribution was imposed in accordance with Van Rijn 
(1990), given by Eq. 4.8: 
  *
0
lna
U zU z
z
    
(4.8)
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where *U  is the friction velocity ( *U  determined as 0.009 m/s using Newtonian iteration after 
solving for 0z ) and   is the von Karman constant (  = 0.41). Assuming a hydraulically rough 
regime, the zero velocity elevation, 0z , is a function of the form roughness (Van Rijn, 1990). 
Based on diver accounts at the GCDP diffuser site, the form roughness was approximated using 
a bed ripple distance of r  = 0.8 m and ripple height of r  = 0.1 m ( 0z  = 0.033(20  )r r r 
(Van Rijn, 1990)). The logarithmic velocity profile was constructed such that a nominal 
crossflow Froude number of ru F  = 1.0 was imposed at an elevation of 10 m. 
Finally, the second velocity shear case was used to examine the efficacy of the model against 
observations from a corresponding field study. Velocity profile measurements from Acoustic 
Doppler Current Profiler (ADCP) data presented in Baum et al. (2018) were time-averaged 
over the first 2-hours (09:00 – 11:00, October 17, 2013) of the corresponding 100% discharge 
case. The time-averaged velocity profile (Figure 4.3) was imposed at the model inlet with a 
7-term Fourier fit. For elevations  15 m, the profile adopted velocities recorded at the highest
bin elevation, while a logarithmic distribution was used for z   1.5 m. Each regime
Figure 4.3. Velocity profile boundary conditions for the two modelled shear regimes. Mean ADCP 
field condition measured over 09:02 – 11:00 October 17, 2013 (Case A09 – red). Logarithmic velocity 
distribution in accord with Van Rijn (1990) (Case L10 – green). 
Chapter 4 Field-Scale Numerical Modelling of a Dense Multiport Diffuser Outfall in
Crossflow
129 
implemented crossflow at the model inlet boundary – corresponding to the southeast 
propagating longshore current observed over the corresponding field study. 
A slip boundary condition was imposed at the top surface, while a Neumann boundary 
condition was set at the model outlet boundaries (i.e., the northeast, southeast and southwest 
edges of the model domain). Dirichlet conditions were used to implement zero-velocity 
conditions on the surfaces of the seafloor and the diffuser geometry itself, while the 
omegaWallFunction was also implemented for the respective surfaces – accommodating the 
viscous sublayer and logarithmic boundary regions. Initial approximations for turbulent kinetic 
energy, k, and specific dissipation rate,  , were determined using: 
 232k UI (4.9)
1 2
1 4
k
C
   (4.10)
For ambient currents, the turbulent kinetic energy was approximated using the depth-averaged 
velocity, U , while nozzle velocity was effectively averaged over the port assuming continuity 
for the given discharge flow rate and orifice area. The coefficient of viscosity, C = 0.09 is an 
empirical constant. The turbulence length scale was approximated as  = 0.07 hD , where hD   
= 4A P is the hydraulic diameter defined by the flow area, A, and the wetted perimeter, P. The 
nozzle turbulent intensity, 0I , was approximated by 0I  = 0.16
1 8Re  = 2.88% (ANSYS Inc., 
2013; Russo and Basse, 2016). This value is considered conservative relative to the 5% and 
10% values used by (Oliver et al., 2008) and Zhang et al. (2017), respectively. A moderate 
ambient turbulent intensity of aI  = 5.0% was defined. The model demonstrated minor 
sensitivity to ambient turbulent intensity, where mean differences in impact dilutions of -2.4% 
and 1.4% were measured relative to the aI  = 5.0% case under the ru F  = 1.0 regime, for aI  
= 3.0% and aI  = 7.0%, respectively. 
4.4 Results and Discussion 
Eleven simulations are presented, where each case is distinguished by a different ambient 
crossflow condition. Ambient and discharge physical properties were held constant for each 
scenario. Terminal rise and impact properties were examined for each port, with outcomes 
summarised in Table 4.1 (presenting the mean ± 1 standard deviation measured along each side 
of the diffuser). With jet velocities of 0U  = 3.69 m/s, crossflow conditions provided a spectrum 
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of jet-dominated and current-dominated regimes with ru  ranging 0.9 to 6.9%. Herein, an 
overbar denotes depth-averaged crossflow properties for sheared velocity regimes (e.g., ru F ).  
To ensure quasi-steady simulation was attained, the iterative convergence of jet trajectory 
and concentration distributions along the seafloor boundary were both qualitatively and 
quantitatively examined (Appendix 4.I). This occurred within 5,000 iterations, with a typical 
run-time of ~7 hours over 16 cores using a Dell R820 rack server (4×8 core CPUs with two 
threads per core, 384 GB RAM). 
Table 4.1. Summary of modelled near-field inclined dense jet trajectory length-scales and dilution 
outcomes. Values present the mean ± 1 standard deviation measured for each diffuser side. 
Case 
Current Speed Terminal Rise Translation 
Terminal Rise 
Elevation Impact Distance Impact Dilution 
Ua  
(m/s) 
urF 
 (-) 
Xt (m) Zt (m) Xi (m) Si (-) 
Counter-
Flow Co- Flow 
Counter- 
Flow Co- Flow 
Counter- 
Flow Co- Flow 
Counter- 
Flow Co- Flow 
U02 0.032 0.20 5.7 ± 0.1 7.4 ± 0.5  9.9 ± 0.1 10.4 ± 0.1  8.5 ± 0.6 10.0 ± 0.6  23.0 ± 0.4 26.3 ± 1.1 
U04 0.064 0.40 5.3 ± 0.3 8.0 ± 0.6  10.1 ± 0.6 10.5 ± 0.2  6.8 ± 1.3 10.9 ± 1.1  23.6 ± 2.1 28.4 ± 1.8 
U06 0.096 0.60 4.0 ± 0.5 8.4 ± 1.0 11.4 ± 0.3 10.3 ± 0.3  5.2 ± 1.0 12.7 ± 1.9  24.9 ± 1.1 30.6 ± 3.7 
U07 0.112 0.70 2.6 ± 1.2 8.2 ± 0.9  12.4 ± 0.7 10.4 ± 0.3  2.8 ± 0.9 12.7 ± 4.5  23.8 ± 4.3 32.0 ± 10.6 
U09 0.144 0.90 0.7 ± 0.7 12.5 ± 1.3 11.9 ± 0.1 11.1 ± 0.4  -5.4 ± 1.4 30.8 ± 2.0  50.2 ± 7.3 66.7 ± 2.7
A09a 0.146 0.91 2.7 ± 1.2 9.5 ± 1.0 11.0 ± 0.9 10.6 ± 0.4 1.6 ± 1.2 15.1 ± 3.8 24.9 ± 5.5 38.3 ± 8.3 
L10a 0.158 0.98 0.3 ± 0.7 12.7 ± 0.8  11.7 ± 0.1 11.0 ± 0.3  -5.6 ± 1.5 30.2 ± 1.7  49.1 ± 6.4 67.2 ± 2.3
U10 0.160 1.00 0.2 ± 0.6 12.7 ± 0.8  11.6 ± 0.2 10.7 ± 0.3  -7.7 ± 1.7 33.6 ± 2.6  55.5 ± 3.4 75.5 ± 3.4
U12 0.192 1.20 -2.0 ± 0.5 12.9 ± 0.4  11.1 ± 0.1 10.0 ± 0.2  -18.0 ± 0.5 40.0 ± 2.4  78.3 ± 1.3 85.6 ± 5.2 
U14 0.224 1.40 -3.1 ± 0.8 15.0 ± 1.2  10.4 ± 0.2 9.4 ± 0.2  -27.2 ± 0.6 43.4 ± 1.5  96.3 ± 1.3 88.2 ± 3.8 
U16 0.256 1.60 -3.9 ± 0.9 14.0 ± 0.9 9.5 ± 0.1 8.9 ± 0.1 -35.3 ± 1.1 47.5 ± 1.9  105.2 ± 2.1 93.7 ± 2.8 
aCurrent speed properties for sheared regimes (A09 and L10) refer to depth-averaged velocities. 
4.4.1 General Observations 
Simulated seafloor distributions of normalised concentration and dilution are presented for 
selected crossflow scenarios in Figure 4.4. These results show the influence of crossflow 
magnitude and velocity variation over the depth of the water column. End diffuser ports 
generally yield lower impact concentrations and their geometric properties are more sensitive 
to the prescribed velocity conditions. The effect of the sloping bed appears to be negligible for 
uniform crossflow models (e.g., Figure 4.4(A)), with no discernible increase in impact 
concentration progressing downslope. Conversely, the sheared ADCP velocity regime reflects 
potential effects of bed slope, where counter-flowing impact concentrations intensify with 
increasing distance downslope. These resulting impact concentrations exceed those measured 
in the quasi-quiescent case ( ru F  = 0.2) with subsequent reductions in dilution up to ~24%. 
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Consistent with Choi et al. (2016), results show a clear distinction between jet and 
crossflow-dominated regimes, with a transitional threshold of ru F  0.8. Distinguishing the jet-
dictated regimes, the diffuser is shrouded by the density-induced sublayer. This sublayer is 
considered to influence discharge outcomes in two ways. The first is attributed to the restriction 
of ambient entrainment, particularly within the internal region of the jet (concave side of the 
jet’s trajectory arc) – leading to exacerbation of the Coanda effect (Abessi and Roberts, 2014b). 
For multiport diffusers, this interaction predominantly occurs when the rising component of 
the jet attempts to re-entrain the descending plume – depriving the jet of unadulterated seawater 
and consequently diminishing the jet’s trajectory and dilution characteristics. Secondly, 
density-induced sublayer stratification has the effect of deflecting the flow path of the ambient 
current, thereby limiting the subjection of crossflow upon the jet trajectory and reducing the 
extent of crossflow influence. 
In agreement with Choi et al. (2016), for ru F  0.7 concentric dispersion occurs. The effect 
of neighbouring ports is evident in the intermediate field, causing plumes to merge – leading 
to elevated concentrations between consecutively oriented ports (Figure 4.4(A) and (B)). Seil 
and Zhang (2010) briefly note similar observations as a “bulge” between neighbouring ports. 
This response occurs due to the momentum balance in the direction transverse to the jet-axis, 
Figure 4.4. Plan view of normalized seafloor concentration (c/C0) and dilution (S) distributions. Linear 
concentration colour scale used. 
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subsequently inhibiting ambient entrainment and thus dilution potential. Again consistent with 
Choi et al. (2016), beyond impact impingement, crossflow-dictated regimes ( ru F   0.9) 
separate into bifurcated flow fields (Figure 4.4(D)). This is noted for both co- and counter-
flowing discharges and has been linked to the disintegration of the embedded vortex pair after 
impact (Jirka and Fong, 1981; Ben Meftah et al., 2018). No concentration “bulging” effects 
were noted between ports for uniform crossflow-dictated regimes – suggesting that plume 
interactions in the intermediate field are not only dependent upon port spacing, but also near-
bed crossflow magnitude. 
Side-view plume transects are presented in Figure 4.5. As a quasi-steady RANS approach 
is used, the large concentration gradients inherent with the coherent buoyancy-induced 
instabilities that predominate the plumes’ descent are not resolved as per their instantaneous 
form (e.g., Abessi and Roberts (2014a)), but rather reflect the time-averaged behaviour. The 
resolve of buoyancy-induced detrainment is evidenced by the development of flow asymmetry 
within the internal jet region, particularly under jet-governed conditions. 
Sublayer-crossflow behaviour is distinctively categorised into stratified, arrested and 
downstream regimes. For ru F  = 0.2 (Figure 4.5(A)), the density-induced sublayer intrudes 
upstream indefinitely – resulting in a stratified regime. Figures 4.4(B) and 4.5(B) show the 
occurrence of the arrested upstream wedge for ru F  = 0.6 and 0.7, respectively. While not 
shown here, the minimum crossflow amplitude for which this occurs is ru F  = 0.4. This is in 
good agreement with the ru F  0.45 determined by Choi et al. (2016) for a singular co-flowing 
discharge, although results presented here protrude considerably further upstream (~90 m). As 
the singular port CFD simulations of Baum and Gibbes (2017) coincide well with physical 
observations of Choi et al. (2016), it is expected that this extended protrusion is due to the 
added volumetric flux of the multiport diffuser presented here – particularly in the counter-
flowing direction. Choi et al. (2016) report the upstream sublayer is sensitive to lateral 
confinement, where further upstream protrusion occurred upon contact with the flume 
sidewalls. In this case, the neighbouring discharges have a similar effect while contributing 
additional volumetric flux, resulting in increased sublayer protrusion. With increasing ru F  the 
upstream wedge becomes arrested nearer to the diffuser until it is expelled completely 
downstream for ru F   0.9, while accompanied by trajectory reversal of counter-flowing 
discharges (Figures 4.4(D) and 4.5(C – E)). This is again consistent with observations of Choi 
et al. (2016) who noted the arrested upstream wedge does not occur for ru F  0.8. 
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Minor differences are noted between the sheared logarithmic and uniform velocity boundary 
condition regimes (Figures 4.5(C – D)). Co-flowing discharges under the logarithmic velocity 
regime are distinguished by an arrested toe upstream of the impact point (Figure 4.5(D)), which 
occurs due to lower near-bed crossflow velocities. Consistent with experimental observations 
of Jiang et al. (2018), vertical flow asymmetry reduces and distributions become increasingly 
Gaussian with increasing crossflow magnitude (e.g., Figure 4.5(E)). This flow behaviour 
suggests integral models might be viable predictive tools for trajectory properties (at the 
sacrifice of substrate concentration properties and accommodating multiport diffuser 
interactions), for flows strongly dictated by crossflow. Data from Jiang et al. (2018) suggests 
Figure 4.5. Side view of normalized concentration (c/C0) and dilution (S) distributions. Transects taken
through the impact point of each plume. Crossflow propagates from left to right. Logarithmic
concentration colour scale used. 
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this occurs for ru F  ~3.0, which in this application equates to extraordinarily large velocities 
– equivalent to aU  0.48 m/s.
4.4.2 Quantitative Results 
Plume geometry and impact dilutions were measured for each of the 14 diffuser ports (eight 
co-flowing and six counter-flowing ports) for each crossflow regime (Figures 4.6 – 4.9). Spread 
between discharge outcomes is expected to be due to complex hydrodynamic interactions with 
both the diffuser structure and the dense sublayer, and also due to contextual outfall disparities 
between discharge ports along the length of the alternating diffuser system. Best-fit trends are 
derived for both co- and counter-flowing discharges for simulated uniform crossflow 
conditions. Simulated results are compared against laboratory-based empirical measurements 
and present a clear distinction between jet and crossflow-dictated regimes. Sheared logarithmic 
and ADCP profiles are herein presented based on their depth-averaged velocities. While the 
effect of imposing crossflow slightly oblique (7.4°) to this diffuser is negligible, herein the 
crossflow vector component acting parallel to the discharge axis ( ru F = ru F cos(7.4°)) is used 
to improve correspondence with the literature. Likewise, the orthogonal distances from the 
diffuser are used to define the terminal rise translation and impact distance properties. 
For Figures 4.6 – 4.9, black, red and blue box and whisker plots denote the output 
distributions resulting from uniform, logarithmic and ADCP velocity boundary conditions, 
respectively. For counter-flowing discharges, experimental data from Abessi and Roberts 
(2017b) are plotted for a single sided multiport diffuser in counter-flow with pL dF  ranging 
1.15 to 7.71. 
4.4.2.1 Terminal Rise Elevation 
Figure 4.6 presents terminal rise properties for each modelled regime. Here the terminal rise 
elevation is considered as the maximum elevation of the three-dimensional iso-concentration 
contours defined for 1% concentration of initial source concentration. The definition for 
terminal rise differs throughout the literature, with no generally accepted value for the upper 
jet extremity. Abessi and Roberts (2017b) define this property as the elevation where the local 
concentration reaches 10% of the jet centreline concentration at its vertical terminus. Baum 
and Gibbes (2017) show that this corresponds to concentrations of ~1% and thus the terminal 
rise properties are assumed to be comparable. Empirical results of Roberts and Toms (1987) 
and Roberts et al. (1997) are adjusted to account for the elevation relative to the source. 
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Co-flowing terminal rise elevations (Figure 4.6(A)) for ru F   0.7 are independent of 
crossflow and are well approximated by tZ dF  = 1.63. This outcome is conservative when 
compared to the singular quiescent port study of Roberts et al. (1997) ( tZ dF  = 1.85 after 
adjusting by source elevation ( 0H dF  0.35)), and is expected to occur due to sublayer re-
entrainment and subsequent Coanda interactions. Quasi-steady RANS simulations of Baum 
and Gibbes (2017) are in strong agreement with LES simulations of Zhang et al. (2017), 
suggesting that this discrepancy is not likely to be attributed to the use of the quasi-steady 
turbulence closure model. With the downstream migration of the brine sublayer for ru F   0.9, 
an initial increase in rise height occurs, before crossflow forcing causes a decay in terminal rise 
with a best fit corresponding to tZ dF = 1.68
0.46
ru F

 . These results are in good agreement with 
the physical model of Lai and Lee (2014) for a singular jet in perpendicular flow ( a  = 90°), 
while somewhat conservative when compared with the multiport diffuser study of Abessi and 
Roberts (2017b). 
Terminal rise elevations are generally higher for counter-flowing discharges (Figure 
4.6(B)), particularly near the transition from jet to crossflow-dictated regimes ( ru F   0.8). This 
occurs due to the reversal of the counter-flowing jet, where the current deflects the jet upwards 
before it succumbs to crossflow momentum and impacts downstream of the diffuser. Few 
studies have systematically examined the terminal rise elevation for inclined discharges in 
counter-flow, however experimental data of Roberts and Toms (1987) and Abessi and Roberts 
(2017b) are in agreement with the simulated projections of this study. Assuming hydrodynamic 
similarity for a crossflow-dictated vertical discharge ( 0  = 90°), modelled trends also match 
Figure 4.6. Terminal rise elevation for (A) co-flowing and (B) counter-flowing discharges. 
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well with Ben Meftah et al. (2018). For ru F   0.7, a reasonable fit to the modelled terminal 
elevation of counter-flowing jets is given by tZ dF = 1.73
3.55
ru F  + 1.54, while for ru F   0.9 
the terminal extent is well described by tZ dF = 1.85
0.42
ru F

 . 
Differences between terminal rise properties of the logarithmic velocity boundary condition 
and its equivalent uniform crossflow case are negligible. This is expected as the logarithmic 
condition imposes the nominal crossflow Froude number ( ru F  = 1.0) near terminal rise (10 m 
elevation), while velocity shear in this region of the water column is reasonably low – 
collectively presenting similar forcing conditions to the uniform scenario at the terminal rise 
elevation. 
4.4.2.2 Terminal Rise Translation 
The terminal rise translation ( tX ) is defined as the horizontal abscissa of the terminal rise ( tZ ) 
ordinate, and simulation results for this property are presented in Figure 4.7. Although terminal 
rise properties are well examined in the literature, to the author’s knowledge, this is the first 
study to examine the horizontal translation of terminal rise in crossflow. Considerable spread 
is observed due to the sensitivity of tX  with an incremental increase in tZ , however notable 
trends are observed. For co-flowing discharges (Figure 4.7(A)), tX  generally increases with 
ru F. Jet-dictated regimes are under predicted by ~25% when compared to Abessi and Roberts 
(2015a) (single jet subject to a stagnant, deep water discharge condition). A significant jump 
occurs between ru F = 0.7 – 0.9 with the downstream egress of the density sublayer. After this 
Figure 4.7. Horizontal translation of terminal rise for (A) co-flowing and (B) counter-flowing 
discharges. 
Chapter 4 Field-Scale Numerical Modelling of a Dense Multiport Diffuser Outfall in
Crossflow
137 
transition, tX  is more responsive to ru F with a 66% increase in the first-order best fit gradient 
( ru F   0.7: tX dF  = 0.34 ru F + 1.30, ru F   0.9: tX dF  = 0.55 ru F + 1.78). Results suggest 
the terminal rise translation does not experience a threshold dependency for counter-flowing 
jets, however the translation is more sensitive to crossflow than co-flowing discharges, with a 
first-order best-fit of tX dF = -1.41 ru F + 1.43. Based on these trends, the counter-flowing 
terminal rise translation reverses for ru F   1.01. As noted for the terminal rise elevation, the 
logarithmic boundary condition shows similar terminal rise translation properties to its uniform 
crossflow counterpart. 
4.4.2.3 Impact Distance 
Impact distances are shown in Figure 4.8 and are defined here as the horizontal translation of 
the concentration trajectory upon impact with the modelled seafloor, taken normal to the 
diffuser. Simulation results show that impact distances for the quasi-quiescent regime ( ru F 
= 0.2) are slightly conservative when compared with the quiescent multiport diffuser semi-
empirical model of Abessi and Roberts (2014b). Baum and Gibbes (2017) noted similar 
outcomes for a singular discharge port, where the authors speculate this is due to limitations of 
the quasi-steady RANS approach in resolving the transient advection transport that governs the 
descent phase of jet-dictated discharges. 
Impact distances are strongly dependent upon the downstream egress of the density-induced 
sublayer. With the transition to the crossflow-dictated regime, both co- and counter-flowing 
outfalls show distinct transformations – reflected by elevated sensitivity in impact distance for 
Figure 4.8. Horizontal translation of impact distance for (A) co-flowing and (B) counter-flowing 
discharges. 
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a given increase in crossflow. For ru F   0.7, co-flowing discharges (Figure 4.8(A)) present a 
gradual linear increase in iX  with increasing ru F . End diffuser ports are generally more 
sensitive to crossflow for ru F = 0.6 – 0.7 due to the decreased vertical extent of sublayer 
stratification in these regions. The transition to a cross-flow dictated regime is well captured 
by iX dF = -3.59
2.03
ru F

  + 9.90 for ru F   0.7. The simulated co-flowing crossflow-dictated 
impact distances match well with the semi-empirical model proposed by Abessi and Roberts 
(2017b), supporting the validity of the model. 
Counter-flowing impact distances (Figure 4.8(B)) have less spread than observed for co-
propagating discharges. For ru F   0.7, impact distances linearly decay with increasing 
crossflow, with a best fit corresponding to iX dF = -1.97 ru F + 1.99. With the transition to a 
jet-dictated regime, uniform crossflow regimes show weak non-linearity with iX dF  
= -6.19 1.24ru F  + 4.47 for ru F   0.7. According to this model, plume reversal occurs for 
ru F   0.77 – somewhat higher than the ru F   0.67 reported by Abessi and Roberts (2017b). 
Otherwise, the simulations show good agreement with experimental data of Abessi and Roberts 
(2017b). 
4.4.2.4 Impact Dilution 
Figure 4.9 presents the dilution corresponding to the plume impact point, iS . This parameter is 
of particular interest for benthic impact management as it defines the maximum substrate 
concentration. The effects of seafloor slope appear negligible over the uniform crossflow case, 
given by the minor variability in impact dilutions for ru F = 0.2. For ru F   1.2, counter-
flowing impact dilutions exceed co-flowing dilutions. This challenges the traditional 
assumption that counter-flowing discharges result in lower dilutions and occurs as the jet width 
is wider for counter-flowing discharges in crossflow-dictated regimes (Figure 4.5(E)). By 
conservation of mass, this spread increases centreline dilution – where the effect of flow 
structure outweighs the influence of shorter trajectory lengths between the co- and counter-
flowing outfalls. Data from Abessi and Roberts (2017b) reflect similar trends (Figure 4.9), 
although considerable scatter is reported. Consistent with the jet-impact point, the logarithmic 
velocity condition results in a ~10% reduction in impact dilution when compared against the 
uniform velocity condition. 
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For ru F   0.7, co- and counter-flowing impact dilutions match well with laboratory 
measurements of Roberts and Toms (1987). With the exception of end diffuser ports, counter-
flowing discharges revealed their lowest impact dilutions for ru F = 0.7 as the impact distance 
approaches zero. For ru F   0.9, co-flowing impact dilutions agree with the semi-empirical, 
single-sided multiport diffuser model of Abessi and Roberts (2017b). Capturing the transition 
from jet to crossflow dictated regimes, a convenient description of co-flowing dilution for 
ru F   0.7 is given by iS F  = -0.98 2.96ru F   + 4.27. For crossflow-dictated counter-flowing 
jets, simulation results correspond well with Ben Meftah et al. (2018) and fall within the spread 
of Abessi and Roberts (2017b). Counter-flowing impact dilutions under uniform crossflow 
conditions are well fitted to iS F  = 104.55
0.04
ru F  - 101.95 for ru F   0.7. 
For the sheared ADCP profile regime, both the co- and counter-flowing impact distances 
and dilutions are less sensitive to the imposed crossflow conditions relative to the 
corresponding depth-averaged velocity ( ru F  = 0.90). Interestingly, these impact properties do 
not behave as a crossflow-dictated crossflow regime, but rather act as an extension of the 
respective linear fits derived for ru F   0.7 (see Figures 4.8 and 4.9). This is indicative of the 
dependency of flow behaviour upon the presence of the density-induced sublayer, which 
appears to distinguish jet and crossflow dictated regimes. This provides the first evidence that 
the conventional depth-averaged approximations can lead to over-estimates of impact 
properties when subject to sheared velocity regimes. These outcomes are dependent upon 
velocity structure, and in some instances the effect of velocity shear may be minimal. Under 
Figure 4.9. Impact dilution for (A) co-propagating and (B) counter-propagating discharges. 
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the logarithmic velocity boundary condition, both the impact distance and impact dilution are 
~10% lower than the equivalent uniform velocity condition. 
A common approach in the literature is to implement “current” by towing the jet through a 
quiescent body of water (e.g., Lindberg (1994), Gungor and Roberts (2009), Abessi and 
Roberts (2017b), Abessi and Roberts (2017a), Jiang et al. (2018)). Abessi and Roberts (2017b) 
argue that this method provides a conservative approach as ambient turbulence is mitigated. 
However, by effectively introducing a uniform velocity regime, boundary layer shear is not 
considered. Furthermore, while the conservation of momentum applies, mass is not conserved. 
This violation in the conservation of mass may be a factor for consideration in the upstream 
sublayer protrusion, particularly for multiport diffusers under jet-dictated regimes. As 
previously discussed, the presence of the upstream sublayer has significant implications for jet 
properties, however no physical studies exist in the literature for multiport discharges under 
low-crossflow conditions ( ru F   0.7). The mass conservation is expected to have minimal 
consequences for the crossflow-dictated regimes considered by Abessi and Roberts (2017b) as 
high crossflow conditions were used ( ru F   0.67) and for which no upstream protrusion was 
reported. This is evident by the good agreement of impact data with Abessi and Roberts 
(2017b) for ru F   0.9 (Figures 4.8 and 4.9). Future physical experiments are recommended to 
consider the interplay of multiport diffuser discharges with upstream sublayer protrusion and 
subsequent trajectory outcomes under true crossflow conditions. 
4.4.3 Seafloor Concentration 
Semi-empirical models are strictly limited to predicting key geometric features and their 
respective concentrations. Further still, commercial integral entrainment models are unable to 
resolve seafloor interactions and resulting seafloor concentrations beyond jet impact (Palomar 
and Losada, 2011). Seafloor salinity increase is of key concern for the management of 
desalination outfalls and their acute impacts to benthic biota (Lattemann and Höpner, 2008; 
Missimer and Maliva, 2018). Using this CFD approach, seafloor salinity concentrations and 
the areal extent of their exceedance are analysed (Figure 4.10(A)), for the first time, and provide 
useful information for plant operators, regulators and future designers. Salinity above 
background ( cSA ) is converted based on the volume fraction of the local brine concentration, 
c , with cSA  = 0( (1 ) )a ac SA c SA SA     . 
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Regulations imposed for the GCDP require that brine concentrations do not exceed 2 PSU 
(~2 g/kg) above ambient salinity, 60 m from the diffuser (Boerlage and Gordon, 2011; GCD 
Alliance, 2017). From Figure 4.10(A), across all uniform regimes the areal extent of salinity 
increase converges to zero for changes in salinity  0.7 g/kg (equivalent dilution, S  ~20.7). 
The outfall salinity footprint generally decreases with increasing crossflow magnitude. 
Seafloor salinity for the sheared logarithmic profile (not shown) closely matched results of the 
uniform ru F  = 0.9 regime. Given the depth-averaged velocity equates to ru F  = 0.98, this result 
is interesting as it demonstrates that the conventional depth-averaged approach underestimates 
potential benthic impacts under sheared, surface-driven flows. 
The transition from jet- to crossflow-dictated regimes is noted for ru F  0.7 by the recession 
of salinity-area curves (Figure 4.10(A)). Counter-flowing impact distances were shortest for 
ru F  = 0.7 (Figure 4.8(B)) and with it, minimum impact dilutions were observed (Figure 
4.9(B)). This behaviour is reflected by the differing salinity-area profile (Figure 4.10(A)), 
where for a salinity increase  0.3 g/kg the exceedance area showed similar outcomes to low-
crossflow regimes ( ru F  0.4) and even marginally surpasses the quasi-quiescent condition for 
cSA  0.5 g/kg. Otherwise, consistent with the traditional design assumption that quiescent 
conditions provide worst-case conditions, the salinity impacted area is considerably higher 
for ru F  = 0.2. The conundrum of low salinity - large footprint and high salinity - small 
footprint between the ru F  = 0.2 and 0.7 regimes provides significant challenges for 
environmental regulation. In the former instance, potential chronic exposure to the benthic 
ecosystems may arise, however the latter is subject to acute impacts. In this instance for 
southeasterly crossflow, the areal differences between the two regimes are conceivably minor 
Figure 4.10. Computed salinity increase and corresponding affected area resulting from discharge for
each uniform crossflow regime. 
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for cSA  0.4 g/kg and thus the quasi-quiescent crossflow condition considered an appropriate 
guideline for worst-case conditions. This condition may be challenged for ru F  0.77 where 
the jet counter-flowing jet is predicted to fall back on itself. Abessi and Roberts (2017b) 
indicate this condition results in lower impact dilutions than the quiescent case, however 
simulation results of this study do not show significant reductions in dilution for the ru F  = 0.7 
scenario (Figure 4.9(B)). 
A new strategy to further examine the interplay of crossflow and compliance with diffuser 
performance objectives may consider the integral of the areal salinity curves (Figure 4.10(A)) 
to examine the areal salinity intensity (Figure 4.10(B)). Here, the areal extent of salinity and 
its intensity is clearly distinguished by linear variability for jet-dictated regimes ( ru F  0.9) 
and power law decay for crossflow-dictated regimes thereafter ( ru F  0.9). The areal salinity 
intensity can be applied to examine conditions in a mixing zone prescribed by the regulator. 
For example, the GCDP mixing zone is defined at a distance of 60 m from the diffuser, 
providing an area of ~38 000 m2. For a nominated velocity condition, the areal salinity intensity 
can be defined. The resulting salinity differential within the nominal zone is estimated by 
dividing the areal salinity intensity by the area of the prescribed mixing zone. This method 
ideally assumes the steady state solution is uniformly distributed and entirely contained within 
the designated mixing zone, thus providing a conservative estimate of near-field boundary 
concentration. 
This novel method provides an innovative tool to holistically assess diffuser performance in 
terms of areal seafloor salinity and greatly simplifies the prediction of regulatory compliance 
for plant operators. While the curve presented in Figure 4.10(B) represents southeasterly 
crossflow only, simulations may be also be conducted to produce outputs for other current 
directions. Combined with real-time ambient velocity measurements, plant operators may 
implement this approach to gain near real-time feedback on expected substrate concentrations 
over the prescribed mixing zone and in extreme instances, manage plant operations 
accordingly. As a quasi-steady approach is applied here, future work that considers temporal 
variations and residence times within the prescribed mixing zone could be useful. 
4.4.4 Field-Scale Validation 
While Figures 4.6 – 4.9 show that the CFD approach is consistent with results of past laboratory 
studies and appears to be an effective method to predict jet trajectory characteristics, the spatial 
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extent of the plume is not critiqued. Figure 4.11 compares field measurements from a subset of 
data presented in Baum et al. (2018) against the corresponding CFD model with time-averaged 
ambient velocity boundary conditions shown in Figure 4.3. Figure 4.11(A) presents a 2-hour 
time-averaged horizontal transect at 4.5 m elevation for 100% plant operation. Ambient 
velocity magnitude showed little variation (depth-averaged standard deviation of ± 0.014 m/s) 
over this period, while strong contrast was also observed in the detected plume signature. For 
reference, the field sampling locations are superimposed on Figure 4.11(B). 
Simulation results compare well in terms of plume extent and salinity concentration. This 
represents the first field-scale validation of CFD methodology for application in multiport 
diffuser outfalls – providing valuable insights into transverse spread and plume interactions 
unattainable with empirical and integral modelling methods. Qualitative discrepancies are 
mostly due to spatial under-sampling of field monitoring locations and the linear interpolation 
method used between neighbouring sampling locations. Figure 4.11(C) directly compares field 
samples against respective quasi-steady CFD projections. Despite impact dilutions matching 
well with empirical projections of Abessi and Roberts (2017b) (Figure 4.9), the CFD model 
slightly underestimates measured field concentrations with a median error of -19% and a mean 
residual of -0.05 g/kg. The largest discrepancies (residuals of the order of -0.36 to -0.20 g/kg) 
occur 5 to 10 m from the diffuser in the far northern extremity of the monitoring array (Figure 
4.11(A)).  
Figure 4.11. Validation of CFD model against field measurements. (A) Field measurement of time-
averaged linearly interpolated salinity increase above background measured at 4.5 m elevation between
09:02 – 11:00 October 17, 2013. (B) Quasi-steady CFD simulation transect at 4.5 m elevation and
corresponding sampling locations from (A). (C) Comparison of field and modelled salinity increase at
all downstream field monitoring locations. 
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While the CFD method enables the parameterisation of velocity shear, transient ambient 
hydrodynamics including waves and turbulent fluctuations are not accommodated. Waves 
propagated from the north-northeast to northeast – approximately parallel to the diffuser and 
thus perpendicular to each outfall. While the effect of perpendicular-propagating waves on 
inclined dense jets has not been examined in the literature, these effects are predicted to 
increase jet width through the action of wave-induced horizontal velocities acting normal to 
the planar discharge trajectory. This potentially explains the under-prediction in salinity 
outcomes for the northern extremity of the monitoring array due to increased spread of the 
adjacent counter-flowing northeast port. Potential further sources of inconsistency between the 
field measurements and CFD model may also arise due to the ambiguities that are associated 
with the use of salinity to detect outfalls in the field. Discrepancies can also occur due to 
differences between the quasi-steady simulation and time-averaged analysis over the long 
sampling duration and possible effects of brine sublayer accretion within the diffuser near field. 
In the field, this residual accretion may be enhanced by the effect of increased bed roughness 
attributed by bathymetric features such as sand ripples. To the author’s knowledge, the effect 
of long term accretion of dense discharges has not been considered as the literature is largely 
dependent upon time-averaged analysis in the interests of ergodicity. The author’s again assert 
that these potential sources of discrepancy are speculative, but indeed provide important scope 
for future research. 
While field datasets, such as the one presented in Baum et al. (2018) are invaluable to plant 
operators, regulators and engineers, they are expensive, resource intensive, and prone to 
environmental factors including instrument fouling. Further still, such monitoring methods 
may be limited by spatial under-sampling and temporal aliasing. Here the CFD model is able 
to simulate the entire diffuser within an acceptable simulation timeframe (~7 hours), while 
providing further insights into plume interactions and mixing in the intermediate field. These 
simulations are not intended to replace field monitoring, but act as an informative method to 
be used in parallel with field measurements, with significant potential to provide additional and 
valuable feedback that is not achievable with traditional semi-empirical and integral-
entrainment methods. 
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4.5 Conclusion 
Field-scale numerical CFD simulations were conducted for the GCDP inclined multiport 
diffuser where discharge behaviour was examined under various crossflow conditions. 
Ambient velocity regimes were chosen to represent site conditions and ranged 0.03 to 0.26 m/s 
( ru F : 0.2 to 1.6). Plume trajectory and impact dilutions were quantitatively examined for each 
of the 14 diffuser ports and validated against existing semi-empirical scaling arguments and 
physical experimental data. Dimensionless empirical equations were defined for terminal 
elevation and impact distance properties for each port orientation under uniform crossflow. To 
the authors knowledge these equations present the first explicit approximations for a counter-
flowing discharge. Results for co-flowing jets were in good agreement with semi-empirical 
derivations of Abessi and Roberts (2017b) for ru F  0.9, with mean deviations of -6.1% for 
impact distance, -0.3% for impact dilution and -12.8% for terminal rise elevation. 
Both near and intermediate fields showed distinct variability between jet- and crossflow-
dictated regimes with a transitionary threshold of ru F  0.8. This transition is noted by a 
discontinuity in trends for trajectory, impact dilution and seafloor areal concentration, and is 
linked to the reversal of counter-flowing trajectories and the downstream migration of the 
density-induced sublayer. Jet-dictated regimes ( ru F   0.7) were generally under-predicted 
when compared against quiescent-based models of Roberts et al. (1997), Abessi and Roberts 
(2014b) and Abessi and Roberts (2015b) (mean differences in co-flow: tX dF : -23.2%; 
tZ dF : -11.5%; iX dF : -12.3%; iS F : -20.5%). The under-prediction of terminal rise 
properties is speculated to occur due to sublayer re-entrainment and Coanda interactions, while 
conservative impact properties are presumed to arise due to limitations of the quasi-steady 
RANS approach in resolving the buoyancy-induced turbulence that governs the plumes’ 
descent. 
Impact properties for sheared ambient velocity regimes were conservative compared to the 
equivalent uniform velocity cases. Impact distances and dilutions were ~10% lower for the 
logarithmic crossflow regime ( ru F  = 1.0 at 10 m elevation), compared to the equivalent 
uniform velocity regime. The non-uniform field crossflow condition saw impact properties 
diverge from the crossflow-dictated regime inferred by the depth-averaged velocity, but were 
well approximated by the extension of jet-dictated fits. These results have implications for the 
usual practice of assuming uniform velocity conditions and suggest velocity shear should be 
considered in future analyses. 
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The CFD approach enabled the novel quantitative analysis of the areal extent of salinity 
increase in the diffuser near-field. Quasi-quiescent conditions ( ru F  = 0.2) generally produced 
the largest areal extent across the salinity spectrum. For increasing crossflow thereafter, the 
salinity footprint generally decreased – converging to zero for a salinity increase  0.7 g/kg 
within all simulations. A simplified method for determining the salinity increase over a pre-
defined mixing zone was derived, with potential application for near real-time feedback for 
regulators and plant operators. 
This study demonstrated a significant advancement of CFD approaches over existing 
empirical and integral modelling methods by collectively resolving trajectory and seafloor 
distribution properties. These outcomes were achieved with relatively low computational 
expense (simulation times ≈ 7 hours), thus providing a promising analysis tool for designers, 
operators and regulators. Plume geometry and dilution predictions were in good agreement 
with those reported in the literature, despite the use of standard turbulence parameters. With 
the demonstrated progression of resolving both near- and far-field processes in addition to the 
fundamental ability to resolve coastal dynamic processes, bathymetry and complex diffuser 
configurations, a numerical CFD approach is advised in future outfall designs in combination 
with semi-empirical modelling. Further work is recommended to: (1) further develop 
turbulence closure schemes to better resolve plume dynamics under jet-dictated regimes; (2) 
resolve transient simulations subject to temporal crossflow dynamics and wave forcing; (3) 
examine the effects of a closed-lid boundary approach; and (4) further consider the dependency 
of multiport diffuser spacing in a crossflow. Development of the turbulent closure approach 
may be conducted via a joint, experimental and numerical investigation into the advection 
transport terms specific to inclined dense jets, and has significant potential to advance the 
application of CFD with regard to both computational efficiency and model efficacy. The 
dependence of multiport discharge properties upon the presence of the arrested upstream 
sublayer should be further considered in laboratory experiments under crossflow conditions. 
Finally, the effect of bed roughness and porosity upon inclined dense jet behaviour and their 
potential consequences for the endemic benthic environment may also provide scope for future 
research. 
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Notation 
The following symbols are used in this chapter: 
A  Inlet flow area [L2]; 
c  Local scalar tracer concentration [-]; 
0C   Discharge scalar tracer concentration [-]; 
C  Coefficient of viscosity [-]; 
d  Port diameter [L]; 
hD   Hydraulic diameter [L]; 
F   Jet densimetric Froude number [-] defined as: 
0
'
0
UF
g d
 ; 
g  Acceleration due to gravity [L T-2]; 
'
0g  Modified acceleration due to gravity [L T-2] defined as: 
' 0
0
a
a
g g  
  ; 
0H   Discharge port elevation [L]; 
0I   Nozzle turbulent intensity [-]; 
aI   Ambient turbulent intensity [-]; 
k  Turbulent kinetic energy [L2 T-2]; 
 Turbulence length scale [L];
pL   Port spacing [L]; 
p  Pressure [M L-1 T-2]; 
P  Wetted perimeter [L]; 
jq   Turbulent scalar flux [L T-1]; 
0Q   Source volumetric flow rate [L3 T-1]; 
TQ   Total diffuser volumetric flow rate [L3 T-1]; 
Re  Reynolds number [-]; 
S  Jet dilution parameter [-]; 
iS   Impact dilution [-]; 
0SA   Outfall absolute salinity [M M-1]; 
aSA   Ambient absolute salinity [M M-1]; 
cSA   Local absolute salinity [M M-1]; 
u  Local fluid velocity [L T-1]; 
ru   Ambient crossflow to jet exit velocity ratio [-] defined as: 
0
a
r
Uu
U
 ; 
ru F   Crossflow-based Froude number [-]; 
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ru F   Depth-averaged crossflow-based Froude number [-]; 
ru F  Crossflow-based Froude number component in direction parallel to jet-discharge axis
[-];  
U  Spatially-averaged velocity [L T-1]; 
0U   Jet exit velocity [L T-1]; 
aU   Ambient velocity [L T-1]; 
*U   Friction velocity [L T-1]; 
iX   Horizontal distance to jet impact on lower boundary [L]; 
tX   Horizontal abscissa of jet terminal rise elevation [L]; 
0z   Zero velocity elevation [L]; 
tZ   Terminal rise elevation [L]; 
  Scalar diffusivity [L2 T-1]; 
t   Turbulent dispersivity [L2 T-1]; 
ij   Kronecker delta [-]; 
r   Bed form ripple height [L]; 
0   Port inclination above horizontal [-]; 
   von Karman constant [-]; 
r   Bed form ripple distance [L]; 
   Local fluid viscosity [M L-1 T-1]; 
t   Turbulent eddy viscosity [M L-1 T-1]; 
   Local fluid density [M L-3]; 
0   Source discharge density [M L-3]; 
a   Ambient density [M L-3]; 
ij   Reynolds stresses [M L-1 T-2]; 
a   Angle of ambient current propagating relative to discharge [-]. a  = 0° denotes counter-
flow; 
  Specific dissipation rate [T-1]. 
Appendix 4.I. Iterative Convergence 
Impact distance and dilution were carefully examined to assess iterative convergence over the 
course of the simulation for each case. This convergence process is quantitatively presented in 
Figure 4.12, where the impact properties for co- and counter-flowing discharges are examined 
for both jet- and crossflow-dictated regimes with ru F  = 0.2 and 1.0, respectively. Impact 
distance (Figure 4.12(A)) and impact dilution (Figure 4.12(B)) both demonstrate that the 
solution had converged within 2000 iterations under both ambient flow regimes. 
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As the mesh domain was incrementally refined on the basis of effluent tracer concentration, 
assessment of mesh independence via traditional means (e.g.,Celik et al. (2008)) was less 
straightforward. For the initial condition where cell volumes were too small (nested domain 
cell length ~1 m), the mesh iteration process was constrained in the diffuser near-field and the 
jet discharge processes were inadequately resolved. Conversely, for the case where cell 
volumes were too large (nested domain cell length ~4 m), transport in the intermediate-field 
was poorly resolved. In this application, the elected initial cell volume (nested domain cell 
length ~2 m) was identified to provide a collective balance of intermediate-field resolution and 
iterative refinement capacity in the diffuser near-field. The iterative convergence of cell 
properties is also presented (Figure 4.12(C)). The total number of cells (and thus, the domain-
averaged cell volume) converge after ~4000 iterations. Together, the convergence outcomes 
demonstrate that a steady solution was obtained and the outer jet bounds (predominated by the 
adaptive grid refinement process) were resolved. While the domain-averaged volume (total 
domain volume divided by the total number of cells) converged to ~0.6 m3 (compared to 6.3 m3 
for the initial condition), it is important to note that cell volumes in the near-field are much 
smaller (limited to 10-6 m3), while far-field cell volumes up to 72.7 m3 occurred. This outcome 
Figure 4.12. Iterative convergence of CFD model over a simulation run. Impact properties ((A) – (B)) 
are assessed as per the co- and counter-flowing ports situated at the centre of the onshore diffuser arm.
(C) presents the total number of cells and their average volume over the entire model domain throughout
the iteration process.
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reflects that the domain cell size distribution becomes significantly right-skewed following the 
mesh iteration process. 
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Abstract 
A physical laboratory investigation was conducted to systematically measure the effect of 
oscillatory forcing in the form of regular waves. This chapter comprehensively details the 
experimental apparatus, instrument calibration and accuracy, as well as the strict experimental 
procedures undertaken over this investigation. For the first time, hydrodynamic measurements 
were coupled with optical experimental techniques to systematically assess the implications of 
waves upon trajectory length scales and dilution. The wave-discharge experiments were 
undertaken in a 24-m long wave flume. Non-invasive, optical, light attenuation techniques were 
used to map spatiotemporal two-dimensional variations of the integrated concentration field. 
This system allowed a proficient balance of spatiotemporal resolution, cost and accuracy, with 
concentration errors confined to within ± 7%. This chapter focuses on a description of the 
experimental methods. Results, analysis and discussions relating to the implications of wave 
forcing for design are later presented in Chapter 6. 
Keywords: Laboratory investigation, physical study, experimental methods, inclined dense jet, 
regular waves, wave flume, light attenuation. 
5.1 Introduction 
Inclined dense jets used in engineering applications are often subject to wave environments. 
The resulting flow and mixing processes remains as a significant research gap. This deficiency 
limits understanding of the in-situ performance of systems such as brine discharge diffusers. 
To the author’s knowledge, Ferrari and Querzoli (2015) and Ferrari et al. (2018) provide the 
only studies to have considered flow in wave affected environments. From this research, it was 
identified that wave forcing has the ability to negatively influence both the trajectory length-
scales and dilution, however systematic and generalised frameworks to assess and predict the 
inclined dense jet response are yet to be established. The purpose of the experimental 
investigation was to extend the works of Ferrari and Querzoli (2015) and Ferrari et al. (2018) 
to examine the resulting concentration field and trajectory length-scales of an inclined dense 
jet subject to oscillatory wave environments. These quantitative outcomes were achieved 
through high resolution spatiotemporal measurements of the flow field using non-invasive light 
attenuation (LA) optical-based techniques. The calibrated optical system was coupled with 
high-frequency hydrodynamic measurements to quantify the wave forcing upon the captured 
two-dimensional flow field. 
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The LA methodology employed in this study, is based upon the principal that light intensity 
reduces after it has passed through a dyed solution. Here, the discharge signature is captured 
by recording the light absorptivity that results as a controlled light source passes through the 
inclined dense jet with a dye tracer, enabling a detailed integrated perspective of the flow field. 
Cenedese and Dalziel (1998) demonstrated that the LA method may be applied to measure dye 
concentration, or alternatively, measure the thickness of a fluid layer. This technique has been 
extensively applied to investigate two-dimensional flows (Holford and Dalziel, 1996; Zhang 
and Chu, 2003; Gaskin et al., 2004; Kikkert et al., 2004; Kikkert et al., 2007; Choi et al., 2016), 
and three-dimensional flows (Kikkert, 2006). 
This chapter first details the wave flume and experimental apparatus used throughout this 
investigation. The equipment configurations and their respective calibrations, accuracies and 
acquisition settings are then discussed. Finally, the procedures closely followed over the course 
of the experiments are outlined. 
5.2 Experiment Apparatus 
Experiments were conducted in a 24-m long wave flume with a width of 0.81 m, constructed 
with glass sidewalls and a smooth horizontal bed (Figures 5.1 and 5.2). A 4.5-m sloping-
voided-dissipative beach is located at the downstream end of the flume to reduce wave 
reflection. A programmable DHI Type 150/FE piston type wave paddle (Serial number: 
2013-08-3; Hørsholm, Denmark) is used to generate the wave conditions for this experiment. 
This investigation specifically considers the behaviour of inclined dense jets under the 
influence of monochromatic waves. For each test, the flume was filled to 0.5 m depth using 
Brisbane municipality drinking water. 
A discharge port with an inclination of 0  = 60° and an internal diameter of d  = 3.645 mm 
was used across all experiments. Counter-propagating, co-propagating and perpendicularly-
propagating ( w  = 0°, 180° and 90°, respectively) wave approach angles are each considered in 
separate experiments, where hereon, w  is used to describe the planform direction of wave 
celerity relative to discharge. The port had a development length of 35 mm or 9.6d . Discharge 
was gravity fed via a 26 L Mariotte bottle with details of the resulting flow properties later 
discussed in Section 5.3.6. 
Jet trajectory and concentration were each measured using non-invasive image-based data 
acquisition through the implementation of LA methodology. This technique measures light 
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attenuation due to the presence of a dye tracer as indicated by the reduction in incident light 
received by the camera sensor. A controlled lighting source was produced by an LED lighting 
array (Section 5.3.2.2) positioned adjacent to flume wall, while a CMOS digital camera 
(Section 5.3.1) was positioned on the opposite side of the flume – providing an integrated 
perspective of the flow. 
Due to the densimetric behaviour of the dense jet, impact of the jet trajectory with the lower 
boundary leads to the formation of a density-induced sublayer (Roberts et al., 1997). With the 
integrated LA flow visualisation perspective, it was paramount that this residual sublayer did 
not impede detection of the jet trajectory. Previous dense jet studies using LA methodologies 
(e.g., Zhang and Chu (2003); Cipollina et al. (2005); Kikkert et al. (2007)) have mitigated this 
lower boundary interaction by raising the discharge elevation into the water column such that 
the impact point was significantly lower than the return elevation. However in practice, dense 
discharges are released via seabed mounted diffusers where the jet flow dynamics approaching 
impingement of the lower boundary significantly differ to that of an elevated jet, with 
substantial differences in both the return geometry and dilution (Ramakanth, 2016). Inclined 
dense jets with bottom boundary impact are considered in this study, with a port discharge 
elevation ranging 42.8 0H   44.2 mm above a smooth PVC (polyvinyl chloride) lower 
boundary across all experiments. To reduce the inherent accumulation effects of the density-
induced sublayer, in a similar approach to Roberts et al. (1997), a 1.7-m long false floor was 
installed 7.2 m downstream of the wave paddle resting position. The discharge port was 
installed a minimum of 0.5 m from the leading and trailing edges of the false floor for 
Figure 5.1. Front view schematic of the experimental setup used in the inclined dense jet wave
experiments. Waves propagate from right to left. Not to scale. 
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co-propagating and counter-propagating wave cases, respectively. For perpendicular wave 
propagation regimes, the port was positioned at the longitudinal centre of the false floor (0.85 m 
from the leading and trailing edges). Further details of the false floor are presented in Section 
5.3.7. 
To examine the wave-induced hydrodynamics within the flume, detailed hydrodynamic 
characterisation was also conducted for each test. This included wave tracking using free-
surface elevation measurements from seven resistance-based wave gauges along the length of 
the flume (Section 5.3.3) and one acoustic distance meter (ADM) (Section 5.3.3), while high 
frequency point-velocity measurements were also made using an acoustic Doppler velocimeter 
(ADV) (Section 5.3.4). Experiment instrumentation and materials are detailed in Section 5.3. 
Experimental procedures are outlined in Section 5.4. 
5.3 Equipment and Instrumentation 
Measurements of the inclined dense jet geometry and dilution properties were measured on the 
premise of optical light attenuation methods, for which, an optically calibrated experimental 
system was carefully developed. This, combined with the hydrodynamic characterisation 
equipment and apparatus, are detailed in the following sub-sections. 
Figure 5.2. Side view sketch of the light attenuation system, equipment and instrumentation. Nozzle 
transverse location only valid for co-propagating and counter-propagating wave tests. Not to scale. 
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5.3.1 Camera 
A Panasonic Lumix DMC-GH4 digital camera was used throughout the experiments. The 
camera uses a mirrorless system with a CMOS micro four-thirds sensor (17.3 mm × 13 mm). 
The camera captures in 8-bit colour resolution (256 colour levels across red, green and blue 
(RGB) colour bands) with 4:2:2 chroma sub-sampling over 1920 × 1080 active pixels. The 
progressively scanned frames were recorded at 24 Hz and were collated as an .MOV video file 
with a bitrate approximately equivalent to 4 MB/s. Video files were written to a Sandisk 
Extreme Pro SDXC memory card with a 64 GB storage capacity and maximum write speed of 
95 MB/s. The camera was fitted with an Olympus M. Zuiko 12-40 mm F2.8 PRO lens. An 
aperture of F5.0 and focal length of 25 mm were used over the experiments with minimal 
spatial distortion observed (further detailed later in this section). Minimal vignetting was 
observed with the prescribed camera and lens specifications, however this effect was further 
mitigated by cropping the image frame and optically calibrating the view-field on a pixel-by-
pixel basis. 
To minimise light signal amplification and thus pixel noise, a minimum device ISO of 200 
was used. Shutter speed was adjusted to balance the image exposure, where a fixed shutter 
speed of 1/125 s was used throughout the concentration calibration and discharge experiments 
to expose the illuminated background frame to approximately 90%. The video camera was 
tripod mounted in a fixed position centred on the flow observation window at a perpendicular 
distance of ~2.0 m to the centre of the flume (Figure 5.2). To eliminate movement of the camera 
position during user operation, the camera was remotely controlled over Wi-Fi connection 
using the Panasonic Image App. 
To measure the pixel distance equivalents and examine spatial distortion properties of the 
camera and lens apparatus, the optical distance properties were carefully examined. Identical 
camera settings to the concentration calibration and discharge experiments were used, albeit 
shutter speed which was adjusted to control exposure. This ensured that the physical lens 
Figure 5.3. Optical distance measurement calibration setup. 
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properties remained constant and could be directly applied to discharge video data without 
compensation. A checkerboard calibration grid was suspended perpendicular to the camera in 
the centre of the flume, which was filled with water (Figure 5.3). 
The printed calibration squares were measured using a digital vernier calliper with a mean 
length of 65.70 ± 0.19 mm. 100 video frames were extracted and analysed in MATLAB using 
a grid detection algorithm (Geiger et al., 2012). The algorithm detects the calibration squares 
and determines the distance between adjacent vertices (Figure 5.4). Over the spatial grid array, 
calibration squares were spaced 102.160 ± 0.261 pixels, equating to 1.554 ± 0.003 pixels/mm. 
Negligible spatial lens distortion was measured, thus allowing a singular pixel distance 
conversion to be applied over the entre pixel array. 
Figure 5.4. In-situ optical distance calibration and detection of checkerboard vertices (green circles). 
Checkerboard is submerged within the centre of the flume. 
5.3.2 Light Attenuation System 
Light attenuated flow visualisation was complimented by quantitative concentration 
calibration. The LA system provides a measure of the integrated concentration between the 
light source and the camera sensor, by quantifying the reduction in light intensity due to the 
presence of a dye tracer. This relatively simple optical sampling method provides significant 
improvements in spatial resolution capacities over probe-based techniques. While planar laser-
induced fluorescence (LIF) techniques allow for direct measurement of concentration over a 
nominal transect, the LA system makes use of inexpensive light sources and nontoxic dye-
tracers to facilitate trajectory and integrated concentration measurements of the flow in 
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question. Similar LA methodologies have been implemented by Zhang and Chu (2003), 
Cipollina et al. (2005), Kikkert et al. (2007) and Choi et al. (2016). 
5.3.2.1 Theoretical Background 
Cenedese and Dalziel (1998) provide a detailed overview of the principles of light attenuation 
theory. The intensity (I ) ratio for a light travelling through a dye sample with thickness, W , is 
given by Eq. 5.1: 
( , )
( ,0)
W c cW
W
I
e
I
 (5.1)
where  ,0WI  is the light intensity after travelling through the width of an undyed sample and 
 ,W cI  is the intensity after passing through the dyed sample with concentration, c . In accordance 
with the Beer-Lambert law, light intensity follows logarithmic decay with increasing dye 
concentration. With all experiment parameters maintained to be constant over the experiment, 
the constant   represents the rate of light attenuation due to increasing dye concentration. It 
should be noted that   is also a function of the wavelength of light. Cenedese and Dalziel 
(1998) examined this relationship for various dye colours (Figure 5.5). For low concentrations, 
Figure 5.5. Absorption spectrum for different dye colours with different levels of concentration. From
the top curve, concentrations are c = 0.05 mL/L, 0.10 mL/L, 0.2 mL/L and 0.4 mL/L respectively.
Adapted from Figure 7, Cenedese and Dalziel (1998). 
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the red dye attenuates light almost independently of the electromagnetic wavelength between 
450 to 560×10-9 m. The green colour spectrum falls within this range with a bandwidth ranging 
485 to 573×10-9 m (Kelly, 1943). 
By imposing a green bandpass spectral filter, Cenedese and Dalziel (1998) demonstrated an 
improved absorption spectrum with wavelength-independent attenuation properties observed 
between 480 to 560×10-9 m (Figure 5.6). Cenedese and Dalziel (1998) also suggest a blue filter 
performs equally well over this spectral range. In the same approach as Gaskin et al. (2004) 
and Kikkert (2006), no physical light filter was implemented between the camera and the 
sample, however the light attenuation is examined by isolating the video data into red, green 
and blue signals and subsequently analysing the green signal video data. The Panasonic Lumix 
DMC-GH4 is a Bayer filter camera; meaning that for every 2×2 pixel matrices, two pixels 
record green colour values, while the remaining two pixels each record the red and blue colour 
bands. Thus, the green video channel was selected as it provided the highest certainty and 
performance and was extracted in-post using a MATLAB algorithm. In accordance with 
(Figure 5.6) and with minor variations in laboratory temperatures over the course of the 
experiments, dye-induced light attenuation is considered to behave only as a function of 
concentration. 
Figure 5.6. Red dye absorption spectrum with (dashed) and without (solid) a green filter. Adapted from 
Figure 10, Cenedese and Dalziel (1998). 
5.3.2.2 Integrated Concentration Calibration 
Concentration calibrations were conducted within the test flume under strictly controlled 
lighting settings. The calibration process was conducted by measuring a known dye 
concentration and recording the attenuated light response using video data acquisition. The 
integrated concentration is then calculated by multiplying the known solution concentration by 
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the width of the cell containing the solution. The light response over each concentration 
graduation was used to formulate calibration curves on a pixel-by-pixel basis using an 
algorithm developed in MATLAB. 
A clear PMMA (polymethyl methacrylate) acrylic calibration cell was used with internal 
dimensions 1065 mm long and 39.16 ± 0.80 mm wide (Figure 5.7). To minimise light 
attenuation attributed to the cell, a thinner wall width with a thickness of 7.6 mm was used. 
Valves installed on the side of the cell frame were used to allow the cell depth to equilibrate to 
the flume depth of 500 mm. This equilibrated depth ensured the cell walls were equidistant 
with zero net hydrostatic pressure. Commencing the concentration calibration, the valves were 
closed with a cell starting volume of 19.8 L. The calibration cell and glass flume walls were 
thoroughly cleaned prior to each experiment and air bubbles were removed.  
The calibration process was conducted over several runs of experiments which served to 
assess extraneous light sensitivity, dye attenuation, repeatability and nominal concentrations to 
be used in the discharge experiments. The calibration solution used a red food grade dye 
powder (Ponceau Red 4R; Tintex, Brisbane, Australia). The weight of the dye was measured 
using a RADWAG XA 110.3Y (Serial number 409530/13; Radom, Poland) analytical balance 
to a precision of 1×10-5 g. De-ionized water was used to prepare the dye concentrate solution 
with the volume measured using a VITLAB genius (Grossostheim, Germany) bottle-top 
dispenser with an accuracy of ± 0.5%. 
The backlit lighting array consisted of a pure white LED lighting array (Linear Matrix, 
Seaford, Victoria, Australia) with a capacitive dimming system (Figure 5.8). A 3-mm 
translucent white acrylic sheet (acrylic opal cast sheet; Global 372 Acrylic Pty Ltd, Brisbane 
Australia) was installed 70 mm from the LED light array to create a uniformly diffused light 
Figure 5.7. PMMA calibration cell used in the optical concentration calibration experiments. 
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source. The LED system provided a significantly enhanced light distribution over fluorescent 
lighting sources while mitigating strobing affects and maintaining consistent luminosity. 
Experiments were conducted within The University of Queensland’s hydraulics laboratory 
located in the Advanced Engineering Building. The laboratory is equipped with an automated 
fluorescent lighting system, which due to safety precautions, could not be disabled. Thus, a 
dark room environment ideal for the light attenuation measurements could not be achieved. To 
control extraneous light in the immediate vicinity of the flume, a shading tent was erected with 
dimensions 3.5 m wide × 3.0 m long × 2.0 m high. For consistency, ambient lighting throughout 
the laboratory was turned on for the duration of each test. Natural extraneous lighting was 
deemed negligible within the proximity of the experiment. Light reflected off the flume 
structural framing and the bed of the flume was minimised with the installation of matte black 
cardboard and a painted PVC sheet, respectively. 
The light attenuation calibration apparatus is shown in Figure 5.9. The calibration cell was 
positioned in the centre of the flume. The flume was filled using municipal drinking water 
supply and was allowed to settle for at least two days after filling to ensure that suspended 
particulates were minimised. Camera settings were maintained to be consistent with those 
described in Section 5.3.1. The light attenuation response was time averaged over 10 seconds 
(240 frames) for each concentration increment. Remote camera operation ensured pixel 
locations remained consistent for each averaged frame. Over time, small abrasions were 
observed on the calibration cell. The effect of these anomalies was minimised by setting the 
camera lens slightly out of focus, by focussing just beyond the calibration cell. 
Preliminary calibrations were conducted using a dye-only concentrate solution to determine 
a nominal dye integrated concentration for the discharge experiments. These calibrations were 
conducted by injecting a concentrate solution (1.06 g/L dye concentration) in 10 mL 
Figure 5.8. LED lighting rig at minimum light intensity. (A) LED lighting array. (B) Lighting array
with acrylic diffusion sheet. 
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increments using a bottle-top dispenser (VITLAB genius – detailed earlier in Section 5.3.2.2) 
for integrated concentrations up to 5×10-4 g/L × m. Prior to recording each calibration 
increment, the concentrate was thoroughly mixed to attain homogeneity. After allowing 
5 minutes for the cell to become quiescent, video data acquisition was initiated. Based on the 
light attenuated behaviour (later discussed in Section 5.3.2.3) a nominal discharge integrated 
concentration of 2×10-4 g/L × m was adopted hereafter, equating to a concentration of 
0.0549 g/L for an internal port diameter of 3.645 mm. 
Based on the internal port diameter (d  = 3.645 mm) and a nominal sodium chloride 
concentration of 31.94 g/L for the equivalent discharge solution (to achieve a target discharge 
density of 0   1021 kg/m3), attenuation properties were finally examined for the dye 
concentrate solution containing both dye and sodium chloride to emulate a discharge scenario. 
Reagent grade Sodium Chloride (Sigma-Aldrich, St. Louis, USA) was weighed using a 
RADWAG AS 220.3Y (Serial number 409531/13; Radom, Poland) analytical balance to a 
precision of 1×10-4 g throughout the calibration experiments. 
In order to imitate the solution properties of the discharge solution, the calibration 
concentrate was constrained by the saturation capacity of sodium chloride in solution and thus 
a larger concentrate calibration increment of 90 mL was used. Due to the high salt 
concentration, the calibration solution volume was notably larger than the solvent volume and 
thus needed to be considered in order to determine the solution concentration. Based on the 
desired solution properties, the density of the concentrate was determined using a combination 
of the TEOS-10 (McDougall and Barker, 2011) and Mao and Duan (2008) equations of state 
to determine the de-ionized water solvent density and the relative concentrate density, 
Figure 5.9. Light attenuation calibration apparatus. 
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respectively. Temperature inputs for each equation of state were measured using a Sper 
Scientific 860033 bench-top meter (Serial No. 10183167; Scottsdale, USA) with a temperature 
accuracy of ± 0.5°C, while absolute pressure was assumed (101.325 kPa). With a known 
sodium chloride molality, the required volume of the de-ionized water solvent was determined. 
The dye/salt calibration concentrate solution had a dye concentration of 0.2892 g/L and a 
sodium chloride concentration of 168.2227 g/L. At the end of the calibration process, a total of 
630 mL of concentrate was added to the cell. This volume equates to a net positive head 
elevation of 15.1 mm above the flume water elevation and is deemed to have a negligible effect 
on the deflection of the calibration cell walls. The change in calibration cell volume for each 
test increment was accounted for in the derivation of integrated concentration. 
5.3.2.3 Calibration Results 
After cropping each video frame to remove the flume’s structural framework and the false floor 
(details in Section 5.3.7), the total pixel sampling area consisted of 1105 × 473 pixels (width × 
height). Accounting for parallax, this equates to a 0.711 m × 0.304 m area relative to the centre 
of the flume. Unprocessed video frames captured over an entire calibration process are 
presented in Figure 5.10. Light attenuation behaviour was assessed based on the green light 
intensity field. Each video frame was time-averaged over 10 seconds (240 frames). The light 
intensity field showed very strong consistency over this duration, with a mean standard 
deviation of 2.8×10-3 bits, or approximately 0.001% of the reference light intensity. 
Figure 5.10. Mosaic of unprocessed video frames collected over a moderate dye/salt concentration
calibration experiment. Integrated concentration increases from 0 to 2.68×10-4 g/L × m (top left and 
bottom right frames, respectively) reading across the page, with a concentrate test increment of 20 mL
and dye concentration of 0.233 g/L. 
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Net light attenuation properties resulting from the dye solution were considered by first 
analysing the attenuation properties of the calibration cell itself (Figure 5.11). Prior to placing 
the calibration cell, light intensity distributions demonstrated high levels of homogeneity, with 
an overall spatial standard deviation of ± 4.54 bits for the calibration presented in Figure 
5.11(A). A slight reduction in light intensity was observed at the boundaries of the frame with 
a maximum intensity differential of 13%. Lighting intensity distributions remained consistent 
with the no-cell image after installing the calibration cell, while a 0.4% reduction in light 
intensity was observed (Figure 5.11(B)). This decay in light intensity over the frame span at 
mid-elevation is presented in Figure 5.11(C). It can be noted that the lighting intensity 
distribution is slightly left skewed due to the positioning of the lighting array, however this 
outcome is deemed negligible as the calibration process is conducted on a pixel-by-pixel basis. 
Figure 5.11. Effect of calibration cell on light intensity. Colour axis bounds for (A) and (B) are 
consistent for each. Horizontal line transect (C) taken through mid-elevation. 
Once the light attenuation properties of the calibration cell were identified, the net light 
attenuation relationships resulting from the dye solution were determined. Herein, the initial 
net intensity with zero dye concentration will be referred to as the reference intensity, 0I . As 
previously mentioned in Section 5.3.2.2, preliminary light attenuation experiments were 
conducted using a dye-only solution to deduce the nominal discharge concentration. The dye-
only attenuated light response for the pixel at the centre of the image frame are presented in 
Figure 5.12. Note, no shading frame was used over this test, while the camera aperture and 
exposure were set to F4.5 and 1/80 s, respectively. 
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With the aim to convert green light intensity to integrated concentration over the discharge 
experiments, regression models were assessed for their efficacy. In accord with Eq. 5.1, 
exponential trend fits were examined and assessed against first-order polynomial regressions. 
Kikkert (2006) reports that the light attenuated properties function undergo transitionary 
behaviour for high concentrations as light begins to be attenuated in the red spectrum. In the 
absence of a priori concentration for which this transition occurs, fits were initially evaluated 
for 0 IC   2.0×10-4 g/L × m (solid lines, Figure 5.12). While both trend lines appear to 
describe the data well within this threshold, extrapolation over the full integrated concentration 
range (dashed lines, Figure 5.12) shows the preliminary exponential model overestimates 
integrated concentrations for a given light intensity. Conversely, the first-order linear 
regression provides a strong fit for the data up until IC  4.5×10-4 g/L× m. Gaskin et al. (2004) 
similarly reported a linear dye attenuation light response. Beyond this linear threshold, an 
exponential decay in light intensity occurs. Consistent with Kikkert (2006), this spectral 
absorbance transition and resulting exponential intensity falloff occurs after a reduction in 
reference intensity of approximately 30% (i.e., 0I I  0.7). An exponential fit computed over 
the entire data series (red dashed line, Figure 5.12) shows strong adherence to measured values 
for high concentrations; however at low concentrations, the exponential regression model again 
appears to overestimate integrated concentration for a given light intensity. With these 
outcomes, a first-order linear regression model is used herein, and was computed over an 
integrated concentration range of 0 IC  3.0×10-4 g/L× m. To ensure the non-linear threshold 
Figure 5.12. Light attenuation curve fits for the centre pixel of the concentration calibration conducted
April 28, 2017. Solid line fits conducted over (0 – 2×10-4 g/L × m). Dashed lines (- -) present extrusion 
of the fitted curves thereafter. Red dashed line (- – -) presents the exponential fit over all data points. 
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is not attained, a nominal integrated concentration of 2.0×10-4 g/L × m was used over the course 
of the discharge experiments. 
Following the initial dye concentration establishment tests, sodium chloride was added to 
the calibration solution and the shading frame was installed. Camera aperture and exposure 
were set to F5.0 and 1/125 s, respectively, so that the dynamic range, and in turn, the precision 
of the optical LA system was maintained without overexposing and saturating the captured 
frame at lower concentrations (detailed previously in Section 5.3.1). Demonstrating the 
repeatability of the calibration process and video data acquisition, outputs over two 
independent calibrations are shown in Figure 5.13. Linear trend lines exhibit an almost identical 
rates of decay in light intensity between the two experiments, while an offset discrepancy of 
0.7 bits (or 0.31%) was measured. With this outcome, it was deemed that in-situ calibrations 
were not required prior to each discharge experiment for subsequent integrated concentration 
conversions. 
Outputs computed from the linear regression analysis over the entire pixel array are shown 
in Figure 5.14. Integrated concentration for the local pixel location (ii, jj), ,ii jjIC , is given in the 
form: 
, ,
,
,
ii jj ii jj
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 (5.2)
Figure 5.13. Centre pixel light attenuation response for two separate tests under the same test conditions
after installation of the shading frame. Solid line indicates limit of linear regression fit (IC < 3×10-4
g/L × m), while dashed (--) line presents the extension of the fits thereafter. 
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where A  and b  are constants determined for each individual pixel from the first-order 
polynomial fits. A describes the light intensity decay resulting from the calibration concentrate 
solution, while b captures the ambient light intensity and is proportional to 0I . At the lower 
region of the observed frame, a steeper light attenuated response is observed (Figure 5.14(A)). 
Linear fits provide a strong description of the light attenuation behaviour throughout, with a 
coefficient of determination exceeding 2R  0.99 over the pixel array for 0 IC  3.0×10-4 
g/L × m. With the attenuation effect of the calibration cell removed, spatial variations are 
linked to the light attenuation of the glass flume walls and ambient lighting conditions. 
Figure 5.14. Linear regression output distributions for integrated concentration calibration Test 6. 
Presented R2 values are evaluated over the limit of the linear regression fit (0 ≤ IC ≤ 3×10-4 g/L × m). 
Error over the integrated concentration calibration range was computed by normalising the 
linear regression residual by the median integrated concentration (Figure 5.15). Across the full 
concentration spectrum and for each individual pixel, the error in predicted integrated 
concentration is normally distributed within ± 7%, with 5th and 95th percentile error values 
of -4.5 and 3.9% respectively (Figure 5.15(A)). Further, taking the average across the 
integrated concentration spectrum, the mean error in integrated concentration ranged -1.3% to 
0.4% across the spatial pixel array (Figures 5.15(B) and (C)). This optical concentration error 
is exceptionally low, where for comparison Abessi and Roberts (2015a) reported concentration 
errors of 10% using LIF methodologies. Figures 5.15(B) and (D) illustrate the spatial error 
distributions across the recorded observation window. The largest errors occurred at the lower 
corners and the top of the captured frame for concentrations approaching the upper 
concentration limits (Figure 5.15(D)). This is suspected to occur due to the exponential 
intensity decay that ensues for high concentrations (Figure 5.12). 
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Figure 5.15. Mean and maximum errors for predicted integrated concentration across each individual 
pixel from Test 6. 
5.3.3 Wave Free-Surface Elevation Measurements 
Seven resistance-type (DHI Type 201/65) wave gauges were deployed along the length of the 
flume to measure free-surface elevation at a sampling frequency of 40 Hz over each discharge 
test. The resistance-type gauges were positioned 2.68, 3.63, 4.77, 5.80, 8.43, 10.65 and 14.0 m 
downstream of the resting-paddle position, with elevations 0.19, 0.17, 0.17, 0.21, 0.27, 0.17 
and 0.20 m above the flume bed, respectively. As the discharge solution was characteristically 
saline, the conductivity of the flume changed over the course of each discharge experiment – 
influencing the output voltage and thus the measured change in surface elevation. Immediately 
prior to each discharge experiment, each gauge was subsequently calibrated by changing the 
gauge elevation in the water column and evaluating the voltage output over a 10-second time-
Figure 5.16. Resistance-type wave gauge calibration output with linear regression fit. 
Chapter 5 Laboratory Experimental Systems: Wave-Discharge Experiments
173 
averaged window. The relationship between elevation and voltage output demonstrated strong 
linear behaviour (Figure 5.16). With this known, three-point calibrations were subsequently 
conducted. 
An acoustic displacement meter (ADM) was also used to measure the free-surface wave 
properties. The Mic+25/IU/TC ADM instrument (Microsonic, Dortmund, Germany) was 
located 8.04 m downstream of the resting position of the wave paddle. The ADM was 
positioned ~110 mm above the static water surface level such that all experiments were within 
the 250-mm device operating range. The device has an accuracy of 0.18 mm and response time 
of 50×10-3 s. To maintain consistency with the resistance-type wave gauges, the ADM was set 
to log at 40 Hz. The ADM performed with strong linearity (Figure 5.17) and functioned 
independently of conductivity, and was thus calibrated at weekly intervals. Over long 
continuous operation times, the Microsonic ADM instruments are known to encounter sensor 
drift as the device temperature compensation becomes unviable. This issue was mitigated by 
turning on the ADM instrument 10 minutes prior to the experiment and turning the instrument 
off after 15 minutes of operation.  
Figure 5.17. Acoustic displacement meter calibration output with linear regression fit. 
Due to the hypersaline properties of the discharge, the conductivity of the flume increased 
over the outfall period. This resulted in sensor drift of the resistance-type wave gauges, while 
the ADM gauge maintained consistency over the course of the experiment (Figure 5.18). The 
ADM was positioned over the discharge source at the centre of the image frame, while the 
nearest resistance-type wave gauge was located outside the image frame, 0.5 m downstream of 
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the ADM. With the sensor drift artefact, resistance-type wave gauges are indicative of the 
temporal variations in surface elevation only. To help reduce the effect of sensor drift, the 
flume was vigorously mixed at the end of each experiment and allowed to settle for 1-hour 
before each experiment. After five experiments (~12 L total cumulative discharge within the 
~10,000 L flume), the flume was drained and re-filled. 
Figure 5.18. Wave gauge sensor drift over discharge experiment. Resistance-type wave gauge located 
0.5 m downstream of ADM. Discharge commences at t = 360 s and ceases at t = 640 s with a total of 
2.48 L brine solution discharged. Experiment Cr088: 0.0545-m wave weight, 1.816-s wave period. 
5.3.4 Velocity Measurements 
A side-looking Nortek acoustic Doppler velocimeter (ADV) Vectrino+ (Serial number P26708, 
Hardware ID VNO 1370, Head ID 8787; Rud, Norway) was used to measure velocities over 
the employed wave regimes at a fixed position. The ADV captured three-dimensional velocity 
components at a single point in the water column, with a sampling frequency of 80 Hz (twice 
the surface elevation sampling frequency). To simultaneously track the free surface elevation, 
a wave gauge was mounted at the same downstream position, where both the ADV and the 
wave gauge data acquisition were synchronised using an impulse trigger switch. 
The sampling volume was positioned at the centre of the flume’s width, 50 mm from the 
receiver with a diameter of 6 mm and height of 7 mm. A transmit length of 1.8 mm was used 
and the power level was set to high. The nominal velocity range was set to ± 0.03 m/s, while 
the data accuracy was 1% of the velocity range. During the discharge scenarios, the ADV was 
deployed 8.54 m downstream of the resting position of the wave paddle (either 230 mm or 
330 mm upstream of the beach end of the false floor, depending on the false floor position), 
and 78 mm above the false floor (212.5 mm above the flume bed). 
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Figure 5.19. Hydrodynamic instrumentation over the discharge tests. 
With the basis of optical data acquisition to quantify the inclined dense jet behaviour, 
seeding could not be conducted over the course of the discharge experiments. Thus, due to the 
extremely low concentrations of suspended particulates, ADV measurements were highly 
spurious due to the low resulting signal correlation ( 90%) and signal to noise ratio (SNR) 
which was generally  2 dB. Subsequently, a series of duplicate experiments were conducted 
under identical wave conditions, albeit in the absence of discharge. The flume was filled with 
Brisbane municipality drinking water and was heavily seeded with a suspension solution of 
neutrally buoyant hollow-glass spheres (Figure 5.20). After seeding, the signal quality was 
Figure 5.20. ADV instrumentation during the seeding tests. LED backlighting turned on only for
visualisation of seeding particles. 
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improved significantly with beam correlations  90% and SNR values  15 dB. For these 
seeding tests, the ADV was positioned at the centre of the false floor, 7.95 m downstream of 
the resting paddle position. The ADV sampling volume was situated at approximately port 
elevation, 43.5 mm above the false floor (178 mm above the flume bed). Since the flume 
conductivity remained constant over the duplicate tests (no discharge), the wave free surface 
was also measured using the seven resistance-type wave gauges, which were each synchronised 
with the ADV and were calibrated after five consecutive tests. 
5.3.5 Flow Meter 
A Titan OG2 (Serial No. OG22820; Sherborne, United Kingdom) oval gear flowmeter was 
used to measure the volumetric flux of the saline tracer solution discharged via the nozzle. A 
LabVIEW program was developed to convert pulse frequency to flow rate at a sampling rate 
of 5 Hz in parallel with the ADM data recording. Calibrations converted arbitrary flow data to 
flow rate using a bucket and timer method (Figure 5.21) with a mean error of ± 0.4%. Flow 
duration was determined via frame-by-frame video playback recorded at 29 Hz. To determine 
the discharged volume, net discharged weight was measured using a RADWAG APP 10.3Y 
precision balance (Serial No. 409532/13; Radom, Poland). De-ionized water density was 
determined using the TEOS-10 equations (McDougall and Barker, 2011) with temperature 
measured using a calibrated Sper Scientific 860033 bench-top meter, from which the volume 
and the subsequent flow rate was then derived. 
Figure 5.21. Flow meter calibration reflects strong linearity over the flow rate range considered over 
the discharge experiments. 
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5.3.6 Discharge Solution and Header System 
Constituting the discharge solution of the inclined dense jet, an aqueous sodium chloride 
solution with a red dye tracer was used. The reagent grade sodium chloride and food-dye are 
consistent with those used during the camera calibration measurements detailed in Section 
5.3.2.2. The discharge solution was prepared in ~25-L batches using de-ionized water. The 
solvent volume was determined by integrating the flow rate data with time, with an error of 
± 0.7%. Density of the solvent was determined using the TEOS-10 equations assuming zero 
dissolved solids. Temperature inputs were obtained using a Testo 830-T1 infrared thermometer 
(Croydon South, Australia) with an accuracy of ± 1.5 °C and precision of 0.1 °C. While the 
thermometer accuracy over the -30 to 40 °C operating range is conceivably low, comparison 
with the Sper Scientific bench-top meter and an alcohol thermometer were consistent to within 
0.1 °C. 
With a known solvent volume and a target discharge solution density of 1021 kg/m3 
(consistent with the experiments of Abessi and Roberts (2015b) and Abessi and Roberts 
(2017)), a preliminary estimate for the required salt molar concentration and thus the required 
weight of sodium chloride salt was determined using the TEOS-10 equations of state. It is noted 
that the TEOS-10 equations are based on the composition of sea salts and are not exactly 
specific to the density of an aqueous sodium chloride solution. The prescribed sodium chloride 
weight was measured to within ± 1×10-3 g using the RADWAG AS 220.3Y analytical balance 
with a precision of 1×10-4 g. With a known dye discharge concentration (based on camera 
calibration analyses, Section 5.3.2.3), the dye was measured to within ± 1×10-4 g using the 
RADWAG XA 110.3Y precision balance, and was added to the saline solution. Assuming 
absolute pressure and in accord with the added sodium chloride molality and temperature, the 
final discharge density and viscosity properties were determined using the thermodynamic 
equations of state prescribed by Mao and Duan (2008) and Mao and Duan (2009), respectively. 
With the final discharge density known, the sodium chloride and dye concentrations were 
ultimately derived in g/L units, and varied slightly over the course of the discharge experiments 
due to slight fluctuations in temperature (mean salinity of 31.7475 ± 0.2251 g/L and dye 
concentration of 0.0550 ± 0.0001 g/L). 
To maintain a discharge constant flow rate over the discharge experiments, a 26 L Mariotte 
bottle was assembled from a cylindrical high-density polyethylene (HDPE) carboy. Figure 5.22 
compares the flow performance for an open-air container and a Mariotte bottle. Due to the 
reduction in head elevation that occurs with the discharged volume, the flow-rate of the open-
Laboratory Experimental Systems: Wave-Discharge Experiments Chapter 5
178 
air container slowly decreases over time, while the constant head elevation of the Mariotte 
bottle facilitates a constant flow rate. To maintain this constant head, a bevelled PMMA air-
tube (7 mm internal diameter) was positioned 30 mm above the spigot level, and was typically 
elevated 1.54 m above the free water surface level. Variations of the discharge Froude number 
were achieved by manipulating this head elevation. At the interchange between brine batches 
and at the end of each experiment day, the discharge line was flushed using municipal drinking 
water (apparatus pictured Figure 5.1). 
Figure 5.22. Slight decline of flow rate measured for the open-air container against the constant flow 
rate measured with the constant head elevation of the Mariotte bottle. 
5.3.7 False Floor 
To reduce the extent of residual brine accumulation and the consequent masking of the jet 
trajectory, a false floor was installed in the flume. This approach is similar to that implemented 
by Roberts et al. (1997) in order to maintain a jet with bottom-impact and the associated fluid 
dynamical interactions, with the intentions to adhere to a discharge scenario that is consistent 
with field applications. Care was taken to minimise the hydrodynamic influence, while 
effectively allowing the migration of the brine density current. 
The false floor was constructed from PVC in a double T-section with platform dimensions 
1.675 m long, 0.477 m wide and 0.134 m high, and was painted matte black to minimise 
reflections from the LED lighting array (Figure 5.23). A preliminary dye-tracer study to 
examine the hydrodynamic interaction of the false floor showed that the cantilevered edges of 
the structure induced bluff-body turbulence over the vertical phase of the wave-oscillatory 
motion. To reduce this undesired interaction, 0.150-m diameter semi-circular PVC gutters were 
fixed to each longitudinal edge of the false floor, with a total width of 0.777 m. The gutters 
enabled densimetric transport of the discharged brine sublayer, thus reducing the concealment 
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of the jet trajectory due to residual brine. The gutters were braced to minimise deflection, while 
the false floor was positioned in the centre of the flume with ~0.015 m spacing between the 
gutter edges and the flume sidewalls. The false floor was secured to the bed with silicone glue 
to ensure stability. Further dye-tracer testing showed significant reductions to the turbulent 
edge interactions of the false floor under wave forcing conditions after the gutter installation. 
Figure 5.23. (A) False floor with semi-circular gutters. (B) In-situ false floor flume installation. Note: 
ADV not shown in image and shading walls are not enclosed. 
5.4 Experimental Procedures 
To ensure the experimental conditions were repeatable, and that variations only occurred on 
the basis of specified experimental inputs, a set of experimental procedures were strictly 
followed. The sequence of processes undertaken for each discharge experiment are detailed in 
Section 5.4.1. The methods used for the hydrodynamic characterisation experiments are later 
detailed in Section 5.4.2. 
5.4.1 Discharge Experiments 
To ensure experimental consistency, all discharge experimental tasks were conducted with an 
identical sequential order. Each experiment took approximately 1-hour to complete, where the 
experimental procedure is described as follows: 
1. Turn on LED backlit screen. Flume glass walls cleaned and air-bubbles removed using
a microfiber cloth. Clean outside of the walls using an acetone-based glass cleaner.
2. Turn on camera, flow meter and ADM power supplies (~10 minutes before initiation
of discharge).
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3. Perform distance calibration for each resistance-type wave gauge.
4. Carefully collect 50 mL sample of flume water at discharge location and measure in-
situ temperature of flume waters and discharge using Testo 830-T1 infrared
thermometer for post-density analysis. Allow water to settle for 5 minutes after slight
disturbances from sampling. Set up wave forcing conditions case file and prepare ADV
for synchronised logging.
5. At t = 0 s, initiate data acquisition for ADM and flow meter.
6. At t = 30 s, initialise wave forcing conditions with synchronised ADV and resistance-
type surface elevation data acquisition. Allow flume conditions to attain steady-state
for 5 minutes. Close shading tent side-walls.
7. At t = 330 s, initiate camera video recording from remotely controlled device.
8. At t = 360 s, initiate discharge.
9. At t = 640 s, stop discharge.
10. At t = 690 s, stop video recording.
11. At t = 930 s, stop wave forcing and resistance-type wave gauge logging.
12. At t = 1050 s, stop ADV logging.
13. At t = 1060 s, stop flow meter and ADM logging.
14. Turn off camera, ADM, flow meter and LED lighting array to avoid temperature
performance variations.
15. Thoroughly mix along full length of the flume to ensure homogeneity of ambient
receiving waters. Allow flume to settle for 45 minutes before repeating sequence for
next experiment.
After a cumulative volume of ~12 L of brine concentrate was discharged (~5 experiments) 
and at the end of each experiment day, the flume was completely emptied, the flume 
observation windows were carefully cleaned using an acetone-based glass cleaner, and the 
flume was again refilled. This process takes place over ~3 hours. Once the flume was filled to 
0.50 m depth, the wave paddle was calibrated and the flume was then left to settle for 1-hour 
before repeating the outlined experimental procedure. 
To determine the ambient density, the salinity of the 50 mL flume sample was derived using 
temperature and conductivity measured using the Sper Scientific 860033 bench-top meter in 
accordance with the TEOS-10 equations. The ambient flume salinity ranged 0.225 to 
0.293 g/kg over the course of the experiments. In-situ densities of discharge and ambient waters 
were then determined in accordance with the measured temperatures for each experiment. 
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5.4.2 Hydrodynamic Characterisation Experiments 
The duplicate series of hydrodynamic characterisation experiments were conducted to perfectly 
replicate the discharge experiments in terms of flume depth, imposed wave conditions and 
sampled durations. Prior to commencing each experiment, resistance-based wave gauge levels 
were checked and calibrated as necessary. Based on the ADV signal quality (i.e., beam 
correlation and SNR metrics), the flume was then seeded. This was performed by 
gravitationally dispensing the seeding particle suspension solution in ~0.25 L increments at the 
ADV location until the ADV signal quality was deemed sufficient (beam correlation  90%, 
SNR  15 dB). Care was taken to minimise hydrodynamic disturbances, and the flume was left 
to settle for ~2 minutes after seeding before initiating the experiment. The wave forcing took 
place over 600 s such that the equivalent 200-s discharge averaging period encapsulated the 
exact timeline conducted over the discharge experiments, relative to the initialisation of wave 
forcing and discharge. The ADV continued to log for a further three minutes (790 s in total) 
and showed that the flume hydrodynamic conditions quickly resumed to quiescent within two 
to three minutes after the cessation of wave forcing. Consistent with the discharge duration, 
wave-induced velocities were considered for t = 390 s until t = 590 s (with t = 0 s indicating 
the start of wave forcing). The processing and interpretation of wave-induced amplitude 
velocities is detailed later in Chapter 6, Section 6.4.3. 
Notation 
The following symbols are used in this chapter: 
A  First-order linear fit gradient for integrated concentration light attenuation [M-1 L2];
,ii jjA   First-order linear fit gradient for pixel location ( ,ii jj) [M-1 L2]; 
b  First-order linear fit offset for integrated concentration light attenuation [-]; 
,ii jjb   First-order linear fit offset for pixel location ( ,ii jj) [-]; 
c  Solution dye concentration [L3 L-3]; 
d  Port diameter [L]; 
0H   Discharge port elevation [L]; 
I   Light intensity [-]; 
0I   Reference net light intensity after passing through a sample with zero dye
concentration [-]; 
( ,0)WI   Light intensity after passing through a sample with width, W , and zero concentration
[-]; 
( , )W cI   Light intensity after passing through a sample with width, W , and concentration, c
[-]; 
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IC  Integrated dye concentration [M L-2]; 
,ii jjIC   Integrated dye concentration at pixel location ( ,ii jj) [M L-2]; 
t  Time [T]; 
W  Sample width [L]; 
   Rate of light attenuation due to increasing dye concentration [L-1]; 
0   Port inclination above horizontal [-]; 
0  Source discharge density [M L-3]; 
w   Angle of wave celerity relative to discharge. w  = 0° denotes a counter-propagating 
wave scenario [-]. 
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Abstract 
An experimental investigation into the behaviour of inclined dense jets in the presence of 
regular surface waves is presented. This chapter continues from the outline of experimental 
systems, previously detailed in Chapter 5. Discharge dynamics from a single diffuser port are 
systematically considered under various wave scenarios, for co-, counter- and perpendicular-
propagating wave-discharge regimes. High resolution, two-dimensional spatiotemporal 
measurements of discharge dynamics were obtained using a light attenuation system. The 
temporal pulsating response under the influence of waves is examined. Further, time-averaged 
trajectory length-scales for the locations of centreline rise, terminal rise, return distance and the 
overall trajectory length are comprehensively characterised alongside dilutions for which are 
integrated over the flume width. The time-averaged data are presented in dimensionless form 
as a functions of the newly defined wave-Froude number, wu F  ( wu  = horizontal wave-
amplitude velocity to jet velocity ratio; F  = jet densimetric Froude number). These data were 
used to define the first semi-empirical models particular to the behaviour of inclined dense jets 
in a wave setting. Distinct variations between discharge- and wave-governed regimes were 
revealed. Under subjection to low wave-induced velocities, the jet behaviour was similar to a 
quiescent discharge regime. Large orbital wave-forcing conditions caused deflections over the 
ascending jet phase and spiral flow paths occurred, causing significant reductions in both the 
trajectory and dilution. For wu F   ~0.5, trajectory properties are wave-governed, while 
reductions in dilution result for wu F  ~1.0. The decay of both trajectory and dilution entities 
arise due to the complex interactions of cyclic deflection over the jet ascent phase, arrested 
flow development, re-entrainment and emergence of the self-Coanda effect. These outcomes 
have implications for the design and operation of desalination outfalls in coastal environments. 
Perpendicular wave-discharge scenarios may require further revision of the minimum multiport 
spacing to avoid re-entrainment of neighbouring port flows. 
Keywords: Inclined dense jet, regular waves, physical study, near-field, brine discharge, 
coastal waste disposal, desalination. 
6.1 Introduction 
The inherent coastal settings of seawater reverse osmosis (SWRO) desalination plants means 
that waste brine effluents are traditionally managed by disposing into the originating coastal 
waters. Due to the high capital expense of submerged diffuser pipelines, the seafloor discharge 
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diffuser structures are typically situated within the nearshore littoral zone at 10 to 30 m depth 
(Baudish, 2015), and are thus likely to be subject to wave forcing. As outlined in Chapter 2, 
wave orbital motions may in some cases induce instantaneous velocities in the same order of 
magnitude as current forcing conditions, and thereby have significant potential to influence the 
jet trajectory and dilution of the inclined dense jet diffuser outfall. 
While the behaviour of inclined dense jets under idealised, steady current forcing conditions 
is well understood, a significant gap in the literature exists with regards to their behaviour under 
the influence of wave forcing. Existing design practices largely ignore wave effects as they are 
considered to increase dilution, while quiescent ambient conditions are commonly considered 
as the worst-case design scenario. With the fundamental acceptance of quiescent design 
practices, the understanding of inclined dense jets under coastal environments has been 
neglected and the significance of wave mixing remains unverified. 
Both neutrally buoyant and positively buoyant jets under wave forcing conditions have been 
examined extensively in physical and numerical investigations. The behaviour of vertically 
inclined neutrally buoyant jets was considered in the laboratory study of Chyan and Hwung 
(1993), where they described that the unsteady wave forcing is similar to a jet in an oscillatory 
current field, particularly when the horizontal wave amplitude velocity is dominant. For a 
horizontal neutrally buoyant line-source, Koole and Swan (1994) similarly observed that under 
the counter-propagating oscillatory component of wave forcing, rapid plume-like motion is 
established much closer to the source than for a quiescent receiving environment; while under 
the co-propagating oscillatory forcing component, the jet region was considerably lengthened. 
Further numerical and laboratory studies for horizontal jets (e.g., Chin (1987); Chang et al. 
(2009); Hsiao et al. (2011); Lin et al. (2013)) and vertical jets (e.g., Mossa (2004); Chen et al. 
(2008); Xu et al. (2017)) show that wave forcing increases the width and dilution of the jet, 
while in the case of strong wave action, deflections may lead to non-Gaussian bimodal flow 
fields in terms of both tracer concentration and velocity. Lin et al. (2013) used particle-induced 
velocimetry (PIV) techniques to examine time-averaged velocity and turbulent properties of a 
horizontal jet, with discharge opposing wave celerity (counter-propagating) for neutrally 
buoyant, positively buoyant and negatively buoyant effluents. Comparison of quiescent and 
wave forcing conditions by Lin et al. (2013) showed that the increase in jet width beyond the 
jet development region was predominated by wave mixing, while buoyancy effects were 
considered to minimally influence spread for the 2% density differential explored. 
Laboratory Study of Inclined Dense Jets Subject to Regular Waves Chapter 6
188 
From the work of Zeitoun et al. (1972) (and later verified by Kikkert et al. (2007) and Abessi 
and Roberts (2015a)), field applications of dense outfalls are typically inclined 0  = 60° above 
the horizontal to increase dilution. The behaviour of inclined dense jets under wave forcing 
environments is not widely reported in the literature. Preliminary investigations of Ferrari and 
Querzoli (2015) and Ferrari et al. (2018) used laser-induced fluorescence (LIF) techniques to 
examine the influence of wave forcing for a counter-propagating inclined dense jet with 
0  = 67°. The complex interplay of momentum, buoyancy and oscillatory wave motion was 
observed to significantly alter the jet flow properties compared to the quiescent discharge case. 
Under strong forcing conditions, the jet trajectory was observed to bifurcate into vertically 
separated flow paths before terminal rise, where thereafter the jet resumed to a unified flow 
trajectory. Contrary to the traditional assumption that wave conditions constitute an additional 
mixing mechanism, significant reductions in return dilution (up to 64%) were measured. Ferrari 
et al. (2018) speculates this reduction is due to both re-entrainment and contraction of the jet 
trajectory, whereby the jet terminal rise ( tZ ) reduced by up to 68%, while the return distance 
( rX ) also decreased by up to 49%. With the combined reductions in return dilution and 
geometrical characteristics, these results suggest it is important that wave conditions are 
accounted for in the calculation of the expected dilution for both design and management of 
inclined dense jet outfalls. 
With the limited investigation of inclined dense jets under wave forcing, systematic 
guidelines to aid diffuser design are yet to be established. Ferrari and Querzoli (2015) and 
Ferrari et al. (2018) each attempt to delineate wave effects arising from changes in wave height 
and period, however, as indicated by Chin (1987) and Kwan and Swan (1996), jet behaviour is 
more effectively quantified through the oscillatory forcing mechanism of wave-induced orbital 
velocities. Here, an extensive experimental study is conducted with the aim to examine the 
interplay of wave motion with the geometry and dilution properties of an inclined dense jet. 
The experimental data are used to define the first physical models of jet characteristics as a 
function of wave velocity amplitude. These semi-empirical models provide new frameworks 
for engineers to better predict near-field jet properties in coastal environments, with foreseeable 
applications to the management of existing outfalls and refinement of diffuser designs based 
on the site-specific wave conditions. 
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6.2 Analysis of Wave-Amplitude Velocity 
A method for the analysis of dependent variables for a positively buoyant jet in a wave 
environment was established by Chin (1987). A similar approach is applied here for an inclined 
negatively buoyant (dense) jet subject to wave forcing. The propagation of a surface water 
wave induces oscillatory orbital motions over the water column. These oscillatory wave 
motions vary as functions of wave height, H , wave period, T, and the receiving water depth 
(Figure 6.1). Consistent with the nomenclature used throughout this dissertation, the mean 
water surface (MWS) elevation (the receiving water depth) is denoted by aH . 
The work of Chin (1987) and Chyan and Hwung (1993) both demonstrate that for positively 
buoyant and non-buoyant jets, respectively, the mixing behaviour is critically dependent upon 
the flow conditions at the source, whereby the effect of the local wave-induced velocity is 
significant. Here, the local wave-induced forcing motions may be approximated from linear 
wave theory (Wiegel, 2013) where the horizontal ( ,w uU ) and vertical ( ,w vU ) oscillatory velocities 
are defined over the depth of the water column by: 
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where 2k L  is the wave number, 2 T   is the angular frequency, h is the local elevation 
coordinate relative to the MWS elevation (Figure 6.1), g is the acceleration due to gravity, and 
Figure 6.1. Definition schematic of an inclined dense jet in an unsteady wave forcing environment. Co-
propagating scenario shown (ϕw = 180°), where the wave celerity propagates in the same direction as
discharge. Blue denotes trough phase of wave, while red denotes peak phase. Horizontal velocity orbital
phase dictates the deflection of the jet where the trough wave phase induces a counter-flow, causing the 
jet to stand up as though discharged from a steeper inclination angle. Conversely, the peak wave phase
induces a co-flow, elongating the jet. 
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time is prescribed by t . The horizontal oscillatory velocity responds in phase with the free 
surface elevation, while the vertical velocity component acts 2  radians out of phase, as 
prescribed by the cosine and sine terms to the right of Eqs. 6.1 and 6.2. For transitional wave 
environments typical of coastal outfalls, the wavelength is given by: 
2 2tanh
2
aHgTL
L


     (6.3)
Depending on the wave classification, the effect of wave mobilisation generally reduces 
with increasing depth below the water’s surface. The depth-to-wavelength ratio ( aH L) is used 
to classify the extent to which the passing wave influences the water column (Figure 6.2). For 
aH L  0.05 a shallow wave regime occurs, where the horizontal orbital component (and thus 
velocity) is constant over the depth of the water column. Coastal outfall environments are 
typified by either transitional or deep wave regimes, for which aH L   0.05, whereby the 
wave-induced dynamics reduce non-uniformly with increasing depth (Chin, 1987). 
The elliptical orbits reduce to horizontal oscillations near the bed, and thus the horizontal 
velocity amplitude at the discharge port elevation, ,0wU  is considered. By linear wave theory, 
under a transitional wave regime this horizontal velocity amplitude at port elevation ( 0H ) is 
approximated by: 
 
 0,0
cosh
2 coshw a
kHH gkU
kH (6.4)
From Roberts et al. (1997) (previously discussed in Chapter 1, Section 1.3.1.1), dilution and 
trajectory variables for an inclined dense jet in a quiescent environment are primarily defined 
as functions of the kinematic discharge fluxes, including volumetric flow rate 0Q , momentum 
flux per unit mass 0M , and buoyancy flux per unit mass 0B . Similar to the approach of Roberts 
Figure 6.2. Elliptical water particle orbits under the influence of monochromatic wave motion
propagating from left to right for different wave regimes. Adapted from Nielsen (2009), Figure 1.4.4. 
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and Toms (1987), the dependent variables of jet trajectory ( ) and dilution (S ) can be 
principally characterised as functions of the jet and ambient wave variables: 
 0 0 0 0 0 ,0, , , , , , , ,a w a wS f Q B M H H U H L     (6.5)
recalling that 0  is the discharge inclination above the horizontal plane, while w  herein is 
defined as the planform angle of wave celerity relative to discharge. It should be noted that w  
is previously used in Chapters 2 and 3 to describe wind direction. From both Roberts and Toms 
(1987) and Roberts et al. (1997), inclined dense diffusers are typically designed such that the 
dynamic effect of the source volumetric flux is negligible and ceases to exist as a dependent 
parameter for the condition F   20 (recalling that the discharge Froude number, 
'
0 0F U g d , where 0U  is the jet-exit velocity, d  is the port diameter, and 
 '0 0 a ag g      is the modified acceleration due to gravity). 
Contrary to positively buoyant jets, for the current case of an inclined dense jet the initial 
vertical momentum flux and buoyancy act in opposing directions, and thus these source terms 
remain as important parameters (Roberts and Toms, 1987; Roberts et al., 1997). Condensing 
these fluxes, from Eq. 1.5 it is convenient to define the momentum length scale, 
 1 43 4 1 20 0 4Ml M B dF   , as the distance over which the buoyancy generates momentum 
equivalent to the initial momentum flux. Relating wave-induced oscillatory forcing, from 
Fischer et al. (1979), Chin (1987) defines wl  as the distance required for jet momentum to attain 
parity with the wave-induced momentum: 
1 2
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U
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where 0M  is previously defined in Eq. 1.2. Applying the length scales Ml  and wl , and after 
conducting non-dimensional analysis using the Buckingham Pi Theorem, Eq. 6.5 becomes: 
0
0, , , , ,a w a w
M M
H H l HS f
dF F l l L
      
(6.7)
The variable 0 0( ) ( )a M aH H l H H dF    is a measure of the jets vertical penetration over 
the depth of the water column, and was explored under quiescent ambient conditions by Jiang 
et al. (2014) and Abessi and Roberts (2015b) with regards to the influence of surface 
impingement. For most applications, the plume is fully submerged (i.e., 0( )a MH H l  1) 
and thus the shallow discharge term may be ignored (Chin, 1987). For the case of wave forcing, 
this term may play a minor role as the oscillatory wave forcing increases with increasing 
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elevation for aH L   0.05. However, as a fully submerged discharge regime is adopted in this 
study, and since the influence of wave-forcing at discharge elevation is widely considered in 
the literature for buoyant and non-buoyant jets (e.g., Chin (1987); Chyan and Hwung (1993); 
Mossa (2004)), the vertical penetration term is not considered hereafter. 
From Eq. 6.7, the reciprocated ratio between the wave-discharge momentum length scale 
and the jet-momentum length scale may be expressed as a form of non-dimensional Froude 
number based on the maximum wave velocity amplitude: 
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Note that Eq. 6.8 takes the form identical to the crossflow-based Froude number, ru F , as 
defined by both Tong and Stolzenbach (1979) and Roberts and Toms (1987) (discussed earlier 
in Chapter 1, Section 1.3.2.1) which is widely applied throughout the literature to describe the 
behaviour of inclined dense jets in a steady current. By applying the ratio between discharge 
and the maximum amplitude velocity, ,0 0w wu U U , the newly defined wave-based Froude 
number is denoted as wu F. Recasting Eq. 6.7, and discounting the effect of the jet penetration 
extent over the water column, non-dimensional trajectory and dilution properties of the inclined 
dense jet in a wave-forcing environment are defined by: 
0, , , ,aw w
HS f u F
dF F L
       (6.9)
By discretising the oscillatory wave motion to consider horizontal forcing, it is considered 
that the jet may exhibit similar attributes the effects of ambient crossflow in terms of the 
threshold response on jet deflection near the source, albeit with a clear contrast between steady 
and oscillatory forcing. Chin (1987) affirms this anticipated response, where it is reported that 
for w Ml l  (i.e., wu F  1), ambient wave mechanisms were determined to have an effect near 
the source region, thereby imposing a significant influence upon the jet trajectory. As discussed 
previously, it is noted that the ambient depth to wavelength ratio ( aH L) dictates the wave-
induced particle trajectories and their velocity and acceleration over the water column. 
However, with the critical dependency of ambient forcing conditions at the nozzle, the wave-
based Froude number is considered as the key parameter of interest for this investigation.  
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While Ferrari and Querzoli (2015) and Ferrari et al. (2018) related return dilution, jet 
terminal rise and the return distance by the wave height and period, contrary to the literature 
for buoyant and non-buoyant jet-wave studies, no quantitative methods were conducted to 
relate jet properties with the wave-forcing properties at the source. For the first time, this 
investigation considers the interplay of key trajectory parameters (including the centreline flow 
path, terminal rise and the return distance) and integrated dilutions, as functions of the wave-
based Froude number. The effect of wave propagation direction relative to the discharge source 
is also examined. 
6.3 Experiment Conditions 
6.3.1 Gold Coast Site Characterisation 
Experiments were designed to exemplify wave conditions for which desalination outfalls are 
typically subjected to. From the Gold Coast Desalination Plant (GCDP) field experiment 
detailed earlier in Chapters 2 and 3, significant wave height and peak wave period properties 
were measured with a 1-hour sampling frequency from October 6, 2013 to November 7, 2013. 
The significant wave height sH  is defined as the mean of the highest third observed wave 
heights; while the peak wave period pT  is the period with the largest peak in the power 
spectrum, with each property determined over the 1-hour sampling period. At the GCDP the 
significant wave height had a range of 0.2 sH  2.2 m, while the peak wave period ranged 
2.0 pT  14.1 s (Figure 6.3). Assuming linear wave theory, the wavelength L was determined 
in accordance with Eq. 6.3 using the Newtonian iteration method with the initial deep water 
Figure 6.3. Significant wave conditions measured at the Gold Coast Desalination Plant offshore outfall
over the field experiment from October 6, 2013 to November 7, 2013 (data from ADCP-N, detailed 
previously in Chapter 2). Mean depth of Ha = 18.35 m measured over the same period. 
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condition, 20 2L L gT   . Transitional and deep wave regimes were observed with 
0.1 aH L  2.7 (Figure 6.3), where transitional wave conditions predominated the receiving 
environment with a median of aH L = 0.27. 
6.3.2 Laboratory Conditions 
As detailed in Chapter 5, Section 5.2, experiments were conducted in a 24-m wave flume, with 
a width of 0.81 m and filled to a depth of 0.50 m. A 4.5-m long sloping perforated beach is 
located at one end of the flume, while the computer-controlled piston-type wave paddle at 
upstream end of the flume implemented active absorption to dissipate the incident wave energy 
and minimise the reflected wave spectra. Using the spectral filtering technique developed by 
Frigaard and Brorsen (1995) and Baldock and Simmonds (1999), a mean wave reflection 
coefficient of 5.1% ± 4.2% (± 1 standard deviation) was determined across all tested wave 
conditions.  
Capturing the spectrum of wave properties measured at the GCDP site (Figure 6.3), the 
prototype (field-scale, hereafter denoted by subscript f ) wave period was elected to range 
4.0 fT  12.0 s, while a prototype wave height of 0.5 fH  2.5 m was nominated for the 
experiments. On the basis of geometric and dynamic similitude between the mean measured 
depth over the GCDP field experiment ( fl ) and the constant flume depth used over the 
experiment ( ml , subscript m  denoting model-scale), wave period and height used over the 
experiment scale with the geometric length scale f mN l l  = 18.35 0.50 = 36.7 (Chanson, 
2004): 
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After applying dynamic similitude, model-scale wave periods ranged 0.66 mT   1.98 s, 
while wave heights spanned 0.0136 mH   0.0681 m. Wave conditions were mostly 
transitional, with 0.10 aH L  0.54. Consistent with Eq. 6.10, both horizontal and vertical 
wave-induced orbital velocities scale with m fU U N . Assuming a fixed ambient depth 
over the GCDP experiment, wave-amplitude velocities at port elevation ( 0H ) may be 
approximated by Eqs. 6.1 and 6.2, with velocities up to 0.44 m/s and 0.10 m/s for horizontal 
and vertical velocity components, respectively (Figures 6.4(A) and (B)). The tested array of 
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wave conditions and the equivalent laboratory-scaled amplitude velocities are shown in 
Figures 6.1(C) and (D). 
Recalling from Chapter 5, Section 5.2, an internal port diameter of d = 3.645 mm with a 
vertical inclination of 0  = 60° and elevation ranging 42.8 0H  44.2 mm was used across all 
tests. A false floor (previously detailed in Chapter 5, Section 5.3.7) was installed to reduce the 
influence of brine accumulation on both the optical data acquisition and the discharge 
behaviour itself. With a false floor elevation of 0.139 m, an effective ambient receiving depth 
of aH  = 0.361 m relative to the MWS level was maintained across all tests. Thus with 
26.4 F  34.5, the discharge trajectory was completely submerged over all experiments with 
Figure 6.4. Horizontal and vertical wave amplitude velocities in accordance with linear wave theory. 
(A) and (B) show predicted wave-induced velocity amplitudes at H0 = 2.5 m elevation for a fixed
ambient depth of Ha = 18.35 m. Envelope of values observed over October 6, 2013 to November 7,
2013 represented by black line. (C) and (D) show the scaled model velocities at the equivalent field
discharge elevation. Laboratory experiment input wave conditions shown by black circles.
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 0.27 adF H  0.35, thereby satisfying the deep discharge criterion defined by Abessi and 
Roberts (2015b) for adF H   0.42. The jet Reynolds numbers ranged 2310 Re   3030, 
exceeding the critical value of ~500 for which Ferrari and Querzoli (2010) identified that shear-
induced turbulence is impeded near the source. 
Over 109 experiments, 41 wave cases were tested with port co-, counter- and perpendicular 
wave-discharge scenarios examined (53 counter-propagating ( w  = 0°); 41 co-propagating  
( w  = 180°); and 15 perpendicularly-propagating ( w  = 90°) experiments). Both co- and 
counter-propagating jets discharged in the longitudinal flume directions, where a side-view 
perspective of the plume trajectory was captured. Perpendicular wave-discharge scenarios were 
conducted by repositioning the discharge port to the edge of the false floor and orienting the 
port to discharge in the transverse flume direction. Thus, with the constant camera positioning 
across all experiments, the jet was captured from a transverse perspective over the 
perpendicular wave discharge cases, providing an integrated view of jet width and height. 
6.4 Analysis Methods 
6.4.1 Concentration Processing 
On the basis of light attenuation (LA) methodology (detailed previously in Chapter 5, Section 
5.3.2), raw .MOV video data were converted to integrated concentration. All image processing 
was completed using MATLAB, where the green video frames were extracted from the raw 
video data and are exclusively used for the analysis hereafter. For both time-averaged and 
instantaneous frame sequences, this process first involved the delineation from the background 
image. To eliminate minor lighting fluctuations, this background frame was time-averaged over 
15 seconds (360 frames), commencing 16 seconds before the start of discharge. Both 
background and concentration matrices were converted to integrated concentration by Eq. 5.2. 
The net concentration pixel matrix was then defined by subtracting the background 
concentration from the discharge integrated concentration field. Consistent with the literature 
(see for example, Roberts et al. (1997), Ferrari and Querzoli (2010), Lai and Lee (2014), among 
others), time-averaged values are primarily examined to characterise dense jet behaviour 
hereafter, such that instantaneous turbulent intermittencies are removed and concentrations 
smoothly vary in space. As noted by List and Dugan (1994) and Abessi and Roberts (2017a), 
these time-averaged interpretations do not explicitly exist in nature, but are instead used to 
allow interpretations of the likely trajectory and dilution properties of discharge condition. To 
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remove spurious turbulent fluctuations, instantaneous tracer concentrations were time-
averaged for 200 s (4800 frames) such that the response was averaged over 100 to 300 wave 
cycles. This averaging commenced 60 s after the start of discharge to ensure quasi-steady 
behaviour was attained. A comparison of the raw instantaneous, time-averaged and converted 
integrated concentration average is shown in Figure 6.5. 
6.4.2 Trajectory Processing 
With a focus on the near-field response of the inclined dense jet under wave forcing, extensive 
post-analysis was conducted using MATLAB. Herein, key time-averaged trajectory properties 
including the trajectory path length, return distance, centreline rise and the external terminal 
rise are considered, while the jet width is also examined for the perpendicular wave-discharge 
regimes. 
The trajectory length-scale analysis is principally based off the path of maximum 
concentration over the flow-field. From Zeitoun et al. (1972), the jet trajectory length ( tL ) is 
considered an important parameter as it is argued that a longer trajectory increases the dilution 
potential of the jet. The concentration flow-path is not only applied here to define the trajectory 
length, but is also used to define the terminal rise and return distance properties. In an 
adaptation of Ferrari and Querzoli (2010) the concentration centreline trajectory is determined 
Figure 6.5. Video frame data acquired for an inclined dense jet under a quiescent ambient setting (Case:
Cr003). (A) Instantaneous raw video frame t = 60 s after flow start. (B) Time-averaged raw video frame 
from t = 60 s to 260 s. (C) Converted time-averaged integrated concentration output. Increase in
concentration near the bed occurs due to the radial spread of the impinging jet and the integrated
concentration perspective used. 
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from both radial and horizontal planar transects (Figure 6.6). The horizontal translation of the 
jet return distance ( rX ) was first determined as the location of maximum concentration at port 
elevation. Taking the midpoint of the return distance as the origin, the locus of maximum 
concentration was defined along a series of radial transects with a resolution of 4°. Along the 
final parts of the jet’s descent phase, the concentration path was more consistently defined by 
horizontal line transects, and thus a hybrid approach was adopted where horizontal transects 
are vertically spaced 10 pixels apart. It is noted that the accuracy of the trajectory delineation 
is dependent upon the resolution of the transect, for which is in turn dependent upon the 
matched pixel indexes along each plane; whence vertical and horizontal transects provided the 
highest pixel resolutions. To eliminate the slight trajectory-path anomalies that subsequently 
arose with the transect analysis, a 3rd order spline smoothing function was used to redefine the 
centreline ordinates (Garcia, 2010; Garcia, 2011). The smoothed trajectory is used for the 
analysis hereafter. 
 The coordinates of the centreline rise ( cZ ) location are defined by finding the trajectory of 
maximum concentration over the radial transects. To refine the both the abscissa and ordinate 
of the maximum centreline elevation ( cX , cZ ), a series of vertical transects (± 10 pixels either 
side of the preliminary centreline rise location) were analysed to identify the maximum 
trajectory height and the corresponding horizontal translation. The jet terminal rise ( tZ ) differs 
from the pre-defined trajectory entities as its location is dependent upon the definition used to 
denote the jet extremity. As discussed in Abessi and Roberts (2015a) the definition of tZ  
changes throughout the literature, with no widely accepted cut-off value. For example, Shao 
and Law (2010) define it as the maximum elevation where the local concentration is 3% of the 
Figure 6.6. Implementation of concentration trajectory detection for an inclined dense jet under a
quiescent ambient regime (Case: Cr003). Trajectory locus is defined using a hybrid approach of radial
and horizontal transects. Smoothed 3rd order spline trajectory also shown. 
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source concentration ( 0c C  = 0.03); Lai and Lee (2012) define it as the 25% of the cross-
sectional maximum across a two-dimensional LIF transect ( mc c  = 0.25); while Abessi and 
Roberts (2014), Abessi and Roberts (2017a), among others define the jet extremity by 10% of 
the concentration at the centreline terminal rise location ( cc C  = 0.10). Under extreme wave 
forcing conditions, advection of the residual brine tracer at the outer extremities of the false 
floor was observed. With the integrated concentration perspective used in this study, this 
advected tracer ultimately conceals the jet extremity using the conventional concentration-
based methods, despite video playback clearly revealing a jet-boundary. Thus, in a similar 
approach to the near-field boundary definition used by Roberts et al. (1997) and Abessi and 
Roberts (2015a), for each case the jet extremity was defined by the contour equal to 25% of 
the maximum measured variance in light intensity over the vertical plane measured at the 
centreline rise abscissa, cX  (e.g., Figure 6.7). The maximum jet extremity elevation defines the 
jet terminal rise, tZ . Under quiescent conditions, this variance-based definition of tZ  is within 
2% of the concentration-based criterion of Abessi and Roberts (2014). 
Figure 6.7. Definition of terminal rise elevation (Xt, Zt), centreline rise (Xc, Zc) and return distance 
(Xr, 0). Extremity concentration contour defined by the concentration at the variance-based terminal 
rise extremity at (Xt, Zt). Integrated concentration and variance profiles through Xc demonstrate the 
definition of the terminal elevation as 25% of the maximum variance measured over the vertical profile 
at the centreline rise location. 
6.4.3 Wave-Amplitude Velocity 
Alongside trajectory analysis, the oscillatory wave-induced velocities at port elevation were 
measured. Despite heavily seeding prior to each experiment, spurious noise was noted across 
each sampled direction due to the low tested velocities, particularly in the vertical and 
transverse flume directions. As the effect of the jet behaviour is primarily considered to vary 
as a function of wave-induced velocity amplitude and since turbulent wave fluctuations are not 
targeted in this study, the data was first filtered to remove this noise. To provide a robust 
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filtering technique across all tested wave regimes, a number of filtering techniques were 
trialled. For this application, it was identified that a Savitzky-Golay smoothing filter best 
preserved the velocity magnitude over the time series. Here the filter applies a 3rd order 
smoothing polynomial with a window size equivalent to 25% of the wave period (0.25T). 
Implementation of the Savitzky-Golay filtering technique is demonstrated in Figure 6.8. 
Figure 6.8. Measured water surface level variation and ADV velocity variations for the first 30 seconds 
of the averaging duration. Properties measured at the mid-span of the false floor, 43.5 mm above the 
lower boundary and 7.95 m downstream of the wave paddle resting position. Wave period: T = 0.9904 s, 
wave height: H = 0.02725 m, flume depth: Ha = 0.500 m, reflection: 1.84%. Opaque time-series’ 
present raw measured ADV data, while solid coloured lines present smoothed data. 
As detailed in Chapter 5, Section 5.3.4, velocity measurements for each corresponding wave 
condition were tested in a series of duplicate experiments, with conditions identical to the 
wave-discharge experiments in terms of both input wave parameters and averaging periods. 
With the premise of the discharge response analysis based on the wave velocity amplitude, 
local velocity minima and maxima were averaged over the 200-s discharge duration 
commencing 390 s after the start of wave forcing. To examine experiment repeatability 
between the discharge experiments and the seeded hydrodynamic-characterisation tests, 
horizontal wave-induced velocity amplitudes were assessed against the approximations of 
linear wave theory (Figure 6.9). Measured velocities were in good agreement with linear wave 
theory approximations with a mean absolute error of 5.2% ± 3.8%, and thus it is assumed by 
ergodicity that the duplicate seeded tests are sound representations of the wave-induced forcing 
dynamics over the discharge experiments. 
With the closed flume environment, secondary flows were unavoidable. These secondary 
flows were most pronounced for extreme cases of wave height and period. Due to the unclosed 
particle motions induced by waves, Stokes drift caused the upper column to slowly propagate 
downstream towards the beach. Due to the closed system, a return flow subsequently occurred 
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in the lower water column, which drifted upstream towards the wave paddle. The effect of this 
flume recirculation was measured to be minimal, with wave-amplitude velocities far exceeding 
this mean drift.  Across the array of tested wave regimes, at the discharge location the mean 
velocities in the longitudinal flume direction ranged -0.0090 to 0.0056 m/s (positive indicative 
of flow towards the beach), with a mean flow/wave-amplitude velocity ratio of 
,0a wU U  = -3.44% ± 10.80%. To ensure the effects of trajectory and dilution response are 
constrained to wave forcing, cases with significant mean flow velocities ( ru F  0.20) are 
discounted from the analysis hereafter. 
Figure 6.9. Linear wave theory approximations against mean measured wave velocity amplitude over 
the array of employed wave regimes. Error bars indicate ± one standard deviation. Adjusted R2: 0.98. 
Median absolute error equates to 4.01%. 
6.5 Results 
Time-averaged experimental conditions, and the measured trajectory and dilution data are 
summarised in Tables 6.1 and 6.2, respectively, located in Appendix 6.I. In the following, both 
qualitative and quantitative analyses are applied to characterise inclined dense jet behaviour in 
wave environments. 
6.5.1 General Observations 
6.5.1.1 Mean Concentration Field 
To capture the effect of wave forcing on the discharge response, time-averaged concentration 
fields presented in Figures 6.10 and 6.11 provide an integrated side-view perspective of the 
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discharge with increasing wave period for counter-propagating ( w  = 180°) and co-propagating 
( w  = 0°) wave-discharge scenarios, respectively. To provide a consistent basis for comparison, 
the time-averaged x z  distributions are spatially normalised by dF and the colour axis range 
is consistent across all cases (0 – 3×10-4 g/L × m). In a similar approach to Abessi and Roberts 
(2015a), transect profiles are taken along the flow centreline for the rising, centreline terminal 
elevation and descending phases of the flow. The transects are each taken perpendicular to the 
concentration centreline trajectory, while the locations of the rising and descending transects 
are determined for the elevation z = 0.5× cZ . The local concentration along each transect, c, is 
normalised by the local maximum transect concentration, mc . The transect cross-section length, 
r, is taken relative to the smoothed centreline and is normalised by vb , which in turn is defined 
as the distance to the outer location where 1mc c e . Here, the outside of the jet is denoted by 
vr b   0. As the flow profiles are asymmetrical, Gaussian fits are applied about the 
concentration peak, and typically defined for mc c  0.6 and vr b  0.2. To illustrate the jet 
turbulent intensity and wave-induced deviations in flow-structure, the normalised variance 
distributions over each transect are also shown. For reference, the presented transect sampling 
locations are superimposed upon the time-averaged frame. 
Relative to the time-averaged side-view representations in Figures 6.10 and 6.11, the wave 
celerity propagates from right to left with a constant wave height of 0.02725 m – imposing 
counter-clockwise elliptical motions. For a control comparison, the quiescent discharge 
scenario is first shown in Figure 6.10(A). The discharge behaviour consistently shows a strong 
dependency on the horizontal wave amplitude velocity, which is encapsulated by the wave-
based Froude number. For mild wave conditions ( wu F  ~0.5), the effect of wave forcing is 
negligible and the discharge demonstrates similar properties to the quiescent regime. For 
wu F  ~0.5 the induced wave-orbital motions have a notable effect upon the jet trajectory and 
distributions of concentration along the flow path – reducing the horizontal and vertical 
trajectory parameters, while inducing a pronounced response on the distributions of integrated 
concentration along the flow path. These outcomes are later quantified in Section 6.5.2 and are 
in agreeance with Ferrari et al. (2018) for which significant distortions to the jet trajectory and 
dilution reductions are reported.   
To consider the role of wave-forcing and the resulting discharge response, the ascending jet 
phase is first examined. With comparison against the quiescent discharge case, the jet width 
increases (evident by the increasing transect length, vr b  = ± 2.2) while the concentration along 
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the rising trajectory decreases (side view perspective, Figures 6.10 and 6.11). This is due to 
oscillatory jet deflection that occurs with wave-forcing motions, which (by disregarding the 
Figure 6.10. Time-averaged concentration profiles perpendicular to the jet centreline for a counter-
propagating jet-wave condition with H = 0.02725 m across all cases and various wave periods. First 
profile column shows ascending component of trajectory, with r/bv centred on 0.5×Zc/dF; second profile 
column shows distributions at Zc; third column shows the descending component of the trajectory
centred on 0.5× Zc/dF. Red dashed line presents normalised variance, while the blue and black solid
lines presents the time-averaged concentration and the Gaussian fits to those concentrations,
respectively. 
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vertical wave-phase velocities) may be considered as an oscillating co-/counter-crossflow. 
Contrary to the planar LIF concentration results of Ferrari et al. (2018), no bifurcation of the 
time-averaged concentration is observed over the integrated plume approach used  in this study. 
However, for wu F  ~0.8 a bimodal variance field is observed (first profile column, Figure 
6.10), whereby the outside peak consistently exceeds the internal variance peak. As discussed 
in Chapter 4, numerical quasi-steady simulations show the horizontal translation of an inclined 
dense jet is more sensitive to counter-flow than it is for co-flow. Thus, the increased variance 
measured for the outer jet peak predominantly occurs with the combined effect of jet deflection 
and the temporal incorporation of receiving ambient water unadulterated by discharge (unlike 
the internal detrained region of the jet, later demonstrated in Figure 6.13). Similar to the LIF 
concentration observations of Ferrari et al. (2018), the bimodal variance field collapses to a 
singular peak by the point of terminal rise (second profile column, Figures 6.10 and 6.11) and 
continues to demonstrate this behaviour in the descending jet phase (third profile column). The 
peak variance location is highly consistent across each centreline rise transect presented in 
Figures 6.10 and 6.11, with a mean of vr b  = -0.82 ± 0.08. Interestingly, this location is highly 
consistent with the vr b  = -0.76 reported by Lai and Lee (2012) for a quiescent discharge 
regime. 
Consistent with the quiescent studies of Kikkert et al. (2007) and Abessi and Roberts 
(2015a), for minor wave-forcing cases the mean ascending flow structure is dominated by jet-
momentum and the outer flow region is well approximated by a traditional single term 
Gaussian distribution. Beyond a single radius scale in the outer jet region, the integrated 
concentration falls below the Gaussian curve. This is most apparent with the ascending jet-
phase and generally intensifies with increasing wu F . Moreover, under wave-governed regimes 
the ascending phase departs from the Gaussian distribution function, implying the rapid 
transition from jet-governed flow to bifurcated trajectories induced by the temporal wave-phase 
transitions between co- and counter-flows (Figures 6.10(D) – (E) and 6.11(C) – (D)). Despite 
the divergence of concentration distributions from Gaussian in the jet ascent phase, the outside 
concentration field for wave-dictated regimes assumes a Gaussian distribution prior to the 
centreline terminal rise, where this is maintained for the remainder of the trajectory. 
Upon observation of wave-governed regimes, the oscillatory wave action has implications 
for the centreline rise concentration. From an integrated perspective, the concentration 
increases with wu F  (Figures 6.10 and 6.11). This concentration increase was also observed in 
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the planar LIF experiments of Ferrari et al. (2018), and occurs principally from the separation 
of flow into upper and lower “branches” that arise due to the counter- and co-propagating 
orbital wave phases, respectively. Here, the counter-propagating wave phases deflects the jet 
upward and induces a rapid transition to plume-like behaviour. By the effect of buoyancy, the 
upper flow branch descends to amalgamate with the lower flow branch, inducing re-
entrainment and thereby reducing dilution. Using the integrated approach, this increase in 
centreline rise concentration appears to show higher intensity than observed under the planar 
LIF perspective of Ferrari et al. (2018), suggesting an additional effect of the transverse jet 
spread. For a horizontal non-buoyant discharge, Koole and Swan (1994) showed that velocity 
spread quickly becomes non-Gaussian and the jet width increases with wave forcing. The 
Figure 6.11. As per Figure 6.10, time-averaged concentration profiles perpendicular to the jet centreline 
for a co-propagating jet-wave condition with H = 0.02725 m across all cases and various wave periods.
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increase in transverse spread is also expected to apply to this inclined dense jet flow scenario, 
where, by continuity the flow velocities also decrease over the transverse jet width. The 
residence time is thus reasoned to increase – in turn inducing the increased terminal 
concentration from an integrated measurement perspective. This three-dimensional jet-wave 
interaction suggests further research using three-dimensional imaging techniques such as three-
dimensional LIF (e.g., Abessi and Roberts (2017a); Abessi and Roberts (2017b)) may be 
useful. For the jet descending phase, the mixing over the amalgamated trajectory is governed 
by gravitational instabilities, as evident by the consistency in time-averaged transect 
distributions in Figures 6.10 and 6.11. 
While Ferrari et al. (2018) qualitatively examined wave-discharge properties as functions 
of wave period and height, by extrapolation through linear wave theory reductions in both the 
terminal rise and impact distances occurred with increasing ,0wU . This results due to the 
bifurcation of the jet-trajectory and re-entrainment that ensues as the upper branch descends 
upon the lower discharge trajectory. Critically, the action of wave-forcing and the resulting 
transient bimodal ascending trajectory has the effect of arresting flow development, thereby 
limiting the trajectory length of the jet. In contrast to the traditional assumption that wave 
processes increase jet dilution, the reduced trajectory length and subsequent decrease in fresh 
entrainment potential has the opposite effect of reducing the integrated return dilution. The 
effect of wave forcing on key trajectory entities is quantitatively assessed in Section 6.5.2.1, 
while the consequences for reduced trajectory length upon dilution is later evaluated in Section 
6.5.2.2.  
The case of an inclined dense jet subject to a perpendicular wave-discharge scenario ( w  
= 90°) is shown in Figure 6.12, for which the discharge moves into the page with the wave 
celerity moving from right to the left of frame, inducing counter-clockwise elliptical motions. 
This viewpoint allows the transverse spread for the perpendicular wave scenario to be 
examined. It is noted that from observation of the quiescent discharge scenario (Figure 
6.12(A)), the discharge is oriented slightly obliquely to the camera, and thus the wave-
direction. With a mean return distance of rX dF  = 2.70 over the quiescent discharge scenarios, 
a ~2.0° offset is estimated and is hereon considered negligible for the imposition of orthogonal 
wave forcing.  
As the axial jet-momentum is imposed orthogonal to the wave direction, the lateral wave 
forcing is observed to increase the time-averaged jet width. This occurs as the wave trough 
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phase deflects the jet upstream of the source (y dF  0), while the wave crest phase leads to 
downstream deflection (y dF  0). The slight transverse asymmetry that arises under wave 
forcing is thought to occur as a result of wave-phase interplay with the deflected jet response. 
Considering the elliptical orbital motions, the horizontal downstream orbital velocity that 
occurs with the wave crest phase is immediately proceeded by a downward wave amplitude 
velocity phase. Conversely, the upstream horizontal velocity with the wave trough is followed 
by the upward wave-amplitude component, giving rise to the upstream “lobe” at the terminal 
elevation for Figures 6.12(C) and (D). With the negatively buoyant discharge properties, the 
sequential coupling with the vertical wave-phase component is anticipated to temporally aid 
Figure 6.12. Left: time-averaged integrated concentration distributions for a perpendicular wave-
discharge scenario, with waves propagating from right to left and discharge propagating into the page.
Black dashed line presents transect location at z/dF = 1.0. Right: normalised integrated concentration
and variance across transect. Red dashed line presents variance, while blue sold line presents the time-
averaged concentration distributions. 
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flow development. This coupled wave-phase interaction also provides explanation for the slight 
differences in flow structure between co-propagating and counter-propagating wave-discharge 
regimes under identical wave conditions (Figures 6.10 and 6.11). 
6.5.1.2 Temporal Transect Evolutions 
With the turbulent nature of the inclined dense jet combined with the dynamic action of wave 
forcing, further insights into the complex flow processes are gained through spatiotemporal 
analysis. In a similar approach to Papantoniou and List (1989) and Oliver et al. (2013), the 
sequential evolution of concentration profiles may be examined at key trajectory locations, in 
an imagery technique commonly referred to as “strip photography” (Vanvolsem, 2011). Here, 
this method is applied to the ascending jet phase, centreline terminal rise and the return point 
in Figures 6.13, 6.14 and 6.15, respectively, illustrating the variability in concentration 
intensity along each transect in time. The ascending and centreline rise transects are taken at 
the same locations presented in Figures 6.10 and 6.11, while the horizontal transect is taken 
along the return elevation. Normalised time-averaged concentration distributions are shown 
and the acoustic Doppler meter (ADM) free surface elevation change ( h ) is also displayed for 
each wave regime. The ADM was positioned approximately above the return distance for each 
wave case (0.24 m upstream ( x L  = 0.10) of the port for the counter-propagating wave-
discharge regime, and 0.20 m downstream (x L = 0.08) for the co-propagating regime) and is 
synchronised to within ± 0.27 s of the strip photograph sequence. The black dashed line across 
each transect presents the 200 s time-averaged concentration maxima. 
The temporal evolution across the ascending jet phase for quiescent and wave-forcing 
regimes (each with H  = 0.02725 m, T  = 1.155 s and wu F  = 1.60) is shown in Figure 6.13. 
Discharge across each case is turbulent with source Reynolds numbers ranging 2480 – 2560. 
As captured by the time-averaged representations in Figures 6.10 and 6.11 the flow behaviour 
is distinctly different between the quiescent and wave cases. The quiescent flow scenario 
(Figure 6.13(A)) is dominated by velocity shear-induced entrainment, as given by the Gaussian 
time-averaged distribution. Detrainment is also noted on the internal jet region (r dF  0), 
however the level of internal detrainment is much more significant under wave forcing regimes 
(Figures 6.13(B) and (C)). With the forcing under regular waves, a clear sinusoidal signature 
is observed, where the outside deflection occurs in phase with the counter-propagating velocity 
phase – corresponding to the wave crest for w  = 0° (counter-propagating relative to wave 
celerity) and the wave trough for w  = 180°. As reported by Ferrari et al. (2018), larger 
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deflections are noted on the outside of the jet, for which they postulated to occur due to bluff 
body interactions with the diffuser pipeline. With the single diffuser riser used in this 
investigation and an estimated wave-boundary layer thickness of 4.29×10-4 m for the presented 
conditions (Nielsen, 1992), this asymmetry is more likely due to the increased sensitivity of 
Figure 6.13. Transect representations of normalised integrated concentration across the ascending
component of the jet trajectory, with r/dF centred on 0.5×Zc/dF. (B) and (C) correspond to a wave-
forcing regime with H = 0.02725 m and T = 1.155 s, imposing uwF = 1.60 at port elevation. Transect
locations correspond to time-averaged representations on Figures 6.10(A, E) and 6.11(E), respectively. 
Left colour plot presents the temporal variations over 90 to 120 s from the initiation of discharge. Right
plot indicates 200-s time-average. r/dF < 0 presents outside of jet. Dashed line represents time-averaged 
centreline location. ADM free surface elevation change (∆h) for wave cases shown and is synchronised
to temporal concentrations to within ± 0.27 s. 
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the jet behaviour to counter-flow as previously demonstrated under quasi-steady numerical 
investigations presented previously in Chapter 4. Further, from comparison of Figures 6.13(B) 
and (C), the deflection of the outer jet boundary is up to 30% larger for the co-propagating 
discharge regime. This provides further affirmation of the significance of the sequential 
coupling of the upward wave-phase component and the subsequent effects upon temporal flow 
development. 
The vertical quiescent concentration transect sequence through the centreline rise ( cX ) 
demonstrates that the upper jet region is defined by coherent eddy processes, while buoyancy-
driven detrainment is clear in the internal region (Figure 6.14(A)). The predominantly vertical 
momentum over the detrained flow is also evident by the consistency of intensity of the 
descending “streaks” over both elevation and time. Again, the temporal elevation variability of 
over the wave-discharge regime clearly demonstrates the influence of wave orbital forcing 
(Figure 6.14(B)). Coherent transport processes are still present in the outer jet region, however 
their horizontal transport over the transect is slower than under the developed flow of the 
quiescent regime. The temporal undulation in elevation is attributed to the vertical wave-
forcing phase. Coupled with the horizontal trajectory at the centreline rise location, the flow 
transports in a pulsating spiral motion. Recalling that a one-dimensional perspective of a three-
dimensional process is captured, the intermittent variations over the detrainment region thus 
result due to the spiral transport motion and the smaller length scales of the gravitational 
instabilities. Both the temporal and time-averaged transect representations demonstrate that the 
deflected jet amalgamates to a single trajectory prior to centreline rise. Further, the 
concentration intermittency and protrusion of fresh ambient water appears to be more limited 
for wave-discharge scenarios from an integrated perspective. 
The vertically descending plume over the horizontal return transect (Figure 6.15) clearly 
demonstrates the effect of horizontal wave forcing, as the wave propagates from right to left of 
the domain. The transect is captured at discharge elevation, with 0H dF  = 0.42 for both 
instances. For the wave regime shown, the oscillatory horizontal deflections are consistent over 
the time domain with an amplitude of ~0.075dF units (0.016 m). While the oscillatory pulsating 
response is evident, larger time and length scales are observed when evaluated against the 
vertical centreline rise transect, due to the development of the gravitationally-driven coherent 
flow structures and their decreased velocity. With the net zero vertical velocity of the wave 
case and the near-identical source buoyancy flux, the settling velocity between the two cases 
appears consistent. Given the increased rate of internal detrainment over the ascending jet 
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phase for the wave-discharge regime (Figure 6.13), the return transect concedes a broadened 
concentration distribution relative to the quiescent setting (Figure 6.15(B)). This broadened 
peak is noted to be more prevalent in the longitudinal LIF plume transects of Ferrari and 
Querzoli (2015) (Figure 14). The departure from an “acute” impact region for the quiescent 
regime suggests possible environmental implications as the benthic diffuser footprint adjacent 
to the diffuser is subsequently increased. 
Figure 6.14. As per Figure 6.13, vertical transects of temporal and time-averaged normalised integrated
concentration across the centreline rise component of the jet trajectory at Xc. (B) corresponds to counter-
propagating wave case with H = 0.02725 m and T = 1.155 s, imposing uwF = 1.60 at port elevation. 
Transect locations correspond to time-averaged representations on Figures 6.10 (A) and (E),
respectively. Dashed line represents 200-s time-averaged Zc elevation. 
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Figure 6.15. As per Figure 6.13, horizontal transects of temporal and time-averaged normalised 
integrated concentrations across the return elevation. (B) corresponds to counter-propagating wave case 
with H = 0.02725 m and T = 1.155 s moving from right to left, imposing uwF = 1.60 at port elevation. 
Dashed line represents 200-s time-averaged Xr distance. 
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6.5.2 Quantitative Results 
Quantitative results presented here are examined in accord with time-averaged tracer 
concentration fields, from which trajectory length scales and integrated concentrations are 
extracted. Semi-empirical formulae describing the data, their valid range and their fit statistics 
are summarised in Tables 6.3, 6.4 and 6.5 for counter-, co- and perpendicular wave-discharge 
regimes, respectively, and are collated in Appendix 6.II.  
6.5.2.1 Jet Trajectory 
As encapsulated by Eq. 6.9, trajectory and dilution properties vary as functions of the wave-
based Froude number, wu F , the wave-approach angle, w , and the wave regime classification, 
aH L. Consistent with the buoyant jet study of Chin (1987), discharge trajectory properties are 
dominated by the wave-forcing conditions at the discharge elevation. Over the range of tested 
wave regimes, aH L is found to have little effect on the measured jet response and discounted 
from this analysis hereafter. Time-averaged length scales for key trajectory entities are 
quantified herein as functions of the wave-forcing for each examined wave-approach angle. 
These trajectory parameters include the centreline rise location, the terminal rise location, the 
return distance, the trajectory arc length (each previously illustrated in Figure 6.7), and finally 
for the perpendicular wave-approach regimes, the transverse jet width. To generalise the 
trajectory formulation, results are plotted in dimensionless form as functions of wu F , and are 
fitted against semi-empirical equations developed from regression analysis using the 
MATLAB Curve Fitting Toolbox (Figures 6.16 – 6.23). These equations present the first 
parametrisations of inclined dense jet trajectories under wave-forcing, providing a new 
analytical strategy for the anticipation discharge behaviour in coastal environments. To assess 
the goodness of fit of the semi-empirical models, statistical parameters including the root mean 
square error (RMSE) and adjusted R-squared values are presented. 
6.5.2.1.1 Centreline Terminal Rise 
Over the array of imposed wave conditions, the dynamic forcing range was conceivably large, 
ranging 0 wu F  4.68. Under steady current forcing conditions, Abessi and Roberts (2017a) 
found that for ru F   1, the current does not significantly affect the jet, while for ru F   1, the 
jet is transported significantly downstream. For low wave-forcing conditions ( wu F  0.6), the 
centreline rise elevation cZ  behaves independently of wave forcing (Figure 6.16), where results 
match well with the studies of Kikkert et al. (2007) and Oliver et al. (2013) (refer to Chapter 1, 
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Table 1.1). With the temporal deflection of the rising trajectory phase and the restriction of 
flow development that results, the vertical extent of the trajectory centreline reduces with 
increasing wu F . Similar to the trajectory response observed by Roberts and Toms (1987) and 
Lai and Lee (2014) under steady crossflow regimes, the decline of cZ  is well described with a 
power-law approximation. As outlined in Section 6.5.1.1, the effect of sequential wave-phase 
coupling leads to differing mean-flow structures at the crest of the jet trajectory. As a 
subsequent effect, cZ  for the co-propagating wave-discharge regime is more responsive to an 
increase in wu F , however the differences between the two orientations is marginal. 
6.5.2.1.2 Horizontal Translation at Centreline Terminal Rise 
Due to the horizontal trajectory at centreline rise, the abscissa corresponding to the centreline 
terminal rise ordinate ( cX ) is highly sensitive to an incremental increase in cZ , and thus 
considerable scatter is observed. In parallel with the decaying trends of cZ , the centreline rise 
translates closer to the discharge port with increasing wu F . Again, this decay is clearly captured 
by power-law trends for the counter-propagating wave-discharge regime (Figure 6.17(A)). For 
w  = 0°, wu F  0.44 appears to be a threshold for which the wave-induced bimodal trajectory 
oscillation results in the reduction of cX , as the upward deflected branch descends upon the 
lower flow branch. As reflected by the increased sensitivity of cZ  with wu F , the time-averaged 
response of the co-propagating ( w  = 180°) jet has a flatter trajectory arc than the counter-
propagating ( w  = 0°) regime. With the aforementioned sensitivity of cX , considerably larger 
scatter is subsequently observed for w  = 180° (Figure 6.17(B)). While the spread restricts the 
delineation of a power-law decay trend, cX  generally decreases with increasing wave-forcing 
magnitude. 
Figure 6.16. Non-dimensional centreline rise height as a function of the wave-based Froude number. 
(A) Counter-propagating wave-discharge regime (B) co-propagating wave-discharge regime.
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Comparison of near-quiescent regimes reveals some inconsistency between the counter- and 
co-propagating port-orientation cases. While undesirable, it is noted that the observations are 
within the span of values reported across the literature under quiescent discharge scenarios, for 
which 1.42 cX dF  1.90 (refer to Chapter 1, Table 1.1). Further, due to slight misalignment 
of the discharge port, a marginally steeper port inclination of 0  = 63° was used for the co-
propagating tests. As shown by Abessi and Roberts (2015a) under quiescent receiving 
conditions, this slight increase in inclination reduces the horizontal translation, thus potentially 
explaining the slight reduction in observed cX dF . This inclination was later rectified to 
0  = 60° for scenarios with wu F  2.0, however no discontinuities in the measured data are 
observed (Figure 6.17.(B)) – suggesting the minor discrepancy in port inclination is negligible 
over wave-dictated regimes. 
6.5.2.1.3 External Terminal Rise 
The variation of the terminal rise extremity with wave forcing is summarised for counter-, co- 
and perpendicular-propagating wave-discharge regimes in Figure 6.18. As outlined in Section 
6.4.2, the outer jet extremity (and thus the terminal elevation) is governed by the maximum 
variance measured over the vertical centreline rise transect. Since a transverse perspective is 
attained for the perpendicular regime, the outer extremity is defined by the mean variance 
measured under identical wave forcing conditions for both counter- and co-propagating 
regimes. 
Near-identical trends of decaying terminal rise with increasing wu F  are noted across the 
three wave orientations. It is apparent that the receding terminal rise decays at a lower rate than 
Figure 6.17. Non-dimensional horizontal translation of the centreline rise height as a function of the
wave-based Froude number. (A) Counter-propagating wave-discharge regime (B) co-propagating 
wave-discharge regime. 
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for steady current forcing, where under steady perpendicular flow Lai and Lee (2014) showed 
the terminal elevation decays with tZ dF  = 1.79
0.48
ru F
 . In comparison, the terminal rise
response under the unsteady, counter-propagating wave-discharge regime is well captured by 
tZ dF  = 1.89
0.16
wu F
  for wu F  0.68 (Figure 6.18(A)). Consistent with both the counter- and
co-propagating regimes, power-law regressions are computed for the perpendicular wave-
discharge regime; however, linear trends appear to provide slightly improved projections for 
the decay of tZ  over 0 wu F   2.73. With comparison of Figure 6.16 and Figure 6.18, the 
centreline terminal rise reflects a stronger decline in elevation with wu F , as the centreline 
trajectory collapses upon the lower deflected flow branch. Again, the reduction in tZ  with 
wave-forcing is suspected to arise with the reduction of flow development combined with the 
re-entrainment that ensues due to flow bifurcation, for which a maximum 29.3% reduction in 
terminal rise elevation is incurred relative to the quiescent discharge case ( w  = 0°, wu F  = 2.93). 
Similar contractions of tZ  were observed under wave forcing by Ferrari et al. (2018), however 
a larger 64% reduction was measured. As buoyancy and jet-velocity terms are not disclosed by 
Figure 6.18. Non-dimensional external terminal rise height as a function of the wave-based Froude 
number. (A) Counter-propagating wave-discharge regime, (B) co-propagating wave-discharge regime, 
and (C) perpendicularly-propagating wave-discharge regime. 
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Ferrari et al. (2018), direct comparison of the equivalent wu F  is not possible, however, by linear 
wave theory, ,0wU  = 0.047 m/s is predicted at the source elevation (Eq. 6.4) for the 
corresponding wave condition (T  = 1.5 s, H  = 0.025 m, aH  = 0.40 m). As the experiment 
conditions employed in this investigation encapsulate equivalent wave conditions, such 
discrepancies between the two regimes suggest that a much lower density differential was 
implemented by Ferrari et al. (2018) (and thus larger wu F), however conclusions drawn here 
are speculative. 
6.5.2.1.4 Horizontal Translation at External Terminal Rise 
For low wave velocity amplitude speeds ( wu F  ~0.3), the horizontal translation of the external 
terminal rise location is consistent with the quiescent discharge regime, while distances are 
also comparable to the abscissa of centreline terminal rise. Beyond this threshold, with 
increasing deflection of the bifurcated upper trajectory branch for increasing wu F , the 
translation of tX  reduces in a power-law manner (Figure 6.19). Although still downstream of 
the discharge port, the reduction of tX  is notably stronger than observed for the horizontal 
translation of the centreline rise. Similar translational decay trends are noted between counter- 
and co-propagating wave approach regimes, however the co-propagating translation seems to 
be marginally less responsive to increasing wave amplitude forcing. Relative to the quiescent 
discharge regime, a maximum reduction in tX dF  of 74.6% is observed ( w  = 0°, wu F  = 2.93). 
The coupled constriction of both the vertical and horizontal terminal rise components is 
anticipated to implicate the dilution response of the jet, by reducing the fresh ambient 
entrainment potential while inducing increased re-entrainment of discharge as the upper 
Figure 6.19. Non-dimensional horizontal translation of the external terminal rise height as a function
of the wave-based Froude number. (A) Counter-propagating wave-discharge regime (B) co-propagating 
wave-discharge regime. 
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trajectory branch descends upon the concentration centreline trajectory. The outcomes for 
dilution and implications for wave-discharge environments are later detailed in Section 6.5.2.2. 
6.5.2.1.5 Return Distance 
Consistent with the general recession of the jet trajectory, the non-dimensional return distance 
generally contracts with increasing wu F  (Figure 6.20). As perceived for the centreline 
translational distance, considerable scatter is observed, however the return point always occurs 
downstream of the source over the 0 wu F  4.68 experimental range. This spread is partially 
attributed to the integrated concentration perspective, whereby the return distance rX  is 
contained within the residing density sublayer. Further, with the effect of bottom impingement 
and the broadened concentration peak resulting over the time-averaged concentration 
distributions, considerable spread incurs. While this study was designed to replicate field 
discharge conditions with bottom impact, as conducted by Kikkert et al. (2007) and Oliver et 
al. (2013) further confidence in the return distance may be attained by discounting boundary 
interactions by using a suspended discharge configuration; otherwise, planar LIF methods may 
also be insightful. 
Counter-propagating wave regimes again reflect the division between jet and wave-dictated 
systems, with the latter transitionary threshold occurring for wu F  0.50 – after which a weak 
power-law decay in the return distance is noted thereafter (Figure 6.20(A)). Comparison 
against cX  and rX  (Figure 6.17(A) and Figure 6.19(A), respectively) reveals that the horizontal 
translational components do not contract proportionately, but rather the return distance  recedes 
at a faster rate for a given increase in wu F . Despite this accelerated decay, trends for the return 
distance always exceed both the centreline rise and external terminal rise translations. The 
Figure 6.20. Non-dimensional return distance as a function of the wave-based Froude number. (A) 
Counter-propagating wave-discharge regime (B) co-propagating wave-discharge regime. 
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decay trends for the co-propagating regime are less explicit (Figure 6.20(B)), however, 
consistent with the centreline rise translation (Figure 6.17(B)), linear regression also 
demonstrates the reduction of rX dF  with increasing wu F . It appears the counter-propagating 
regime is more sensitive to wave-forcing than the co-propagating discharge regime, for which 
is suspected to occur as an overall effect of the wave-phase coupling, as previously discussed. 
6.5.2.1.6 Trajectory Length 
Culminating the key jet length scales traditionally detailed across the literature (and detailed 
previously in Section 6.5.2.1), the length of the concentration trajectory may be considered. 
While sparsely detailed in the literature, as detailed in Section 6.4.2, Zeitoun et al. (1972) 
declared the trajectory length is a critical parameter for the provision of entrainment, and thus 
dilution. Corresponding with the decay of both the vertical penetration and the horizontal 
translation of the jet with increasing wu F , the trajectory length contracts as a result of wave-
forcing for both counter- and co-propagating wave-discharge orientations (Figure 6.21). For 
w  = 0°, the jet trajectory length behaves independently of wave forcing up until a threshold of 
wu F  0.52, after which contraction of the trajectory length is well described by power-law 
decay. For w  = 180°, similar trends of trajectory length decay are observed, however the onset 
of wave-influenced trajectory behaviour occurs slightly earlier, at wu F  0.17. Interestingly, 
despite the relatively large degree of variance over horizontal translation trends (Figure 6.17 
(B) and Figure 6.20(B)) the co-propagating port orientation displays strong correlation between
trajectory length and wu F  (Figure 6.21(B)). The tapering decay of the jet trajectory length at
high wu F  is thought to occur as the trajectory is constrained by the initial momentum imposed
by the jet, as reflected by the asymptotic relationship of the jet terminal rise and the trajectory
Figure 6.21. Non-dimensional trajectory length as a function of the wave-based Froude number. (A) 
Counter-propagating wave-discharge regime (B) co-propagating wave-discharge regime. 
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that subsequently ensues. Both counter- and co-propagating wave-approach regimes concede 
a maximum reduction in trajectory length of ~52% relative to the quiescent discharge scenario, 
occurring for wu F  = 2.99 and 2.94, respectively. 
The dependence of trajectory length upon key centreline trajectory entities is considered for 
both counter- and co-propagating jets in Figure 6.22. As evidenced by the linear regression fits, 
the overall trajectory response slightly differs with port orientation as a function of both 
trajectory length and each key trajectory entity. In general, less spread is observed for the 
counter-propagating discharge regime ( w  = 0°). The trajectory length is moderately dependent 
upon the horizontal translation components of the centreline rise location and the return 
distance; however, the trajectory length for both port orientations is strongest linked to the 
trajectory elevation entities, in particular the centreline rise elevation, cZ  (Figure 6.22(B)). 
With the action of wave forcing, the contraction of the jet trajectory arises due to the separation 
of upper and lower trajectory phases and the subsequent arrested flow development – thereby 
reducing the vertical protrusion of the jet into the water column and thus limiting the buoyancy-
induced entrainment potential of the jet.  
Figure 6.22. Non-dimensional trajectory length as a function of key trajectory variables for both
counter-propagating and co-propagating wave-discharge regimes. 
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6.5.2.1.7 Transverse Jet Width 
The transverse jet width ( wY ) for the perpendicular wave-discharge regime ( w  = 90°) is defined 
by the same variance-based contour as defined for the terminal rise elevation, and is obtained 
0.5 × tZ dF  units above the discharge port. While critical to the performance of multiport 
diffuser configurations that typify field applications of dense outfalls, no systematic 
quantitative studies of the transverse jet width appear to have been conducted across the 
literature. The jet width demonstrates a linear increase with wu F  since the horizontal wave 
action acts orthogonally to the principal discharge axis (Figure 6.23) – subsequently inducing 
upstream and downstream deflected discharge phases relative to the wave celerity. For 
quiescent conditions the jet width at the mid-trajectory elevation corresponds to wY dF  = 1.12, 
while under the most extreme wave-forcing conditions ( wu F  = 2.73), the jet width increased by 
131% to wY dF  = 2.60. This significant increase in the transverse spread of the jet under 
perpendicular wave-forcing is deemed to yield unforeseen implications for multiport diffuser 
configurations, whereby the overlap of neighbouring plumes and subsequent re-entrainment is 
expected to concede deleterious effects to the resulting near-field dilution.  
Under quiescent receiving conditions, Abessi and Roberts (2014) showed that discharge 
trajectory and dilution behave independently of port spacing for a non-dimensional spacing 
distance of pL dF  ~2. Based on the extracted regression analysis for the wave-discharge 
scenario presented here, the jet width is expected to expand to wY dF  = 2 for wu F  = 2.09. Thus 
under these conditions, and assuming an equidistant port spacing of  pL dF  = 2, neighbouring 
plumes are expected to overlap – providing implications for the near-field mixing processes. 
Figure 6.23. Non-dimensional jet-width as a function of the wave-based Froude number for the 
perpendicular wave-discharge regime. 
Laboratory Study of Inclined Dense Jets Subject to Regular Waves Chapter 6
222 
With the additional interactive mechanism of the Coanda effect, the re-entrainment 
consequences for wave-induced jet spread may even incur for lower values of wu F . However 
since the experiments were designed to consider the behaviour of a singular discharge port, 
physical laboratory testing for multiport discharges in wave environments is required to fully 
understand the implications for wave-induced transverse spread. 
6.5.2.2 Integrated Dilution 
In agreement with the LIF experiments of Ferrari et al. (2018), wave-dictated discharge 
regimes generally demonstrate a reduction in dilution as a result of wave-forcing. Herein, 
dilutions for the centreline rise location and the return distance are presented for counter- and 
co-propagating wave-discharge regimes. In contrast to the lateral centreline dilutions 
traditionally presented for inclined dense jets (using planar LIF methodologies), similar to 
Kikkert et al. (2007) integrated dilutions are conversely presented due to the LA imagery 
technique employed in this investigation. Due to the non-Gaussian lateral (perpendicular to the 
flow direction) jet response under wave-forcing (Koole and Swan, 1994), it is not possible to 
predict the lateral centreline dilution without simultaneous measurement of the jet spread, 
hence only integrated dilutions are used. Here, the integrated dilution at the centreline terminal 
rise, ,IC cS , is prescribed by Eq. 6.12: 
0
,IC c
c
ICS
IC
 (6.12)
where 0IC  is the source integrated concentration, while cIC  is the measured integrated 
concentration at the centreline rise location. Conversely, to determine the integrated dilution at 
the return distance, ,IC rS , cIC  is exchanged with the measured integrated concentration at the 
return location, rIC . 
6.5.2.2.1 Centreline Rise Dilution 
In accordance with Eq. 6.9, the measured centreline rise dilution is normalised by the port 
Froude number in Figure 6.24. Consistent with the integrated dilution form presented by 
Kikkert et al. (2007), and to provide reference against the source concentration independent of 
F , the centreline rise dilution ,IC cS  is also denoted by the colour axis. Under a quiescent 
discharge environment a measured dilution coefficient averaged across both port orientations 
of ,IC cS  = 1.03 coincides remarkably well with the dilution coefficient of ,IC cS  = 1.04 obtained 
by Kikkert et al. (2007). Notable variance is observed under wave-dictated regimes, however, 
consistent with the preceding trajectory trends, both counter- and co-propagating data are well 
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described by power-law degradations in centreline rise dilution. Contrary to the traditional 
presumption that wave-forcing acts as a mixing mechanism, the integrated dilutions provide 
no conclusive evidence to suggest improved dilution rates relative to the quiescent discharge 
regime. Interestingly however, the threshold for which wave-action begins to impede dilution 
occurs for higher wu F  than observed for the centreline rise elevation; where for w  = 0° 
thresholds of wu F  0.62 and 0.69 were obtained for cZ dF  and ,IC cS F , respectively, while 
w  = 180° threshold values of wu F  0.44 and 1.07 were determined. This increase in wave-
independent dilution response is indicative that for low wave activity, the initial mixing 
induced by orbital wave motions is sufficient to offset the contraction of the jet trajectory and 
the subsequent reduction in dilution potential. 
The complex interaction between wave and discharge dynamics results in decreased dilution 
for a number of reasons. First, the cyclic and transient wave-forcing has the effect of 
constraining the jet’s flow development, ultimately contracting the jet trajectory and thus 
decreasing entrainment potential. Further, as described by Ferrari et al. (2018), the deflection 
that occurs over the ascending jet phase plays a conflicting role – while the surface area 
available for entrainment is initially increased, this is offset by the re-entrainment exchange 
between the interface of the upper and lower deflected branches. As previously detailed in 
Section 6.5.1.1, the amalgamation of the bifurcated jet branches at the centreline rise location, 
further inducing re-entrainment. Finally, the internal cavity between the ascending and falling 
jet phases contracts with increasing wave-forcing to become completely filled for wu F  ~1.6 
(Figure 6.10 and Figure 6.11). This behaviour has similar consequences for jet dilution as 
observed for multiport diffusers under closely spaced regimes (Abessi and Roberts, 2014), for 
which the ambient entrainment is unable to penetrate through to the jet’s interior, depriving the 
Figure 6.24. Non-dimensional integrated dilution at the centreline rise location. (A) Counter-
propagating wave-discharge regime (B) co-propagating wave-discharge regime. 
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jet via the self-Coanda effect as the jet attempts to re-entrain itself. Relative to the quiescent 
discharge regime, the integrated dilution at centreline rise for the counter-propagating case 
decreases by as much as 54% ( wu F  = 2.85), while a maximum decrease of 38% ( wu F  = 3.01) 
was observed for the co-propagating scenario. 
6.5.2.2.2 Return Dilution 
With a mean source elevation of 0H dF  = 0.43 across all counter- and co-propagating 
experiments, the return dilution is sampled within the residual brine density current, where 
under quiescent conditions, is predicted to have a thickness of lZ dF  = 0.7 (Roberts et al., 
1997). Due to the integrated perspective across the width of the flume obtained using LA 
methodology, the jet’s explicit return dilution was concealed by the retention of brine after 
plume impact, despite the installation of the false floor. Consequently, lower return dilutions 
are generally measured relative centreline rise dilution due to the superposition of both the jet 
and the spreading density layer. 
Again, general trends of decreasing integrated return dilution are measured under wave-
governed conditions and are well described by power-law regressions (Figure 6.25). The data 
present a substantial increase in scatter for wave-dominant counter-propagating regimes 
(Figure 6.25(A)). This is speculated to occur due to the interaction of sublayer retention and 
secondary flume flows, provided the lower degree of variance noted for the respective 
trajectory length (Figure 6.21(A)) and the transversely integrated flow perspective. While no 
discernible trends are identified to correspond to wave-orbital acceleration in this study, this 
may also attribute to the increased spread and provides scope for future research. Similar to the 
centreline rise dilution, the return dilution is unresponsive to wave forcing up until a threshold 
of wu F  0.95 for both counter- and co-propagating discharge regimes. Contrasting with the 
Figure 6.25. Non-dimensional integrated dilution at the return distance. (A) Counter-propagating wave-
discharge regime (B) co-propagating wave-discharge regime. 
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wave-dependent thresholds measured for the trajectory length ( wu F  0.52 and 0.17 for w  = 0° 
and 180°, respectively), again this is indicative that for minor wave-forcing regimes the 
reduction in trajectory length and reduced entrainment potential that should result, is negated 
by slightly enhanced mixing dynamics induced by the orbital wave-forcing. With the reduction 
in trajectory length and wave-induced re-entrainment, a maximum reduction in the integrated 
return dilution of 43% is observed for the counter-propagating regime ( wu F  = 1.96), while the 
co-propagating dilution decreased by as much as 29% ( wu F  = 2.03). Ferrari et al. (2018) 
recorded slightly larger maximum reductions in dilution (up to 64%) for the return point at the 
lateral centreline (planar LIF measurements used). As outlined in Section 6.5.2.1.3 it is not 
possible to assess these dilution reductions against wu F , however these discrepancies may arise 
due to the differences in the observed flow structure between the planar (LIF) and integrated 
jet width (LA) discharge perspectives. 
6.6 Discussion 
Under non-breaking, monochromatic surface gravity waves, it is well known that near-closed 
orbital motions are induced over the water column. Given that Stokes drift decreases with depth 
below the surface (Thorpe, 2007) and fully submerged discharge trajectories are widely used, 
it is traditionally considered that wave forcing imparts near-zero net displacement and 
facilitates additional mixing through velocity shear and wave-induced Reynolds stresses. 
However, under the influence of wave forcing, the experimental results show that significant 
distortion and reduction of the jet trajectory occurs. This distortion to key trajectory length 
scales and the overall flow structure was measured over the majority of wave cases for 
conditions typical of the GCDP discharge site, and which also represent shallow open-coastal 
discharge environments in general. The curtailed jet trajectory arises due to the complex 
interactions of unsteady oscillatory forcing with the jet – inducing bifurcated deflected flow 
paths, arrested flow development, and re-entrainment processes. 
The quantitative results reflect a low degree of scatter for vertical trajectory properties and 
the overall trajectory length, while horizontal trajectory properties are generally accompanied 
by larger scatter – particularly for the centreline rise abscissa ( cX ) and the return distance 
( rX ) under the co-propagating wave-approach regime. All measured length scales generally 
reduce when subject to wave-governed conditions. Explicit delineated trends are characterised 
by threshold transition behaviour, after which the data are well described by power-law decay 
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for increasing wave activity, and are effectively encapsulated as functions of the newly defined 
wave-Froude number, wu F . The threshold values vary slightly depending on the trajectory 
entity and the planform wave-approach angle, however as a general rule, wave-forcing can be 
expected to be dominant upon trajectory entities for wu F  ~0.50. Threshold behaviour has also 
been identified to occur under steady crossflow environments (Roberts and Toms, 1987; 
Gungor and Roberts, 2009; Lai and Lee, 2014; Jiang et al., 2018b), for which forcing dependent 
trajectory thresholds are observed over 0.6 ru F   1.0. This agreement with the ambient 
forcing-dictated response is perhaps explained by the oscillatory deflection of the jet, 
particularly under the counter-propagating orbital velocity wave phase, where for a steady 
counter-flowing current with ru F  = 0.67, Abessi and Roberts (2017a) showed that the jet 
trajectory is affected significantly, falling back on itself. 
In contrast to the traditional assumption that wave forcing increases mixing, reductions in 
the integrated dilutions (up to 54% and 43% for the centreline terminal rise and return locations, 
respectively) were observed under wave-governed regimes, and arise predominantly due to 
contraction of the jet trajectory and re-entrainment dynamics. This outcome presents a novel 
and important finding, however, it should be recognised that the traditional conception pertains 
to the lateral centreline of the jet as opposed to the transversely integrated analysis shown. 
Thus, the reduction in path integrated dilution may arise as an outcome of increased jet width 
in the lateral direction, rather than a reduction in the centreline dilution in the lateral centreline 
which is largely considered the target of water quality objectives. Importantly however, as 
earlier discussed the reduction in integrated dilution is in agreement with the finite centreline 
LIF results of Ferrari et al. (2018). This outcome affirms the need to consider wave-forcing 
dynamics in outfall design and management and presents significant scope to further 
characterise centreline dilution in such environments. 
 The dilution data show significant scatter, particularly for the return dilution. However, 
both centreline rise and return dilutions saw wave-governance occurring for larger wave-
forcing conditions ( wu F   ~1.0) than observed for the trajectory length-scale entities. This 
result suggests that the effect of wave forcing initially has a weak positive dilution response, 
relative to the contracting jet trajectory and subsequent reduction in jet-entrainment potential. 
However, beyond this threshold, the arrested flow development and re-entrainment 
mechanisms act to negatively impact the overall dilution potential of the jet. No clear trends 
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were observed between the residual density-layer thickness ( lZ ) and wu F , though the 
experiment was specifically targeted to examine near-field trajectory properties. 
While wave-governed regimes were also identified by Ferrari et al. (2018) to increase the 
return concentration, Ferrari and Querzoli (2015) also showed that the concentration peak 
defining the impact distance also broadened relative to the quiescent discharge condition. 
Similar observations are also noted upon comparison of the time-averaged return concentration 
profiles between quiescent and wave-governed regimes in Figure 6.15, for which an increase 
in concentration over the internal jet region occurs. This baseline increase has the potential to 
have further implications for the receiving benthic environment, since the elevation in 
concentration no longer appears as a finite impact point, but appears along the impact distance 
length – increasing the benthic diffuser footprint. These outcomes suggest that the effect of 
wave conditions and the subsequent consequences for the benthos in the diffuser near-field 
must be considered in diffuser design and environmental monitoring. Given the large scatter in 
return dilution measurements measured with the LA method in this investigation, further 
research using planar LIF techniques is recommended to characterise the potential benthic 
implications along the impact transect. Three-dimensional LIF (3DLIF) systems as applied by 
Tian and Roberts (2003), Gungor and Roberts (2009), among others, may also be used to 
simultaneously examine the transverse jet spread, however care must be taken to consider 
temporal aliasing with the wave period (2.5 Hz transect frequency using the 3DLIF apparatus 
of Abessi and Roberts (2017b) considered to be insufficient in this application). Additionally, 
particle-induced velocimetry (PIV) methods may also be applied to further distinguish re-
entrainment dynamics. 
With the conventional approach to either discharge directly offshore, or make use of the 
longshore processes and discharge perpendicular to the adjacent coastline, counter- and 
perpendicular-propagating wave-discharge scenarios are common. Co-propagating regimes are 
unlikely to be encountered in practice as they usually present the scenario of discharging back 
onshore, however for demonstration of the wave-discharge response, they were considered in 
this investigation to examine the effect of wave orientation and coupled wave-phase 
interactions. As shown in Figure 6.23, the perpendicular wave case may present implications 
for multiport diffuser spacing in terms of the increased jet width. In a similar approach to 
Abessi and Roberts (2014) and Abessi and Roberts (2017a) discharge outcomes may be 
considered as functions of wave forcing and port spacing to determine minimum port spacing 
requirements. Further research to examine the conventional longitudinal trajectory properties 
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and key dilution indicators (i.e., centreline rise and impact locations, and their respective 
dilutions) for the perpendicular scenario could be useful, where qualitative observations appear 
to also show a reduction in jet return distance. 
 Despite the differences in flow structure for different wave-approach angles, overall the 
key trajectory entities respond similarly under wave forcing, while centreline rise and return 
dilutions do not demonstrate explicit differentiations over the range of tested wave conditions. 
Thus, it is difficult to conclude which wave-approach orientation is considered to be most 
favourable based on the near-field processes under wave-only environments. In the context of 
practical field applications, current transport processes, site bathymetry and constraints on both 
the intake and outfall locations must also be considered. Further, the quantitative insights here 
demonstrate that trajectory shortening (and thus a reduction in the overall dilution potential) 
incurs under wave forcing. Smaller port diameters may be adopted to increase the vertical 
protrusion of the jet into the water column, and from Figure 6.22, increase the trajectory length 
and thus the overall dilution before impact. 
6.7 Conclusion 
Laboratory experiments were conducted to comprehensively examine the effect of wave 
forcing upon a singular dense jet discharge inclined 60° above the horizontal plane. The jet 
response under regular (monochromatic) waves was tested for various conditions (i.e., wave 
height range: 1.362 H  6.812 cm, wave period range: 0.6603 T  1.981 s, lower boundary 
depth: aH  = 0.361 m), for which were elected to encompass environments typical of seawater 
desalination diffuser systems. The effect of wave propagation direction relative to the discharge 
was also tested for co-, counter- and perpendicular-propagating wave-discharge regimes. Light 
attenuation (LA) methods were used to map the dye tracer concentration distributions, 
providing an integrated perspective of the flow over the width of the wave flume. High 
frequency point-velocity measurements were also conducted at port elevation to measure the 
oscillatory ambient velocities induced by wave forcing. Time-averaged trajectory properties 
including the terminal rise location, centreline rise location, return distance and the trajectory 
length were displayed in dimensionless form against the newly defined wave-based Froude 
number, wu F . Integrated dilutions for both centreline rise and the return location were also 
measured. For the first time, semi-empirical equations were extracted from the data to describe 
both trajectory and dilution entities as functions of wave forcing. 
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The wave-discharge flow behaviour is distinguished by discharge- and wave-governed 
regimes. Under discharge-governed wave forcing conditions, the jet trajectory and dilution are 
similar to that of a quiescent receiving environment, while under wave-governed conditions 
the jet trajectory length scales contract and dilutions subsequently reduce. Here, the overall 
trajectory length ( tL ) reduced by up to 52% and the integrated return dilution ( ,IC rS ) by up to 
43%. These reductions detest the traditional (but largely unfounded) conception that wave 
forcing has a positive effect on dilution and occur due to the highly complex interactions 
between the cyclic deflection of the ascending jet phase, arrested flow development, re-
entrainment and induction of the self-Coanda effect. Similar trends were noted for each port 
orientation, by which trajectory properties transition for wu F   0.5 and wu F   1.0 for jet 
dilution. In context of the field conditions corresponding to the Gold Coast Desalination Plant 
(GCDP) field experiment under 100% plant operating conditions (previously detailed in 
Chapters 2 and 3), by linear wave theory these thresholds were exceeded 78% and 48% of the 
time over the one-month deployment period, respectively. Further, these conditions are readily 
attainable for the open-coastal environments for which desalination outfalls are typically 
situated, where for the GCDP experiment depth of 18.35 m and a wave height of 1.0 m, these 
conditions constitute wave periods of 5.2 s and 6.5 s, respectively. 
Beyond the wave-governed threshold, the reductions in trajectory length scales with 
increasing wu F  are well described by power-law trends, where root mean square errors (RMSE) 
ranged from ± 4.1% to ± 24.5%. Despite the proficiency of the wave-based Froude number in 
the evaluation of inclined dense jet trajectory and dilution under waves, it is noted that this 
semi-empirical analytical approach does not consider the effect of wave-orbital acceleration. 
While no definitive or consistent acceleration trends were observed in these experiments, the 
coupled response of wave orbital velocity and acceleration presents opportunity for further 
research. 
 The decline in jet trajectory length-scales and dilution under wave-governed discharge 
regimes produce significant implications for design, management and regulation of 
desalination outfalls. In addition, the increased transverse jet-spread under perpendicular wave-
forcing suggests that multiport spacing requirements are revised to avoid neighbouring plume 
interactions and subsequent reductions in dilution. It should be acknowledged however, that 
wave environments coexist with ocean currents, as shown over Chapters 2 and 3. While the 
superposition of wave-current dynamics is beyond the scope of the present study, it is 
anticipated the forcing response is significant and prompts the need for consideration in future 
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research. The reported wave-forcing condition presents substantial challenges for numerical-
based approaches. In their present form, existing integral entrainment and quasi-steady 
computational fluid dynamics (CFD) closure schemes are not equipped to accommodate wave 
effects. While the transient CFD simulations of Zhang et al. (2017) and Jiang et al. (2018a) 
present promising scope to eventually impose wave conditions, they are currently limited by 
their large computational expense. As the integrated dilution outcomes presented here are 
constrained to the jet width and are thus limited in their physical interpretation, the immediate 
future scope of research is proposed to consider planar dilution and jet-spread properties using 
laser-induced fluorescence (LIF) techniques. 
Notation 
The following symbols are used in this chapter: 
vb   Radius measured transverse to the concentration trajectory [L] defined by the 
concentration: mc c ; 
0B   Source buoyancy flux per unit mass [L4 T-3], defined in Chapter 1 as; 
2
'
0 0 04
dB U g ; 
c  Local integrated tracer concentration [M L-2]; 
mc   Maximum integrated tracer concentration along a nominal transect [M L-2]; 
0C   Source tracer concentration [M L-3]; 
cC   Tracer concentration at the centreline rise location [M L-3]; 
d  Port diameter [L]; 
F  Jet densimetric Froude number [-] defined as: '0 0F U g d ; 
g  Acceleration due to gravity [L T-2]; 
'
0g  Modified acceleration due to gravity [L T-2] defined as: 
' 0
0
a
a
g g 
  ; 
h  Local elevation coordinate to the mean water surface elevation [L]; 
H  Wave height [L]; 
0H   Discharge port elevation [L]; 
aH   Ambient depth, corresponding to the mean water surface elevation [L]; 
fH   Prototype wave height [L]; 
mH   Model wave height [L]; 
sH   Significant wave height [L]; 
0IC   Source integrated concentration [M L-2]; 
cIC   Measured integrated tracer concentration at the centreline rise location [M L-2]; 
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rIC   Measured integrated tracer concentration at the return location [M L-2]; 
k  Wave number [L-1] defined as: 2k L ; 
fl   Prototype length scale [L]; 
ml   Model length scale [L]; 
Ml   Jet momentum length scale [L] defined as: 
1 43 4
0
1 2
0 4
M
Ml dF
B
      ; 
wl   Wave-jet momentum length scale [L] defined as: 
 
1 2
0
,0
w
w
Ml
U
 ; 
L  Wavelength [L] defined for transitional regimes as: 
 
2 2tanh
2
aHgTL
L


    ; 
0L   Wavelength [L] defined for deep wave regimes as: 20 2L gT  ; 
pL   Port spacing for a multiport diffuser [L]; 
tL   Jet trajectory length [L]; 
0M   Source momentum flux per unit mass [L4 T-2] defined in Chapter 1 as: 
 
2
2
0 04
dM U ; 
N  Geometric length scalar [-] defined as: f mN l l ; 
0Q   Source volumetric flow rate [L3 T-1] defined in Chapter 1 as: 
 
2
0 04
dQ U ; 
r  Local width coordinate relative to the jet centreline along a nominal transect [L]; 
Re  Jet Reynolds number [-] defined as: 0 0 0Re U d  ; 
S  Dilution [-]; 
,IC cS   Integrated dilution at the centreline rise [-] defined as: , 0IC c cS IC IC ; 
,IC rS   Integrated dilution at the return location [-] defined as: , 0IC r rS IC IC ; 
t  Time [T]; 
T  Wave period [T]; 
fT   Prototype wave period [T]; 
mT   Model wave period [T]; 
pT   Peak wave period [T]; 
ru   Ambient crossflow and jet exit velocity ratio [-] defined as: 0r au U U ; 
ru F   Crossflow-based Froude number [-]; 
wu   Horizontal wave-induced orbital velocity amplitude and jet exit velocity ratio [-]
defined as: ,0 0w wu U U ; 
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wu F   Wave-based Froude number [-]; 
0U   Jet exit velocity [L T-1]; 
aU   Ambient velocity [L T-1]; 
fU   Prototype velocity [L T-1]; 
mU   Model velocity [L T-1]; 
,0wU   Horizontal wave-induced velocity amplitude at port elevation [L T-1] defined as: 
 
 0,0
cosh
2 coshw a
kHH gkU
kH ; 
,w uU   Local horizontal wave-induced velocity [L T-1]; 
,w vU   Local vertical wave-induced velocity [L T-1]; 
x  Longitudinal coordinate relative to discharge location [L]; 
cX   Horizontal distance to the location of centreline rise [L]; 
rX   Horizontal distance to the trajectory return elevation [L]; 
tX   Horizontal distance to the location of terminal rise [L]; 
y  Transverse coordinate relative to discharge location [L]; 
wY   Transverse jet width [L]; 
z  Vertical coordinate relative to discharge location [L]; 
cZ   Vertical distance to the location of centreline rise [L]; 
lZ   Density induced bottom layer thickness [L]; 
tZ   Vertical distance to the external terminal rise elevation [L]; 
0   Port inclination above horizontal [-]; 
0   Dynamic viscosity of discharge solution [M L-1 T-1]; 
0   Source discharge density [M L-3]; 
a   Ambient density [M L-3]; 
w   Planform angle of wave celerity relative to discharge [-]. Previously used in Chapters
2 and 3 to describe wind direction; 
   Geometric jet trajectory parameter [-]; 
   Wave angular frequency [-] defined as: 2 T  . 
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Appendix 6.I. Experiment Data 
Table 6.1. Summary of experiment parameters for a 60° inclined dense jet discharged into a wave 
environment. After excluding cases for which |urF| > 0.2, a total of 91 experiments are presented. 
Case ID 
w  
(°) 
0H
(m) 
a  
(kg/m3) 
0  
(kg/m3) 
0U
(m/s) 
F 
(-) 
Re  
(-) 
H 
(m) 
T  
(s) 
aH L 
(-) 
,0wU  
(cm/s) 
wu F
(-) 
ru F
(-) 
Cr003 0 0.0444 998.61 1020.70 0.807 28.69 2561 – – – – – – 
Cr004 0 0.0444 998.51 1020.59 0.811 28.86 2599 0.01362 0.6603 0.54 0.47 0.17 -0.02
Cr005 0 0.0444 998.55 1020.62 0.813 28.92 2598 0.02725 0.6603 0.54 0.86 0.30 -0.07
Cr006 0 0.0444 998.52 1020.67 0.812 28.84 2584 0.04087 0.6603 0.54 1.38 0.49 -0.13
Cr007 0 0.0444 998.53 1020.64 0.814 28.91 2594 0.05450 0.6603 0.54 1.87 0.67 -0.19
Cr009 0 0.0444 998.46 1020.14 0.813 29.19 2690 0.01362 0.8253 0.35 1.16 0.42 -0.04
Cr010 0 0.0444 998.50 1020.23 0.813 29.14 2671 0.02725 0.8253 0.35 2.23 0.80 -0.02
Cr011 0 0.0444 998.42 1020.23 0.813 29.09 2671 0.04087 0.8253 0.35 3.20 1.14 -0.10
Cr014 0 0.0442 998.52 1020.66 0.799 28.37 2530 0.01362 0.9904 0.26 1.83 0.65 0.00 
Cr015 0 0.0442 998.52 1020.66 0.799 28.39 2533 0.02725 0.9904 0.26 3.59 1.28 -0.02
Cr016 0 0.0442 998.50 1020.64 0.805 28.57 2555 0.04087 0.9904 0.26 5.25 1.86 0.14 
Cr017 0 0.0442 998.49 1019.91 0.807 29.12 2683 0.05450 0.9904 0.26 6.99 2.52 0.00 
Cr019 0 0.0442 998.55 1020.30 0.802 28.74 2585 0.01362 1.1550 0.20 2.15 0.77 0.02 
Cr020 0 0.0442 998.57 1020.30 0.802 28.77 2586 0.02725 1.1550 0.20 4.46 1.60 0.17 
Cr022 0 0.0442 998.56 1020.30 0.800 28.68 2578 0.01362 1.3210 0.17 2.68 0.96 0.00 
Cr023 0 0.0442 998.60 1020.33 0.803 28.78 2581 0.02725 1.3210 0.17 5.38 1.93 0.18 
Cr024 0 0.0442 998.57 1020.30 0.802 28.75 2585 0.01362 1.4860 0.15 2.88 1.03 0.09 
Cr025 0 0.0442 998.63 1020.33 0.804 28.83 2584 0.02725 1.4860 0.15 5.67 2.04 0.01 
Cr026 0 0.0442 998.63 1020.33 0.803 28.82 2583 0.01362 1.6510 0.13 2.71 0.97 0.07 
Cr027 0 0.0442 998.69 1020.62 0.796 28.42 2513 0.02725 1.6510 0.13 5.52 1.97 0.10 
Cr028 0 0.0442 998.70 1020.54 0.799 28.58 2523 0.01362 1.8160 0.11 2.64 0.95 0.09 
Cr029 0 0.0442 998.71 1020.64 0.799 28.51 2514 0.02725 1.8160 0.11 5.34 1.91 0.07 
Cr031 0 0.0442 998.70 1020.64 0.799 28.50 2515 0.01362 1.9810 0.10 2.70 0.96 0.05 
Cr032 0 0.0442 998.71 1020.62 0.800 28.56 2524 0.02725 1.9810 0.10 5.56 1.98 0.13 
Cr078 0 0.0442 998.86 1020.61 0.806 28.90 2512 0.04087 1.1550 0.20 6.74 2.41 0.08 
Cr079 0 0.0442 998.83 1019.81 0.809 29.50 2631 0.04087 1.3210 0.17 7.93 2.89 0.02 
Cr080 0 0.0442 998.84 1019.84 0.810 29.54 2629 0.04087 1.4860 0.15 8.40 3.06 -0.20
Cr081 0 0.0442 998.83 1019.92 0.811 29.51 2615 0.04087 1.6510 0.13 8.21 2.99 -0.12
Cr082 0 0.0442 998.83 1019.92 0.811 29.53 2616 0.04087 1.8160 0.11 8.06 2.93 -0.12
Cr083 0 0.0442 998.80 1020.03 0.808 29.32 2582 0.04087 1.9810 0.10 8.25 2.99 -0.13
Cr084 0 0.0442 998.87 1020.03 0.810 29.43 2588 0.05450 1.1550 0.20 9.22 3.35 0.04 
Cr090 0 0.0442 998.85 1020.01 0.814 29.57 2678 0.06812 0.9904 0.26 8.74 3.18 0.00 
Cr091 0 0.0442 998.87 1020.09 0.813 29.51 2658 0.06812 1.1550 0.20 11.66 4.23 -0.08
Cr092 0 0.0442 998.87 1020.15 0.812 29.42 2641 0.06812 1.3210 0.17 12.92 4.68 0.11 
Cr093 0 0.0442 998.45 1020.99 0.978 34.41 2953 0.02725 1.9810 0.10 5.56 1.96 0.13 
Cr094 0 0.0442 998.80 1020.55 0.896 32.10 2816 0.02725 1.9810 0.10 5.56 1.99 0.13 
Cr095 0 0.0442 998.82 1020.58 0.738 26.43 2313 0.02725 1.9810 0.10 5.56 1.99 0.13 
Cr096 0 0.0442 998.79 1020.52 0.738 26.47 2326 0.04087 0.9904 0.26 5.25 1.88 0.14 
Cr097 0 0.0442 998.80 1020.52 0.961 34.47 3028 0.04087 0.9904 0.26 5.25 1.88 0.14 
Cr098 0 0.0442 998.84 1020.74 0.880 31.41 2726 0.04087 0.9904 0.26 5.25 1.87 0.14 
Cr099 0 0.0442 998.79 1020.50 0.887 31.83 2808 0.04087 1.3210 0.17 7.93 2.84 0.01 
Cr100 0 0.0442 998.76 1020.50 0.738 26.46 2336 0.04087 1.3210 0.17 7.93 2.84 0.01 
Cr101 0 0.0442 998.71 1020.61 0.963 34.39 3020 0.04087 1.3210 0.17 7.93 2.83 0.01 
Co033 180 0.0428 998.77 1020.72 0.752 26.81 2350 – – – – – – 
Co034 180 0.0428 998.72 1020.67 0.754 26.91 2369 0.01362 0.6603 0.54 0.47 0.17 -0.02
Co035 180 0.0428 998.71 1020.64 0.755 26.94 2377 0.01362 0.8253 0.35 1.16 0.41 -0.04
Co036 180 0.0428 998.73 1020.56 0.738 26.39 2314 0.01362 0.9904 0.26 1.83 0.65 0.00 
Co037 180 0.0428 998.72 1020.53 0.750 26.82 2356 0.01362 1.1550 0.20 2.15 0.77 0.02 
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Case ID 
w  
(°) 
0H  
(m) 
a  
(kg/m3) 
0  
(kg/m3) 
0U  
(m/s) 
F 
(-) 
Re  
(-) 
H 
(m) 
T  
(s) 
aH L 
(-) 
,0wU  
(cm/s) 
wu F  
(-) 
ru F  
(-) 
Co038 180 0.0428 998.73 1020.56 0.751 26.86 2355 0.01362 1.3210 0.17 2.68 0.96 0.00 
Co039 180 0.0428 998.72 1020.56 0.751 26.84 2354 0.01362 1.4860 0.15 2.88 1.03 0.09 
Co040 180 0.0428 998.73 1020.56 0.750 26.82 2352 0.01362 1.6510 0.13 2.71 0.97 0.07 
Co041 180 0.0428 998.75 1020.50 0.750 26.87 2362 0.01362 1.8160 0.11 2.64 0.95 0.09 
Co042 180 0.0428 998.82 1020.56 0.750 26.88 2352 0.01362 1.9810 0.10 2.70 0.97 0.05 
Co043 180 0.0428 998.82 1020.56 0.751 26.93 2356 0.02725 0.6603 0.54 0.86 0.31 -0.07 
Co044 180 0.0428 998.81 1020.53 0.751 26.92 2360 0.02725 0.8253 0.35 2.23 0.80 -0.02 
Co045 180 0.0428 998.84 1020.53 0.741 26.59 2330 0.02725 0.9904 0.26 3.59 1.29 -0.02 
Co047 180 0.0428 998.56 1020.11 0.754 27.13 2484 0.02725 1.1550 0.20 4.46 1.61 0.17 
Co051 180 0.0428 998.61 1020.16 0.752 27.09 2468 0.02725 1.8160 0.11 5.34 1.92 0.07 
Co052 180 0.0428 998.59 1020.22 0.753 27.06 2459 0.02725 1.9810 0.10 5.56 2.00 0.13 
Co053 180 0.0428 998.63 1020.25 0.754 27.08 2455 0.04087 0.6604 0.54 1.38 0.50 -0.13 
Co054 180 0.0428 998.62 1020.22 0.754 27.11 2462 0.05450 0.6604 0.54 1.87 0.67 -0.19 
Co056 180 0.0428 998.68 1020.41 0.751 26.93 2415 0.04087 0.8253 0.35 3.20 1.15 -0.10 
Co059 180 0.0428 998.71 1020.44 0.751 26.93 2408 0.04087 0.9904 0.26 5.25 1.88 0.14 
Co060 180 0.0442 998.78 1020.52 0.823 29.51 2589 0.02750 1.1550 0.20 4.46 1.60 0.17 
Co061 180 0.0442 998.79 1020.49 0.814 29.21 2566 0.02725 1.3210 0.17 5.38 1.93 0.18 
Co062 180 0.0442 998.77 1020.52 0.804 28.80 2527 0.02725 1.4860 0.15 5.67 2.03 0.01 
Co063 180 0.0442 998.79 1020.55 0.748 26.81 2347 0.02725 1.6510 0.13 5.52 1.98 0.10 
Co064 180 0.0442 998.80 1020.55 0.749 26.84 2349 0.04087 1.1550 0.20 6.74 2.41 0.08 
Co065 180 0.0442 998.72 1020.55 0.748 26.74 2345 0.04087 1.3210 0.17 7.93 2.84 0.01 
Co066 180 0.0442 998.77 1020.55 0.749 26.82 2349 0.04087 1.4860 0.15 8.40 3.01 -0.19 
Co067 180 0.0442 998.77 1020.63 0.751 26.86 2340 0.04087 1.6510 0.13 8.21 2.94 -0.12 
Co068 180 0.0442 998.77 1020.65 0.750 26.78 2329 0.04087 1.8160 0.11 8.06 2.88 -0.12 
Co069 180 0.0442 998.85 1019.99 0.750 27.28 2464 0.04087 1.9810 0.10 8.25 3.00 -0.13 
Co070 180 0.0442 998.84 1020.04 0.750 27.23 2452 0.05450 0.9904 0.26 6.99 2.54 0.00 
Co071 180 0.0442 998.81 1020.42 0.747 26.84 2364 0.05450 1.1550 0.20 9.22 3.31 0.04 
Co077 180 0.0442 998.86 1020.50 0.749 26.91 2355 0.06812 0.9904 0.26 8.74 3.14 0.00 
Pr102 90 0.0442 998.82 1021.73 0.865 30.20 3152 0.01362 0.6603 0.54 0.47 0.16 -0.02 
Pr103 90 0.0442 998.85 1021.73 0.866 30.26 3156 0.01362 0.9904 0.26 1.83 0.64 0.00 
Pr104 90 0.0442 998.87 1021.75 0.866 30.27 3158 0.01362 1.321 0.17 2.68 0.94 0.00 
Pr105 90 0.0442 998.85 1021.75 0.866 30.26 3158 0.01362 1.651 0.13 2.71 0.95 0.07 
Pr106 90 0.0442 998.91 1021.14 0.865 30.68 3154 0.01362 1.981 0.10 2.70 0.96 0.05 
Pr107 90 0.0442 998.88 1021.78 0.865 30.20 3151 0.02725 0.6603 0.54 0.86 0.30 -0.07 
Pr108 90 0.0442 998.94 1021.86 0.866 30.23 3156 0.02725 0.9904 0.26 3.59 1.25 -0.02 
Pr109 90 0.0442 998.94 1021.91 0.868 30.26 3163 0.02725 1.321 0.17 5.38 1.88 0.18 
Pr110 90 0.0442 998.93 1021.95 0.868 30.25 3165 0.02725 1.651 0.13 5.52 1.92 0.09 
Pr111 90 0.0442 998.91 1021.97 0.869 30.25 3168 0.02725 1.981 0.10 5.56 1.93 0.13 
Pr112 90 0.0442 998.86 1022.06 0.868 30.13 3165 0.04087 0.6603 0.54 1.38 0.48 -0.13 
Pr113 90 0.0442 998.92 1022.08 0.869 30.18 3167 0.04087 1.651 0.13 8.21 2.85 -0.12 
Pr114 90 0.0442 998.86 1022.50 0.868 29.83 3163 – – – 0.00 0.00 0.00 
Pr115 90 0.0442 998.87 1022.37 0.868 29.94 3165 0.04087 1.321 0.17 7.93 2.73 0.01 
Pr116 90 0.0442 998.86 1022.42 0.863 29.72 3146 0.04087 0.9904 0.26 5.25 1.81 0.14 
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Table 6.2. Summary of non-dimensional experiment results for all three wave-approach orientations. 
After excluding cases for which |urF| > 0.2, a total of 91 experiments are presented.  
Case ID 
w  
(°) 
F 
(-) 
wu  
(%) 
wu F  
(-) 
cX dF  
(-) 
cZ dF  
 (-) 
tX dF  
(-) 
tZ dF  
(-) 
rX dF  
(-) 
tL dF  
(-) 
wY dF  
(-) 
,IC cS  
(-) 
,IC rS  
(-) 
Cr003 0 28.69 0.0 0.00 1.80 1.68 2.01 2.13 2.85 2.13 – 1.12 0.81 
Cr004 0 28.86 0.6 0.17 1.70 1.66 1.98 2.14 2.79 2.14 – 0.99 0.83 
Cr005 0 28.92 1.1 0.30 1.84 1.54 1.69 1.98 2.85 1.98 – 1.11 0.86 
Cr006 0 28.84 1.7 0.49 1.52 1.55 1.76 2.02 2.64 2.02 – 1.07 0.89 
Cr007 0 28.91 2.3 0.67 1.75 1.54 1.84 2.02 2.70 2.02 – 1.09 0.95 
Cr009 0 29.19 1.4 0.42 1.72 1.51 1.67 1.98 2.72 4.15 – 1.09 0.83 
Cr010 0 29.14 2.7 0.80 1.44 1.42 1.48 1.95 2.61 3.90 – 1.03 0.89 
Cr011 0 29.09 3.9 1.14 1.37 1.30 1.29 1.85 2.38 3.61 – 0.78 0.93 
Cr014 0 28.37 2.3 0.65 1.52 1.51 1.49 2.02 2.55 4.02 – 1.05 0.89 
Cr015 0 28.39 4.5 1.28 1.24 1.31 1.24 1.85 2.43 3.60 – 0.90 0.92 
Cr016 0 28.57 6.5 1.86 1.14 1.15 0.99 1.75 2.16 3.21 – 0.71 0.88 
Cr017 0 29.12 8.7 2.52 1.20 1.02 0.72 1.67 1.92 2.86 – 0.76 0.71 
Cr019 0 28.74 2.7 0.77 1.39 1.43 1.48 1.92 2.55 3.91 – 0.94 0.86 
Cr020 0 28.77 5.6 1.60 1.28 1.22 1.04 1.80 2.42 3.44 – 0.79 0.72 
Cr022 0 28.68 3.3 0.96 1.43 1.40 1.25 1.87 2.55 3.79 – 0.98 0.88 
Cr023 0 28.78 6.7 1.93 1.10 1.12 0.98 1.72 2.23 3.22 – 0.73 0.71 
Cr024 0 28.75 3.6 1.03 1.14 1.30 1.14 1.88 2.55 3.67 – 0.94 0.82 
Cr025 0 28.83 7.1 2.04 1.16 0.99 0.78 1.61 2.01 2.82 – 0.73 0.72 
Cr026 0 28.82 3.4 0.97 1.44 1.37 1.35 1.84 2.54 3.75 – 0.98 0.84 
Cr027 0 28.42 6.9 1.97 0.99 0.96 0.68 1.61 1.83 2.72 – 0.60 0.63 
Cr028 0 28.58 3.3 0.95 1.41 1.35 1.36 1.91 2.14 3.62 – 0.99 0.84 
Cr029 0 28.51 6.7 1.91 1.13 1.00 0.81 1.65 1.88 2.70 – 0.65 0.66 
Cr031 0 28.50 3.4 0.96 1.34 1.42 1.43 1.92 2.38 3.70 – 1.04 0.77 
Cr032 0 28.56 6.9 1.98 0.91 1.03 0.82 1.64 1.83 2.74 – 0.63 0.67 
Cr078 0 28.90 8.4 2.41 1.15 1.04 0.92 1.61 1.86 2.85 – 0.67 0.63 
Cr079 0 29.50 9.8 2.89 0.51 0.91 0.55 1.56 1.56 2.57 – 0.55 0.61 
Cr080 0 29.54 10.4 3.06 1.03 0.85 0.54 1.47 1.48 2.29 – 0.65 0.71 
Cr081 0 29.51 10.1 2.99 0.96 0.78 0.54 1.45 1.30 2.07 – 0.61 0.73 
Cr082 0 29.53 9.9 2.93 1.01 0.77 0.43 1.40 1.37 2.11 – 0.62 0.74 
Cr083 0 29.32 10.2 2.99 1.00 0.79 0.45 1.47 1.47 2.23 – 0.60 0.73 
Cr084 0 29.43 11.4 3.35 0.95 0.92 0.79 1.55 1.74 2.63 – 0.54 0.65 
Cr090 0 29.57 10.7 3.18 0.90 0.99 0.73 1.70 1.74 2.68 – 0.64 0.63 
Cr091 0 29.51 14.3 4.23 0.87 0.80 0.77 1.57 1.05 2.13 – 0.58 0.65 
Cr092 0 29.42 15.9 4.68 1.06 0.77 – – 1.55 2.17 – 0.62 0.59 
Cr093 0 34.41 5.7 1.96 1.07 1.11 0.85 1.73 1.87 3.05 – 0.64 0.56 
Cr094 0 32.10 6.2 1.99 0.99 1.04 0.78 1.68 1.65 2.78 – 0.61 0.64 
Cr095 0 26.43 7.5 1.99 1.07 1.04 0.73 1.69 1.79 2.77 – 0.63 0.71 
Cr096 0 26.47 7.1 1.88 1.17 1.20 1.05 1.86 2.36 3.34 – 0.89 1.04 
Cr097 0 34.47 5.5 1.88 1.28 1.25 1.13 1.84 2.54 3.63 – 0.83 0.77 
Cr098 0 31.41 6.0 1.87 1.21 1.16 1.07 1.77 2.45 3.38 – 0.77 0.75 
Cr099 0 31.83 8.9 2.84 1.03 0.98 0.67 1.66 1.92 2.82 – 0.57 0.60 
Cr100 0 26.46 10.7 2.84 1.16 0.98 0.75 1.61 2.02 2.80 – 0.64 0.73 
Cr101 0 34.39 8.2 2.83 1.13 1.01 0.73 1.66 2.12 2.98 – 0.64 0.56 
Co033 180 26.81 0.0 0.00 1.46 1.59 1.57 2.06 2.32 4.17 – 0.97 0.89 
Co034 180 26.91 0.6 0.17 1.32 1.57 1.61 2.06 2.34 4.09 – 0.92 0.96 
Co035 180 26.94 1.5 0.41 1.20 1.50 1.34 1.99 1.99 3.85 – 0.97 1.02 
Co036 180 26.39 2.5 0.65 1.18 1.40 1.42 1.94 2.31 3.60 – 0.94 0.97 
Co037 180 26.82 2.9 0.77 1.13 1.45 1.21 1.99 2.33 3.71 – 1.02 0.98 
Co038 180 26.86 3.6 0.96 1.10 1.36 1.06 1.94 2.13 3.46 – 1.06 0.99 
Co039 180 26.84 3.8 1.03 1.22 1.31 1.16 1.95 2.14 3.42 – 0.99 0.97 
Co040 180 26.82 3.6 0.97 1.28 1.32 1.21 1.97 2.35 3.51 – 1.10 0.96 
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Case ID 
w  
(°) 
F 
(-) 
wu
(%) 
wu F
(-) 
cX dF  
(-) 
cZ dF  
 (-) 
tX dF  
(-) 
tZ dF
(-) 
rX dF
(-) 
tL dF  
(-) 
wY dF
(-) 
,IC cS
(-) 
,IC rS
(-) 
Co041 180 26.87 3.5 0.95 1.39 1.29 1.07 2.00 2.28 3.44 – 1.00 0.83
Co042 180 26.88 3.6 0.97 1.20 1.29 1.12 1.95 2.27 3.47 – 0.97 0.92
Co043 180 26.93 1.1 0.31 1.42 1.48 1.43 1.96 2.11 3.88 – 0.98 0.93
Co044 180 26.92 3.0 0.80 1.08 1.34 1.17 1.90 1.91 3.34 – 0.99 0.99
Co045 180 26.59 4.8 1.29 1.13 1.11 0.92 1.79 1.84 2.97 – 0.93 0.95
Co047 180 27.13 5.9 1.61 1.05 1.02 0.80 1.73 1.81 2.79 – 0.70 0.70
Co051 180 27.09 7.1 1.92 0.92 0.92 0.83 1.76 1.81 2.59 – 0.62 0.66
Co052 180 27.06 7.4 2.00 1.17 0.97 0.98 1.90 2.07 2.86 – 0.71 0.69
Co053 180 27.08 1.8 0.50 1.24 1.41 1.30 1.93 2.01 3.60 – 0.95 0.91
Co054 180 27.11 2.5 0.67 1.00 1.28 1.15 1.78 1.76 3.14 – 0.83 0.76
Co056 180 26.93 4.3 1.15 0.98 1.11 0.83 1.78 1.72 2.90 – 0.85 0.98
Co059 180 26.93 7.0 1.88 1.00 0.94 0.74 1.68 1.84 2.60 – 0.83 0.78
Co060 180 29.51 5.4 1.60 1.18 1.03 0.94 1.76 2.01 2.89 – 0.92 0.83
Co061 180 29.21 6.6 1.93 1.26 0.95 1.01 1.69 2.13 2.89 – 0.98 0.78
Co062 180 28.80 7.1 2.03 1.21 0.98 1.00 1.84 2.14 2.93 – 0.82 0.68
Co063 180 26.81 7.4 1.98 1.22 0.96 0.96 1.83 2.22 2.93 – 0.81 0.66
Co064 180 26.84 9.0 2.41 1.22 0.92 1.02 1.76 2.29 2.92 – 0.83 0.75
Co065 180 26.74 10.6 2.84 1.09 0.73 0.78 1.63 1.68 2.25 – 0.62 0.63
Co066 180 26.82 11.2 3.01 0.78 0.75 1.07 1.68 1.57 2.23 – 0.60 0.69
Co067 180 26.86 10.9 2.94 0.77 0.66 0.78 1.52 1.46 2.00 – 0.61 0.72
Co068 180 26.78 10.7 2.88 0.87 0.72 0.78 1.65 1.57 2.20 – 0.62 0.74
Co069 180 27.28 11.0 3.00 0.94 0.64 0.69 1.50 1.60 2.06 – 0.66 0.74
Co070 180 27.23 9.3 2.54 1.14 0.84 0.76 1.58 2.16 2.75 – 0.89 0.72
Co071 180 26.84 12.3 3.31 1.24 0.80 0.78 1.68 2.17 2.66 – 0.71 0.69
Co077 180 26.91 11.7 3.14 1.22 0.70 0.79 1.52 1.99 2.45 – 0.74 0.67
Pr102 90 30.20 0.5 0.16 – – – 1.99 – – 1.26 – – 
Pr103 90 30.26 2.1 0.64 – – – 1.88 – – 1.46 – – 
Pr104 90 30.27 3.1 0.94 – – – 1.89 – – 1.74 – – 
Pr105 90 30.26 3.1 0.95 – – – 1.82 – – 1.67 – – 
Pr106 90 30.68 3.1 0.96 – – – 1.80 – – 1.73 – – 
Pr107 90 30.20 1.0 0.30 – – – 2.04 – – 1.24 – – 
Pr108 90 30.23 4.1 1.25 – – – 1.77 – – 1.67 – – 
Pr109 90 30.26 6.2 1.88 – – – 1.66 – – 1.74 – – 
Pr110 90 30.25 6.4 1.92 – – – 1.67 – – 1.74 – – 
Pr111 90 30.25 6.4 1.93 – – – 1.67 – – 1.70 – – 
Pr112 90 30.13 1.6 0.48 – – – 1.97 – – – – – 
Pr113 90 30.18 9.5 2.85 – – – – – – 2.27 – – 
Pr114 90 29.83 0.0 0.00 – – – 2.08 – – 1.12 – – 
Pr115 90 29.94 9.1 2.73 – – – 1.50 – – 2.60 – – 
Pr116 90 29.72 6.1 1.81 – – – 1.62 – – 1.77 – – 
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Appendix 6.II. Trajectory and Dilution Semi-Empirical Formulae 
Table 6.3. Summary of equations describing near-field trajectory length scales and integrated dilution 
for a counter-propagating wave-discharge (ϕw = 0°) scenario. For threshold regressions, range values 
denote the point of intersection of the two curves.  
Property Equation
Centreline Rise Translation, cX  0 0.44wu F   
1.71cX dF   
0.44 4.68wu F   
0.480.78 0.56c wX dF u F
   
RMSE: 13.4% RMSE: 9.1%; R2 Adj.: 0.77 
Centreline Rise Elevation, cZ  0 0.62wu F   
1.54cZ dF   
0.62 4.68wu F   
0.058.43c wZ dF u F   
RMSE: 1.6% RMSE: 7.2%; R2 Adj: 0.89 
Terminal Rise Translation, tX  0 0.42wu F   
1.76tX dF   
0.42 4.68wu F   
0.0317.46 16.18t wX dF u F
   
RMSE: 7.6% RMSE: 12.9%; R2 Adj: 0.86 
Terminal Rise Elevation, tZ  0 0.68wu F   
2 .01tZ dF   
0.68 4.68wu F   
0.161.89t wZ dF u F

RMSE: 2.4% RMSE: 7.5%; R2 Adj.: 0.77 
Return Distance, rX  0 0.45wu F   
2.75rX dF   
0.45 4.68wu F   
0.600.80 3.25r wX dF u F    
RMSE: 9.8% RMSE: 24.0%; R2 Adj.: 0.67 
Trajectory Path Length, tL  0 0.52wu F   
4 .26tL dF   
0.52 4.68wu F   
0.224.27 7.97t wL dF u F    
RMSE: 6.6% RMSE: 24.5%; R2 Adj.: 0.82 
Integrated Dilution at Centreline Rise, ,IC cS  0 0.69wu F   
, 0.037IC cS F   
0.69 4.68wu F   
0.394
, 0.032IC c wS F u F

RMSE: 0.19% RMSE: 0.29%; R2 Adj.: 0.77 
Integrated Dilution at Return Distance, ,IC rS  0 0.95wu F   
, 0.030IC rS F   
0.95 4.68wu F   
0.232
, 0.029IC r wS F u F

RMSE: 0.13% RMSE: 0.39%; R2 Adj.: 0.33 
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Table 6.4. Summary of equations describing near-field trajectory length scales and integrated dilution 
for a co-propagating wave-discharge (ϕw = 180°) scenario. For threshold regressions, range values 
denote the point of intersection of the two curves.   
Property Equation
Centreline Rise Translation, cX  0 3.31wu F   
0.096 1.30c wX dF u F    
RMSE: 13.9%; R2 Adj.: 0.30 
Centreline Rise Elevation, cZ  0 0.44wu F   
1.54cZ dF   
RMSE: 5.5% 
0.44 3.31wu F   
0.391.00 2.26c wZ dF u F    
RMSE: 5.9%; R2 Adj: 0.95 
Terminal Rise Translation, tX  0 0.24wu F   
1.59tX dF   
RMSE: 2.4% 
0.24 3.31wu F   
0.271.09t wX dF u F

RMSE: 10.9%; R2 Adj: 0.73 
Terminal Rise Elevation, tZ  0 0.79wu F   
1 .99tZ dF   
RMSE: 2.4% 
0.79 3.31wu F   
0.151.92t wZ dF u F

RMSE: 7.9%; R2 Adj.: 0.73 
Return Distance, rX  0 3.31wu F   
0.142 2.25r wX dF u F    
RMSE: 22.3%; R2 Adj.: 0.27 
Trajectory Path Length, tL  0 0.17wu F   
4.13tL dF   
RMSE: 5.9% 
0.17 3.31wu F   
0.471.44 4.76t wL dF u F    
RMSE: 20.7%; R2 Adj.: 0.85 
Integrated Dilution at Centreline Rise, ,IC cS  0 1.05wu F   
, 0.036IC cS F   
RMSE: 0.08% 
1.05 3.31wu F   
0.331
, 0.036IC c wS F u F

RMSE: 0.32%; R2 Adj.: 0.70 
Integrated Dilution at Return Distance, ,IC rS  0 0.95wu F   
, 0.035IC rS F   
RMSE: 0.20% 
0.95 3.31wu F   
0.310
, 0.035IC r wS F u F

RMSE: 0.27%; R2 Adj.: 0.54 
Table 6.5. Summary of equations describing near-field trajectory length scales a perpendicular-
propagating wave-discharge (ϕw = 90°) scenario. 
Property Equation
Terminal Rise Elevation, tZ  0 2.73wu F   
0.207 2.05t wZ dF u F    
RMSE: 3.7%; R2 Adj.: 0.95 
Transverse Jet Width, wY  0 2.73wu F   
0.388 1.19w wY dF u F   
RMSE: 17.1%; R2 Adj.: 0.81 
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The coastal settings that typify dense outfall environments are rarely stationary, but are 
hydrodynamically governed by currents, waves, shear and turbulence. Past research shows that 
current and wave forcing can significantly alter, and in some cases impede, the dilution and 
trajectory properties of inclined dense jets, however their in-situ behaviour under dynamic 
coastal settings remained a significant knowledge gap. In this study, the effect of these transport 
processes upon the near and intermediate fields was extensively examined using a combination 
of field, numerical and laboratory investigations. This novel integration of works provide new 
and significant insights into the in-situ behaviour of inclined dense outfalls, with improved 
guidelines and approaches discussed for the design, management and regulation of coastal 
discharges. 
7.1 Summary and Significance of Findings 
The overall aim of this thesis was to extend the understanding of inclined dense jets in dynamic 
coastal environments. Each of the research questions (defined in Chapter 1, Section 1.5) were 
addressed in extensive detail. To initially set context for the response in coastal systems, 
Chapters 2 and 3 provided comprehensive and systematic evaluation of the Gold Coast 
Desalination Plant (GCDP) field experiment. Detailed spatiotemporal and hydrodynamic 
analyses were applied examine the field behaviour of inclined dense jets, where it was 
identified that the discharge performance was intricately linked to the combined interaction of 
waves, currents and velocity shear. Chapter 4 adopted a computational fluid dynamics (CFD) 
approach to extensively characterise the effect of steady current forcing upon trajectory, 
dilution and substrate concentrations for the GCDP multiport diffuser. Finally, in a novel 
quantitative approach the influence of wave forcing upon key flow properties was examined 
through a series of laboratory experiments, with results discussed in Chapter 6. These 
experiments demonstrated that wave-jet transport processes are significant, with consequential 
outcomes for the design of outfall systems. The following sub-sections outline the novel 
contributions and key research findings drawn from each of the field, numerical and laboratory 
investigations. 
7.1.1 Gold Coast Desalination Plant Field Experiment 
For the first time, large-scale continuous in-situ monitoring was applied to a desalination outfall 
in the field. A high-frequency, three-dimensional physicochemical sensor array captured 
spatiotemporal plume dynamics in unprecedented detail over the near- and intermediate fields 
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under a range of plant operating regimes. The experiment was complimented by extensive 
hydrodynamic characterisation of current velocities and waves, while an autonomous 
underwater vehicle (AUV) survey was tested to obtain geospatially rich data transects along 
the diffuser. Using measured salinity change as a proxy to detect the hypersaline outfall, both 
temporal and time-averaged properties were rigorously examined against semi-empirical 
models presented in the literature. In a novel application of principal component analysis 
(PCA), enriched temporal insights into the interaction of current dynamics upon the detected 
outfall signature intensity were resolved. Further, the high-frequency field salinity 
measurements facilitated the first reported application of concentration-duration-frequency 
(CDF) analyses to characterise the spatiotemporal exposure to the discharged effluent. 
Results showed that the receiving coastal environment was dynamic, complex and variable 
over the depth of the water column – vastly differing from the quiescent ambient setting for 
which the diffuser was designed. While ambient hydrodynamics have been shown to influence 
the behaviour of inclined dense jets in laboratory environments, for the first time at field-scale, 
this study demonstrated that trajectory and dilution are distinctly governed by current forcing. 
The lower and upper measured bounds of the return distance corresponded well with the semi-
empirical quiescent-based model of Roberts et al. (1997) and the multiport-crossflow model of 
Abessi and Roberts (2017), respectively; however, the terminal rise elevations were over-
predicted. In the sheared current environment that predominated the discharge site, PCA 
showed that the outfall signature was governed by bottom currents, while the semi-empirical 
impact dilution predictions of Abessi and Roberts (2017) were better approximated when near-
bed velocities were used in favour of depth-averaged conditions. In addition to current forcing, 
field results showed that perpendicular wave forcing significantly alters the transverse jet 
spread, whereby, wave-induced oscillatory velocities were derived to be of the same order of 
magnitude as crossflow velocities. The synergetic and complex interactions of wave and 
current forcing dynamics suggest that the quiescent assumptions commonly used for design of 
these diffuser systems has significant limitations when applied to dynamic coastal 
environments. Inconsistencies between measured and predicted dilutions using existing semi-
empirical approaches indicated that the effects of wave forcing, vertical velocity structure and 
stratification are important. This further highlights that these mechanisms must be included 
into numerical models to improve predictions for dilution performance in the field.  
Conclusions and Recommendations Chapter 7
 
246 
 
7.1.2 Field-Scale Numerical Modelling 
Numerical CFD simulations were conducted in conjunction with the GCDP field study provide 
further insight into the effect of steady current forcing upon the multiport diffuser outfall. To 
the best of the author’s knowledge, this research represents the first systematic investigation of 
an inclined dense multiport outfall at field-scale, and further, the first numerical study to 
consider the response under a non-quiescent environment. Plume trajectory and dilution were 
quantitatively examined to provide holistic assessment of the diffuser under a multitude of 
steady-uniform crossflow regimes. For the first time, the effect of a sheared velocity profile 
was also examined, where measured field velocities were integrated into the model. The high-
resolution, three-dimensional, quasi-steady simulations employed an iterative mesh refinement 
strategy to collectively resolve both near- and far-fields. The novel CFD approach was shown 
to offer significant benefits over existing semi-empirical and integral modelling utilities. In 
particular, the complex diffuser geometry, gravitational detrainment, neighbouring plume 
interactions, bed impact and seafloor slope were accommodated, while enabling significantly 
more detail to be resolved than possible with semi-empirical approaches. 
Plume trajectory length scales, dilution and the intermediate field response to current forcing 
was extensively validated against existing semi-empirical scaling arguments and physical 
experimental data. Simulated outcomes were used to define dimensionless empirical equations 
for terminal rise and impact distance properties for both co- and counter-propagating 
discharges under uniform crossflow. These equations represent the first explicit empirical 
approximations for a discharge subject to a counter-flow. Further, the CFD approach enabled 
the novel derivation of areal salinity intensity over the modelled seafloor, providing a new and 
simplified strategy for plant operators and regulators to gain essential feedback for the potential 
benthic implications under various crossflow conditions. The application potential of this 
approach is significant. When combined with real-time ambient velocity measurements, 
feedback on the expected substrate concentrations over a prescribed mixing zone may be used 
to manage plant operations accordingly, in near-real time. 
Simulations showed distinct variability between jet- and crossflow-dictated regimes with a 
transitionary threshold of ru F  0.8 ( ru  = ambient to jet velocity ratio; F  = jet densimetric 
Froude number), for which discontinuities in trajectory, dilution and areal concentration were 
noted. This transition is dependent upon the downstream migration of the residual density-
induced sublayer and has implications for the application of semi-empirical models to multiport 
diffusers under low-crossflow regimes. As a result, jet-dictated regimes were constrained by 
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sublayer re-entrainment and Coanda interactions, while limitations of the quasi-steady 
Reynolds Averaged Navier-Stokes (RANS) closure scheme in the ability to resolve buoyancy-
induced turbulence were observed. Crossflow governed regimes were in good agreement with 
Abessi and Roberts (2017) where mean deviations of -6.1% for impact distance, -0.3% for 
impact dilution and -12.8% for terminal rise elevation were measured. Impact properties under 
the sheared ambient velocity regimes were conservative when compared to their equivalent 
uniform velocity cases. This is attributed to the lower near-bed velocities, by which the 
sublayer was maintained in the diffuser near-field and was reflected by jet-dominated results. 
This outcome has implications for the traditional practice of assuming a depth-averaged, 
uniform velocity condition, and in accordance with field measurements, either bottom currents 
or velocity shear should be considered. Finally, the spatial plume extent was assessed against 
field measurements to show strong correlation against observed salinity increases. Wave action 
and intermittent turbulent fluctuations in the field are identified to be potential sources of 
variation adjacent to the diffuser, however, overall the plume was replicated with remarkable 
consistency using the CFD approach. The model shows significant potential for future 
application to multiport diffuser outfalls, where the field-scale simulations were resolved with 
relatively low-computational expense and run times of approximately 7 hours. 
7.1.3 Physical Characterisation of Wave-Discharge Response 
A laboratory investigation was conducted to characterise the behaviour of a singular inclined 
dense jets subject to regular waves, where the effect of wave-orientation was considered for 
the first time. A non-invasive light attenuation (LA) technique was used to map high-resolution, 
two-dimensional spatiotemporal measurements of discharge dynamics in the near-field. 
Further, acoustic Doppler velocimetry was uniquely applied to systematically examine key 
trajectory length scales and the dilution response as functions of wave-induced oscillatory 
velocities. The temporal pulsating response of the jet was qualitatively examined, while 
200-second time-averaged concentration measurements were used to characterise the jet 
spread, length scales and dilution response. 
Over 109 experiments, a myriad of intermediate and deep wave-regimes were tested, with 
wave height ranging 1.36 – 6.81 cm and wave period ranging 0.66 – 1.98 seconds, each for a 
constant bed depth of 0.361 m. Non-dimensional analysis was uniquely implemented to derive 
the first dependent parametrisation of inclined dense jet properties under waves, which 
included the novel derivation of the wave-based Froude number, wu F ( wu  = horizontal wave-
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amplitude velocity to jet velocity ratio). The trajectory and integrated dilution data were 
presented in dimensionless form against wu F, where fits to the data were extracted for each 
wave-orientation condition to provide the first semi-empirical formulae to predict inclined 
dense jet properties in a wave environment. The equations were derived for time-averaged 
trajectory length-scales including the locations for centreline rise, terminal rise, return distance 
and the overall trajectory length; while centreline rise and return dilutions were also 
parameterised. An equation defining the expanse of transverse jet width under a perpendicular 
wave-forcing regime was also extracted. 
Similar to the response under steady current forcing, the qualitative analyses showed that 
the inclined dense jet behaviour is distinctively separated into jet- and wave-governed regimes. 
Under low wave forcing conditions ( wu F  ~0.5), the jet behaves similar to the quiescent 
discharge condition. Conversely, for wu F  ~0.5 the orbital wave-forcing conditions result in 
the oscillatory deflection of the jet ascending phase, where highly complex, pulsating, spiral 
flow paths ensued. As a result of the cyclic wave forcing, the arrested flow development, re-
entrainment and emergence of the self-Coanda effect saw significant reductions in both the 
trajectory length scales and dilution (maximum reductions of 52% and 43% for the overall 
trajectory path length and integrated return dilution, respectively). These results have 
implications to the design and operation of dense outfalls in coastal environments, since the 
traditional (but unfounded) perception that wave forcing has a positive effect on dilution is 
contrasted. However, the higher wave-governed transition for dilution properties  
( wu F  1.0) suggests that wave-forcing initially has a slight positive effect on dilution to offset 
the reduced trajectory length (trajectory transition – wu F  0.5) – beyond which the arrested 
flow development and re-entrainment mechanisms govern the jet dilution response. In field 
applications, the thresholds that pertain to the wave-governed regimes are likely to be exceeded 
under ordinary wave conditions, where over the 1-month GCDP field experiment deployment, 
they were exceeded 78% and 48% of the time for trajectory and dilution thresholds, 
respectively. With this outcome it is imperative that the implications of wave forcing in the 
coastal field environment are considered for the management of new and existing outfalls. This 
research has provided, for the first time, systematic data and a new non-dimensional analysis 
technique to support these findings. 
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7.2 Recommendations and Areas for Future Research 
While the fundamental physics of inclined dense jet dynamics in quiescent environments is 
well established, the novel contributions of this research demonstrate that further work is 
needed to improve the understanding of discharge practices in coastal settings. In particular, 
the transient, heterogeneous and dynamic nature of coastal discharge environments induce 
significant complexity for the performance characterisation of inclined dense jets. Key 
outcomes from this work demonstrate the study of inclined dense jets subject to non-stationary 
and unsteady forcing environments is needed to improve the understanding of mixing and 
dilution dynamics at the field scale. This type of investigation is pertinent to the management 
and sustainability of dense outfall practices, while improvements to outfall design based on 
environmental site optimisation may be facilitated. Here, areas for future research are 
identified, while further, recommendations for monitoring strategies and suggested discharge 
practices are also advised. 
7.2.1 Field Monitoring 
The dynamic nature of the coastal field environment revealed that the traditional discrete and 
infrequent profile survey methods are insufficient to categorically examine discharge 
behaviour and regulatory compliance. Rather, continuous sampling strategies are necessary to 
ascertain diffuser performance with relation to coastal forcing timescales. It is acknowledged 
that the 1-month field experiment completed in this study is constrained in its ability to 
comprehensively characterise site processes. Rather, some environments may require long-
term deployments (≥ 1 year) to characterise the response under seasonal, large-scale processes 
through to local-scale mechanisms. In line with regulatory assessment, static, continuous, near-
bed physicochemical monitoring along the edge of the designated mixing zone is advised, with 
middle- and upper-water column control measurements. To facilitate dynamic characterisation 
of the discharge environment, continuous assessment of current speed and waves are also 
required, and have the potential to be applied to provide real-time feedback for the management 
of outfall operations. To resolve geospatial resolutions, frequent, discrete monitoring via AUV 
transect surveys are also recommended. In addition to salinity, temperature and dissolved 
oxygen, concentrations and exposure effects of process additives including coagulants and 
antiscalants should also be considered. Long-term ecological surveys are also essential to 
explicitly examine the effects of plant operations to the endemic benthos. Long-term 
characterisation should consider a CDF-based approach to assess both acute and chronic 
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salinity exposure outcomes for the diffuser. Further, field results showed that the use of salinity 
as a proxy for outfall detection may introduce ambiguities, since background physicochemical 
variations were noted to exceed discharge signatures. To explicitly delineate detected outfall 
signatures, Rhodamine tracer studies (such as those applied by Carvalho et al. (2002) and 
Miller et al. (2016)) are subsequently advised for diffuser performance surveys.  
7.2.2 Numerical Modelling 
With the demonstrated ability to resolve complex flows and diffuser configurations in 
unprecedented spatial detail, CFD models present significant opportunity to advance the 
understanding of inclined dense jet dynamics. Recent work by Zhang et al. (2017) and Jiang et 
al. (2018)  have demonstrated that large eddy simulation (LES) models are promising in their 
application to inclined dense jets, however, they suffer substantial computational expense in 
their present state. The quasi-steady RANS-based approach employed in this study appears to 
perform almost equally well, but with a significantly reduced computational cost. However, 
further work is required to truly replicate the quiescent discharge response. In particular, 
turbulent closure schemes require further development to correctly resolve the gravitational 
instability mechanism. This type of advancement is expected to help facilitate a robust and 
computationally efficient strategy with immediate potential for application in industry. Future 
applications of CFD to transient-based simulations may also consider unsteady crossflow 
dynamics and wave-forcing. Finally, the effect of a closed-lid boundary approach should also 
be examined in more detail to better understand any potential artefacts. 
The application of numerical models is not intended to replace field investigations, but act 
as an informative method to compliment field measurements, and provide extensively more 
detail than attainable with semi-empirical based approaches. Further, the CFD approach has 
significant potential to be extended to complex flow scenarios incompatible with traditional 
modelling practices. At present the CFD-based models are time consuming to set up and may 
thus be unfeasible for application in the preliminary design phase, however they offer an 
invaluable tool for the management of ongoing plant operations and regulatory assessment. 
7.2.3 Characterisation in Non-Stationary and Unsteady Receiving Environments 
The wave-discharge laboratory experiments demonstrated that the effects of oscillatory wave 
forcing may induce significant and deleterious effects to jet dilution outcomes under certain 
conditions in the near-field. Further, the perpendicular wave-discharge regime was identified 
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to present potential implications for multiport diffuser spacing. Future work is advised to 
consider the effects of wave-forcing upon jet-spread, longitudinal properties for the 
perpendicular wave-discharge regime, and the response of multiport discharges. Further, 
transverse jet spread characteristics and point dilution measurements along the longitudinal 
discharge axis are needed to determine forcing implications as functions of the wave-based 
Froude number. Since buoyancy properties were relatively consistent over the laboratory 
experiment, future investigations may consider varying effluent density to examine the Froude-
based scaling hypothesis. 
To resolve the deficiencies in understanding the field environment, the effect of sheared 
currents and coupled wave-current regimes should be systematically examined in both 
numerical and physical investigations. It is acknowledged that such conditions are difficult to 
set up and to characterise due to the multitude of experiment permutations and their complexity. 
However, results presented in this dissertation suggest that such conditions have significant 
effects on trajectory and dilution outcomes. Wave-current conditions may be more effectively 
investigated using a racetrack flume or wave-drag tank apparatus. The two-dimensional LA 
system provided a simple, cost effective means to accurately capture jet dynamics with high 
spatiotemporal resolution. However, the integrated flow perspective inhibited the derivation of 
tangible dilution outcomes in the absence of simultaneous plume width measurements. Future 
experiments should consider the use of laser-induced fluorescence (LIF) systems (such as those 
implemented by Tian and Roberts (2003) and Oliver et al. (2013)), to characterise trajectory 
length scales and dilution, while particle-induced velocimetry (PIV) methods (e.g., Crowe et 
al. (2016) and Jiang et al. (2018)) are advised to assess hydrodynamic transport mechanisms. 
Under unsteady or oscillatory wave-forcing regimes, temporal aliasing must also be 
considered.  
7.3 Framework for Shallow Discharges in Dynamic Coastal Settings 
Traditionally, inclined dense outfalls are designed to establish fully submerged discharge 
regimes. Under quiescent environments, this condition is required to avoid deleterious effects 
to dilution that occur with surface impingement (Jiang et al., 2014; Abessi and Roberts, 2015). 
This criterion is traditionally practiced in industry such that the application of integral and 
semi-empirical models are not compromised. However, the applicability of integral models for 
inclined dense outfalls is fundamentally constrained by their inability to resolve buoyancy 
detrainment processes, multiport interactions and the plume dispersion response at and beyond 
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jet impact. Further, the quiescent condition is highly unlikely to be encountered in coastal 
settings, thereby restricting the potential to optimise discharge designs based on the 
hydrodynamic characteristics of the receiving environment. 
Limited by the validity and application of semi-empirical and integral-based modelling 
approaches, alongside the quiescent design condition, the opportunities to enhance mixing in 
the coastal environments for which these discharges are situated are traditionally underutilised 
(Kwan and Swan, 1996). The exposure to wind-induced Reynolds stresses, Stokes drift, 
increased wave-action and turbulence make the upper water column far more dynamic than the 
lower regions. However, from Bleninger and Jirka (2008), the jet terminal rise elevation is 
usually constrained to 75% of the water column depth. Furthermore, diffusers are typically 
located beyond the offshore break zone. Contrary to the traditional design approach, 
significantly enhanced dilution potential is expected to occur by locating diffusers nearer to 
shore and employing either a surface contact or moderately impinging discharge regime. From 
the results of Abessi and Roberts (2015), relocating the GCDP diffuser from ~18 m to 10 m 
depth would result in negligible dilution consequences for the 100% plant operation regime 
assuming quiescent conditions, while the elevated energy of the coastal zone is projected to 
rapidly disperse the reject stream. 
There is also further scope to examine the dilution outcomes under plume surface contact 
and centreline impinging regimes under dynamic forcing conditions. In particular, a wave-
forcing regime should be considered. Should the enhanced dilution hypothesis be valid, this 
practice could see significant reductions in the capital expense of diffuser systems since tunnel 
boring and pipeline lengths could be subsequently reduced. 
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concurrent increase in the production of dense, hypersaline by-products. To minimize environmental impact to 
benthic biota, these wastes are commonly disposed via submerged diffuser systems in dynamic coastal 
environments. Traditional diffuser design approaches have relied on empirical techniques derived from small-
scale laboratory experiments. This approach has provided a sound basis for preliminary design and regulatory 
approval of these systems. In practice the coastal receiving environment differs from the idealistic laboratory 
environments from which empirical scaling functions were derived. With the recent advances in computational 
power and development of computational fluid dynamics (CFD) approaches, it is now feasible to utilize CFD-
based analysis to examine the dynamics of dense brine plumes under conditions representative of in-situ field 
practices. 
For the first time, this study details a high-resolution three-dimensional laboratory-scale numerical simulation 
of an inclined dense jet diffuser subject to ambient crossflow. The quasi-steady CFD simulations were 
performed using the Reynolds averaged Navier-Stokes equations with a k-ω shear stress transport turbulence 
closure scheme. The study compliments existing laboratory studies by assessing CFD simulation results against 
empirical scaling approaches. Quantitative assessment of diffuser performance with regard to trajectory and 
dilution for an array of dynamic-crossflow based regimes is presented.  
Results show strong agreement with existing small-scale laboratory experiments, with significant potential for 
upscaling to field-scale applications. Simulated dynamic ambient regimes show the influence of crossflow 
upon jet trajectory, dilution and lower boundary concentration is significant. The effect of flow structure and 
the subsequent influence on jet dynamics is discussed. This model poses as an effective strategy for future 
design of brine outfall systems, with strong potential for application in water quality management for both 
plant operators and regulators. 
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1. INTRODUCTION 
With the escalating global need to secure climate resilient water supply, seawater desalination has become 
increasingly adopted in recent decades (Villacorte et al., 2015). This desalting process is most commonly 
undertaken using Seawater Reverse Osmosis (SWRO) technologies. Hypersaline brines are a by-product of 
this process and are typically discharged into oceanic or estuarine systems. Due to the elevated salinity content 
and negligible thermal inputs during the recovery process, SWRO reject streams are characteristically denser 
than their receiving environment. To minimize impacts on benthic marine biota, SWRO brines are disposed 
via submerged, inclined seabed diffuser systems to enhance mixing and dilution of the plume and thus reducing 
potential ecological impacts. A jet inclination of 60° above horizontal is widely used for these discharges based 
on the outcome of past laboratory-scale experiments (e.g. Zeitoun et al., 1970; Abessi and Roberts, 2015). 
The hydrodynamics of inclined dense jets 
are influenced by the interplay of 
momentum and buoyancy. Attributes of 
these flows are conceptualized in Figure 1. 
Effluent with density, ρ0 [M L-3] is 
discharged with velocity, U0 [L T-2] via a 
sharp-edged circular orifice with diameter, 
d [L], into a receiving water body with 
density, ρa [M L-3]. With the high discharge 
velocity, the flow is initially dictated by jet 
momentum. However, due to the elevated 
density of the brine reject stream (ρ0 > ρa), 
buoyancy forces cause the jet to reach a 
terminal height (Zt), before descending to 
the lower seafloor boundary and spreading radially as a density current (Roberts et al., 1997).  
Several experimental studies have examined the behavior of inclined dense jets subject to ambient crossflow. 
Assuming fully turbulent flow and validity of the Boussinesq approximation applies (i.e. (ρ0 - ρa) ≪ ρa), several 
studies (Tong and Stolzenbach, 1979; Roberts and Toms, 1987; Lai and Lee, 2014; Abessi and Roberts, 2017) 
have identified that for a singular discharge port with a fixed inclination angle subject to co-propagating 
current, trajectory (χ) and dilution (S) parameters are given as:  
)( Fuf
F
S,
dF r
=
χ       (1) 
where F [-] is the jet densimetric Froude number (i.e. F = U0 / (g0’  × d)1/2) and g0’  = g × (ρ0 – ρa) / ρa [L T-2] is 
the modified acceleration due to gravity. The term urF [-], is a form of ambient crossflow Froude number, 
which relates the magnitude of ambient current, Ua [L T-1], to jet exit velocity with the ratio ur = Ua / U0 [-]. 
For urF ≪ 1, flow parameters are dictated by jet momentum and buoyancy properties, while for urF > ~0.5 the 
effects of ambient crossflow are deemed significant (Roberts, 2015). 
Traditional design approaches employ empirical scaling arguments that were developed from small-scale 
laboratory studies or integral entrainment methods. While these approaches have provided a sound basis for 
design and regulation of brine diffuser systems, their ability to accommodate complex port geometries, 
stratification of the receiving water body and ambient hydrodynamic processes consistent with field-scale 
dense outfall applications is limited. With the increase of computational power and advancement of 
computational fluid dynamics (CFD) tools, several studies (Oliver, 2008; Seil and Zhang, 2010; Gildeh et al., 
2015; Zhang et al., 2017) have used numerical methods to examine near-field behavior of inclined dense jets 
in quiescent ambient environments. While these studies have demonstrated significant advancements over 
commercial integral entrainment models, no existing numerical CFD studies have examined inclined dense jets 
subject to ambient crossflow. 
In this study, a quasi-steady numerical model using a Reynolds averaged approach to resolve the Navier-Stokes 
equations was used to simulate a 60° inclined dense jet subject to several co-propagating regimes. The objective 
of this research was to evaluate the performance of the near-field model projections against existing laboratory-
based research. Details of the computational methodology are provided along with a quantitative assessment 
of key trajectory and dilution outcomes. 
Figure 1. Side view schematic of an inclined dense jet 
illustrating key jet characteristics. 
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2. MATERIALS AND METHODS 
Simulations were conducted using the open-source CFD utility, OpenFOAM (OpenFOAM, 2013). 
Specifically, the incompressible multiphase solver employed a variant of the twoLiquidMixingFoam solver to 
resolve quasi-steady solutions for the Reynolds Averaged Navier Stokes (RANS) equations using the Finite 
Volume Method (FVM). The twoLiquidMixingFoam solver has been used and validated in many studies (Lai 
et al., 2015; Zhang et al. 2017). A k-ω Shear Stress Transport (SST) turbulence closure scheme for the RANS 
equations was utilized. Consistent with Zhang et al. (2017) simulations used a turbulent Schmidt number of 
0.7. A diffusivity of 1×10-8 m2 s-1 and fluid viscosity of 1×10-6 kg m-1 s-1 were also  used. 
The model geometry is illustrated in Figure 2(A) and was designed to replicate the laboratory setup of Roberts 
et al. (1997). The model domain was 0.91 m wide and 0.61 m deep, while a reduced longitudinal length of 2.40 
m was used. The simulated diffuser port has a diameter, d = 4.29×10-3 m, with a centroid elevation of 25×10-3 
m above the bottom of the domain which was simulated as a smooth boundary. The model domain was 
discretized using a hexahedral mesh with a maximum cell dimension of 15×10-3 m. An adaptive mesh utility 
was used to resolve jet hydrodynamics in the near-field. This was iteratively implemented on the basis of a 
threshold concentration value for which a cell with a local discharge concentration (c) exceeding 3% of the 
initial discharge concentration, C0, (i.e. c/C0 > 0.03) was successively refined. After 3,000 iterations the model 
cell count subsequently increased from ~400,000 cells to over 1,100,000 cells. 
Discharge and ambient densities were ρ0 = 1030 kg m-3 and ρa = 997 kg m-3, respectively. The discharge 
velocity boundary condition was accommodated assuming fully developed turbulent pipe flow. Constituting a 
discharge Froude number of F = 20, a mean velocity across the nozzle inlet of 0U  = 0.75 m s-1 was used to 
define the power-law discharge velocity boundary condition (Figure 2(B)) with a Reynolds number of Re = 
3200. In accordance with Stigler (2014) the mean velocity profile as a function of the nozzle radial distance, r 
[L], is given by: 
n
d
r
nn
U
ru
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2
12111
2
)(




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 +=      (2) 
where n is an empirical constant given by n = 1.03ln(Re) – 3.6 [-]. 
A slip boundary condition was imposed at the top surface, while a Dirichlet condition was set at the model 
outlet. Neumann boundary conditions were set at all other boundary interfaces, with zero velocity conditions 
imposed at the floor and port boundaries.  
Initial approximations for turbulent kinetic energy, k [L2 T-2], and specific dissipation rate, ω [T-1], were 
determined using: 
( )2
2
3 IUk =       (3) 
 
Figure 2. (A) Projection of model domain and general model dimensions. (B) Nozzle exit velocity boundary 
condition and dimensions. 
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where the coefficient of viscosity, Cμ = 0.09 [-], is an empirical constant. The turbulence length scale was 
approximated as ℓ = 0.07L [L], where L [L] is the hydraulic diameter. The nozzle turbulent intensity, I [-] was 
approximated by I0 = 0.16 Re-1/8 = 5.8 %, while an ambient turbulent intensity of Iambient = 5.0 % was defined.  
3. RESULTS AND DISCUSSION 
Five simulations were conducted in this investigation with discharge and ambient transport properties held 
constant across each case, while ambient crossflow scenarios distinguish the different regimes (Table 1). 
Crossflow magnitudes ranging urF = 0.0 – 2.0 were examined, with ambient velocities reaching up to 10.1% 
of mean jet exit velocity ( 0U ). At prototype scale with d = 240 mm, F = 20 and equivalent densimetric 
properties, these crossflow conditions equate to ambient velocities ranging Ua = 0.00 – 0.61 m s-1. To ensure 
quasi-steady simulation and attain adequate mesh refinement to resolve the jet trajectory, simulations were 
carried out for 3,000 iterations. This value was determined by examining the convergence of jet trajectory and 
concentration. 
3.1. General Observations 
Normalized brine concentration distributions for each co-propagating crossflow discharge scenario are 
presented in Figure 3. Unlike the widely applied integral entrainment models that assume self-similar vertical 
Gaussian concentration distributions along the length of the jet trajectory (Roberts, 2015), the CFD method 
used here accounts for gravitationally induced detrainment on the internal region of the jet. Consistent with 
results presented by Abessi and Roberts (2017), this detrainment-induced asymmetry decreases with increasing 
crossflow magnitude. With the introduction of crossflow consistent trends of increasing trajectory elongation 
and dilution properties are observed. 
For the quiescent discharge case (urF = 0.0) the dense sublayer envelopes most of the trajectory, with only the 
vertical terminus of the jet exceeding this residual layer. The presence of the dense sublayer appears to be 
highly sensitive to the presence of crossflow. No residual layer is evident beyond the point of impact for urF > 
0.0. Consistent with Choi et al. (2016) an arrested upstream wedge egression occurs for urF = 0.5 (Figure 3(B)) 
– albeit propagating slightly further upstream than observed by Choi et al. (2016) where for urF = 0.56 the 
wedge was located slightly downstream of the discharge point. Additional agreement with the results of Choi 
et al. (2016) is found for urF > 0.8 where no upstream wedge is present. With the absence of the upstream 
Table 1. Summary of numerical simulation parameters. 
Case 
ID F (-) Ua (m s
-1) 0U  (m s-1) ur (%) urF (-) 
No. Cells 
(Millions) 
Simulation 
Time (Hours) 
QU1 20 0.000 0.746 0.0 0.0 1.18 6.9 
CO1 20 0.019 0.746 2.5 0.5 1.22 9.7 
CO2 20 0.037 0.746 5.0 1.0 1.54 9.6 
CO3 20 0.056 0.746 7.5 1.5 1.59 10.1 
CO4 20 0.075 0.746 10.1 2.0 1.62 10.5 
Figure 3. Normalized concentration distributions. Current propagates from left to right. Logarithmic color 
scale used. (A) – (C) show three-dimensional transects taken through the central plane and lower boundary 
concentration. (D) shows a plan view of the jet with the outer transparent bound of the discharge denoted by 
a concentration of c/C0 = 1%. Concentration contours along the lower boundary are shown. 
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wedge and density-induced sublayer for urF ≥ 1.0 re-entrainment of discharge is avoided, thus facilitating 
further entrainment of fresh ambient fluid. Consistent with Gungor and Roberts (2009), Choi et al. (2016) and 
Meftah et al. (2017) the transition from radial dissipation to bifurcated jet flow (Figure 3(D)) after impacting 
the lower boundary is observed in the intermediate field for urF ≥ 1.0. Meftah et al (2017) shows this flow 
behavior arises due to the presence of counter-rotating vortices induced after impact.  
3.2. Impact Distance 
The impact distance of the jet (Xi) is the horizontal distance from the port to the location where the 
concentration centerline impacts the lower boundary. The non-dimensional impact distance for each simulated 
regime is shown in Figure 4(A). Modelled impact distances show strong correlation with existing laboratory-
based crossflow studies, exhibiting an exponential trend of increasing impact distance with increasing 
crossflow magnitude. Comparison of the quiescent scenario against the experimental study of Roberts et al. 
(1997) and the more recent LES model of Zhang et al. (2017) shows this present model is slightly conservative 
in regards to impact distance. This could be taken as evidence that the quasi-steady RANS based approach is 
limited in its ability to resolve transport dictated by the transient advection processes that govern the 
entrainment upon descent of jet-dictated discharges. For the dynamic ambient regimes, flow behavior becomes 
dictated by crossflow and modelled outcomes fall within the spread of existing laboratory studies. 
3.3. Terminal Rise 
The terminal rise height (Zt) is the elevation above the discharge source to the outer extremity of the jet. This 
distance is determined as the maximum elevation where the local concentration (c) is 10% of the jet centerline 
value at its vertical terminus. The non-dimensional terminal rise for each simulation is presented in Figure 
4(B). For the quiescent scenario this boundary concentration was c = 1.16% while for urF = 2.0, the boundary 
concentration was c = 0.47%. Simulated terminal extremities show overall trends of decreasing terminal 
extremity with increasing crossflow magnitude. Comparison with jet-dominated flows (urF ≤ 0.5) shows the 
model is conservative when compared against data from Roberts and Toms (1987). This may again arise from 
the quasi-steady RANS simulation approach whereby the advective ‘puffs’ that occupy the terminal extremity 
of the jet (Abessi and Roberts, 2014) are not directly accommodated. Despite this, the quiescent model concurs 
with the time-averaged LES models of Zhang et al. (2017). With increasing urF, these ‘puffs’ are increasingly 
dictated by crossflow and subsequently their propagation over the vertical extent of the water column is 
reduced. This is reflected by the increasing degree of confidence observed for crossflow dictated regimes, with 
the model adhering to the spread of experimental data over the simulated crossflow range. 
3.4. Centerline Terminal Rise Dilution 
The centerline terminal rise dilution, Sct, is defined as the minimum dilution recorded at the terminal elevation 
of the jet concentration centerline. The terminal rise dilutions from the quasi-steady RANS predictions are 
shown in Figure 5(A) and demonstrate consistent trends of increasing dilution with increasing crossflow 
magnitude. Predictions are in good agreement with Lai and Lee (2014). For F > 20, a direct fit from data 
extrapolated from Lai and Lee (2014) shows Sct = 0.71urF1/2 while this study yields 0.76urF1/2. However, this 
validation should be considered with discretion as Lai and Lee (2014) examined jet discharging perpendicular 
 
Figure 4. Non-dimensional jet trajectory properties with crossflow: (A) impact distance, Xi, and (B) terminal 
boundary elevation, Zt. Terminal rise heights obtained from Roberts et al. (1997) and Roberts and Toms 
(1987) measured relative to bottom boundary and adjusted to account for port discharge elevation. 
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to crossflow. Conversely, Roberts and Toms (1987) identified a urF1/3 trend for co-propagating crossflow using 
a crude vacuum sampling method. Jet-dictated scenarios (urF < 1.0) are in general agreeance with Roberts and 
Toms (1987), Lai and Lee (2012) and Choi et al. (2016); while dilution slightly exceeds the LES prediction of 
Zhang et al. (2017) under quiescent conditions. 
3.5. Impact Dilution 
The impact dilution is the minimum dilution at the return of the jet trajectory to the lower boundary. This 
parameter is of key interest to the design, regulation and operation of these outfalls with regard to impacts to 
benthic marine communities. Simulated impact dilutions are presented in Figure 5(B). For urF = 0.0, impact 
dilution appears conservative relative to Roberts et al. (1997), although the model is in general agreeance with 
equivalent data extrapolated from Roberts and Toms (1987). Quiescent LES simulations from Zhang et al. 
(2017) achieved a slightly higher dilution upon impact with Si/F = 1.10 compared to Si/F = 0.93 obtained in 
this study. Note that these are significant improvements to existing commercial integral entrainment models 
where Palomar et al. (2012) determined Si/F = 0.62, 0.70 and 0.79 for UM3, JetLag and CORJET respectively. 
Similar to the impact distance, impact dilution exhibits an exponential trend of increasing dilution with 
increasing crossflow magnitude and shows good agreement with similar studies concerning singular discharge 
ports subject to crossflow (Choi et al., 2016; Gungor and Roberts, 2009; Lai, 2009; Roberts and Toms, 1987; 
and Tong and Stolzenbach, 1979).  
4. CONCLUSION 
A laboratory-scale numerical investigation of a singular dense jet with an inclination of θ0 = 60° was conducted 
for various co-propagating crossflow conditions. The simulations used a quasi-steady RANS approach with a 
k-ω SST closure scheme to resolve the flow, whereby trajectory and dilution parameters were evaluated 
quantitatively. This numerical study showed strong correlation with existing laboratory measurements of 
inclined dense jets in crossflow environments. Results demonstrated the potential of CFD as an effective 
predictive tool to design and manage brine outfalls. Based on numerical results and comparisons with existing 
modelling studies and laboratory investigations, the following conclusions can be made: 
• Under quiescent receiving conditions, the model provides significant improvements over existing integral 
entrainment modelling tools including CORMIX, UM3 and JetLag in terms of terminal elevation and 
dilution parameters. 
• While empirical methods are still superior under quiescent conditions, the numerical model presented here 
provides a very promising tool to assess dilution and trajectory properties of these outfalls in dynamic 
ambient environments. CFD methodologies have potential to facilitate the analysis of discharges in 
situations where empirical models are unable to account for variations such as complex port geometries, 
ambient mechanisms (e.g. stratification, velocity shear etc.), seafloor slope and irregular substrate 
geometry. 
• While the LES numerical model of Zhang et al. (2017) yielded slightly improved predictions of both 
impact distance and impact dilution, the quasi-steady RANS approach presented here is much more 
computationally efficient. For 180 seconds of simulated flow on up to 128 cores, real-time computing for 
the LES model required up to 20 days. In contrast, the equivalent quiescent regime presented here was 
solved across 16 cores in ~7 hours. 
 
Figure 5. (A) Minimum dilution at the location of terminal elevation of the concentration centerline. (B) 
Dilution at the jet impact distance. 
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Further numerical studies may wish to consider the development of a turbulent closure scheme to specifically 
resolve mixing and plume behavior inherent with the gravitational instabilities that govern the mixing of the 
jet. More broadly, numerical methods may further be applied to consider counter-propagating crossflow 
regimes and multiport diffuser behavior.  
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