The total cross sections for K+ mesons on carbon and deuterium nuclei have been measured at eleven momenta in the range 450-740 MeV/c. The experimental technique was of the standard transmission type. The K+ meson is the least strongly interacting of available hadronic probes, with a long mean free path in nuclear matter. At low incident momentum the K+K interaction is dominated by the Szz phase shift and varies slowly with energy. These characteristics make the K+ an ideal tool for probing the nuclear volume to reveal nuclear medium effects. Measurements of the ratio of the total cross sections, per nucleon, of K+-C to K+-d have been suggested as a way to reveal effects of the nuclear medium. The total cross section ratios are found to lie significantly above those predicted by the usual nuclear medium corrections. This suggests that novel phenomena are taking place within the nucleus. Several models which incorporate such phenomena are discussed, including nucleon swelling, " mass rescaling, nuclear pions, and relativistic efFects. PACS number(s): 25.80.Nv, 12.40.Aa, 13.75.Jz 
I. INTRODUCTION
The K+ meson is unique among hadronic probes of the nucleus. Unlike other hadronic probes, the K+ has a long mean free path in nuclear matter (5 -7 fm) and is therefore capable of probing the interior of dense nuclei [1] . This may be regarded as a result of the quark content of the K+, which cannot annihilate with valence quarks of a nucleon. There is a consequent lack of strangenessexchange channels in the K+N interaction and no resonant behavior below 1 GeV/c. Isospin-averaged K+N amplitudes are determined mostly by the Sqq phase shift at momenta below 800 MeV/c [2 -4] , and as a result, the K+-nucleus interaction is highly elastic and dominated by single scattering. Therefore optical model calculations [5 -7] of K+-nucleus scattering should be very reliable. These calculations rely on accurate evaluation of effects of the nuclear medium on the K+N interaction within nuclei, and possible effects on the nucleon itself. The internal structure of the nucleon is governed by the underlying quark dynamics which could, in principle, be sensitive to the nuclear environment.
Given that low energy K+-nucleus scattering is theoretically fairly simple, it is of interest to test the optical model calculations of Siegel et al. [6] of K+ elastic scattering for C and Ca against the only available scattering data, that of Marlow et al. at 800 MeV/c [8] .
However, the elastic scattering data of Marlow et aL contain an 1870 normalization uncertainty, which renders the comparison inconclusive.
In principle, a comparison with total cross sections can be more reliable than differential cross section comparisons if, as is usually the case, the total cross sections can be experimentally determined to a reasonably high precision. Furthermore a comparison of total cross sections of different nuclei, with differing nucleon densities, might reveal medium effects. Such a comparison was originally suggested by Siegel, Kaufmann, and Gibbs [7] . Their suggestions strongly motivated the present experi- [9] . These data from 720 to 940 MeV/c show ratios near unity, and considerably exceed the predictions of Ref. [7] . Since the overall effect of "conventional" nuclear corrections is to lower this ratio, Siegel et al. were led to consider "unconventional" efFects.
A strong analogy can be made here to the structure function studies of deep inelastic lepton scattering, or the so-called "EMC" effect [10] . In these studies a comparison of the structure functions of muon scattering from iron and deuterium leads to the conclusions that the nuclear environment may well lead to quark deconfinement.
The analogous suggestion advanced by Siegel et cles. The total rate of particles incident on the transmission array was thus maintained at or below 2 x 10s/sec.
The lead was observed to scatter some beam particles back into the target; this effect will be discussed below. In the 1990 run, the lead collimators were omitted to check the in-scattering effect. The beam halo was instead suppressed by the insertion of a massive iron wall upstream in the large gap after the last quadrupole.
A series of high-rate drift chambers provided information on the incident and scattered beam. These drift chambers were used during beam-tuning phases of the experiment for on-line beam tuning, and to define beam phase space characteristics for the calculation of various corrections to be described below. They were also crucial in identifying events in which kaons were in-scattered from the lead collimators.
The targets consisted of solid graphite and deuterated polyethylene (CDz) disks [16) . The thicknesses of the disks were chosen such that the energy loss of kaons through each disk would be nearly the same for carbon and for CDz. The target radius was [17] .
III. DATA TREATMENT
The general techniques for the treatment of charged particle cross section data have been detailed in the literature [18, 19] . Each of the detectors in the transmission array determines a partial cross section for a target given Typically (2 -3) x107 events were analyzed per target at each momentum, resulting in a statistical precision in the cross sections of (0.5 -1.0)%.
In order to obtain the so-called "Coulomb-free" total cross section, the partial cross sections were corrected for the Coulomb interaction based on the prescription by Kaufmann and Gibbs [19] . This is done by subtracting integrated Coulomb elastic (c) and Coulomb-nuclear interference (cn) contributions from the measured cross sections. An additional correction was applied for the nuclear elastic (n) cross section within the angular range subtended by the transmission counters. The corrected partial cross section, which was eventually extrapolated to zero scattering angle, is given by [19] . The finite geometry of the beam was accounted for with Monte Carlo simulations of the scattering process, which were incorporated into the integrated cross sections.
The introduction of a model into the calculations results in a model-dependent total cross section. However, if the range of solid angles is sufFiciently beyond the point where the interference cross section oscillates rapidly, then the model dependence is negligible. Kaufmann and Gibbs [19] have shown that by measuring partial cross sections within the solid angle range 50 -500 msr, the extrapolation procedure can be expected to yield a nearly model-independent total cross section. The extrapolation procedure consists of a generalized least-squares fit to the corrected partial cross sections [20] . In this procedure, since the partial cross sections are highly correlated, y is given by where D is a vector containing the differences between the fitted and observed partial cross sections, D" is its transpose, and V is the symmetric covariance matrix which expresses the correlations between the various partial cross sections, given by V~~--(6o~) = V~i, where (ho&)2 is the variance of cd and j )i. The best fit was then determined by varying the coefFicients of a second-order polynomial in solid angle until a minimum of the reduced y2 was established. The total cross section is then the value of the best-fit polynomial at zero scattering angle. An example of the results of the extrapolations described above is given in Fig. 3, at One potentially serious problem was studied in detail with the drift chambers employed in the present experiment. This problem is associated with the in-scattering of particles from the lead collimation used to limit the beam halo incident on the target. Because the beam defined by the DISC radiator was wider than the collimator opening between the second and third drift chamber packages, shown in Fig. 1 The use of only the first drift chamber pair to determine the projection of the incident kaon path onto the target plane produces the dashed line. This line falls out of the target-scintillator defining area and is thus rejected.
(PID) system, and might have an effect on the cross section which is difficult to quantify. The events originating from the lead collimators were readily identifiable in the small subset of kaon events, typically about 2.5%, which were tracked by the chambers and recorded on magnetic tape.
Such an event is shown schematically in Fig. 4 . Chamber hits are shown in the three x-coordinate chambers upstream of the target and in the three chambers downstream. To avoid the need for detailed knowledge of the tracking efficiency with particle direction and type in the rear chambers, the identification of a lead scattered event was derived solely from extrapolation of the track recorded in the upstream chamber pair as shown in the figure. The fraction of such in-scattered events was determined to range from as high as 7.2%, at 453 MeV/c, to as little as 1.5%, at 676 MeV/c. The cross sections for the unscattered fraction were compared to cross sections derived from all events and the differences were found to be consistent with zero, within the statistical precision of the event sample. To confirm the conclusion that lead inscattering does not appreciably alter the measured cross section, a separate set of experiments was performed during the May 1990 AGS running cycle. For this set no lead collimation existed; the momentum recombined LESB-II beam, C8, was used. All other relevant experimental conditions were identical. Table III contains the results of that check. Assuming a smooth variation of cross section with energy to allow interpolation, the derived cross sections from this check run can be compared to the "contaminated" earlier set. A comparison of these results shows no difference within the statistical accuracy. We have, however, increased the systematic error component in the uncertainties reported for cross sections measured with the lead collimation to reflect the precision of this comparison.
A test of the extrapolation, the correction for in-flight kaon decays and other systematic errors was accomplished at 641 MeV/c by altering the target to detector distance from 45 to 60 cm, thus significantly altering the range of scattering angles subtended by the transmission array. The agreement between the two sets of data was well within the statistical errors. A similar check was done by altering the DISC position, with similar results.
IV. RESULTS
The results for the carbon and deuterium total cross sections are indicated in Table III. A comparison is made between previous carbon total cross section measurements of Bugg et aL [9] and the results of this experiment in Fig. 5 . For deuterium, K+-d total cross sections from this experiment are compared to several previous experiments in Fig. 6 .
This experiment was designed to minimize systematic errors. In order to accomplish this, solid C and CDz targets of similar geometry were used to obtain the deuterium cross section, at the expense of somewhat less Table III , the systematic errors in the deuterium cross section and Rz were comparable to the statistical uncertainties, whereas the accuracy of the C and CDz measurement was dominated by systematic errors.
The major systematic errors in the total cross sections were due to the sizable decay and Coulomb corrections.
These errors were caused, in part, by the uncertainty in knowledge of the absolute momentum of the beam. The combined systematic error in the total cross section due to the uncertainties in the decay and Coulomb corrections was largest at the lowest momentum, but was everywhere less than 2.5%%uo.
The systematic error due to the extrapolation procedure is due to the fitting function used, which in turn is related to the unknown angular dependence of the inelastic cross section. In the work of Kaufmann and Gibbs [19] Figs. 5 and 6 , the total cross sections from the present experiment are compared to earlier results of Bugg [9] and Carroll [21] . For carbon there is only a limited overlap with the previous data of Bugg. However, considering the size of the errors, the experiments are consistent. The present deuterium data are compared to the previous results of Carroll [21] and Bugg [9] in Fig. 6 . Shown also in this figure is a calculation [23] of the deuterium cross section based on the phase shifts of Martin [2] . The agreement of our data with this calculation lends support to the validity of the ratio calculations of Siegel, Kaufmann, and Gibbs, which are based on these phase shifts. There are larger discrepancies among the older data sets of Bowen, Cook, and Giacomelli [22] , which are not shown in the figure. Those Fig. 7 is taken from the work of Siegel, Kaufmann, and Gibbs [7] , and represents their assessment of the theoretical uncertainties. The [7] , based on free-space K+N amplitudes.
These data thus show a clear discrepancy with the "conventional" nuclear calculations, and reinforce the notion that some medium effect (which can be loosely termed nucleon swelling in the Siegel, Kaufmann, and Gibbs formulation) is present. The disagreement between our results and conventional nuclear physics calculations is about 10% near 800 MeV/c but appears to decrease with decreasing momentum.
As emphasized in the introductory paragraphs, this discrepancy may require "unconventional mechanisms. "
Siegel et al. [7] proposed A density-dependent decrease in the vector meson masses directly translates into equivalent "swelling" of the nucleon within the nucleus [13] . The predictions of these calculations, shown in Fig. 8 Additional cross section studies for sLi, zsSi, and 4oCa are underway in a continuation of this study, so that systems with lower and higher nuclear densities than carbon can be examined with this technique. Other experiments, proposed at BNL, will examine K+ elastic scattering and quasielastic scattering from a broad range of nuclei. These experiments will complement the current spectrum of K+ scattering data and will hopefully contribute to our understanding of the complex phenomena which take place within the atomic nucleus.
