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Rational integrability of trigonometric
polynomial potentials on the flat torus
Thierry Combot
Abstract. We consider a lattice L ⊂ Rn and a trigonometric potential V with frequencies
k ∈ L. We then prove a strong integrability condition on V , using the support of its Fourrier
transform. We then use this condition to prove that a real trigonometric polynomial potential
is integrable if and only if it separates up to rotation of the coordinates. Removing the real
condition, we also make a classification of integrable potentials in dimension 2 and 3, and
recover several integrable cases. These potentials after a complex variable change become
real, and correspond to generalized Toda integrable potentials. Moreover, along the proof,
some of them with high degree first integrals are explicitly integrated.
Keywords. Trigonometric polynomials, Differential Galois theory, Integrability, Toda lattice.
AMS classification. 37J30.
1 Integrability of potentials on a flat torus
In this article, we consider trigonometric polynomial potentials
V (q) =
∑
k∈L∗
ake
ik.q
with L ⊂ Rn a n-dimensional lattice and ak ∈ C with finitely many non zero ak.
Remark that the coefficient a0 is assumed to be 0 as a potential is defined up to addition
of a constant. This defines a multiperiodic function V , with periods the lattice 2piL.
Thus after quotient, the function V can be seen as a function on Tn = Rn/(2piL). The
function V has a Fourier transform
ˆV : L 7→ C, ˆV (k) = ak
This type of potential is for the torus the equivalent of polynomial potentials on Rn.
The periodicity condition simply requires to replace monomials in q by periodic func-
tions, and the exponentials are the simplest ones. As for polynomial potentials on Rn,
the coefficients ak need not to be real, nor the values of V . In all generality, the poten-
tial V has thus complex values, and as a trigonometric polynomial can be extended on
the complex domain Cn/(2piL). Still, two interesting real cases appear.
• The case of V with real values on Tn can be written using complex conjugacy
condition V = V , giving the condition on the coefficients a¯k = a−k. We will
then say that V is a real trigonometric polynomial potential.
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• The case with all coefficients ak real leads to a potential V with real values on
iRn/(2piL). After multiplying by i the coordinates, we then obtain a real function
V (q) =
∑
k∈L
ake
k.q
which generalize Toda type potentials [17, 15, 10, 6, 12, 5]. This potential is still
multiperiodic, but with purely imaginary periods in the lattice 2ipiL.
A potential V is associated to a Hamiltonian system with Hamiltonian
H =
1
2
n∑
i=1
p2i + V (q)
This defines a Hamiltonian system with n degrees of freedom, for which a good defi-
nition of integrability exists.
Definition 1. A Hamiltonian H with n degrees of freedom is called Liouville inte-
grable if there exists n functions F1 = H, . . . , Fn which pairwise Poisson commute
and are functionally independent.
An important point in the search of first integrals, and even more in non integrability
proofs is to precise the class of functions in which the first integrals are searched. Let
us note ω1, . . . , ωn a basis of the lattice L. The Hamiltonian is a rational function in
(pj, exp iωj .q)j=1...n. The set of such rational functions
K = C
(
p1, . . . , pn, e
iω1.q, . . . , eiωn.q
)
is a differential field (a field which is stable by the derivations ∂pi , ∂q1 ), and thus is a
reasonable class for searching first integrals. Thus in the following, we will always
search for first integrals in K, and prove non integrability for first integrals in K. We
will obtain the following main result in section 2.
Theorem 1. Let V be a Liouville integrable trigonometric polynomial potential on Tn.
Let us note C the convex hull of the support S of ˆV , and v1, . . . , vp its summits. Then
• The set S is included in ⋃pi=1 R+.vi.
• If vi, vj belong to the same edge, the angle v̂ivj ∈
{
0, pi2 ,
2pi
3 ,
3pi
4 ,
5pi
6 , pi
}
.
• If vi, vj belong to the same edge and v̂ivj = 2pi3 ,
3pi
4 ,
5pi
6 then ‖vi‖/‖vj‖= 1, 2±1/2,
3±1/2 respectively.
• If vi, vj belong to the same edge and v̂ivj ∈ { 2pi3 , 5pi6 } then
S ∩ R+.vi = {vi}, S ∩ R+.vj = {vj}.
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• If vi, vj belong to the same edge, v̂ivj = 3pi4 and ‖vi‖/‖vj‖=
√
2 then
S ∩ R+.vi ⊂ {vi, vi/2}, S ∩ R+.vj = {vj}.
Theorem 1 implies that the support of the Fourier transform of an integrable po-
tential cannot be large, as it should be included in finitely many semi-straight lines
with specific (and quite large) angle between them. These conditions are very similar
to [12, 11], which hold in the case of polynomial first integrals, whereas Theorem 1
holds for rational first integrals. A similar result in given in [1] assuming algebraic
integrability (and so rational first integrals), but in the case where S has n + 1 inde-
pendent elements. This would imply here that in particular, S only has points in its
convex envelope, and thus the statements of Theorem 1 about the interior of C are not
covered. Theorem 1 will allow us to prove the following two corollaries
Corollary 1. A real trigonometric polynomial potential V is Liouville integrable if and
only if up to rotation of the coordinates, it can be written V (q) =
∑n
i=1 Vi(qi) (called
a separable potential).
Related results exist when the trigonometric polynomial condition is dropped but
with additional conditions on the degree of first integrals [2, 7, 14, 8]. This corollary
also proves in the case of trigonometric polynomial potential the conjecture that any
additional irreducible first integral of an integrable case have a degree in momenta
at most 2, which is related to a conjecture of Kozlov [13]. For complex potentials
V , much more integrable cases are possible. We make a classification of them in
dimension 2, 3.
Corollary 2. A Liouville integrable trigonometric polynomial potential in dimension
2 or 3 belongs to one of the following cases
• The separable potentials.
• In dimension 2, up to rotation/dilatation/symmetry of the coordinates
V (q1, q2) =ae
2iq1 + be−iq1+i
√
3q2 + ce−iq1−i
√
3q2
V (q1, q2) =ae
2iq1 + be2iq2 + ce−2iq1−2iq2 + de−iq1−iq2
V (q1, q2) =ae
2iq1 + beiq1 + ce2iq2 + deiq2 + ee−iq1−iq2
V (q1, q2) =ae
2iq1 + be2i
√
3q2 + ce−iq1−i
√
3q2
V (q1, q2) =ae
2i
√
3q1 + be2iq2 + ce−i
√
3q1−3iq2
with a, b, c ∈ C.
• In dimension 3, partially separable potentials, i.e. up to rotation of the coordinates
which can be written V (q) = V1(q1, q2) + V3(q3) with V1 integrable.
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• In dimension 3, up to rotation/dilatation/symmetry of the coordinates
V (q1, q2, q3) =ae
iq1+iq2 + be−iq2+iq3 + ce−iq2−iq3 + de−iq1+iq2
V (q1, q2, q3) =ae
2iq1 + be−iq1+iq2 + ce−iq2−iq3 + de−iq2+iq3 + eeiq1
V (q1, q2, q3) =ae
2iq1 + be−iq1+iq2 + ce−iq2+iq3 + de−2iq3 + eeiq1 + fe−iq3
with a, b, c, d, e, f ∈ C.
These non separable potentials are integrable but with high degree first integrals
(degree more than 2 and up to 6 in pi). Most of cases in dimension 2 were already
found by Hietarinta [9] and the third in [5]. The first non partially separable case
in dimension 3 is related to an integrable Toda potential [17], the other ones could
be recovered through building convenient Dynkin diagrams following [12], with the
third case found in Ranada [16]. Remark that none of the non separable integrable
potential are real, as the condition a¯k = a−k would imply V = 0. However if the
coefficients a, b, c, d are chosen real, multiplying all the coordinates by i produce real
valued potential, which is a finite sum of real exponentials. In the computation, the
potential
V (q1, q2) = ae
6iq1 + be4iq1 + ce2iq1 + de2i
√
3q1 + ee−3iq1−
√
3iq2 (1.1)
although proved to be non integrable, distinguished itself by passing all integrabil-
ity tests of Theorem 1 except condition 4, and the perturbation analysis in section 2.6
made appear it more regular than the others. This suggests that it could admit a first in-
tegral not rational but with simple ramification structure, as a Darbouxian first integral.
The corollaries are proven analysing all the possible configurations of the semi-
straight lines generated by the vi’s. In Corollary 1, the real assumption implies that the
support of the Fourier transform of V is invariant by central symmetry, and thus so is
C and the summits vi. This allows to tremendously reduce the possibilities, allowing
to complete the proof in any dimension, see section 3. In corollary 2, all possible
configurations have to be analysed. This comes down to study polygonal tessellations
of the sphere with particular edge length, and then reduces to a combinatorial problem.
The number of possible combinations seems to grow exponentially with the dimension,
and this is why we do not to look in dimension higher than 3, although this could be
done in principle. This analysis is done in section 4. Once the possible sets of vi’s are
found, to conclude the proof of Corollary 2, we finally have to exhibit the first integrals
of the resulting potentials, which is done in section 5.
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2 Integrability conditions
2.1 Translation limits
Let us first remark that the integrability status of a potential V is invariant under some
transformations: rotation, dilatation, translation, symmetry, multiplication of V by a
constant (which corresponds to a time change). This implies in particular that given an
integrable potential, we can compute a whole family of potentials with several param-
eters. The integrable potentials are thus commonly classified up to these transforma-
tions. However, here we want to use these transformations to define limit potentials
Definition 2. Let V be a trigonometric polynomial potential, and v ∈ Rn∗ a non zero
vector. The limit of the potential V along the vector v is defined the first non zero term
of the series V (q − i lnαv) at α =∞.
Proposition 1. Let V be a trigonometric polynomial potential, v ∈ Rn∗ a non zero
vector, Pα the normal plane to v with αv ∈ Pα and
α0 = max
α∈R
{α, Pα ∩ S(V ) 6= ∅}.
Then
Vv =
∑
k∈L∗∩Pα0
ake
ik.q
Proof. Let us write down
V (q − i lnαv) =
∑
k∈L∗
ake
ik.(q−i lnαv)
=
∑
k∈L∗
akα
k.veik.q
So the dominant terms in the series are those with maximal αk.v with ak 6= 0. The
support S(V ) is exactly the set of non zero ak. The planePα contains all vectors k such
that k.v equal to a specific value. And the α0 has been chosen such that Pα0 ∩ S(V )
is non empty, with α0 as large as possible. Thus Pα0 ∩ S(V ) exactly contains the k
maximizing the scalar product k.v and non empty. This gives us the Proposition.
Proposition 2. If V is integrable, then so is Vv.
Proof. Let us note ej = exp(iωj.q), j = 1 . . . n where ω1, . . . , ωn is a basis of L.
Now the Hamiltonian is a rational function in pj, ej . The transformation
ϕα : q → q − i lnαv
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acts on the ej by
ej → αωj .vej
The limit potential Vv is the weight homogeneous part of maximal degree of V (ϕα(q)).
Let us note m the total homogeneity degree of Vv. The Hamiltonian
1
2
n∑
i=1
p2i + Vv(q)
is simply the weight homogeneous part of maximal degree ofH(αm/2p, ϕα(q)), which
is rational in pi, ei.
Let us now consider the additional independent commuting first integrals of V , not-
ing themF2, . . . , Fn, and noting F1 = H . These functions belong toK by assumption,
and so are rational in pi, ei. Let us note F 0j the weight homogeneous part of maximal
degree of Fj(αm/2p, ϕα(q)). These are rational in pi, ei. As the F 0j are also the first
non zero term in the series expansion of Fj(αm/2p, ϕα(q)) at α = ∞, we still have
{F 0i , F 0j } = 0, ∀i, j. However the independence property is no longer guaranteed.
We now use the Ziglin Lemma [20]. If F 01 , . . . , F 0j−1 are functionally independent,
then there exists a polynomial in F1, . . . , Fj such that its weight homogeneous part of
maximal degree is independent with F 01 , . . . , F 0j−1. This Lemma can be applied recur-
sively on the first integrals F1, . . . , Fn, ensuring us to obtain F 01 . . . , F 0n commuting
first integrals with F 01 =
1
2
n∑
i=1
p2i + Vv(q) and functionally independent. This implies
integrability of Vv.
The Proposition 2 will be useful for us in the opposite way. We will try to prove that
a limit Vv for a suitable v is not integrable, thus proving that V is not integrable. From
now on, we will note S(V ) the support of the Fourrier transform ˆV of V , and C(V ) its
convex hull.
Using these limit processes, we can build many integrable limit potential from one
integrable potential. The convex set C(V ) is always a polyhedron in Rn, as it is the
convex hull of a finite subset of L. By choosing well the vector v, we can produce a
limit potential Vv containing exactly the terms ak with k belonging to a summit, an
edge, a face or a p-th dimensional face. We will now study integrability of these limit
potentials.
2.2 Angular conditions between summits
Let us begin the the following Lemma
Lemma 1. Let us consider an integrable trigonometric polynomial potential V , with
Hamiltonian H and some function J ∈ K. Let us consider a generic orbit Γ. If the
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equation {I,H} = J admits a solution in K, then∫
J(Γ(t))dt ∈ K|Γ
where K|Γ the differential field of functions in K restricted on Γ.
Proof. If I is in K, then evaluating it on Γ gives I(Γ(t)) ∈ K|Γ if Γ is not in the pole
set Σ of I . This is generically the case, as this pole set is a codimension 1 algebraic
set in (pj, exp(ωj.q))j=1...n. So now on Γ, the equation {I,H} = J becomes ˙I = J ,
which gives us the Lemma.
Remark that the problematic orbits Γ are the poles of I . These are either the poles
of J (such a case could be seen immediately when computing J(Γ(t))), or the poles
of I which are not a poles of J . This is possible, but only in the case the pole is an
invariant set of codimension 1, i.e. I has a Darboux function in its denominator.
Lemma 2. The only integrable potentials of the form
V = eiq1
∑
j finite
aje
ijq2
are up to symmetry q2 → −q2
V = aei(q1+kq2) + bei(q1−1/kq2) V = aei(q1+
√
3q2) + bei(q1−
√
3q2)
V = aei(q1+3q2) + bei(q1−2q2) V = aei(q1+3
√
3q2) + bei(q1−
5
3
√
3q2)
Let us remark that the angle between the two frequencies of the integrable cases are
respectively pi/2, 2pi/3, 3pi/4, 5pi/6.
Proof. Let us first remark that if the sum contains only one term, the Lemma is trivially
satisfied, so we exclude this case from now on. Let us note k = maxj∈Z{j, aj 6= 0},
and s = maxj∈Z, j<k{j, aj 6= 0}. Let us remark moreover that we can assume
k 6= 0 by doing the symmetry q2 → −q2. We now use the transformation ϕα :
q → q − i lnα(0, 1, 0 . . . , 0). The weight homogeneous part of maximal degree of
V (ϕα(q)) is now ˜V = exp(iq1 + ikq2).
The potential ˜V admits the first integrals H0, kp1 − p2, p3, . . . , pn where
H0 =
1
2
n∑
j=1
p2j + e
iq1+ikq2 .
All the rational first integrals of ˜V in K are rational combinations of these ones. We
now consider the next term in the series expansion in α of V (ϕα(q)), which gives
H(α(k+1)/2p, ϕα(q)) = α
k
1
2
n∑
j=1
p2j + e
iq1+ikq2
+ aαseiq1+isq2 + o(αs)
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As the Hamiltonian H is integrable, there exist a function I ∈ K such that
{I(α(k+1)/2p, ϕα(q)),H(α(k+1)/2p, ϕα(q))} = 0 ∀α ∈ C (2.1)
Looking at the first term in the series expansion at α =∞ of this expression, we have
{I0,H0} = 0 where I0 is the weight homogeneous part of maximal degree of I . So
I0 is a first integral of ˜V . As the Hamiltonian H is invariant by translation in qj, j =
3 . . . n, we can assume up to algebraic combination between I and H, (pj)j=3...n that
I does not depend on (qj, pj)j=3...n. The I0 is a first integral of H0, and using Ziglin
Lemma, we can assume that I0,H0 are functionally independent. Recalling that I0 has
to be a function of kp1 − p2,H0, up to algebraic transformations, we can assume that
I0 = kp1 − p2.
Let us now look at the second term of series of (2.1). We have
{I0, aeiq1+isq2}+ {H0, I1} = 0
where I1 is the next term in the series expansion of I(α(k+1)/2p, ϕα(q)) at α = ∞.
This equation is of the type of Lemma 1. The only unknown is I1 ∈ K.
To apply Lemma 1, we first need to integrate the potential ˜V , as we need a generic
solution. The variables qj , pj , j = 3 . . . n can be forgotten as the do not appear either
in H nor I . Let us note
Mλ,µ =
{
1
2
(p21 + p
2
2) + e
iq1+ikq2 =
k2µ2 + λ2
2(k2 + 1)
, kp1 − p2 = µk
}
This manifold is an invariant manifold. This manifold contains a generic orbit Γ for a
generic λ, µ as k ∈ R∗. We now introduce the variables
e1 = e
iq1 , e2 = e
i k
2+1
k
q2
We now parametrize the manifold Mλ,µ by p1, e2
e1 = −k
4µ2 − 2k4µp1 + k4p21 − 2k2µp1 + 2k2p21 − λ2 + p21
2e
k2
1+k2
2 (k
2 + 1)
, p2 = kp1 − kµ.
On the manifold, there are two commuting vector fields, which lead to two rational
closed 1-forms whose integral f1, f2 are such that
LXH0 f1 = 0, LXI0f1 = 1, LXH0 f2 = 1, LXI0f2 = 0
Computing this forms and integrating them leads to
f1 = − ik
k2 + 1
ln e2+
(λ− µ)ik
λ(k2 + 1)
ln((p1−µ)k2−λ+p1)+(λ+ µ)ik
λ(k2 + 1)
ln((p1−µ)k2+λ+p1)
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f2 =
i
λ
ln((p1 − µ)k2 − λ+ p1)− i
λ
ln((p1 − µ)k2 + λ+ p1)
From this, we obtain the expression in time of a solution in Mλ,µ
e2 =
4eitλ+iµtλ2
(eitλ − 1)2 , p1 =
eitλk2µ− k2µ+ eitλλ+ λ
eitλk2 − k2 + eitλ − 1
Remark that if λ/µ /∈ Q this solution is generic as almost all other solutions (so except
the solutions in the singular sets of f1, f2) can be obtained by multiplying eiλt, eiµt by
two non zero constants which is the Galois group action on this solution.
Let us now evaluate
{H0, I1} = {aeiq1+isq2 , kp1 − p2}
on such a solution. The righthandside evaluated on Γ gives
a˜
(
eit(λ+µ)
(eitλ − 1)2
)ks+1
k2+1
e−iµt (2.2)
with a˜ an always non zero constant multiple of a. We now try to integrate this expres-
sion in K|Γ , which is here
C
( eit(λ+µ)
(eitλ − 1)2
)ks+1
k2+1
, eiλt, eiµt
 .
In the general case, this can be written with a hypergeometric function in eiλt, eiµt.
This hypergeometric function becomes rational if and only if
ks+ 1
k2 + 1
∈ −1
2
N. (2.3)
And it appears that in this case, the integral is indeed in K|Γ . We thus obtain
s = −k
2n+ n+ 2
2k
, n ∈ N
Now we remark that the angle between (1, k) and (1, s) is always larger than pi/2.
Applying our condition after making the symmetry q2 → −q2 (remark that the case
k = 0 or s = 0 is now forbidden by our condition), we obtain that if V has 3 terms
or more, then the angular separation between the extreme frequency vectors should
be larger than pi. This is impossible as they all are on the line (1, y), y ∈ R. So V
has exactly 2 terms. Applying our integrability condition simultaneously on V and
V (q1,−q2) gives
ks+ 1
k2 + 1
= −n
2
,
ks+ 1
s2 + 1
= −m
2
, n,m ∈ N
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We find that if this system admits a solution with k ∈ R then nm < 4. We then find
all the solutions
(k,−1/k), (
√
3,−
√
3), (3,−2), (3
√
3,−53
√
3)
The integrability condition (2.3) is exactly the one given in [12], but now only
assuming rational first integrals. Remark that a key argument in the proof is that
exp(iq1 + ikq2) is not superintegrable. Typically we have to consider the angular
momenta, and so many other first integrals exist outside those in p only. However,
here we have to recall that the field K consist only of L-multiperiodic functions in
q and rational in p. The angular momenta are piqj − pjqi and none of their com-
binations (which has to be rational as the result has to be rational in p) produces a
L-multiperiodic function in q.
Remark also that the genericness of Γ is important. In the function (2.2), if the value
µ = 0 is chosen, then for s = −1/k, the function (2.2) becomes a constant, and so
its integral a˜t is not in K|Γ . This seems to be related to the fact the perturbed system
admits a first integral, but of higher degree in p.
2.3 Integration in exponential fields
In the next proofs, we will need to compute integrals of exponential functions, more
precisely, of functions of the form
f(t) =
m∏
j=1
eiλjβjtP (eiλ1t, . . . , eiλmt)
n∏
j=1
Qj(e
iλ1t, . . . , eiλmt)αj
with P ∈ C[X1, . . . ,Xm], Qj ∈ C[X1, . . . ,Xm] distinct unitary irreducible polyno-
mials not monomial, αj ∈ C \ N, βj ∈ C and λ1, . . . , λm non resonant (i.e. there are
no non zero integer relations between the λj). Thanks to the non resonance condition,
the function f(t) can be uniquely written as a m variable function of the form
˜f(X1, . . . ,Xm) =
m∏
j=1
X
βj
j P (X1, . . . ,Xm)
n∏
j=1
Qj(X1, . . . ,Xm)
αj
evaluated on (eiλ1t, . . . , eiλmt). A weighted degree defined on C[X1, . . . ,Xm] can be
extended to a function of the form of ˜f by
deg ˜f =
m∑
j=1
βj degXj + degP +
n∑
j=1
αj degQj .
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Lemma 3. If the function
f(t) =
m∏
j=1
X
βj
j P (e
iλ1t, . . . , eiλmt)
n∏
j=1
Qj(e
iλ1t, . . . , eiλmt)αj
admits an integral in C
(
f(t), eiλ1t, . . . , eiλmt
)
, then
• We can write∫
f(t)dt =
m∏
j=1
eiλjβjtG(eiλ1t, . . . , eiλmt)
n∏
j=1
Qj(e
iλ1t, . . . , eiλmt)αj+1 (2.4)
with G ∈ C[X1, . . . ,Xm, 1/X1, . . . , 1/Xm].
• αj 6= −1∀j = 1 . . . n.
• For any integer weighted degree (respectively valuation) such that deg ˜f /∈ Z
(respectively val ˜f /∈ Z), we have respectively
degG = degP −
n∑
j=1
degQj valG = valP −
n∑
j=1
valQj
Proof. Let us first remark that the derivation in t for f corresponds to the derivation
D =
∑m
j=1 λXj∂Xj for ˜f . This derivation D only admits as Darboux polynomials
the monomials. If f admits an integral in C(f(t), eiλ1t, . . . , eiλmt), then we have a
m-variable function g˜ such that Dg˜ = ˜f . The poles and ramifications loci of g˜ outside
the coordinates planes Xj = 0 are thus the poles/ramification loci of ˜f with one order
higher. If all the αj , βj are integers, then f(t) ∈ C(eiλ1t, . . . , eiλmt), and so equation
(2.4) is automatically satisfied. If at least one αj , βj is not an integer, then the Galois
group acts multiplicatively on ˜f , and then also on g˜. This implies we can write
g˜ =
m∏
j=1
X
βj
j G(X1, . . . ,Xm)
n∏
j=1
Qj(X1, . . . ,Xm)
αj+1 (2.5)
with G ∈ C[X1, . . . ,Xm, 1/X1, . . . , 1/Xm]. This gives the first property of the
Lemma. As the Qj are poles/ramifications points of g˜, αj +1 /∈ N, and thus αj 6= −1,
giving the second property.
Let us now prove the degree/valuation condition on G. Let us first remark that if
deg g˜ 6= 0, then deg g˜ = degDg˜ (if the dominant term is a constant, the derivation
vanishes it and the degree decreases). Due to the first proposition of the Lemma, we
already know that the degree of g˜ and ˜f differ by an integer and thus if deg ˜f /∈ Z, we
have deg g˜ 6= 0 and thus deg g˜ = degDg˜ = deg ˜f . Removing the degrees of the Qj
and Xj factors, we obtain
degG = degP −
n∑
j=1
degQj .
The same reasoning holds for a weighted valuation.
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Remark that the condition deg ˜f /∈ Z cannot be satisfied if ˜f is rational. This
implies that the last criterion can only be effective if at least one of the αj , βj is not an
integer. The Lemma can be turn into an effective integration algorithm if this condition
is satisfied for sufficiently many valuations and degrees, and so allowing to bound the
monomial support of G. If the non integer degree condition does not hold, additional
zero degree terms can appear in the integral, and so a larger linear system need to be
solved, as in the following ∫
2e2t
(e2t + 1)2
dt = − 1
e2t + 1
We have ˜f = 2X2/(X2 + 1)2 with valuation 2 and degree −2. However, the result
is of valuation 0 and degree −2. And just by adding a zero degree term 1, we obtain
X2/(X2 + 1) which has valuation 2 and degree 0. So only after adding a zero degree
term (which can depend on the degree/valuation chosen), the third proposition of the
Lemma can be satisfied.
2.4 Support of Vˆ
Lemma 4. Let V be an integrable trigonometric polynomial potential, and v a summit
of C(V ). Then
S(V ) ∩ {k ∈ L, k.v > 0} ⊂ R+.v
Proof. Let us first remark that using Lemma 2, all the other summit with an edge going
to v should have an angular separation of at least pi/2. This implies in particular that
the half space {k ∈ Rn, k.v > 0} contains no other summit of C(V ). Let us now make
a rotation/dilatation/multiplication by a non zero constant to put v at (1, 0, . . . , 0) and
the corresponding coefficient to 1. Let us note
γ = max{s,∃(l2, . . . , ln) not all zero such that (s, l2, . . . , ln) ∈ S(V )}.
We have γ < 1. If γ ≤ 0, then the Lemma is proved. So we can assume γ ∈]0, 1[. We
now apply ϕα. The dominant term of the Hamiltonian is
H0 =
1
2
n∑
j=1
p2j + e
iq1
This Hamiltonian admits the first integrals p21/2 + eiq1 , p2, . . . , pn and all the other
ones in K are rational combinations of these. Let us now note I2, . . . , In commuting
independent first integrals of H , and I2,0, . . . , In,0 their dominant term after the trans-
formation with ϕα. Using Ziglin Lemma and then algebraic transformations, we can
assume that Ij,0 = pj, j = 2, . . . , n. We now make an expansion of H(α1/2p, ϕα(q))
up to order γ at α =∞, giving
α
2
n∑
j=1
p2j + αe
iq1 +αr1s1e
ir1q1 + · · ·+ αrpspeirpq1 + eiγq1
m∑
j=1
aje
δj .(q2,...,qn) + o(αγ)
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with sj 6= 0, rj strictly decreasing sequence in ]γ, 1[, aj 6= 0 and δj ∈ Rn−1. Let us
note H1 the last sum part (the one of order γ). If we stop at order rp, the Hamiltonian
has still p2, . . . , pn as first integrals. We can thus also assume that the first integrals
I2, . . . , In are equal to p2, . . . , pn up to order rp. Noting I2,1, . . . , In,1 the term of order
γ in I2, . . . , In, we have
{H0, Il,1}+ {H1, pl} = 0
We now want to apply Lemma 1. A generic solution of H0 can be written
eIq1 =
2λ2
cos(tλ)2
, p21/2 + eiq1 = 2λ2, (pj = cj, qj = cjt)j=2...n
where c ∈ Rn−1 an arbitrary vector and λ ∈ C∗. Now on this solution, the functions
we have to integrate with respect to time are(
8λ2e2iλt
(e2iλt + 1)2
)γ m∑
j=1
ajδj,le
δj .ct l = 2 . . . n
We now use Lemma 1. The field K|Γ is
C(cos(tλ)−2r1 , . . . , cos(tλ)−2rp , cos(tλ)−2γ, (eδj .ct)j=1...m).
To integrate the function, we use Lemma 3. As c can be chosen arbitrary, we can
assume λ, (δj.c)j=1...m non resonant. A necessary condition is 2γ 6= 1 except if the
whole sum is zero. The integral is searched under the form
e2iλγt(e2iλt + 1)−2γ+1G(eiλt, (eδj .ct)j=1...m)
We now compute the degree and valuation in eiλt of the integrand, giving respectively
−2γ, 2γ. As these are not integers, the third proposition of Lemma 3 applies, and
gives that the degree and valuation of G should be −2, 0, which is impossible. Thus
the whole sum is 0.
So we have
m∑
j=1
ajδj,le
δj .ct = 0, l = 2 . . . n
and as the δj.c are non resonant, this implies that
ajδj,l = 0, ∀j, l
So aj = 0 except if δj,l = 0, l = 2 . . . n. So only the zero frequency vector is allowed.
But then H1 reduces to a constant times eiγq1 . This is impossible due to the definition
of γ.
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2.5 Complete rational integrability
In the next section, we will have to explicitly integrate the following 3 Hamiltonian
systems with high degree first integrals
H1 =
1
2
(p21 + p
2
2) + e
i(q1+
√
3q2) + ei(q1−
√
3q2)
I1 = p
3
2 − 3p2p21 + 3
√
3
(
ei(q1−
√
3q2) − ei(q1+
√
3q2)
)
p1 + 3
(
ei(q1+
√
3q2) + ei(q1−
√
3q2)
)
p2
H2 =
1
2
(p21 + p
2
2) + e
iq1 + ei(q2−q1)
I2 = p
2
1p
2
2 + 2p22eiq1 − 2p1p2ei(q2−q1) + 2eiq2 + e2i(q2−q1)
H3 =
1
2
(p21 + p
2
2) + e
2i
√
3q1 + e−i
√
3q1−iq2
I3 = −p61 + 6p22p41 − 9p42p21 − 6(e2i
√
3q1 + e−i
√
3q1−iq2)p41 + 6
√
3e−i
√
3q1−iq2p2p
3
1+(
24e2i
√
3q1 + 18e−i
√
3q1−iq2
)
p22p
2
1 − 18
√
3e−i
√
3q1−iq2p32p1 − 18e2i
√
3q1p42+
6
√
3
(
3e−2i(
√
3q1+q2) + 2ei
√
3q1−iq2
)
p2p1 − 3
(
3e−2i(
√
3q1+q2) + 8ei
√
3q1−iq2 + 4e4i
√
3q1
)
p21
+
(
−27e−2i(
√
3q1+q2 + 36ei
√
3q1−iq2 + 24e4i
√
3q1
)
p22 − 8e6i
√
3q1 − 24e3i
√
3q1−iq2
The technique of separation of variable cannot be applied, however their Liouville tori
have very good algebraic property, suggesting the following definition.
Definition 3. An integrable rational Hamiltonian H(p, q), (p, q) ∈ C2n with com-
muting first integrals I1 = H, . . . , In ∈ C(p, q) is said to be completely rationally
integrable if on a generic Liouville tori M = {I1 = j1, . . . , In = jn}, there exists a
birational transformation which maps M to Pn and the commuting Hamiltonian fields
J∇Ii to linear commuting fields on Pn.
This notion of integrability is different of algebraic complete integrability, where
the Liouville tori are Abelian varieties, but not necessary rational [19]. Remark that a
generic solution of a completely rationally integrable system can be written just using
at most n exponential functions of the time. The coefficients in these exponentials
are the periods of the corresponding Liouville tori, and due to the fact they can be
found be a residue computation, they are algebraic functions of the first integral levels.
Resonance of a Liouville tori corresponds to the case when the number of necessary
exponential functions is not maximal, for example if there is a resonance between the
frequencies of the exponential functions, and super-integrability when this resonance
is generic.
Remark also that the birational transformation is not unique. We can first reduce
the linear vector fields on Pn by diagonalization. Now we can arbitrary scale the axes
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(which corresponds to the action of the vector field on the Liouville tori), but also
consider the maps
φ(x1, . . . , xn) =
(
n∏
i=1
x
aij
i
)
j=1...n
(aij)i,j=1...n ∈ GLn(Z)
These maps are birational, and conserve the axes and the linearity of the vector field.
However, they change the frequencies, and correspond to automorphisms of the Li-
ouville tori. This implies that the frequencies of the exponentials are not themselves
intrinsic to the Hamiltonian system but only their generated lattice.
In terms of action angle coordinates, the coordinates system given by the birational
transformation are the exponentials of 2ipiθi where θi are the angle coordinates. Thus
the Arnold Liouville Theorem gives that if the real part of M is compact, its image is
the product of unit circles of Pn, which is indeed a torus.
To check if our 3 Hamiltonians are completely rationally integrable, we first need
to represent them as rational functions. So we note e1, e2 the two exponentials in the
Hamiltonians. The Hamiltonians Hi are rational in p, e, and so are the first integrals
and commuting Hamiltonian field J∇Ii. We will now perform the following integra-
tion procedure to determine if the Hi are indeed completely rationally integrable.
• The manifold H = h, I = j is a 2-dimensional algebraic manifold depending on
parameters h, j (the level of the first integrals). We need to rationally parametrize
this manifold, as it should be birationally equivalent to P2 [18]. Now rational
functions on H = h, I = j can be represented as elements of ˜K = C(h, j)(u, v).
• We compute the Hamiltonian vector fields associated to Hi, Ii expressing them
in u, v, giving two vector fields in dimension 2 with coefficients in ˜K.
• We solve the partial differential equation systems
LXHi f1 = 0, LXIi f1 = 1, LXHi f2 = 1, LXIi f2 = 0
We have to integrate a closed 1-form with coefficients in ˜K. This can be done by
absolute factorization and Hermite decomposition [3, 4].
• The solutions p(t), e(t) have to be rational functions in at most 2 exponential
functions in time (as there should exist a birational transformation mapping the
Hamiltonian fields to linear ones), and so are the u(t), v(t). This implies that the
system f1 = c1, f2 = t+c2 can be inverted using at most 2 exponential functions
in time. So the f1, f2 have to be sums of only logs, and the Q vector space of the
residues has to be of dimension ≤ 2.
Proposition 3. The 3 Hamiltonians H1,H2,H3 are completely rationally integrable.
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Proof. Case H1. We parametrize the invariant manifolds by
Mλ,µ =
{
H1 =
1
6(λ
2 − λµ+ µ2), I1 =
√
3
18 (λ− 2µ)(2λ− µ)(λ+ µ)
}
For λ, µ ∈ C we can recover the entire phase space with such manifolds. This manifold
can simply be rationally parametrized by p1, p2 giving
e1 = −
(
√
3p2 + 2λ− µ+ 3p1)(
√
3p2 − λ + 2µ+ 3p1)(
√
3p2 − λ− µ + 3p1)
108p1
e2 =
(
√
3p2 − λ + 2µ− 3p1)(
√
3p2 − λ − µ− 3p1)(
√
3p2 + 2λ− µ− 3p1)
108p1
(2.6)
where e1 = exp(i(q1 +
√
3q2)), e2 = exp(i(q1−
√
3q2)). Now we compute the vector
fields on Mλ,µ and solve the PDEs for f1, f2. They can be expressed as a sum of
logs, and we observe that there are only 2 different residues for f1, f2. So after linear
transformation and then exponentiation, the system f1 = c1, f2 = t + c2 becomes an
algebraic system in p1, p2 and eiλt, eiµt. For c1 = c2 = 0, this gives
p2 =
2x(y − 1)2λ3 + µ(y − 1)(x2 − 3xy + 3x− y)λ2 − µ2(x− 1)(3xy − y2 + x− 3y)λ + 2µ3y(x− 1)2
2
√
3((y − 1)λ− µ(x− 1))(x(y − 1)λ− µy(x− 1))
p1 =
(y − 1)(x− 1)(x− y)(λ− µ)λµ
2(µ(x− 1)− (y − 1)λ)(x(y − 1)λ− µy(x− 1))
(2.7)
where x = exp(iλt), y = exp(iµt). The Galois action on the exponentials generates
the other solutions in Mλ,µ. The expression of e1, e2 can then be obtained by substi-
tution in (2.6). The birational transformation of the definition φλ,µ : P2 7→ Mλ,µ is
simply the expression of p1, p2, e1, e2 in function of x, y, which is birational by con-
struction.
Case H2. We parametrize the invariant manifolds by
Mλ,µ =
{
H2 =
1
2
(λ2 + µ2), I2 = λ
2µ2
}
This manifold can be rationally parametrized by two variables (u, v)
e2 =
(u2 − λ2 + µ2 + 2µu− v)(λ2 − µ2 + 2µu− u2 + v)(λ2 − 2λu− µ2 + u2 − v)(λ2 + 2λu− µ2 + u2 − v)
16u2v2
p1 =
λ4 − 2λ2µ2 − 2λ2u2 + µ4 − 2µ2u2 + u4 + 4u2v − v2
4uv
p2 = −
λ4 − 2λ2µ2 − 2λ2u2 + µ4 − 2µ2u2 + u4 − v2
4uv
e1 = −
(u+ λ + µ)(λ+ µ− u)(λ− µ− u)(λ− µ + u)
2v
(2.8)
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where e1 = exp(iq1), e2 = exp(i(q2 − q1)). Now we compute the vector fields
on Mλ,µ and solve the PDEs for f1, f2. We have again only 2 different residues, so
after linear transformation and then exponentiation, the system f1 = c1, f2 = t + c2
becomes an algebraic system in u, v and eiλt, eiµt. For c1 = c2 = 0, this gives
v =
4(µ− λ)(λ+ µ)(λy − µx− λ + µ)(λxy − λx− µx+ µ)(λxy − µxy − λx + µy)(−µxy + λy + µy − λ)
(λ2xy2 − µ2x2y − 2λ2xy + 2µ2xy + λ2x− µ2y)(λxy − µxy − λx + λy − µx + µy − λ + µ)2
u =
(λ− µ)(λ+ µ)(y − 1)(x− 1)
λxy − µxy − λx + λy − µx + µy − λ + µ
(2.9)
where x = exp(iλt), y = exp(iµt). The Galois action on the exponentials generates
the other solutions in Mλ,µ. The expression of p1, p2, e1, e2 can then be obtained by
substitution in (2.8). The birational transformation of the definition is simply the ex-
pression of p1, p2, e1, e2 in function of x, y.
Case H3. We parametrize the invariant manifolds by
Mλ,µ =
{
H3 =
1
6(λ
2 + λµ+ µ2), I3 = − 1108(λ− µ)
2(2µ+ λ)2(µ+ 2λ)2
}
This manifold can be rationally parametrized by two variables (u, v)
p1 =
u6 − (18λ3v3 + 27λ2µv3 − 27λµ2v3 − 18µ3v3 + 3λ2v2 + 3λµv2 + 3µ2v2 + 3)u4 −Q(v)u2 − P (v)3
4
√
3uv(u4 + (8λ3v3 + 12λ2µv3 − 12λµ2v3 − 8µ3v3 − 6λ2v2 − 6λµv2 − 6µ2v2 − 2)u2 + P (v))
e1 =
u2v(µ− λ)(2µ+ λ)(µ+ 2λ)((2λv + µv + 1)2 − u2)((λv + 2µv − 1)2 − u2)((λv − µv − 1)2 − u2)
3(u4 + (8λ3v3 + 12λ2µv3 − 12λµ2v3 − 8µ3v3 − 6λ2v2 − 6λµv2 − 6µ2v2 − 2)u2 + P (v)2)2
e2 = −
u2
72v2
− 4λ
3v3 + 6λ2µv3 − 6λµ2v3 − 4µ3v3 − 3λ2v2 − 3λµv2 − 3µ2v2 − 1
36v2
− P (v)
2
72v2u2
p2 =
u
12v
− P (v)
12uv
(2.10)
with
P (v) = (λv + 2µv − 1)(2λv + µv + 1)(λv − µv − 1)
Q(v) = P (v)(14λ3v3 + 21λ2µv3 − 21λµ2v3 − 14µ3v3 − 3λ2v2 − 3λµv2 − 3µ2v2 − 3)
where e1 = exp(2i
√
3q1), e2 = exp(−i
√
3q1 − iq2). As before, we compute the
functions f1, f2 and then solve the system f1 = c1, f2 = t+ c2, which becomes alge-
braic in u, v after linear transformation and exponentiation. We obtain an expression
of u, v ∈ C(eiλt, eiµt)
u =
3(x− 1)(y − 1)(xy − 1)(λ + µ)λµ
2λ3x(y − 1)2 − 2y(x− 1)2µ3 − λ(x− 1)(xy2 + 3xy − 3y − 1)µ2 + λ2(y − 1)(x2y + 3xy − 3x− 1)µ
v =
2((1− x)µ+ λx(y − 1))(λ(y − 1)− y(x− 1)µ)
2λ3x(y − 1)2 − 2y(x− 1)2µ3 − λ(x− 1)(xy2 + 3xy − 3y − 1)µ2 + λ2(y − 1)(x2y + 3xy − 3x− 1)µ
(2.11)
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where x = exp(iλt), y = exp(iµt). The Galois action on the exponentials generates
the other solutions in Mλ,µ. The expression of p1, p2, e1, e2 can then be obtained by
substitution in (2.10). The birational transformation of the definition is simply the
expression of p1, p2, e1, e2 in function of x, y.
Remark that the common level of first integrals Mλ,µ is not chosen randomly. In-
deed, when we compute the functions f1, f2, we have to integrate a closed 1-form
with rational coefficients (using the rational parametrization of the Liouville tori),
and coefficient field extensions could appear. In practice, we first use arbitrary lev-
els H = h, I = j, compute the 1-forms and perform an absolute factorization of the
denominator. This defines an algebraic field extension L over Q(h, j), which we man-
age to rationally parametrize, i.e. L ≃ Q(λ, µ) where h, j are rational in λ, µ. After
computation, it appeared that these λ, µ can be chosen as frequencies for the Liouville
tori, simplifying the computations.
2.6 The angles 2pi/3, 3pi/4, 5pi/6
Lemma 5. Let V be an integrable trigonometric polynomial potential with v1, v2 two
summits of a same edge of C(V ), with ‖v1‖≥ ‖v2‖.
• If their angular separation is 2pi/3, 5pi/6, then
S(V ) ∩ R+.vi = {vi}, i = 1, 2
• If their angular separation is 3pi/4, then
S(V ) ∩ R+.v1 ⊂ {v1, v1/2}, S(V ) ∩ R+.v2 = {v2}
The potential corresponding to the edge v1, v2 has to be one the potentials of Lemma
2 up to rotation/dilatation. Remarking moreover that the constants a, b cannot be 0 (as
v1, v2 ∈ S(v)), we can assume after rotation dilatation that the summits v1, v2 are
((1,
√
3), (1,−
√
3)), ((−1, 1), (1, 0)), ((2
√
3, 0), (−
√
3,−1))
for respectively the angles 2pi/3, 3pi/4, 5pi/6. Remark moreover that using Lemma 4,
we know that in the half spaces
{k ∈ L, k.v1 > 0}, {k ∈ L, k.v2 > 0}
all the frequencies belong to the plane v1, v2 and this will allow us to forget the vari-
ables p3, q3, . . . , pn, qn, reducing the analysis to two degrees of freedom. Now up to
translation in q1, q2, as we know the coefficients associated to v1, v2 are not zero, we
can assume these coefficients equal 1. This gives the 3 Hamiltonians H1,H2,H3 of
the previous section.
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Proof. Let us begin by the first Hamiltonian H1. Noting e1 = exp(iq1+i
√
3q2), e2 =
exp(iq1−i
√
3q2), the HamiltonianH1 and the first integral I1 are rational in p1, p2, e1, e2.
Now using Lemma 2, we know that for our potential V , we have
V (ϕα(q1, q2)) = α(e1 + e2) + α
γ(aeγ1 + be
γ
2 ) + o(α
γ)
where ϕα is the translation by−i(1/
√
3, 0) lnα, γ ∈]0, 1[, a, b ∈ C. We need to prove
that a = b = 0 is a necessary condition for integrability. This is again a perturbation
of the Hamiltonian H1, and so we want to use Lemma 1. So we use the expressions of
the solutions (2.6), (2.7). If λ/µ /∈ Q, the Galois action on this solution generates all
the other solutions in Mλ,µ, ensuring that this solution is generic. We now compute
{aeγ1 + beγ2 , I1} and evaluate on this generic solution. Up to multiplication by a non
zero constant, the coefficients in a, b are
(λy − µx− λ + µ)−2γ−1xγyγ (λxy − µxy − λx + µy)γ−1×
(x(y − 1)2λ4 − µ(y − 1)(3xy − x + y)λ3+
µ2(2x2y + 2xy2 + 2x2 − 6xy + 2y2 − x− y)λ2 − µ3(x− 1)(3xy + x− y)λ + µ4y(x− 1)2)
(λy − µx− λ + µ)−2γ−1(λxy − µxy − λx + µy)γ−1×
(x(y − 1)2λ4 + µx(y − 1)(x− y + 3)λ3−
µ2(x2y + xy2 − 2x2 + 6xy − 2y2 − 2x− 2y)λ2 − µ3y(x− 1)(x− y − 3)λ+ µ4y(x− 1)2)
where x = exp iλt, y = exp iµt. As γ is not an integer, these two terms are in-
dependent over C(x, y), and so we can try to compute an integral for each of them
separately. For the first term, we compute the valuation in x, y, and the total degree,
giving respectively γ, γ, 2γ. These are not integers, so Lemma 3 applies, and we find
that the valuation in x, y and total degree of G should be 0, 0, 0, which implies that G
should be a constant. However trying G constant does not lead to an integral. For the
second term, we compute the degree in x, y, and total valuation, giving respectively
−γ,−γ, γ. Lemma 3 applies, and we find that the degree in x, y and total valuation
of G should be 0, 0, 0, which implies that G should be a constant. However trying
G constant does not lead to an integral. Thus a necessary and sufficient condition for
integrability is a = b = 0. This gives case 1 of the Lemma.
For the second Hamiltonian H2, the solutions are (2.8), (2.9). We now compute
{aeγ1 + beγ2 , I2} and evaluate on this generic solution. Up to multiplication by a non
zero constant, the coefficients in a, b are
(µ2x2y − λ2xy2 + 2λ2xy − 2µ2xy − λ2x + µ2y)γ−1(λxy − µxy − λx + λy − µx + µy − λ + µ)−2γ−1
×(λxy − µxy + λx − λy + µx− µy − λ + µ)(µx2y − λxy2 + λx− µy)
(µ2x2y − λ2xy2 + 2λ2xy − 2µ2xy − λ2x + µ2y)−2γ−1(λxy − µxy − λx + λy − µx+ µy − λ + µ)2γ−1xγyγ
×(x(y + 1)(y − 1)2(x + 1)λ4 − 2µx(y − 1)(y + 1)2(x− 1)λ3+
µ2(y + 1)(x+ 1)(x2y + xy2 − 4xy + x + y)λ2 − 2µ3y(x− 1)(x+ 1)2(y − 1)λ + µ4y(x + 1)(x− 1)2(y + 1))
where x = exp iλt, y = exp iµt. As γ is not an integer, these two terms are in-
dependent over C(x, y), and so we can try to compute an integral for each of them
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separately. For the first term, the degree and valuation in x, y are all integers. So let us
introduce the weighted degrees
deg1(xiyj) = i+ j, deg2(xiyj) = i− j
and corresponding valuations val1, val2. We then obtain for valuation/degree 1 : [γ,−γ],
and for 2 : [γ,−γ]. Now we find that the valuations/degrees of function G should be
zero, implying that G is constant. After differentiation, we find a constant G cannot
give the integral.
For the second term, we compute the valuation/degree in x : [γ,−γ] and in y :
[γ,−γ]. These are not integers, so Lemma 3 applies. If γ 6= 1/2, we find that the
valuation/degree in x of G should be 0, 0, and in y 0, 0. This implies that G should be
a constant, but G constant does not lead to an integral. If γ = 1/2, one of the factors
becomes polynomial, and so the formulas for the valuation/degree of G changes. The
term integrates, giving up to a constant factor
J =
(λxy − µxy + λx− λy + µx− µy − λ+ µ)√xy
µ2x2y − λ2xy2 + 2λ2xy − 2µ2xy − λ2x+ µ2y
The condition of Lemma 1 is fulfilled, so higher order perturbation analysis is neces-
sary. We write
V (ϕα(q1, q2)) = α(e1 + e2) + α
1/2(ce
1/2
2 ) + α
γ(aeγ1 + be
γ
2 ) + o(α
γ)
with γ ∈]0, 1/2[. We now compute in series at α =∞
{αH2 + α1/2(ce1/22 ) + αγ(aeγ1 + beγ2 ), I2 + α−1/2J + αγ−1F}
The two first terms cancels, giving
αγ{aeγ1 + beγ2 , I2}+ αγ{H2, F}+ o(αγ).
Remark that the next term with J can never mix with this one as it is of order α0, and
we assumed γ > 0. For integrability, this term has to be zero, so we can now use
Lemma 1. We evaluate {aeγ1 + beγ2 , I2} on the orbit (2.8), (2.9), and want to perform
an integration in time staying in the same field. This is the same term as before, but
now the condition γ ∈]0, 1/2[ ensure that the case γ = 1/2 can no longer occur, and
thus the previous reasoning applies, giving that the integral cannot be in the same field
as the integrand. This gives case 2 of the Lemma.
For the third Hamiltonian H3, the solutions are (2.10), (2.11). We now compute
{aeγ1 + beγ2 , I2} and evaluate on this generic solution. Noting x = exp iλt, y =
exp iµt, we obtain two large expressions for the coefficients in a, b functions of x, y
respectively of the form
xγyγP1(x, y)
3γ−1Q1(x, y)−2γ−1R1(x, y), P2(x, y)γ−1Q2(x, y)−2γ−1R2(x, y)
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where Pi, Qi, Ri are polynomial and Pi, Qi irreducible non monomial. Moreover they
are independent over C(x, y), so we can try to integrate them separately. For the
coefficient of b, we use the weighted degrees
deg1(xiyj) = i+ j, deg2(xiyj) = i− 2j
and corresponding valuations. The degrees and valuations of the coefficient are ±γ,
so Lemma 3 applies. We find that the valuations and degrees of G should be 0. This
implies that G is a constant. After differentiation, we find a constant G cannot give the
integral.
For the coefficient of a, the valuation/degree in x is [γ,−γ], in y is [γ,−γ], so
Lemma 3 applies. When γ 6= 1/3, 2/3, the valuation/degree in x and y of G should
be [0, 0] and [0, 0]. Test of a constant G does not give the integral. When γ ∈
{1/3, 2/3}, the term P1(x, y)3γ−1 becomes polynomial and thus the formula for the
valuation/degree of G changes. For γ = 1/3 we find for G [0, 2], [0, 2], and for
γ = 2/3 [0, 4], [0, 4]. These two special cases are tested using linear algebra, and
we find no solution.
The case H3 with γ = 1/3, 2/3 seems very particular in comparison to the others.
In dimension ≤ 3, it can only be realized by potential (1.1), and this suggest special
properties. Indeed, the divisors when performing the time integration are simpler, just
one curve. This suggests that maybe a Darbouxian first integral of (1.1) could exist.
2.7 Proof of Theorem 1
Proof. The first integrability condition of Theorem 1 comes from Lemma 4. Let us
look at the second condition. If two summits belong to the same edge, then the po-
tential consisting of only its terms with frequencies on this edge should be integrable.
So two cases appears. Either the edge is not collinear with 0, and then after rota-
tion/dilatation, we can apply Lemma 2, and thus the angle between the summits should
be {pi/2, 2pi/3, 3pi/4, 5pi/6}. Either it is collinear, and then the angle is 0 or pi.
For the third condition, the case where the angle is 2pi/3, 3pi/4, 5pi/6 leads to the
three last integrable cases of Lemma 2. Computing the length ratio of the frequency
vectors (which is invariant by rotation/dilatation), we obtain the condition. The fourth
and fifth conditions comes from Lemma 5.
3 Real integrable potentials
Let us now prove corollary 1.
Proof. The potential V is assumed to be a real trigonometric polynomial potential.
Thus the set S(V ) (the support of ˆV ) is invariant by central symmetry, and so is C(V ).
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Let us now consider the set Σ ⊂ Sn−1 the (hyper)-spherical projection of the summits
of C(V ) on the n− 1-dimensional unit sphere. This projection is always well defined
as C(V ) always contains 0 (except for the case V = 0 which is clearly separable). The
set Σ is a finite set, and also invariant by central symmetry. Due to Theorem 1, the
spherical distance between two different points of Σ corresponding to summits of the
same edge can be {pi/2, 2pi/3, 3pi/4, 5pi/6, pi}. As the polyhedra C(V ) is convex, this
implies in particular that the distance between any two different points of Σ is at least
pi/2.
Now let us consider a point of Σ, and up to rotation we can assume it is (0, . . . , 0, 1).
Now due to symmetry, we also know that (0, . . . , 0,−1) also belongs to Σ. So all the
other points of Σ have to lie at a distance at least pi/2 away from these two points. This
is very restrictive, as it implies they are in the equator of the Sn−1. The equator of Sn−1
is a n − 2-dimensional sphere inside the plane kn = 0. All the points of the equator
lie exactly at a distance pi/2 of both points (0, . . . , 0,±1). So the second integrability
condition of Theorem 1 with respect to these two points will always be satisfied.
We now apply the argument recursively. If there is a point in Σ outside (0, . . . , 0,±1),
it lies in the equator, and so up to rotation we can assume it to be (0, . . . , 0, 1, 0). The
point (0, . . . , 0,−1, 0) will also be in Σ. Thus any additional point have to be in the
equator of Sn−2. Applying this argument down to S1, we obtain that up to rotation, the
set Σ satisfies
Σ ⊂ {(0, . . . , 0,±1, 0, . . . , 0) ∈ Sn−1}
This implies that S(V ) is included in the coordinates axes, and thus the potential V
can be written
V (q) =
n∑
i=1
Vi(qi)
4 Polygonal tessellations
If the hypothesis V real is removed, we do not have the symmetry on the set Σ, and
thus the recursive argument does not work any more at all. Indeed, the other point need
not to be in the equator. However, the distance condition applies to every pair of points
of Σ corresponding to summits of the same edge. So we need to build tessellation
of the n − 1-dimensional sphere Sn−1 with spherical polyhedrons with edge length
pi/2, 2pi/3, 3pi/4, 5pi/6, pi. This problem becomes combinatorial, and thus we restrict
ourselves to dimension 2 and 3. Remark that also contrary to the real case, the origin
0 could possibly be outside C(V ), and the spherical projection would not produce a
proper tessellation of Sn−1. We will prove that these cases lead in fact to subcases of
proper tessellations.
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4.1 In dimension 2
In dimension 2, the tessellation problem is simply to recover the unit circle with arcs of
length pi/2, 2pi/3, 3pi/4, 5pi/6, pi. The norm of the summit vectors vi can then some-
times be recovered using the third condition of Theorem 1.
Proposition 4. If V is integrable, then the set of summits of C(V ) is a subset one of
the following sets up to rotation/symmetry
• With arcs pi, pi
v1 = (a, 0), v2 = (−b, 0), a, b > 0
• With arcs pi, pi/2, pi/2
v1 = (a, 0), v2 = (−b, 0), v3 = (c, 0), a, b, c > 0
• With arcs 5pi/6, 2pi/3, pi/2
v1 = (a, 0), v2 = (−a/2, a
√
3/2), v3 = (3a/2,−a
√
3/2), a > 0
v1 = (a, 0), v2 = (−a/2, a
√
3/2), v3 = (a/2,−a/(2
√
3)), a > 0
• With arcs 3pi/4, 3pi/4, pi/2
v1 = (a, 0), v2 = (−a, a), v3 = (0,−a), a > 0
v1 = (a, 0), v2 = (−a, a), v3 = (0,−2a), a > 0
• With arcs 2pi/3, 2pi/3, 2pi/3
v1 = (a, 0), v2 = (−a/2, a
√
3/2), v3 = (−a/2,−a
√
3/2), a > 0
• With arcs pi/2, pi/2, pi/2, pi/2
v1 = (a, 0), v2 = (−b, 0), v3 = (c, 0), v4 = (0,−d), a, b, c, d > 0
The cases 1, 2, 6 are separable cases. In cases 3, 4, 5, we only have one free pa-
rameter. Up to dilatation of the coordinates, we can assume a = 2. These cases lead
respectively to the potentials in dimension 2 number (4, 5), (2, 3), 1 of Corollary 2.
Lemma 6. Any partial covering of length < pi of the circle with adjacent arcs of length
pi/2, 2pi/3, 3pi/4, 5pi/6 can be completed in a full covering given by Proposition 4.
Proof. As the smallest arc is of length pi/2, there can be at most one arc in the partial
covering. So the only thing to check is that all arc lengths pi/2, 2pi/3, 3pi/4, 5pi/6
effectively appear in Proposition 4, which is the case.
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Proof. Let us first remark that if 0 is not inside C(V ), then several (at most 2 layers)
edges can be projected on the same place of the circle. In this case, we consider
only the edge which is the farthest from 0. Using this procedure, we obtain a partial
covering of the circle instead of a full covering. The arc length condition still applies,
and that fact that 0 is outside of C(V ) requires that the total covering length is < pi.
Using Lemma 6, these partial covering can always be completed into full covering of
the Proposition. So from now on, we can assume 0 inside C(V ) and a full covering of
the circle.
As the smallest arc is of length pi/2, there can be at most 4 arcs. With 5 arc length
at our disposal, we just have to check 54 possibilities. The possible arc length found
are those of the Proposition. Remark that except in the case pi/2, pi/2, pi/2, pi/2, there
are at most 3 arcs. Thus up to rotation/symmetry, the order does not count (and for
pi/2, pi/2, pi/2, pi/2 all the arcs are the same). We then fix a summit to (a, 0) using
possibly a rotation. The norms of the other vectors vi are then recovered using the third
condition of Theorem 1 when the arc is of length 2pi/3, 3pi/4, 5pi/6. For 3pi/4, 5pi/6,
there are two possible ratios, and thus several possibilities for the lengths of the other
vi.
4.2 In dimension 3
Definition 4. We say that a tessellation of the sphere S2 is admissible if all the edges
have length ∈ {pi/2, 2pi/3, 3pi/4, 5pi/6, pi}. The tessellation is said to be maximal if
we cannot make a partition of a face adding only edge lengths pi/2, pi.
Admissible tessellations are the spherical projection of convex polytopes satisfying
the second condition of Theorem 1. The maximal partition definition comes from an
observation in dimension 2. Several circle covering could be in fact repartitioned with
smaller arc length. However, if this partition with smaller arc length only add lengths
pi/2, pi, then no additional conditions on summit vectors length will be obtained (as
the third condition of Theorem 1 then does not apply). So the final possible supports
S(V ) will contain the possible support for such non maximal tessellations. So in the
following we will only have to study maximal tessellations.
Proposition 5. The maximal admissible tessellations of the sphere S2 are made with
the pieces
P1 :
(pi
2
,
pi
2
,
pi
2
)
, P2 :
(
pi
2
,
pi
2
,
2pi
3
)
, P3 :
(
pi
2
,
pi
2
,
3pi
4
)
P4 :
(
pi
2
,
pi
2
,
5pi
6
)
, P5 :
(
pi
2
,
2pi
3 ,
2pi
3
)
, P6 :
(
pi
2
,
2pi
3 ,
3pi
4
)
and are the following
[P1, P1, P1, P1, P1, P1, P1, P1], [P2, P2, P2, P2, P2, P2], [P1, P1, P3, P3, P3, P3]
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[P1, P1, P2, P2, P4, P4], [P5, P5, P5, P5], [P1, P5, P6, P6], [P3, P3, P6, P6]
The first 4 possible tessellations lead to separable (first case) or partially separable
potentials. The 3 last cases lead to the non separable potentials of Corollary 2. The
tessellation [P5, P5, P5, P5] leads to C tetrahedron with all the vi with the same norm
(due to the distance 2pi/3 in piece P5, giving the first non partially separable potential
of Corollary 2. The tessellation [P1, P5, P6, P6] gives two possible tetrahedrons for C,
but as the angle 3pi/4 appears, one of them is a subcase of the other, leading the second
non partially separable potential of Corollary 2. The tessellation [P3, P3, P6, P6] gives
four possible tetrahedrons, but the angle 3pi/4 appears two times, and so 3 tetrahedrons
are in fact subcases of the largest tetrahedron, giving the last non partially separable
potentials of Corollary 2.
Proof. Let us first find all possible pieces. The pieces are convex polygons on the
sphere, and thus their perimeter should be at most 2pi. Moreover, those with perimeter
2pi are hemispherical piece, and their edge form a large circle. Such a piece can there-
fore be subdivided by adding an point in the middle of the hemisphere. This point is at
distance pi/2 of all the others, and thus using such a piece would not lead to a maximal
tessellation. Thus we can assume the perimeter to be < 2pi.
This implies the pieces are spherical triangles, and the possible triangle are exactly
those of the Proposition 5. The surface of these pieces is at least pi/2, and so at most
8 pieces are needed. We now make the use of the computer to combine these pieces.
There are 68 combinations to try, and the following conditions are necessary for them
forming a tessellation.
• The total surface should be 4pi.
• The number of edge of length pi/2, 2pi/3, 3pi/4, 5pi/6 should be even respectively
The following cases are found
[P1, P1, P1, P1, P1, P1, P1, P1], [P2, P2, P2, P2, P2, P2], [P1, P1, P3, P3, P3, P3],
[P1, P1, P1, P1, P5, P5], [P1, P1, P1, P3, P3, P5], [P1, P1, P2, P2, P4, P4],
[P5, P5, P5, P5], [P1, P5, P6, P6], [P3, P3, P6, P6]
The 4th and 5th case are not possible because it would be necessary to glue P5 to
itself (the two 2pi/3 edges) or glue two P5 at two different edges simultaneously (this
requires an angle pi or 2pi at the summit, which is not the case). So only the tessellations
of the Proposition 5 remain, which can be effectively realized.
5 Exhibition of first integrals of integrable cases
The potentials in dimension 2 and 3 which have passed all integrability conditions of
Theorem 1 are exactly those of corollary 2. We know that there cannot be any other in-
tegrable potentials, but we still need to prove that these potentials are indeed integrable
26 T. Combot
to finish our classification. For this we apply direct method to search for polynomial
first integrals. We will use sparsest possible lattice L containing the support of ˆV .
Now we first apply the variable change q → iq to remove all the i in the formulas.
We will search for first integrals in C[p, exp(k.q)k∈L]. We moreover remark that the
Galois action on the exponentials is multiplicative, the non separable potentials in di-
mension 2 have at most 3 exponentials terms and the non partially separable potentials
in dimension 3 have at most 4 exponentials terms. So up to multiplication of the poten-
tial V by a constant and Galois multiplicative action on the exponentials, it is enough
to study integrability of the following Hamiltonians
H1 =
1
2
(
p21 + p
2
2
)
+ e2q1 + e−q1+
√
3q2 + e−q1−
√
3q2
H2 =
1
2
(
p21 + p
2
2
)
+ e2q1 + e2q2 + e−2q1−2q2 + αe−q1−q2
H3 =
1
2
(
p21 + p
2
2
)
+ e2q1 + e2q2 + e−q1−q2 + αeq1 + βeq2
H4 =
1
2
(
p21 + p
2
2
)
+ e2q1 + e2
√
3q2 + e−q1−
√
3q2
H5 =
1
2
(
p21 + p
2
2
)
+ e2
√
3q1 + e2q2 + e−
√
3q1−3q2
H6 =
1
2
(
p21 + p
2
2 + p
2
3
)
+ eq1+q2 + e−q2+q3 + e−q2−q3 + e−q1+q2
H7 =
1
2
(
p21 + p
2
2 + p
2
3
)
+ e2q1 + e−q1+q2 + e−q2−q3 + e−q2+q3 + αeq1
H8 =
1
2
(
p21 + p
2
2 + p
2
3
)
+ e2q1 + e−q1+q2 + e−q2+q3 + e−2q3 + αeq1 + βe−q3
In every case we find sufficiently many commuting first integrals to prove Liouville in-
tegrability. The Hamiltonians H1, . . . ,H5 are known to be integrable [9, 5, 16] and H6
is a reduction by center of mass of a Toda potential with periodic boundary condition,
already known to be integrable [17]. The 3 dimensional Hamiltonians H6, . . . ,H8
are more complicated, so we write down their first integrals Hi, Ii, Ji which commute
pairwise and are independent, proving they are integrable.
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I6 = p1p2p3 − p3
(
e
−q1+q2
− e
q1+q2
)
− p1
(
e
−q2+q3
− e
−q2−q3
)
J6 = p
4
1 + p
4
2 + p
4
3 + 4p23
(
e
−q2−q3 + e−q2+q3
)
− 4p2p3
(
−e
−q2+q3 + e−q2−q3
)
+
4p22
(
e
−q2−q3 + e−q1+q2 + eq1+q2 + e−q2+q3
)
+ 4p1p2
(
e
−q1+q2
− e
q1+q2
)
+
4p21
(
e
−q1+q2 + eq1+q2
)
+ 4eq1+q3 + 4eq1−q3 + 4e−q1+q3 + 4e−q1−q3 + 2e2q1+2q2+
2e−2q1+2q2 + 2e−2q2−2q3 + 2e−2q2+2q3 + 12e2q2 + 12e−2q2
I7 = p
4
1 + p
4
2 + p
4
3+(
4αeiq1 + 4e2q1 + 4e−q1+q2
)
p
2
1 + 4p1p2e−q1+q2 +
(
4e−q1+q2 + 4e−q2+q3 + 4e−q2−q3
)
p
2
2+
(
4e−q2+q3 − 4e−q2−q3
)
p3p2 +
(
4e−q2+q3 + 4e−q2−q3
)
p
2
3+
4α2e2q1 + 4αeq2 + 8αe3q1 + 2e−2q1+2q2 + 2e−2q2−2q3+
2e−2q2+2q3 + 8eq1+q2 + 4e−q1+q3 + 4e−q1−q3 + 12e−2q2 + 4e4q1
J7 = p
2
1p
2
2p
2
3+
p
2
1p2p3
(
2e−q2−q3 − 2e−q2+q3
)
− 2p1p2p23e−q1+q2 + p22p23
(
2αeq1 + 2e2q1
)
+
p
2
1
(
e
−2q2+2q3 + e−2q2−2q3 − 2e−2q2
)
+ p1p3
(
2e−q1+q3 − 2e−q1−q3
)
+
p2p3
(
4αeq1−q2−q3 + 4e2q1−q2−q3 − 4αeq1−q2+q3 − 4e2q1−q2+q3
)
+
p
2
3
(
e
−2q1+2q2 + 2αeq2
)
+ 2αeq3 + 2αe−q3 + 2αeq1−2q2+2q3+
2αeq1−2q2−2q3 − 4αeq1−2q2 − 4e2q1−2q2 + 2e2q1−2q2+2q3 + 2e2q1−2q2−2q3
I8 = p
4
1 + p
4
2 + p
4
3+
p
2
1
(
4αeq1 + 4e2q1 − 2β2 + 4eq2−q1
)
+ 4p1p2eq2−q1 + p22
(
4eq2−q1 − 2β2 + 4eq3−q2
)
+
4p2p3e−q2+q3 + p23
(
4e−2q3 − 2β2 + 4e−q2+q3 + 4βe−q3
)
− 4αβ2eq1 − 4β3e−q3+
4α2e2q1 − 4e2q1β2 − 4β2e−q1+q2 − 4β2e−q2+q3 + 4αeq2 + 8βe−3q3 + 8αe3q1+
4βe−q2 + 4e4q1 + 4e−4q3 + 2e−2q1+2q2 + 2e−2q2+2q3 + 8eq1+q2 + 8e−q2−q3 + 4e−q1+q3
J8 = p
2
1p
2
2p
2
3+
(
2βe−q3 + 2e−2q3
)
p
2
2p
2
1 − 2p2p3p21e−q2+q3 − 2p1p2p23e−q1+q2 +
(
2αeq1 + 2e2q1
)
p
2
3p
2
2+
(
2βe−q2 + e−2q2+2q3
)
p
2
1 −
(
4e−q1+q2−q3β + 4e−q1+q2−2q3
)
p2p1 + 2e−q1+q3p3p1+
(
4eq1−q3αβ + 4e2q1−q3β + 4eq1−2q3α + 4e2q1−2q3
)
p
2
2−
(
4eq1−q2+q3α + 4e2q1−q2+q3
)
p3p2 +
(
2αeq2 + e−2q1+2q2
)
p
2
3+
4αβeq1−q2 + 4αβeq2−q3 + 2αeq3 + 2βe−q1 + 4αeq2−2q3+
4βe2q1−q2 + 2βe−2q1+2q2−q3 + 2αeq1−2q2+2q3 + 2e2q1−2q2+2q3 + 2e−2q1+2q2−2q3
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6 Conclusion
The necessary conditions for integrability given by Theorem 1 are sufficient in dimen-
sion 2, 3 and we can conjecture they are sufficient in any dimension.
The additional first integral are typically of high degree in the momenta, and it seems
their degree is related to the “complexity” of the tiling. In particular, the length 5pi/6
seems to lead to higher degree first integrals. The tiling of the (hyper)-sphere can also
be associated to a group, and the degree of the first integrals could be related to the
size of this group. Moreover the conditions are very similar to the ones in [12], and so
a similar classification in arbitrary dimension could be possible, probably also related
to Dynkin diagrams. The question about more complicated first integrals could also be
considered, in particular the case of Darbouxian first integrals and the potential (1.1).
Indeed, the Lemma 3 can be generalized for elementary functions, allowing to build
necessary condition for integrability in elementary terms.
The search of potentials having only one additional first integral seems also possible:
the starting point of the proof would be then a face of C(V ). The Lemma 1 can be
applied to a generic orbit of the limit system, but which would not be explicit, as
this system would not be Liouville integrable, and so the integration procedure of
Lemma 3 would not apply. Still probably the commutative vector fields and invariant
manifolds could be send birationally to Pk and linear vector fields, the integration
problem reducing then to an equation of the type Dg = f where D is a derivation. If
D has no first integrals, i.e. injective in K, a condition on divisors similar to Lemma 3
should follow. If it has first integrals, additional reductions are necessary, for example
when the faces of C(V ) are Liouville integrable. This however requires to explicitly
integrate all Liouville integrable trigonometric polynomial potentials.
Complete rational integrability allows to explicitly integrate an integrable Hamilto-
nian system. Clearly not all integrable systems are completely rationally integrable,
but the fact that the 3 Hamiltonians of section 2.5 are suggests that all the potentials
of Corollary 2 also are, and any other integrable trigonometric polynomial potential.
Testing this still requires to rationally parametrize n dimensional algebraic manifolds,
a problem for which no systematic method is known.
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