and Nunnally (1967) include in-depth discussions of corrections for attenuation, restriction of range, unreliability, measurement errors, and other errors. Although awareness of the psychometric problems is vital, it is also important to recognize the estimation bias arising from discrepant data points and the important role that diagnostics play in uncovering such points. Although the concern here is less with the psychometric issues and more with the study of regression diagnostics, an integrative approach is used because problems such as measurement errors are common to both concerns. Only a full understanding of the importance of both kinds of issues can lead to acceptable models for the social and behavioral sciences.
The importance of influential data points and outliers on estimates calculated in a linear regression model has generated such a large body of work that a new subfield-regression diagnostics-has developed. With some recent exceptions noted below, this work has received little attention in statistical analysis books used by social scientists or in social science journals. For ex-ample, Pedhazur (1982) only briefly discusses outliers and influential points, even though popular statistical software provides several diagnostics [e.g., BMDP (Dixon, 1984) , MINITAB (Ryan, Joiner, & Ryan, 1991) , SAS (SAS Institute, Inc., 1982) , SPSS (SPSS Inc., 1988) , and SYSTAT (Wilkinson, 1992) ].
Recent reviews somewhat narrower in scope than this review include Cook & Weisberg (1982b) , Stevens (1984) , and Bollen & Jackman (1985) . Most recent applied statistics books (e.g., Darlington, 1990 ) also contain at least some discussion of regression diagnostics. Specialized books by Chatterjee & Hadi (1988) , Atkinson (1985) , Cook & Weisberg (1982a) , and Belsley, Kuh, & Welsch (1980) Bollen & Jackman (1985) and Chatterjee & Wiseman (1984) . The Bollen, 1989; Judge, Griffith, Hill, & Lee, 1980; Malinvaud, 1970 (1972) , Stefanski (1985) , and Chesher (1991) (Chatterjee & Hadi, 1986 Stewart, 1987) .
In the simulation approach, the structure of the errors in the regressor variables is simulated, and the effects are studied on the estimated regression coefficients (Chatterjee & Hadi, 1986 ). These three approaches require the researcher to make assumptions about the form of the distributions, the moments of the distributions, and/or the bounds on the errors in the variables. Refer to Chatterjee & Hadi (1988) for details of all three methods. Fuller (1987) (Judge et al., 1980 (Picard & Berk, 1990; Picard & Cook, 1984 Box (1983) .
The importance of various diagnostics does not diminish as the sample size increases. Although the illustrative datasets here are based on small samples, the relevance of regression diagnostics remains valid for samples of any size (e.g., Rousseeuw & LeRoy, 1987).
Regressor-Based Measures
To study the impact of x and y on b, define a n x n prediction matrix, given by Append the y vector onto the design matrix x, and let x* be the resulting n x (k + 2) matrix, x* = (x, y). The determinant of (X*)TX*, denoted by ) ) I (x*)Ix* I ( is proportional to the square root of the ellipsoidal volume of the n vectors in the (k + 2)-dimensional Euclidean space. With the ith data point deleted, the volume spanned by the (n -1) vectors is obtained.
The Andrew-Pregibon (A) measure (Cook & Weisberg, 1982a) (Delaney & Chatterjee, 1986 (Stewart, 1987 (Dixon, 1984) , and MINITAB (Ryan et al., 1991) Table 2 ).
Examination of the residuals in Table 2 Chatterjee & Hadi (1988) . The diagnostics after deleting Person 10 also are given in Table 2 , and plots of hi, Wi, and Cm by person for this reduced dataset are given in Figure 3; (Belsley et al., 1980) . Huber (1981) (Rousseeuw & LeRoy, 1987) . Theoretical investigations have shown that the breakdown point of least squares estimates approaches 0 as the number of observations becomes large. Consequently, even a srnall percentage of influential points in large datasets can affect the results, emphasizing the need to examine various diagnostics irrespective of the sample size.
Robust statistics (Huber, 1981) Chatterjee & Hadi, 1986 ). The data for Figure 5 (reproduced in the second and third columns of Table 3 ) are used to illustrate the masking phenomenon. The OLS regression of these points is given by following Gray & Ling (1984) .
The second strategy advocated by Rousseeuw (1984) and Rousseeuw & Leroy (1987) (SAS Institute, Inc., 1982) .
Consider the multivariate regression model where Y is a n x p response matrix of n observations of p response variables, X is a n x (k + 1) matrix of regressors, B is a (k + 1) x p matrix of parameter values, and E is a n x p matrix of residuals.
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