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Abstract
This thesis addresses the problem of modeling human shape in three dimensions. Specifi-
cally, this thesis is focused on modeling body shape variation across multiple individuals,
pose induced shape deformations and garment deformations that are influenced both by
body shape and pose. A methodology for constructing data driven models of human
body and garment deformation is provided. Additionally, an application for online fash-
ion retailing is presented.
Firstly, a quantitative and qualitative evaluation, is introduced, of surface represen-
tations used in recent statistical models of human shape and pose. It is shown that
the Euclidean representation generates a more compact human shape model compared
to other representations. A small number of model parameters indicates better conver-
gence in a human body estimation framework. In contrast, a high number of model
parameters increases the risk of the optimization getting trapped in a local optimum.
Based on these insights a system for human body shape estimation and classification
for on-line fashion applications is presented. Given a single image of a subject and the
subject’s height and weight the proposed framework is able to estimate the 3D human
body shape using a learnt statistical model. Results demonstrate that a single image
holds sufficient information for accurate shape classification. This technology has been
exploited as part of a collaborative project with fashion designers to develop a mobile
app to classify body shape for clothing recommendation in online fashion retail.
Next, Shape and Pose Space Deformation (SPSD) is presented, a technique for mod-
eling subject specific pose induced deformations. By exploiting examples of different
people in multiple poses, plausible animations of novel subjects can be synthesized by
interpolating and extrapolating in a joint shape and pose parameter space. The results
show that greater detail is achieved by incorporating subject specific pose deformations
as opposed to a subject independent pose model. Finally, SPSD is extended to a three
layered data-driven model of human shape, pose and garment deformation. Each layer
represents the deformation of a template mesh and can be controlled independently and
intuitively. The garment deformation layer is trained on sequences of dressed actors and
relies on a novel technique for human shape and posture estimation under clothing.
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Introduction
1.1 Motivation
Realistically modeling human bodies and clothing in 3D has potential use in a variety
of applications ranging from the film and gaming industry to health and medical care
and online fashion.
In the film and gaming industry, data driven models have been used extensively by
animators and content creators as a solution to the tedious task of manually generating
and animating human bodies and clothing. For example Pose Space Deformation (PSD)
[55], a data driven animation technique was introduced as an alternative to Linear Blend
Skinning (LBS) to achieve plausible animations of human or animal shape in a fraction
of the time (figure 1.1). The key idea of PSD is that surface deformations are expressed
as a function of pose rather than time. In the PSD pipeline, artists sculpt a virtual body
or garment to a desired look and behavior for a specific body pose. Then, given a new
pose, the correct surface deformations are generated by interpolating and extrapolating
between key poses or frames. This significantly reduces workload since it removes the
need to edit each individual frame of an animated sequence. Crowd generation is another
problem where data driven models have been used. By learning a model of body shape
variation across several key characters, it is possible to rapidly generate thousands or
even millions of unique shapes limited only to the size and variability of the training
data-set.
In computer vision, human body and clothing models have being used to improve the
performance of human motion capture, action analysis and estimation of human body
shape from videos or images [61]. In such applications specific context is required as to
what the human human body looks like, how it behaves and reacts to situations. Data
driven models can provide such context and have proved to be a valuable tool in many
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Figure 1.1: Pose space deformation [55], a data driven animation technique has been
used in several films including Avatar (2009).
such applications.
In health and fitness, body shape models have been used to monitor and assess
fitness levels over time while also enabling the visualization of potential improvements.
In addition, body shape models have been used to detect patient abnormalities in body
shape and motion or to assist in amputee rehabilitation and prostheses.
In the past decade, data driven models have enabled the analysis of human body
shape from large amounts of data, collected from sizing surveys conducted in the UK and
the US. Applications include obesity measurement and assessment in general populations
and defining new sizing standards for the retail industry. Recently, data-driven human
body models have also been used to develop systems for body shape estimation and
visualization for online fashion applications (virtual try-on figure 1.2).
1.2 Problem and Thesis Statement
Modeling human shape in 3D is a complex problem due to the variability between people.
Different aspects of human shape and appearance are typically addressed separately like
the human face, hair, body and clothing. This thesis focuses in modeling three main
layers of human appearance: 1) body shape variation across multiple individuals, 2)
pose induced deformations, and 3) clothing. The first layer describes how the human
body changes from individual to individual and enables control over certain deformation
1.2 Problem and Thesis Statement 5
(a) BMI Visualizer. Max Planck Institute for Intelligent Systems.
(b) Weight Loss Simulator by My Virtual Model
(c) A virtual fitting room created by Fits.me
Figure 1.2: Data driven models used in online fashion applications.
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invariant attributes such as height, weight, muscularity etc. The second layer describes
how the body deforms in relation to the articulation of the human skeleton. Additionally,
for increased realism this layer also includes secondary effects like muscle bulging and
stretching. Finally, the last layer describes how clothing deforms in relation to the
human body shape and pose. Modeling these behaviors in a physical and anatomically
inspired manner is a difficult task and often results into models that are complex and
computationally expensive, limiting their use in real time applications.
Therefore, we propose that data-driven human body and garment deforma-
tion models can be constructed using machine learning techniques that a)
can produce naturally-looking and aesthetically pleasing deformations; b)
are low dimensional and provide intuitive control over the parameter space;
c) can be inferred from 2D or 3D data; d) may be applied to broader com-
puter vision tasks.
In order to construct accurate models of the human body and garment deformation,
the following steps are taken:
1. A three layered model of human body shape, pose and garment deformation is
proposed where each layer is controlled independently and intuitively from a small
set of parameters.
2. A method for factoring out body shape deformations from pose induced deforma-
tions using a pose normalization technique is presented. As a result, the proposed
shape model only captures variations due to changes in body shape.
3. Unlike previous methods, in the proposed approach, pose deformations are con-
sidered as a function of both the underlying human skeleton and the physique of
the subject resulting in a more expressive model capable of producing plausible
animations for new subjects.
4. Garment deformations are considered as the residual transformations between a
naked mesh and the dressed mesh of the same subject. For this purpose a novel
technique for estimating shape under clothing from an animated 3D sequence is
proposed.
1.2.1 Human Body Modeling
In order to accurately model the human body in 3D an ideal representation should satisfy
the following criteria: (1) intuitive and independent control of shape and pose model
parameters; (2) linear interpolation and extrapolation of example poses and shapes
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without the presence of artifacts; (3) since, the human body deforms differently from
person to person, pose deformations should be expressed as a function of both the pose
and the physique of the subject.
Several different approaches have been proposed for modeling the human body in
3D. In computer graphics, physical based approaches have been used to generate and
animate virtual human models [60]. However, such approaches are complex, difficult
to scale and do not generalize well to a large number of individuals. They rely on
the rigorous placement of a large number of 3D positional markers placed at predefined
anatomical positions during motion capture. In addition, the quality of the body surface
deformation model is heavily influenced by the number of markers.
Data driven approaches have been proposed as an alternative to anatomically inspired
models that learn the space of human shape deformation from 3D scans. However,
it is argued that existing example-based representations do not fully meet the above
requirements. In this thesis Shape and Pose Space Deformation (SPSD) is presented, a
method that satisfies the above criteria by learning two separate models of human body
deformation: a shape model that accounts for shape variation across different individuals
and a pose model that accounts for changes due to pose. A more expressive pose model
is constructed by learning from multiple examples of subjects in a variety of poses and
considering subject specific pose induced deformations.
1.2.2 Garment Deformation Modeling
Physically based simulations of cloth can generate beautiful animations taking into con-
siderations various complex effects such as collisions, friction, air resistance and various
cloth fabric properties. However, these sophisticated models are used almost exclusively
by the movie production industry due to the high quality output and abundance of
computational resources and are not validated against the movement of real clothing.
Data-driven models of cloth deformation can achieve a significant speed up without
compromising on the output quality while also adapting to different body shapes.
Unlike existing data-driven approaches, the proposed layered model treats clothing as
an additional deformation of the human body. As a result, it is able to learn a garment
deformation model from real data of dressed actors. The key idea is that garment
deformations are considered as the residual transformations between a naked mesh and
the dressed mesh of the same subject.
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1.2.3 Home Body Scanning System for Online Fashion
Obtaining the 3D body shape of an individual is a long-standing and active research
topic with applications varying from entertainment and e-commerce to medical analy-
sis. Recent work has demonstrated that detailed 3D human shape can be accurately
estimated from multiple images or depth maps through the use of statistical models of
human shape [87]. Accurate models of human shape can also be estimated from mul-
tiple view images without the use of statistical models. However, with a strong prior
the number of images may be reduced. This thesis describes a framework for accurately
estimating 3D human body shape from a single image for online fashion applications.
Traditionally, shape reconstruction techniques require foreground segmentation to be
computed as an initial step prior to shape estimation. Unlike existing methods [11, 12,
29, 42], the proposed approach is able to perform integrated segmentation and shape
estimation using a novel image cost function which incorporates a strong human shape
prior. This allows for minimal user interaction which enhances user experience by hiding
the complexity of the system from the user. The proposed approach is motivated from
the work of Bray et al. [24]. In their work, a pose-specific shape prior (stick-man) is
used to significantly improve segmentation results. On the other hand, the proposed
framework uses a much stronger shape prior based on a statistical model of the human
body shape which is learned from a range of 3D scans of different individuals.
1.3 Challenges
In this section a series of challenges are outlined which are related to constructing data-
driven models of human body shape and garment deformations. In addition, an overview
of the challenges related to estimating human body shape from single images is provided.
1.3.1 Human Body and Garment Deformation Modeling
From a set of registered 3D scans of people it is possible to construct a statistical human
body model that captures both the shape and pose variation across different individuals.
However, several challenges arise:
• High Dimensionality and Non-linearity of Human Pose Space. The space
of human body shape and pose deformations is large especially in the case of
high resolution surface measurements. Using statistical analysis methods it is
possible to reduce the dimensionality of this space and deduce the main axis of
variation. In the proposed framework, principal component analysis (PCA) is used
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to obtain a low dimensional manifold of human shape variation. The non-linear
pose variation is modeled by coupling pose-induced surface deformations with an
underlying skeleton. A scattered data interpolation technique is used to predict
pose deformations from a low-level skeletal representation of human pose.
• Shape and Pose Separation. One of the main challenges of statistical human
body models from surface measurements is the separation of the deformations
due to shape from pose induced deformations. By capturing human subjects in
a neutral pose and enforcing pose normalization it is shown that, shape and pose
separation is possible.
• Body Shape and Garment Separation. In the proposed framework, garment
deformations are modeled as an extra layer of deformations applied to surface of
the human body. The challenge is therefore to factor out garment deformations
from body shape deformations. A body shape estimation under clothing technique
is introduced that uses multiple constraints from a given animated sequence of a
dressed subject. Example frames where clothing fits tightly to the body are ex-
ploited to generate an approximation of the underlying body shape. It is important
to note here, that proposed method is not always able to differentiate garment and
its motion from a given sequence. The underlying human body shape for exam-
ple, would be indistinguishable from a very smooth, non-wrinkly garment that fits
tightly to the body.
• Difference in Topology. In most sequences of dressed actors, there is not a one
to one mapping between the estimated naked mesh and the observed dressed mesh.
This is especially true in the case of loose clothing. To counter this the estimated
mesh is treated as a base deformation handle. More specifically, the base mesh
deformations are applied to the highly detailed mesh using a deformation transfer
technique.
1.3.2 Home Body Scanning System for Online Fashion.
In order to develop a practical home body scanning system the following criteria are
considered:
• Accuracy. The system needs to be accurate enough to allow for the extraction of
prominent shape features. The estimation error for body dimension measurements
should be below the quantization of clothing sizes, for example 1-2cm intervals for
waist measurements.
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• Capture and Calibration Speed. Wide adoption relies on good usability, there-
fore fast capture and ease of use is essential. Ideally they system should be able
to work with a single frontal photograph.
• Processing Speed. Results need to be communicated quickly to the customer.
• Ambient Conditions and Physical Space. The system must be able operate
in most environments with reasonable lighting conditions and within arbitrary
sized spaces.
Given the above requirements several challenges arise:
• Single Viewpoint and Human Shape Reconstruction. When projecting a
3D object to a 2D image plane, depth information is lost and cannot be directly
recovered from a single viewpoint. To overcome this problem our system makes
use a statistical model of the human body that allows detailed 3D reconstruction
from a sparse set of features. In addition, to further reduce single view ambiguities
our system requires two extra pieces of information from the user namely height
and weight. This practical approach reduces the space of available solutions and
allows for better body shape estimates.
• Clothing. In a typical capture scenario, users will be wearing clothing which
makes detecting the underlying body shape a difficult task. While the proposed
system is not able to cope with very loose clothing it is shown that the height
and weight constraints reduce some of the ambiguity that arises from clothing
obscuring body shape.
• Unknown Background. With an unknown background it is difficult to extract
an accurate foreground silhouette which is often required for shape estimation.
In this thesis a novel technique for simultaneously estimating body shape and a
foreground silhouette is presented. Specifically several cues from the image are used
to assess whether the projected silhouette of the estimated body shape provides a
good foreground segmentation.
• Pose Variability and Occlusion. While the large space of acceptable solu-
tions of human shape can be reduced from image and user constraints (height and
weight) the human body can appear in several poses with occluded body parts. A
practical approach to this problem is to require the user to remain in a relatively
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relaxed pose facing the camera. To further reduce pose ambiguity the user is re-
quired to provide the 2D location of the hands and feet by clicking on the image.
It is shown, that these steps significantly reduce pose ambiguity.
1.4 Contribution of Thesis
This thesis introduces a methodology for constructing statistical human body and gar-
ment deformation models. A practical application for online fashion retail is also pre-
sented. The contributions of this research are outlined below:
(1) A quantitative and qualitative analysis of surface representations used in recent
statistical models of human shape and pose is presented. The purpose of this analysis is
to provide an understanding into key aspects of statistical human models and serve as a
basis for subsequent improvements. The analysis and comparison framework is twofold.
Firstly, a qualitative evaluation is given by examining generated human body models
produced from each statistical human model. Secondly, each statistical human model
is evaluated in the context of human shape and pose reconstruction from silhouette.
The analysis demonstrates that body shape variation can be controlled with a low di-
mensional model using a PCA basis in the Euclidean space. In addition, the Euclidean
representation is shown to give more accurate shape estimates than other surface rep-
resentations in the absence of pose variation. Furthermore, the analysis indicates that
shape and pose parametrization based on translation and rotation invariant representa-
tions are not robust for reconstruction from silhouette without pose initialization.
(2) A system for human body shape estimation and classification for on-line fashion
applications is presented. Given a single image of a subject and the subject’s height and
weight our framework is able to detailed 3D human body shape. The key contribution of
the proposed approach is a single objective function that solves for both the human body
shape and foreground segmentation. Once the body shape has been estimated, various
semantic parameters are extracted for garment size and style recommendation. The
proposed approach is evaluated by estimating the shape of known subjects from frontal
view photographs and comparing with ground truth measurements obtained from a 3D
scanner. Results demonstrate that a single image holds enough information for accurate
shape classification.
(3) Shape and Pose Space Deformation (SPSD) is introduced as a technique for
modeling subject specific pose induced deformations from whole-body registered 3D
scans. In order to separate shape-induced deformations from pose induced deformations
a novel pose normalization technique is proposed. This ensures that the shape space
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does not contain any pose related deformations. By exploiting examples of different
people in multiple poses, plausible animations of novel subjects can be synthesized by
interpolating and extrapolating in a joint shape and pose parameter space. The proposed
approach is compared against a subject independent pose model where pose deformations
are extracted from a single individual in different poses and transferred to other shapes
similar to the SCAPE model. The comparison is performed by evaluating the quality
of the predicted non-rigid deformations from the two approaches with respect to ground
truth data. The results show that greater detail is achieved by incorporating subject
specific pose deformations in comparison to a subject-independent pose model.
(4) A three layered data-driven model of human shape, pose and garment deformation
is proposed. The shape and pose deformation layers of the model are trained on a rich
data set of full body 3D scans of human subjects in a variety of poses. The garment
deformation layer is trained on animated mesh sequences of dressed actors and relies
on accurate human shape and posture estimation under clothing. The key idea of this
approach is that garment deformations are considered as the residual transformations
between a naked mesh and the dressed mesh of the same subject. To retrieve garment
deformations, an algorithm is proposed for estimating shape and pose under clothing
from temporally and spatially consistent mesh sequences. For validation of the proposed
approach, the garment deformation model is trained on a subset of frames from the input
sequence and tested against the rest. It is shown that the proposed framework is able
to smoothly interpolate between sparse key frames by correctly predicting garment and
body deformations.
1.5 Thesis Outline
Chapter 1. Introduction. Thesis statement, problem, challenges, and contributions.
Chapter 2. State of the art. The work presented in this thesis is related to the
construction of data-driven models of human body shape and their specific appli-
cations in computer vision. This chapter presentes a review of the state of the art
of 3D scan registration techniques, human body models, human shape and pose
estimation, clothing animation.
Chapter 3. Surface Parametrization Techniques: A comparative study. This
chapter presents a quantitative and qualitative comparison of statistical human
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models based on linear surface representations and rotation invariant representa-
tions.
Chapter 4. Home Body Scanning System for Online Fashion. This chapter
describes a system for human body shape estimation and classification from a
single photograph for online fashion applications which is based on a statistical
human body model.
Chapter 5. Shape and Pose Space Deformation. In this chapter Shape and
Pose Space Deformation (SPSD) is introduced as a technique for modeling subject
specific pose induced deformations from whole-body registered 3D scans.
Chapter 6. A Layered Model of Human Body and Garment Deformation. A
framework is proposed for learning a three layered model of human shape, pose
and garment deformation that provides intuitive control over the three parameters
independently, while producing aesthetically pleasing deformations of both the
garment and the human body.
Chapter 7. Conclusions and Future Work. Summary of the contributions of the
thesis as well as potential future directions.
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Chapter 2
State of the Art
The work presented in this thesis relates to the construction of data-driven models of
human body appearance in 3D and their application in computer vision problems such
shape and pose estimation. This chapter provides a state of the art review on statistical
human models, garment deformation models and human body shape estimation ap-
proaches. Additionally, fundamental concepts related to the construction of data driven
models of human body and garment deformation are discussed.
2.1 Surface Measurement Techniques
In order to model the appearance of the human body in 3D, methods for acquiring the
3D geometry of the human shape are required. Several techniques exist for capturing
the human shape and pose and can be broadly categorized into two groups: 1) active
scanning and 2) passive measurement.
2.1.1 Active scanners
Active scanning techniques rely on the explicit manipulation of scene illumination and
typically require expensive hardware.
3D Laser Scanners 3D laser scanners work by emitting laser rays and using suitable
sensors to capture the beams reflected by the surface of interest [17]. The collected
information can then be used to construct a 3D point cloud; a collection of geometric
samples on the surface of the scanned object. In addition to the 3D location, color
information can be collected at each sample point.
16 State of the Art
Figure 2.1: Photometric stereo. Reprinted from [84]
In many cases, a single scan is not sufficient to capture the complete surface of
an object since parts of the object may be obscured from the scanner’s field of view.
Therefore, multiple 3D scanners maybe required to produce a complete model of the
object. 3D scanning systems can produce very high resolution surface measurements
but are usually limited to static objects due to the long capture time.
Structured Light Scanners Similarly to laser scanners, structured light scanners
emit radiation by projecting a pattern of light on the surface of interest. A 3D point
cloud is constructed by analyzing deformations of the pattern reflected from the surface
of the object [38]. In contrast to laser scanners, structure light scanners can accurately
capture surfaces at very high frame rates by scanning multiple points at once which
eliminates motion distortion. The first generation Microsoft Kinect sensor is an example
of real time 3D scanning (30 frames per second) which uses a structured light technique.
2.1.2 Passive Scanners
Passive scanning approaches typically use standard cameras to detect reflected ambient
radiation (figures 2.1,2.2).
Shape from Silhouette Shape from Silhouette (SFS) techniques rely on the fact
that surface shape is captured from multiple cameras whilst the object is static. Using
silhouettes for 3D shape reconstruction was firstly introduced by Baumgart in 1974 [15].
Given a well contrasted background, a visual hull approximation of the object can be
computed by extruding and intersecting the extracted silhouettes. Shape from silhouette
techniques seek to find the maximal volume that encloses the object such that it’s 2D
projection to each camera view lies exactly within the silhouette boundaries.
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Figure 2.2: Shape from silhouette. Reprinted from [83]
Shape from Shading Shape from Shading techniques use multiple images of an ob-
ject under different lighting conditions in order to estimate surface normals and were
firstly by Woodham in 1980 [89]. By analyzing the amount of light being reflected by a
surface in relation to the light source and camera viewpoint it is possible to deduce sur-
face orientations. Surface normal information can be integrated to estimate the shape.
However the exact shape is ambiguous due to multiple surface orientation resulting in
the same shading.
Shape from Stereo Shape from Stereo techniques are driven by the same principles
as the human stereoscopic vision. By extracting pixel correspondences between a pair
of images, given calibrated cameras, the depth of an object can be calculated using
triangulation methods. Regularization such as surface smoothness is often required to
cope with ambiguity and error in surface smoothness.
Shape from Prior Shape from Prior techniques make use of prior knowledge about
the surface shape and deformation characteristics of the object of interest. These power-
ful priors can be used to disambiguate body shape and pose from sparse, noisy data. In
general, fitting a model to observed data can be thought as a cost function minimization
problem [30]. For any given set of model parameters it is possible to generate an instance
of the prior model. This hypothesis can then be compared with the observed data given
several constraints. The goal then is to find the optimum set of prior parameters that
best interpret the data.
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2.2 Surface Representations
The 3D geometry of an object can be expressed in many different encodings or repre-
sentations. Defining and processing such representations is an active field in computer
graphics and geometric modeling. Surface representations are chosen to suit certain
application requirements. For example, a triangular mesh can be used to display a
piecewise-linear approximation of a surface. In contrast to point clouds, meshes store
vertex connectivity which enables us to study the topological properties of a surface and
extract measurements such as mean curvatures even at very low resolutions. Differential
representations store information relating points on the surface of the mesh to its im-
mediate neighbors. This information is otherwise known as the first-order differentials.
The differential coordinates are useful for various mesh editing and processing tasks
[56]. However, since the differential coordinates are not rotation invariant, second-order
differentials are required to achieve more intuitive results. Second-order differentials are
given as the relationship of between adjacent frames or local areas defined on the surface
of a mesh [22, 53, 57]. The following sections provide a description of the surface rep-
resentations used through out this thesis. A comprehensive analysis is given in chapter
3.
2.2.1 Point Clouds
A surface S can be represented as a collection of Nv points or a point cloud:
X = v1...vNv , vi ∈ R3. (2.1)
Point clouds are frequently the generated output of 3D scanners and other surface ac-
quisition systems. This representation is simple and unstructured and does not explicitly
provide information on the surface connectivity. Additionally, computing geometrical
surface measures (e.g. curvature, volume, area) from point clouds is a difficult task
prohibiting many surface editing operations. For this purpose, various techniques have
been proposed to convert a point cloud into a mesh representation [2, 26, 52, 59].
2.2.2 Meshes
A continuous surface can be approximated in a discrete manner as a mesh, a set of
connected polygon elements typically triangles or quads (figure 2.3). Triangular faces
are often used in mesh editing techniques due to their simplicity and the fact that they
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Figure 2.3: Point clouds and triangulated meshes generated from re-sampled point
clouds [21].
always lie on a plane. A triangle mesh M with Nv number of vertices and Nf number
of faces can be denoted as:
M = (X,F ) (2.2)
where X is the associated set of vertices X = {vi . . .vNv} and F = {fm . . . fNf} is a set
of triangles connecting the vertices where fm = (i, j, k).
2.2.3 Differential Representations
Differential representations [1, 77, 79] are based on the so-called differential coordinates
of a mesh. The differential coordinates of a mesh provide an approximation to the mean
curvature surface normal which is an important geometrical property for shape analysis
and mesh editing techniques. Given a triangle mesh M with Nv vertices, the differential
coordinates of a mesh can be extracted by applying the discretized Laplace-Beltrami
operator on the mesh vertices [79]:
△Mf(vi) = wi
∑
vj∈N1(vi)
wij(f(vj)− f(vi)), (2.3)
where wi and wij are the vertex and edge weights respectively, N1 is the one-ring neigh-
borhood of vi and f : S → R is a piece-wise scalar function. In matrix form the
equation above can be written as:

δi
...
δNv
 =W−1Ls

f(v1)
...
f(vNv)
 (2.4)
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Figure 2.4: One-ring neighborhood of vertex vi illustrating the vertex and edge weights
used for the discretization of the Laplace-Beltrami operator. Reprinted from [22].
where W is a diagonal matrix containing the vertex weights, such that Wii = 1wi ,
δi = △Mf(vi) and LS is a symmetric matrix where:
(Ls)ij = (Ls)ji =

− ∑
k∈N1
wik i = j
wij j ∈ N1
0 otherwise
, (2.5)
Cotangent Discretization of the Laplace-Beltrami Operator The de-facto dis-
cretization of the Laplace-Beltrami operator defines the vertex and edge weights by
considering the geometric properties of surrounding triangles [22]:
wij =
1
2(cotαij + cot βij), wi =
1
Ai
, (2.6)
where Ai is the Voronoi area of vertex vi and αij and βij are the angles opposite to edge
ij (figure 2.4).
The differential coordinates of a vertex can be defined as the directional vector, whose
magnitude represents the difference of a vertex value and the center of mass of its one-
ring neighbors. As, a consequence the differential coordinates are translation invariant.
Under rotation, the magnitude of the differential coordinate vector stays the same while
the orientation changes [22].
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Figure 2.5: Relationship between local frames. The affine transformation Cστ maps
from one coordinate frame to another.
2.2.4 Local Frame Based Representation
In order to maintain the same representation under rotation this next category of rep-
resentations [22, 53, 57] deals with this issue by considering the relationship between
local frames defined on the mesh surface (figure 2.5). Generally, the mesh geometry is
encoded in a two-phase process; the first step encodes vertex positions with respect to
local neighborhoods and the second step defines the relationship between adjacent local
neighborhoods.
For example consider a local frame Fm defined as:
Fm = [(vi − vk)(vj − vk)]. (2.7)
It is clear that translating the original surface has no effect on the tangential frame.
However, the same does not hold for rotations. By adding the normal of the triangle
to the existing tangential frame, a complete local trihedron for each triangle can be
constructed:
Fm = [(vi − vk), (vj − vk),n], (2.8)
where n =(vi − vk) × (vj − vk) is the triangle face normal. We can then consider the
relationship between two adjacent faces as the affine mapping from one coordinate frame
to another:
Cστ = F−1σ Fτ (2.9)
where Cστ is a 3× 3 matrix representing the connection map between adjacent triangles
σ and τ . A rotation invariant representation can be obtained by the collection of all
connection maps for each pair of adjacent triangles.
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Figure 2.6: Local frame problem. In this example, a differential based deformation
technique is used to bend the cylinder (a) by 90o. Since the approach, tries to preserve the
original orientation of the differential vectors, the cylinder is distorted (b). When local
rotations are computed and applied (c) the desired result can be obtained. Reprinted
from [22].
2.3 Surface Deformation Techniques
Over recent years, many approaches have been proposed for processing and editing
unstructured triangle meshes. Generally speaking, 3D mesh deformation techniques
involve parametrically describing mesh geometry and defining a deformation energy
that penalizes undesirable behaviors. For example a smooth mesh should deform in a
smooth way while a rigid mesh should maintain its rigidity after undergoing deformation.
A mesh can be deformed by minimizing the deformation energy subject to geometric
constraints.
Skeleton Based Deformation Skeleton based deformation techniques rely on the
fact that points on the surface of a mesh generally follow the motion of the underlying
structure they are attached to. Animation can be achieved by manipulating the un-
derlying skeleton structure parameters. Inverse kinematics or other constrained based
approaches can be used to directly control skeleton parameters. A well known skele-
ton based deformation technique is Linear Blend Skinning (LBS) where the positions of
the mesh vertices are controlled using a linear combination of the skeletal joint trans-
formations. Interpolation weights are assigned automatically or manually with respect
to the influence of each joint on each vertex. For example, Baran and Popović [13]
use an analogy of heat equilibrium, over the surface of the mesh, to automatically de-
fine smooth interpolation weights. LBS techniques transform each vertex independently
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without considering the neighboring geometry. As a result they suffer from artifacts
such as mesh collapsing, shrinkage and shearing.
Differential Coordinates Based Deformation Differential representations have
been used in 3D mesh deformation techniques to achieve more natural shape deforma-
tions. These techniques aim to preserve the intrinsic properties of the object under-
going deformation such as arc lengths, angles, areas and surface principal curvatures
[1, 22, 23, 36, 56, 57, 76, 77, 79, 81]. A comprehensive analysis and comparison of these
approaches is provided by Botsch and Sorkine [22].
Surface deformation based on differential coordinates was firstly introduced by Alexa
in [1]. The drawback of this approach, however, is that it does not handle deformations
that involve rotations. This approach tries to preserve the original orientation of the
differential coordinates whereas in reality the differential vectors should rotate with the
deformed surface (figure 2.6). This results in unintuitive behavior. In fact, the local
transform problem is a common in all differential based approaches [22]. To counter this
various approaches have been proposed whereby local transforms are explicitly calculated
[23, 56, 79].
Local Frame Based Deformation In order to avoid the explicit calculation of local
transforms, this category of approaches makes use of rotation invariant representations.
Lipman et al. [57] considered relative-transformations between neighboring vertices
whereas Kircher and Garland [53] considered the relation between adjacent faces. Both
approaches are formulated in a similar manner. However the first approach requires the
construction of tangent planes for each of the vertices whereas in the latter approach only
a trihedron per triangle needs to be considered. Recently, Wuhrer et al. [93] proposed
an alternative rigid-invariant surface encoding by expressing the Laplacian coordinates
of the surface with respect to local frames of reference.
2.4 3D Scan Registration
Data-driven models require surfaces of the same mesh topology (i.e same number of
vertices and mesh connectivity). Non-rigid registration techniques are used to bring a set
of 3D human scans into semantic correspondence [82]. The aim of the scan registration
process is to obtain a set of aligned meshes with corresponding vertex locations while
preserving the intrinsic geometric details of the captured surface. To achieve a reliable
surface alignment, a number of challenges need to be considered:
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• Landmark Prediction. In order to assist the registration process a landmark
prediction step is introduced to provide sparse initial correspondence between a
scan and a template mesh [9, 51]. However, identifying landmarks can be a tricky
task due to noise and holes in the scan.
• Pose Prediction. Due to the great number of available degrees of freedom in a
human skeleton, pose fitting is a non-trivial task especially in the case of missing
data [92].
• Data vs Prior. Scan registration methods generally make use of a data term
and a prior term. The data term serves the purpose of guiding the template mesh
towards the observed data while the prior term penalizes improbable deformations
based on given constraints typically smoothness or volume preservation constraints.
The two terms are normally balanced such that fitting might start with a high
regularization for stability and reduced to low or zero to fit detail [7]. However,
finding a balance between the two terms is a difficult task. One term can overpower
the other, producing either very smooth meshes far from the data or meshes close
to the data that have distortions and visual artifacts.
In broad terms, scan registration techniques can be classified in two main categories;
template based registration and data-driven registration.
Template Based Registration Generally, in template based registration techniques
[4, 6, 9, 47] an artist created mesh template is fitted to each scan in a given data set
using strong regularization terms that penalize implausible deformations of the template
(figure 2.7). These approaches use a prior term motivated by the physical properties of
the object undergoing deformation. For example a rigid body should deform as rigidly
as possible [78]. When registering human scans however, such constraints typically fail
to adequately capture the behavior of human body deformations.
Data-Driven Registration To resolve this problem, data-driven registration tech-
niques [4, 6, 19, 71] use a prior learnt from a wide range of examples of human pose and
shape deformations. Therefore, generic regularization terms are replaced with a prior
that describes how the human shape is allowed to deform. However, learning such a
prior requires having a set of scans that are already registered. To address this chicken-
and-egg problem, Hirshberg et al. [49] proposed an approach that considers registration
and learning a prior body model simultaneously. They show significant improvement
over traditional approaches.
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Figure 2.7: 3D human scan registration pipeline. Reprinted from [47].
2.5 Dimensionality Reduction
Data-driven approaches often rely on dimensionality reduction techniques that project
high dimensional data onto lower dimensional sub-spaces with minimal loss of informa-
tion. In general these techniques can be split into two categories; linear and nonlinear.
The overall aim is to reduce the original high dimensional data to a smaller set of linear
or nonlinear transformations of the input variables. For an extended overview of these
techniques the reader is pointed to [37].
Throughout the work presented in this thesis, a linear decomposition technique based
on principle component analysis (PCA) is used. PCA is chosen since, its use in mod-
eling human body variation from large data-sets is well documented and understood
throughout the literature on data-driven human body models.
Principal component analysis PCA is a popular technique for expressing data in
such a way as to highlight their differences and similarities. The dimensionality of the
original data is reduced by calculating a small set of orthogonal linear combinations of the
original variables with the largest variance. Typically, the first PCA components are used
to explain most of the variance of a given data-set while the rest can be disregarded as
noise. Therefore, the number of dimensions of the original data can be reduced without
much loss of information.
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Table 2.1: Summary of key components of statistical human models.
Model: Statistical Analysis Surface Encoding Pose Training
Allen et al. [4] PCA + Linear Blend Skinning Euclidean + Skeleton NA
SCAPE [8] PCA + Regression Triangle Deformations + Skeleton Single Subject
Hasler et al. [47] PCA RRE Multiple Subjects
Hasler et al. [45] PCA Bi-linear Multiple Subjects
Chen et al. [29] GPLVM Euclidean Single Subject
Wuhrer et al. [90] PCA Rigid Invariant Laplacian Multiple Subjects
Allen et al. [3] PCA + Radial Basis Functions Vertex Displacements + Skeleton Multiple Subjects
Chen et al. [27] Tensor Based Triangle Deformations + Skeleton Multiple Subjects
SPSD (proposed) [64] PCA + Radial Basis Functions Triangle Deformations + Skeleton Multiple Subjects
Semantic Basis The modes of variation obtained with the PCA basis represent the
largest variations in the training sample set and are not necessarily semantically mean-
ingful. In data driven human body models, it is desirable to be able to change the
appearance of a subject using a set of meaningful attributes such as height, weight, age,
gender etc. This can be achieved by learning the correlation between such attributes
and the human body shape variation [5, 47]. Generally this process involves learning a
regression function that maps from the lower dimensional subspace of human body shape
to the semantic attributes space. In some cases, it is desirable to change some semantic
values while retaining some others constant. In such occasions the Gram-Schmidt algo-
rithm can be used to rotate the original PCA basis such that the first vectors correspond
to semantically meaningful gradient directions.
2.6 Statistical Human Body Models
Shape variation in human faces has been extensively researched in 3D face analysis from
images. From a set of 3D face models it is possible to construct a statistical model that
captures the main modes of variations, otherwise known as “eigenfaces” [20]. Similarly
morphable models can be created that generate realistic human body shapes and poses
learnt from a number of examples.
A number of approaches have been proposed for modeling human shape and pose
variation from 3D scans. Different frameworks, vary in the choice of surface encoding,
the parametrization of human body shape and pose space, and the method of statistical
analysis (table 2.1).
Allen et al. [4] proposed a framework for modeling shape variation by considering
displacements of the template points across different individuals in the same pose. They
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Figure 2.8: Pose deformations captured by the SCAPE model. The pose layer of the
SCAPE model is trained only on a single subject and therefore does not capture subject
specific pose deformations. Reprinted from [8].
demonstrate how a low dimensional sub-space of the shape variation can be learnt by
performing principal component analysis (PCA). Since the displacements of the template
points are expressed in Euclidean coordinates this approach is unsuitable for modeling
pose variation. Therefore, animation is achieved using Linear Blend Skinning. Non-
rigid deformations are not accurately modeled since they are not learnt explicitly from
examples.
A popular framework for modeling human shape and pose variation is the SCAPE
model [8]. The SCAPE model, considers a set of three consecutive triangle deformations
that align a template model with each mesh in the training set: (1) a rigid deformation
component that is modeled using an articulated skeleton; (2) a non-rigid deformation
component that models residual deformations such as muscle bulging and stretching
through linear regression; and (3) a shape deformation component that models shape
variation across different individuals using principal component analysis (PCA). The
original implementation of the SCAPE model only considers a single subject in various
poses and assumes that non-rigid pose induced deformations may be transferred to other
subjects (figure 2.8). In other words the non-rigid deformations are expressed only as a
function of pose and do not consider how different subject physiques produce different
deformations from pose to pose. As a result visual artifacts may occur when transferring
deformations from a masculine to a non-masculine individual. In order to address this
issue various approaches have been proposed.
Hasler et al. [47] proposed a statistical model that combines both shape and pose
which relies on a rotation and translation invariant surface encoding. Unlike other mesh
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representations which are only translation invariant [4, 77], the proposed encoding allows
the linear blending of examples poses since rotations are explicitly handled. Relative
rotation encoding (RRE) is formulated in similar manner to Kircher and Garland [53].
The downside, however, is that pose and shape cannot be analyzed independently, since
the shape and pose components cannot be decoupled. As a result, in order to specify
a new pose given a specific shape, linear regression is required to learn how a model
deforms given a set of joint angles. To solve this problem Hasler et al. [45] proposed a
bi-linear model where shape and pose deformations can be modeled separately as two
consecutive affine transformations on a canonical triangle. In this case, shape-dependent
pose deformations are defined as the transformations that align a shape to a specified
pose. PCA is performed to learn two separate basis one for shape and one for pose.
Chen et al. [29] proposed a probabilistic generative model based on a Gaussian
Process Latent Variable Model (GPLVM). Two separate GPLVMs are used, one for
body shape variation and another for pose variation, which are combined to synthesize
arbitrary 3D shapes through deformation transfer [81]. A GPLVM based model allows
the non-linear mapping of the shape and pose data, expressed in Euclidean coordinates,
into a low-dimensional manifold where shape and pose deformations can be controlled
by a small number of latent variables.
The disadvantage of all three methods mentioned above, is that there is no intuitive
control over the pose space since the eigen-coefficients or latent variables do not necessar-
ily correspond to any meaningful description of the human body such as the joint angles.
To resovle this issue, a direct mapping is usually calculated between eigen-coefficients
and semantically meaningfull parameters using regression analysis [4, 5, 47].
Wuhrer et al. [93] used a rigid-invariant Laplacian representation to construct a PCA
space that jointly models shape and non-rigid pose deformations. The drawback of this
approach, however, is that the correlation between the embedded skeleton and the local
geometry is removed. Specifically, when sampling points in the PCA space there is no
guarantee that the resulting non-rigid deformations correspond to the specified pose.
Allen et al. [3] introduced a framework that is able to model identity and pose
dependent body shape deformations. In this approach an example scan is represented as
a single “character” vector with information about its shape, skeleton parameters (bone
lengths) and pose dependent deformation offsets. Much like SPSD (proposed approach),
generated shapes can be posed with a linear skinning approach followed by an additional
correction step which is based on radial basis function interpolation of example character
vectors. This approach, however, requires solution of a highly non-linear function to
obtain the “character” vectors from examples scans. In addition, in contrast to SPSD,
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the linear skinning approach used in their work is not detail preserving and may produce
artifacts that the correcting step is unable to correct. In parallel to work presented in
this thesis, Chen et al. [27] used a tensor based decomposition technique to model the
non-rigid pose induced deformations as a function of both the shape and skeletal pose.
2.7 Estimating Human Body Shape
Active shape and contour models Active shape models (ASMs) have been ex-
tensively used for modeling human face deformation. Traditionally in ASMs, a point
distribution model learnt is from examples using principal component analysis (PCA)
that describes the space of acceptable human face deformations. ASMs techniques can
be used to fit a template face model to given image using several constraints or features
detected in the image. Similarly ASMs describing human body deformation could be
used to estimate human body shape from images. It is important to note however, that
unlike human faces, the articulated human body has moving body parts with several
degrees of freedom. Reconstructing the human body shape from images is challenging
due to self occlusion and significant depth ambiguity.
An early approach from Baumberg and Hogg attempted to represent the full human
body using ASMs in order to perform pedestrian tracking. In their approach, body shape
and pose deformations are modeled jointly in one PCA basis without explicitly encoding
articulated body pose. The PCA model is learnt from a set of labelled examples of body
contours of pedestrians segmented from the background. However, because, moving
body parts are not directly modelled correspondence between body contours is difficult
to establish. Ong and Gong address this issue and extend this approach by constructing
a hierarchical PCA method that is able to handle the 3D motion of the upper body. In
another approach, Freifeld et al. [39] make use of a 2D articulated shape model learned
from a 3D SCAPE model to perform human-specific image segmentation. Even though,
the 3D body shape is not estimated they achieve impressive foreground segmentation
results due to the compactness and expressiveness of the contour model.
Human shape and pose from silhouettes Image silhouettes can provide a fair
amount of information about the shape and the pose of a subject and have been used
extensively in matching models to an image. Hilton et al. [48] proposed an early tech-
nique for estimating human body shape from images. Using a set of predefined orthog-
onal views they fit a deformable template model (VRML body model) to silhouettes.
Balan et al. [12] estimate pose and shape parameters from multi-view video streams
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using the SCAPE model. Using a stochastic optimization technique they fit a model
to image silhouettes by finding the optimal set of SCAPE parameters. This approach,
however, requires a manual initialization step to bootstrap estimation. In order to avoid
this Sigal et al. [74] proposed a similar method that uses as initialization step the re-
sult obtained from learning a direct probabilistic mapping between monocular silhouette
contour features and the SCAPE parameters.
Hasler et al. [45] estimate human shape and pose from a single image silhouettes
using a bi-linear model of human shape and pose. Using an orthographic camera, they
project the average shape obtained from the bi-linear model to the image plane. The
mesh is then further refined to fit the image using a Laplacian deformation framework
based on a few selected correspondence markers between the image and the model. Then
the bi-linear model of shape and pose is fitted to the deformed mesh in order to create
a realistic human model. The results are fine tuned by iterating the above steps.
Body shape from shading In order to further improve accuracy on shape estima-
tion, other cues from an image may be considered. Balan et al. [11] extend their model
to consider cast shadows on the ground plane and a light source which acts as an ad-
ditional “shadow camera” that improves pose and shape recovery, especially in the case
of monocular scenes. The first step of this approach is to segment the images into
background, foreground and shadow regions. Then, the approach tries to calculate the
optimal set of SCAPE parameters that best explain the image silhouettes and estimate
the light position from the shadows. Finally pose and shape are re-estimated using the
shadow regions and the estimated light source. Similarly, Guan et al. [42] estimate body
reflectance using a Blinn-Phong model with diffuse and specular components which can
be parametrized with respect to the pose and shape parameters (figure 2.9). The cost
function measures the difference between the intensities in the observed image and the
predicted brightness of the corresponding model. The disadvantage of both approaches
is that their use is restricted to carefully controlled indoor environments under the as-
sumptions that only one light source is applied to the model. Furthermore, the shading
cues restrict them to naked subjects.
Body shape and pose of dressed subjects from image constraints So far, the
methods described for estimating human shape and pose from images can only handle
naked subjects or subjects with tight clothing. Ideally, a shape estimation framework
should be able to identify shape and pose from subjects with loose clothing.
Guan et al. [40] proposed a method for inferring the underlying 2D body shape and
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Figure 2.9: Body shape estimation from a painting using shape from shading. Guan et
al. [42]
pose using a low dimensional clothing model. By explicitly modeling clothing they show
that body shape can be estimated more accurately than previous techniques which tend
to overestimate the size of the body.
Baˇlan and Black [10] proposed a framework that is able to estimate human shape and
pose under loose clothing. Using a multi-camera set up each subject is photographed
wearing different clothing and in different poses each time. The 3D shape of the subject
is constructed using the gathered constraints. The main idea of this approach is that
optimization is performed using skin color detection in the images. Specifically, they
introduce the concept of maximal silhouette-consistent parametric shape. This assumes
that the projected model lies completely within the foreground silhouettes and that
its volume is maximal. Therefore, the projected model must explain the foreground
silhouettes as fully as possible so that in the case of a naked subject the model will fit
exactly on to the image. In the case where the subject is wearing loose clothing, they
detect areas where the shape can accurately conform to the underlying shape.
Body shape and pose of dressed subjects from 3D geometry Hasler et al. [46]
presented a method for estimating detailed 3D body shape from 3D laser scans (figure
2.10). They perform an initial fit of template mesh model to a 3D scan of a person
wearing clothes using a combination of ICP (iterative closes point) registration and a
Laplacian mesh deformation method. In order to ensure that the solution lies within the
space of human shapes they use a statistical model of the human body to “humanize”
the initial fit. While this method produces reasonable approximations of the underlying
human shape it does rely on user specified constraints and it is unclear how well the ICP
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Figure 2.10: Estimating body shape under clothing using a statistical human model.
Reprinted from [45].
based Laplacian mesh deformation approach performs for more complicated poses.
In a similar framework Wuhrer et al. [91] proposed a technique for estimating shape
under clothing for animated mesh sequences. Instead of relying on user constraints they
automatically detect sparse features across the whole sequence using Markov network
landmark prediction model. Given a set of landmarks they calculate the skeletal pose
and fit a rigged template mesh. Once the template mesh is brought to a pose alignment
they use a non-rigid registration approach [6] to tighten fit and recover shape details.
The rigid rotation Laplacian model is used to humanize the resulting meshes and obtain a
shape average across the sequence. Similarly to the approach presented in this thesis, an
approximation of the underlying body shape is recovered by considering example frames
where clothing fits closely to the underlying body shape. However, instead of calculating
a generic shape average over the whole sequence as in [91], the work presented in this
thesis computes a weighted shape average for each body part by explicitly identifying
skin regions.
As discussed above previous work relies on detecting skin regions using color segmen-
tation to tightly fit the estimated body shape [10]. In this thesis, this idea is expanded
further to identify skin regions based purely on the surface geometry. By segmenting
the example space into different body parts the proposed approach can benefit from all
the “good” examples for a particular body part.
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Figure 2.11: The DRAPE model can generate complex cloth dynamics including fine
details and wrinkles and it is able to adapt to different body types. Reprinted from [41]
2.8 Garment Deformation Models
There are two main trends in accurately modeling the behavior of cloth. The first trend
is focused on developing physical based models that describe mathematically how cloth
with varying material properties behaves in different scenarios. Such models produce
stunningly realistic simulations and are able to deal with cloth collision, friction and
air resistance. For a detailed discussion see the survey [58]. Physical based simulations
of cloth are used in the film industry due to the high quality output but are not so
frequently used in games and online fashion applications due the high computational
cost and inability to produce outputs in real time. Physical simulation approaches also
commonly require user interaction due to issues of stability when imposing complex
constraints. Therefore, the second trend is focused on developing data-driven models of
cloth deformation that can achieve a significant speed up without compromising on the
quality of the required realism.
Cloth Capture In order to capture precise, high frequency details of cloth dynamics,
accurate acquisition systems are required. Various techniques exist for capturing cloth
undergoing natural motion using stereo, multi-camera systems, structured light [43,
44, 68, 72]. Most recently special patterns have been used to significantly increase
reconstruction accuracy [88]. Typically, a pattern is printed on the surface of the cloth
such that local regions of the cloth are uniquely identifiable. By matching local regions
across multiple views, point correspondence is determined. The 3D location of each
region can then be determined by intersecting rays though the corresponding observation
in the image set. The resulting point clouds are triangulated, hole filled and temporally
smoothed to produce a triangle mesh with static connectivity for each frame. The results
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can then be used to build a data-driven model of cloth deformation.
Data-Driven Models Typically in data-driven models, garment deformations are
driven by a low-dimensional set of parameters such as the skeletal pose and shape of
the underlying 3D body, motion dynamics (e.g. acceleration, velocity) and material
properties.
De Aguiar et al. [31] proposed a technique for learning a low-dimensional representa-
tion for both the cloth and the underlying body shape from simulated data. They define
two canonical spaces of cloth and body surface deformation with respect to the skeletal
pose and apply principal component analysis to obtain a linear parametric model for
each space. The parametric cloth model is then driven by the kinematic skeletal chain
and the internal dynamics of the cloth. Guan et al. [41] extend this idea by introducing
DRAPE, a cloth deformation model that is also driven by the underlying body shape
(figure 2.11). The proposed model is trained on examples of various body shapes in dif-
ferent poses using physics based simulations of clothing. Similar to the work presented
in this thesis, DRAPE factors the change in clothing shape due to body shape, pose
induced deformations and motion dynamics. As a result, this factorization, allows the
model to be learned from far fewer examples.
Instead of treating clothing as a separate mesh, the proposed layered deformation
approach treats clothing as an additional deformation of the template mesh. As a result,
interpenetration issues between the clothing and the underlying body are no longer a
problem. In addition the proposed approach is trained on real examples of garment
deformation and does not rely on physics based simulations.
2.9 Summary
In recent years, several approaches have been proposed for modeling the human body
in 3D. These techniques can be differentiated by the method of statistical analysis, the
surface encoding technique and the paramaterization of human shape and pose. It is
evident that surface representations play an important role in statistical human body
models. The learnt body shape variation is directly related to the properties encoded
by the surface representations. For this reason, this thesis provides an analysis and
comparison of statistical human models with respect to various surface encodings and
parametrization of shape and pose. The aim is to provide an insight to statistical human
models and serve as a basis for subsequent improvements.
It is argued that the state of the art on human body models can be expanded in
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several directions. The widely used SCAPE model [8] is able to factor out body shape
deformations from pose induced deformations allowing for independent and intuitive
control over human shape and pose. However, the pose deformation model is learnt
from a single individual in various poses and assumes that pose deformations can be
shared by all individuals. This assumption however, is incorrect since it is known that
body shape deformations induced by pose also depend on the physique of a subject. For
example a muscular person would deform differently from an overweight person in the
same pose. In this thesis therefore, a method is presented that jointly models shape and
pose deformations in order to accurately capture their correlations.
Many applications including character animation and online-fashion would benefit
from the ability to produce garment deformations that are influenced by a character’s
shape and motion. There is an abundance of methods for realistically modeling garment
deformations using physical simulations. However, these techniques come at high com-
putational cost. This thesis, therefore, investigates the use of a lower-dimensional linear
subspace to model complex garment deformations which is learnt from real examples of
garment motion.
There are multiple examples in the literature where statistical human body models
have bean used to aid the estimation of human shape and pose from sparse, noisy and
incomplete data. From example 3D human scans, it is possible to estimate the underlying
human body shape by exploiting regions where skin is detected from color information
[10]. Drawing from these ideas, this thesis investigates whether it is possible to estimate
shape by identifying skin regions based purely on the surface geometry.

Chapter 3
Surface Parametrization Techniques:
A Comparative Study
This chapter presents a quantitative and qualitative comparison of surface parametriza-
tion techniques used to construct statistical human body models. The purpose of this
analysis is to provide an understanding into key aspects of statistical human models
and serve as a basis for subsequent improvements. Motivated by existing statistical
human models, three surface representations were chosen: 1) Euclidean coordinates; 2)
Laplacian coordinates; and 3) Relative rotation encoding coordinates. Similar to exist-
ing approaches [4, 8, 47, 90], principal component analysis (PCA) is used to construct a
statistical human model for each surface representation. The analysis and comparison
framework is twofold. Firstly, a qualitative evaluation is given by examining generated
human body models produced from each statistical human model. Secondly, each statis-
tical human model is evaluated in the context of human shape and pose reconstruction
from silhouette. This chapter is built upon the original work [63].
3.1 Introduction
In order to perform meaningful statistical analysis on non-rigid surfaces like the human
body, a quantitative measure of “distance” between shapes needs to be defined. As
such, a distance metric needs to consider the properties that distinguish what really
characterizes a shape and what can be attributed to its deformations. Such properties
are called deformation invariant [25]. For example the length of the human leg will
remain the same no matter how it is articulated.
In the case of statistical human body models, we are interested in surface parametriza-
tion techniques that allow us to encode such properties. Euclidean coordinates are ill-
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Figure 3.1: This figure shows the pipeline used in this comparative study to construct
the human shape models.
suited for this purpose, since the same shape is represented differently depending on its
orientation. The same applies for other linear surface representations such as the Lapla-
cian coordinates [1, 22, 56, 79] which are not rotation invariant. On the other hand,
local-frame based representations, encode mesh properties irrespective of rotation and
translation which makes the extraction of relevant differences between two scans of the
same subject a much easier task. In the simplest case, however, when two meshes are
articulated and positioned in the exact same way, rotational invariance is not required.
In this study, three statistical human models were constructed based on: Euclidean
coordinates, Laplacian coordinates and Relative Rotation Encoding coordinates (RRE)[47].
Using a linear method for statistical analysis (principal component analysis) the goal is
to the analyze and compare the resulting human body models from the different surface
encodings (figure 3.1).
3.2 Overview
Training Each statistical human model is trained on a database of registered full 3D
body scans [47]. The database contains scans of 111 subjects aged 17-61, where 57
are male and 54 are female. In addition, further information about each scan such as
gender, height, weight is also contained in the database. The mesh models are in vertex
correspondence with each mesh model consisting of 6449 vertices and 12894 faces. All
individuals are captured in a standard pose as well as other poses which are randomly
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selected from a set of 32 poses. A shape-only model is constructed using scans where the
subjects are in a standard pose whereas a complete shape and pose model is constructed
when all scans are used. Each model is constructed by applying PCA on the encoded
mesh vertices.
Qualitative Comparison Each statistical human model is evaluated qualitatively by
sampling points in the respective parameter space and examining the output meshes.
The quality of the generated meshes is assessed based on an anthropomorphic factor
or how closely the meshes resemble a human body. For example a mesh with visible
artifacts such as shearing and scaling would not constitute as a valid human body model.
In addition each model is evaluated by the number of parameters required to describe
the total variance in the training set. A small number of model parameters indicates
better convergence in a human body estimation framework. In contrast, a high number
of model parameters increases the risk of the optimization getting trapped in a local
optimum.
Quantitative Evaluation For a quantitative measure, each statistical human model
is evaluated in the context of shape and pose estimation from silhouette. Starting from
the mean model the task is to find the optimum set of shape parameters in the PCA space
that best fit the observed data using an optimization framework. The estimated meshes
are compared against the ground truth using three distance metrics in the Euclidean,
Laplacian and RRE coordinates space.
3.3 Surface Representations
This section describes the encoding and decoding pipeline for each surface representation:
Euclidean coordinates, Laplacian coordinates and RRE coordinates.
Consider a triangle mesh Mk with Nv vertices, denoted as Mk = (Xk, F ) where X
is the set of its vertices and F is a set of triangles connecting the vertices. The surface
encoding vector xk of length H can be extracted using the following way:
xk = E(Mk) (3.1)
where E is the encoding function. A decoding function D can be used to obtain the
corresponding triangle mesh:
Mk = D(xk) (3.2)
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Distance Metric The distance between two meshes Mp,Mq in an encoded space can
be defined as:
d(Mp,Mq) = ∥(xp − xq)∥2 (3.3)
3.3.1 Euclidean Coordinates
Euclidean coordinates are expressed with respect to the global position and orientation
and are, thus, affected by translation, rotation and scaling.
Encoding In the 3D Euclidean coordinate space H = Nv × 3 and
xk = [v1, . . . ,vNv ]
⊤ (3.4)
Decoding Since the mesh encoding xk is already expressed in the Euclidean coordi-
nates the mesh vertices Vk can be simply found by exacting elements from the encoded
vector in the following way.
Vk =

xk1 xk2 xk3
. . .
xk(H − 2) xk(H − 1) xkH
 (3.5)
3.3.2 Laplacian Coordinates
As described in chapter 2 the Laplacian coordinates of a vertex can be defined as a
vector, where its magnitude is expressed as the difference of the vertex value and the
center of mass of its one-ring neighbors [22]:
δi = wivi − 1
wij
∑
j∈N1
vj, (3.6)
where i, j are incident one-ring neighbors and wi,wij are the vertex weights and edge
weights respectively.
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Encoding The cotangent discretization of the Laplace-Beltrami operator is useful for
applications where the mesh geometry is always known, such as mesh editing and fil-
tering. For compression applications, however, a geometry independent discretization is
preferable where the weights are implicitly encoded in the mesh connectivity and there-
fore, modeled in the PCA basis. This allows for a uniform encoding function for all
meshes in the training set, dependent only on the mesh topology. Thus, the topological
Laplacian is constructed with weights:
wi = 1, wij = di, (3.7)
where di is the number of vertices in the neighborhood of vertex i. In matrix form,the
Laplacian matrix is defined as:
Lij =

di i = j
−1 (i, j) neighbours
0 otherwise
(3.8)
In the Laplacian coordinate space H = Nv × 3 and
xk = [δi, . . . δNv ]
T (3.9)
Decoding A mesh can be reconstructed from its differential coordinates using a
Poisson surface reconstruction step [22, 52]. This approach involves finding the optimal
set of vertices that best preserve the geometrical properties of the local areas of the
mesh. The Laplacian matrix is by definition translation invariant and, thus, singular
[77, 79]. Hence, one or more vertices need to be anchored in order to reconstruct the
mesh. Therefore, we seek to minimize the energy of the form:
E(V ′) =
Nv∑
i=1
∥Lv′i − δi∥2 +
Nc∑
l=1
γc∥v′l − cl∥2 , (3.10)
where L is the discrete Laplacian operator, δ are the differential coordinates, and c1..Nc
are the known vertices and γc is the weight assigned to each vertex constraint. The
minimum of the energy can be found by solving the system of normal equations:
L⊤L+W2cIk = L⊤δ+W2cck. (3.11)
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The known vertices ck are added to the system as “soft constraints” with a weight value
to allow for balancing between the data and constraint term. For the purposes of this
study, a single vertex constraint is given, in order to position the resulting meshes at
the same location in world coordinates, e.g. c1 = [0, 0, 0].
3.3.3 Relative Rotation Encoding (RRE)
RRE coordinates introduced by Hasler et al. [47] is frame-based representation where a
mesh is encoded by storing relative transforms between neighboring triangles. Relative
transforms are invariant under translation and rotation.
Encoding The first step in encoding the surface is to consider a transformation matrix
Um relative to a rest pose triangle Ftm:
Fm =

v1m
v2m
v3m
 = UmFtm. (3.12)
The transformation matrix Ui is equivalent to the connection maps described in section
2.2.4[53]. By polar decomposition, matrix Um is split up into a rotation matrix Rm and
a remaining stretching deformation matrix Sm, hence,
Fm = RmSmFtm (3.13)
The matrix Si is by construction rotation invariant, thus, only a relative encoding of
matrixRm needs to be considered. Relative rotations between pairs of adjacent triangles
ρ and τ are computed in the following way:
Rρτ = RρR−1τ (3.14)
A single relative rotation can be used to encode the rotation matrixRm. However, Hasler
et al.[45] argue that using three relative rotations for every triangle corresponding to
each of its neighbors improves reconstruction stability.
The rotation matrices are transformed to angle-axis representation using the Ro-
drigues’ rotation formula [16, 69] to allow for linear interpolation. The stretching ma-
trix Sm is symmetric, so only the upper-half is stored. The final encoding has 15 de-
grees of freedom per triangle. Therefore, in the RRE coordinate space H = T × 15,
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T = number of triangles and
xk = [s1r11, r12, r13 . . . sT , rT1, rT2, rT3]T (3.15)
where sm is a 6 dimensional vector containing the upper-half of stretching matrix Sm
and rm1, rm2, rm3 are the relative transformations for triangle m.
Decoding In order to reconstruct the mesh, the rotation matricesRm for each triangle
need to be extracted from the relative rotations. Similarly to Kircher and Garland [53],
equation 3.14 can be re-written as such:
RρτRτ −Rσ = 0 (3.16)
The relationships of adjacent triangles can be inserted into a sparse linear system of
equations:
[
· · · −I · · · Rρτ · · ·
] [
... Rτ ... Rρ ...
]⊤
= 0 (3.17)
The system can be solved in the least square sense by anchoring one or more rotation
matrices Rm to guarantee uniqueness i.e. rm = [0, 0, 0]. The resulting rotation matrices
may not be pure rotations and are, hence, factored using polar decomposition to acquire
the rotation component matrix [47]. The transformed mesh triangles are computed
using the relationship in equation 3.13. The process described, applies an arbitrary
transformation to each triangle effectively, breaking the connectivity of the mesh. The
complete mesh can be reconstructed using Poisson reconstruction[22].
3.4 Splitting Shape and Pose
The Laplacian and Euclidean representations are ill-suited for modeling both shape
and pose since rotations cannot be handled. However, they can effectively model body
shape variation making them suitable candidates for a framework where shape and
pose are learnt independently. Pose deformations can be handled effectively either by
incorporating a skeleton or by considering pose deformations that align a shape model
to a given pose. For comparison purposes, the latter is chosen where the Euclidean and
Laplacian shape models are used to build a bi-linear model of shape and pose.
Separate models of shape and pose can be constructed by splitting the deformation
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matrix Um into two, a pose deformation component Pmκι and a shape deformation
component Dmκ respectively [45]:
Fmκι = UmκιT = PmιDmκT. (3.18)
where Fmκι is a 3×3 matrix containing the vertices of the mth triangle of subject κ in
pose ι and T is a canonical template triangle in the xy−plane. This formulation assumes
that all poses are identical and not subject specific. This is not a valid case since for
instance, muscle bulging depends on both the pose and the physique of a subject. A
shape-dependent pose parameter Pmικ can be used instead. By polar decomposition,
Pmικ = RmικSmικ and Dmκ = RmκSmκ. Equation 3.18 can be re-written in the form[45]:
Fmκι = PmιDmκT = RmικSmικRmκSmκT. (3.19)
The shape deformation component Dmκ for each triangle m of subject k are equal to
the transformation matrices Umκιwhere ι is index of the canonical pose. Once the shape
deformation components are found, the pose deformation component can be calculated
as the residual transformation:
Pmικ = FmκιD−1mκT−1. (3.20)
As described by Hasler et al. [45] however, the above calculation of the pose deformation
components Pmικ cannot be applied to another subject as it violates the assumption that
triangles depend on the shape of subject. Therefore, driven by the fact that scaling and
shearing are not rotation invariant, they restrict deformations Smικ to always act on the
xy-plane by defining:
S′mι = R−1mκSmιRmκ (3.21)
Additionally, they further define:
R′mι = R−1mκRmιRmκ (3.22)
Finally equation 3.19 becomes:
Fmκι = PmιDmκT = RmκR′mιS′mιSmκT. (3.23)
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Encoding shape As described above shape deformation components Dmκ are ex-
tracted from the canonical pose meshes. The shape encoding vector xsk can be defined
as:
xsk = [s1r1 . . . sT , rT ]
⊤ (3.24)
where sm is a 6 dimensional vector containing the upper-half of stretching matrix Smκ
and rmis the angle-axis representation of matrix Rmκ. Alternatively, shape can be en-
coded in any of the surface representations described in section 3.3, whereby the shape
deformation componentsDmκ are extracted from the decoded meshes.
Encoding pose In order to encode the pose deformation components Pmι , relative
transformations between adjacent triangles are stored as described in section 3.3.3.
Therefore, the pose encoding vector xpk is H = T × 15, T = number of triangles
and
xpk = [s1r11, r12, r13 . . . sT , rT1, rT2, rT3]
⊤ (3.25)
where sm is a 6 dimensional vector containing the upper-half of stretching matrix S′mι
and rm1, rm2, rm3 are the relative transformations for triangle m with respect to matrix
R′mι.
Decoding Once the deformation components Dmκ , Pmι are calculated from their
respecting encodings, Poisson reconstruction is used to obtain the corresponding mesh.
3.5 Shape and Pose Variation from 3D Scans
This section describes how to apply principal component analysis (PCA), on the collec-
tion of encoded mesh vectors.
Principal Component Analysis Given a set of K aligned 3D meshes a PCA model
is constructed in the following way.
1. Encode each mesh into a H × 1 vector representation xk = E(Mk) where E is the
encoding function and H is the number of elements of the encoded mesh vector.
For example, in the 3D Euclidean coordinate space H = N × 3.
2. Compute the mean model by x¯ = 1
K
K∑
k=1
xk.
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Figure 3.2: Principal axis of shape variation.
3. Find the covariance matrix Σ = 1
K−1
K∑
k=1
(xk − x¯)(xk − x¯)⊤.
4. Apply eigen-value decomposition on the covariance matrix and compute the eigen-
vectors ϕq and the corresponding eigenvalues λq ( sorted so that λq > λq+1).
Using the above relationships we can calculate any point in the training set using xk =
x¯ + Φbk where Φ = (ϕ1...ϕNϕ) and bk = Φ⊤(xk − x¯). The number of eigenvectors is
chosen so that it accounts for 99% of the total variance of the data while the remaining
is considered noise. The vector bk or otherwise PCA vector of a model defines a set
of parameters/modes of the deformable model. Therefore, by varying bk with ±3σ it
is possible to generate new body shapes and poses which do not exist (or which were
not observed) in the training data-set.(figure 3.2). Note that the modes of variation
obtained with the PCA basis represent the largest variations in the training sample set
and are not necessarily semantically meaningful.
3.6 Qualitative Evaluation
For a qualitative comparison, each statistical model is trained on all available meshes.
Shape-only models are trained on the scans where the subjects are in a standard pose
whereas the shape and pose models are trained on the complete data-set.
Shape-Only Models Firstly, the distribution of eigenvalues produced by each statisti-
cal model is examined (figures 3.3). For each representation, the graph of the normalized
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eigenvalues is plotted. Higher values indicate the importance of each PCA mode relat-
ing to body shape variance. For example, the first PCA mode may represent changes in
body shape due to varying height across different individuals. Generally, we are inter-
ested in the eigenvalues that account for ≈99% of the total variance. As can be seen,
the Euclidean representation describes the total variance with only the first 20 PCA
modes. In the other two cases, the shape variation appears to be more evenly spread
with the first 90 PCA modes accounting for ≈99% of the total variance. A possible
explanation for this difference is that in both cases (Laplacian, RRE) the difference of
local frames defined on the mesh geometry is not as distinct as the difference between
individual vertices in the Euclidean coordinates space. This implies that body shape
can be controlled with fewer parameters using the Euclidean parametrization.
In order to better understand the attributes and behavior of each parametrization
space, the main variation modes produced by each statistical model are examined (figures
3.4, 3.5, 3.6). Figures 3.4, 3.5, 3.6 show 4 main variation modes of each basis. Note,
that some pose variation in the training set is expected expected (the position of the
hands and legs) since subjects did not assume exactly the same pose while being scanned.
It is clear that the first PCA component is similar in all three cases. The first PCA
component appears to be a variance along the lines of height and gender. Notice that
in the Euclidean representation, pose changes appear to have greater significance than
in the other two representation. For example what appears to be a variation in weight,
shows up in the PCA component number 5 in the Euclidean basis whereas it appears in
the PCA component number 2 in the other two cases.
Shape and Pose Models As the Laplacian and Euclidean coordinates are not suit-
able for pose variation, it is expected that interpolated points in the shape and pose PCA
space will contain visual artifacts. However, as explained in section 3.4, the Euclidean
and Laplacian shape models can be effectively incorporated in a bi-linear model of shape
and pose. Figure 3.7 illustrates the mean models of shape and pose from each statistical
model. Shape components Dmκ (equation 3.19) are extracted from each shape model
and pose transformations are encoded using RRE to allow for correct interpolation.
3.7 Quantitative Evaluation
In this test, a silhouette fitting framework is developed where the goal is to obtain the
3D mesh model corresponding to a silhouette image using a stochastic optimization
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Normalized Eigen Values
Euclidean
Laplacian
RRE
Figure 3.3: Normalized eigen-values of each body shape model.
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Figure 3.4: The Euclidean representation main shape variation axes and eigenvalue
distribution.
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Figure 3.5: The Laplacian representation main shape variation axes and eigenvalue
distribution.
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Figure 3.6: The RRE representation main shape variation axes and eigenvalue distribu-
tion.
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Euclidean Laplacian RRE Euclidean (bi-linear) Laplacian (bi-linear)
Figure 3.7: Shape and Pose Models. The mean models of shape and pose produced
by each representation. Notice how the Euclidean and Laplacian mean models have
disproportional human body parts since the representations are not rotation invariant.
However, as illustrated in the two rightmost mesh models, the Euclidean and Laplacian
shape models can be effectively used in a bi-linear model of shape and pose.
algorithm. For shape similarity comparison, three distance metrics are considered based
on the Euclidean, Laplacian and RRE spaces. As discussed,the RRE distance metric
is better suited for shape comparison since its invariant to rigid transformations. The
goal is to minimize a silhouette fitting error by searching the space of permissible human
body shapes and poses:
min
be
E(Ie, It) = ∥(Ie(bse,bpe)− It)∥2, (3.26)
where It is the target silhouette and Ie is the estimated silhouette expressed as a func-
tion of the shape and pose parameters bse,bpe in their respective PCA space. The size
of vectors bse,bpe is adjusted to the match number of significant eigenvectors for each
representation e.g. in the Euclidean Coordinate shape space bse is of size 20. For sim-
plicity and clarity of results, the camera projection matrix is fixed. It is important to
note that the objective function is minimized under the constraint that the shape and
pose parameters bse,bpe must lie within ±3σ from their respective distributions.
Optimization The constrained objective function 3.26 is nonlinear, high dimensional
and not easily differentiable. Therefore, a heuristic based optimization technique is used.
Equation 3.26 is minimized using a particle swarm optimizer (PSO)[67] which is known
to be robust in solving non-linear high dimensional problems. It requires no assumption
of the objective function and has few adjustable parameters. Based on experiments for
this specific problem, the PSO algorithm is initialized with 25 particles with maximum
number of iterations it = 200 and particle position limits of ±3σ.
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Test Subject Euclidean Laplacian RRE
Euclidean Distance: 0.01954m 0.02963m 0.02220m
Laplacian Distance: 0.003773 0.004677 0.004093
RRE Distance: 0.323967 0.397911 0.343521
Silhouette Overlap Error: 3.517% 5.904% 5.589%
Figure 3.8: Shape from silhouette example. Heat maps are calculated with the Euclidean
distance metric.
Shape from Silhouette For shape only estimation, where the pose is fixed, equation
3.26 is simplified to:
min
be
E(Ie, It) = ∥(Ie(bse)− It)∥2 (3.27)
The evaluation is performed by splitting the database into 100 subjects for training
and 11 subjects for testing. This process is performed 10 times so that each model is
estimated exactly once.
Figure 3.9 shows the average distances based on the three metrics from all the tests for
each of the three models. In addition, an average overlap error (%) between the silhouette
of the estimated model and the target model is shown. In many cases it was observed
that the meshes produced by the three shape models have similar shapes; particularly
in the outer boundaries of each mesh which is a direct result of the silhouette fitting.
Figure 3.10 illustrates a plot of the optimization convergence for each representation.
As shown, for all representations the energy drops significantly after a few iterations of
the particle swarm optimization.
The results indicate that the Euclidean model performs better, both in the case of
minimizing the silhouette overlap error and in the case of producing models with smaller
distances from the target models. This may be attributed to the fact that the Euclidean
representation models shape variation with a smaller number of significant eigenvalues.
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Figure 3.9: Shape from silhouette. The mean and standard deviation are recorded for
each distance metric. As shown the Euclidean representation outperforms the Laplacian
and RRE representations.
Figure 3.10: Optimization convergence. As shown, for all representations the energy
drops significantly after a few iterations of the particle swarm optimization.
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Figure 3.11: Shape and pose from silhouette. As shown, the Euclidean and Laplacian
representations have lower silhouette overlap and Euclidean distance errors than the
RRE and Bilnear models. The Euclidean and Laplacian models are loosely-constrained
since they are not bound by the space of acceptable human body configurations which
allows convergence to a solution more freely.
Figure 3.8 shows an example of the shape estimation. The results reinforce the previous
observation that a Euclidean model can be used more effectively in an optimization
framework since body shape is controlled with fewer parameters. As shown, the three
curves converge after a few iterations of the particle swarm optimization.
Shape & Pose from Silhouette Typically, shape and pose reconstruction from sil-
houette frameworks require pose initialization; either by manually placing correspon-
dence points on the silhouette to mark a specific pose [45] or by placing a correctly
posed skeleton [42]. In this tests, however, we are interested to see how well each model
can estimate a specific pose without initialization. Shape and pose estimation is eval-
uated for four models: Euclidean, Laplacian, RRE and a bi-linear model of shape and
pose based on the Euclidean shape model. Each model is trained on the full database
minus a scan of a subject in a specific pose which is used for testing. This process is
repeated once for each of the 32 example poses. The number of iterations and particles
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is doubled since we are searching for a solution in a much larger space.
The Laplacian and Euclidean models were able to produce good silhouette fits, while
generating reasonable approximations to the real solution (figure 3.11). Nonetheless, in
most cases the meshes appeared to have shearing and shrinking artifacts, particularly
in the area of the arms which is a result of incorrect modeling of pose variation (figure
3.12). This effect is reflected in the relatively high average RRE distance. The Eu-
clidean and Laplacian models are loosely-constrained since they are not bound by the
space of acceptable human body configurations which allows convergence to a solution
more freely. On the other hand, the RRE model and the bi-linear model while gener-
ating permissible human body shapes and poses, often fail to converge to a solution;
particularly, in the cases where body parts were occluded and pose was not estimated
correctly. In other cases, when pose was estimated correctly, shape also converged to a
solution; hence, producing good silhouette fits. The RRE and bi-linear models appear
to be tightly-constrained decreasing the number of acceptable solutions. In addition,
the bi-linear model is split into two correlated spaces which inevitably leads to poorer
optimization performance. As mentioned above, generated points in the shape and pose
spaces are limited to ±3σ. Additionally, in some cases, poses generated within those
limits by the RRE and bi-linear models did not always result in a physically correct
pose. This occurs since both models attempt to linearize an inherently non-linear pose
space.
3.8 Summary
This chapter presented an analysis and comparison of the surface representations used
in recent statistical models. The goal was to provide an insight into the different
parametrization spaces and the reason they play an important role for the develop-
ment of statistical human models. Through a quantitative and qualitative evaluation of
shape-only models, it was shown that the Euclidean representation, despite its simplic-
ity, is in fact more compact than the Laplacian and RRE representations for modeling
human body shape. It is argued that a small number of model parameters indicates
better convergence in a human body shape estimation framework. In contrast, a high
number of model parameters increases the risk of the optimization getting trapped in a
local optimum.
It was also shown that both the Euclidean and Laplacian shape models can be used
in a framework where pose and shape are learnt separately. A shape and pose from
silhouette comparison has demonstrated that the Euclidean and Laplacian models were
3.8 Summary 57
Test Subject Euclidean Laplacian RRE Euclidean (bi-linear)
Euclidean Distance: 0.02470m 0.03680m 0.07008m 0.10109m
Laplacian Distance: 0.0059553 0.00609468 0.00570051 0.0080665
RRE Distance: 0.510327 0.544494 0.444083 0.659826
Silhouette Overlap Error: 7.153% 7.497% 13.571% 24.394%
Test Subject Euclidean Laplacian RRE Euclidean (bi-linear)
Euclidean Distance: 0.07414m 0.12961m 0.12006m 0.15232m
Laplacian Distance: 0.00694329 0.00705667 0.00626202 0.00799014
RRE Distance: 0.701682 0.672434 0.500156 0.691213
Silhouette Overlap Error: 18.947% 24.608% 43.537% 35.459%
Test Subject Euclidean Laplacian RRE Euclidean (bi-linear)
Euclidean Distance: 0.02938m 0.02577m 0.03397m 0.11420m
Laplacian Distance: 0.00450973 0.00433745 0.00440414 0.0073208
RRE Distance: 0.426974 0.415773 0.391386 0.655501
Silhouette Overlap Error: 5.668% 5.341% 6.703% 27.331%
Test Subject Euclidean Laplacian RRE Euclidean (bi-linear)
Euclidean Distance: 0.08757m 0.26072m 0.13207m 0.23291m
Laplacian Distance: 0.00634382 0.00834431 0.00670851 0.00895477
RRE Distance: 0.640788 0.733794 0.531443 0.697141
Silhouette Overlap Error: 16.231% 24.747% 38.089% 21.286%
Figure 3.12: Shape and pose from silhouette examples.
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able to generate reasonable approximates to a real solution; being loosely-constrained.
The RRE and bi-linear models were shown not to converge robustly to a solution since
they are tightly-constrained to the space of acceptable human body shape and poses.
Given the outcome of this study, the following chapter presents a practical application
for shape estimation from single images using a Euclidean PCA shape basis.
Chapter 4
Home Body Scanning System for
Online Fashion
This chapter describes a framework for human body shape estimation and classification
from a single photograph motivated by online fashion applications. Given a single im-
age the proposed framework is able to simultaneously estimate 3D human body shape
and compute foreground segmentation with minimal user input. While the large space
of possible solutions of human shape can be reduced from image and user constraints
(height and weight) the human body can appear in several poses with occluded body
parts. Therefore, for the specified application, a practical approach is considered where
the user is required to remain in a relatively relaxed pose facing the camera. To further
reduce pose ambiguity the user is required to provide the 2D location of the hands and
feet by clicking on the image. It is shown, that these steps significantly reduce pose
ambiguity. This technology has been exploited as part of a collaborative project with
fashion designers to develop a mobile app to classify body shape for clothing recom-
mendation in online fashion retail. This chapter is built upon the original work [66] .
4.1 Introduction
Obtaining the 3D body shape of an individual is a long-standing and active research
topic with applications varying from entertainment and e-commerce to medical analysis.
Recent work has demonstrated that detailed 3D human shape can be accurately esti-
mated from multiple images or depth maps [73, 87]. This chapter address the problem
of robustly and accurately estimating 3D human body shape from a single image for use
in on-line fashion applications. The goal is to develop a cheap and easy to use system
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Figure 4.1: Body shape estimation from a single image
that will allow users to accurately extract body measurements using a mobile phone or
tablet. Wide adoption relies on good usability, therefore fast capture and ease of use is
essential. As such the system is designed to produce shape measurements from a single
frontal photograph.
Many shape reconstruction techniques require foreground segmentation to be com-
puted separately [11, 12, 28, 29, 42]. In contrast, the proposed approach is able to
perform integrated segmentation and shape estimation using a novel image cost func-
tion which incorporates a strong human shape prior. The approach is motivated by
the work of Bray et al. [24]. Bray et al. [24] incorporate a pose-specific shape prior
(stick-man), as well as other image cues, in a Bayesian framework to significantly im-
prove segmentation and pose estimation results. Similarly, the proposed framework uses
a strong shape prior based on a statistical model of the human body shape which is
learned from a range of 3D scans of different individuals. The results are demonstrated
by estimating the shape of known subjects from frontal view photographs and comparing
with ground truth measurements obtained from a 3D scanner.
4.2 Overview
Body Shape Model The suggested method is based on a statistical model of the
human body shape which is learned from a range of 3D scans of different individuals
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Figure 4.2: Classifying the female body types. Image courtesy of
http://www.michaelajedinak.com
[47]. As described in previous chapter the database contains scans of 111 subjects aged
17-61, where 57 are male and 54 are female. For the purposes of this work only the
female scans were used to train body shape model. A Euclidean PCA shape basis is
chosen due to its compactness and ability to control body shape with a small number
of parameters as shown in the results of the comparative study in chapter 3.
Female Body Shape Classification Classifying the human body shape into a num-
ber of distinct body types has a great appeal for mass customization strategies in the
apparel retail industry. For this reason a shape classification framework is proposed,
based on the work of Simmons et al. [75]. In their work, six industry related body
measurements (waist, bust, hips, high hips, abdomen and stomach) are used to identify
nine distinct body types of the female body. In this work five different body types are
used: Hourglass, Oval, Triangle, Inverted Triangle, Rectangle (figure 4.2).
In the proposed framework, body measurements are extracted from the estimated
body shape and are used to classify each subject according to the five body types. For
each measurement, body circumferences are manually annotated on the surface of the
template mesh as illustrated in figure 4.3.
4.3 Body Model and Fitting
The overall goal of the proposed framework is to infer body shape parameters from
various cues in a single view image. To manage this problem, a parametric model of the
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Figure 4.3: Manually annotated vertex rings corresponding to body measurements.
human body is used that allows the mapping between the complex and high dimensional
space of human body shapes into a lower dimensional manifold as described in chapter
3. It is important to note here that additional views e.g. a side-view photo of a subject
can greatly reduce the search space of possible solutions. However, even though the
proposed framework can be extended to include multiple views, this would significantly
increase computational time.
Therefore, given an image I, the task is to estimate the PCA shape parameters by
minimizing an energy function. For a given set of shape parameter bs, the corresponding
mesh is projected onto the input image I with camera translation t = [x, y, z]. The
energy function E(bs, t, I) to be minimized, measures how well the projected image fits
the human figure of the input image. When projecting a 3D object to a 2D image plane,
depth information is lost and cannot be directly recovered from a single viewpoint.
Therefore to reduce single view ambiguities the proposed system requires the user to
specify height and weight. This practical approach significantly reduces the space of
available solutions and allows for better body shape estimates. Furthermore, increased
accuracy is achieved by manually specifying the positions of the hands and feet. The
energy function includes four components and is defined as follows:
E = λ1Ecolour + λ2Eedge + λ3Ejoint + λ4Esemantic, (4.1)
where λ1, λ2, λ3, λ4, are constant weights determined empirically. The energy function
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is optimized using a non-linear optimization technique; the Nelder-Mead method [62].
Optimization The Nelder-Mead method was chosen since it provides a good compro-
mise between computational time and robustness. During the first few iterations and
it can produce significant improvement from the initial solution and can quickly pro-
duce satisfactory results. For the proposed application this property is quite important
as it allows for quick user feedback. Also this method only requires one or two func-
tion evaluations per iteration which is important since the energy cost function 4.1 is
expensive to compute. Therefore, the Nelder-Mead method is faster than the particle
swarm optimization used in chapter 3 which requires at least n function evaluations per
iteration.
Color distribution term A good estimated model should correspond to a good im-
age segmentation defined by the projected silhouette. Therefore, the segmentation is
evaluated by comparing the color distribution of the two regions inside and outside the
silhouette using Bhattacharyya distance [18]:
Ecolour = 1−
√√√√1−√H¯inH¯outN2 N∑
i=1
√
Hin(i)Hout(i) (4.2)
where Hin and Hout are the histograms of the two regions inside and outside the sil-
houette, respectively, N is the number of the histogram bins and H¯ = 1
N
∑
i
H(i). The
Bhattacharyya distance has a simple geometric interpretation as the cosine of the angle
between two N-dimensional vectors.
Edge matching term To get a good segmentation, the boundary of the projected
silhouette should match with the body edges observed in the input image. In previous
work, Guan et al. [42] evaluated the boundary by calculating its distance to detected
edges in the input image. However, the output quality of an edge detector is strongly
influenced by its parameter selection. Instead the proposed approach uses a smoothness
term introduced in the popular GrabCut algorithm [70] to evaluate the matching cost
between the silhouette boundary and the body edges:
Eedge =
∑
(p,q)∈C
[ap ̸= aq] exp− β(I(p)− I(q))2, (4.3)
ai ∈ {0, 1} is the “opacity” value at each pixel with 0 for background and 1 for fore-
ground, C is the set of pairs of neighboring pixels p, q. This function encourages coher-
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ence in regions of similar color.
Joint position term A joint position term is added in the energy function to encour-
age the hypothesized joints, face and hands, to fall close to corresponding joints inferred
from the input image. Experiments show that this term is needed to avoid premature
termination of the optimization process. Faces in the input images are detected using a
standard face detector implementation in OpenCV while the position of the limps are
provided by the user.
The joint position term penalizes the 2D projections of the estimated mesh joints
that lie far away from corresponding joints in the image.
Ejoint =
∑
j
d(pej , poj)2, (4.4)
where d is the Euclidean distance between the observed and estimated joints positions
pej , p
o
j .
Semantic term Reconstructing the shape from a silhouette is an ill-conditioned prob-
lem. To remove some of the ambiguity, a prior term is added according to user specified
height h and weight w:
Esemantic = λheight∥h(bs)− h∥2 + λweight∥w(bs)− hw∥, (4.5)
where h(bs) and w(bs) are height and weight of the hypothesized model, and λheight,
λweight are constants determined empirically.
4.4 Female Body Shape Classification
This section describes how each of the five body shape classes is derived. This framework
is based on the work of Simmons et al. [75] where a set of heuristic inequalities of six
industry related measurements are used to derive each shape class.
Hourglass shape. An Hourglass shape figure is proportional in the hips
and bust with a clearly defined waistline. Therefore the hips, bust and waist
body circumferences are used. A body shape is classified as Hourglass if
the difference between the hips and bust measurements is small AND if the
ratios of bust-to-waist and hips-to-waist are about equal and significant.
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Oval. An Oval shape figure is characterized by a large bust, narrow hips
and a full midsection. For this category the body measurements of the
bust, waist, hips, stomach, and abdomen are used. A body shape is clas-
sified as Oval if the average of the subject’s waist, abdomen and stomach
circumferences is less than the bust circumference.
Rectangle. A rectangle shape figure is characterized by a straight shoulder
line and ribcage with very little waist definition. Therefore the hips, bust
and waist body circumferences are used. A body shape is classified as
Rectangle if the difference between the hips and bust measurements is
small AND if the ratios of bust-to-waist and hips-to-waist are small.
Triangle. A triangle shape figure is characterized by larger hips than bust
with little waist definition. In this category, therefore the hips, bust and
waist body circumferences are used. A body shape is classified as Triangle
if a the hip circumference is larger than the bust AND if the ratio of hips-
to-waist is small.
Inverted Triangle. The Inverted Triangle shape figure is characterized by
larger bust than hips with little waist definition. This category, similarly
to the Triangle class uses the hips, bust and waist body circumferences.
A body shape is classified as Triangle if a the bust circumference is larger
than the hips AND if the ratio of hips-to-waist is small.
4.5 Results & Discussion
The validation of the system is performed in different stages. Firstly, foreground esti-
mation is tested given several subjects in various clothing and backgrounds. For this
test, the semantic constraints (height and weight) are omitted from the cost function 4.1
since they can bias segmentation results. Secondly, the shape estimation and classifica-
tion framework is evaluated on how well it performs given different semantic constraints.
For this purpose a synthetic data-set is used for cross-validation of the system. Finally,
the complete framework is tested on a real data-set by comparing estimated body mea-
surements against ground truth measurements obtained from a 3D scanner. It is worth
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noting the proposed framework was not actually developed as a mobile phone application
but serves as demonstration of concept.
Foreground Segmentation Since the human shape model is trained only on a small
data-set, the semantic constraint can decrease the space of possible solutions and there-
fore, increasing the risk of the optimization reaching a local minima. Thus, in order to
test foreground estimation only, the semantic constraints are omitted and equation 4.1
becomes:
E = λ1Ecolour + λ2Eedge + λ3Ejoint (4.6)
For this test, 20 individuals were photographed at least once in a variety of back-
grounds and clothing. The test images were captured on a mobile phone device with
unknown camera parameters and unknown distance to the subject. The shape model
was trained on all available examples of both male and female subjects. Figure 4.4 shows
foreground estimation results in uniform backgrounds and figure 4.5 shows results in ev-
eryday environments. As shown, the foreground segmentation framework performs well
in a variety of backgrounds. Figure 4.6a shows examples where foreground estimation
has failed due to the sensitivity to camera position and orientation. As demonstrated in
figure 4.6b the system is not able to produce good foreground estimations where subjects
appear in very loose clothing. However, in cases where the subject’s underlying shape
is visible or where clothing fits tightly to the body the system can produce an estimate
of subject’s true silhouette. This is achieved due to the use of a strong shape prior. It
is important to note here that the optimization weights λ1, λ2, λ3 were kept constant for
all results shown.
Validation of Semantic Constraint The purpose of this test is to demonstrate the
effectiveness of the semantic constraints in the proposed shape estimation and classifica-
tion framework. Therefore the system is evaluated given different semantic constraints.
More specifically, four cases are tested where: 1) height and weight are used in combi-
nation; 2) height only is used; 3) weight only is used; and 4) no semantic constraints
are used. To remove bias from incorrect foreground segmentation, a synthetic data-set
of image silhouettes is created from examples of the shape database [47] and used to
validate the system. The simplified cost function is given by:
E = λ1Esilhouette + λ2Esemantic, (4.7)
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Figure 4.4: Foreground estimation in uniform backgrounds
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Figure 4.5: Foreground estimation in everyday environments
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(a) Failure cases. The system is sensitive to camera position and orientation. If the
subject’s face is not visible, the system often fails to produce good foreground segmen-
tation.
(b) The system does not explicitly handle subjects in very loose clothing. However, in
cases where the subject’s underlying shape is visible or where clothing fits tightly to the
body the system can produce an estimate of subject’s true silhouette. This is achieved
due to the use of a strong shape prior.
Figure 4.6
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Figure 4.7: Example 3D scans (left) and registration to a common template (right).
Esilhouette = ∥(I(bs, t)− I)∥2 (4.8)
where the camera parameters t are still unknown. For this test only female subjects are
used to train and test the system.
Using a leave-one-out cross validation approach a single female subject is selected for
validation and the rest of the subjects are used for training. This process is repeated
until all subjects have been used for validation at least once. Table ?? shows the average
and maximum errors obtained from each of the four cases when compared against ground
truth measurements. In general, the waist and abdomen measurements appear to have
the highest average error. This occurs due to the significant depth ambiguity in the
2D image around the upper torso. More specifically, this area exhibits significant shape
variation among individuals and due to the depth ambiguity, a variety of shapes can
satisfy the silhouette overlap constraint. As shown in table ?? the combination of height
and weight constraint significantly improves body measurement estimation results and
with a total average accuracy of 2.75cm.
Table 4.2 shows the results obtained from the female body type classification frame-
work. Again, the height and weight constraint performs better with an accuracy of 85%.
The results indicate that there is a strong correlation between body type and body sil-
houette. As shown, even when no constraints are given the system can achieve a 54%
prediction accuracy.
Joint segmentation and shape estimation To test the joint segmentation and
shape estimation framework, a real data-set of 10 females of varying body shapes is used.
Each subject is scanned once to obtain ground truth measurements and photographed
twice for validation of the system. The example scans are aligned following a registration
procedure as described in [71] (figure 4.7).
4.5 Results & Discussion 71
Table 4.1: Validation of semantic constrains on synthetic data.
No constraints
Measurement Mean Error (cm) Max Error (cm) RMS(cm)
Hips 4.861 16.2905 5.94773
High Hips 5.10473 15.2841 6.03378
Abdomen 6.04604 19.5267 5.43627
Waist 5.84071 21.3965 6.95905
Stomach 4.11085 15.8984 4.94481
Bust 4.99642 13.6117 5.87821
Vertex Distance 0.0295647m 0.0593635m 0.0314096m
(a)
Weight
Measurement Mean Error (cm) Max Error (cm) RMS(cm)
Hips 3.51482 13.1985 4.46265
High Hips 3.20586 11.6735 4.06553
Abdomen 4.10631 13.0129 5.1307
Waist 4.16522 14.6265 5.17688
Stomach 2.76184 7.30376 3.32687
Bust 3.10651 8.58682 3.80455
Vertex Distance 0.0277408m 0.0561912m 0.0294817m
(b)
Height
Measurement Mean Error (cm) Max Error (cm) RMS(cm)
Hips 4.16074 15.2805 5.35596
High Hips 4.63035 17.746 5.8566
Abdomen 4.97126 23.807 6.53386
Waist 5.15912 22.8696 6.61278
Stomach 3.37426 16.0583 4.48699
Bust 4.32808 14.7493 5.30724
Vertex Distance 0.0273919m 0.0609482m 0.0292852m
(c)
Height & Weight
Measurement Mean Error (cm) Max Error (cm) RMS(cm)
Hips 2.80126 14.3225 3.97693
High Hips 2.50583 11.4117 3.57355
Abdomen 3.04629 12.5699 4.17113
Waist 3.1856 10.7683 4.18017
Stomach 2.46056 9.08955 3.24221
Bust 2.50319 9.96198 3.30299
Vertex Distance 0.0246519m 0.0577885m 0.0266032m
(d)
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Table 4.2: Evaluation of female body type classification on synthetic data
No constraints Predicted Body Type
Hourglass Oval Triangle Inverted T. Rectangle
Actual
Hourglass 2 2 0 0 1
Oval 4 5 0 0 1
Triangle 1 0 0 0 0
Inverted T. 0 0 0 0 0
Rectangle 8 8 0 0 22
(a) No constraints. Prediction accuracy: 54%
Weight Predicted Body Type
Hourglass Oval Triangle Inverted T. Rectangle
Actual
Hourglass 3 1 0 0 1
Oval 5 3 0 0 2
Triangle 0 0 1 0 0
Inverted T. 0 0 0 0 0
Rectangle 0 13 0 0 25
(b) Weight constraint. Prediction accuracy: 59%
Height Predicted Body Type
Hourglass Oval Triangle Inverted T. Rectangle
Actual
Hourglass 2 2 0 0 1
Oval 4 4 0 0 2
Triangle 1 0 0 0 0
Inverted T. 0 0 0 0 0
Rectangle 4 10 0 0 24
(c) Height constraint. Prediction accuracy: 57%
Height & Weight Predicted Body Type
Hourglass Oval Triangle Inverted T. Rectangle
Actual
Hourglass 3 1 0 0 1
Oval 1 8 0 0 1
Triangle 0 0 1 0 0
Inverted T. 0 0 0 0 0
Rectangle 2 2 0 0 34
(d) Height and weight constraint. Prediction accuracy: 85%
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Instead of minimizing equation 4.1 directly, the process is split into two stages to
avoid local minima issues. Firstly, an unconstrained shape model is used to obtain
foreground segmentation by omitting the subject’s semantic information (height and
weight) as in 4.6. Then the estimated image silhouette is used in combination with the
semantic constraints to obtain the final shape estimate as in equation 4.7.
As shown in table 4.3 the proposed approach is able to produce body shape estimates
with an average accuracy of ≈ 3cm which is roughly equivalent to one clothing size.
Additionally, body types were classified with 80% prediction accuracy. Figure 4.8 shows
some example results of the joint segmentation and shape estimation. As illustrated,
the joint segmentation and reconstruction framework allows for shape estimation and
classification in cluttered scenes.
Limitations The proposed system has various limitations. Firstly, the human shape
model was trained only on a small data-set and it is unable to generate shapes that lie
outside its learned space. Secondly, the subjects are required to be in a fairly standard
pose and wearing relatively tight clothing. In addition, the system is sensitive to camera
position and orientation as shown in figure 4.9. Since only one image is being used
the shape estimation may not perform well for specific measurements. This can be
compensated by requiring the user to input more information on their body dimensions
for increased accuracy. The proposed method performs best when the color of subject’s
clothing is easily distinguishable from the background. Additionally, due to small data-
set only a subset of the 5 body shape classes are used in the evaluation of the system.
4.6 Summary
In this chapter, a home body scanning system for online fashion was presented. Using a
novel cost function that simultaneously estimates body shape and foreground segmenta-
tion, the approach was shown to produce body shape estimates with an average accuracy
of ≈ 3cm which is roughly equivalent to one clothing size. The addition of a semantic
constraint was shown to significantly reduce reconstruction errors by reducing the space
of possible solutions. The system was shown to produce good foreground segmentation
in a variety of everyday environments. The female shape classification framework pre-
sented in this chapter can classify body types with %80 accuracy. In conclusion, while
currently the system does not meet the retail industry standards (< 2cm) for accurate
clothing size recommendation it can provide suggestions based on body type.
74 Home Body Scanning System for Online Fashion
Table 4.3: Validation of semantic constrains on real data.
No constraints
Measurement Mean Error (cm) Max Error (cm) RMS(cm)
Hips 5.23597 7.2947 5.49295
High Hips 4.78695 7.8944 5.27426
Abdomen 5.20775 9.62762 6.19508
Waist 5.62406 15.7534 7.35281
Stomach 4.96973 12.916 6.3192
Bust 5.52955 13.3063 6.80646
Vertex Distance 0.0305401m 0.0407069m 0.033589m
(a)
No constraints Predicted Body Type
Hourglass Oval Triangle Inverted T. Rectangle
Actual
Hourglass 2 2 0 0 0
Oval 1 2 0 0 3
Triangle 0 0 0 0 0
Inverted T. 0 0 0 0 0
Rectangle 0 4 0 0 6
(b) No constraints. Prediction accuracy: 50%
Height & Weight
Measurement Mean Error (cm) Max Error (cm) RMS(cm)
Hips 2.70948 3.84666 3.14227
High Hips 2.46496 6.6732 3.27594
Abdomen 3.11691 6.9293 3.73047
Waist 3.25107 9.33909 4.31738
Stomach 3.6234 8.7592 4.83835
Bust 3.84598 9.1681 5.20615
Vertex Distance 0.0253779m 0.0328854m 0.029341m
(c)
Height & Weight Predicted Body Type
Hourglass Oval Triangle Inverted T. Rectangle
Actual
Hourglass 3 0 0 0 1
Oval 0 4 0 0 2
Triangle 0 0 0 0 0
Inverted T. 0 0 0 0 0
Rectangle 0 1 0 0 9
(d) Height and weight constraints. Prediction accuracy: 80%
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Figure 4.8: Body shape estimation from a single image
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Figure 4.9: Failure Cases: Top row, the subject is not facing directly at the camera.
Bottom row, the subject’s face is not visible and therefore the optimization is not con-
strained
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The shape model used in this chapter can only be used in applications where pose
modeling is not required. The next chapter, presents an approach for modeling both
human shape and pose variation.

Chapter 5
Shape and Pose Space Deformation
This chapter address the problem of modeling human shape and pose variation from
registered whole-body 3D scans. The goal is to construct a data-driven model of the
human body shape that can be used in various computer vision tasks and character
animation. Shape and Pose Space Deformation (SPSD) is introduced as a technique
for modeling subject specific pose induced deformations from whole-body registered 3D
scans. The proposed technique is based upon the widely used pose-space deformation
technique (PSD [55]). By exploiting examples of different people in multiple poses
the proposed framework can be used to animate novel subjects by interpolating and
extrapolating in a joint shape and pose parameter space. The results demonstrate that
plausible animations of new people can be produced and that greater detail is achieved
by incorporating subject specific pose deformations compared to a subject-independent
pose deformation model. An example application of SPSD is also shown whereby a
Microsoft Kinect sensor is used drive a human body model. This chapter is built upon
the original work [64].
5.1 Introduction
In order to construct accurate models of the human body shape variation, three impor-
tant properties need to be considered: (i) intuitive and independent control of shape and
pose model parameters; (ii) linear interpolation and extrapolation of examples poses and
shapes without the presence of artifacts; (iii) the pose model should generate natural
looking deformations of a given shape taking into account the physique of a subject. In
other words, the pose model should capture subject specific pose induced deformations.
In order to satisfy the above criteria, the method presented in this chapter learns
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Figure 5.1: The proposed framework captures subject specific pose-induced deforma-
tions. Synthesized individuals in the same pose exhibit deformations which are depen-
dent on their body type.
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two separate models of human body deformation: a shape model that accounts for
shape variation across different individuals and a pose model that accounts for changes
due to pose. By combining the two separate models, body shapes can be synthesized
and animated in a way that conforms to the characteristic shape of the subject being
animated.
The proposed framework makes use of recent advances in data driven animation
techniques [54, 55, 85, 86] to build a pose model that allows for detail preserving and
physically correct animations. Specifically, the proposed approach is based upon the
popular pose-space deformation (PSD) framework. The key idea of PSD is the com-
bination of Linear Blend Skinning (LBS) with an additional correction algorithm that
morphs the surface based on user supplied examples. Pose induced deformations are
decoupled into two components: a rigid component that is modeled using an articulated
skeleton and a non-rigid component that captures residual deformations such as muscle
bulging and stretching. The user can configure the skeleton pose while the non-rigid
deformations are computed automatically using pose space interpolation.
Motivated by these ideas, this chapter presents a method for shape and pose space
deformation (SPSD) based on examples in a joint shape and pose parameter space. By
modifying the interpolation space to include both the skeleton pose and a body shape
vector, the proposed pose model is able to produce non-rigid deformations that are
dependent on the physique of a subject. Therefore, unlike the original PSD technique
the proposed framework models the non-rigid deformations as a function of both the
skeleton pose and the body shape. In addition, the proposed approach can generate
realistic deformations while using a relatively small set of examples by utilizing a local
similarity metric of corresponding body parts similar to [54].
The key contributions of this work can be summarized as follows:
• A method for factoring out body shape deformations from pose induced deforma-
tions using a pose normalization technique.
• A framework for modeling subject specific pose-induced deformations.
• A new low dimensional model of human body where shape and pose that can be
controlled independently and intuitively.
5.2 Overview
Database The proposed framework requires a set of registered 3D scans in order to
model the shape and pose variation space. A publicly available data-set is used of 520
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Figure 5.2: Available example poses (10).
full body registered 3D scans of subjects aged 17-61, where 57 are male and 54 are female
with each subject captured in a variety of poses (figure 5.2) [47]
Shape Model The shape model is acquired by considering scans of individuals in
approximately the same pose. A low dimensional space of the shape variation is built
using principal component analysis (PCA) in the Euclidean coordinate space as discussed
in chapter 3. Body shapes can then be synthesized by specifying the eigen-coefficients
that describe the body shape.
Pose Model The pose model is built using examples of subjects in various poses.
Rigid deformations of the human body shape are modeled using a low level articulated
skeleton. Non-rigid deformations, such as muscle bulging and stretching, are modeled
using radial basis function interpolation where each example scan is associated with a
non-rigid deformation component and corresponding shape and pose parameter vector.
Application The usefulness of the proposed framework is demonstrated using a Mi-
crosoft Kinect sensor, to generate and animate individualized avatars in a physically
correct way. The Kinect sensor is able to simultaneously provide skeleton estimation,
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foreground segmentation and depth information for each frame of a captured sequence.
This information can be used directly with the proposed model to estimate subject
specific shape and surface animation.
5.3 Extracting Shape and Pose Parameters
Parametrized deformations are expressed as set of linear transformations that align a
template mesh to each of the examples in our data-set:
Fmj = Rmj(θ) ·Dmj(s) ·Qmj(θ, s) · Ftm (5.1)
where Ftm is the mth triangle of the template mesh in the rest pose, Fmj is the equivalent
triangle of the jth example mesh, θ is the skeleton pose expressed in angle-axis repre-
sentation, s is a shape parameter vector, R is the rigid rotation component, D is the
shape deformation component, and Q is the non-rigid deformation component (muscle
bulging,arm bending etc.).
Rigid Articulated Surface Deformation (R) The rigid rotation component Rm
corresponds to the motion of the articulated skeleton (figure 5.3). A tree structured
articulated skeleton with K = 18 joints is manually defined on a template mesh. The
template mesh is calculated as the average shape from all body scans. Skinning weights
for each vertex are computed using the Pinocchio library [13]. Note that, skinning
weights can be directly copied across different scans since the vertices of each mesh in
the database are in correspondence.
The Pinocchio library uses an analogy of heat equilibrium, over the surface of the
mesh, which is a standard technique for calculating smooth joint weights. For each bone
l, the temperature is forced to be 1 while for all other bones the temperature is 0. Then
the weight of bone l at that vertex is simply the equilibrium temperature. For each bone
l the following equation is solved:
Lwl +Hwl = Hpl (5.2)
pil =
1 vertex i belongs to bone l0 otherwise
where L is the cotangent discretization of the Laplace-Beltrami operator, H is a diagonal
matrix with Hii = 1/d(i)2 defined as the shortest line segment from vertex i to bone l.
If the line segment is not contained within the mesh volume, then Hii = 0. After the
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Figure 5.3: Articulated skeleton with smooth joint weights based on heat mapping[14].
Joint weights can be directly copied across different scans since the vertices of each mesh
in the database are in correspondence.
above system is solved for each bone, a weight vector wi = [w1, w2, ...wK ] is assigned to
each vertex, corresponding to the influence of each joint of the skeleton.
Finally, to obtain Rm, each triangle of the surface is assigned a vector wm =
[w1, w2, ...wK ] by averaging the skinning weights of each vertex of each triangle. Given
an arbitrary skeleton pose θ = {r1, r2, ...rK} where rl are relative joint rotations, the
rigid rotations for each face are calculated using Rm = {w1r1 + w2r2 + ...wkrK}. Note
that in order to correctly blend rotations, rotation matrices are transformed to angle
axis representation using the Rodrigues’ rotation formula [16].
Shape Deformation (D) The shape deformations D represent differences in shape
between a subject and the template mesh in the rest pose. The requirement here is that
an example of the subject in the rest pose must exist. The shape deformations are found
by calculating the deformation gradients between the template mesh and the example
shape:

(vt1 − vt2)⊤
(vt1 − vt3)⊤
(vt1 − vt3)T × (vt1 − vt2)⊤
D =

(vm1 − vm2 )⊤
(vm1 − vm3 )⊤
(vm1 − vm3 )⊤ × (vm1 − vm2 )⊤
 (5.3)
where vt1,vt2,vt3 and vm1 ,vm2 ,vm3 are the vertices of the template mesh and the example
mesh respectively. The formulation above is similar to the connection maps described
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Figure 5.4: Constraining adjacent triangles to have similar transformation acts as a
smoothing filter, removing extruding artifacts.
in section 2.2.4.
Non-rigid Surface Deformation (Q) Since the rigid rotation R and the shape
deformation component D can be directly calculated, a similar approach to SCAPE can
be used to obtain the non-rigid deformation component Q by fitting to the observed
example data. Directly fitting to the observed data however is problematic since in
general the system is under constrained. To counter this Angelov et al.[8] introduced a
smoothness constraint which enforces adjacent triangles belonging to the same rigid part
to have similar transformations (figure 5.4). Unlike SCAPE, in the proposed framework,
mesh triangles are influenced by more than one joint so the approach is generalized to all
adjacent triangles. Additionally, another regulating term is added namely a Laplacian
constraint with cotangent edge weights as proposed in [47]. This term reduces artifacts
that may occur due to irregular sampling of the mesh. Hence, to find the non-rigid
deformations the following linear system is solved:
argmin
{Q1,...,Qm}
∑
m
∥RmDmQm −Um∥2 + ws
∑
ρ,τ−adj
wρ,τ ∥Qρ −Qτ∥2 (5.4)
where Um are the deformation gradients between the template mesh and the example
mesh in the target pose, ws is a global smoothing term determined experimentally. The
cotangent edge weights wρτ are calculated using:
wρ,τ =
1
2(cotαρ,τ + cot βρ,τ ), (5.5)
where αρ,τ and βρ,τ are the angles between the two non-sharing edges of each triangle.
Shape and Pose Synthesis Given a set of transformation matrices {R,D,Q} for
each triangle of the template mesh, the corresponding mesh can be synthesized using
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Poisson stitching [94] by anchoring one or more vertices to ensure uniqueness. However,
explicitly specifying a set of transformation matrices for each triangle of the template
mesh in order to synthesize and pose a model is a difficult task. Therefore, the goal
is to build a lower dimensional space of the shape and pose variation that would allow
control of the shape and pose using a small number of intuitive parameters.
5.4 Shape Model
Shape variation is modeled by considering different people in approximately the same
pose. In order to ensure the pose is the same in all scans, a reference pose is enforced
on all subjects 3D scans using a pose normalization technique (figure 5.6).
5.4.1 Pose Normalization
The template mesh is aligned to each example mesh by minimizing the following equa-
tion:
argmin
{θ,h}
∑
m
∥∥∥h·R(θ)mFtm −Um∥∥∥2 (5.6)
where h is a uniform scale factor (figure 5.5). Since the function above is represented as
a sum of squares it can be mininized using the Levenberg-Marquardt which is a standard
non-linear least squares optimizer. Note that the Jacobian for above system is calculated
numerically using finite differences.
This formulation does not account for non-rigid deformations. This is not an issue
in this case since the differences in pose in the examples are small.
5.4.2 PCA Shape Basis
A lower dimensional subspace of the shape variation is learnt by performing PCA on the
vertex coordinates of the example meshes. By sampling the PCA space new examples
can be synthesized:
sj = s¯+ Φqj (5.7)
where matrix Φ contains the first most significant PCA basis vectors, q is a point in
the PCA space and s¯ is the average shape (figure 5.6). Note, here that PCA can
be performed directly on the shape deformations matrix D from equation 5.1 but as
discussed in chapter 3 a Euclidean representation models shape variation with a smaller
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Figure 5.5: Pose Normalization on the MPI FAUST data-set[21]. Top row: original
meshes. Bottom row: pose normalized meshes.
number of parameters. Therefore, shape deformations D can be found by extracting the
deformation gradients between the generated shape s and the template mesh in the rest
pose.
5.5 Pose Model
A generated shape can be posed in two ways using: 1) Skeletal Surface Deformation
[86], 2) Shape and Pose Space Deformation. Skeletal Surface Deformation is a variant of
Linear Blend Skinning, with the main difference being, that it operates on the triangles
of the mesh rather than its vertices. It is based on a differential representation of a mesh
and is detail preserving but does not account for muscle deformation since it does not
incorporate examples. The proposed technique, Shape and Pose Space Deformation, on
the other hand, is example driven and incorporates the characteristic behavior of each
example to produce realistic pose deformations.
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Figure 5.6: PCA shape basis with (bottom row) and without (top row) pose normaliza-
tion.
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5.5.1 Skeletal Surface Deformation (SSD)
In Linear Blend Skinning surfaces are treated as a collection of points as opposed to
connected manifolds. As a result, vertices are transformed independently of their local
neighborhoods. This can lead to visual artifacts, such as self intersection, shearing and
scaling. In contrast, SSD operates directly on mesh triangles, incorporating geomet-
ric information of the surface which results in smoother deformations. As it happens,
SSD is already incorporated in the proposed model with the omission of the non-rigid
component Q:
Fmj = Rmj(θ) ·Dmj(s) · Ftm (5.8)
5.5.2 Shape and Pose Space Deformation
Each example j can be efficiently represented by a skeleton pose θj, a shape sj in the rest
pose and a set of relative transformations Qj. Given an arbitrary shape s and skeleton
pose θ the goal is to deform shape s in a way that exploits similarities in the examples.
Hence, given an example pose θ and shape s, blending weights bjm are computed for each
example as described in the following sections. Then the final non-rigid deformations of
each triangle can be calculated as follows:
Q =
∑
j
bj,mQj,m =
∑
j
bj,mRQj,m ·
∑
j
bj,mSQj,m (5.9)
where the relative transformations Q are split into a rotational component RQ and skew
component SQ for precise blending.
Blending weights bjm for each example are found by adapting the original pose space
deformation algorithm [54, 55, 86] for interpolation in a combined space of shape and
pose. The key concept of Shape and Pose Space Deformation is the pairing of pose
examples with a shape component. Hence, interpolation weights are calculated as a
function of the distance of the pose and the shape component.
Blending Weights To ensure smooth blending and precise interpolation, the blending
weights bjm are subject to the following constraints: (i) at an example point the weight
for that example must be one and all the other weights must be zero; (ii) the weights
must always add up to one.
90 Shape and Pose Space Deformation
Given pose θ and a shape s, blending weights bj(s, θ) need to be calculated for each
sample:
bj(s, θ) =
fj(s, θ)∑
k=1 fk(s, θ)
, (5.10)
where fj(s, θ) has the following radial basis function (RBF) form:
fj(s, p) =
∑
k=1
cjkφ(ds(s, sk) + dθ(θ, θk)), (5.11)
where dθ(θ, θj) is the distance between pose θ and pose θj, ds(s, sj) is the distance
between shape s and shape sj. The coefficients cjk can be found by solving the following
matrix system:
ΨC = I (5.12)
where C is an N ×N matrix of the the unknown radial basis weights, I is the identity
matrix and Ψ is an N ×N matrix containing the RBF values with Ψjk = φ (∥xj − xk∥)
where xj represents a sample point in the shape and pose space xj = {sj, θj}. The
choice of a suitable radial basis function was determined experimentally. The following
RBF provides a suitable choice of radial basis function giving smooth interpolation and
extrapolation in the joint shape and pose space:
φj(x) = exp(−∥x− xj∥2σ ) (5.13)
Distance Metric The distance between two points xj and xk is defined as the weighted
sum of the distances of the shape and pose components:
d(xj,xk) = wpdp(θj, θk) + wsds(sj, sk) (5.14)
where weights wp and ws can be set by the user depending on the desired effect. For
example a greater wp will tend to favor examples that have a small distance to the chosen
pose overlooking the shape component and for a greater ws the opposite applies. One
thing to note here is that the shape and pose distances are expressed in different units.
For this purpose the average Euclidean distance between the two most dissimilar body
shapes in the sample space is defined as twist of 180◦. All other shape distances can
then be normalized by the calculated amount and expressed in angles. Note, that for
the results shown in this work, the weights wp and ws were selected experimentally and
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Figure 5.7: From left to right:(i) No examples used; (ii) global interpolation; (iii) local
interpolation. In the first example we can clearly see the drawbacks of SSD where no
muscle deformation is present. The local interpolation scheme exhibits more natural
muscle deformation than the global interpolation scheme in this case since only one
example of the arms bending is given.
kept constant throughout the experiments.
The distance metrics dp(θj, θk), ds(sj, sk) can be either expressed in a global or local
scale [54]. A local distance metric allows the use of a small number of examples since
the characteristic behavior of different body parts can be captured simultaneously in
one whole-body example (figure 5.7). This however, implies that interpolation weights
have to be computed for every triangle of the surface mesh independently which may
restrict run-time performance. On the other hand, a global similarity metric which is
computed once for all triangles requires more examples to achieve similar results but is
less expensive to compute (figure 5.8).
Global Interpolation The distance between two poses dp(θj, θk) can be expressed
globally as the Euclidean distance between the joint angles of the two poses. Equally, the
distance between two shapes sj, sk can be expressed as the Euclidean distance between
their respective points qj,qk in the PCA shape space:
d(xj,xk) = wp
√√√√ndof∑
l=1
(θjl − θkl)2 + ws
√
(qj − qk)2 (5.15)
Local Interpolation For local interpolation each triangle is considered independently
by adding the influence weight of each joint with respect to the triangle. Additionally
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Figure 5.8: From left to right:(i) global interpolation;(ii) local interpolation (iii) ground-
truth (not used in training). In this example the pose models were trained on 5 examples
of the knees bending.
the shape difference between two triangles can be expressed as the Frobenius Norm of
their tangential frames:
dm(xi,xj) = wp
√√√√ndof∑
l=1
wlm(θjl − θkl)2 + ws ∥Fjm − Fkm∥ F (5.16)
Fm =

(vm1 − vm2 )⊤
(vm1 − vm3 )⊤
(vm1 − vm3 )⊤ × (vm1 − vm2 )⊤

where wlm is the influence of joint l on triangle m.
5.6 Evaluation of SPSD
The proposed approach is compared against a subject independent pose model where
pose deformations are extracted from a single individual in different poses and transferred
to other shapes similar to the SCAPE model. As discussed the proposed approach learns
a subject specific model from examples of multiple people in a variety of poses. For
completeness, SSD is also included in the results.
Using a leave-one-out cross validation approach a single subject is selected for vali-
dation and the rest of the subjects are used for training. The subject independent pose
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model is trained on all the reference mesh poses while the SPSD model is trained on all
examples except the selected validation example. This process is repeated until all sub-
jects have been used for validation at least once. The purpose of this test is to compare
the predicted non-rigid deformations generated by the two models. Since, the solution
for normalized pose is trivial it is omitted from the results. Note that, the number of
available poses is relatively small, so the local interpolation scheme is used as described
above.
For a quantitative measure, the average deformation error over all validation subjects
is considered. The average distances in the Euclidean, Laplacian and Relative Rotation
Encoding space are also included. The deformation error between a predicted mesh
Mp and the ground truth mesh M o is given by the squared Frobenius norm between
corresponding triangles :
d(Mp,M o) = 1
Nf
∑
m
∥Upm −Uom∥2 , (5.17)
Um = Rmj ·Dmj ·Qmj,
where Nf is the number of triangles and Um represents the linear transformations that
align the template mesh triangles to the example mesh triangles. For the SSD approach
Qpm = Identity.
Table 5.1 shows that SPSD is able to produce better predictions for the non-rigid
deformations. More examples can be seen in figure 5.10 which show that proposed
method is able to produce pose deformations that are specific to the example shape.
Even though the single pose model is able to generate natural muscle bending and
stretching, the resulting deformations do not correspond to the example shape. The
effect is greatly amplified if the example shape varies significantly from the template
model used to train the single pose model. In both examples in figure 5.10 the single
pose model was trained using example poses of a muscular person. As a result body fat
bends and stretches like a muscle generating unnatural effects and artifacts. In contrast,
by exploiting examples of different body types in a variety of poses SPSD is able to
generate more natural looking deformations. Figure 5.9 shows similar results where the
vertices of the resulting meshes are colored to correspond to the distance to the ground-
truth. The ground-truth model is an example where the subjects data is not used in
training.
The proposed framework is bounded by the number of available example shapes
and poses. Even though extrapolation is possible, it is still limited by the amount
of variation present in the data-set. The level of detail and quality of the shape and
pose deformations is directly proportional to the mesh resolution and the quality of the
registered scans. In fact, the benefit of incorporating subject-specific pose deformations
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is more apparent when using higher resolution meshes.
Table 5.1: Cross Validation
Model: SSD Single Subject Model SPSD
Deformation Error: 2.11567 2.08542 1.9304
Average Euclidean Distance: 2.704cm 1.867cm 1.482cm
Average Laplacian Distance: 0.00294 0.00195 0.00149
Average RRE Distance: 0.01757 0.01707 0.01676
5.7 Application - Kinect Fitting
This section describes the basic pipeline for generating and animating individualized
avatars using the Kinect sensor. Given a sequence of depth and silhouette images the
problem is expressed as an energy function over shape parameters s:
argmin
{s}
wd
∑
i
Ed(s, θi, Iid) + ws
∑
i
Es(s, θi, Iis) (5.18)
where θi is the skeleton pose for frame i, Es and Ed are the silhouette image error Is
and depth map image Id error respectively.
The skeleton pose θi for each frame i can be found by re-targeting the Kinect skeleton
to the template mesh skeleton. Once the skeleton pose is calculated, the energy can be
minimized by finding the optimal shape parameters s. To minimize the cost function
a common particle swarm optimizer is used [67]. To simplify the process the shape
optimization is applied once for a selected frame (figure 5.11a) and propagated to all
other frames. The resulting mesh can then be animated using the joint values provided
for each frame (figure 5.11b). In this test, more emphasis is given to the quality of the
predicted non-rigid deformations rather than the shape estimation step. As it shown
SPSD is able to produce significantly better deformations than a standard SSD approach.
Note that the range of motion is constrained to lie closely within the range of available
poses. This is due to the fact that the data-set used to train the pose model has a
limited number of poses. SPSD was found to fail gracefully when reconstructing poses
far from the training data. At worst, due to its formulation SPSD produces the same
output as SSD.
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Model: SSD Single Subject Model SPSD
Deformation Error: 2.13401 2.05178 2.01367
Average Euclidean Distance: 3.260cm 1.840cm 1.647cm
Average Laplacian Distance: 0.00334 0.00180 0.00164
Average RRE Distance: 0.01705 0.01648 0.01624
Model: SSD Single Subject Model SPSD
Deformation Error: 2.05887 2.04928 2.01592
Average Euclidean Distance: 2.254cm 2.075cm 1.441cm
Average Laplacian Distance: 0.00240 0.00221 0.00129
Average RRE Distance: 0.01669 0.01661 0.01655
Figure 5.9: Estimating non-rigid deformations. The mesh vertices are colored with
respect to their Euclidean distance from the ground-truth.
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Example shape SSD Single pose model SPSD
Figure 5.10: From left to right: (i) example shape; (ii) mesh deformation using SSD
(iii) mesh deformation based on a single pose model where only one example shape is
used to train the pose model;(iv) SPSD where the pose model benefits from examples
of different shapes in various poses.
5.7 Application - Kinect Fitting 97
(a) Shape Estimation applied to a selected frame. From left to right:(i) foreground;
(ii) noisy point cloud from depth sensor; (ii) shape estimate using the proposed
framework; (iv) estimated mesh overlaid on the foreground image.
input SSD SPSD
(b) Animation of estimated mesh based on the skeleton pose provided by the Kinect. From left
to right: (i) Foreground segmentation provided by the Kinect; (ii) mesh deformation using SSD (iii)
proposed method (SPSD). Note that the calculated pose does not precisely correspond to the observed
pose since the Kinect skeleton is re-targeted approximately to match the template skeleton.
Figure 5.11: SPSD fitted to Kinect data.
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input SSD SPSD
Figure 5.12: More examples of SPSD fitted to Kinect data.
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5.8 Summary
This chapter presented an approach for modeling shape and pose variation from regis-
tered whole-body scans. The proposed framework exploits examples of different people
in a variety of poses to capture subject specific pose deformations. This is achieved by
creating a combined weighted shape and pose space where interpolation of examples
depends on both the space and pose component. Compared against an approach where
only a single person is used to train the pose model, the proposed approach demonstrated
noticeable improvement. In addition, SPSD can be used to generate and animate subject
specific avatars from Kinect data.
Various applications can benefit from our framework, particularly where a strong
prior of the human shape and pose is required. Such applications might include inferring
human shape and pose from noisy and incomplete 2D and 3D data. In addition, due to
the explicit and intuitive control over the shape and pose parameters SPSD can easily
be incorporated in an animation pipeline.

Chapter 6
A Layered Model of Human Body
and Garment Deformation
This chapter presents a framework for learning a three layered model of human shape,
pose and garment deformation. The proposed deformation model provides control over
the three layers of human appearance in 3D, independently, while producing aesthetically
pleasing deformations of both the garment and the human body. The shape and pose
deformation layers of the model are trained on a rich data-set of full body 3D scans of
human subjects in a variety of poses using the SPSD technique described in chapter 5.
The garment deformation layer is trained on animated mesh sequences of dressed actors
and relies on a novel technique for human shape and posture estimation under clothing.
The idea is that garment deformations are considered as the residual transformations
between a naked mesh and the dressed mesh of the same subject. This chapter is built
upon the original work [65].
6.1 Introduction
Digitally synthesizing animated sequences of human actors is a difficult task and re-
quires intricate knowledge of the human body to achieve plausible deformation. The
task becomes even greater when simulating clothing along with human body motion.
Motion capture alleviates much complexity from the task by providing artists with a
recording of the actions of the human actors. However, motion capture does not pro-
vide visual or geometrical details of a performance required to model skin and cloth
surface deformation. In recent years, various systems have been developed for recording
human performances, capturing both the motion of the skeleton and the human shape
[32–34, 50, 80, 83]. The result is often a temporally and spatially consistent sequence
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of meshes ready for various editing tasks including statistical human modeling. While
recent work in the computer vision community has focused on modeling human shape
and pose variation this work goes a step further to learn a garment deformation model
based on example sequences of dressed actors.
To model human body variation, SPSD is used which learns two separate models
of human body deformation: a shape model that accounts for shape variation across
different human subjects and a pose model that accounts for body deformations due to
the underlying skeleton and the subject’s physique. Both models are trained on a variety
of examples and therefore capture a range of human body shape configurations.
The garment deformation layer of the proposed model is learnt from examples of
dressed human subjects. Given a motion of a dressed human subject represented as a
sequence of meshes with vertex correspondence the goal is to firstly estimate the human
shape and pose for each frame. Then the garment deformations are calculated as the
residual transformations between the estimated mesh and the observed dressed mesh.
Garment deformations are modeled as a function of the underlying body shape and pose
and the dynamics of the motion (e.g., acceleration, velocity).
To properly model garment deformations an estimate of the human shape under
clothing is required. The proposed framework relies on observations of the mesh sequence
where clothing fits closely to the body shape. These examples provide a good indication
of the underlying shape. However, identifying such examples is not a trivial task. This
chapter presents a novel method for identifying such examples for each body part based
purely on the surface geometry. Specifically, a rigid-rotation invariant deformation model
is constructed for each body part, where each model describes the distribution of possible
deformations that the body part can exhibit. Given a known distribution it is possible to
identify examples where the observed deformations lie outside the acceptable boundary
i.e outliers. The assumption that is made is that these outliers represent areas of the
body where loose clothing is present resulting in the difference in surface geometry.
The use of a learnt statistical model of body shape and pose variation with parameters
estimated from multiple frames allows separation of the clothing even for loose garments
where the underlying body shape is obscured on any single frame. The key contributions
of this chapter can be summarized as follows:
• A three layered model of human shape, pose and garment deformation, whereby
the shape of the cloth is expressed as a function of the underlying body shape and
pose and the dynamics of the motion.
• An algorithm for estimating shape and pose under clothing from temporally and
spatially consistent sequence of meshes.
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Figure 6.1: Overview of the proposed framework. A shape and pose variation layer is
trained (SPSD) on examples of different subjects in various poses. A garment deforma-
tion layer is trained on motion sequences of dressed subjects and relies on a technique
for human shape and posture estimation under clothing. Garment deformations are
considered as the residual transformations between a naked mesh and the dressed mesh
of the same subject.
• A mesh editing tool that allows for the alteration of human shape and pose while
generating realistic deformations of both the body and garment. This allows the
generation of garment animation sequences for novel body shapes from a single
example mesh sequence.
6.2 Overview
An overview of the proposed framework is illustrated in figure 6.1.
Training the shape and pose deformation layer The SPSD model is trained on
a publicly available data-set of 520 full body registered 3D scans of subjects aged 17-61,
where 57 are male and 54 are female with each subject captured in a variety of poses
[47]. The same data-set is used to train a rigid-rotation invariant deformation model for
each body part.
Training the garment deformation layer Given a mesh sequence, the template
mesh is registered to a single frame and correspondences are propagated to all other
frames. Then, a human shape average is calculated across the sequence using weights
obtained from the body part deformation model that identify outliers that may bias the
calculation. The corresponding garment deformations are then extracted as the residual
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deformations between the estimated mesh and the observed mesh.
Mesh sequence editing and deformation transfer The layered deformation model
allows for the alteration of any of the three layers independently, while producing aesthet-
ically pleasing deformations of both the garment and the human body. For example the
shape of the actor can be altered to enhance specific attributes or changed completely.
In addition, shape and pose space deformation allows the generation of new sequences
within the range of observed poses and garment deformations while producing plausible
human shape and garment deformations.
In most mesh sequences, we find that there is not a one to one mapping between the
estimated naked mesh and the observed dressed mesh. This is especially true in the case
of loose clothing. To counter this the estimated mesh is treated as a base deformation
handle. More specifically, the base mesh deformations are applied to the high detailed
mesh using a deformation transfer technique. The main idea is that the unknown trian-
gle deformations of the high resolution mesh are calculated by propagating the known
triangle deformations obtained from corresponding triangles of the base handle mesh.
This is achieved using a variant of the topological Laplacian used in section 3.3.2.
6.3 Garment deformation model
SPSD As introduced in Chapter 5 the shape and pose space deformations are ex-
pressed as a set of linear transformations that align a template mesh to each of the
examples in our data-set:
Fmj = Rmj(θ) ·Dmj(s) ·Qmj(θ, s) · Ftm (6.1)
where Ftm is the mth triangle of the template mesh in the rest pose, Fmj is the equivalent
triangle of the jth example mesh, θ is the skeleton pose expressed in angle-axis repre-
sentation, s is a shape parameter vector, R is the rigid rotation component, D is the
shape deformation component, and Q is the non-rigid deformation component (muscle
bulging, arm bending etc.).
Synthesizing new shapes Given an arbitrary skeleton pose θ and a point in the low
dimensional shape space s, the transformation matrices{R,D,Q} can be reconstructed
in the following way: The rigid rotationsR for each face are calculated by linearly blend-
ing joint rotations using the corresponding skinning weights. The shape deformations
D can be calculated by back-projecting the shape parameter vector s and calculating
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the deformation gradients between the generated mesh and the template mesh. The
non-rigid deformations Q can be calculated using RBF interpolation in a joint shape
and pose parameter space as described in section 5.5.2. The matrices{R,D,Q} trans-
form each triangle independently and a method is required for “stitching” the mesh
back together. By anchoring one or more vertices to guarantee uniqueness a Poisson
reconstruction step is applied [94].
SPSD with Clothing In order to model garment deformations the SPSD formulation
is expanded by introducing an extra term in equation 6.1 such that:
Fmj = Rmj(θ) ·Dmj(s) ·Qmj(θ, s) ·Cmj(θ,d) · Ftm (6.2)
where C are the non-rigid garment deformations expressed as a function of the skeletal
pose θ and d = [d1 . . .dK ] is a motion dynamics vector containing translation and
orientation differentials for each body part l between successive frames fk,fk+1 . For
each body part l is νl defined as:
dl = [
dpl
df
,
drl
df
] (6.3)
where pl, rl, is the position and rotation of body part l. Vector dl describes how fast
and in what direction each body part is moving.
Given R, D and Q calculated from the naked mesh the garment deformations C can
be calculated by solving the following linear system:
argmin
{C1,...,Cm}
∑
m
∥RmjDmjQmjCmj −Umj∥2 (6.4)
Predicting Garment Deformations Each example j can be efficiently represented
by a skeleton pose θj, a motion dynamics vector dj and a set of relative garment defor-
mations Cj. Given a new skeleton pose θ and a motion dynamics vector d the goal is
to accurately predict the corresponding garment deformations C. This is achieved using
radial basis function interpolation in a similar fashion as described in section 5.5.2 for
the calculation of the non-rigid deformation component Q. In this case however, the
shape component is replaced with the motion dynamics vector dj:
C(θ,d) =
∑
j
bj,mCj,m =
∑
j
bj,mRCj,m ·
∑
j
bj,mSCj,m (6.5)
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where the relative transformations C are split into a rotational component RC and
skew component SC for precise blending and bj,m are the blending weights obtained
from RBF interpolation.
6.4 Body part deformation model
Outliers in the mesh sequence i.e. areas of the body with clothing present are identified
by constructing a model that describes how a body part deforms locally due to changes
in shape and pose. Firstly, the template mesh model is segmented into 18 body parts
corresponding the number of joints in the template skeleton. In the SPSD model, changes
due to shape and pose are expressed separately by the deformation matrices D and Q.
By combining the two matrices into a single matrix B = D ·Q a joint shape and pose
deformation space can be constructed for each body part using principal component
analysis.
A shape encoding for each body part l at example j xslj = {B1, ...,Bk} is calculated
by collecting the transformations of all the triangles assigned to it. However, since trans-
formation matrices are not suited for interpolation, matrix B is split into a rotational
component RB and a shear component SB by polar decomposition. Only the upper half
of the symmetric matrix SB is stored and the rotation component RB is represented
as a 3 × 1 rotation vector resulting in an encoding with 9 degrees of freedom for each
triangle. Finally, by considering all available examples, a PCA basis for each body part
is constructed. Outliers can then be identified using the Mahalanobis distance metric
[35]:
M(x) =
√
(x− x¯)⊤Σ−1(x− x¯) (6.6)
where x¯ is the mean and Σ is the covariance matrix of the distribution. If a point x lies
outside of three standard deviations it is considered to be an outlier. Note however, for
the purpose of constructing the body deformation model equation 6.2 is modified such
that:
Fmj = Rmj(θ) ·Oi(θ) ·Dmj(s) ·Q′mj(θ, s) · Ftm (6.7)
where Om(θ) represent the non-rigid deformation component of the template mesh. In
the original formulation the non-rigid deformation component Qmj(θ, s) acts a correc-
tion step to counter artifacts occurring from linear blend skinning such as shrinking and
shearing. For our purposes we are much more interested in capturing the subtle body
shape differences between different individuals in different poses. By reformulating equa-
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Figure 6.2: Overview of the proposed shape and pose estimation framework. Given a
sequence of a dressed actor, a registration procedure generates a skeletal pose and a base
mesh for each frame. Then a consistent human shape representation across the whole
sequence is generated using the body part deformation model.
tion 6.2 Om(θ) is allowed to act as the correcting deformation while Q′mj(θ, s) models
the pose-induced shape dependent deformations with respect to the template.
Given R and O, B can be calculated by solving the following linear system:
argmin
{B1,...,Bm}
∑
m
∥RmjOmBmj −Umj∥2 (6.8)
6.5 Estimating body shape, posture and garment
deformation from mesh sequences of actors
Given an animated mesh sequences of a dressed actor, the skeletal pose is calculated for
each frame. Then a consistent human shape representation across the whole sequence is
calculated using the body part deformation model. The corresponding garment defor-
mations can then be extracted as the residual deformations between the estimated mesh
and the observed mesh. Note that these may include deformations other than clothing
such as hair and other individual characteristics of the actor. An overview of the process
is illustrated in figure 6.2.
Initialization The first step of the proposed framework is to obtain vertex corre-
spondence between the template mesh and each mesh in the sequence. Since the input
sequence is required to have vertex correspondence, the registration process is applied
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once to a single frame and correspondences are propagated to the complete sequence. To
aid the registration process sparse correspondences are manually annotated between the
two meshes. Then the registration problem is solved in two stages. Firstly, the SPSD
model is fitted to the observed mesh by minimizing the Euclidean distance between the
two meshes using a gradient descent optimization:
min
{s,θ}
∑
N
∥ve(s, θ)− vo∥2 (6.9)
where ve and vo are corresponding vertices of the estimated and observed mesh respec-
tively. Vertex correspondences are updated in each iteration using the nearest points.
Secondly, a variational approach is used to fit closely to the details of the mesh in a
non-rigid ICP style optimization [6][47]. This approach seeks to find the set 3× 4 affine
transformations matrices T = {T1 . . .TN} associated with each vertex that minimize
the following cost function:
E(T ) = αEd(T ) + βEp(T ) (6.10)
where Ed(T ) minimizes the distance between the template mesh and the target mesh
while Ep(T ) acts as a prior, penalizing improbable deformations based on a stiffness
constraint. More specifically, the stiffness term penalizes differences in transformation
matrices between neighboring vertices. Weights α, β are updated with each iteration,
initiating the process with a high regularization weight for stability which is gradually
reduced to fit detail.
Finally, a low resolution base mesh is constructed for each frame by propagating
vertex correspondences (figure 6.3).
Shape estimation and garment deformation extraction In this step a shape
feature vector blj is calculated for each body part for every frame j by projecting the
corresponding shape encodings xslj to the PCA space. The goal here is to find a consistent
shape representation across the whole sequence. It is assumed that the shape feature
vector blj of a given frame mainly represents the shape variation component D(s) since
the deformation magnitude of D(s) is far greater than Q(θ, s) due to the formulation in
6.7.
Therefore in order to calculate an approximation of the shape variation component of
the whole sequence a weighted average is computed from all the shape feature vectors.
To minimize the effect of outliers or examples where loose clothing is present, each
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Figure 6.3: Initial registration. A low resolution base mesh is calculated by firstly fitting
the SPSD model to the input sequence. Then a non-rigid ICP approach is used to fit to
the details.
Figure 6.4: Mahalanobis distance labeling. Each body part is color-coded with the
Mahalanobis distance to the learnt body shape space. Notice how areas where loose
clothing exists (e.g. skirt) the distance is large.
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Figure 6.5: Shape estimation example. A consistent shape is calculated using a weighted
average of all frames in the sequence. Weights are assigned with respect to the Maha-
lanobis distance to the body part deformation model.
frame is assigned a weight for each body part according to the Mahalanobis distance
[35]. Similarly to [91] the calculated average is enforced to lie at most three standard
deviations from the mean. Note that the effects of possible false positives and false
negatives during classification of the shape encodings are negligible due to the calculation
of a shape average. Once an estimate of the shape is obtained, garment deformations
for each frame can be extracted as the residual between the observed mesh and the
estimated mesh.
It is important to note here, that proposed method is not always able to differentiate
garment and its motion from a given sequence. The underlying human body shape for
example, would be indistinguishable from a very smooth, non-wrinkly garment that fits
tightly to the body.
6.6 Deformation transfer
This section describes how to transfer deformations from the base deformation handle
to the original input mesh which is often of different topology due to clothing. Firstly,
correspondences between triangles of the two surfaces need to be calculated. Triangle
correspondences are assigned using line-surface intersection tests. In other words, the
correspondence of each triangle of the base mesh is determined by the intersection point
of the line passing through the triangle center with normal direction and the surface of
the high resolution mesh.
Once correspondences are calculated, the problem can be cast as a deformation
compression problem [86] whereby given a small set of triangle deformations Uc =
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{U1 . . .UZ} the goal is to smoothly approximate the entire set U by solving a Laplace
problem:
LU = 0, (6.11)
with the boundary conditions Um =Ucm. The Laplacian operator L is triangle based
and it is defined on the graph duel to the mesh with uniform weights:
Lij =

3 i = j
−1 i, j adjacent triangles
0 otherwise
(6.12)
6.7 Results and evaluation
Evaluation of the proposed framework is performed on a variety of mesh sequences of
subjects wearing loose and tight clothing [83].
6.7.1 Estimating human shape under clothing
In order to evaluate the shape estimation under clothing framework, ground truth mea-
surements of the underlying body shape of a given input sequence are necessary. How-
ever, due to the simultaneous acquisition of garment and body shape motion, it is not
possible to obtain the ground-truth body shape and pose for the sequences.
Therefore to evaluate the performance of the proposed approach, a qualitative com-
parison is performed between the proposed shape estimation results with a technique
proposed by Wuhrer et al [91]. In their approach, a generic shape average is computed
over an arbitrary subset of frames of the input sequence which may include examples
where clothing does not fit closely to the body. In contrast, the proposed approach
calculates a weighted shape average for each body part which is heavily influenced by
examples where clothing fits tightly to the underlying body. It is argued that a simple
average will tend to overestimate size and volume since it incorporates incorrect exam-
ples. When comparing results between the two techniques it is important to note that,
the framework from [91] has not been implemented, but their idea of a generic shape
average had been used for comparison. In addition, a generic shape average for each
body part is calculated using a segmented body model rather than a whole body model
used in [91].
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Body Part Single Example Average Weighted Average
Right Thigh Volume 0.00902 0.00985 0.00855
Left Thigh Volume 0.01125 0.00983 0.00857
Figure 6.6: Estimating shape under clothing. The left most mesh shows a shape esti-
mate using only one example frame where the subject’s dress is stretched due to motion
dynamics. As a result, the size of the left thigh is greatly overestimated. To verify this
assumption we also compare the volumes of selected body parts. The yellow contoured
mesh shows a shape estimate using a generic shape average which is biased from incor-
rect examples. Finally the blue contoured mesh shows the proposed approach whereby
examples are weighted with respect to the Mahalanobis distance from the distribution
of plausible body part deformations. The right most mesh shows an overlay of the three
techniques. The assumption here is that smaller body volumes indicate better shape
approximations.
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Figure 6.6 shows an example frame where the subject’s dress is stretched due to
motion dynamics. Computing a shape estimate using such example frames is problematic
since the underlying shape is likely to be overestimated due to the stretch of the surface
geometry which occurs as a result of cloth movement. As it can bee seen the weighted
average better approximates the underlying body shape since it is not biased by incorrect
examples. More examples can be seen in figures 6.7, 6.8, 6.9. As shown in these examples,
shape estimation from a single example produces shapes that vary significantly from
frame to frame. Even though the approaches are not validated against ground truth
measurements, it can be noted that in most cases the differences between the average
and weighted average approach are located in regions of loose clothing as illustrated by
the heat maps. This re-affirms the previous assumption that the simple average can be
biased from incorrect examples.
6.7.2 Validation of garment deformation model
The garment deformation model is trained on a subset of frames from the input sequence
to compare the predicted deformations against the ground truth. Specifically, for each
test, every nth frame is used for training and frames in-between are used for validation.
It is shown that the proposed framework is able to smoothly interpolate between sparse
key frames by correctly predicting garment and body deformations. Figures 6.10 and
6.11 shows that the garment model reproduces clothing shape and motion similar to the
ground-truth capture. The ground-truth mesh sequence contains high frequency folding
details which are not fully reproduced. This is expected since the garment deformations
are guided by a low resolution base mesh.
6.7.3 Editing mesh sequences
This section illustrates the behavior of the layered model by performing various editing
tasks on the input sequences.
Shape layer edit: There are three ways to perform an edit on the shape layer. Firstly,
once a shape estimate for the sequence is calculated, its corresponding point in the low
dimensional shape space can be found by PCA projection. Once the point is moved
to the desired position, the new shape can be synthesized in an arbitrary pose using
the SPSD framework. However, modifying the shape layer in the PCA space might not
be desirable since the PCA components do not necessarily represent meaningful human
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Figure 6.7: Shape and pose estimation example 1.
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Figure 6.8: Shape and pose estimation example 2
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Figure 6.9: Shape and pose estimation example 3
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Figure 6.10: Garment deformation model validation. Example sequence 1.
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Figure 6.11: Garment deformation model validation. Example sequence 2. Notice how
the model corrects artifacts that are present in the original input sequence (bottom row).
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Figure 6.12: Shape layer editing. Left: original mesh with corresponding estimate of
body shape, middle: increased body weight and bust girth, right: changed identity.
Notice how the clothing scales according to the body shape.
Figure 6.13: Pose layer editing with static poses. The reference mesh on the left is edited
by varying the joint angles of the skeleton and creating novel pose deformations.
body attributes. Therefore, a simple regression model is constructed to linearly map
between the existing PCA space and 8 human body parameters including height and
weight. Finally, the identity of the subject in the motion sequence can be replaced with
a different subject in our data-set.
Once the desired shape is selected, the new shape layer deformations are applied to
the input sequence. Figure 6.12 illustrates that the proposed method behaves well for a
variety of shape edits.
Pose and cloth layer edit: As previously discussed, the garment deformations are
expressed as a function of the skeletal pose and motion dynamics. To illustrate this
behavior, a set of static poses outside of our training space are generated. As shown in
figure 6.13 the model produces reasonable garment deformations as well as the non-rigid
deformations of the human body (e.g., correct bending of the joints). The appearance of
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Figure 6.14: Editing motion dynamics. Left original, middle modified and right color
distance map (dark blue = 0.0 meters, bright red >= 0.1 meters). In this example the
motion dynamics vector was set to zero.
the cloth can also be edited by manipulating the motion dynamics at any given frame.
Figure 6.14 demonstrates the effect of setting the motion dynamics vector to zero.
6.8 Summary
This chapter presented a layered model of human shape, pose and garment deformation.
A shape and pose deformation layer is trained on a range of examples of human body
shapes and postures. The garment deformation layer is constructed using examples
of motion sequences of dressed subjects. Garment deformations are considered as the
residual transformations between a naked mesh and a dressed mesh of the same subject.
A novel shape estimation approach was presented which exploits information of the
surface geometry to identify examples where clothing fits closely to the underlying shape.
The proposed method is able to correctly predict body shape and garment deformations
for a wide range of shape, pose and motion parameters.
Chapter 7
Conclusion
This thesis presented a detailed methodology for constructing statistical human body
and garment deformation models and has demonstrated their usefulness in computer
vision tasks such as shape and pose estimation. This chapter provides a summary of
contributions, limitations and future research directions.
7.1 Contribution
Statistical human body models can be differentiated by the following three components:
1) surface representation; 2) method of statistical analysis; and 3) the parametrization
of human shape and pose. Chapter 3, provides an analysis and comparison of statistical
human models with respect to various surface encodings and parametrization of shape
and pose. It was shown that the Euclidean representation can produce a more compact
shape variation model than other surface representations that encode first and second
order differentials. It is argued that a small number of model parameters indicates better
convergence in a human body shape estimation framework. In contrast, a high number
of model parameters increases the risk of the optimization getting trapped in a local
optimum. It was also shown that non-rotation invariant shape models can be used in a
framework where pose and shape are learnt separately. Overall, the analysis attempted
to provide an understanding into key elements of statistical human models and serve as
a basis for subsequent improvements.
Motivated by the results and insights gained from the comparative study, chapter
4 describes a framework for estimating 3D human body shape from a single image for
online fashion applications using a learnt human shape model. The proposed system can
simultaneously estimate 3D human body shape and compute foreground segmentation
using a novel cost function and strong shape prior. A female body type classification
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framework was presented whereby estimated body shapes were classified into 5 body
type categories. The proposed approach was shown to produce body shape estimates
with an average accuracy of ≈ 3cm which is roughly equivalent to one clothing size. The
female body type classification framework can classify body types with 80% accuracy.
The system was shown to generate good foreground estimation in a variety of everyday
environments. While currently the system does not meet the retail industry standards
(< 2cm) for accurate clothing size recommendation it can provide suggestions based on
body type.
The shape prior used in chapter 4 is only suitable for applications where pose mod-
eling is not required. Therefore, chapter 5 presents Shape and Pose Space Deformation
(SPSD), an approach for modeling both human shape and pose variation. SPSD is
formulated in way that satisfies the following criteria: (1) intuitive and independent
control of shape and pose; (2) linear interpolation and extrapolation of example poses
and shapes without the presence of artifacts; (3) subject-dependent pose deformations to
account for changes due to body physique. SPSD learns two separate models of human
body deformation: a shape model that accounts for shape variation across different indi-
viduals and a pose model that accounts for changes due to pose. The proposed approach
incorporates a pose model that is constructed from multiple examples of subjects in a va-
riety of poses and considering subject specific pose induced deformations. By validating
against a subject-independent pose model, it was shown that greater detail is achieved
by incorporating subject specific pose deformations. Furthermore, it was shown that
SPSD can be used to generate and animate subject specific avatars from depth sensor
data.
Finally, chapter 6 presented a more complete model of human body shape variation
by adding garment deformations as an additional layer with respect to human body
shape and pose. In this approach garment deformations are expressed as the residual
deformations of a naked mesh and a dressed mesh of the same subject. In order to
extract garment deformations from an input sequence of a dressed subject, firstly the
underlying body shape of the subject needs to be estimated. This achieved using a body
part deformation model that is able to identify examples where clothing fits tightly to
the body and produce a weighted shape average. Then, once the underlying shape is
estimated the garment deformations can be extracted and expressed as a function of the
skeletal pose and a motion dynamics vector. Through cross validation, it was shown that
the proposed framework is able to correctly predict garment deformations from given
constraints. Finally, the three layer model allows for the alteration of human shape and
pose while generating realistic deformations of both the body and garment. Garment
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animation sequences can be generated for novel body shapes from a single example mesh
sequence.
7.2 Future Work
Realistically modeling the human body is a difficult problem. The three layered model
presented in this thesis attempts to model three aspects of human shape variation: 1)
shape variation from person to person; 2) pose variation from pose to pose which is also
dependent on the subject’s physique; and 3) garment deformations which are dependent
on body shape and pose. Additional realism can be achieved by incorporating a model
for soft tissue deformation. The benefit of including such model may not be so apparent
for computer vision tasks since such detail is usually not needed. However, this level of
detail can be very beneficial for many applications in the movie and gaming industry
that rely on immersive experiences. The formulation of SPSD allows the integration of
a soft tissue deformation model in a similar manner to the garment deformation model.
The main challenge with this however, is the requirement of highly accurate registered
models.
Therefore, future work will be aimed at investigating how the SPSD model can be
incorporated in a group-wise non-rigid registration process of human scans where a
strong shape prior is required. It would be interesting to consider a technique where
surfaces are aligned in a group-wise manner as opposed to most registration techniques
that use pair-wise template fitting. The idea is to progressively improve the registration
using information obtained globally at each iteration step. This equivalent to gradually
increasing the expressiveness of the human shape prior based on successful registrations.
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Appendix A
Poisson Mesh Reconstruction
Consider a triangle mesh M with Nv number of vertices and Nt number of faces. When
an arbitrary transformation Um is applied to each triangle Fm, the connectivity of the
mesh effectively brakes and needs to be “stitched” back together. This can be achieved
using Poisson reconstruction [22]. Consider a transformation matrix Um relative to a
rest pose triangle Ftm:
Fm =

v1m
v2m
v3m
 = UmFtm. (A.1)
To obtain the final connected mesh, firstly the gradients of the transformed triangles
need to be calculated and then used to solve the Poisson equation for the deformed mesh
vertices [86]:
E(V ′) = ∥L·v′ − div[g′]∥2 +
K∑
l=1
γc∥v′l − cl∥2 . (A.2)
where L is the Laplace operator in equation and g′ =g·Um are the stacked 3×3 gradient
matrices of the transformed triangles, c1..K are the known vertices and γc is the weight
assigned to each vertex constraint.
Derivation of triangle gradients Consider a piece-wise linear coordinated function
v(·) defined by barycentric interpolation of vertex coordinates vi:
v(x) =
Nv∑
i=1
φi(x) · vi (A.3)
where φi(·) are piece-wise linear “hat” basis functions associated with the mesh vertices.
In order to compute the gradient of a linear function for a triangle mesh the basis
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functions gradients (∇φ1,∇φ2,∇φ3) need to be calculated in the following way:
(∇φ1,∇φ2,∇φ3) =

(vm1 − vm2 )T
(vm1 − vm3 )T
(vm1 − vm3 )T × (vm1 − vm2 )T

−1
1 0 −1
0 1 −1
0 0 0
 (A.4)
This formulation was proposed by Sumner et al. [81] and it ensures that the gradients
will always lie with in the plane of the triangle.
The surface based deformation gradients can be used to compose the gradient op-
erator G of a mesh. The gradient operator can then be used to extract the triangle
gradients g:

gm
...
gNt
 = G

vi
...
vNv
 (A.5)
where gm is a 3 × 3 matrix representing the gradient of triangle m. By including a
diagonal matrix D of triangle areas equation A.2 becomes:
E(V ′) = ∥G⊤DG
{L}
·v′ −G⊤D
{div}
· g′∥2 +
K∑
l=1
γc∥v′l − cl∥2 . (A.6)
where G⊤DG is the divergence of the gradient i.e. the discrete Laplace operator.
