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RESUMEN: 
En este artículo se proponen dos soluciones para independizar los resultados del 
criterio de estimaci6n recursiva estándar de la influencia de condiciones iniciales arbitrarias. 
La primera soluci6n consiste en utilizar un algoritmo recursivo corregido que descuenta el 
efecto de condiciones iniciales elegidas arbitrariamente sobre la estimaci6n final de los 
parámetros de un modelo de regresi6n. La segunda soluci6n consiste en la utilizaci6n de los 
filtros basados en la propagaci6n de la matriz de informaci6n en lugar de la matriz de 
covarianzas. Estos algoritmos disponen, por construcci6n, de condiciones iniciales exactas y 
son robustos numéricamente. 
ABSTRACT: 
This article proposes two solutions to allow the final recursive estimates of a 
regression model to be independent from arbitrary initial conditions. The first solution uses 
a recursive algorithm which discounts the effect of arbitrary initial conditions on the final 
parameter estimates. The second solution uses filters based on propagating the information 
matrix rather than the covariance matrix. By construction, this algorithm has exact initial 
conditions and is numerically robust. 
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1. Introducci6n. 
Como es bien sabido, el algoritmo de estimaci6n por mínimos cuadrados recursivos 
(MCR) es un caso particular del filtro de Kalman (ver, por ejemplo, Jazwinsky, 1970) y, por 
consiguiente, un aspecto crucial para su uso es la elecci6n de condiciones iniciales. 
En el contexto de los métodos de estimación recursiva, resulta frecuente utilizar 
condiciones iniciales arbitrarias o, a 10 sumo, diseñadas de acuerdo con una regla heurística 
(ver Young, 1984). Este tipo de criterios ad-hoc puede dar buenos resultados cuando se 
dispone de muestras grandes y/o en situaciones de estimaci6n bien condicionadas. Sin 
embargo, la práctica econométrica nos enfrenta a menudo con problemas de estimaci6n mal 
condicionados (debidos, por ejemplo, a la presencia de multicolinealidad aproximada) que 
deben resolverse a partir de muestras muy limitadas. En estos casos, el uso de condiciones 
iniciales arbitrarias puede dar lugar a la degradaci6n numérica del proceso recursivo, haciendo 
que las estimaciones finales del procedimiento no coincidan con los resultados del método de 
mínimos cuadrados ordinarios (MCO). 
En este artículo se proponen dos soluciones para independizar los resultados del 
criterio MCR de la influencia de condiciones iniciales elegidas ad-hoc: a) utilizar un algoritmo 
de estimaci6n MCR corregido (MCRC) y b) utilizar un algoritmo de estimaci6n MCR basado 
en el filtro de la matriz de informaci6n l • El criterio MCRC descuenta el efecto de condiciones 
iniciales elegidas arbitrariamente sobre la estimación final de los parámetros de un modelo. 
Este criterio se inicializa también con arbitrariedad, pero cuando se dispone de cero grados 
de libertad se lleva a cabo un paso intermedio de filtrado, de forma que los resultados de este 
filtro intermedio se convierten en las nuevas condiciones iniciales del algoritmo MCR habitual. 
El algoritmo de la matriz de informaci6n puede inicializarse usando condiciones iniciales 
exactas, es analíticamente idéntico al estimador por MCO y su comportamiento numérico es 
sumamente estable, incluso en situaciones como las anteriormente mencionadas. 
Es importante señalar que éstas son dos soluciones alternativas. En general, será 
preferible el criterio basado en la matriz de informaci6n cuando exista una gran incertidumbre 
inicial acerca del valor de los parámetros y s6lo se requiera la estimación final de los mismos. 
Por el contrario, cuando sea interesante estudiar la evolución temporal de las estimaciones, 
es más conveniente utilizar el método MCRC. 
La estructura del artículo es la siguiente: 
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En el apartado 2, se describe el algoritmo de estimación MCR estándar, basado en 
el filtro de Kalman y se demuestra que este método genera estimaciones comparables a las de 
una regresión cresta. También, se describen las formas de cálculo habituales de las 
condiciones iniciales del criterio MCR y se propone un método heurístico para su estimación. 
Aunque este método es también arbitrario, evita la degradación numérica del algoritmo 
recursivo, en algunOs casos. Por último, se lleva a cabo un análisis de la divergencia existente 
entre las estimaciones finales obtenidas con MCR y con MCO. 
En el apartado 3, se describen las dos soluciones propuestas al problema de 
inicialización del criterio MCR. En primer lugar, se describe el algoritmo de mínimos 
cuadrados recursivos corregidos (MCRC), que independiza los resultados del método MCR 
del efecto de condiciones iniciales elegidas arbitrariamente. La segunda solución surge al 
particularizar el filtro de información para el modelo de regresión lineal con parámetros 
constantes, 10 que permite obtener las ecuaciones de un estimador recursivo alternativo 
(MCRI). Se demuestra que este método puede inicializarse a partir de condiciones iniciales 
exactas y se argumenta su robustez numérica. 
En el apartado 4 se aplican las tres estrategias de estimación recursiva consideradas 
a datos simulados. En los ejemplos, se consideran distintos tamaños muestrales y distintas 
situaciones de condicionamiento. Por último, en el apartado 5, se resumen las conclusiones 
más importantes del trabajo. 
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2. &tlmaci6n recursiva mediante el nItro de Kalman (MCRK). 
Sea el modelo de regresión lineal (MRL): 
T Y, = X, P + E, (1 = 1,2, ... ,n) (1) 
donde Y, es la observación I-ésima de la variable dependiente, x, es un vector (kx1) que 
contiene la observación I-ésima de las variables explicativas, P es un vector (k x 1) de 
parámetros desconocidos y e, es una perturbaci6n aleatoria que se distribuye idéntica e 
independientemente con esperanza nula y varianza constante 0;. 
Es sabido que la estimación de (1) puede llevarse a cabo utilizando MCO con toda 
la muestra o bien recursivamente, aplicando el filtro de Kalman a las dos ecuaciones 
siguientes: 
Y, = X;P, + e, (2) 
(3) 
en donde P, representa el vector de parámetros correspondiente a una muestra de tamaño 1 y 
(3) refleja la hipótesis de parámetros constantes. Desde el punto de vista de la formulación 
en espacio de los estados, (2) es la ecuación de observación del modelo y (3) es la ecuación 
de estado. Por tanto, desde este enfoque, la variable endógena del MRL puede interpretarse 
como una señal observable del vector de estado que es, a su vez, el vector de parámetros que 
se desea estimar. 
Las ecuaciones que forman el criterio MCRK surgen al particularizar el filtro de 




La ecuación (4) indica que la estimación del vector de parámetros se actualiza 
mediante una función lineal del error de predicción de Y, cometido al estimar P con la 
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información disponible hasta el instante t-1. El factor de ponderación es el vector k" que se 
conoce como ganancia del filtro y cuya expresión figura en (5). 
La matriz v" propagada a través de (6), es proporcional a la matriz de covarianzas 
de los parámetros estimados con la información disponible hasta el instante t, que denotamos 
por P" La relación entre ambas matrices es la siguiente: 
V, = ~ P, = (X,rXJ-1 
(J, 
(7) 
en donde X, es una matriz (txk) que recoge, por columnas, la información muestral de cada 
variable explicativa hasta el instante t. 
2.1. Formas de cálculo de las condiciones iniciales del criterio MCRK. 
Evidentemente, es necesario inicializar el algoritmo dado por (4)-(6) con unas 
condiciones iniciales (Po, Vo)' Existen distintas formas de estimar las mismas. 
(a) Condiciones iniciales arbitrarias. 
El criterio utilizado habitualmente (ver, entre otros, Young (1984), pág. 27 Y 
Harvey (1989), pág. 107), consiste en fijar: 
~o = O (8) 
donde T es un escalar positivo y arbitrariamente grande. 
Las condiciones iniciales (8)-(9), expresan un elevado grado de incertidumbre 
acerca de la magnitud y el signo de los parámetros a estimar. Este criterio responde a la idea 
A de que, si no se dispone de información a priori, Po es una variable aleatoria, afectada por 
una incertidumbre infinita. Obsérvese que las condiciones (8)-(9) convergen a los dos primeros 
momentos de esta distribución cuando T .... oo. Puesto que el algoritmo MCRK no puede 
propagarse comenzando con un valor infinito de T, en la práctica se utiliza un valor finito', 
arbitrario y suficientemente grande del mismo. 
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La expresión (4) puede escribirse en función de las condiciones iniciales (Jo Y Vo, 
de la forma2: 
I I 
~, = (VOl + }::>Ixttl (VOl ~o + L x¡yJ (10) 
1 .. 1 1.1 
y teniendo en cuenta (8) y (9), la expresión (10) se reduce a: 
, , 
13/1MCRK = (~lk + Lx¡xttl(Lx¡yJ (11) 
¡.¡ 1-1 
en donde ~ = lIT es un escalar positivo y arbitrariamente pequeño y /JI/MCRK denota la 
estimación obtenida con el criterio MCRK después de haber procesado t observaciones. La 
expresión (11) muestra que el estimador MCRK puede interpretarse como un estimador cresta 
(ver Gruber, 1990). Como es bien sabido, este estimador es sesgado, aunque su varianza 
puede ser menor que la del MCO si se elige adecuadamente la constante ~ que se añade a los 
elementos de la diagonal principal de XiX,. Sin embargo, el problema es que existen infinitos 
valores de ~ que cumplen dicha propiedad y no resulta obvio cúal de ellos debe seleccionarse. 
Roel y Kennard (1970) sugieren probar con distintos valores de ~ a partir de uno 
que mejore al MCO (es decir, con un error cuadrático medio más pequeño que la estimación 
por MCO). Si a partir de un cierto rango de valores, el estimador cresta no cambia mucho, 
entonces elegir el valor superior de dicho rango. Schmidt (1976) propone elegir el valor de 
~ que minimice el error cuadrático medio del estimador cresta. El problema de este método 
es que el valor de ~ que cumple esta condición no es computable, ya que depende del 
verdadero valor del vector desconocido {3. 
Young (1984) sugiere que un valor de ~ del orden de](r es suficiente para que el 
estimador MCRK converga al MCO al final de la muestra. No obstante, aunque es evidente 
que (11) converge a la expresión MCO cuando ~ ... 0, éste también es un criterio arbitrario. 
El estimador cresta es consistente (ver Apéndice B) y por tanto, para muestras grandes, un 
valor de ~ del orden que sugiere Young puede ser suficiente. Sin embargo, para muestras 
pequeñas, ~ puede no ser una cantidad despreciable con respecto a XiX"~ dependiendo de cúal 
sea el orden de magnitud de las variables explicativas. 
En general, la selección del factor ~ sin tener en cuenta la métrica del problema de 
estimación, puede dar lugar a la acumulación de errores numéricos en la propagación de V, 
a través de (6). Esto ocurre, sobre todo, si se escoge un valor de 'T demasiado grande. Por 
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otra parte, si T es excesivamente pequeño, las condiciones iniciales no recogerían 
suficientemente la incertidumbre existente a priori, haciendo que las estimaciones finales de 
los parámetros sean parecidas a sus valores iniciales. Es decir, el efecto sería similar a 
implantar la restricción de que cada parámetro sea "casi" igual a su condición inicial. 
(b) Método heurístico de cálculo de las condiciones iniciales. 
Proponemos un método heurístico muy sencillo para elegir t, que consiste en 
comparar la métrica de las matrices xfx, y ~lA' La escala de xfx, puede medirse por su traza 
o por una norma de dicha matriz. En ambos casos, se puede fijar una tolerancia e tan pequeña 







siendo 11 xfx,I12 = (al/ + a2/ + ... + a/J; ~ In y au (i = 1, ... , k) los elementos de la diagonal 
principal de xfx,. 
Fijado e, puede encontrarse el valor de T que hace que el estimador MCRK de {j 
tienda al estimador MCO con toda la muestra. De esta forma, si el valor de T es demasiado 
grande, 10 cual podría dar lugar a la degradación numérica del algoritmo, puede fijarse un 
valor de T más pequeño y buscar un factor de escala adecuado para las variables 
independientes del modelo. El inconveniente de este método es que exige procesar toda la 
muestra para medir el tamaño de la matriz X;X, o, en su caso, para escalar adecuadamente 
los datos de las variables explicativas, con 10 que se desvirtúa el interés por la recursividad 
del algoritmo MCRK. No obstante, aunque este método no resuelve el problema de la 
arbitrariedad de las condiciones iniciales, permite acotar los valores del factor T que evitan 
la inestabilidad numérica del algoritmo. 
En este mismo contexto, también se puede utilizar alguna normalización de la 
matriz xfX" como por ejemplo, estandarizar los órdenes de magnitud de sus elementos. 
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(c) Condiciones Iniciales estimadas por MCO. 
Otra posibilidad, ya conocida en la literatura, para conseguir condiciones iniciales 
del algoritmo recursivo consiste en utilizar parte de la informaci6n muestra! disponible para 
su estimaci6n. En concreto, se usan las k+ 1 primeras observaciones para inicializar el filtro: 
(14) 
(15) 
Es decir, se obtiene una primera estimaci6n del vector {J aplicando MeO con un 
grado de libertad y se actualiza la estimaci6n de este vector de parámetros para 1 = k+ 2, ... , 
n. La desventaja de este método consiste en que, de nuevo, se desvirtúa la recursividad del 
procedimiento MCRK. 
2.2. Análisis de la divergencia entre las estimaciones finales obtenidas con MCRK y 
MCO. 
A partir de (11) y la expresi6n del estimador MCO, es fácil ver que una vez 
procesada una muestra de tamaño 1, la diferencia resultante en las estimaciones obtenidas con 
los algoritmos MCRK y MCO, depende exclusivamente del tamaño de una matriz W, definida 
como: 
w = (~l + XTX)-I - (XTX)-I 
I ':t" II II 
(16) 
Lema 1: La traza de la matriz W" depende positivamente del tamaño del escalar T (o bien, 
negativamente del valor de ~). 
Demostración: Sea la factorizaci6n de la matriz X;X,: 
(17) 
donde O es una matriz diagonal que contiene los autovalores de X;X, y M es una matriz 
ortogonal que contiene por colummas los autovectores de X;X,. Esta factorizaci6n siempre 
existe al ser X;X, una matriz definida positiva. 
Puesto que las matrices (X;X,¡-l y (~l + X;X,¡-l tienen los mismos autovectores (ver 
Schmidt, 1976), es fácil demostrar que W, puede factorizarse de la forma: 
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donde 'A¡ es el autovalor i-ésimo de la matriz X¡X, y el escalar -~ IAlA, + ~) el autovalor i-
ésimo de la matriz diferencia w" siendo esta matriz definida negativa [la matriz W, es definida 
negativa si y sólo si (X:X,) - (~1 + X:X,) es definida .negativa]. 
A partir de (18), la traza de W, es: 
k 
tr(W) = -:E ~ :::;; O 
1=1 'A,(A, + ~) 
(19) 
y derivando (19) con respecto al escalar ~, se obtiene: 
otr(W,) = _ t 1 
o~ 1.1 (A, + ~)2 
(20) 
El signo negativo de la derivada en (20) indica que, a medida que disminuye el 
valor de ~ (o bien, a medida que aumenta el valor del escalar r), aumenta el tamaño de la 
matriz w, .• 
Lema 2: Si algún autovalor de X:X, es cercano a cero, entonces tr(W,) -+ -oo. 
Demostración: Directamente de la expresión (19). • 
Las implicaciones de estos dos lemas son inmediatas. El Lema 1 establece que la 
diferencia entre los resultados de las estimaciones MCRK y MCO es una función directa del 
tamaño del factor r. Por consiguiente, si no se dispone de suficientes datos, la diferencia entre 
ambas estimaciones puede ser sustancial. Por otra parte, según el Lema 2, el mal 
condicionamiento de la matriz X:X, afecta directa y positivamente a la magnitud de la matriz 
w,. Es decir, en las situaciones en que exista un cierto grado de multicolinealidad, el 
estimador MCRK puede dar resultados muy diferentes a los de MCO. 
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3. Soluciones al problema de condiciones iniciales en el criteri9 MCRK. 
En este apartado se plantean dos métodos que permiten resolver el problema de 
degradación de los resultados de MCRK en presencia de colinealidad o cuando la muestra es 
pequeña. 
3.1. Estimación mediante mínimos cuadrados recursivos corregidos (MeRC). 
Como se ha visto en el apartado 2, el algoritmo MCRK inicializado arbitrariamente 
genera estimaciones comparables a una regresión cresta. En este sentido, no está garantizada 
la convergencia del estimador MCRK a su expresión MCO, una vez procesada toda la 
muestra. 
La idea que se propone para resolver este problema es la que da lugar al nuevo 
criterio MCRC y se expone a continuación. Las condiciones iniciales del tipo (8) Y (9) pueden 
interpretarse como el resultado de aplicar MCO a una muestra ficticia que forma el conjunto 
de información denotado por P. Las observaciones que generan las estimaciones de (Jo y Vo 
dadas por (8) y (9), son las siguientes: 
(21) 
donde l es un vector (kxl) que contiene las observaciones extramuestrales formadas por el 
vector (y.k' Y./HlJ' oo. ,y./)T Y XO es una matriz (kxk) que contiene por columnas la información 
muestral ficticia de las k variables explicativas del modelo. Es decir, si denotamos por xJ la 
columnaj-ésima de XO, el vector xr estará formado por los elementos (x'kJ' x.(k+/JJ' oo., X.IJ)' 
Dada la información representada por (21) es fácil ver que la estimación MCO del 
vector (J del MRL será: 
(22) 
(23) 
Por tanto, si las condiciones iniciales dadas en (8) y (9) provienen de procesar el 
conjunto de información P, la idea sería eliminar el efecto que esas observaciones ficticias 
tienen sobre las estimaciones MCRK cuando se han procesado k observaciones reales. 
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En resumen, para independizar el criterio MCRK de la influencia de las condiciones 
iniciales (8) y (9), pueden llevarse a cabo los siguientes pasos: 
(a) Inicializar el algoritmo MCRK con condiciones iniciales arbitrarias del tipo (8) Y (9) hasta 
el instante t=k (es decir, hasta disponer de cero grados de libertad): 
Vt = 1,2, ... ,k 
(24) 
(25) 
v, = (1 - k,x,r) V'_l (1 - k,x,rV + k,k,r (26) 
(b) Eliminar el efecto del conjunto de información JO sobre la estimación Pk' Para ello, se 
pueden utilizar las siguientes ecuaciones de corrección3 (ver Young (1984), pág. 60): 




(e) Utilizar las estimaciones ~; y V; como condiciones iniciales del algoritmo recursivo (24)-
(26), Vt = k+l, k+2, ... , n. 
Por tanto, esta estrategia supone llevar a cabo un paso intermedio de filtrado en el 
instante t=k. El filtro dado por las ecuaciones (27)-(29), descuenta el efecto de cada una de 
las observaciones ficticias generadas por las condiciones iniciales (8)-(9), sobre la estimación 
de los parámetros obtenida hasta ese momento. Los resultados de ese filtro intermedio se 
convierten en las nuevas condiciones iniciales del algoritmo MCRK habitual. 
Con este mecanismo de corrección, no está garantizado que la expresión analítica 
del estimador MCRC coincida con la MCO al final de la muestra. Sin embargo, descontar el 
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efecto de condiciones iniciales arbitrarias es suficiente para que las estimaciones MCRC 
convergan numéricamente a las MCO, aún en circunstancias de mal condicionamiento o con 
muestras cortas. 
3.2. Estimación recursiva mediante el filtro de la matriz de información (MCRI). 
El flltro de información se obtiene aplicando el lema de inversión de matrices a las 
ecuaciones del flltro de Kalman (ver Anderson y Moore (1979), pág. 138). Por tanto, ambos 
flltros son a1gebraicamente equivalentes. Las ventajas del flltro de información con respecto 
al criterio MCRK son dos: 
1) Permite instrumentar exactamente las condiciones iniciales que se aproximan en 
el filtro de Kalman mediante Vo = TI. 
2) Las matrices del flltro se propagan de forma estable a partir de las condiciones 
iniciales. 
El flltro de información propaga la inversa de V, y un vector de estado (a~ que es 
combinación lineal de los elementos del vector de estado original «(J,), Las condiciones 
iniciales de este algoritmo son siempre: 
(30) 
(31) 
y las ecuaciones del filtro de información particularizadas para el modelo dado por (2)-(3), 
son las siguientes: 
.r1 v.:1 T 
., = H + X,X, (32) 
(33) 
donde el vector de estimaciones de los parámetros originales del modelo se recupera mediante 
la siguiente relación: 
(34) 
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Escribiendo las ecuaciones (32) y (33) en función de las condiciones iniciales (30) y (31). se 
obtiene: 
I 
V;I = VOl + L x¡xT (35) 
¡·I 
A,' •• 
" = ao 
(36) 
y sustituyendo (30). (31). (35) Y (36) en (34). resulta: 
I I 
~"MCRI = <L x¡xTt l <L x¡yJ VI = k.k+l ..... n (37) 
¡·I ¡·I 
en donde ~'IMCRI denota la estimación de (3 obtenida con el criterio MCRl. cuando se han 
procesado I observaciones. La expresión (37) coincide exactamente con la del estimador MCO 
para una muestra de tamaño l. Esto prueba la independencia del filtro de información de las 
condiciones iniciales. La robustez numérica del filtro surge al propagar la matriz de 
información como una suma de matrices definidas positivas [ver (35)]. Además. el estimador 
MCRl es analíticamente idéntico a la expresión MCO. 
La desventaja de este método con respecto a MCRK y MCRC es que para recuperar 
la evolución de los parámetros originales. es necesario utilizar la relación (34) que supone 
invertir la matriz de información cada vez que se añade un nuevo dato. 
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4. Resultados empíricos con datos simulados. 
En este apartado se ilustran las conclusiones teóricas de los apartados anteriores, 
utilizando datos simulados. En concreto, se han aplicado los criterios de estimación MCRK, 
MCRI y MCRC a dos modelos: el primero bien condicionado (modelo 1) y el segundo mal 
condicionado (modelo Il), para distintos tamaños muestra1es. 
En la Tabla 1 se presentan los resultados de la estimación del modelo 1 mediante 
MCRK, MCRI y MCRC. Los valores entre paréntesis son las desviaciones típicas de las 
distribuciones empíricas. En la segunda columna de la Tabla, se ofrece el número de 
condición de la matriz xix, para los distintos tamaños muestra1es considerados. Este número 
es, en todos los casos, del orden de magnitud de la unidad, indicando el buen 
condicionamiento del modelo. 
A la vista de los resultados, en esta Tabla se observa que, con cualquiera de los tres 
procedimientos recursivos utilizados, a medida que aumenta el tamaño muestral, el valor 
medio de las estimaciones finales se acerca cada vez más a su correspondiente valor teórico. 
Sin embargo, independientemente del tamaño muestral, el error cometid04 al estimar cualquier 
parámetro con MCRK es siempre mayor que el correspondiente a MCRI y MCRC. Además, 
se observa que para todas las muestras consideradas, los resultados obtenidos con MCRI 
convergen numéricamente a los obtenidos con MCRC. Es decir, el algoritmo MCRC 
realmente corrige el efecto de condiciones iniciales arbitrarias (r = ](f, como sugiere Young, 
1984) sobre el valor final de las estimaciones, haciendo que éstas convergan a la MCO. 
En la Tabla 2 se presentan los resultados de la simulación del modelo Il. En este 
caso, el número de condición de la matriz XiX, es del orden de ](f. Este modelo se ha 
generado incluyendo un término constante y dos variables exógenas que evolucionan de 
acuerdo con la siguiente relación: 
Xu = 2x3, + E, VI = 1,2, ... ,n 
donde E, Y Xj , son procesos ruido blanco independientes entre sí y el ratio señal/ruido de esa 
relación es de 5.03. 
En primer lugar, se observa que los algoritmos MCRK, MCRI y MCRC estiman 
adecuadamente el término constante. Sin embargo, el error cometido en la estimación de los 
parámetros asociados a las variables correlacionadas es siempre superior con MCRK que con 
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los otros dos procedimientos recursivos, tendiendo a cero más despacio que al utilizar MCRI 
y/o MCRC. Al comparar los resultados de los criterios MCRI y MCRC, se aprecia, de nuevo, 
la convergencia numérica de las estimaciones finales obtenidas con ambos procedimientos. 
Las Figuras 1 a 5, muestran el promedio de las estimaciones obtenidas con los tres 
métodos recursivos para los distintos tamaños muestrales utilizados. Con ellas, se intenta 
resumir gráficamente la información contenida en las Tablas 1 y 2. 
Por último, en las Tablas 3 a 7 se ofrecen las medias de los errores cuadráticos 
medios (ECM) resultantes de la estimación de los parámetros de cada modelo considerado, 
cuando se utilizan alternativamente los criterios MCRK, MCRI y MCRC. Como puede 
observarse, en todos los casos, el ECM de cada coeficiente estimado con los criterios MCRC 
y MCRI es considerablemente menor que el obtenido con el criterio MCRK. 
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5. Conclusiones. 
Las principales conclusiones del trabajo son las siguientes: 
• En un procedimiento recursivo, la estimación final de los parámetros puede 
depender mucho de las condiciones iniciales. Sin embargo, en la mayoría de las 
aplicaciones económicas, apenas se cuenta con información acerca de los valores 
de los parámetros, por lo que las condiciones iniciales suelen ser arbitrarias. Por 
esta razón, conviene utilizar algoritmos para los que se disponga de condiciones 
iniciales exactas, como es el caso del criterio MCRl o bien, algoritmos que 
eliminen de alguna forma la influencia de condiciones iniciales arbitrarias sobre 
la estimación final de los parámetros, como es el caso del método MCRC. 
• La estimación recursiva es particularmente sensible a errores de redondeo que 
se acumulan en el proceso recursivo y pueden llegar a invalidar completamente 
los resultados. Por ello, la estabilidad numérica debe ser un aspecto crucial a la 
hora de elegir un algoritmo de estimación recursiva. El algoritmo MCRl es 
robusto numéricamente, mientras que el método MCRK tiene problemas 
numéricos en situaciones que se presentan habitualmente en la práctica 
econométrica. 
• Se ha demostrado que el estimador MCRK puede interpretarse como un 
estimador cresta, mientras que el estimador MCRl coincide analíticamente con 
el MCO. Por tanto, bajo las hipótesis habituales, el estimador MCRK es sesgado 
aunque consistente mientras que el MCRl es in sesgado. 
• Se ha demostrado también que la divergencia entre las estimaciones finales 
obtenidas con MCRK y MCRl, depende exclusivamente de la magnitud de una 
matriz denotada como w,. El tamaño de W, depende positivamente del mal 
condicionamiento de la matriz X¡X, y del valor del escalar que. se añade a la 
diagonal principal de la misma en las condiciones iniciales habituales del método 
MCRK. 
• Los resultados con datos simulados muestran que, incluso para muestras 
suficientemente grandes y problemas bien condicionados, pueden producirse 
sesgos importantes en la estimación MCRK. Sin embargo, independientemente 
del tamaño muestra! disponible, el estimador MCRl proporciona siempre 
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estimaciones finales de los parámetros que coinciden exactamente con los 
resultados obtenidos con MCO. Por otra parte, el estimador MCRC genera 
estimaciones finales que convergen numéricamente a los obtenidos con 
MCRI/MCO. 
• Si existe una gran incertidumbre inicial acerca del valor de los parámetros y sólo 
se desea la estimación final de los mismos, la mejor alternativa para estimarlos 
recursivamente será MCRI. La razón es que este criterio presenta importantes 
ventajas frente al algoritmo MCRK: a) independencia de condiciones iniciales, 
b) su robustez numérica y c) la convergencia exacta de sus resultados finales a 
los obtenidos con MCO para toda la muestra. 
• Cuando tenga interés obtener la senda de evolución de los parámetros estimados, 
así como su matriz de covarianzas en cada instante, puede ser más conveniente 
utilizar el criterio MCRC. Este criterio tiene la ventaja, con respecto al MCRI, 
de que se estiman directamente los parámetros originales y que, por tanto, no 
es necesario invertir la matriz de información cada vez que se añade un nuevo 
dato, con el fin de obtener una senda de evolución de las estimaciones de dichos 
parámetros. 
• Por último, los métodos MCRK y MCRI pueden combinarse. Así, es posible 
utilizar el criterio MCRI para obtener condiciones iniciales estimadas por MCO 
con un grado de libertad y después, actualizar las estimaciones de los parámetros 
con MCRK. 
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Tabla 1: Resultados de la simulación del modelo 1: Yt = fJIX lt + fJ2X2t + fJ3X3t + Et con 20 realizaciones, siendo fJI = 0.5, fJ2 = 0.8, fJ3 = -0.3 







A A A A A A A A A 
I N NC A ~ ~ fJI ~ ~ A ~ ~ 
30 1.346 8.148 ( .036) 8. 139 ( .043) (8:S¡,) 8.4~2 ( .1 1) (8:~y~) -8 29y ( :17 ) (8:t~~) (8:~yg) ~:I1~) 
50 1.329 (8:M~ (8:Mb c8:ógs) (8:186) (8:y~~) ~:ts~) (8:1sj) (8:y~~) ~:TS~) 
100 1.156 8.257 8·~4 ~:b~~) 8.477 8·7~4 -8.317 8.47~ (8:iM) c8:i% ( .042) (. 8) ( .078) ( .1 3) ( .114) ( .07 ) 
200 1.155 8.822 ( . 42) 8.5g7 ( .0 9) 78.216 ( .056) 8.484 ( .063) 8.781 ( .060) c8:8iPs) (8:~~~) (8:ó~) c8:8gij) 
500 1.054 (8:~gg) (8:8~~) -8 2~8 ( :0 5) (8:g~~) (8:óa6) (8:~) 8.4~7 ( .0 3) (8:~) 78.821 (. O)! 
- -----
Notas: • Las cifras entre paréntesis son las desviaciones típicas muestrales del promedio de las estimaciones de los parámetros. 
• N: Tamaño de la muestra. 
• NC: Número de condición de la matriz x.rX. 
• MCRK: Mínimos Cuadrados Recursivos. 
• MCRI: Filtro de la matriz de información. 
• MCRC: Mínimos Cuadrados Corregidos. 
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~---.. ---------------------------------------------------
Tabla 2: Resultados de la simulación del modelo II: y, = PI + P2X'};t + P3X3, + E, con 20 realizaciones, siendo PI = 0.5, P2 = 0.8, P3 = -0.3 y 
var( EJ = 10-8. 
-------
~.s:f~ MCRl ~~f§ MCO 
A A A A A A A A A 
N NC PI f3z ~ PI f3z ~ PI f3z ~ 
30 26353.38 (8:6&h (8:81¡) (8:8% (8:688) 1.0l~ -8.427 (8:688) (8:ÓU) (8j~) (0.47) (.213) 
50 27379.83 (8:688) (8:8~g) ~:8% (8:688) (g:j~~) (g:tg~) (8:688) (8:~~) (gj~g) 
100 25173.57 (8:688) (8:ó~g) ~:8~ó) (8:688) 8·~14 -g·U6 (8:688) (8:ó~~) -8 381 (.00) (.5) ( : 1 3) 
200 24690.29 (8:688) (8:u!g) ~:8~~) (8:a&h 8.821 ( .145) -g ~17 ( : 59) 8·688 8.794 (. ) (.031) (8:~~) 
500 23981.05 (8:688) (8:~¡~) ~:ó~y) (8:688) 8· 790 -8.299 (.091) (.040) (8:688) (8:ólg) ~:ij¡~) 
Notas: Las cifras entre paréntesis son las desviaciones típicas muestrales del promedio de las estimaciones de los parámetros. 
• N: Tamaño de la muestra. 
• NC: Número de condición de la matriz xrX. 
• MCRK: Mínimos Cuadrados Recursivos. 
• MCRl: Filtro de la matriz de información. 
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I ~ ~CO/MCRl _ ~CRK ~MCRC 
Figura 1: Valor medio de la estimación del parámetro {jI del modelo 1 para 















Figura 2: Valor medio de la estimación del parámetro {3, del modelo 1 para 










30 50 100 
Observaciones 
200 
I ¡¡z¡j MCO/MCRI _ MCRK ~MCRC 
'--
500 
Figura 3: Valor medio de la eslimoción del parámetro (3, del modelo 1 para 
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Observaciones 
I ¡¡z¡j MCO/1ACR1 _ MCRK . ~ MCRC 
Figura 4: Valor medio de la estimación del parámetro {3, del modelo TI para 

















I ~ MCO/MCRI _ MCRK ~MCRC 
JlL 
500 
Figura S: Valor medio de la estimación del parámetro (3, del modelo n para distintos 
tamaños muestrales (valor teórico 1(3,1 = 0.3). 
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Tabla 3: ECM resultantes de la estimación del parámetro (JI del modelo 1 con los criterios MCRK, 
MCRI y MCRC. 
ECM(8,) 
N MCRK MCRI MCRC 
30 0.125 0.016 0.016 
50 0.111 0.011 0.012 
100 0.061 0.007 0.007 
200 0.033 0.004 0.004 
500 0.009 0.001 0.001 
Tabla 4: ECM resultantes de la estimación del parámetro (J2 del modelo 1 con los criterios MCRK, 
MCRI y MCRC. 
ECM(8,) 
N MCRK MCRI MCRC 
30 0.439 0.065 0.065 
50 0.386 0.049 0.049 
100 0.184 0.011 0.011 
200 0.087 0.004 0.004 
500 0.019 0.002 0.002 
Tabla 5: ECM resultantes de la estimación del parámetro (J3 del modelo 1 con los criterios MCRK, 
MCRI y MCRC. 
ECM(S,) 
N MCRK MCRI MCRC 
30 0.046 0.029 0.029 
50 0.041 0.024 0.024 
100 0.018 0.013 0.014 
200 0.010 0.006 0.006 
500 0.003 0.002 0.002 
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Tabla 6: ECM resultantes de la estimación del parámetro (32 
MCRIy MCRC. 
ECM(B,) 
N MCRK MCRI 
30 0.568 0.269 
50 0.534 0.185 
100 0.463 0.040 
200 0.350 0.022 
500 0.184 0.008 




N MCRK MCRI 
30 0.087 0.062 
50 0.088 0.044 
100 0.079 0.009 
200 0.058 0.004 
500 0.031 0.002 
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1 Para un estudio detallado de este filtro ver Anderson y Moore (1979). 
2 Puede verse una demostración de (lO) en el Apéndice A. 
3 Estas ecuaciones están pensadas para eliminar de la estimación final de los parámetros el 
efecto de una o varias observaciones. Por ejemplo, podrían usarse para descontar el efecto de 
observaciones atípicas y/o influyentes. La aplicación de este filtro en nuestro contexto supone 
considerar como observaciones influyentes las generadas por condiciones iniciales arbitrarias. 
Puede encontrarse una demostración de las ecuaciones (27)-(29) en el Apéndice C. 
4 Error en términos de la desviación entre el promedio de las estimaciones y el verdadero 
valor del parámetro. 
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La expresión (lO) puede demostrarse por inducción. En el instante t= 1, la ecuación 
(4) puede escribirse como: 
(A.l) 
Teniendo en cuenta que kI = VI Xl Y (1- kIxD = V¡V/, la expresión (A.l) queda como: 
Sustituyendo (S) en (6) y particularizando en el instante t= 1, se obtiene: 
y aplicando el lema de inversión de matrices5 a la expresión (A.3): 
Por tanto, (A.2) queda como: 
En el instante t=2, la ecuación (4) será: 
\ .. donde: 
~2 = (1 - k2X[)~1 + k2Y2 = V2 Vil (VI VoI~O + VIXIYI) + V2X2Y2 = 
= V2 (Vol ~o + XIYI + X2Y2) 
y por tanto, (A.6) queda como: 
Por inducción, después de haber procesado t observaciones, se obtendrá que: 
t t 
~t = (Vol + L x¡xtt l (Vol ~O + L x¡y) 








Otra forma de demostrar (10) consiste en utilizar el resultado de que las ecuaciones 
del algoritmo MCRK son algebraicamente equivalentes a las del MCRl. De este último fIltro 
sabemos que (j, = v, a; y sustituyendo (35) y (36) en la expresión anterior, se obtiene: 
, 









La consistencia del estimador cresta (P.) se demuestra expresándolo en función del 
A 
estimador MeO «(3MW) 
y tomando límites en probabilidad a ambos lados de la anterior ecuación, se obtiene: 
XTx + ~I XTX 
[ ]
-1 
pUm!J. = plfm N k pUm [ Ir ] plím!JMW = (3 
donde se ha tenido en cuenta que: 
1 
pUm ~ = O 




Sea Pk la estimación por MCO del vector de parámetros {J: 
(C.I) 
denotamos por $; a la estimación por MCO de {J cuando se elimina la observación k-s de la 
uestra: 
(C.2) 
plicando el lema de inversión de inversión de matrices a la expresión (C.2) y llamando Vk = 
(XrXJ- I , se obtiene que: 
bien: 
Llamando k; = V tXk-,(xL V tXk-, - 1)"1, la expresión anterior puede escribirse como; 
y aplicando, de nuevo, el lema de inversión de matrices, la matriz de covarianzas de $; tiene 
la expresión: 
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