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Abstract
In this paper, we suggest and analyze a new modiﬁed proximal-point method for solving nonlinear complementarity problems.
Under suitable conditions, we prove that the new method is globally convergent. We report some preliminary computational results
to illustrate the efﬁciency of the proposed method.
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1. Introduction
The nonlinear complementarity problem (NCP) is to determine a vector x ∈ Rn such that
x0, F (x)0 and xTF(x) = 0, (1.1)
where F is a nonlinear mapping from Rn into itself. Throughout this paper we assume that F is continuous and
pseudomonotone with respect to Rn+ and the solution set of (1.1), denoted by ∗, is nonempty.
NCP have many important applications in economics, operations research and nonlinear analysis and have been
studied by many researchers [5,6,7,10,13,14].
It is well known that NCP can be alternatively formulated as ﬁnding the zero point of the operator T (x) = F(x) +
NRn+(x), i.e., ﬁnd x
∗ ∈ Rn+ such that 0 ∈ T (x∗), where NRn+(.) is the normal cone operator to Rn+ deﬁned by
NRn+(x) :=
{ {y : yT(v − x)0, ∀v ∈ Rn+} if x ∈ Rn+;
∅ otherwise.
A classical method to solve this problem is the proximal-point algorithm, which starting with any vector x0 ∈ Rn+ and
k> 0, iteratively updates xk+1 conforming the following problem:
(PPA) 0 ∈ kT (x) + ∇xq(x, xk), (1.2)
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where
q(x, xk) = 12‖x − xk‖2 (1.3)
is a quadratic function of x. Motivation for studying the algorithms of problem (1.2) could be found in several studies
[8,9,15,17], in place of usual quadratic term where many researchers have used some nonlinear functions r(x, xk).
For instance, we quoted reference [4] for the iterative schemes of the form (1.2) using the Bregman-based functional
instead of (1.3).
Recently, Auslender et al. [2] have proposed a new type of proximal interior method through replacing the quadratic
function (1.3) by d(x, xk) which could be deﬁned as
d(x, y) =
n∑
j=1
y2j(y
−1
j xj ).
The fundamental difference here is that the term d is used to force the iterates {xk+1} to stay in the interior of the
nonegative orthant Rn++.
Among the possible choices of, there exists a particular onewhich enjoys several attractive properties for developing
efﬁcient algorithms to solve NCP.
Let > > 0 be given ﬁxed parameters, and deﬁne
(t) =
{ 
2
(t − 1)2 + (t − log t − 1) if t > 0,
+∞ otherwise.
In [1], Auslender et al. used a very special logarithmic-quadratic proximal method (LQPM) (with  = 2,  = 1) for
solving variational inequalities over polyhedra.
Let  ∈ (0, 1) be a constant. In this paper, we consider another function  deﬁned by
(t) =
{ 1
2 (t − 1)2 + (t log t − t + 1) if t > 0,+∞ otherwise.
For given xk ∈ Rn+ and k> 0, the new iterate xk+1 of Eq. (1.2) is a solution of the following set-valued equation:
(LQPM) 0 ∈ kT (x) + ∇xQ(x, xk), (1.4)
where
Q(x, xk) =
⎧⎨
⎩
1
2
‖x − xk‖2 + 
n∑
j=1
(
xkj xj log
xj
xkj
− xjxkj + (xkj )2
)
if x ∈ Rn++,
+∞ otherwise.
(1.5)
Clearly,
∇xQ(x, xk) = x − xk + Xk log x
xk
,
where Xk = diag(xk1 , . . . , xkn) and log x/xk = (log x1/xk1 , . . . , log xn/xkn)T.
Thus, the problems (1.4)–(1.5) are equivalent to the following systems of nonlinear equations:
kF (x) + x − xk + Xk log
x
xk
= 0. (1.6)
It is more practical to ﬁnd approximate solutions of (1.6) rather than the exact solutions due to the fact that in general
it excludes some practical applications. To overcome this drawback, we suggest and analyze a new method for solving
the problem (1.6) approximately.
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2. Preliminaries
We list some important results which will be required in our following analysis.
First, we denote PRn+(.) as the projection under the Euclidean norm, i.e.,
PRn+(z) = min{‖z − x‖ | x ∈ Rn+}.
A basic property of the mapping of projection is
(y − PRn+(y))T(PRn+(y) − x)0 ∀y ∈ Rn ∀x ∈ Rn+. (2.1)
Deﬁnition 2.1. The operator F : Rn → Rn is said to be pseudomonotone, if
∀u, v ∈ Rn, (v − u)TF(u)0 ⇒ (v − u)TF(v)0.
The following lemma plays a crucial role in the analysis via Lemma 3.1.
Lemma 2.1. For given xk > 0 and q ∈ Rn, let x be the positive solution of the following equation:
q + x − xk + Xk log x
xk
= 0, (2.2)
where Xk = diag(xk1 , . . . , xkn) and log x/xk = (log x1/xk1 , . . . , log xn/xkn)T.
Then, for any y0, we have
(x − y)T(−q) 1 + 
2
(‖x − y‖2 − ‖xk − y‖2) + 1 − 
2
‖xk − x‖2. (2.3)
Proof. For each t > 0 we have 1 − 1/t log t t − 1, then we obtain after multiplication by yjxkj 0 for each
j = 1, . . . , n,
yjx
k
j log
xj
x
j
k
yjxkj
(
xj
xkj
− 1
)
= yj (xj − xkj )
and after multiplication by xjxkj 0 for each j = 1, . . . , n,
−xjxkj log
xj
xkj
xjxkj
(
xkj
xj
− 1
)
= xkj (xkj − xj ).
Adding these two inequalities, we obtain
(yj − xj )
(
xj − xkj + xkj log
xj
xkj
)
(yj − xkj )(xj − xkj ) + (xj − xkj )(yj − xj ).
Using the identities
(yj − xkj )(xj − xkj ) = 12 ((xj − xkj )2 − (xj − yj )2 + (yj − xkj )2),
(xj − xkj )(yj − xj ) = 12 ((yj − xkj )2 − (yj − xj )2 − (xj − xkj )2)
and recalling (2.2) thus obtained
(xj − yj )(−qj ) 1 + 2 ((xj − yj )
2 − (xkj − yj )2) +
1 − 
2
(xkj − xj )2.
Summing over j = 1, . . . , n, encountered (2.3). 
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3. The proposed method
At the kth iteration, using LQPM, we ﬁnd the approximate solution of the following system of equations:
kF (x) + x − xk + Xk log
x
xk
= 0. (3.1)
For given xk > 0 and k > 0, each iteration of the proposed method consists of two steps, the ﬁrst step offers x˜k and
the second step produces the new iterate xk+1.
First step: Find an approximate solution x˜k of (3.1), see [2,3] such that
0 ≈ kF (x˜k) + x˜k − xk + Xk log
x˜k
xk
= k , (3.2)
where k satisﬁes
‖k‖‖xk − x˜k‖, 0< < 1. (3.3)
Second step: For > 0, the new iterate xk+1() is the positive solution of the following system of equations:(
1 − 
1 + 
)
kF (x˜
k) + x − xk + Xk log x
xk
= 0. (3.4)
How to choose a suitable step length > 0 to force convergence will be discussed in Section 4.
Remark 3.1. Eq. (3.3) implies that
|(xk − x˜k)Tk|‖xk − x˜k‖2, 0< < 1. (3.5)
Remark 3.2. Note that in the special case k = k(F (x˜k)−F(xk)), if F is Lipschitz continuous in Rn+ with Lipschitz
constant L> 0, i.e.,
‖F(xk) − F(x˜k)‖L‖xk − x˜k‖,
and we choose k satisfying 0< k/L. Consequently, the above inequality (3.3) is satisﬁed.
Remark 3.3. In [1], Auslender et al. proposed the following conditions:
∞∑
k=1
‖k‖< + ∞ and
∞∑
k=1
〈k, xk〉< + ∞ (3.6)
to ensure convergence. It seems that the accuracy criterion (3.3) can be checked and complemented in practice more
easily than (3.6).
Lemma 3.1. Let
() = ‖xk − x∗‖2 − ‖xk+1() − x∗‖2, (3.7)
then we have
()
(
1 − 
1 + 
)
‖xk+1() − xk‖2 + 2
(
1 − 
1 + 
)
(xk+1() − x˜k)Tdk − 2(1 − )
(1 + )2 ‖x
k − x˜k‖2, (3.8)
where
dk = (xk − x˜k) + 1
1 + 
k
. (3.9)
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Proof. By setting q = kF (x˜k) − k in (2.2) and y = xk+1() in (2.3), it follows:
(xk+1() − x˜k)T
(
1
1 +  (
k − kF (x˜k))
)
 1
2
(‖xk − xk+1()‖2 − ‖x˜k − xk+1()‖2)
− 1 − 
2(1 + )‖x
k − x˜k‖2. (3.10)
Recall
(xk+1() − x˜k)T(xk − x˜k) = 12 (‖x˜k − xk+1()‖2 − ‖xk − xk+1()‖2) + 12‖xk − x˜k‖2. (3.11)
Adding (3.10) and (3.11) we then obtain
(xk+1() − x˜k)T{(xk − x˜k) + 1
1 +  (
k − kF (x˜k))}

1 + ‖x
k − x˜k‖2,
implies
2(xk+1() − x˜k)T{(xk − x˜k) + 1
1 +  (
k − kF (x˜k))} −
2
1 + ‖x
k − x˜k‖20. (3.12)
We apply again Lemma 2.1, setting q = (1 − /1 + )kF (x˜k) in (2.2) and y = x∗ in (2.3),
(xk+1() − x∗)T
(
−
(
1 − 
1 + 
)
kF (x˜
k)
)
 1 + 
2
(‖xk+1() − x∗‖2 − ‖xk − x∗‖2)
+ 1 − 
2
‖xk − xk+1()‖2.
Using the deﬁnition of (), we get
()
(
1 − 
1 + 
)
‖xk − xk+1()‖2 + 2(1 − )k
(1 + )2 (x
k+1() − x∗)TF(x˜k). (3.13)
Since x˜k ∈ Rn+ and x∗ is a solution of NCP, using the pseudomonotonicity of F we have
(x˜k − x∗)TF(x∗) = (x˜k)TF(x∗)0 ⇒ (x˜k − x∗)TF(x˜k)0
and consequently
(xk+1() − x∗)TF(x˜k)(xk+1() − x˜k)TF(x˜k). (3.14)
Applying (3.14) to the last term in the right side of (3.13), we obtain
	()
(
1 − 
1 + 
)
‖xk − xk+1()‖2 + 2(1 − )k
(1 + )2 (x
k+1() − x˜k)TF(x˜k). (3.15)
Adding (3.12) and (3.15) and using the notation of dk in (3.9), the lemma is proved. 
Theorem 3.1. Let () be deﬁned in (3.7) and dk be deﬁned in (3.9), then for any x∗ ∈ ∗ and > 0, we have
()
(
1 − 
1 + 
)

(), (3.16)
where

() = 2k − 2‖dk‖2 (3.17)
and
k =
1
1 + ‖x
k − x˜k‖2 + 1
1 +  (x
k − x˜k)Tk . (3.18)
400 M.A. Noor, A. Bnouhachem / Journal of Computational and Applied Mathematics 197 (2006) 395–405
Proof. It follows from (3.8) that
()
(
1 − 
1 + 
){
‖xk+1() − xk‖2 + 2(xk+1() − xk)Tdk + 2(xk − x˜k)Tdk − 2
1 + ‖x
k − x˜k‖2
}
=
(
1 − 
1 + 
){
‖xk+1() − xk + dk‖2 − 2‖dk‖2 + 2(xk − x˜k)Tdk − 2
1 + ‖x
k − x˜k‖2
}

(
1 − 
1 + 
){
2(xk − x˜k)T
(
xk − x˜k + 1
1 + 
k
)
− 2
1 + ‖x
k − x˜k‖2 − 2‖dk‖2
}
=
(
1 − 
1 + 
)(
2
{
1
1 + ‖x
k − x˜k‖2 + 1
1 +  (x
k − x˜k)Tk
}
− 2‖dk‖2
)
=
(
1 − 
1 + 
)
{2k − 2‖dk‖2},
and (3.16) is proved. 
4. Convergence analysis

() measures the progress obtained in the kth iteration. It is natural to choose a step length k which maximizes
the progress. Note that 
() is a quadratic function of  and it reaches its maximum at
∗k =
k
‖dk‖2
and

(∗k) = ∗kk . (4.1)
In the next theorem we show that ∗k and 
(∗k) are bounded away from zero, and it is one of the keys to prove the
global convergence results.
Theorem 4.1. For given xk ∈ Rn+ and k > 0, let x˜k and k satisfy the condition (3.3), then we have the following:
∗k
1 − 
2(1 + ) (4.2)
and

(∗k)
(1 − )2
2(1 + )2 ‖x
k − x˜k‖2. (4.3)
Proof. It follows from (3.18) and (3.5) that
k =
1
1 + ‖x
k − x˜k‖2 + 1
1 +  (x
k − x˜k)Tk
(
1 − 
1 + 
)
‖xk − x˜k‖2. (4.4)
If (xk − x˜k)Tk0, since > 0 it follows from (3.3) and (3.9) that
‖dk‖2‖xk − x˜k‖2 + 1
(1 + )2 ‖
k‖2
‖xk − x˜k‖2 + ‖k‖2
2‖xk − x˜k‖2, (4.5)
from (4.4) and (4.5), we obtain
∗k =
k
‖dk‖2 
1 − 
2(1 + ) .
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Otherwise, if (xk − x˜k)Tk0, it follows from 0< < 1 and (3.3) that
k =
1
1 + ‖x
k − x˜k‖2 + 1
1 +  (x
k − x˜k)Tk
 1
1 + 
{
1
2
‖xk − x˜k‖2 + 1
1 +  (x
k − x˜k)Tk + 1
2
‖xk − x˜k‖2
}
 1
1 + 
{
1
2
‖xk − x˜k‖2 + 1
(1 + ) (x
k − x˜k)Tk + 1
2(1 + )2 ‖
k‖2
}
= 1
2(1 + )‖d
k‖2
and thus
∗k
1
2(1 + )
1 − 
2(1 + ) .
Using (4.1), (4.2) and (4.4) directly we obtained (4.3). 
For fast convergence, we take a relaxation factor  ∈ [1, 2) and the step-size k in (3.4) by k = ∗k . Through simple
manipulations we obtain

(∗k) = 2∗kk − (2∗k)(∗k‖dk‖2)
= (2∗k − 2∗k)k
= (2 − )
(∗k). (4.6)
It follows from Theorems 3.1 and 4.1 that there is a constant c > 0 such that
‖xk+1 − x∗‖2‖xk − x∗‖2 − c‖xk − x˜k‖2 ∀x∗ ∈ ∗. (4.7)
The following result is very useful to prove the convergence of our method.
Lemma 4.1. For given xk > 0 and k > 0 let x˜k be obtained by the step (3.2), then for each x0 we have
(x − x˜k)T(kF (x˜k) − k)(xk − x˜k)T{(1 + )x − (xk + x˜k)}. (4.8)
Proof. By setting q = kF (x˜k) − k in (2.2) and y = x in (2.3), it follows from (3.2) that
(x − x˜k)T(kF (x˜k) − k)
1 + 
2
(‖x˜k − x‖2 − ‖xk − x‖2) + 1 − 
2
‖xk − x˜k‖2
= (1 + )xTxk − (1 + )xTx˜k − (1 − )(x˜k)Txk − ‖xk‖2 + ‖x˜k‖2
= (1 + )xT(xk − x˜k) − (xk − x˜k)T(xk + x˜k)
= (xk − x˜k)T{(1 + )x − (xk + x˜k)}.
Then the proof is completed. 
Now we consider the convergence analysis of the proposed method, which is the main motivation of our next result.
Theorem 4.2. If inf∞k=0k = > 0, then the sequence {xk} generated by the proposed method converges to some x∞
which is a solution of NCP.
Proof. It follows from (4.7) that {xk} is a bounded sequence and
lim
k→∞ ‖x
k − x˜k‖ = 0. (4.9)
402 M.A. Noor, A. Bnouhachem / Journal of Computational and Applied Mathematics 197 (2006) 395–405
Consequently, {x˜k} is also bounded. Since limk→∞ ‖xk − x˜k‖= 0, ‖k‖< ‖xk − x˜k‖ and k> 0, it follows from
(4.8) that
lim
k→∞(x − x˜
k)TF(x˜k)0 ∀x ∈ Rn+.
Because {x˜k} is bounded, it has at least one cluster point. Let x∞ be a cluster point of {x˜k} and the subsequence {x˜kj }
converges to x∞. It follows that
lim
j→∞(x − x˜
kj )TF(x˜kj )0, ∀x ∈ Rn+
and consequently
(x − x∞)TF(x∞)0 ∀x ∈ Rn+.
Then x∞ is a solution of NCP. Note that the inequality (4.7) is true for all solution points of NCP and hence we have
‖xk+1 − x∞‖2‖xk − x∞‖2 ∀k0. (4.10)
Since x˜kj → x∞(j → ∞) and xk − x˜k → 0 (k → ∞), for > 0, there exists an l > 0 such that
‖x˜kl − x∞‖< 
2
and ‖xkl − x˜kl‖< 
2
. (4.11)
Therefore, for any kkl , it follows from (4.10) and (4.11) that
‖xk − x∞‖‖xkl − x∞‖‖xkl − x˜kl‖ + ‖x˜kl − x∞‖< .
This implies that the sequence {xk} converges to x∞ which is a solution of NCP. 
5. Preliminary computational results
For numerical experiment we need to ﬁnd the values of the approximate solution x˜k and the new iterate xk+1().
In the special case k = k(F (x˜k) − F(xk)), (3.2) is equivalent to the following system of nonlinear equations:
kF (x
k) + x˜k − xk + Xk log x˜
k
xk
= 0, (5.1)
hence
x˜kj + xkj log x˜kj + (kFj (xk) − xkj − xkj log xkj ) = 0, j = 1, . . . , n. (5.2)
The recursion of classical Newton method for the above problem is
x˜kj := xkj −
k
1 + Fj (x
k).
The solution of (5.2) is x˜k > 0. To avoid the nonpositive value x˜kj in the iteration process, we take
x˜kj := max
{
xkj −
k
1 + Fj (x
k), 0
}
, j = 1, . . . , n.
Similarly using Newton method the solution to the system of nonlinear equations (3.4) is deﬁned by
xk+1j () := max
{
xkj −
(1 − )k
(1 + )2 Fj (x˜
k), 0
}
, j = 1, . . . , n.
The detailed algorithm is as follows.
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Algorithm 5.1 (Modiﬁed LQP method).
Step 0: Let 0 = 1,  := 0.95< 1, = 0.01, = 1.9, = 10−7, k = 0 and x0 > 0.
Step 1: If ‖min(xk, F (xk))‖∞, then stop. Otherwise, go to Step 2.
Step 2:
x˜k = PRn+
[
xk − k
1 + F(x
k)
]
, k = k(F (x˜k) − F(xk)),
r = ‖
k‖
‖xk − x˜k‖ .
While (r > )
k =
0.8
r
∗ k , x˜k = PRn+
[
xk − k
1 + F(x
k)
]
,
k = k(F (x˜k) − F(xk)), r =
‖k‖
‖xk − x˜k‖ .
end While
Step 3:
= 1
1 + ‖x
k − x˜k‖2 + 1
1 +  (x
k − x˜k)k ,
d = (xk − x˜k) + 1
1 + 
k
, ∗ = ‖d‖2 , k = 
(1 − )
(1 + )
∗
,
xk+1 = PRn+
[
xk − kk
1 + F(x˜
k)
]
.
Step 4: k+1 =
{ k ∗ 0.7
r
if r0.5;
k otherwise.
Step 5: k := k + 1; go to Step 1.
5.1. Comparison with other methods
(1) Awell-knownprojectionmethod is the extragradientmethod ofKorpelevich [12]whichwas extended byKhobotov
[11]. The proposed method also can be viewed as improvement of [11] in two directions:
Firstly, instead of k ≡ 1 we have proposed k = ∗k is dependent on the current point xk , x˜k and k , and thus
more precise.
Secondly, the parameter sequence {k} in the Khobotov method is monotonically nonincreasing. However, this
may cause a slow convergence if k is taken too small. To overcome this difﬁculty, we have proposed a self-
adaptive technique. The main contribution of this technique is that we allow elements of the penalty sequence to
either increase or decrease in iterations, not necessarily monotone.
(2) For given xk and k := k/(1+)> 0, denote Fk(x) := (x−xk)+kF (x) and=Rn+. The iteration of Solodov
and Svaiter’s method (see [16, p. 385, Algorithm 2]) consists of the following steps:
Algorithm SS
Step 1: Find a yk which is an approximate solution of
x ∈ Rn+, (x′ − x)TFk(x)0 ∀x′ ∈ Rn+, (5.3)
such that
{yk − PRn+[yk − Fk(yk)]}TFk(yk) −
1
2
‖yk − PRn+[yk − Fk(yk)]‖2

2
‖yk − xk‖2. (5.4)
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Step 2: Set
xk+1 = PRn+[xk − kF (yk)]. (5.5)
Note that the term yk in Algorithm SS plays the same role as the term x˜k in our method. Now let us observe the
differences between Algorithm SS and our framework.
First, we compare the error restrictions of the two methods. In Step 1 of Algorithm SS, since yk ∈ Rn+, it follows
from (2.1) that
{yk − PRn+[yk − Fk(yk)]}TFk(yk)‖yk − PRn+[yk − Fk(yk)]‖2.
In order to satisfy Condition (5.4), one needs at least
{yk − PRn+[yk − Fk(yk)]}TFk(yk)‖yk − xk‖2. (5.6)
As xk → x∗, the direction (yk − PRn+[yk − Fk(yk)]) is almost parallel to Fk(yk), and usually F(x∗) = 0.
Therefore, as xk → x∗, it follows from (5.4) that
‖yk − PRn+[yk − Fk(yk)]‖ = O(‖yk − xk‖2). (5.7)
Notice that the x˜k generated from our method (see Step 2) can be written as
x˜k = PRn+[x˜k − Fk(x˜k) + k] (5.8)
and it requires at most
‖k‖‖x˜k − xk‖.
It is worthy to discuss the relation between k and ek := yk − PRn+[yk − Fk(yk)] in formula (5.6). Note that
yk = x˜k . Hence according to (5.8) we have
ek = PRn+[x˜k − Fk(x˜k) + k] − PRn+[yk − Fk(yk)].
Since the projection is nonexpansive, in general we have ‖ek‖‖k‖. Therefore, compared with Algorithm SS,
the method proposed has a much relaxed error restriction.
Next we compare the step lengths employed in the correction step. In Algorithm SS, the step length is k ≡ 1,
which is different from the step length in our framework.
To test the proposed method, we consider the nonlinear complementarity problems:
x0, F (x)0, xTF(x) = 0, (5.9)
where
F(x) = D(x) + Mx + q,
D(x) and Mx + q are the nonlinear part and linear part of F(x), respectively.
The matrix M = ATA + B is computed as follows. A is n × n matrix whose entries are randomly generalized in
the interval (−5,+5) and the skew-symmetric matrix B is generated in the same way. The vector q is generated from
a uniform distribution in the interval (−200, 300). The components of D(x) are Dj(x) = dj ∗ arctan(xj ) and dj is
chosen randomly in (0, 1).
In all tests we take the logarithmic proximal parameter  = 0.01 and all iterations start with x0 = (0, . . . , 0)T or
x0 = (1, . . . , 1)T. The stop criterion was set to be
‖min(xk, F (xk))‖∞10−7.
All codes were written in Matlab, since the random value in Matlab is time dependent, we tested each problem
ﬁve times. The iteration numbers and the computational time for the problem with different dimensions are given in
Table 1.
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Table 1
Numerical results for problem (5.9)
Dimension of the problem (n) x0 = (0, . . . , 0)T x0 = (1, . . . , 1)T
No. it. CPU (s) No. it. CPU (s)
100 209 0.04 229 0.06
200 243 0.36 272 0.37
400 269 1.91 283 2.01
600 253 6.02 296 6.9
800 263 13.92 311 16.63
6. Concluding remarks
In this paper, we have suggested and analyzed a new modiﬁed logarithmic-quadratic proximal method for solving
nonlinear complementarity problems with more relaxed accuracy criterion than (3.6). The numerical results showed
that our algorithm works well for the problem tested, which clearly illustrate its efﬁciency.
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