Abstract The k-higher Mahler measure of a nonzero polynomial P is the integral of log k |P | on the unit circle. In this note, we consider Lehmer's question (which is a long-standing open problem for k = 1) for k > 1 and find some interesting formulae for 2-and 3-higher Mahler measure of cyclotomic polynomials.
Introduction
Definition 1 Given a non-zero polynomial P (x) ∈ C[x] and a positive integer k, the k-higher Mahler measure of P is defined by
or, equivalently, by m k (P ) := 1 0 log k |P (e 2πiθ )|dθ.
We observe that for k = 1, m 1 (P ) is the classical (logarithmic) Mahler measure given by m(P ) := log |a| + n j=1 log + |r j |, for P (x) = a
where log + t = log max{1, t} for a non-negative real number t. This object first appeared in a 1933 paper by Lehmer [9] in connection with a method for constructing large prime numbers. A generalization to multivariable polynomials appeared in a work by Mahler [10] (who was interested in tools for transcendence theory) about 30 years later. The generalization to higher Mahler measures was recently considered in [6] for the first time.
Higher Mahler measures of polynomials are usually very hard to compute, even for simple linear polynomials in one variable. However, the investigation carried out in [6] reveals direct connections between these measures and special values of zeta functions and polylogarithms. In the case of the classical Mahler measure, analogous relations with special values of L-functions have been explained by Deninger [4] and others in terms of evaluations of regulators in the context of Beilinson's conjectures. One of the motivations for considering higher Mahler measures (in addition to classical Mahler measures) is that they yield different periods from the ones that we obtain from the usual Mahler measure thus revealing a more complicated structure for the regulator (see [7] for more details).
One of the tools for studying general k-higher Mahler measures is the following:
Definition 2 For a finite collection of non-zero polynomials P 1 , . . . , P l ∈ C[x], their multiple Mahler measure is defined by m(P 1 , . . . , P l ) := 1 2πi |x|=1 log |P 1 (x)| . . . log |P l (x)| dx x .
Our main interest in this note is the case of P (x) ∈ Z[x] but we consider other cases as well, such as products of cyclotomic polynomials. We recall the following well-known theorem of Kronecker [5] :
Theorem 3 Let P (x) = n j=1 (x − r j ) ∈ Z [x] . If |r j | ≤ 1 for each j, then the r j 's are zero or roots of unity.
An immediate consequence of Kronecker's theorem is that for a non-zero polynomial P (x) ∈ Z[x], m(P ) = 0 if and only if P is monic and is a product of powers of x and cyclotomic polynomials.
Lehmer [9] asked the following question: Given ǫ > 0, can we find a polynomial P (x) ∈ Z[x] such that 0 < m(P ) < ǫ?
This question is still open 1 . The smallest known measure greater than 0 is that of a polynomial that he found in his 1933 paper:
m(x 10 + x 9 − x 7 − x 6 − x 5 − x 4 − x 3 + x + 1) = 0.1623576120 . . ..
A polynomial P (x) is said to be reciprocal if P (x) = ±x d P x −1 where d = deg P . Notice that the above polynomial is reciprocal. Lehmer's question was answered negatively by Breusch 2 in [1] for nonreciprocal polynomials. Lehmer's question has attracted considerable attention in the last few decades, as it has connections beyond number theory, such as entropies of dynamical systems and to polynomial knot invariants.
In this note, we explore the analogue of Lehmer's question for m k for k > 1. We investigate lower bounds and limit points for higher Mahler measures and the value of m 2 and m 3 at cyclotomic polynomials.
Our main results are the following:
is not a monomial, then for any h ≥ 1,
This theorem is significant because the lower bound it provides is general and unconditional. Unlike well-known results regarding the lower bound for m(P ), the above theorem is not restricted by the behavior of the coefficients, degrees, or the reducibility properties of P (x). In particular, this result implies that Lehmer's question has a negative answer for m 2h . A careful study of the proof of Theorem 4 reveals that m 2 (P ) for P reciprocal is minimized when P (x) is a product of monomials and cyclotomic polynomials. Therefore, it is of interest to find out explicit values of 2-higher Mahler measures of cyclotomic polynomials. In this direction, we prove the following theorem.
Theorem 5 For a positive integer n, let φ n (x) denote the n-th cyclotomic polynomial and ϕ Euler's function. Then
for a recent general survey on the status of this problem.
2 Later Smyth worked on this problem independently in [12] and found the best possible constant.
where r(x) denotes the number of distinct prime divisors of x and the product is taken over prime numbers p. In particular, for m = n, we get
n .
This theorem allows us to compute m 2 (P ) for P any product of cyclotomic polynomials. This naturally leads us to investigate the 3-higher Mahler measure of such polynomials. We therefore prove the following theorem which relates m 3 (P ) to ζ(3) and the polylogarithm.
Theorem 6 If P (x) has all its roots on the unit circle, in other words, if P (x) has the form
where
are the Clausen functions given by real and imaginary parts of the classical polylogarithm Li ℓ e 2πit defined by
Lehmer's question can be rephrased as whether 0 is a limit point for values of m. We generalize Lehmer's question by asking if 0 is a limit point for values of m 2k+1 for k ≥ 1. In this context, we prove the following.
Moreover, this sequence is nonconstant.
We obtain, in this way, a positive answer for Lehmer's question for m 2h+1 . Section 2 contains a proof of Theorem 4, which relies upon a lower bound for m 2 for products of cyclotomic polynomials. We obtain some explicit formulae for m 2 for cyclotomic polynomials and their products in Section 3, thereby proving Theorem 5. Section 4 contains some partial results towards m 3 for cyclotomic polynomials. In particular we prove Theorem 6 in this section. Section 5 presents results about limiting points for m k . We first consider an m 3 -version for Theorem 7 in 5.1. A fundamental ingredient in the proof of Theorem 7 is a theorem of Boyd and Lawton which shows that the Mahler measure of a multivariable polynomial arises as a limit of Mahler measures of polynomials of one variable. In 5.2 we discuss a generalization of Boyd-Lawton theorem and prove the limit of Theorem 7. In Section 5.3 we prove that these sequences are non identically zero. Finally, Section 6 includes a discussion about future questions and a table with values of m 2 (P ) for the reciprocal non-cyclotomic polynomials P of degree less than or equal to 14 and m(P ) < 0.25. We observe that all the polynomials in the table have lower values of m 2 than Lehmer's degree 10 polynomial.
A lower bound for 2h-Mahler measures
In this section, we prove Theorem 4. In order to do that, we first find a lower bound for m 2 of products of cyclotomic polynomials.
is a product of cyclotomic polynomials and monomials, but is not a single monomial, then
Before proving this, recall the following theorem from [6] (Theorem 7) :
We also need the following property:
Lemma 10 If P (x) has all its roots on the unit circle, in other words, if P (x) has the form
with 0 ≤ α j < 1, then
Proof. By applying Theorem 9, we can express m 2 (P ) in terms of the arguments α i :
Proof.[Theorem 8]: Since log |x| = 0 on the unit circle, the monomial factors do not change the value of m 2 (P ). Thus, we may assume that P (x) can be written as
In addition, a, b ∈ {0, 1} as they account for the fact that we may have an odd number of factors x − 1 and/or x + 1 in the product. Using that m(x + 1,
24 and Lemma 10, we obtain
Because of α j = 1 − α 2n+1−j , we have that 2n j=1 α j = n. This implies that
Let α := α j with 1 ≤ j ≤ n so that 0 ≤ α ≤ 1 2 . In this case, we define
Since we have a quadratic equation, the minimum of g(α) is achieved with
We use the bound on g(α) in order to obtain
where the last equality is valid for any of the four cases with a, b ∈ {0, 1}. Thus,
Remark 11
Observe that the previous proof only uses the fact that P is reciprocal with roots on the unit circle. Therefore, Theorem 8 applies to this family of polynomials.
In order to prove Theorem 4, we extend Theorem 8 to reciprocal polynomials:
We will need the following result which is Remark 9 in [6] :
where Li 2 is the dilogarithm function. Proof. For a fixed τ ∈ [0, 1), we first study the function
in the interval [0, 1] . In this interval, g(y) attains its minimum either at the end points or when g ′ (y) = 0. However,
Thus, we get a critical point when 1 − ye 2πiτ = 1, that is, when
and therefore, y 0 = 2 cos(2πτ ). We need to determine what kind of point y 0 is. Observe that
Thus,
Then, y 0 is a (local) maximum point for g(y). Therefore, the minimum for g(y) in [0, 1] is either at y = 0 or y = 1. Since each c i > 0, we conclude that in the interval [0, 1] M , f (y 1 , . . . , y M ) attains its minimum at a point where each y i is either 0 or 1.
Remark 15
From the above analysis it also follows that if
. If P is not monic, we can write P (x) = CQ(x) with C ∈ Z and
where we are using that C ≥ 1 in the inequality. Therefore we can assume that P is monic. Thus we write
where |r j | ≤ 1. We write r j = ρ j e 2πiµj with 0 ≤ ρ j ≤ 1. Here we need to clarify what for ρ j = 0 the product (x − r j )(x − r −1 j ) should be interpreted as the product x · 1. It is important to understand that Lemma 13 is still valid in these cases since Li 2 (0) = 0.
In addition, a, b ∈ {0, 1} as they account for the fact that we may have an odd number of factors x − 1 and/or x + 1 in the product.
Then
24 and applying Lemma 13,
(2 Re Li 2 (r j1 r j2 ) + log |r j1 | log |r j2 |) .
By writing the dilogarithm in terms of its power series, we get
Thus, the problem of minimizing m 2 (P ) reduces to the problem of minimizing the terms in the above expression. First let us fix the arguments µ j . As a consequence of Proposition 14 and Remark 15, we see that the last term involving a series reaches its minimum when ρ j ∈ {0, 1}. This condition also minimizes the other term involving a series, although that term can be ignored if a = b = 0. This means that there are no roots with absolute value greater than 1. This also minimizes the first term m(P ) 2 which is nonnegative for P (x) monic and zero if all the roots of P (x) are of absolute value (less than or) equal to 1. Now if we allow the arguments µ j to vary, the minimum m 2 (P ) is still attained when all the roots have absolute value in {0, 1}. Since P is reciprocal and its roots have absolute value 1, we can apply Theorem 8 and Remark 11 to conclude that
In order to prove Theorem 4 we need to say what happens when P is not reciprocal.
We obtain the desired bound by applying Theorem 12 to P Q. We will use the bound for m 2 (P ) in order to find a bound for m 2h (P ).
Proposition 18 For any nonzero polynomial
Proof. Part 1. For any positive integer h, let f and g be functions such that
Then, by Hölder's inequality, we get that
(2) In particular, taking f (x) = log 2 |P (x)| and g(x) = 1, we get that
Part 2. On the other hand, by taking f (x) = log |P (x)| and g(x) = 1, and taking 2h instead of h in (2) we get that
Proof. [Theorem 4]. By combining Theorem 12, Lemma 16, and Part 1 of Proposition 18 we obtain that,
Remark 19 By Part 2 of Proposition 18, if we assume that the lowest positive value of m(P ) is for Lehmer's degree 10 polynomial, then for any
However, Theorem 4 provides us with an unconditional and stronger lower bound 0.2056167583 . . . for m 2 (P ) (and m 2h (P )). Analogously, we can use the result of Smyth to find a different bound in Lemma 16. Smyth [12] proved that for P ∈ Z[x] nonreciprocal,
This can be combined with Part 2 of Proposition 18 to obtain
but this bound is less than
48 and therefore weaker.
Explicit formulae for 2-Mahler measures of cyclotomic polynomials
While the classical Mahler measure for products of cyclotomic polynomials is uninteresting, we have seen that the same is not true for higher Mahler measures. In this section we show how to evaluate m 2 (P ) for such polynomials. We notice that any product of cyclotomic polynomials can be written as
where we allow negative exponents. Therefore, we can compute m 2 (P ) if we understand m(x a − 1, x b − 1). We start by proving the following useful result, which is also of independent interest.
Proposition 20 For any two positive coprime integers a and b,
Proof. First we observe that the term inside the absolute value is positive when 
Assume without loss of generality that a > b. Let j l be such that
Notice that for l > 0,
which implies that j l = al b + 1. Thus, the above computation equals
Because of
, the above equals
Observe that because (a, b) = 1, as the term k runs through all the residues modulo b, so does the term b . Thus, the above expression is equal
Finally,
From the above proposition, we deduce the following theorem:
Theorem 21 For any two positive integers a and b,
Proof. First assume that (a, b) = 1. Applying Lemma 10, we observe that
Therefore, applying Proposition 20, we have
For general a and b it suffices to notice that the change of variables y = x (a,b)
will not affect the Mahler measure, and thus
From Theorem 21, we deduce the following proposition.
Proposition 22 For a positive integer n, let φ n (x) denote the n-th cyclotomic polynomial and µ be the Möbius function. For any two positive integers m and n,
Proof. We recall that for any positive integer n,
Thus, by the multiplicative Möbius inversion formula, we get that
From the above and from Theorem 21,
Proposition 23 Let p be a positive prime. We have the following transformations
2. For k ≥ 1 and p ∤ mn,
Proof. Part 1. Using Proposition 22, we have
It If p divides both e 1 and e 2 or p does not divide either of them, we get terms of the form
If, on the other hand, p divides exactly one of the e i 's, we get terms of the form
with p ∤ f i . Putting all of these ideas together, we obtain
which proves the first part of the proposition. Part 2. Once again, by Proposition 22, we can write
As before, it is clear that p k−1 | d 1 in the nonzero terms, and we can write
proving the second part of the proposition. 
[m, n] .
Explicit formulae for 3-Mahler measures of some particular polynomials
In this section, we address the case of m 3 (P ) for P a product of cyclotomic polynomials. Our starting point is Remark 10 from [6] , which is the following statement:
Proposition 24 We have
First, we express the above formula in terms of Clausen functions.
Proposition 25 For 0 ≤ α, β < 1, we have
Proof. Our starting point will be the following elementary identity
Notice that
Using the fact that cos 2π(l(α − β) + kβ) = cos(2πl(α − β)) cos(2πkβ) − sin(2πl(α − β)) sin(2πkβ), we can rewrite the previous identity as
By exchanging β and α − β and adding, we obtain 1≤l,m
Analogously we obtain 
On the other hand, we have
As before, we can obtain similar identities by exchanging β and α − β and α and β − α. By combining the previous results, we obtain the desired formula:
We are now ready to prove Theorem 6: Proof. [Theorem 6] We express m 3 (P ) in terms of the arguments α i :
We now apply Proposition 25
1≤k,l≤n
We will use the following formula
which can be deduced from the fact that S 1 (2πγ) = Im(− log(1 − e 2πiγ )). Thus,
By exchanging k with l and taking the semi-sum, we obtain
Theorem 26 
Proof. First notice that the assumption that (a, b, c) = 1 is not restrictive, since we have that m(x a −1, 
S(j, k, l).
By applying Proposition 25, we obtain that each term in the sum is
We will apply formula (3). First assume that
By considering similar analysis for other cases, we finally get
where, H d 
We will also use the following notation
whose Fourier series is
We first study the terms of (4) We evaluate
. If b|n we get zero. If not, we apply the Fourier series for {·} 2 and obtain
The inner finite sum is different from zero only if b | (n − ah) or b | (n + ah), in other words, ah ≡ ±n (mod b). Notice that this is only possible if (a, b) | n. Thus, we assume that n = (a, b)m. We write this as h = ±[a −1
b m] ba + rb a where r is an integer that is either nonnegative or positive depending on the sign for the first term. Thus we get
Putting all of the above together for the terms with S 2 , we obtain
We now write m = ch in the first term and m = bh in the second term. This can be done since (a, b, c) = 1. Then
and analogously in the second term. Thus equation (5) equals
Finally, we get
This concludes the proof of Theorem 26.
We can immediately deduce some particular formulae.
Corollary 27 1. For positive integers a and b with (a, b) = 1,
For an odd integer d, we have
Here are some particular cases
Here L(s, χ) denotes the Dirichlet L-series in the corresponding character χ, i.e., L(s, χ) = ∞ n=1 χ(n) n s .
Limiting values for m k
In [2] , Boyd suggests a different point of view for the study of Lehmer's question. He proposes the study of the set L = {m(P ) : P univariate with integer coefficients} ⊂ [0, ∞).
(Boyd writes this in terms of the Mahler measure M (P ) = e m(P ) but we will keep everything in terms of the logarithmic Mahler measure for consistency.) The idea is that Lehmer's question can be translated as whether 0 is a limit point of L. In fact, as Boyd points out, if 0 is a limit point of L, then L is dense in [0, ∞). A negative answer to Lehmer's question yields a much more interesting L. Presumably, L is not closed, since L consists of logarithms of algebraic numbers, but z 0 = 7 2π 2 ζ(3) is a limit point of L and we do not expect z 0 to be the logarithm of an algebraic number. If the above is true and if Lehmer's question has a negative answer, then one could ask about other limit points for L.
In this section, we proceed to study limits of some sequences in L 2h+1 = {m 2h+1 (P ) : P univariate with integer coefficients}, with special focus on 0 as a limit point. Namely, we will show that we can obtain certain values (including 0) as limit of sequences {m 2h+1 (P n )} n where
By a generalization of a result of Boyd and Lawton (Theorem 30), m k of any multivariate polynomial is a limit of a sequence of m k of univariate polynomials. Therefore, the set L # 2h+1 = {m 2h+1 (P ) : P multivariate with integer coefficients}, is included in the closure of L 2h+1 . We will see that Lehmer's question has a positive answer for m 2h+1 for h ≥ 1. Thus, following Boyd, L # 2h+1 can not be a closed set.
Limiting values for m 3
In order to find limit points of m 3 of certain sequences of polynomials, we will need the following result.
Taking the limit when p → ∞, we conclude that
(6) For the first term, we let h = 2j. For the second term, we observe that, for 0 < h < p,
and for p ∤ h,
Thus, equation (6) equals
Similarly, we can write
By taking the limit when p → ∞ and using Part 1, we conclude the proof.
We will now compute m 3 for some sequences of polynomials and take their limits. This process will provide us with limit points for the values of m 3 as well as infinitely many polynomials P with positive and negative values of m 3 (P ).
Consider the family of polynomials
x−1 . From part 1 of Corollary 27, we have that
Thus, 0 seems to be a limit point for L 3 . 2. Now, let us focus on the case of (x p − 1)(x − 1). Again, we apply part 1 of Corollary 27, in order to obtain
Thus, 6πL(2, χ −4 ) − 27 2 ζ(3) seems to be a limit point for L 3 . In addition, we obtain infinitely many polynomials P such that m 3 (P ) > 0. 4. It is not generally hard to find positive limit points for m 3 (P ), for example, one can take the sequence (x n + 3)(x + 3). It is clear that m 3 ((x n + 3)(x + 3)) ≥ log 3 4 > 0.
Limit values for higher Mahler measures
Analogously to the Mahler measure for one variable, the Mahler measure of a non-zero multi-variable polynomial P (x 1 , . . . , x n ) ∈ C[x 1 , . . . , x n ] can be defined as
This generalization can be extended to the multiple (and higher) Mahler measure. Let P 1 , . . . , P l ∈ C[x 1 , . . . , x n ] be nonzero polynomials. Then, we define m(P 1 , . . . , P l ) as
Boyd [3] conjectured the following important statement, which was completely proved by Lawton [8] .
Theorem 29 Let P (x 1 , . . . , x n ) ∈ C[x 1 , . . . , x n ] and r = (r 1 , . . . , r n ), r i ∈ Z >0 . Define P r (x) as P r (x) = P (x r1 , . . . , x rn ), and let
It is a simple exercise to generalize the techniques of Lawton to prove an analogous result for multiple Mahler measures. That is, under the same conditions as above, one can show Theorem 30 Let P 1 , . . . , P l ∈ C[x 1 , . . . , x n ], and r as before. Then lim q(r)→∞ m(P 1r , . . . , P lr ) = m(P 1 , . . . , P l ).
As an immediate application of Theorem 30, we get that for any a ≥ 1,
Thus, the limits from Section 5.1 follow from this. An advantage of Theorem 30 over the techniques in Section 5.1 is that it gives us the limits of m k of these sequences for all values of k. For example, we immediately obtain that
We will prove in the next subsection that the above sequence (for h > 0 fixed) is nonconstant. While 0 is a limit point of m 2h+1 , what can be said about positive and negative values? As in the case of m 3 , it is not hard to see that m k (x + 3) ≥ log k 2 > 0. Using Theorem 30 we can see that the sequence m 2h+1 ((x n +3)(x+3)) has a positive limit. As for negative limits, the sequence m 2h+1 ((x n − 1)(x − 1)) provides a good example. To see this, we apply the following result from [6] (Theorem 3):
From Theorem 30, we get that
Moreover, Theorem 31 tells us that m l (x − 1) < 0 for odd l and m l (x − 1) > 0 for even l, that is, each term on the right hand side of the above equation is negative. Thus, m 2h+1 ((x n − 1)(x − 1)) has a negative limit.
On a different note, observe that x−1 , which in principle could be constant (and therefore, identically zero). This is precisely the case with h = 0.
Fortunately, we have the following result.
Theorem 32 Let h ≥ 1 fixed and P n (x) =
The idea of this proof was provided to us by Kannan Soundararajan. We will need some auxiliary results first. We only need to study the behavior when n goes to infinity. Therefore, we do not need to have α in the error term. We write log j−1 |nα| = log j−1 |n| + O(log j−2 |n|) and we obtain
Notice that T k (α) > 0 by construction, and so is C(j, k).
Proof.[Theorem 32] By writing the integral and using Fourier expansions, we obtain m 2h+1 (P n ) = By Proposition 34, the term with the highest weight in n is for j = 2h. Notice that the condition h ≥ 1 is necessary because otherwise we obtain a formula that does not depend on n. Thus, we have m 2h+1 (P n ) = − (2h + 1) 2 2h+1 C(2h, 1) log 2h−1 n n 1 + O log −1 n .
Therfore, m 2h+1 (P n ) behaves like a nonzero constant times log 2h−1 n n when n goes to infinity. This implies that the sequence can not be identically zero.
The discussion in this section proves Theorem 7.
6 Discussion on the values of m k (P )
We will once again focus our attention on the set L k = {m k (P ) : P univariate with integer coefficients}.
For k = 2, we have L 2 = {m 2 (P ) : P univariate with integer coefficients} ⊂ π 2
48
, ∞ .
In this context, the first noticeable difference between m(P ) and m 2 (P ) is that the cyclotomic polynomials are interesting in terms of m 2 (P ). We have explored this phenomenon in this note. Many questions remain, however, and in particular, the question of what happens with the reciprocal noncyclotomic polynomials -the ones that are interesting in the case of the classical Mahler measure-is presumably as interesting and difficult as in the case of the classical Mahler measure. In particular, equation (1) and Proposition 18 suggest that a natural object to study is m 2 (P ) − m(P ) 2 .
The following table records the noncyclotomic polynomials of degree less or equal than 14 with m(P ) < 0.25. The data has been obtained from the generator in Mossinghoff's website [11] . We observe that the smallest polynomial (in the table) in terms of m 2 (P ) is not the degree-10 polynomial of Lehmer, but x 10 + x 9 − x 5 + x + 1. In fact, all the polynomials in the table have m 2 (P ) smaller than Lehmer's polynomial. This result comes from the fact that the term m(P ) 2 in equation (1) seems considerably smaller than the other terms, and therefore, the contribution of m(P ) to the value of m 2 (P ) is relatively small for polynomials of small m(P ).
