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We show that Grötzsch’s theorem extends to all higher surfaces in
the sense that every triangle-free graph on a surface of Euler genus
g becomes 3-colorable after deleting a set of at most 1000 · g · f (g)
vertices where f (g) is the smallest edge-width which guarantees
a graph of Euler genus g and girth 5 to be 3-colorable.
We derive this result from a general cutting technique which we
also use to extend other results on planar graphs to higher surfaces
in the same spirit, even after deleting only 1000g vertices. These
include the 5-list-color theorem, results on arboricity, and various
types of colorings, and decomposition theorems of planar graphs
into two graphs with prescribed degeneracy properties.
It is not known if the 4-color theorem extends in this way.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
We say that a result on planar graphs is extendable if the conclusion of the result holds for any
graph on a surface of Euler genus g after having deleted f (g) vertices, where f (g) is a function of g .
If f (g) can be chosen to be linear, we say that the result is linearly extendable.
We say that a result on planar graphs holds for locally planar graphs if the conclusion of the result
holds for any graph of face-width at least h(g) on a surface of Euler genus g , where h(g) is a function
of g . The existence of h implies the existence of f . Indeed, f (g)  h(g) + h(g − 1) + · · · + h(1).
Thus Thomassen [20] proved that the 5-color theorem holds for locally planar graphs, and DeVos,
Kawarabayashi and Mohar [9] proved the 5-list-color theorem for locally planar graphs. Recently,
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all orientable surfaces whereas it does not hold for any non-orientable surface, see e.g. [18], p. 243.
While results on locally planar graphs imply extendability, they usually do not imply linear extend-
ability. In particular, the face-width (see the deﬁnition in [18]) needed for these results is typically
2O (g) . In this paper we provide a simple cutting technique which we believe is useful for linear
extendability. We linearly extend the 5-list-color theorem, and some decompositions theorems. Specif-
ically, in [23,24], the following conjectures of Borodin [5] were proved: If G is a planar graph, then
its vertex set has a partition A, B such that A is independent and G(B) (that is, the subgraph of G
induced by the vertex set B) is 3-degenerate, and its vertex set has another partition A′, B ′ such that
G(A′) is a forest and G(B ′) is 2-degenerate. Recall that a graph is k-degenerate if each subgraph has
a vertex of degree at most k. We prove that the second result is linearly extendable. It would be
interesting to also (linearly) extend the ﬁrst result. We do not know if these results hold for locally
planar graphs.
Borodin and Glebov [7] proved that every planar graphs of girth 5 has a vertex-decomposition into
a forest and an independent set. We linearly extend this result. A list-color proof of a stronger version
was given in [14]. We do not know if this result holds for locally planar graphs.
We do not know if the method can be used to (linearly) extend the 3-list color theorem in [22,25]
on planar graphs of girth 5. Also, we do not know if this result holds for locally planar graphs.
Borodin [6] proved that every planar graph has an acyclic 5-coloring, that is, a 5-coloring such
that any two color classes induce a forest. We do not know if this is extendable. We prove that the
weaker version for acyclic 7-colorings extends linearly.
Finally, we extend Grötzsch’s theorem, both for orientable and non-orientable surfaces.
All results in the present paper on linear extendability are best possible in a sense that we cannot
replace the number of deleted vertices O (g) by o(g). To see this, K7 can be embedded in the torus.
Since  12 (g − 1) copies of K7 can be embedded in a surface of Euler genus g , we need to delete at
least g − 1 vertices to make it 5-list-colorable or 5-colorable. Similarly, there are triangle-free graphs
in the torus or the projective plane, which are not 3-colorable, see [18]. Since  12 (g − 1) copies of
these graphs can be embedded in a surface of Euler genus g , we must delete at least g/2− 1 vertices
when we extend Grötzsch’s theorem.
All results in this paper are algorithmic in the sense that our proofs give rise to polynomial time
algorithms. Thus, our proof on cutting surfaces implies an O (n logn) time algorithm for ﬁxed Euler
genus g (see the discussion at the end of Section 3). Most of our applications need results concerning
planar colorings, all of whose proofs can be converted into polynomial time algorithms. Most of them
can be done in O (n2) steps (see the discussion at the end of Section 3). Actually, the proof of the
5-list color theorem [21] can be converted in a linear time algorithm, and an O (n logn) algorithm for
Grötzsch’s theorem has been obtained by Kowalik [15]. Therefore, these two extensions can be done
in time O (n logn).
The Four Color Theorem does not hold for locally planar graphs, see e.g. [18]. Albertson [1] has
conjectured that the Four Color Theorem is extendable. Perhaps it is even linearly extendable.
The notation and terminology are the same as in [18]. We recall some of the most important
terms. If C is a contractible cycle in a graph on a surface, then int(C) denotes the set of vertices and
edges inside C (but not on C ). The union of int(C) and C is denoted Int(C). If G is a graph and A
is a set of vertices of G , then G(A) is the subgraph of G induced by A, that is, its vertex set is A
and its edge set consists of all edges in G joining two vertices of A. The edge-width of an embedded
graph G is the length of a shortest noncontractible cycle, and the face-width is the smallest possible
cardinality of the intersection of G with a noncontractible curve on the surface. Finally, we introduce
the notation that a path P in a graph G is a local geodesic if every subpath of length at most 100 is a
shortest path.
2. 5-degeneracy and arboricity
Before we introduce the general technique, we remark that there are numerous natural questions
on (linear) extendability and that many of them can be settled by ad hoc arguments. In this section
we mention a few such examples. The easy part of Kuratowski’s theorem (saying that a planar graph
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on the torus. On the other hand, the observation that every planar graph is 5-degenerate is linearly
extendable. (It suﬃces to prove this for graphs of minimum degree at least 6. Just delete all vertices
of degree > 6. There are at most 6g − 12 such vertices. Then delete one vertex from each 6-regular
component of the resulting graph. As each such component is non-planar, there are at most g/2 com-
ponents of minimum degree 6.) Each consequence of 5-degeneracy is then also linearly extendable.
For example, every planar graph has a decomposition of the vertex set into three sets such that each
of them induces a forest. There is a similar result for edges: Every planar graph has a decomposition
of the edge set into three sets such that each of them is the edge set of a forest. This, too, extends
linearly. To see this, let G be a graph with n vertices on a surface of Euler genus g , where g > 0.
Then G has at most 3n − 6+ 3g edges. It suﬃces to prove the statement for triangulations, as G can
be extended to a triangulation by adding vertices and edges. So we may assume that G is a triangu-
lation. We claim that every triangulation of every surface other than the sphere has three pairwise
edge-disjoint spanning trees. This was proved in [16] in the orientable case. We give a short argu-
ment in the general case. It suﬃces to prove that G satisﬁes the condition for having three pairwise
edge-disjoint spanning trees, due to Edmonds, Nash-Williams and Tutte, see [18], p. 124. In other
words, if we contract some edges in G (and delete loops), then the resulting multigraph G ′ should
have n′ vertices, say, and at least 3n′ − 3 edges. We contract the edges one by one. As every face of
G ′ is bounded by at most 3 edges it follows that G ′ has at least 3n′ − 6+ 3g edges and hence at least
3n′ − 3 edges. This is clear when g is positive. But, it also holds for g = 0. For, whenever a noncon-
tractible loop arises, we cut the surface along the loop and delete the loop. As long as the Euler genus
is positive, the number of edges is big enough. Whenever we get a planar graph with q vertices, say,
the number of edges is at least 3q − 6 which is too small. However, there are two vertices in that
graph which correspond to only one vertex in G ′ . Subsequent contractions may identify those two
vertices, but then we create at least three double edges, and we still have enough edges.
So, G has three pairwise edge-disjoint spanning trees. There are at most 3g − 3 edges outside
these trees so it is possible to delete at most 3g − 3 edges and hence also at most 3g − 3 vertices
from G such that the resulting graph has the desired edge-decomposition. Note that the edge version
is sharp in the sense that it is necessary to delete 3g − 3 edges when the graph is a triangulation.
Also note that an edge-decomposition into three forests implies that the graph is 5-degenerate.
3. A cutting technique
In the conclusion of the theorem below the distance 100 occurs, as that will be more than suf-
ﬁcient for the subsequent applications. For that we need face-width at least 1000, and we delete
1000g vertices. However, we may use other constants as well. If we are content with distance 10
instead of 100 we may lower the constant 1000 to 100. On the other hand, if we need the distance
to be multiplied by a constant, we just multiply 1000 by the same constant.
Theorem 1. Let G be a connected graph embedded on a surface S of Euler genus g.
If G has face-width > 1000, then G has a connected subgraph H and a vertex set A in H with at most
1000g vertices such that the embedding of G − V (H) is planar in such a way that, for each component of
G − V (H), only vertices on the outer face boundary have neighbors in H. Moreover, H − A has at most 3g
components, and if H − A is non-empty, then each component of H − A is a path which is also a local geodesic
(in the sense that each subpath with at most 100 vertices is a shortest path in G, and no two vertices of distance
 100 on the path have distance < 100 in G). The distance in G between any two components of H − A is
at least 100. Finally, there is no path P in G − A of length at most 100 which starts and ends in the same
component Q of H − A and has nothing else in common with H such that P starts with an edge to the left of
Q and ends with an edge to the right of Q .
If G has face-width at most 1000, then the same conclusion holds except that now H may be disconnected,
and a component of G − V (H) may have more than one face whose vertices have neighbors in H.
Proof of Theorem 1. The proof is by induction on the Euler genus g . If g = 0, there is nothing to
prove, so assume that g > 0.
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The idea of the proof is to successively cut G along shortest noncontractible cycles and shortest paths
connecting them. Those cycles and paths will constitute the graph H . A will consist of the vertices in
H which are close to the vertices of degree > 2 in H . The minimality of the cycles and paths in H
will then ensure that H − A is a collection of local geodesics. The construction of A will ensure that
no two components of H − A are connected by a path of length at most 100. The face-width of G
combined with the minimality of the paths and cycles in H will imply the last condition (involving
right and left) in Theorem 1.
To be more precise, we construct an increasing collection H1, H2, . . . of subgraphs whose union is
H and an increasing collection A1, A2, . . . of vertex sets whose union is A. Each component of Hi − Ai
is a local geodesic, and the distance (in G − Ai) between any two components of Hi − Ai is at least
100. Also, there is no path P in G − Ai of length at most 100 which starts and ends in the same
component Q of Hi − Ai and has nothing else in common with Hi such that P starts with an edge to
the left of Q and ends with an edge to the right of Q . Finally, we let G,G1,G2, . . . be a sequence of
graphs of decreasing Euler genus to be deﬁned below. The graphs G1,G2, . . . and H1, H2, . . . need not
be connected. However, each component of Gi contains precisely one component of Hi , i = 1,2, . . . .
That component will be a facial cycle in Gi (but not necessarily a facial cycle in G .)
Let C1 be a shortest noncontractible cycle in G . Assume ﬁrst that C1 is one-sided or surface-
separating. Then we put H1 = C1, and we let A1 consists of a single vertex in H1. (In this case, the
only signiﬁcance of the vertex in A1 is that H1 − A1 is going to be acyclic.) We now cut the graph
G and the surface along the cycle C1 as described in [20], pp. 105–107. In the resulting graph G1,
the cycle C1 corresponds to a cycle C ′1 (if C1 is one-sided) or to two cycles, which we call C ′1,C ′′1 ,
respectively (if C1 is two-sided). Each of these cycles is a face boundary in the resulting graph which
is embedded on a surface S1 of Euler genus g − 1 (if C1 is one-sided) or embedded in two disjoint
surfaces S1, S ′1, each of Euler genus < g , whose sum of Euler genera is g (if C1 is two-sided). Also,
we may get back to G, H from G1, H1 by deleting the interior of C ′1 (and also the interior of C ′′1 if C1
is two-sided) and either identifying opposite edges of C ′1 or identifying C ′1,C ′′1 .
Assume next that C1 is surface-non-separating and two-sided. Then the graph obtained from G
by ﬁrst cutting along C1 and thereafter cutting along a shortest path (or cycle) L connecting the two
sides of C1 is denoted by G1. H1 consists of C1 and the path (or cycle) L connecting the two sides
of C1, and A1 consists of all vertices of distance at most 100 from the (at most) two vertices of
degree at least 3 in H1. The condition on the face-width of G and the minimality of C1 imply that
the distance in G between any two components of H1 − A1 is at least 100. (For, if G − A1 has a path
of length < 100 from C1 − A1 to L − A1, then that path can be used to replace L by a shorter path
(or cycle), a contradiction. And, if G − A1 has a path of length < 100 between two components of
C1 − A1, then the 3-path-condition in [20], see also [18], p. 110, implies that G has a noncontractible
cycle shorter than C1, a contradiction.) They also imply that there is no path P in G − A1 of length
at most 100 which starts and ends in the same component Q of H1 − A1 and has nothing else in
common with H1 such that P starts with an edge to the left of Q and ends with an edge to the right
of Q .
Suppose we have constructed Gi, Hi, Ai such that each component of Gi has Euler genus at most
g − i. We now explain how we construct Gi+1, Hi+1, Ai+1.
All edges of Hi are now given the weight 0, and all other edges in Gi have weight 1. Now let C
denote a noncontractible cycle of minimum weight in Gi . Let G ′i be the component of Gi containing
C , and let H ′i be the component of Hi contained in G
′
i . Then H
′
i is a facial cycle in G
′
i . The minimality
of C combined with the 3-path-condition in [20], see also [18], p. 110, implies that the intersection
of C with H ′i is a path or the empty set.
Consider ﬁrst the case where C intersects H ′i . If C is one-sided or surface-separating, then we let
Gi+1 be obtained from Gi by cutting along the path C − H ′i in such a way that C ∪ H ′i becomes a
facial cycle (if C is one-sided) or two facial cycles (if C is two-sided) in the resulting graph which we
call Gi+1.
If x is a vertex in the union C ∪ H ′i which has degree > 2, then we let A′i consist of the vertices
v in (C ∪ H ′1) − Ai which have distance (in this subgraph) at most 100 from x if v is in C − Hi and
distance at most 50 from x if v is in Hi . (Possibly A′i contains all of C − H ′i .) We put Ai+1 = Ai ∪ A′i ,
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A′i and the minimality property of C and the paths in Hi − Ai imply that the distance in G between
any two paths in Hi+1 − Ai+1 is at least 100. Also the condition involving right and left is satisﬁed.
If C is two-sided and surface-non-separating, then we argue similarly except that now Hi+1 con-
tains, in addition, a shortest path connecting the two sides of C (after the cutting), and Ai+1 contains,
in addition, those vertices in C (respectively the path connecting the two sides) which have distance
at most 50 (respectively 100) from the end-vertices of the path. In order to obtain Gi+1 we also cut
along the path connecting the two sides of C . (The reason that we now use 50 instead of 100 is that
we need to be a little economical here because of the bound 1000g . Note that 50 suﬃces for the
following simple reason: If v is a vertex on a cycle C , and we delete all vertices of distance  50
from v , then we delete a path of length 100.)
Consider next the case where C is disjoint from H ′i . Then we let P be a shortest path between C
and H ′i . Again, if x is a vertex in the union C ∪ H ′1 ∪ P which has degree > 2, then we let A′i consist
of the vertices in (C ∪ H ′1 ∪ P ) − Ai which have distance at most 50 (or 100 if the vertex is in P )
from x. We cut Gi along C and P .
If C is one-sided or surface-separating, then we put Ai+1 = Ai ∪ A′i , Hi+1 = Hi ∪ C ∪ P , and we
let Gi+1 be obtained from Gi by cutting along C and P . If C is two-sided and surface-non-separating,
then we modify Gi+1, Hi+1, Ai+1 as in the previous paragraph.
In each iteration, we add to A at most 400 vertices (if C is one-sided or surface-separating) or at
most 800 vertices (if C is two-sided and surface-non-separating). In addition, the number of compo-
nents of Hi − Ai increases by at most 3. Therefore, the bounds in Theorem 1 are achieved. This proves
Theorem 1 when G has face-width > 1000.
Assume next that G has face-width at most 1000. Then we consider a noncontractible simple
closed curve intersecting G in at most 1000 vertices (which will be part of A and H) and in no other
points. We cut the surface along this curve, we delete the vertices on the curve, and we use induction
on g .
This proves Theorem 1 when G has face-width at most 1000. 
Easy examples show that H cannot always be chosen to be connected in Theorem 1 when G has
face-width at most 1000.
We now discuss the algorithmic aspect of the proof of Theorem 1. In each iteration in the proof,
we only need to ﬁnd a shortest noncontractible cycle, and a shortest path between two components.
The shortest path can be found in linear time. A polynomial time algorithm for a shortest noncon-
tractible cycle was ﬁrst given by Thomassen [20]. Subsequently, Cabello and Chambers [8] gave an
O (n logn) algorithm for ﬁxed Euler genus g . Since we have performed at most g iterations, the proof
of Theorem 1 gives rise to an O (n logn) time algorithm to ﬁnd a desired subgraph H and a vertex
set A when g is ﬁxed. In most of our applications of Theorem 1, we only need results about planar
graphs. Most of the proofs of those results can be converted into polynomial time algorithms, in fact,
O (n2) time algorithms. To see this, most of the proofs proceed by induction on the number of vertices.
The key idea is a “reducible conﬁguration”, which can be found in linear time. Then the algorithms
proceed recursively. So, the time complexity is typically O (n2). The proof of the 5-list color theorem
[21] can be converted in a linear time algorithm. An O (n logn) algorithm for Grötzsch’s theorem was
obtained by Kowalik [15], and a linear time algorithm has been announced by Robin Thomas. Below
we use Theorem 1 to extend, among other things, the 5-list color theorem and Grötzsch’s theorem to
higher surfaces. The colorings given in these extensions can then be done in time O (n logn).
4. A 5-list-color theorem for higher surfaces
Let G be a graph. A list-assignment is a function L which assigns to every vertex v ∈ V (G) a set
L(v) of natural numbers, which are called admissible colors for that vertex. An L-coloring of the graph
G is an assignment of admissible colors to all vertices of G , i.e., a function c : V (G) → N such that
c(v) ∈ L(v) for every v ∈ V (G), and for every edge uv we have c(u) = c(v). If k is an integer and
|L(v)|  k for every v ∈ V (G), then L is a k-list-assignment. The graph is k-list-colorable if it admits
an L-coloring for every k-list-assignment L. If L(v) = {1,2, . . . ,k} for every v , then every L-coloring
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L-colorable (k-colorable).
It is not diﬃcult to prove that every planar graph is 5-colorable. The Four Color Theorem [4,19]
shows that every planar graphs is 4-colorable. Voigt [27] proved that not every planar graph is 4-list-
colorable, and Thomassen proved in [21] that all planar graphs are 5-list-colorable. Thomassen proved
a stronger result:
Theorem 2. (See [21].) Let G be a plane graph, and let L be a list-assignment for G such that every vertex has
at least three admissible colors and every vertex that is not on the boundary of the outer face has at least ﬁve
admissible colors. Then G can be L-colored, even when two adjacent vertices on the outer face boundary are
precolored.
Thomassen proved in [20] that locally planar graphs are 5-colorable. Thus the 5-color theorem
is extendable. DeVos, Kawarabayashi and Mohar proved in [9] that locally planar graphs are in fact
5-list-colorable. Thus the 5-list-color theorem is extendable. We prove that it is linearly extendable.
Theorem 3. Let G be a connected graph embedded on a surface S of Euler genus g. Then G has a vertex set A
with at most 1000g vertices such that G − A is 5-list-colorable.
Proof of Theorem 3. Using Theorem 2 we prove Theorem 3 by induction on the Euler genus and on
the number of vertices of the graph G . We may assume that no vertex of G has degree less than
5 since otherwise we delete such a vertex and use induction. We may also assume that there is
no contractible 3-cycle having non-empty interior since otherwise, we delete the interior and use
induction. We may assume that the face-width is at least 1000 since otherwise, we may delete a set
of less than 1000 vertices (which will be part of A) and we use induction.
Let H, A be as in Theorem 1. In every component of G − V (H), only the vertices on the outer face
boundary have neighbors in H . Since each component of H − A is a geodesic, it follows that each
vertex v in G − V (H) has at most three neighbors in H . Moreover, if v has three neighbors in one of
the components of H − A, say P , then these three neighbors are consecutive on P . Note that P is a
geodesic and hence an induced path.
As any two components in H − A have distance at least 100 between them, it follows that v is not
joined to any other component of H − A. So each vertex in G − V (H) has at most three neighbors in
H − A.
Let the path P deﬁned above be denoted x1x2 · · · . We ﬁrst color x1, x2, respectively. We then color
all the vertices xi for i  3 in such a way that no vertex v in G − V (H) can see three colors of L(v)
in the coloring of x1x2 · · · xi . Suppose we can color all the vertices of x j for j  i − 1 in this way. We
claim that we can color xi , too. We only consider the case where there is a vertex v in G − V (H)
which is adjacent to all of xi−2, xi−1, xi . Note that there are no other vertices in G − V (H) that are
adjacent to all of xi−2, xi−1, xi , since xi−1 has degree at least 5 and there is no contractible 3-cycle
with non-empty interior. Suppose xi−2 is colored by c1 and xi−1 is colored by c2. If v does not have
either c1 or c2 in its list, the claim is clear. So assume that v has both c1 and c2 in the list L(v). If
xi has c1 in its list, we color xi by c1. Otherwise, we give xi a color c3 in L(xi), which is not in L(v).
Thus we color all the vertices of P in such a way that if we delete the relevant colors of P from the
lists of neighbors of P , any vertex v of the outer face boundary in G − V (H) has at least three colors
available in the resulting list L(v). Then there is an L-coloring of G − V (H) by Theorem 2. 
5. A 5-color theorem with bounded monochromatic components
Alon et al. [3] showed that the 4-color theorem cannot be extended to a 3-color theorem even if
the color classes are allowed to induce subgraphs with components of bounded order. More precisely,
they described planar graphs G with the property that, for every coloring of V (G) in 3 colors, some
monochromatic connected component is arbitrarily large. For higher surfaces we get the following:
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in colors 1,2,3,4,5 such that each color i induces an independent set for i = 1,2,3,4 and G has at most
2 ·106g2 vertices which have color 5 and which have also neighbors of color 5. In particular, no monochromatic
connected component of color 5 has more than 2 · 106g2 vertices. Moreover, if G has face-width at least 1000,
then V (G) has a coloring in colors 1,2,3,4,5 such that each color i induces an independent set for i =
1,2,3,4 and G has at most 1003g vertices which have color 5 and which have also neighbors of color 5.
Proof of Theorem 4. Let H, A be as in Theorem 1. Suppose that every vertex in G has a list that
consists of {1,2,3,4,5}.
Consider ﬁrst the case where G has face-width > 1000. Then H is connected. We color all the
vertices in A by the color 5. We consider any component P of H − A, and we color it alternately
4,5,4,5, . . . . Then we delete the colors 4,5 from the lists of the vertices in the outer face boundary
of G − V (H). Then by Theorem 2, G − V (H) has a proper 5-coloring such that any vertex in the
outer face boundary of G − V (H) does not use colors 4 nor 5. In order to prove that this 5-coloring
has the desired properties, we refer to the proof of Theorem 1. An endvertex of a component P of
H − A may have color 5 and may be joined to A. But no other vertex of P has these properties by
the construction of H . So, at most 3g vertices in H − A of color 5 are joined to vertices of A.
Consider next the case where G has face-width at most 1000. Then H is obtained by successively
cutting G and the surface along noncontractible curves intersecting G in at most 1000 vertices, each
of which is colored 5, until we obtain a surface (or collection of surfaces) and a graph (or collection of
graphs) each of face-width > 1000. Then we apply the argument in the previous paragraph to each of
those graphs and surfaces. Each of those graphs H is colored by colors 4,5 as in the second paragraph
of the proof. We now think of the colored graph H as a subgraph of G on the original surface (that
is, before the cutting). We extend H by successively adding shortest paths between the components.
Each time we add a shortest path, the number of components in H decreases by one, and the shortest
path becomes a part of a component of H . We add at most 1000g such paths. Consider one of these
shortest paths P : v0v1 . . . vqvq+1, where v0, vq+1 belong to distinct components of the current H . We
color the vertices v1, v2, . . . vq by the colors 5,4,5,4, . . . ,4,5 or 5,4,5,4, . . . ,5,4,5,5. We begin and
end with the color 5 in order to avoid edges between vertices of color 4. Note that some subsequent
shortest path P ′ may have a vertex x joined to vertices of P − v0 − vq+1. However P ′ can have
only one such vertex x (because of the minimality of P ′) and x can have only three neighbors on P
(because of the minimality of P ). If P ′ has only one vertex x which is not in the current H , then x may
be joined to many (but less than 1000g) previously added paths and x may be joined to two vertices
of color 5 in each of them. There are less than 1000g such shortest paths P ′ . So the total number of
vertices which have color 5 and which have also neighbors of color 5 is at most 2000g · 1000g . As in
the ﬁrst part of the proof, the remaining graph can be colored such that no vertex in the remaining
graph is joined to a vertex of H with the same color. 
By the remark preceding Theorem 1, the multiplicative constants can be lowered in Theorem 4. We
do not know if the bound O (g2) can be reduced to O (g1/2) which would be best possible because
of the complete graphs. Also, we do not know if four colors are enough for the same conclusion of
Theorem 4, even if we allow each color class to have induced subgraphs with components of bounded
order.
6. Decomposing a graph into a forest and a 2-degenerate graph
The following theorem in [23] veriﬁed a conjecture of Borodin [5].
Theorem 5. Let G be a plane connected graph in which each block is a near-triangulation, that is, each facial
walk (except possibly the outer walk) is a triangle. Then there is a 2-coloring of V (G) such that the vertices of
color 1 induce a forest, and the vertices of color 2 induce a 2-degenerate graph, that is, a graph in which each
subgraph has a vertex of degree at most 2. Moreover, all vertices on the outer walk can be precolored by the
color 2.
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Theorem 6. Let G be a triangulation of a surface of Euler genus g. Then G has a vertex set A with at most
1000g vertices such that G − A has a 2-coloring of V (G) such that the vertices of color 1 induce a forest, and
the vertices of color 2 induce a 2-degenerate graph.
Proof of Theorem 6. We prove the theorem by induction on the Euler genus. We may assume that the
face-width is at least 1000 since otherwise, we may delete a set of less than 1000 vertices (which will
be part of A) and we use induction. Let H, A be as in Theorem 1. In every component of G − V (H),
only the vertices on the outer face boundary have neighbors in H . We shall prove that G − A has the
desired 2-coloring. Each component of G − V (H) is a plane connected subgraph in which each block
is a near-triangulation. Each vertex of H − A is colored 1. Each vertex on the outer face boundary of
G − H is colored 2. By Theorem 5, this coloring extends to the desired 2-coloring of G − A. 
7. Acyclic colorings
A coloring of the vertex set of a graph G is acyclic if every color class is an independent set and
any two color classes induce a forest.
Grünbaum [12] proved that every planar graph has an acyclic 9-coloring and conjectured that ﬁve
colors suﬃce. His conjecture was conﬁrmed by Borodin [5].
Theorem 7 (Borodin). Every planar graph is acyclically 5-colorable.
In [17], Mohar proved that every locally planar graph is acyclically 8-colorable. This result was
improved by Kawarabayashi and Mohar [13] who proved that it is, in fact, acyclically 7-colorable. We
prove the analogous result on linear extendability.
Theorem 8. Let G be a graph on a surface of Euler genus g. Then G has a vertex set A with at most 1000g
vertices such that G − A is acyclically 7-colorable.
Proof of Theorem 8. We prove the theorem by induction on the Euler genus. We may assume that the
face-width is at least 1000 since otherwise, we may delete a set of less than 1000 vertices (which will
be part of A) and we use induction. Let H, A be as in Theorem 1. In every component of G − V (H),
only the vertices on the outer face boundary have neighbors in H . We shall prove that G − A has an
acyclic 7-coloring.
By Theorem 1, G − V (H) can be embedded in a disk. Let C ′ be the outer face boundary of
G − V (H). We add a new vertex v outside this disk containing G − V (H), and join v by edges to
all the vertices in V (C ′). We apply Theorem 7 to the resulting graph G ′ . Let c be the resulting color-
ing in colors 1,2,3,4,5, and assume that v receives the color 1.
We consider any component P of H − A. We color it alternately 1,6,7,1,6,7, . . . . We claim that
this coloring of H − A together with the coloring c of G ′ − v is an acyclic 7-coloring. None of the
colors 6,7 are used in the coloring of G ′ . Any vertex in G − V (H) has neighbors in at most one of the
components in H − A, and it has at most three neighbors in H − A. Moreover, if it has three neighbors
in H − A, then they are consecutive in one of the components of H − A, as observed in the proof of
Theorem 3. So, no vertex of G − V (H) has two neighbors in H − A of the same color. This implies
that the 7-coloring is acyclic. 
8. Star-colorings
K1,t (t  0) is called a star. A star-coloring is a special case of acyclic colorings: It is an acyclic
coloring in which any two color classes induce a subgraph whose components are stars. Equivalently,
no subgraph isomorphic to the path P4 on four vertices is two-colored in this coloring. The star-
chromatic number χ∗(G) of a graph G is the smallest integer k such that G admits a star-coloring
using k colors.
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known that s∗0 exists, and the best known bounds on s∗0 are due to Albertson et al. [2].
Theorem 9 (Albertson, Chappell, Kierstead, Kündgen, Ramamurthi). 10 s∗0  20.
Kawarabayashi and Mohar [13] proved χ∗(G) 2s∗0 + 3 for locally planar graphs. We now linearly
extend a slight weakening of Theorem 9.
Theorem 10. Let G be a graph on a surface of Euler genus g. Then G has a vertex set A with at most 1000g
vertices such that χ∗(G − A) s∗0 + 3.
Proof of Theorem 10. We repeat the proof of Theorem 8 except that the color sequence 1,6,7,1,
6,7, . . . is now replaced by s0 + 1, s0 + 2, s0 + 3, s0 + 1, s0 + 2, s0 + 3, . . . . 
9. Decomposing a planar graph of girth 5 into a forest and an independent set
Borodin and Glebov [7] proved that every planar graphs of girth 5 has a vertex-decomposition into
a forest and an independent set. We linearly extend this result using the following extension in [14]
of the result in [7]:
Theorem 11. Let G be a plane graph of girth at least 5. Let S, Q be disjoint, possibly empty, vertex sets on the
outer face boundary. All vertices of Q are precolored by the color 1. Either S is empty, or S consists of either
one vertex colored 1 or one vertex colored 2 or two adjacent vertices both colored 2. G has no edge joining two
vertices of Q , and if S consists of one vertex colored by 1, then that vertex has no neighbor in Q . Assume that
G has no path consisting of three vertices such that none of them is in Q ∪ S and each of them has a neighbor
in Q . Then the precoloring of S, Q can be extended to a coloring of V (G) in colors 1,2 such that the vertices
of color 1 form an independent set and the vertices of color 2 induce a forest in G.
Furthermore, if S consists of one vertex s of color 1, and t is a neighbor of s on the outer face boundary
joined to a vertex of Q , then the 2-coloring can be chosen such that there is no monochromatic path from t to
another neighbor of s. (There may be other neighbors of s joined to Q . We allow monochromatic paths from
such a vertex to a neighbor of s as long as the path does not contain t.)
A path consisting of three vertices such that none of them is in Q and each of them has a neighbor
in Q is called a bad 2-path (referring to its number of edges).
In order to prove the linear extension we shall use the following consequence of Theorem 11.
Theorem 12. Let G be a plane graph of girth at least 5 and with outer cycle C of length at most 7. Let all
vertices of C be precolored by the colors 1, 2 such that at least one vertex of C has color 1, and such that there
is no edge between vertices of color 1.
Then the precoloring of C can be extended to a coloring of V (G) in colors 1, 2 such that the vertices of color 1
form an independent set and the vertices of color 2 induce a forest in G. Moreover, if x, y are vertices of C which
have color 2 and are joined by a monochromatic path in G, then they are also joined by a monochromatic path
in C .
Proof of Theorem 12. Let C : u1u2 . . .uqu1 where 5 q 7.
The proof is by induction on the number of vertices of G . We may assume that every vertex inside
C has degree at least 3 since otherwise, we delete the vertex and use induction. We may assume that
G has no separating cycle of length at most 7, since otherwise, we use induction ﬁrst to the exterior
of the separating cycle and then to its interior.
Consider ﬁrst the case where u1, say, is the only vertex of C of color 1. If 5  q  6, we let S
consist of u3,u4. If q = 7, we let S consist of u4,u5. For each vertex x on C − S which has color 2
and which is not a neighbor of u1, we add a new vertex x′ of color 1 and degree 1 joined to x. Then
we apply Theorem 11 where Q consists of the vertices of color 1 and the vertices of S are the only
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precolored, but they are forced to get the color 2 by the deﬁnition of Q .)
Consider next the case where u1,u3 are the only vertices of C of color 1. Then we put s = u1,
t = u2, and we let S consist of s. If q = 5, we apply Theorem 11. If q = 6, we apply Theorem 11 after
having added a new vertex of color 1 and degree 1 joined to u5. If q = 7, then we give u5 the color
2, and we give all neighbors of u5, except u4 the color 1. We let Q consist of all vertices of color 1,
except s. As G has no separating cycle of length at most 7, we can apply Theorem 11 to G − u5.
We may now assume that 6 q 7.
Consider now the case where u1,u4 are the only vertices of C of color 1. Then we put s = u1,
t = u2, and we let S consist of s. We add a new vertex of color 1 and degree 1 joined to u2 = t . If
q = 7 we also add a new vertex of color 1 and degree 1 joined to u6. Then we apply Theorem 11
where Q consists of all vertices of color 1, except s.
Consider ﬁnally the case where u1,u3,u5 have color 1. Again, we put s = u1, t = u2, and we let
S consist of s. We give u4 the color 2, and we give all neighbors of u4 the color 1. We let Q consist
of all vertices of color 1, except s. As G has no separating cycle of length at most 7, we can apply
Theorem 11 to G − u4.
This completes the proof. 
Theorem 13. Let G be a graph of girth at least 5 on a surface of Euler genus g. Then G has a vertex set A with
at most 1000g vertices such that G − A has a 2-coloring of V (G) with colors 1,2 such that the vertices of
color 1 induce an independent set, and the vertices of color 2 induce a forest.
Proof of Theorem 13. The proof is by induction of the Euler genus and the number of vertices of the
graph G . We may assume that the face-width is at least 1000 since otherwise we may delete a set
of less that 1000 vertices (which will be part of A) and we use induction. We may assume that no
vertex has degree less than 3 since otherwise we delete such a vertex and use induction. We may
also assume that every cycle in G of length at most 7 is a face boundary since otherwise we delete
its interior and use induction. After the 2-coloring of the resulting graph, the interior can be put back
and can be 2-colored by Theorem 12.
Let H, A be as in Theorem 1. Since G has face-width at least 1000, H is connected. We shall prove
that G − A has the desired 2-coloring. We assume that G − A is connected. (Otherwise, we consider
each component of G − A separately.)
In the rest of the proof, we do not use the induction hypothesis. We prove directly that G − A has
the desired 2-coloring.
The idea of the proof is to describe in G − A a curve that passes through some neighbors of each
component of H − A. We give each vertex of that curve the color 1, and we cut the graph and the
surface along the curve. After the cutting, the resulting graph can be embedded into a plane. Since
only the vertices on the outer face boundary of this planar embedding can have neighbors that are
precolored, we try to apply Theorem 11. The only problem is that there could be bad 2-paths.
Let P : v1v2 . . . be any connected component of H − A. If we cut G − A along each such P as we
did in previous proofs, then the resulting embedding is a planar embedding. However, this cutting
will not be useful for our 2-coloring, and therefore we shall cut it in a slightly different way. For each
i = 2,3, . . . we let vi−1, xi,1, xi,2, . . . , vi+1, yi,1, yi,2, . . . be the neighbors of vi in clockwise order. Even
if the surface is non-orientable, we may consider it to be orientable close to P . (This does not cause
any confusion, since each component of H − A has distance at least 100 from any other component
in H − A). We say that xi, j is to the left of P and yi, j is to the right of P . Now we deﬁne a curve R ,
which we call a red curve, which passes through independent vertices of G − A. We let R start in v1.
Then R passes through the neighbors of v2 in clockwise order until it hits v3. Then R passes through
the neighbors of v4 in anticlockwise order until it hits v5, etc. We may think of R as a path in the
graph obtained from G by adding some edges, which we call red edges. Then we give all vertices of
R the color 1, and we cut the surface along R so that each vertex of R becomes two vertices in
the resulting embedding. We do this for every P and obtain thereby a planar embedding. The vertex
set in the planar embedding corresponding to the vertices of the red curves is called Q . As H is
connected, we may assume that all the vertices of Q are on the outer face boundary of this planar
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minor modiﬁcations of the precolored set Q ).
So we may assume that there exists a bad 2-path since otherwise, the desired 2-coloring exists by
Theorem 11.
It is not possible that all three neighbors of the bad 2-path are neighbors of the same vi since
otherwise the bad path together with vi and three neighbors of vi would form two 5-cycles. These
5-cycles would be facial, and hence some common vertex would have degree 2, a contradiction. Also,
the bad 2-path cannot have a neighbor of vi and another neighbor which is also a neighbor of vi+8,
because this would create a path of length 5 or 6 from vi to vi+8, contradicting that P is a local
geodesic. So, the bad 2-path contains an edge bc, and there exists a vertex vi such that b, vi have a
common neighbor b′ , and c, vi+4 have a common neighbor c′ . Moreover, the bad 2-path also has a
vertex a which is a neighbor of b and which has a common neighbor a′ with vi , or the bad 2-path
also has a vertex d which is a neighbor of c and which has a common neighbor d′ with vi+4. It is even
possible that both of a,d are present. If a is present, then a,b, vi are in a 5-cycle which must be facial.
For convenience, we consider the case where i = 2, b is joined to b′ = x2,2, c is joined to c′ = x6, j , a
is joined to a′ = x2,1 (if a is present), and d is joined to d′ = x6, j+1 (if d is present). There are other
possibilities, though. It is possible that a is joined to v1 instead of x2,1, and it is possible that d is
joined to v7 instead of x6, j+1 but not both of these can happen. It is also possible that c is adjacent
to v5 rather than x6, j , and it is possible that b is adjacent to v3. Finally, it is possible that each of a, c
has distance 2 to v6, and b has distance 2 to v2. In this case we call the bad path abc naughty.
We shall ﬁrst deal with the case where b′ = v3. (If d exists and c′ = v5, then we interchange b′
and c′ .) Then the cycle C = v3v4v5v6c′cbv3 is facial, as G has no separating cycles of length at most 7.
(This argument also shows that abc cannot be naughty.) Now we uncolor v3 and it will no longer be
part of Q . Instead we give b the color 1 and we let b be part of Q . Then we have eliminated the
bad path abc. We claim that we do not create new bad 2-paths. All neighbors of v4 have the color 1,
except v3. So we may give v4 the color 2 and delete it. However, there might be a new bad 2-path
f hj where f = v3 and each of h, j has distance 2 to v0. (With a slight abuse of notation, P now
starts in v−1 rather than v1.) But then the path v0v1v2v3hj is contained in a separating 7-cycle,
a contradiction. There might also be a new bad 2-path f hj where f is joined to b, and h, j have
distance 2 to v6. As c has degree at least 3, the path v6c′cbf h is contained in a separating 7-cycle, a
contradiction.
We now consider the case when b′ = x2,2,b′ = v3. If abc is bad but not naughty, then we let C
denote the cycle v2v3v4v5v6c′cbb′v2. The graph consisting of C and its interior in G is denoted M .
The cycle abb′v2a′a is facial. Before we use Theorem 11, we delete the edge bb′ . Note that a path
cdd′v6 may also be present. Then we also delete cc′ , if c′ is distinct from v5.
If b receives the color 2, we put the edge bb′ back. So consider the case where b,b′ receive the
same color 1. Then c receives the color 2, we change the color of b′ to 2, and we uncolor all vertices
(except the neighbors of v2, v6) inside the cycle C , and we apply Theorem 11 to the interior of that
cycle, where b,b′ play the role of s, t . We call the interior of C a problematic subgraph. (In order to
apply Theorem 11 we add a new vertex of color 1 and degree 1 joined to b′ . Thus a new bad 2-path
can start in b′ . That will give rise to a new problematic subgraph.)
We now consider a bad 2-path which is also naughty. We then choose the notation such that the
interior of the cycle C : v2b′baa′v6v5v4v3v2 contains c. Then we delete the interior of the cycle C
before we apply Theorem 11. After that we apply Theorem 11 to the interior of C . (Note that the
cycle v6a′abcc′v6 has length 6 and is therefore facial.)
It remains to dispose of the problematic subgraphs. We ﬁrst choose the bad or naughty 2-path
such that the interior of C is relatively maximal. There may be other bad or naughty 2-paths and
therefore other problematic subgraphs, and they may not be pairwise disjoint. However, they form
nested sequences, since G has girth at least 5. So, before we apply Theorem 11 to a problematic sub-
graph we delete the interiors of the problematic subgraphs inside it arising from the bad or naughty
2-paths, and for each bad (but not naughty) subgraph we also delete the edges of the form bb′ above
(where b′ is not in P ) in order to destroy the bad 2-paths in the problematic subgraph. Then we
repeat the argument to the problematic subgraphs which we deleted.
This completes the proof of Theorem 13. 
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then G has a vertex set A of order at most 1000g such that G − A is 3-colorable. The analogous result
for locally planar graphs was established by Thomassen [26].
10. Grötzsch’s theorem for higher surfaces
We believe that we can linearly extend Grötzsch’s theorem by a method similar to the proof of
Theorem 13. However, the details are more complicated and with a considerable amount of case
analysis. Instead, we present another method which is simpler and hopefully of interest in its own
right. The method shows that a triangle-free graph of large face-width can be transformed to a graph
of girth 5 and large edge-width (but not necessarily large face-width) after having deleted a bounded
number of vertices and then successively deleted the interior of a 4-cycle and identiﬁed vertices
which are joined by a facial path of length 2 but no path of length 3.
The method implies, in particular, that every triangle-free graph on a surface of Euler genus g
becomes 3-colorable after deleting a set of at most 1000 · g · f (g) vertices where f (g) is the smallest
edge-width (that is, length of a shortest noncontractible cycle) which guarantees a graph of Euler
genus g and girth 5 to be 3-colorable. The existence of f (g) follows from the result in [26].
We shall also use the following result from [11].
Theorem 14. If a cycle C of length at most 6 in a plane, triangle-free graph G is 3-colored, then that coloring
can be extended to a 3-coloring of G unless C has length 6, any two diametrically opposite vertices of C have
the same color, and the interior of C is a quadrangulation.
In proofs of Grötzsch’s theorem for triangle-free plane graphs, the operation of identifying opposite
vertices of a 4-cycle plays an important role as it reduces the girth 4 case to the girth 5 case. This
operation is problematic on higher surfaces as shown for example by the cartesian product of two
cycles on the torus. The cartesian product of two paths in the plane shows that repeated use of this
operation may lead to a graph with only one vertex. However, if we use the operation carefully on
this example, we may end up with a long path instead of just a vertex. It is this observation we shall
use in the proof below. We shall use the operation such that we end up with a graph of girth 5 and
large edge-width.
To illustrate the main idea in the reduction, let us consider the planar grid whose vertices are
the pairs (i, j) where i, j are integers such that 1  i  100, and −100  j  100. Two vertices are
adjacent if and only one of their coordinates agree, and the others differ by 1. Let P0, P1, P2 be the
paths with second coordinate 0,100,−100 respectively. We think of the grid as a buffer around P0,
and we want to get rid of all the 4-cycles by successively identifying opposite vertices of 4-cycles.
At the same time we want to preserve a large distance between P1, P2. If we only identify pairs
(i, j), (i+1, j+1), then we do not preserve the large distance between P1, P2. So we identify instead
all the vertices (1, j), (2, j + 1), (3, j), (4, j + 1), . . . for each j. (This is what we do in the more
general procedure in Theorem 15 below.) In this way all the horizontal paths become singletons, but
we preserve the long distance between P1, P2. If these identiﬁcations are performed on a graph on
a surface we may lose the large face width (because two faces containing the ﬁrst, respectively last,
vertex of P0 may move closer and closer). However we preserve the large edge-width. We shall make
this precise in the proof below.
Theorem 15. Let G be a triangle-free graph on a surface of Euler genus g. Then G has a vertex set A with at
most 1000 · g · f (g) vertices such that G − A is 3-colorable.
Proof of Theorem 15. The proof is by induction of the Euler genus and the number of vertices of the
graph G . We may assume that the face-width is at least 1000 f (g) since otherwise, we may delete
a set of less that 1000 f (g) vertices (which will be part of A) and we use induction. As G has face-
width at least 2, at most one block of G is non-planar. We may assume that G equals that block since
otherwise we complete the proof by induction. In particular, every face boundary is a cycle.
864 K.-i. Kawarabayashi, C. Thomassen / Journal of Combinatorial Theory, Series B 102 (2012) 852–868Let H, A be as in Theorem 1, with 1000 f (g),100 f (g) instead of 1000,100, respectively. This is
possible by the remark preceding Theorem 1. Since G has face-width at least 1000 f (g), H is con-
nected. We shall prove that G − A is 3-colorable. We assume that G − A is connected. (Otherwise, we
consider each component of G − A separately.)
In the rest of the proof, we do not use the induction hypothesis of Theorem 15. We prove directly
that G− A is 3-colorable. For this we use the following operations on G− A, H− A. We do not perform
these operations in any order. It will be explained below in which order we perform the operations.
(Also note that when we use these operations we may loose the property that face boundaries are
cycles. We may even create a disconnected graph.)
Operation 1. Delete a vertex of degree at most 2.
Operation 2. Delete the interior of a cycle of length at most 6 unless that cycle has length precisely
6 and the interior contains a quadrangulation.
Operation 3. Identify two vertices on a facial walk provided these two vertices are not joined by a
path of length 1 or 3. The identiﬁed vertex in Operation 3 is called a fat vertex.
Operation 4. Add a path in the interior of a facial walk such that this path joins two vertices of the
facial walk and all other vertices are in the interior of the facial walk and have degree 2. The new
vertices are called dummy vertices. The ends of the new path are not allowed to be dummy vertices.
In other words, each dummy vertex will continue to have degree 2. (When we have added a dummy
vertex we do not use Operations 1, 3 on it. The dummy vertex is introduced in order to preserve a
path or a facial cycle of length at most 7. The dummy vertex may disappear later, though, if it is not
needed for that purpose. For example, it may disappear in connection with Operation 2.)
In order to prove that G − A is 3-colorable, it suﬃces to prove that any graph obtained from G − A
using Operations 1, 2, 3, 4 is 3-colorable.
The strategy of the proof is to use Operations 1, 2, 3, 4 to transform G − A into a graph of girth 5
and edge-width at least f (g). (As pointed out earlier we may not preserve the large face-width.) That
resulting graph is 3-colorable by the deﬁnition of f (g), and hence also G − A is 3-colorable.
We recall the properties of H, A that we need.
(a) the embedding of G − V (H) is planar such that for every component J of G − V (H) the vertices
of J with a neighbor not in J are on the outer face boundary of J ,
(b) each component of H − A is a path with no chord,
(c) the distance in G between different components of H − A is at least 100 f (g), and
(d) there is no path in G − A of length at most 100 f (g) starting and ending in the same component
Q of H − A, starting on the left of Q and ending on its right.
Let P0 be a component of H − A. Then P0 is a path v1v2 . . . . As we have chosen a direction of
P0 we can speak of an edge leaving P0 on the left side or the right side. This is also possible for the
edges incident with v1 because v1 is incident with precisely one vertex of A (as follows from the
way A is introduced) and we can use the edge from v1 to that vertex to distinguish between left and
right. Let F0 be the face of the surface in which that vertex of A lies after we have deleted A from G .
There is a similar face F1 of G − A whose boundary contains the other end of P0.
We shall now at the same time modify the graph G − A using Operations 1, 2, 3, 4 and construct a
collection of paths P ′0, P ′1, . . . , P ′f (g) to the left of P0 (where P
′
0 is a modiﬁcation of P0 and “left” will
be made precise later). By the same argument we modify G − A and construct a collection of paths
P ′−1, . . . , P ′− f (g) to the right of P0. As the two constructions are similar we only explain the former.
We ﬁrst describe the properties we wish the paths P ′0, P ′1, . . . , P ′f (g) to satisfy. (Later we construct
them recursively.) Each of the paths is induced (chordless) and joins a vertex on the boundary of F0
with a vertex on the boundary of F1. If i  1, then P ′i is disjoint from P ′i−1. From each vertex on
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′
i−1 hitting P
′
i−1 on the left side. The graph
consisting of P ′f (g), P
′
− f (g) , all edges incident with P
′
f (g) on its right side, all edges incident with
P ′− f (g) on its left side, and all vertices and edges in the same component as P
′
0 after deletion of
P ′f (g), P
′
− f (g) is a planar graph M of girth 5, and all facial walks are cycles of length 5 or 6 or 7. We
call this graph M a buffer around P ′0. We shall also say that M is the graph between P ′f (g) and P
′
− f (g) .
Some (or all) of the paths P ′i may have length 0.
We perform the construction such that, for any two components of H − A, the corresponding
buffers are disjoint, and every fat vertex is in some buffer.
We now explain how to construct the paths P ′0, P ′1, . . . , P ′f (g) . Assume that we have constructed
P ′0, P ′1, . . . , P ′j−1. We shall then construct P
′
j . We assume that P
′
0, P
′
1, . . . , P
′
j−1 satisfy the conditions
below and we shall then construct P ′j so that this path, too, satisﬁes those conditions. The conditions
are:
(i) The graph between P ′0, P ′j−1 has girth at least 5, and all facial walks are cycles of length 5 or 6
or 7.
(ii) All cycles intersecting P ′j−1 have length at least 5, and all facial walks intersecting P
′
j−1 are
cycles of length 5 or 6 or 7.
(iii) The distance from P ′j−1 to any component of H − A distinct from P0 is at least 100 f (g) − 4 j.
(iv) Every path from P ′j−1 to P
′
0 using no edge on the right hand side of P
′
j−1 has length at least
100 f (g) − 4 j.
(When we refer to distances in (iii), (iv) we assume that we have only performed Operations 1, 2,
3, 4 to construct P ′0, P ′1, . . . , P ′j−1. In other words, we ignore the operations used for other compo-
nents of H − A, and we ignore the operations performed on the other side of P0. If we wanted to
take those operations into consideration we would just have to replace 100 f (g) by a slightly smaller
number depending on how many components of H − A we have disposed of.)
(v) If Q is a path of length at most 3 starting and ending with an edge leaving P ′j−1 on the left
side, then the interior of the unique cycle in Q ∪ P ′j−1 has girth at least 5, and all facial walks
in that graph are cycles of length 5 or 6 or 7.
If there is only one face to the left of P ′j−1 (and that face includes both F0 and F1), then the
sequence P ′0, P ′1, . . . terminates with P ′j−1. (That is, we do not construct P
′
j .) So assume that F0, F1
are distinct faces. In order to construct P ′j we ﬁrst consider the union of the facial walks which
intersect P ′j−1 and which are to the left of P
′
j−1. The union of these facial walks contains a unique
path from F0 to F1 which is disjoint from P ′j−1. We call this path P j . Note that this path may have
chords. We shall now construct P ′j . (P
′
0 is constructed from P0 in the same way as P
′
j is constructed
from P j .)
Let P j = u1u2 . . . . Assume now we have transformed P j into a path P j,i = u′1u′2 . . .u′iui+1ui+2 . . .
satisfying the following:
(vi) Each cycle intersecting the path u′1u′2 . . .u′i has length at least 5, and each facial walk intersect-
ing the path u′1u′2 . . .u′i is a cycle of length 5 or 6 or 7.
(vii) The distance from u′1u′2 . . .u′i to any component of H − A distinct from P0 is at least 100 f (g)−
4 j − 4. The distance from ui+1ui+2 . . . to any component of H − A distinct from P0 is at least
100 f (g) − 4 j − 3. (Note the distinction between −4 j − 4 and −4 j − 3. It is this distinction that
makes the proof work. The term 100 f (g) is just a big number, and, as pointed out earlier, it is
not essential in precisely which graph this distance is measured.)
(viii) Every path from u′1u′2 . . .u′i to P
′
0 using no edge on the right hand side of P
′
j−1 has length at
least 100 f (g)− 4 j− 4. Every path from ui+1ui+1 . . . to P ′0 using no edge on the right hand side
of P ′j−1 has length at least 100 f (g) − 4 j − 3.
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ending with an edge leaving P j,i on the left side, such that Q starts at a vertex of u′1u′2 . . .u′i , then
Q ∪ P ′j−1 has a unique cycle. This cycle is called Q ′ , and Q ′′ = Q ′ ∪ int(Q ′) is called a problematic
subgraph. If Q has length 3 and ends at ui+1ui+1 . . . , and Q ′′ contains a 4-cycle containing the mid-
edge of Q and an edge of P j,i , then we call Q ′′ a very problematic subgraph. Now condition (ix) is the
following:
(ix) If Q ′′ is a problematic subgraph, then either Q ′′ is very problematic or else Q ′′ has girth at
least 5, and all facial cycles in the interior of Q ′ have length 5 or 6 or 7.
We call the vertices on the path u′1u′2 . . .u′i good. We now explain how to make ui+1 good if
possible.
We consider ﬁrst the case where there is no very problematic subgraph after we call ui+1 good.
Consider ﬁrst the subcase where there is a path Q of length at most 3 starting and ending with
an edge leaving P j,i on the left side, such that Q starts at ui+1 and ends at a vertex of ui+2ui+3 . . . ,
and such Q ′′ = Q ′ ∪ int(Q ′) violates (ix) (where Q ′ is the unique cycle in Q ∪ P ′j−1). Note that Q ′′
is problematic (after we call ui+1 good). But, it is not very problematic, by assumption. We choose Q
such that the outer cycle of Q ′ is longest possible.
If (ix) is violated, there is a 4-cycle x1x2x3x4x1 in Q ′′ = Q ′ ∪ int(Q ′). We delete the interior of this
4-cycle, and we identify two opposite vertices, if possible. We make the vertex identiﬁcation such that
the vertex (or vertices) of Q to the left of P j,i are still to the left of P j,i . (This way we preserve the
distance conditions). We allow two vertices of P j,i to be identiﬁed but only if we do not create new
3-cycles or 4 cycles. (We do not allow 3-cycles at all. But also note that we do not allow 4-cycles to
the right of P j,i .)
If we identify two vertices of P j,i , then we modify the labeling of P j,i such that it is still of the
form u′1u′2 . . .u′iui+1ui+2 . . . .
If the vertex identiﬁcation of the 4-cycle in Q ′′ creates a cycle of length 3 or 4, then we do not
make the vertex identiﬁcation. Instead we get separating 5-cycle or 6-cycle. If that separating cycle
is in Q ′′ we identify the two other opposite vertices of x1x2x3x4x1 instead. If the separating cycle
contains a vertex on the right side of P j,i , then it contains no quadrangulation (because of the girth
condition to the right of P j,i), and therefore we may delete its interior. In that way we delete vertices
of P j,i . We restore P j,i by putting back dummy vertices of degree 2 such that the two facial cycles
inside the separating hexagon have length 5 or 6 or 7. If we create new paths of length at most 3
in Q ′′ and to the left of P j,i we repeat the argument for each of those. As the edges and vertices of
Q (except its two ends) are still to the left of the modiﬁed path and of distance precisely 1 to each
modiﬁed P j,i we need not worry about the distance conditions. In this way we dispose of all paths
starting at ui+1 and violating (ix) (after we call ui+1 good).
It is possible that the subgraph Q ′′ which is problematic but not very problematic, becomes very
problematic after some of the vertex identiﬁcations above. In that case we stop and postpone the
treatment of the new very problematic subgraph to the later case where a very problematic subgraph
exists.
If there is a 4-cycle containing ui+1 such that the two neighbors on the 4-cycle are to the left of
P j,i , then we identify those two neighbors (after having deleted the interior of the 4-cycle). Also this
operation does not change the relevant distances. In this way we dispose of all 4-cycles which contain
ui+1 but not the edge ui+1ui+2.
Finally there may be a facial 4-cycle ui+1ui+2 yxui+1. Now we identify ui+1, y. (This is a crucial
detail in the proof. Examples, for example the planar grid mentioned just before the present theorem,
show that the proof can not work if we consistently identify ui+2, x.) Now a distance 100 f (g)−4 j−3
to ui+1 may be reduced to 100 f (g) − 4 j − 4 (but not to 100 f (g) − 4 j − 5 because also ui+2 satisﬁes
the distance conditions.) Distances to other vertices of P j,i are not reduced.
If we create a new path Q of length at most 3 which starts at a vertex of u′1u′2 . . .u′i and ends
at y, then we treat it as above. Note that the distance conditions do not represent a problem here.
More important, y may be contained in 4-cycles. We identify successively the two neighbors of y
in any such 4-cycle. Now distances may change in a signiﬁcant way. When we identify two neighbors
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leave y2. This is not a problem if the path ends at u′1u′2 . . .u′i because y1, y2 have distance 2 to ui+2,
and paths to ui+2 satisfy a stronger distance condition than paths to u′1u′2 . . .u′i . But we do face a
problem if some distance to ui+3ui+4 . . . becomes too small. Such a distance may be reduced from
100 f (g)− 4 j − 3 to 100 f (g)− 4 j − 4. It cannot be further reduced because y1, y2 have distance 2 to
ui+2, and the only way it can be reduced to 100 f (g)− 4 j − 4 is when one of y1, y2, say y1, is joined
to a vertex uk of ui+3ui+4 . . . . In that case we treat the path ui+1 y1uk (after we have identiﬁed
ui+1, y) in the same way as we treated Q above. After that we call all the vertices ui+1, . . . ,uk−1
good. (Before we dispose of the path ui+1 y1uk we dispose of all 4-cycles which contain y and which
do not give rise to such a path ui+1 y1uk . When we ﬁnally dispose of ui+1 y1uk we chose k such that
it is maximum. In this way it is safe to call ui+1 good after having disposed of ui+1 y1uk .) Then we
repeat the argument for uk instead of ui+1. It is possible that y1 will be part of vertex identiﬁcations,
but those identiﬁcations will not reduce distances to uk , and therefore we can call uk good, and we
have made the good path longer. It is also possible that k = i+3 in which case we identify ui+1,ui+3.
(Here it is possible that we create a cycle of length 3 or 4 to the right of P j . In that case ui+2
gets degree 2 after identifying ui+1, y. Instead of identifying ui+1,ui+3 we therefore insert a dummy
vertex on the edge ui+2ui+3.)
Before we are able to call uk = ui+3 good it may be necessary to make further identiﬁcations.
For example, there may be a path y1 y′ui+4 in which case we identify y′,ui+3. This may decrease
distances to ui+3 but not below the required 100 f (g) − 4 j − 4.
It is possible that there is a 4-cycle ui+2 yuvui+2. Then we also identify v, y and repeat the rea-
soning above.
Finally, the identiﬁcation of y,ui+1 may create a path Q = yuvuk violating (ix), where k > i + 2.
We treat that as in previous reasoning.
In order to call ui+1 good we must ensure that no face boundary containing ui+1 has more than 7
edges. We obtain that by introducing new dummy vertices, if necessary. We have now completed the
case where there is no very problematic subgraph. (Note that there may be a large number of vertex
identiﬁcations before a new vertex can be called good. The important thing here is that the relevant
distance conditions are preserved all the time, combined with the observation that the operations are
performed on a ﬁnite graph.)
We therefore have to consider a very problematic subgraph. That is, there is a path uαxyuβ of
length precisely 3 starting and ending with an edge leaving P j,i on the left side, such that Q starts
at a vertex of u′1u′2 . . .u′i , and ends at ui+1ui+2 . . . such that the edge xy is contained in a 4-cycle
uγ xyuδuγ . The two paths uαxuγ and uδ yuβ give rise to two problematic subgraphs. Because of
condition (ix), ui must be in the former, and the former has girth 5. We apply Operations 1, 2,
3, 4 to the latter so that, too, gets girth 5. But then there is the 4-cycle uγ xyuδuγ . We treat that
precisely as we treated the 4-cycle ui+1ui+2 yxui+1 above. That is, we identify uγ , y and repeat the
above reasoning. We call uγ and all its predecessors good and repeat.
We have now also completed the case where there is a very problematic subgraph.
By making the good path longer we eventually transform P j into P ′j (when all vertices of P j have
become good).
When we have constructed the buffer between P− f (g), P ′f (g) for each component P0 of H − A, we
repeat Operations 1, 2, 3, 4 outside these buffers. This way the buffers move closer and closer, and
may eventually intersect. Whenever we create a path of length at most 3 from P ′f (g) to P
′
f (g) to the
left of P ′f (g) we treat it like Q above, except that we make sure that we never identify two vertices
on P ′f (g) . If we delete the interior of a cycle of length 4 or 5 and we thereby delete a vertex of P
′
f (g) ,
then we restore P ′f (g) by adding a path consisting of dummy vertices, and we make the path so long
that it will never be part of a small cycle. In this way we may modify the path P ′f (g) . But, the part of
the buffer between P ′f (g)−1, P
′
− f (g)+1 is not changed.
The resulting graph has girth at least 5. This graph is still drawn on the surface which G is drawn
on, and the new graph has edge-width at least 2 f (g) because every noncontractible graph must
intersect all paths P ′i in some buffer. This remains true after we delete the dummy vertices. (Note
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resulting graph has large face-width. But large edge-width suﬃces to guarantee 3-colorability.)
So, the resulting graph is 3-colorable, and hence also G − A is 3-colorable, and the proof is com-
plete. 
A close inspection of the proof of Theorem 15 shows that we get the following which may be of
independent interest in that it may reduce extendability problems on graphs of girth 4 to graphs of
girth 5.
Theorem 16. Let w be a natural number, and let G be a triangle-free graph of face-width at least 1000wg on
a surface of Euler genus g. Then G has a vertex set A with at most 100wg vertices such that G − A can be
transformed to a graph of girth at least 5 and edge-width at least w by successively deleting the interior of a
contractible 4-cycle and identifying pairs of vertices which are joined by a facial path of length 2 but no path
of length 1,3,4.
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