In this paper, we propose a simple yet effective method for multiple music source separation using convolutional neural networks. Stacked hourglass network, which was originally designed for human pose estimation in natural images, is applied to a music source separation task. The network learns features from a spectrogram image across multiple scales and generates masks for each music source. The estimated mask is refined as it passes over stacked hourglass modules. The proposed framework is able to separate multiple music sources using a single network. Experimental results on MIR-1K and DSD100 datasets validate that the proposed method achieves competitive results comparable to the state-of-the-art methods in multiple music source separation and singing voice separation tasks.
INTRODUCTION
Music source separation is one of the fundamental research areas for music information retrieval. Separating singing voice or sounds of individual instruments from a mixture has grabbed a lot of attention in recent years. The separated sources can be further used for applications such as automatic music transcription, instrument identification, lyrics recognition, and so on.
Recent improvements on deep neural networks (DNNs) have been blurring the boundaries between many application domains, including computer vision and audio signal processing. Due to its end-to-end learning characteristic, deep neural networks that are used in computer vision research can be directly applied to audio signal processing area with minor modifications. Since the magnitude spectrogram of an audio signal can be treated as a 2D single-channel image, convolutional neural networks (CNNs) have been successfully used in various music applications, including the source separation task [1, 8] . While very deep CNNs are typically used in computer vision literature with very large datasets [4, 25] , CNNs used for audio source separation so far have relatively shallow architectures.
In this paper, we propose a novel music source separation framework using CNNs. We used stacked hourglass network [18] which was originally proposed to solve human pose estimation in natural images. The CNNs take spectrogram images of a music signal as inputs, and generate masks for each music source to separate. An hourglass module captures both holistic features from low resolution feature maps and fine details from high resolution feature maps. The module outputs 3D volumetric data which has the same width and height as those of the input spectrogram. The number of output channels equals the number of music sources to separate. The module is stacked for multiple times by taking the results of the previous module. As passing multiple modules, the results are refined and intermediate supervision helps faster learning in the initial state. We used a single network to separate multiple music sources, which reduces both time and space complexity for training as well as testing.
We evaluated our framework on a couple of source separation tasks: 1) separating singing voice and accompaniments, and 2) separating bass, drum, vocal, and other sounds from music. The results show that our method outperforms existing methods on MIR-1K dataset [5] and achieves competitive results comparable to state-of-the-art methods on DSD100 dataset [30] despite its simplicity.
The rest of the paper is organized as follows. In Section 2, we briefly review the literature of audio source separation focusing on DNN based methods. The proposed source separation framework and the architecture of the network are explained in Section 3. Experimental results are provided in Section 4, and the paper is concluded in Section 5.
RELATED WORK
Non-negative matrix factrization (NMF) [12] is one of the most widely-used algorithms for audio source separation. It has been successfully applied to monaural source separtion [32] and singing voice separation [29, 38] . However, despite its generality and flexibility, NMF is inferior to recently proposed DNN-based methods in terms of performance and time complexity.
Simple deep feed-forward networks consisting of multiple fully-connected layers showed reasonable performance for supervised audio source separation tasks [27] . Wang et Figure 1 . Structure of the hourglass module used in this paper. We follow the structure proposed in [17] except that the number of feature maps are set to 256 for all convolutional layers.
al. [34] used DNNs to learn an ideal binary mask which boils the source separation problem down to a binary classification problem. Simpson et al. [24] proposed a convolutional DNN to predict a probabilistic binary mask for singing voice separation. Recently, a fully complex-valued DNN [13] is proposed to integrate phase information into the magnitude spectrograms. Deep NMF [11] combined DNN and NMF by designing non-negative deep network and its back-propagation algorithm.
Since an audio signal is time series data, it is natural to use a sequence model like recurrent neural networks (RNNs) for music source separation tasks to learn temporal information. Huang et al. [6] proposed an RNN framework that jointly optimizes masks of foreground and background sources, which showed promising results for various source separation tasks. Other approaches include a recurrent encoder-decoder that exploits gated recurrent unit [15] or discriminative RNN [33] .
CNNs are also an effective tool for audio signal analysis when the magnitude spectrogram is used as an input. Fully convolutional networks (FCNs) [14] are initially proposed for semantic segmentation in the computer vision area, which is also effective for solving human pose estimation [18, 35] or super-resolution [2] . FCNs usually contain downsampling and upsampling layers to learn meaningful features at multiple scales. Strided convolution or pooling is used for downsampling, while transposed convolution or nearest neighbor interpolation is mainly used for upsampling. It is proven that FCNs are also effective in signal processing. Chandna et al.
[1] proposed encoderdecoder style FCN for monoaural audio source separation. Recently, singing voice separation using an U-Net architecture [8] showed impressive performance. U-Net [22] is a FCN which consists of a series of convolutional layers and upsampling layers. There is a skip connection which connects the convolutional layers of the same resolution. They trained vocal and accompaniment parts separately on different networks. Miron et al. [16] proposed the method that separates multiple sources using a single CNN. They used score-filtered spectrograms as inputs and generated masks for each source via an encoder-decoder CNN. Multi-resolution FCN [3] was proposed for monaural audio source separation. Recently proposed CNN architecture [26] based on DenseNet [7] achieved state-ofthe-art performance on DSD100 dataset.
METHOD

Network Architecture
The stacked hourglass network [18] was originally proposed to solve human pose estimation in RGB images. It is an FCN consisting of multiple hourglass modules. The hourglass module is similar to U-Net [22] , of which feature maps at lower (coarse) resolution are obtained by repeatedly applying convolution and pooling operations. Then, the feature maps at the lowest resolution are upsampled via nearest neighbor interpolation with a preceding convolutional layer. Feature maps at the same resolution in the downsampling and the upsampling steps are connected with an additional convolutional layer. The hourglass module captures features at different scales by repeating pooling and upsampling with convolutional layers at each resolution. In addition, multiple hourglass modules are stacked to make the network deeper. As more hourglass modules are stacked, the network learns more powerful and informative features which refine the estimation results. Loss functions are applied at the end of each module. This intermediate supervision improves training speed and performance of the network.
The structure of a single hourglass module used in this paper is illustrated in Fig 1. Considering the efficiency and the size of the network, we adopt the hourglass module used in [17] which is a smaller network than the originally proposed one in [18] . A notable difference is that the residual blocks [4] used in [18] are replaced with a single convolutional layer. This light-weight structure showed competitive performance to the original network in human pose estimation with much smaller number of parameters. In the module, there are four downsampling and upsampling steps. All convolutional layers in downsampling and upsampling steps have filter size of 3 × 3. The 2 × 2 max pooling is used to halve the size of the feature maps, and the nearest neighbor interpolation is used to double the size of the feature maps in the upsampling steps. We fixed the size of the maximum feature maps in convolutional layers to 256 which is different from [17] . After the last upsampling layer, a single 3 × 3 convolution and two 1 × 1 convolution is performed to generate network outputs. Then, an 1 × 1 convolution is applied to the outputs to match the number of channels to that of the input feature maps. Another 1 × 1 convolution is also applied to the feature maps Figure 2 . Overall music source separation framework proposed in this paper. Multiple hourglass modules are stacked, and each module outputs masks for each music source. The masks are multiplied with the input spectrogram to generate predicted spectrograms. Differences between the estimated spectrograms and the ground truth ones are used as loss functions of the network.
which used for output generation. Finally, the two feature maps that passed the respective 1 × 1 convolution and the input of the hourglass module is added together, and the resulting feature map is used as an input to the next hourglass module.
In the network used in this paper, input image firstly passes through initial convolutional layers that consist of a 7 × 7 convolutional layer and four 3 × 3 convolutional layers where the number of output feature maps for each layer is 64, 128, 128, 128, and 256 respectively. To make the output mask and the input spectrogram have the same size, we did not use the pooling operations in the initial convolutional layers before the hourglass module. The feature maps generated from the initial layers are fed to the first hourglass module. The proposed overall music source separation framework is depicted in Fig. 2. 
Music Source Separation
As shown in Fig. 2 , to apply the stacked hourglass network to music source separation, we aim to train the network to output soft masks for each music source given the magnitude spectrogram of the mixed source. Hence, the output dimension of the network is H × W × C where H and W are the height and width of the input spectrogram respectively, and C is the number of music sources to separate. The magnitude spectrogram of separated music source is obtained by multiplying the mask and the input spectrogram. Our framework is scalable in that it requires almost no additional operation as the number of sources increases.
The input for the network is the magnitude of spectrogram obtained from Short-Time Fourier Transform (STFT) with a window size of 1024 and a hop size of 256. The input source is downsampled to 8kHz to increase the duration of spectrograms in a batch and to speed up training. For each sample, magnitude spectrograms of mixed and separated sources are generated, which are divided by the maximum value of the mixed spectrogram for data normalization. The spectrograms have 512 frequency bins and the width of the spectrogram depends on the duration of the music sources. For all the music sources, the width of the spectrogram is at least 64. Thus, we fix the size of an input spectrogram to 512 × 64. Hence, the size of the feature maps at the lowest resolution is 32 × 4. Starting time index is randomly chosen when the input batches are created.
Following [22] , we designed the loss function as an L 1,1 norm of the difference between the ground truth spectrogram and the estimated spectrogram. More concretely, given an input spectrogram X, ith ground truth music source Y i , and the generated mask for the ith source in the jth hourglass moduleM ij , the loss for the ith source is defined as
where denotes element-wise multiplication of the matrix. L 1,1 norm is calculated as the sum of absolute values of matrix elements. The loss function of the network becomes
where D is the number of hourglass modules stacked in the network. We directly used the output of the last 1 × 1 convolutional layer as the mask, which is different from [22] where they used the sigmoid activation to generate masks. While it is natural to use the sigmoid function to restrict the value of the mask to [0,1], we empirically found that not applying the sigmoid function boosts the training speed and improves the performance. Since sigmoid activations vanish the gradient of the inputs that have large absolute values, they may diminish the effect of intermediate supervision.
We have stacked hourglass modules up to four and provide analysis of the effect of stacking multiple modules in Section 4. The network is trained using Adam optimizer [10] with a starting learning rate of 10 −4 and a batch size of 4. We trained the network for 15,000 and 150,000 iterations for MIR-1K dataset and DSD100 dataset respectively, and the learning rate is decreased to 2 × 10 −5 when 80% of the training is finished. No data augmentation is applied during training. The training took 3 hours for MIR-1K dataset and 31 hours for DSD100 dataset using a single GPU when the biggest model is used. For the singing voice separation task, C is set to 2 which corresponds to vocal and accompaniments. For the music source separation task in DSD100 dataset, C = 4 is used where each output mask corresponds to drum, bass, vocal, and others. While it can be advantageous in terms of performance to train a network for a single source individually, it is computationally expensive to train a deep CNN for each source. Therefore, we trained a single network for each task.
In the test phase, the magnitude spectrogram of the input source is cropped to network input size and fed to the network sequentially. The output of the last hourglass module is used for testing. We set the negative values of output masks to 0 in order to avoid negative magnitude values. The masks are multiplied by the normalized magnitude spectrogram of the test source and unnormalized to generate spectrograms of separated sources. We did not change the phase spectrogram of the input source, and it is combined with the estimated magnitude spectrogram to retrieve signals for separated sources via inverse STFT.
EXPERIMENTS
We evaluated performance of the proposed method on MIR-1K and DSD100 datasets. For quantitative evaluation, we measured signal-to-distortion ratio (SDR), sourceto-interference ratio (SIR), and source-to-artifacts ratio (SAR) based on BSS-EVAL metrics [31] . Normalized SDR (NSDR) [20] is also measured for the singing voice separation task which measures improvement between the mixture and the separated source. The values are obtained using mir-eval toolbox [21] . Global NSDR (GNSDR), global SIR (GSIR), and global SAR (GSAR) are calculated as a weighted mean of NSDR, SIR, and SAR respectively whose weights are length of the source. The separated sources generated from the network are upsampled to the original sampling rate of the dataset and compared with ground truth sources for all experiments.
MIR-1K dataset
MIR-1K dataset is designed for singing voice separation research. It contains a thousand song clips extracted from 110 Chinese karaoke songs at a sampling rate of 16kHz. Following the previous works [6, 37] , we used one male and one female (abjones and amy) as a training set which contains 175 clips in total. The remaining 825 clips are used for evaluation. For the baseline CNN, we trained the FCN that has U-Net [22] Table 1 . Quantitative evaluation of singing voice separation on MIR-1K dataset.
performance. We followed the structure of [8] , in which singing voice and accompaniments are trained on different networks. For the stacked hourglass networks, both singing voice and accompaniments are obtained from a single network.
The evaluation results on test sets are shown in Table 1 . We trained the networks with varying number of stacked hourglass modules 1, 2, and 4. It is proven that our stacked hourglass network (SH) significantly outperforms existing methods in all evaluation criteria. Our method gains 3.01 dB in GNSDR, 2.28 dB in GSIR, and 1.83 dB in GSAR compared to the best results of the existing methods. It is also proven that the structure of the stacked hourglass module is more efficient and beneficial than U-Net [8] for music source separation. U-Net has 9.82 million parameters while single stack hourglass network has 8.99 million parameters considering only convolutional layers. Even with the absence of batch normalization, smaller number of parameters, and multi-source separation in a single network, the stacked hourglass network showed superior performance to U-Net. While the network with a single hourglass module shows outstanding source separation performance, even better results are provided when multiple hourglass modules are stacked. This indicates that SH network does not overfit even when the network gets deeper despite small amount of the training data. Our method provides good performance on separating both singing voice and accompaniments with a single forward step.
Qualitative results of our method and comparison with U-Net are shown in Fig. 3 . The estimated log spectrograms of singing voice and accompaniments from SH-4stack and U-Net and the ground truth log spectrograms are provided. It can be seen that our method captures fine details and harmonics compared to the U-Net. The voice spectrogram from U-Net has more artifacts in the time slot of 0∼1 and 4∼5 compared to the result of SH-4stack. On the other 
DSD100 dataset
DSD100 dataset consists of 100 songs that are divided into 50 training sets and 50 test sets. For each song, four different music sources, bass, drums, vocals, and other as well as their mixtures are provided. The sources are stereophonic sound with a sampling rate of 44.1kHz. We converted all sources to monophonic and performed single channel source separation using stacked hourglass networks. We used a 4-stacked hourglass network (SH-4stack) for the experiments.
The performance of music source separation using stacked hourglass network is provided in Table 2 . We measured SDR of the separated sources for all test songs and report median values for comparison with existing methods. The methods that use single channel inputs are compared to our method. While the stacked hourglass network gives second-best performance following the state-of-theart methods [26] for drums and vocals, it shows poor performance for separating bass and other. This is mainly due to the similarity between bass and guitar sound in other sources, which confuses the network especially when trained together in a single network. Since the losses for all sources are summed up with equal weights, the network tends to be trained to improve the separation performance of vocal and drum, which is easier than separating bass and other sources.
Next, we trained the stacked hourglass network for a Method Bass Drums Other Vocals dNMF [36] 0 Lastly, we investigate how the stacked hourglass network improves the output masks as they pass through the hourglass modules within the network. The example illustrated in Fig. 4 shows the estimated voice spectrogram of first, second, and fourth hourglass module with the ground truth spectrogram from one of the test sets of DSD 100 dataset. It is observed that the estimated spectrogram becomes more similar to the ground truth as it is generated from a deeper side of the network. In the result of the fourth hourglass module, spectrograms at low frequency are clearly recovered compared to the result of the first hourglass module. The artifacts in the range of 2000∼3000 Hz are also removed. Although it is hard to recognize the difference in the spectrogram image, the difference of SDR between the source estimated from the first hourglass module and the last hourglass module is about 2.4dB which is a significant performance gain.
CONCLUSION
In this paper, we proposed music source separation algorithm using stacked hourglass networks. The network successfully captures features at both coarse and fine resolution, and it produces masks that are applied to the input spectrograms. Multiple hourglass modules refines the estimation results and outputs the better results. Experimental results has proven the effectiveness of the proposed framework for music source separation. We implemented the framework in its simplest form, and there is a lot of room for performance improvements including data augmentation, regularization of CNNs, and ensemble learning of multiple models. Designing a loss function that considers correlation of different sources may further improves the performance. 
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