In this p ap er we describe a new method f o r m e dical image registration. The registration is formulated a s a minimization problem involving robust estimators. We propose an e cient hier archic al optimization framework which is both multiresolution and multigrid. A n anatomical se gmentation of the cortex is introduc e d i n the adaptive partitioning of the volume on which the multigrid minimization is based. This allows to limit the estimation to the areas of interest, to accelerate the algorithm, and to re ne the estimation in speci ed a reas. F urthermor e we introduc e a metho dology to constrain the registration with landmarks such as anatomical structur es. The performances of this method are obje ctively evaluated on simulated data and its bene ts are demonstrated on a large datab aseof real acquisitions. keywords R egistration, atlas matching, medical imaging, local constr aints, incr emental optical ow, multigrid minimization, robust estimators.
Introduction

Context
Since a few years, the w aysof observing human brain have tremendously evolv ed. Now ada ys, surgeons must face not only the huge volume of data, but also the complementarity b e t w een the di erent images. As a matter of fact, the di erent acquisitions are not redundant but complementary , and should not be neglected for the patient's health. Medical image registration has thus become a crucial issue.
The non-linear registration of brains from di erent subjects allo ws to build an anatomical atlas of the cortex. Some atlases 15, 17] already exist, but they appear to be inadequate, because they often lack l e g ibility and capacity t o e v olve, and their interpretation is very di cult. The major problem in building an atlas is the important v ariability o f t h e h uman brain.
It has been clearly shown 15] t h a t w e cannot assume topological equivalence betw eentw odi erent brains. Considering the same sulcus of di erent subjects, one may nd large di erences of orientation, size, and even topology (one sulcus may b e i n terrupted or absent f o r instance). \V oxel-based" approac hes generally fail to take i n to account this v ariabilit y , therefore we t h i n k i t is necessary to constrain locally the registration process with relevan t anatomical information.
Related work
Medical image registration is a very productive eld, from a bibliographical point of view. A complete review and classi cation of di erent registration procedures is presented in 12] . Among them we h a ve selected a few methods.
Because a major problem is the huge amount of data, some authors proposed methods to focus on peculiar structures to be extracted and matched. These structures may be points 3], curv es 16], or surfaces 20 ] . The extraction of these landmarks is of course a critical issue, but the w ay these landmarks are matched -and the w aythe registration is then computed throughout the volume-is also critical. Methods ha vebeen dev elopedto overcome this problem: the TPS algorithm 3], spline transformations, or the ICP algorithm 16].
Other registration methods are inspired by m e c hanical models, either elastic 1], or uid 4]. Fluid models allo w to reach, in theory, a n y displacements, but these methods are highly time-consuming. Christensen recently proposed 4] an interesting evolution of these methods, where the direct deformation eld and the inverse deformation eld are jointly estimated in order to guarantee the coherence of the deformation.
Finally, m a n y non-rigid registration procedures are \v oxel-based" methods: Thirion 19] proposes the demon method Collins et al. 6 ] estimates a piecewise constant transformation that maximizes the cross cor-relation of the image gradient. Collins et al. recen tly proposed 7] to introduce cortical constraints in the registration process by computing a chamfer distance betw eenselected sulci. Musse et al. 14] propose a method, which i s m uch related to the method we i ntroduce, based on the minimization of the displaced frame di erence (DFD). This similarity measure is highly nonlinear and is not robust to the acquisition artifacts of MRI.
Method
The method proposed in this paper is an extension and a complete validation of our previous w orkpresented in 9, 13] . The registration problem is expressed as a motion estimation problem. Our 3D methodperforms a non-rigid monomodality registration of MRI acquisition of di erent subjects. The similarity m e asure that we use incorporates robust estimators whose utility i s t w ofold:on the one hand we w ant to limit the in uence of the acquisition noise, on the other hand w ewant t o be able to estimate transformations that modify the topology of the structures.
Many tasks in computer vision may be expressed as the minimization of a cost function. The optimization involves a very large number of variables, therefore e cient iterative m ultigrid approaches have been developed and applied in vision 8, 18] .
To t a k e i n to account large deformations, we u s e a multiresolution scheme. Besides, at eac h resolution lev el, w euse a multigrid minimization to accelerate the algorithm and improve the quality of the estimation. Throughout this hierarc hical approac h, w edesigned an adaptive partition of the volume to re ne the estimation on the regions of interest and avoid useless e orts elsewhere. An anatomical segmentation of the cortex is introduced and used in two w ays: at each resolution level, w e initialize the partition as an octree subdivision with the use of the segmentation, and the segmentation mask is used in the subdivision criterion to re ne the estimation on the cortex.
Inside the multigrid minimization, w euse a local parametric model for the deformation eld and we i ntroduce a formalism to constrain locally the registration process with relevant landmarks such as anatomical structures. (1) where S is the voxel lattice, C is the set of neighboring pairs (the 6-neighborhoodsystemmay b e u s e d f o r instance) and con trols the balance bet w een the t w o energy terms. The rst term represents the in teraction betw eenthe eld (unknown variables) and the data (given variables), whereas the second term expresses the smoothness constraint. The weaknesses of this formulation are known: a.] The optical ow constraint (OFC) is not valid in case of large displacements because of the linearization. b.] The OFC might n o t be valid in all the regions of the volume, because of the noise of acquisition, intensit y non-uniformity in MRI data, and occlusions. c.] The \real" eld is not globally smooth and it probably contains discontinuities that might not be preserv edbecause of the quadratic cost.
T ocope with the (b) and (c) limitations, w ereplace the quadratic cost by robust functions. To f a c e the problem (a), w e u s e a m ultiresolution scheme and a multigrid strategy to improve the minimization at eac h resolution level.
Robust estimators
Cost function (1) does not make a n y di erence betw een relevant data and inconsistent data, nor betw een neighboring pairs where the eld is smooth and neighboring pairs where the eld is discontinuous. Therefore, w e introduce robust functions and more precisely robust M-estimators 2]. An M-estimator is a function that is increasing on R The robustness of such an estimator is provided by the fact that the function 0 decreases. We i n troduce tw o robust estimators, the rst one on the data term ( 1 ) and the second one on the regularization term ( 2 ).
According to (2) , the minimization of the cost function U in (1) respectively. This cost function has the advantage to be quadratic with respect to w.
Multiresolution and multigrid
In case of large displacements, w e use a classical incremental multiresolution procedure (see g. 1). We construct a pyramid of volumes ff k g by successive Gaussian smoothing and subsampling in eac h direction. A t the coarsest level, displacements are reduced, and cost function (4) can be used. F or the next resolution levels, only an increment dw k is estimated to re ne estimateŵ k , obtained from the previous level. This is done using cost function (1) but with rf k s 4 = rf k (s+ŵ k s t 2 ) a n d f k t (s t) 4 = f k (s+ŵ k s t 2 );f k (s t 1 ) instead of rf k (s t) and f k t (s t). As previously, t h i s quantities come from the linearization of the constancy assumption expressed for the whole displacementŵ k s + dw k s . Also regularization term becomes P <s r>2C 2 jjŵ k s + dw k s ;ŵ k r ; dw k r jj .
F urthermore, at eac h lev el of resolution, w euse a multigrid minimization (see Fig. 2 ) based on successive partitions of the initial volume. A t eac h g r i d l e v el , corresponding to a partition of cubes, w e estimate a parametric increment eld for each cube of the partition. The energy is consequently smoother, and has fewer local minima. The result is then used to initialize the next level. This minimization strategy, where the starting point is pro vided by the previous resultwhich w e hope to be a rough estimate of the desired solution -, improves the quality and the con vergenced rate as compared to standard iterativ esolv ers (suc h as Gauss-Seidel).
T o initialize the partition at the coarsest grid level L, w e consider a segmentation of the cortex obtained by morphological operators. After a threshold and an erosion of the initial volume, a region growing process is performed from a starting point t h a t i s m a n ually chosen. A dilatation operation allows us to end up with a binary segmentation. A tgrid level L, the partition is initialized by a single cube of the volume size. We iterativ ely divide eac h cube while it intersects the segmentation mask and while its size is superior to 2
3L
. We nally get an octree partition which is anatomically relevant. When w echange of grid level, each cube is adaptively divided. The subdivision criterion depends rst on the segmentation mask, but it also depends on the local distribution of the variables s which re ects the local adequation betw een the data and the estimated deformation eld.
Parametric model
We no w introduce the deformation model that is used. We chose to consider an a ne 12-parameter model on each cube of the partition.
At a g i v en resolution level k and grid level`, k `= f n n = 1 N k `g is the partition of the volume into N k `c ubes n . On each c u b e n , w e estimate an a ne displacement increment de ned by the parametric vector `n : 8s = ( x y z) 2 n dw s = P s `n with P s = I 3 
Considering the auxiliary variables `a nd `a s xed, one can easily di erentiate the cost function (5) with respect to `n and get a linear system to be solv ed. In turn, when the deformation eld is \frozen", the weigh ts are obtained in a closed form from equation (3). The minimization may therefore be naturally handled in an alternated way.
Cooperation with local constraints
It may be interesting to constrain locally the registration process with landmarks. The registration of brains of di erent subjects is di cult due to the huge inter-subject variabilit y, specially in the cortex area (see 7]). Therefore introducing local cortical constraints in the registration process w ouldbe an appealing way of apprehending inter-subject variabilit y We could also introduce a robust estimator on the local constraint term. It depends on the type of landmark that is introduced and on the con dence about its extraction.
Note that the formulation is still quadratic w.r.t. the increment displacement model `. The constrain tsappear in the cost function only for a nite numberofvoxels. Nevertheless, these local constraints will propagate through the cube on which w e calculate the parametric increment, and they will also be propagated through the volume by the regularization term.
Results
Experiments on simulated data
T oevaluate the registration method, w eused the simulated data of the MNI (Brainw eb :
http://www.bic.mni.mc gi ll. ca/brai nwe b) 5]. Data have been collected with 3 levels of noise and inhomogeneity. We designed a synthetic deformation eld made up of a global a ne eld with large deformations combined with local stochastic perturbations. We did not try to build a \realistic" eld, but rather a eld with the following properties: large deformations and local perturbations. The \local" eld is generated from 2000 voxels which are randomly pic kedin the volume. F or each voxel, each of the 3 components of the deformation is the realization of a Gaussian random variable of standard deviation 120mm. We then perform a local smoothing in order to propagate this perturbation to a local neighborhood while preserving discontinuities. We compare the multigrid method with a global a ne registration method, in which a 12-parameter deformation is estimated for the entire v olume.
As we h a ve the binary classi cation of the phantom, w e can assess the qualit y of the registration based on the overlap of tw ovolumes: the rst volume is the initial classi cation, i.e. a gold standard (grey matter/white matter), the second volume is the deformed classi cation, registered with the estimated deformation eld. We then measure overlapping ratios like t h e sensibilit y,the speci city, and the total performance 21]. Results are presented on table 1. We also compute the mean square error (MSE) which i s a n i n d i c ator of the quality of the registration. Due to the use of binary classes, the resulting measures are very satisfactory . P articularly, t h e robustness of the method is demonstrated in critical conditions (9% noise and 40% inhomogeneity), which are far tougher than in an y realistic acquisition.
Experiments on a dataset of 18 subjects
In order to validate the registration method on a larger database, we acquired MRI-T1 volumetric data of 18 patients. One subject was chosen as the reference subject. We then performed the registration betw een the reference volume (source) and each of the other subjects (target) using always the same set of parameters for the algorithm. The computation takes about 1 : 30 hour on an Ultra Sparc 30 (300 MHz). The volumes are 256 256 200. We use 3 levels of resolution because the displacement amplitude may reac h 30 v oxels.
Finally w eget 17 reconstructed volumes that can be compared to the reference volume. We averaged the reconstructed volume in order to ha vea global overview of the qualit yof the method. Figure 3 presents the averaging betw een 17 patients after a global a ne registration and the average volume after a robust multigrid registration. After global a ne registration and averaging, we notice that the internal anatomical structures are blurred, because the registration is not precise enough.
How ev er,after a robust multigrid registration, we may distinguish precisely the con tours of anatomical structures, such a s v en tricles, deep nuclei, white matter trac ks, and ev en cortical regions (sylvian ssure and parietal region for instance). This demonstrates the robustness of the method (robustness with respect to the acquisitions and also with respect to the algorithm parameters) over a realistic database of subjects. Figure 3 : R esults of experiments on a datab ase of 18 subjects. T op : A veraging after a glob al a ne registration. Middle : Averaging after a robust multigrid registration registration. Bottom: the reference subject. We keep the same set of parameters for all the subje cts. This demonstrates the robustness of the metho d and the ac curacy of the re gistration (after aver aging we still c an distinguish pr ecisely anatomic al structures such as ventricles, deep nuclei, white matter tr acksand even cortical regions).
Conclusion
We h a ve presented in this paper a new registration method based on a robust incremental 3D estimation of the optical ow. We use an e cient minimization Table 1 : Objective measur es of the quality of theregistration on simulated d a t a . Sp eci city, sensibilityand total performance measures are given for 3 levels of noise and 2 registration methods. We manage to recover up to 93% of the deformation even in pr esence o f i m p ortant noise (9%) and image intensity inhomogeneity (40%).
framework, both multiresolution and multigrid with robust estimators. This optimization scheme is not limited to the estimation of the optical ow, but may as well be adapted to other similarity measures, leading to di erent registration applications. The adaptive partition of the volume accelerates the algorithm and improves the estimation in the regions of interest. Furthermore we h a ve presented a formalism to introduce sparse local constraints in the estimation. We have objectively evaluated the bene ts of this method on simulated data and demonstrated the signi cant impact of the method on a large database of real data.
