We introduce the PESO (Particle Evolutionary Swarm Optimization) algorithm for solving single objective constrained optimization problems. PESO algorithm proposes two new perturbation operators: "c-perturbation" and "m-perturba tion". The goal of these operators is to fight premature convergence and poor diversity issues observed in Particle Swarm Optimization (PSO) implementations. Constraint handling is based on simple feasibility rules. PESO is compared with respect to a highly competitive technique representative of the state-of-the-art in the area using a wellknown benchmark for evolutionary constrained optimization. PESO matches most results and outperforms other PSO algorithms.
INTRODUCTION
In PSO algorithms, the social behavior of individuals is rewarded by the best member in the flock. The credibility on the best regulates how fast the flock is going to follow him, thus exploration is improved but convergence is reduced if the flock slowly follows the best. Too much credibility on the best quickly concentrates the flock on small areas, reducing exploration but accelerating convergence time. In a constrained search space, the trade-off becomes harder to balance since the constraint handling mechanism may increase the pressure on the flock to follow the best member which is trying to reach the feasible region, or the function optimum if already inside that region.
Several authors have noted the speed-diversity trade-off in PSO algorithms [9] . Also, many noted the need to maintain population diversity when the design problem includes constraints [13] . Although several approaches have been proposed to handle constraints, recent results indicate that simple "feasibility and dominance" (FAD) rules handle them very well. FAD rules have been enhanced with (extra) mechanisms to keep diversity, therefore, improving exploration and the consequent experimental results. Nonetheless, one important conclusion recently reached by Mezura [10] , is that the constraint handling mechanism must be tied to the search mechanism, even more, tied to the way the operators explore the search space. For instance, several algorithms combining FAD rules and selection based on Pareto ranking have frequently been defeated by those combining FAD rules and selection based on Pareto dominance [5] .
The proposal conveyed by this paper is the combination of a constraint handling mechanism (FDA rules) and PSO algorithm enhanced with perturbation operators. The goal is to avoid the explicit controls and extra processing needed to keep diversity [5] . This paper introduces a new approach called PESO, which is based on the swarm algorithm originally proposed in 1995 by Kennedy and Eberhart: Particle Swarm Optimization (PSO) [7] . Our approach includes constraint handling and selection mechanism based on feasibility rules; a ring topology organization that keeps track of the local best; and two perturbation operators aimed to keep diversity and exploration.
The remainder of this paper is organized as follows. In Section 2, we introduce the problem of interest. Section 3 presents recent approaches to handle constraints in PSO algorithms. Section 4 introduces our approach and provides details of the algorithm. In Section 5, a benchmark of 13 test functions is listed. Section 7 provides a comparison of results with respect to state-of-the-art algorithms for constrained optimization. Finally, our conclusion and future work are provided in Section 8.
PROBLEM STATEMENT
We are interested in the general nonlinear programming problem in which we want to:
(1) subject to:
where x is the vector of solutions x = [x 1 , x 2 , . . . , x r ] T , n is the number of inequality constraints and p is the number of equality constraints (in both cases, constraints could be linear or non-linear). For an inequality constraint that satisfies gi( x) = 0, then we will say that is active at x. All equality constraints h j (regardless of the value of x used) are considered active at all points of F (F = feasible region).
RELATED WORK
Lately, significant effort and progress has been reported in the literature as researchers figure out ways to enhance the PSO algorithm with a constraint handling mechanism. Coath and Halgamuge [1], proposed the "feasible solutions method" (FSA), and the "penalty function method" (PFA) for constraint handling. FSA requires initialization of all particles inside the feasible space; they reported this goal is hard to achieve for some problems. FPA requires careful fine tuning of the penalty function parameters as to discourage premature convergence. Zhang and Xie [14] , proposed DEPSO, a hybrid approach that makes use of a reproduction operator similar to that used in differential evolution. In DEPSO this operator is only applied to pbest but, in PESO a similar perturbation is added to every particle. Toscano and Coello [13] also perturb all particles but accordingly to a probability value that varies with the generation number (as proposed by Fieldsend and Singh [3]). We compare our results against their recently published experiments.
THE PESO ALGORITHM
The Particle Swarm Optimization (PSO) algorithm is a population -based search algorithm based on the simulation of the social behavior of birds within a flock. In PSO, individuals, referred to as particles, are "flown" through a hyperdimensional search space. PSO is a kind of symbiotic cooperative algorithm, because the changes to the position of particles within the search space are based on the socialpsychological tendency of individuals to emulate the success of other individuals.
The feature that drives PSO is social interaction. Individuals (particles) within the swarm learn from each other, and based on this shared knowledge tend to become more similar to their "better" neighbors. A social structure in PSO is determined through the formation of neighborhoods. These neighborhoods are determined through labels attached to every particle in the flock (so it is not a topological concept). Thus, the social interaction is modeled by spreading the influence of a "global best" all over the flock as well as neighborhoods are influenced by the best neighbor and their own past experience. Figure 1 shows the neighborhood structures that have been proposed and studied [6] . Our approach, PESO, adopts the ring topology. In the ring organization, each particle communicates with its n immediate neighbors. For instance, when n = 2, a particle communicates with its immediately adjacent neighbors as illustrated in Figure 1(b) . The neighborhood is determined through an index label assigned to all individuals. This version of the PSO algorithm is referred to as lbest (LocalBest). It should be clear that the ring neighborhood structure properly represents the LocalBest organization. It has the advantage that a larger area of the search space is traversed, favoring search space exploration (although convergence has been reported slower) [2, 8] .
PSO-LocalBest has been reported to excel over other topologies when the maximum velocity is restricted. PESO's experimental results with and without restricted velocity reached similar conclusions noted by Franken and Engelbretch [4](thence, PESO algorithm incorporates this feature). Figure 2 shows the standard PSO algorithm adopted by our approach. The pseudo-code of LocalBest function is shown in Figure 3 .
Figure 2: Pseudo-code of P SO algorithm with local best Constraint handling and selection mechanism are described by a single set of rules called "feasibility and dominance". These rules are: 1) given two feasible particles, pick the one with better fitness value; 2) if both particles are infeasible, pick the particle with the lowest sum of constraint violation, and 3), given a pair of feasible and infeasible particles, the feasible particle wins. These rules are implemented by function Best in PESO's main algorithm, see Figure 5 .
The speed vector drives the optimization process and reflects the socially exchanged information. Figure 4 shows the pseudo-code of Speed function, where c1 = 0.1, c2 = 1, and w is the inertia weight. The inertia weight controls the influence of previous velocities on the new velocity.
Perturbation operators
PESO algorithm makes use of two perturbation operators to keep diversity and exploration. PESO has three stages: in first stage the standard PSO algorithm [8] is performed, then the perturbations are applied in the next two stages.
The main algorithm of PESO is shown in Figure 5 . The goal of the second stage is to add a perturbation in a way similar to the so called "reproduction operator" found in differential evolution algorithm. This perturbation, called C-Perturbation, is applied all over the flock to yield a set of temporal particles T emp. Each member of the T emp set is compared with the corresponding (father) member of P Best i+1 , so the perturbed version replaces the father if it has a better fitness value. Figure 6 shows the pseudo-code of the C-Perturbation operator.
In the third stage every vector is perturbed again so a particle could be deviated from its current direction as responding to external, maybe more promissory, stimuli. This perturbation is performed with some probability on each dimension of the particle vector, and can be explained as the addition of random values to each particle component. The perturbation, called M-Perturbation, is applied to every particle in the current population to yield a set of temporal particles T emp. Again, as for C-Perturbation, each member of T emp is compared with its corresponding (father) member of the current population, and the better one wins. Figure 7 shows the pseudo-code of the M-Perturbation operator. The perturbation is performed with probability p = 1/d, where d is the dimension of the decision variable vector.
These perturbations, in differential evolution style, have the advantage of keeping the self-organization potential of
Figure 5: Main Algorithm of P ESO the flock as no separate probability distribution needs to be computed [12] . Zhang and Xie also try to keep the selforganization potential of the flock by applying mutations (but only) to the particle best (in their DEPSO system) [14] . In PESO, the self-organization is not broken as the link between father and perturbed version is not lost. Thus, the perturbation can be applied to the entire flock. Note that these perturbations are suitable for real-valued function optimization. 
EXPERIMENTS
Next, we show the contribution of the perturbation operators by means of the well known extended benchmark of Runarsson and Yao [11] .
Four experiments were done:
• PSO: The standard PSO algoritmh using the parameters values described in Section 4.
• PSO-C: The PSO algorithm with the C-perturbation operator.
• PSO-M: The PSO algorithm with the M-perturbation operator.
• PESO: Our proposed PSO enhanced with C-perturbation and the M-perturbation operators.
A total of 50 particles were used by each generation, yielding 350, 000 objective function evaluations. The results of 30 runs for all benchmark functions are show in Tables 1,  2 , 3, 4 and 5. The equality constraints were transformed to inequality constraints |hj| ≤ , where = 1E − 3. The contribution of the perturbation operators is noteworthy, they improve the performance of the standard PSO in 6 out of 13 benchmark functions. The main contribution comes from the C-perturbation, while the M-perturbation helps to maintain the exploration. A brief discussion about this topic is presented in the next section.
CONTRIBUTION OF THE PERTURBA-TION OPERATORS
As noted before, the proposed perturbation operators are designed to be cooperative with feasibility and dominance rules. The reader may stop here and wonder how much and how each stage of the PESO algorithm contributes towards the optimum? In Figure 8 , the contribution of each stage of PESO on the best particle between two consecutive generations is shown at each generation. The plot stops around generation 800, when the current best function value is 0.770731. The series at the bottom represents the contribution of PSO (the first stage); the series at the middle shows the contribution of C-perturbation, and Mperturbation is shown in the upper series. The contribution is shown as a percentage. Notice that in most generations the improvement is not distributed among stages, but it comes from only one of them. The identity of the best particle is not important; contributions made by each stage over each particle in the flock were recorded, and the particle with best fitness value was recovered from the population. Reading from Figure 8 , it is clear that M-perturbation was important at the first part of the exploration to get to the feasible region. In almost all generations, the best individual comes from either PSO stage, or C-perturbation stage. An analysis of how all the flock is affected at each stage is under way. Initial experimental results show that C-perturbation is important since PESO is prone to stagnation when it is not used; at the same time it is not the common engine propelling the best individual. Usually, the PSO stage refines the solutions, while C and M-perturbations help during exploration.
COMPARISON OF RESULT

PESO vs SR and Toscano's PSO
Stochastic Ranking, SR, [11] , still is the state of the art algorithm for constrained optimization. The algorithms is a simple evolution strategy enhanced with a stochastic constraint handling mechanism. Toscano and Coello's PSO incorporates a constraint handling mechanism into the standard PSO algorithm.
In Table 6 the results of PESO and SR are shown. Note that PESO is better than SR in problem g06, g07, and g10, but SR is better in g02 and g13. Also, PESO average stays closer to the optimum and is better than SR in problems g06 and g10. SR average is better than PESO in problem g10. Nonetheless, the results are very competitive and comparable for all other problems. In brief, PESO improves the results of SR in problems g06, g07, and g10, whilst was unable to improve the result of SR on problems g02 and g13.
In Table 7 we show the results of PESO and Toscano and Coello's PSO (TCPSO). It can be seen that PESO is clearly better than TCPSO in problem g10, but TCPSO is better in problems g02 and g13. Although the best results for the rest of the problems are comparable, PESO outperforms TCPSO in the average results for problems g04, g05,g07,g10, and g13. TCPSO is not better than PESO for the other problems' average. Note that TCPSO worst values are really far from the average, a poor performance not shown by PESO.
PESO vs DEPSO
A few problems of the original 11-problems benchmark of Michalewicz were solved by DEPSO system [14] . Zhang's DEPSO incorporates a reproduction operator used in differential evolution into PSO algorithm.
Only the results shown in Table 8 are available. PESO outperforms DEPSO in problems g02, g07, g09, and g10, whilst other problems are comparative.
CONCLUSIONS AND FUTURE WORK
We have introduced PESO, a simple PSO algorithm enhanced with two perturbation operators for constrained optimization. These operators do not destroy the flock concept that inspired PSO algorithms, neither its self-organization capacity. PESO is simple and easy to implement, besides it does not need the adjustment of several control and mutation parameters. The results proved highly competitive on the benchmark. Future work includes the solution of other constrained problems reviewed by the specialized literature, as well as an extension for multiobjective optimization. 
