An oblivious subspace embedding (OSE) given some parameters ε, d is a distribution D over matrices Π ∈ R m×n such that for any linear subspace W ⊆ R n with dim(W ) = d,
I. INTRODUCTION
There has been much recent work on applications of dimensionality reduction to handling large datasets. Typically special features of the data such as low "intrinsic" dimensionality, or sparsity, are exploited to reduce the volume of data before processing, thus speeding up analysis time. One success story of this approach is the applications of fast algorithms for the Johnson-Lindenstrauss (JL) lemma [20] , which allows one to reduce the dimensionality of a set of vectors while preserving all pairwise distances. There have been two popular lines of work in this area: one focusing on fast embeddings for all vectors [2] - [4] , [19] , [24] , [25] , [37] , and one focusing on fast embeddings specifically for sparse vectors [1] , [6] , [13] , [21] , [22] .
In this work we focus on the problem of constructing an oblivious subspace embedding (OSE) [32] and on applications of these embeddings. Roughly speaking, the problem is to design a data-independent distribution over linear mappings such that when data come from an unknown low-dimensional subspace, they are reduced to roughly their true dimension while their structure (all distances in the subspace in this case) is preserved at the same time. It can be seen as a continuation of the approach based on the JL lemma to subspaces, and these embeddings have found applications in numerical linear algebra problems such as least squares regression, p regression, low rank approximation, and approximating leverage scores [9] - [11] , [15] , [31] , [32] , [35] . We refer the interested reader to the surveys [17] , [27] for an overview. Here we focus on the setting of sparse inputs, where it is important that the algorithms take time proportional to the input sparsity.
Throughout this document we use · to denote 2 norm in the case of vector arguments, and 2→2 operator norm for matrix arguments. Recall the definition of an OSE. Definition 1. An oblivious subspace embedding (OSE) is a distribution over m × n matrices Π such that for any ddimensional subspace W ⊂ R n , P Π∼D (∀x ∈ W Πx 2 ∈ (1 ± ε) x 2 ) > 2/3. Here n, d, ε are given parameters of the problem and we would like m as small as possible.
OSE's were first introduced in [32] as a means to obtain fast randomized algorithms for several numerical linear algebra problems. To see the connection, consider for example the least squares regression problem of computing argmin x∈R d Ax − b for some A ∈ R n×d . Suppose Π ∈ R m×n preserves the 2 norm up to 1 ± ε of all vectors in the subspace spanned by b and the columns of A. Let x = argmin x ΠAx − Πb , x * = argmin x Ax − b . Then
Thusx provides a solution within (1+ε)/(1−ε) = 1+O(ε) of optimal. Since this subspace has dimension at most d +1, one only needs m being some function of ε, d. Thus the running time for approximate n × d regression becomes that for m × d regression, plus an additive term for the time required to compute ΠA, Πb. This is a gain for instances with n d. Also, the 2/3 success probability guaranteed by Definition 1 can be amplified to 1 − δ by running this procedure O(log(1/δ)) times with independent randomness and taking the bestx found in any run. We furthermore point out that another reduction from (1 + ε)-approximate least squares regression to OSE's via preconditioning followed by gradient descent actually only needs an OSE with constant distortion independent of ε (see [11] ), so that ε = Θ(1) in an OSE is of primary interest.
It is known that a random matrix with independent subgaussian entries and m = O(d/ε 2 ) provides an OSE with 1 + ε distortion (see for example [11] ). Unfortunately, the time to compute ΠA is then larger than the knowñ O(nd ω−1 ) time bound to solve the exact regression problem itself, where ω < 2.373 . . . [39] is the exponent of square matrix multiplication. In fact, since m ≥ d in any OSE, dividing Π, A into d × d blocks and using fast square matrix multiplication to then multiply ΠA would yield time Θ(mnd ω−2 ), which is Ω(nd ω−1 ) . Thus implementing the approach of the previous paragraph naively provides no gains. The work of [32] overcame this by choosing a special Π so that ΠA can be computed in time O(nd log n) (see also [35] ). This matrix Π was the Fast JL Transform of [2] , which has the property that Πx can be computed in roughly O(n log n) time for any x ∈ R n . Thus, multiplying ΠA by iterating over columns of A gives the desired speedup.
The O(nd log n) running time of the above scheme to compute ΠA seems almost linear, and thus nearly optimal, since the input size to describe A is nd. While this is true for dense A, in many applications one expects A to be sparse, in which case linear in the input description actually means O(nnz(A)), where nnz(·) counts non-zero entries. For example, one numerical linear algebra problem of wide interest is matrix completion, where one assumes that some small number of entries in a low rank matrix A have been revealed, and the goal is to then recover A. This problem arises in recommendation systems, where for example the rows of A represent users and the columns represent products, and A i,j is the rating of product j by customer i. One wants to infer "hidden ratings" to then make product recommendations, based on the few ratings that customers have actually made. Such matrices are usually very sparse; when for example A i,j is user i's score for movie j in the Netflix matrix, only roughly 1% of the entries of A are known [41] . Some matrix completion algorithms work by iteratively computing singular value decompositions (SVDs) of various matrices that have the same sparsity as the initial A, then thresholding the result to only contain the large singular values then re-sparsifying [7] . Furthermore it was empirically observed that the matrix iterates were low rank, so that a fast low rank approximation algorithm for sparse matrices, as what is provided in this work, could replace full SVD computation to give speedup.
In a recent beautiful and surprising work, [11] showed that there exist OSE's with m = poly(d/ε), and where every matrix Π in the support of the distribution is very sparse: even with only s = 1 non-zero entry per column! Thus one can transform, for example, an n × d least squares regression problem into a poly(d/ε) × d regression problem by multiplying ΠA in nnz(A) · s = nnz(A) time. The work [11] gave two sparse OSE's: one with m = O(d 2 log 6 (d/ε)/ε 2 ), s = 1, and another with m = O(
The second construction has the benefit of providing a subspace embedding with success probability 1 − δ and not just 2/3, which is important e.g. in a known reduction from p regression to OSE's [9] . Observe that in both our parameter settings m is nearly linear in d, which is nearly optimal since any OSE must have m = Ω(d/ε 2 ) [29] . We also show that a simpler instantiation of our approach gives m = O(d 2 /ε 2 ), s = 1, recovering a sharpening of a main result of [11] with a much simpler proof. Our quadratic dependence on d is optimal for s = 1 [30] .
Plugging our improved OSE's into previous work implies faster algorithms for several numerical linear algebra problems, such as approximate least squares regression, p regression, low rank approximation, and approximating leverage scores. In fact for all these problems, except approximating leverage scores, known algorithms only make use of OSE's with distortion Θ(1) independent of the desired 1 + ε approximation guarantee, in which case our matrices have m = O(d 1+γ ), s = O γ (1), i.e. constant column sparsity and a near-optimal number of rows.
We also remark that the analyses of [11] require Ω(d)wise independent hash functions, so that from the seed used to generate Π naively one needs an additive Ω(d) time to identify the non-zero entries in each column just to evaluate the hash function. In streaming applications this can be improved to additiveÕ(log 2 d) time using fast multipoint evaluation of polynomials (see [23, Remark 16] ), though ideally if s = 1 one could hope for a construction that allows one to find, for any column, the non-zero entry in that column in constant time given only a short seed that specifies Π (i.e. without writing down Π explicitly in memory, which could be prohibitively expensive for n large in applications such as streaming and out-of-core numerical linear algebra).
Recall that in the entry-wise turnstile streaming model, A receives entry-wise updates of the form ((i, j), v), which cause the change A i,j ← A i,j + v. Updating the embedding thus amounts to adding v times the jth row of Π to ΠA, which should ideally take O(s) time and not O(s) +Õ(log 2 d). Our analyses only use 4-wise independent hash functions when s = 1 and O(log d)-wise independent hash functions for larger s, thus allowing fast computation of any column of Π from a short seed.
A. Problem Statements and Bounds
We now formally define all numerical linear algebra problems we consider. Plugging our new OSE's into previous algorithms provides speedup for all these problems (see Figure 1 ; the consequences for p regression are also given in Section III). The value r used in bounds denotes rank(A). In what follows, b ∈ R n and A ∈ R n×d .
Leverage Scores: Let A = U ΣV * be the SVD. Output the row 2 norms of U up to 1 ± ε.
Least Squares Regression
: Computex ∈ R d so that Ax− b ≤ (1 + ε) · min x∈R d Ax − b . p Regression (p ∈ [1, ∞)): Computex ∈ R d so that Ax− b p ≤ (1 + ε) · min x∈R d Ax − b p . Low Rank Approximation: Given integer k > 0, computẽ A k ∈ R n×d with rank(Ã) ≤ k s.t. A −Ã k F ≤ (1 + ε) · min rank(A k )≤k A − A k F , where · F is Frobenius norm.
B. Our Approach
Let Π ∈ R m×n be a sparse JL matrix as in [22] . For example, one such construction is to choose each column of Π independently, and within a column we pick exactly s random locations (without replacement) and set the corresponding entries to ±1/ √ s at random with all other entries in the column then set to zero. Observe any ddimensional subspace W ⊆ R n satisfies W = {x : ∃y ∈ R d , x = Uy} for some U ∈ R n×d whose columns form an orthonormal basis for W . A matrix Π preserving 2 norms of all x ∈ W up to 1 ± ε is thus equivalent to the statement ΠUy = (1 ± ε) Uy simultaneously for all y ∈ R d . This is equivalent to ΠUy = (1 ± ε) y since Uy = y . This in turn is equivalent to all singular values of ΠU lying in the interval
That is, we want to show
By the triangle inequality we have Sy = y ± (S−I)y .
for any even integer ≥ 2. This is because if the eigenvalues of S−I are λ 1 , . . . , λ d , then those of (S−I) are λ 1 , . . . , λ d . Thus tr((S−I) ) = i λ i ≥ max i |λ i | = S−I , since is even so that the λ i are nonnegative. Setting = 2 allows m = O(d 2 /ε 2 ), s = 1 with a simple proof (Theorem 2), and = Θ(log d) yields the main result with s > 1 and m ≈ d/ε 2 (Theorem 5 and Theorem 8).
We remark that this method of bounding the range of singular values of a random matrix by computing the expectation of traces of large powers is a classical approach in random matrix theory (see the work of Bai and Yin [5] ). Such bounds were also used in bounding operator norms of random matrices in work of Füredi and Komlós [16] , and in computing the limiting spectral distribution by Wigner [38] . See also the surveys [33] , [36] . We also remark that this work can be seen as a natural extension of the work on the sparse JL lemma itself. Indeed, if one imagines that d = 1 so that U = u ∈ R n×1 is a "1-dimensional matrix" with orthonormal columns (i.e. a unit vector), then preserving the 1-dimensional subspace spanned by u with probability 1 − δ is equivalent to preserving the 2 norm of u with probability 1 − δ. Indeed, in this case the expression S − I in Eq. (1) is simply | Πu 2 − 1|. This is exactly the JL lemma, where one achieves m = O(1/(ε 2 δ)), s = 1 by a computation of the second moment [34] , and m =
Our approach is very different from that of Clarkson and Woodruff [11] . For example, take the s = 1 construction so that Π is specified by a random hash function
and every other entry in Π is set to zero. The analysis in [11] then worked roughly as follows: let I ⊂ [n] denote the set of "heavy" rows, i.e. those rows
\I . The argument in [11] conditioned on I being perfectly hashed by h so that x I 2 is preserved exactly. Using an approach in [21] , [22] based on the Hanson-Wright inequality [18] together with a net argument, [11] argued that x [n]\I 2 is preserved simultaneously for all x ∈ W ; this step required Ω(d)-wise independence to union bound over the net. A simpler concentration argument handled x I , x [n]\I . This type of analysis led to m =Õ(d 4 /ε 4 ), s = 1. A more involved refinement, where one partitions the rows of U into multiple levels of "heaviness", led to the bound m = reference regression leverage scores low rank approximation [11] O O(d 2 log 6 (d/ε)/ε 2 ), s = 1. The construction in [11] with similar m and larger s for 1−δ success probability followed a similar but more complicated analysis; that construction hashed [n] into buckets then used the sparse JL matrices of [22] in each bucket. Meanwhile, our analyses use the matrices of [22] directly without the extra hashing step.
We remark that in our analyses, the properties we need from an OSE are the following.
±1 random variables, and δ i,j is an indicator random variable for the event Π i,j = 0.
We call any Π drawn from an OSE with the above properties an oblivious sparse norm-approximating projection (OSNAP). In our analyses, the last condition and the independence of the σ i,j can be weakened to only be (2 )-wise independent, since our analyses use th moment bounds.
We now sketch a brief technical overview of our proofs. When = 2, we have tr((S − I) 2 ) = S − I 2 F , and our analysis becomes a short computation (Theorem 2). For larger , we expand tr((S−I) ) and compute its expectation. This expression is a sum of exponentially many monomials, each involving a product of terms. Without delving into all technical details, each such monomial can be thought of as being in correspondence with some undirected multigraph (see the dot product multigraphs in the proof of Theorem 5). We group monomials with isomorphic graphs, bound the contribution from each graph separately, then sum over all graphs. Multigraphs whose edges all have even multiplicity turn out to be easier to handle (Lemma 6). However most graphs G do not have this property. Informally speaking, the contribution of a graph turns out to be related to the product over its edges of the contribution of that edge. Let us informally call this "contribution" F (G). Thus if E ⊂ E is a subset of the edges of G, we can write
where squaring a multigraph means duplicating every edge, and G| E is G with all edges in E\E removed. This reduces back to the case of even edge multiplicities, but unfortunately the bound we desire on F (G) depends exponentially on the number of connected components. Thus this step is bad, since if G is connected, then one of G| E , G| E\E can have many connected components for any choice of E . For example if G is a cycle on N vertices, then any partition of the edges into two sets E , E\E will have that either G E or G E\E has at least N/2 components. We overcome this by showing that any F (G) is bounded by some F (G ) with the property that every component of G has two edgedisjoint spanning trees. We then put one such spanning tree into E for each component, so that G| E\E and G| E both have the same number of components as G.
C. Other Related Work
Simultaneously and independently of this work, Mahoney and Meng [28] showed that one can set m = O(d 4 /ε 4 ), s = 1. Their argument was somewhat similar, although rather than using S − I 2 ≤ tr((S − I) 2 ) as in Eq. (1), [28] used the Gershgorin circle theorem. After receiving our manuscript as well as an independent tip from Petros Drineas, the authors produced a second version of their manuscript with a proof and result that match our Theorem 2. Their work also gives an alternate algorithm for (1 + ε) approximate p regression in O(nnz(A) log n + poly(d/ε)) time, without using a known black-box reduction from p regression to OSE's in [9] . Their p regression algorithm has the advantage over this work and over [11] of requiring only poly(d) space, but has the disadvantage of only working for 1 ≤ p ≤ 2, whereas both this work and [11] handle all p ∈ [1, ∞) . We remark that after our work, Woodruff and Zhang used our OSE's in a black box way to give even further improved p regression algorithms for all p ∈ [1, ∞), also using poly(d) space [40] .
Another simultaneous and independent related work is that of Li, Miller and Peng [26] . They provide a subspace embedding with m = (d 1+γ + nnz(A)/d 3 )/ε 2 , s = 1. Their embedding is non-oblivious, meaning the construction of Π requires looking at the matrix A. Their work has the advantage of smaller s by a factor O γ (1/ε) (although for all problems considered here except approximating leverage scores, one only needs OSE's with ε = Θ(1)), and has the disadvantage of m depending on nnz(A) ≥ n, and being non-oblivious, so that they cannot provide a poly(d)-space algorithm in one-pass streaming applications. Furthermore their embeddings do not have a property required for known applications of OSE's to the low rank approximation problem, and it is thus not known how to use their embeddings for this problem. 
II. ANALYSIS
In this section the orthonormal columns of U ∈ R n×d are denoted u 1 , . . . , u d . We implement Eq. (1) and show Etr((S − I) ) < t · δ for t = 2ε − ε 2 and δ ∈ (0, 1) a failure probability parameter. Before proceeding, we assert straightforward calculations show that for all k, k ∈ [d]
A. Analysis for = 2
We first show that one can set m = O(d 2 /ε 2 ), s = 1 by performing a 2nd moment computation. Proof: We need only show Etr((S −I) 2 ) ≤ (2ε−ε 2 ) 2 · δ. Since tr((S −I) 2 ) = S −I 2 F , we bound the expectation of this latter quantity. We first deal with the diagonal terms of S − I. By Eq. (2),
Thus summing diagonal terms contributes at most 2d/m. We now focus on the off-diagonal terms. By Eq. (2),
which equals 1/m. Summing over k = k , the total contribution from off-diagonal terms to E S − I 2 F is at most
B. Analysis for = Θ(log d)
We now show that one can set m ≈ d/ε 2 for slightly larger s by performing a Θ(log d)th moment computation. Before proceeding, we state two standard facts. Also recall u i denotes the ith column of U , and we use u i to denote the ith row. Full proofs can be found in the full version. Proof (Sketch). We show Etr((S −I) ) ≤ (2ε−ε 2 ) ·δ for = Θ(log d) an even integer then apply Eq. (1). Induction yields that Etr((S − I) ) equals
For each monomial ψ appearing on the right hand side of Eq. (3) we associate a three-layered undirected multigraph G ψ with labeled edges and unlabeled vertices (see Figure 2 ). We call these three layers the left, middle, and right layers, and we refer to vertices in the left layer as left vertices, and similarly for vertices in the other layers. Define y = |{i 1 , . . . , i , j 1 , . . . , j }| and z = |{r 1 , . . . , r }|. The graph G ψ has left vertices, y middle vertices corresponding to the distinct i t , j t in ψ, and z right vertices corresponding ≤ ≤ Figure 3 . Choosing a good summation order π. The boxed vertex is the next vertex we sum over. The left side chose a bad vertex, since we lost connectivity, but the choice on the right is good.
to the distinct r t . For the sake of brevity, often we refer to the vertex corresponding to i t (resp. j t , r t ) as simply i t (resp. j t , r t ). Thus note that when we refer to for example some vertex i t , it may happen that some other i t or j t is also the same vertex. We now describe the edges of G ψ . For ψ = t=1 δ rt,it δ rt,jt σ rt,it σ rt,jt u kt it u kt+1 jt we draw 4 labeled edges in G ψ with distinct labels in [4 ] . For each t ∈ [ ] we draw an edge from the tth left vertex to i t with label 4(t−1)+1, from i t to r t with label 4(t−1)+2, from r t to j t with label 4(t−1)+3, and from j t to the (t+1)st left vertex with label 4(t−1)+4. Many different monomials ψ will map to the same graph G ψ ; in particular the graph maintains no information concerning equalities amongst the k t , and the y middle vertices may map to any y distinct values in [n], and the right vertices to any z distinct values in [m] . We handle the right hand side of Eq. (3) by grouping monomials ψ mapping to the same G, bounding the total contribution of G in terms of its graph structure when summing all ψ with G ψ = G, then summing contributions over all G.
Before continuing further we introduce some more notation then make a few observations. For a graph G as above, recall G has 4 edges, and we refer to the distinct edges (ignoring labels) as bonds. We let E(G) denote the edge multiset of a multigraph G and B(G) denote the bond set. We refer to the number of bonds a vertex is incident upon as its bond-degree, and the number of edges as its edge-degree. We do not count self-loops for calculating bond-degree, and we count them twice for edge-degree. We let LM (G) be the induced multigraph on the left and middle vertices of G, and MR(G) be the induced multigraph on the middle and right vertices. We let w = w(G) be the number of connected components in MR(G). We let b = b(G) denote the number of bonds in MR(G) (note MR(G) has 2 edges, but it may happen that b < 2 since G is a multigraph). Given G we define the undirected dot product multigraph G with vertex set [y]. Note every left vertex of G has edge-degree 2. For each t ∈ [ ] an edge (i, j) is drawn in G between the two middle vertices that the tth left vertex is adjacent to (we draw a self-loop on i if i = j). We label the edges of G according to the natural tour on G (by following edges in increasing label order), and the vertices with distinct labels in [y] in increasing order of when each vertex was first visited by the same tour. We name G the dot product multigraph since if some left vertex t has its two edges connected to vertices i, j ∈ [n], then summing over k t ∈ [d] produces the dot product u i , u j . Now we make some observations. Due to the random signs σ r,i , a monomial ψ has expectation zero unless every bond in MR(G) has even multiplicity, in which case the product of random signs is 1. Also, note the expected product of the δ r,i is at most (s/m) b by OSNAP properties. Thus letting G be the set of all such graphs G with even bond multiplicity in MR(G) that arise from some monomial ψ appearing in Eq. (3), some manipulations yield (see full version) that Etr((S − I) ) is upper bounded by
It will also be convenient to introduce a notion we will use in our analysis called a generalized dot product multigraph. Such a graph G is just as in the case of a dot product multigraph, except that each edge e = (i, j) is associated with some matrix M e . We call M e the edge-matrix of e. Furthermore, for an edge e = (i, j) with edge-matrix M e , we also occasionally view e as the edge (j, i), in which case we say its associated edge-matrix is M * e . We associate with G the product over all e = (i, j) ∈ G of u ai , M e u aj . Note that a dot product multigraph is simply a generalized dot product multigraph in which M e = I for all e. Also, in such a generalized dot product multigraph, we treat multiedges as representing the same bond iff the associated edge-matrices are equal (multiedges may have different edge-matrices).
Lemma 6. Let H be a connected generalized dot product multigraph on vertex set [N ]
with E(H) = ∅ and where every bond has even multiplicity. Also suppose that for all e ∈ E(H), M e ≤ 1. Then
where v ai = u ai for i = 1, and v a1 equals some fixed vector c with c ≤ 1.
Proof (Sketch). Let π be some permutation of {2, . . . , N}. For a bond q = (i, j) ∈ B(H), let 2α q denote the multiplicity of q in H. Then by ordering the assignments of the a t in the summation on the left hand side of Eq. (5) according to π, we obtain the exactly equal expression
Here we took the product over t ≤ π −1 (j) as opposed to t < π −1 (j) since there may be self-loops. What we show in the full proof, using that n i=1 u i u * i = I and ∀i u i ≤ 1, is the inequality in Figure 3 . That is, if the boxed vertex is the next vertex we sum over according to π (going from right to left in Eq. (6)), then we show Eq. (6) is at most the summation over {a i } for a similar sum but over a new graph H . To form H , eliminate the boxed vertex and add a self-loop to each of its neighbors (one self-loop to each pair of edges to that neighbor). Each new self-loop has edge-matrix I. By iteratively choosing the next vertex to sum over, one specifies π. Note we do not sum over vertex 1. If π is chosen so that at each step the new graph H is connected, then the final graph is vertex 1 with some positive number of self-loops, so Eq. (6) is upper bounded by
for some t ≥ 1, where ∀j M ej ≤ 1. Such a π exists: take a spanning tree of H rooted at vertex 1 then sum over vertices in reverse breadth first search order (i.e. from the leaves upward). 
Proof (Sketch). In the full proof we first show how to eliminate the restrictions a i = a j on the left hand side of Eq. (7) at the cost of a multiplicative y!. We then wish to show (8) where M e = I for all e ∈ G. To upper bound F ( G), let its connected components be C 1 , . . . , C CC( G) , where CC(·) counts connected components. We treat G as a generalized dot product multigraph so that each edge e has an associated matrix M e (though in fact M e = I for all e). Define an undirected multigraph to be good if all its connected components have two edge-disjoint spanning trees. We will show that F ( G) = F (G ) for some good G and such that
for smaller and smaller generalized dot product multigraphs H t (i.e. with successively fewer vertices) whilst maintaining the invariant that each H t has Eulerian connected components (a simple argument shows that G itself has Eulerian components) and has M e ≤ 1 for all e. We stop when some H τ is good and we can set G = H τ . This iterative process terminates, since every successive H t has at least one fewer vertex, and when the number of vertices of any connected component drops to 2 or lower then that connected component has two edge-disjoint spanning trees. Let us now focus on constructing this sequence of H t in the case that G is not good. Let H 0 = G. Suppose we have constructed H 0 , . . . , H t−1 for i ≥ 1 none of which are good, and now we want to construct H t . Since H t−1 is not good it cannot be 4-edge-connected by Fact 3, so there is some connected component C j * of H t−1 with some S V (C j * ) with 2 edges crossing the cut (S,S), wherē S represents the complement of S in C j * . This is because since C j * is Eulerian, any cut has an even number of edges crossing it. Choose such an S ⊂ V (C j * ) with |S| minimum amongst all such cuts. Let the two edges crossing the cut be (g, h), (g , h ) with g, g ∈ S (note that it may be the case that g = g or h = h , or both). Note that F (H t−1 ) equals the magnitude of
We define H t to be H t−1 but where in the j * th component we eliminate all the vertices and edges inS and add an additional edge from g to g with edge-matrix M (see Figure 5) . We thus have that F (H t−1 ) = F (H t ). Furthermore each component of H t is still Eulerian since every vertex in H t−1 has either been eliminated, or its edge-degree has been preserved and thus all edge-degrees are even. By iteratively eliminating bad cuts (S,S) in this way, we eventually arrive at a generalized dot product multigraph H τ with two edgedisjoint spanning trees in every component.
In the full proof we show that the graph induced onS has two edge-disjoint spanning trees, using the minimality of |S| and Fact 3. To show M ≤ 1 as required by our invariant, by Fact 4 we have M = sup x , x =1 x * Mx . The product x * Mx is displayed in Figure 4 , where M is the summation over all assignments to vertices inS of the edges displayed in the figure (all edges withinS, plus the two edges between S andS). SinceS has two edge-disjoint spanning subgraphs, we can partition its edges into two sets (the dashed and solid edges in Figure 4 ) such thatS is connected using either edge set. Then by applying the AM-GM inequality as in the figure, we arrive at two connected graphs that each have all even edge multiplicities. We apply Lemma 6 to each graph, where in the first graph c = x, and in the second graph c = x . The right hand side of Figure 4 is thus bounded by ( x 2 + x 2 )/2 = 1, showing M ≤ 1.
It remains to show that for our final good G we have F (G ) ≤ d y−w+1 . We first show CC(G ) ≤ d y−w+1 then F (G ) ≤ d CC(G ) . For the first claim, note CC(G ) = CC( G) since every H t has the same number of connected components as G. Now, all middle vertices in G lie in one connected component (since G is connected) and MR(G) has w connected components. Thus the at least w − 1 edges connecting these components in G must come from LM (G), implying that LM (G) (and thus G) has at most y − w + 1 connected components, and thus CC(G ) = CC( G) ≤ y − w + 1.
It only remains to show F (G ) ≤ d CC(G ) . Let G have connected components C 1 , . . . , C CC(G ) with each C j having 2 edge-disjoint spanning trees (see Figure 6 ). A simple observation is that F (H) = i F (C i ), and thus we need only show F (C i ) ≤ d, where we abuse notation to let C i denote the generalized dot product multigraph induced on C i . Label an arbitrary vertex in C i as vertex 1. Then applying AM-GM after partitioning the edges into two edge-disjoint spanning subgraphs ( Figure 6 ), Lemma 6 gives
Some basic estimates discussed in the full proof yield that for any G ∈ G, we have y
and that the number of different G with a given b, y, z is at most (b 3 ) /y!. These estimates can be combined with Lemma 7 and Eq. (4) to show the inequality
, we then have that Etr((S − I) ) ≤ δ .
A change of parameters also yields the following (see full version).
Theorem 8. Let α, γ > 0 be arbitrary constants. For Π an OSNAP with s = Θ(1/ε) and ε ∈ (0, 1), with probability at least 1 − 1/d α , all singular values of ΠU are 1 ± ε for m = Ω(d 1+γ /ε 2 ). The constants in the big-Θ and big-Ω depend on α, γ.
III. APPLICATIONS
Here we state the consequences of plugging our OSE's into known previous work for various numerical linear algebra problems [8] , [9] , [11] , [12] , [14] , [15] , [22] . Details can be found in the full version. In the statements of our bounds we implicitly assume nnz(A) ≥ n, since otherwise fully zero rows of A can be ignored without affecting the problem solution.
Leverage Scores (reduction to OSE's in [15] ): Theorem 9. For any constant ε > 0, there is an algorithm that with probability at least 2/3, approximates all leverage scores of a n×d matrix A up to 1±ε in timeÕ(nnz(A)/ε 2 + r ω ε −2ω ).
Least Squares Regression (reduction to OSE's in [11] ): time O(nnz(A)((log r) O(1) + log(n/ε)) + r ω (log r) O(1) + r 2 log(1/ε)) and succeeding with probability at least 2/3. p Regression, p ∈ [1, ∞) (reduction to OSE's in [9] ; see also [11] ): Letα = d 1/p+1/2 ,β m = O(max{1, d 1/q−1/2 } · d(m 2 d 3 ) |1/p−1/2| ), where 1/p + 1/q = 1.
Theorem 12 (follows from [9] , [12] φ(n, d) is the time to exactly solve an n × d p regression problem, andα,β m are as above.
The work [11] plugged their OSE with m = d 2 · polylog(n), s = log n into Theorem 12 above (recallβ m depends on m 2 ). On the other hand, one obtains improved dependence on d by using our Theorem 5 with m = d polylog n, s = polylog n. If n, d are polynomially related one can also use Theorem 8 with m = O(d 1+γ ), s = O γ (1) for any γ > 0. Also see [40] for an improved reduction from p regression to OSE's.
Low Rank Approximation (reduction to OSE's in [11] ): Theorem 13. Given A ∈ R n×n , there are 2 algorithms that, with probability at least 3/5, find 3 matrices U, Σ, V where U is of size n × k, Σ is of size k × k, V is of size n × k, U T U = V T V = I k , Σ is a diagonal matrix, and
The first algorithm runs in time O(nnz(A)) +Õ(nk 2 + nk ω−1 ε −1−ω + k ω ε −2−ω ). The second algorithm runs in time O γ (nnz(A)) +Õ(nk ω+γ−1 ε −1−ω−γ + k ω+γ ε −2−ω−γ ) for any constant γ > 0.
IV. OPEN PROBLEM
As discussed previously, the work here can be seen as a natural extension of the sparse Johnson Lindenstrauss lemma [22] . Indeed, D being an OSE means that for all U ∈ R n×d with orthonormal columns, P Π ( (ΠU ) * (ΠU ) − I > ε) < δ
The case d = 1 corresponds to the Johnson-Lindenstrauss lemma. We state the following conjecture.
Conjecture 14. Let Π be an OSNAP with m = Ω((d + log(1/δ))/ε 2 ), s = Ω(log(d/δ)/ε). Then Eq. (10) holds. In fact, with these parameter settings, it holds that ε − · Etr(((ΠU ) * (ΠU ) − I) ) < δ for = Θ(log(d/δ)) an even integer, so that the analysis can follow the moment method.
Conjecture 14 is true for d = 1 [22] , and for larger d holds up to log O(1) (d/δ) factors in m and s by Theorem 5. We remark that it is even open to resolve Conjecture 14 in the dense case of s = m by using the moment method.
