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InWang andXu (2006) [15,16] the authors introduced a family of graphsHn and gave some
methods for finding graphs among this family that are determined by their generalized
spectra. This paper is a continuation of our previous work. We further show that almost all
graphs in Hn are determined by their generalized spectra. This gives some evidences for
the conjecture that almost all graphs are determined by their generalized spectra.
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1. Introduction
Recently, the characterizations of graphs using their spectra have been a hot topic, and attracted the attention of many
researchers. For example, in [4,6,8,10,12,17], some specific (new) families of graphs were shown to be determined by their
adjacency spectra, or Laplacian spectra; in [15,16], a new method was proposed for finding graphs that are determined by
their generalized spectra. For a background and recent surveys on this topic, we refer the reader to [13,14] and the references
therein.
In this paper, we are mainly concerned with the asymptotic behavior of graphs that are determined by their spectra (DS
for short). In 1973, Schwenk [11] showed that almost all trees are not DS. Since then, it has been an open question for what
would be true for general graphs. Are almost all graphs DS, are almost all graphs non-DS, or is neither true?
Godsil andMcKay [5] found in 1976 that about 18.6% are non-DSwith respect to the adjacency spectrumamong all graphs
with nine vertices that are enumerated by computers. Haemers and Spence [7] extended the result to various spectra (such as
the Laplacian spectrum, the generalized spectrum, etc.) for all enumerated graphs on nomore than 11 vertices (see Table 1).
These enumeration results suggest the following conjecture:
Conjecture 1. Almost all graphs are DS (with respect to the adjacency spectrum, the Laplacian spectrum, and the generalized
spectrum).
However, the enumeration method cannot go further due to the exponentially increased computational complexity. So
there is no further evidence to support Conjecture 1.
More recently, the authors [15,16] introduced a family of graphsHn (see Section 2 for the definition) and gave some new
methods to determine the DS property of graphs inHn. The proposed methods are suitable to demonstrate a large number
of DS graphs, which enable us to estimate the probability that a graph inHn is DS.
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Table 1
Fractions of non-DS graphs.
n # graphs Adjacency spectrum Laplace spectrum Generalized spectrum
2 2 0 0 0
3 4 0 0 0
4 11 0 0 0
5 34 0.059 0 0
6 156 0.064 0.026 0
7 1044 0.105 0.125 0.038
8 12346 0.139 0.143 0.094
9 274668 0.186 0.155 0.160
10 12005168 0.213 0.118 0.201
11 1018997864 0.211 0.090 0.208
Table 2
Fractions of DS graphs inHn .
n m
′
m
m′′
m
m′
m′′
15 0 0.25 0
20 0 0.17 0
25 0.02 0.18 0.11
30 0.04 0.17 0.17
35 0.18 0.25 0.72
40 0.18 0.21 0.86
45 0.22 0.22 1.00
50 0.21 0.22 0.95
The main idea is as follows: Randomly choose m graphs independently. Among these graphs, if there are m′′ graphs
that belong toHn; and there are m′ DS graphs among the m′′ graphs (this can be done by the method in [15,16]), then the
probability that G ∈ G(n, 1/2) belongs toHn is roughly m′′/m; and the probability that G is a DS graph that belongs toHn
is roughlym′/m; the probability that a graph inHn is DS is roughly ism′/m′′.
Set m = 100 (clearly the larger the m is, the more accurate the estimation). Table 2 records the result of one of such
numerical experiments.
The above table suggests:
(i) The probability that a random graph is DS might be bounded below by a positive constant (nearly 0.2), as n→∞;
(ii) The family of graphsHn might have positive density (nearly 0.2) (that is, the fraction of graphs inHn among all graph
on n vertices tends to a positive constant as n→∞);
(iii) Almost all graphs inHn are DS.
Clearly, (ii) and (iii) imply (i). However, it seems difficult to give a proof to (ii). The main objective of this paper is to show
that (iii) is essentially true, and hence we have the following theorem:
Theorem 1.1. Almost all graphs inHn are DS w.r.t. their generalized spectra.
As mentioned above, numerical experiments do suggest that the family of graphsHn may have positive density (though
we cannot give a proof at present). Thus, it follows from Theorem 1.1 that DS graphs may have positive density, which gives
some evidences to support Conjecture 1.
The proof of Theorem 1.1 is based on some of our previous results from [15,16]. The key fact used is that, if a graph
G ∈ Hn is not DS, then there exists a rational orthogonal matrix Q with special structure such that Q TA(G)Q is a symmetric
(0,1)-matrix with zero diagonals (A(G) is the adjacency matrix of graph G). Thus, the intuition behind the proof is that, the
structures of these Q ’s are so special that graphs Gwith the above property are so ‘few’.
The rest of the paper is organized as follows: In Section 2, we briefly review some known results needed in the paper. In
Section 3, we present the proof of Theorem 1.1. Conclusions are given in Section 4.
2. Preliminaries
For convenience of the reader, in this section, we will briefly review some known results from [15,16] and some basic
notions from random graph theory and probability theory.
2.1. Definition of the family of graphsHn
Let G be a simple graph with (0, 1)-adjacency matrix A(G). The spectrum of G consists of all the eigenvalues (together
with their multiplicities) of the matrix A(G). The spectrum of G together with that of its complement will be referred to as
the generalized spectrum of G in the paper (for some notions and terminologies in graph spectra, see [3]).
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For a given graph G, we say that G is determined by its spectrum (DS for short), if any graph having the same spectrum as
G is necessarily isomorphic to G. (Of course, the spectrum concerned should be specified.)
An eigenvalue of a graph G is simple if its multiplicity is one, and main if it has an associated eigenvector with the sum
of all the entries not equal to zero. Denote by Gn the set of graphs on n vertices whose eigenvalues are all simple and main.
Define
QG =
{
Q is a rational Qe = e, Q TA(G)Q is a symmetric
orthogonal matrix (0, 1)-matrix with zero diagonal
}
,
where e is the all-one vector. We have the following theorem:
Theorem 2.1 ([15]). Let G ∈ Gn. Then G is DS w.r.t. the generalized spectrum iff the set QG contains only permutation matrices.
By the theorem above, in order to determine whether a given graph G ∈ Gn is DS or not w.r.t. the generalized spectrum,
It needs to determine those Q inQG explicitly.
The level of a rational orthogonal matrix Q with Qe = e is the smallest positive integer N such that NQ is an integral
matrix. Clearly, N is the least common denominator of all the entries of the matrix Q .
Next, we introduce a subsetHn ⊂ Gn, the level of those Q ∈ QG equals either 1 or 2, and hence it can be expected that
QG can be determined effectively, for each G ∈ Hn.
To give some motivations for the definition of Hn, first we give the relationships between the values of N for matrices
Q ∈ QG and properties of the walk-matrix W (G) =: [e, A(G)e, . . . , A(G)n−1e] of G. Recall that an n × n matrix U with
integer entries is called unimodular if det(U) = ±1. The Smith Normal Form (SNF in short) of an integral matrix M is
of the form diag(d1, d2, . . . , dn), where di is the ith elementary divisor of the matrix M and di|di+1 (i = 1, 2, . . . , n − 1)
hold. It is well known that for every integral matrix M with full rank, there exist unimodular matrices U and V such that
M = USV = Udiag(d1, d2, . . . , dn)V , where S is the SNF of the matrix M . For a graph G ∈ Gn, it is not difficult to show
that dn(G) is the smallest positive integer ` such that `W (G)−1 is an integral matrix (it is well known that G ∈ Gn iff
det(W (G)) 6= 0).
Theorem 2.2 ([15]). Let W (G) be the walk-matrix of a graph G ∈ Gn, and Q ∈ QG with level N. Then we have:
(a) W (G)TQ is an integral matrix.
(b) N|dn(G), where dn(G) is the nth elementary divisor of the walk-matrix W (G).
(c) Let p be any prime factor of dn(G). If p|N, then the following system of congruence equations must have a non-trivial solution
(x 6≡ 0 Mod p).
W (G)T x ≡ 0, xT x ≡ 0 (Mod p). (1)
Theorem 2.2(b) shows that N is a divisor of dn(G), and hence all possible values of N are finite for a given graph in Gn and
can be effectively computed through calculating the SNF ofW (G). While (c) shows that not all of the divisors of dn(G) can
be a divisor of N; let p be any prime factor of dn(G) and if (1) has no non-trivial solution, then pmust not be a prime factor of
N , and it can be excluded from further consideration. Using this way, it can be expected that many possibilities of the values
of the divisors of dn(G) can be excluded.
Now we are ready to introduce the following family of graphs:
Hn =
{ The SNF ofW (G) is diag(1, . . . , 1, 2, . . . , 2, 2b)with
G ∈ Gn b odd, the number of 2′s is bn/2c, and for each prime
factor p of b, (1) has only trivial solutions.
}
.
Note that for a given graph G, whether G ∈ Hn can be verified through calculating the SNF of the walk-matrixW (G) of
G. By the definition ofHn and Theorem 2.1, the following theorem is easily obtained:
Theorem 2.3. Let G ∈ Hn and Q ∈ QG with level N. If G is non-DS, then N = 2.
Next, we give the basic structures of those rational orthogonal matrices with level N = 2.
2.2. Rational orthogonal matrices with level two
Recall that an n by nmatrixM is called partly decomposable, if there exist permutation matrices P1 and P2 such that
P1AP2 =
[
M1 M2
O M3
]
,
where M1 and M3 are square matrices. If a matrix is not partly decomposable, it is called fully indecomposable (see [2]). If
an orthogonal matrix Q is partly decomposable, then it can be converted into the following form by permuting rows and
permuting columns:[
Q1 O
O Q2
]
,
where Q1 and Q2 are orthogonal matrices.
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The following theorem is a slight modification of a theorem in [16], which gives the basic structures of the fully
indecomposable rational orthogonal matrices with level N = 2 and Qe = e.
Theorem 2.4 ([16]). Let Q be a fully indecomposable rational orthogonal matrices with level N = 2 and Qe = e. Then there exist
permutation matrices P1 and P2 such that P1QP2 can be written as one of the following canonical form:
(i) 12
[−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
]
.
(ii) 12

X O O Y
Y X O
O Y X
. . .
X O O
Y X O
O Y X
,
where X =
[
1 1
1 1
]
, Y =
[
1 −1
−1 1
]
, O =
[
0 0
0 0
]
.
(iii) 12

1 0 0 1 1 −1 0
1 0 1 0 −1 0 1
1 1 0 0 0 1 −1
−1 1 1 1 0 0 0
0 1 0 −1 1 0 1
0 −1 1 0 1 1 0
0 0 −1 1 0 1 1
 or 12

1 0 0 1 1 −1 0 0
1 0 1 0 −1 0 1 0
1 1 0 0 0 1 −1 0
−1 1 1 1 0 0 0 0
0 1 −1 0 0 0 1 1
0 −1 0 1 0 1 0 1
0 0 1 −1 1 0 0 1
0 0 0 0 1 1 1 −1
 .
Let Q be an arbitrary rational orthogonal matrix with level two and Qe = e. Then Q can be written as the following
canonical form by permuting rows and columns appropriately:
Q1
Q2
. . .
Qr
In−s
 , (2)
where Qi is of form (i), (ii) or (iii) as in Theorem 2.4 with order ni ∈ {4, 7, 2k, k ≥ 3} satisfying n1 ≤ n2 · · · ≤ nr , and In−s
is an identity matrix of order n − s and s = ∑ri=1 ni. We will denote by Q (n; n1, n2, . . . , nr) the set of all canonical forms
defined as in Eq. (2) with given n1 ≤ n2 ≤ · · · ≤ nr (ni ∈ {4, 7, 2k, k ≥ 3}) and n. Note that Q (n; n1, n2, . . . , nr) contains at
most 2bs/8c elements, since when ni = 8, there are two choices for each Qi.
2.3. Some basic notions from random graph theory
Now, we recall some basic notions from probability theory and random graph theory.
Let (Ω,F , P) be a probability space, a (0,1)-random variable ξ is a F -measurable function from Ω to {0, 1}. Denote
by Pr(ξ = a) the probability of the event {ω|ξ(ω) = a}. A system of (0,1)-random variables ξi, i = 1, 2, . . . , k are called
independent if Pr(ξ1 = a1, ξ2 = a2, . . . , ξk = ak) =∏ki=1 Pr(ξi = ai) holds for arbitrary ai ∈ {0, 1}.
Denote by G(n, p) the probability space that consists of all graphs on n vertices, in which an edge of graph G ∈ G(n, p) is
chosen independently with probability p. Thus, the probability that a random graph coincides with a specific graph H with
m edges is pm(1− p)M−m, whereM = ( n2 ). (For some notions and terminologies in random graph theory, see [1].)
In particular, we aremore interested inG(n, 12 ). In the remaining part of the paper, G ∈ G(n, 12 ) always denotes a random
graph, and it is convenient to identifyGwith its adjacencymatrixA(G) = (aij), which can be viewed as a (0,1)-randommatrix
whose entries aij (1 ≤ i < j ≤ n) are independent (0,1)-random variables with Pr(aij = 0) = Pr(aij = 1) = 12 for i 6= j.
We say that almost all graphs have property P, if the probability of a random graph G ∈ G(n, 12 ) has property P tends to 1,
as n→∞.
Finally, we fix some notations. Let f (x) and g(x) be two non-negative functions. We write f (x) = O(g(x)) if there exists
a constant c > 0, such that f (x) ≤ cg(x) holds for sufficiently large x > 0. Write f (x)  g(x) if f (x) = O(g(x)) and
g(x) = O(f (x)) hold simultaneously. For a real number x > 0, bxc is the integer part of x, dxe denotes the smallest integer
which is greater than or equal to x. F2 is the finite field with two elements 0 and 1.
3. Proof of Theorem 1.1
Before presenting the proof to Theorem 1.1, we shall give a heuristic argument to show why Theorem 1.1 might be true.
Let G ∈ G(n, 12 ) be a random graph. Let’s illustrate that Pr(G is non-DS|G ∈ Hn)→ 0 as n→∞.
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Note that if G ∈ Hn and G is non-DS, then Eq. (1) must have a non-trivial solution for p = 2 (all prime factors p > 2
are excluded by the definition of Hn). Thus, the above probability is no more than the probability that Eq. (1) has a non-
trivial solution for p = 2. While this is equivalent to that there exist four columns of the walk-matrix W (G), the sum of
which equals zero over F2. Now if we further assume that the column vectors (except for the first column) of W (G) are
independent random vectors, then the probability that Eq. (1) has a non-trivial solution equals
( n
4
)
( 12 )
n−1 → 0 as n→∞.
However, the column vectors (except for the first column) ofW (G)might be dependent, so the above idea does not work in
practice.
Thus, to prove Theorem 1.1, some new ideas are needed. First, we present a lemma that will be needed in the sequel.
Lemma 3.1 ([9]). Let p(s) be the number of solutions to the Diophantine equation
∑r
i=1 xi = s, where x1 ≤ x2 ≤ · · · ≤ xr and
r are positive integers. That is, p(s) is the partition number of an integer s > 0. Then p(s) = eO(√s).
The following lemma lies at the heart of the proof of Theorem 1.1.
Lemma 3.2. Let Q ∈ Q (n; n1, n2, . . . , nr) be a fixed rational orthogonal matrix. Let EQ be an event defined to be
EQ =
{
G ∈ G
(
n,
1
2
)∣∣∣∣Q TA(G)Q is a symmetric (0,1)-matrix with zero diagonals} .
Then we have Pr(EQ ) ≤ ( 12 )Cns, where s =
∑r
i=1 ni, and C > 0 is a constant irrelevant to n and s.
Proof. Consider a random graph G ∈ G(n, 12 ) satisfying the following property:
Q TA(G)Q = B, (3)
where B is a symmetric (0,1)-matrix with zero diagonals.
Write Q = [q1, q2, . . . , qs, . . . , qn], where qi is the ith column of Q . By Eq. (3) we get
A(G)qi = bi1q1 + bi2q2 + · · · + bi,nqn, for i = 1, 2, . . . , n. (4)
Now, multiplying 2 on both sides of Eq. (4), then reducing modulo 2 on both sides, it can be written as equalities over F2
(for convenience, here and below we shall work with the finite field F2, and we do not distinguish qi and 2qi Mod 2):
A(G)qi = bi1q1 + bi2q2 + · · · + bi,sqs over F2, for i = 1, 2, . . . , s, (5)
where bij ∈ F2 and qi ∈ Fn2.
As in the aforementioned heuristic argument, the possible dependence of random variables is the main obstacle to our
proof of Theorem1.1. To overcome this difficulty, in Eq. (5), we shall focus on some equalities for i selected from {1, 2, . . . , s},
and merely consider a fraction of entries of the vectors on both sides of Eq. (5) corresponding to those equalities for i’s.
More precisely, we shall choose two subsets of indices I, J ⊂ {1, 2, . . . , s} carefully, where I records the indices of those
qi’s in Eq. (5) which we would like to consider, and moreover, all these qi’s are required to be pairwise disjoint from each
other (meaning the indices of their non-zero entries are distinct); J records some of the row indices of the column vector
ηi =: A(G)qi, the properties of the corresponding entries (i.e., ηji, see further explanation below) implied by Eq. (5) will be
examined later, for all i ∈ I . Furthermore, I and J are required to have the following properties:
(a) Let I ′ be the union of the set of indices of non-zero entries of qi, for i ∈ I . Then I ′ ∩ J = ∅;
(b) The size of I and J are not different very much from s asymptotically, i.e., |I|  s and |J|  s.
Note that qi ∈ Fn2 is a vector with exactly four ‘‘1’’, for 1 ≤ i ≤ s. Thus, ηi =: A(G)qi is the sum of four columns of A(G)
(over F2). That is, ηji = aji1 + aji2 + aji3 + aji4 , where i1, i2, i3 and i4 are the indices of the non-zero entries ‘‘1’’ of qi and ηji
denotes the jth entry of vector ηi. An important observation is that, by requiring I ′ ∩ J = ∅ and all qi’s to be disjoint, all the
entries ηji are independent random (0,1)-variables, for i ∈ I, j ∈ J . This is because all the entries aji are distinct and hence
independent, for i ∈ I ′, j ∈ J . Moreover, as we shall see later, by requiring |I|  s and |J|  s, we shall be able to estimate
the probability Pr(EQ ) in terms of s.
There aremany possible ways to select I and J . In what follows, we shall give a simplemethod for doing so. Themain idea
is that, if the order of some Qi is small (say, less than a constant number), we classify these Qi’s into two groups of roughly
the same cardinality, and choose an arbitrary column from each of the Qi’s in one group, records its column index and put it
into I; choose an arbitrary column from each of the Qi’s in another group, records its row indices of non-zero entries (there
exactly four such indices for each column), and put it into J . For each Qi of larger order, we choose disjoint columns of Qi,
classify them into two parts, then similar arguments as above can still be applied.
Following is a concrete construction based on the above idea. We distinguish two cases.
Case 1. Consider those Qi’s (i = 1, 2, . . . , r) which are either of form (i), (iii) or of form (ii) with order 6, as in Theorem 2.4.
Clearly, the order ni ∈ {4, 6, 7, 8}. Let k be the total number of such Qi’s. Then divide these Qi’s into two groups of almost
equal size, say, the first d k2eQi’s form a group and the last b k2cQi’s form another group. Next, for each Qi in the first group,
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choose the first column ofQi to be some qi and put its corresponding column indices (w.r.t.Q ) into I; while forQi’s contained
in the second group, put the row indices (w.r.t. Q ) of the non-zero entries of the first column of each Qi into J .
Case 2. Consider those Qi’s of form (ii) with order ni (≥8). For each of such Qi, we shall choose the 1st, the 5th, . . ., the
(4d 12d ni−24 ee− 3)-th column of Qi to be some qi’s (the totally number of columns is d 12d ni−24 ee), and put their corresponding
column indices (w.r.t. Q ) into I; put the row indices (w.r.t. Q ) of the non-zero entries of the (4d 12d ni−24 ee + 1)-th,
(4d 12d ni−24 ee + 5)-th, . . ., 4d ni−24 e − 3 columns into J (the totally number of elements put into J is 4b 12d ni−24 ec).
Claim 1. I and J constructed above satisfy properties (a) and (b) above, for r ≥ 2 and k ≥ 1.
Actually, by the rules our construction, I ′ ∩ J = ∅ follows immediately. It only needs to show property (b) is correct.
For those Qi’s in Case 1, the number of indices put into I (resp. J) is d k2e (resp. 4b k2c). Denote by s1 the sum of the order
of these Qi’s. Then s1 ≤ 8k ≤ 24b k2c for k > 1. It follows that the indices put into I is at least s124 , the number of indices put
into J is at least s16 , for k > 1.
For those Qi’s in Case 2, the number of columns put into I is d 12d ni−24 ee ≥ ni16 , the number of row indices put into J is
4b 12d ni−24 ec ≥ ni12 , for ni ≥ 8. Thus, the number of elements put into I and J in Case 2 both ≥ s216 , where s2 is the sum of
orders of those Qi’s in Case 2. Combining the above inequalities together gives |I| ≥ s124 + s216 ≥ s24 , |J| ≥ s16 + s216 ≥ s24 for
k > 1. The case when k = 1 can be proved similarly. Further note |I| ≤ s, |J| ≤ |s|. Thus, the claim follows.
Claim 2. Let j1, j2, j3, j4 ∈ J be obtained from the indices of the non-zero entries of one column of some Qj, as constructed above.
Then we have ηj1 i + ηj2 i + ηj3 i + ηj4 i = 0 over F2, for any i ∈ I .
In fact, by Eq. (5) and the structure of matrix Q , the 4 × 1 vector (ηj1 i, ηj2 i, ηj3i, ηj4i)T can be written asMb, where b is a
vector formed by some coefficients of matrix B in Eq. (5). If Qj is form (i), thenM is the 4× 4 all-one matrix; if Qj is form (ii),
then M =
[
X O Y
Y X O
]
(Mod 2)or M =
[
Y X O
O Y X
]
(Mod 2) (X, Y are defined as in Theorem 2.4); if Qi is of form (iii), M is
the sub-matrix formed by the first four rows of matrix 2Qi Mod 2. of Theorem 2.4. In either case, since the number of 1’s in
each column ofM is an even number. A simple computation shows Claim 2 holds.
Finally, we are ready to estimate Pr(EQ ). First assume r ≥ 2 and k ≥ 1.
Note that aji are distinct for i ∈ I ′ and j ∈ {n−s+1, . . . , n}. It follows thatηji are independent for i ∈ I , j ∈ {n−s+1, . . . , n}.
By the right hand side of Eq. (5), ηji = 0 over F2. Note that ηi is the sum of four independent (0,1)-random variables, we get
Pr(ηji = 0) = 12 . Thus,
Pr(ηji = 0, j ∈ {n− s+ 1, n− s+ 2, . . . , n}) =
(
1
2
)n−s
, for i ∈ I. (6)
By Claim 2 we get Pr(ηj1i + ηj2i + ηj3 i + ηj4 i = 0) = 12 . and
Pr(ηj1 i + ηj2 i + ηj3 i + ηj4 i = 0, {j1, j2, j3, j4} ∈ J) =
(
1
2
)|J|/4
, for i ∈ I. (7)
Note that Eq. (3) implies Eqs. (6) and (7). Furthermore, by the independence of the random variables ηji, ηj1i+ηj2i+ηj3 i+
ηj4 i, for i ∈ I, {j1, j2, j3, j4} ∈ V2, j ∈ {n− s+ 1, n− s+ 2, . . . , n}, we have
Pr(EQ ) ≤
[(
1
2
)|J|/4 (1
2
)n−s]|I|
. (8)
Since |I| ≥ cs and |J| ≥ cs for the constant c = 124 , we have
P(EQ ) ≤
[(
1
2
)cs/4 (1
2
)n−s]cs
≤
(
1
2
)c2sn/4
,
where the last inequality follows from the fact cn/4 ≤ n− s+ cs/4. Let C = c2/4. Then the lemma follows immediately by
noting that, if r = k = 1, the lemma follows directly from Eq. (6). This completes the proof. 
Proof of Theorem 1.1. Let G ∈ Hn. If G is non-DS, then it follows from Theorem 2.3 that there exists a rational orthogonal
matrix Q with level two such that Eq. (3) holds. To estimate Pr(G is non-DS|G ∈ Hn), it suffices to estimate∑Q Pr(EQ ),
where Q goes through all rational orthogonal matrices with level two and Qe = e.
For a fixed integer 4 ≤ s ≤ n, the number of canonical forms contained in Q (n; n1, n2, . . . , nr) with∑ri=1 = s is no
more than 2bs/8c times p(s) = eO(√s) (see Lemma 3.1). The number of those Q ’s whose canonical forms are contained in
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Q (n; n1, n2, . . . , nr) is at most (Pns )2 =: (n(n− 1) · · · (n− s+ 1))2 < n2s, which can be obtained from each canonical forms
in Q (n; n1, n2, . . . , nr) by permuting the rows and columns arbitrarily. Finally, by varying s, we obtained all such Q ’s.
Thus, we reach the following estimates:
Pr(G is non-DS|G ∈ Hn) ≤
n∑
s=4
2bs/8cp(s)n2sPr(EQ ) ≤
n∑
s=4
2s/8eO(
√
s)n2s
(
1
2
)Cns
.
Note eO(
√
s) ≤ eO(s), we get
2s/8eO(
√
s)n2s
(
1
2
)Cns
≤
[
21/8eO(1)n2
(
1
2
)c1c2n]s
=: sn.
Note n → 0, as n→∞. It follows that
Pr(G is non-DS|G ∈ Hn) ≤
n∑
s=4
sn = O(4n)→ 0, as n→∞.
Therefore, Pr(G is DS|G ∈ Hn)→ 1 as n→∞. This complete the proof. 
4. Conclusions
In this paper,wehave shown that almost all graphs inHn areDSw.r.t. their generalized spectrum.Numerical experiments
indicate thatHn may have positive density (nearly 0.2). We conclude the paper by further giving a heuristic argument (not
a proof) to support this belief.
First, we show that for most graphs G, all odd prime factors of dn(G) can be excluded (see also [16]). For a fixed prime
p > 2, randomly choose a graph G ∈ G(n, 1/2), then the probability that the first equation of Eq. (1) has a non-trivial
solution is about 1/p. In the case that the first equation has a non-trivial solution, the probability that the second equation
has a solution is also about 1/p. Therefore the probability that Eq. (1) has only trivial solutions is about (1− 1/p2), and the
probability that all odd primes can be excluded is about
∏
p(1− 1/p2) = 8/pi2 ≈ 81%, where p runs through all the primes
larger than 2.
For p = 2, the situation is more complicated. We can show that 2b n2 c always divides det(W (G)). Moreover, we can show
that G ∈ Hn iff all factors p > 2 of det(W (G)) (6= 0) can be excluded and det(W (G))
2b
n
2 c
is odd. The probability of the former is
about 81%, we believe that the probability of the later is positive, since it seems that there is no reason that det(W (G))
2b
n
2 c
is even
for almost all G’s.
The above argument gives someevidence thatHnmight havepositive density, andhenceDS graphs (w.r.t. the generalized
spectra) might have positive density. We hope that our method in the paper could be generalized to give a possible way to
deal with Conjecture 1, or at least, to show that DS graphs have positive density.
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