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Abstract
The peaks in data from electrophoresis are parameterised in terms of a resonance model. The method we describe
is based on forming a rational interpolant to the data. The interpolant is converted to a resonance approximation for
symmetrical peaks; themethod is found to discriminate successfully against formationof a resonance approximations
to asymmetrical peaks. The method would also apply to equally good quality data from GC, LC and NMR.
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1. Introduction
Resonance peaks [5, Chapter 23] feature in many models of physical phenomena. In the context of our
experiments with capillary electrophoresis (CE), we observe that many of the peaks are symmetrically
shaped, and we ﬁnd that a resonance model ﬁts these peaks remarkably well. Consequently, ‘ﬁne’numer-
ical data [12] can be derived for each of its parameters. We describe a fast algorithm based on the use of
[3/2]-type rational interpolants for ﬁtting such peaks. Peaks that cannot be ﬁtted in this way are mostly
asymmetrical and have a more complex structure. If these shapes are self-similar, Baker’s method [1]
can be used; more generally, the use of general B-splines should be considered [7]. An aim of this work
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was to determine, as far as possible, the position and width of secondary peaks appearing as shoulders on
larger peaks. This is important because CE is capable of high-resolution separation in the time domain of
complex mixtures of resonance peaks, whose shape and position can be used to characterise a particular
chemical mixture. Thus it is important a priori that an individual peak represents a single entity. This
work has therefore focused on establishing the so-called ‘peak purity’ of individual resonance peaks
by mathematical methods. Recent work on dispersion phenomena in capillary zone electrophoresis has
identiﬁed some of the technical factors that contribute to the peak dispersion observed in practice [6].
However, in the absence of a theoretical model for the shape of CE peaks, and being fully aware of the
well-known numerical instability associated with over-parameterisation [10, Section 15.4], we tentatively
claim that the resonance approximations help qualitatively but not quantitatively in the characterisation
of secondary peaks.
One application area of this research is in the design of chemical analyticalmethods for the international
regulatory control of “Nutraceuticals”. These are food additives based on plant extracts with claimed
therapeutic beneﬁts. Commercial formulations of Echinacea species represent a particular example, where
the complex mixtures of chemical compounds are separated for quality control purposes by CE. In this
method, a high voltage is applied to a narrow capillary of electrolyte where the sample components are
separated into discrete zones. These zones are translated into peaks in the time domain as a so-called
“electropherogram” and their patterns permit comparison of a test sample with an accepted standard.
One aim of this study is to match these patterns systematically and extract common features, for example
relative peak positions and peak shape, among different commercial products.
The CE system employed for these experiments was a ‘P/ACE MDQ System’ (Beckman Instruments
Inc., Fullerton, USA) with ultraviolet photodiode array detection at 320 nm. Further details are given
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Fig. 1. An electropherogram of Echinacea species.
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in [3]. The raw data were acquired at 128Hz to generate smoothed data points at 4Hz for a PC using
MDQ software (version 2.3) [13]. These data were exported as ASCII ﬁles for analysis using MATLAB
6.0. During each run, typically 4000 values yi of the absorbance y(t) at times ti were acquired, yielding
the data set {(ti, yi)}ni=1.
In Fig. 1, we show a sample of some data showing conspicuous peaks. It is clear, in general terms, that
there are also many smaller peaks that form ‘the background’. We have noted that the second differences
2yi of the data are remarkably smooth. This smoothness indicates [4, Section 2.6] that the noise level
is only about one or at most two units in values of yi which are typically 103–104, as shown in Fig. 1.
Our conclusion is that the measured values of yi are reasonably accurate and that the data give a good
representation of a very complex structure.
The methodology we describe below would be applicable in other branches of chemometrics applied,
for example, to gas chromatography, liquid chromatography, nuclear magnetic resonance spectroscopy,
etc., whenever the quality of the data is at least as good as that noted above, and the results can be used
for pattern matching [9,12]. Our analysis results in a parameterisation of the form (3) for a symmetrical
peak. Deﬁnitive estimates of peak position, height and width follow directly from this formula.
2. The identiﬁcation of a peak
Bearing in mind the likelihood of some background to the peaks observed, we can make the assumption
that this background is relatively smooth. The simplest model of a smooth background is one that is locally
constant or locally linear and does not have any peaks or shoulders. Some maxima in the data represent
peaks corresponding to an identiﬁable chemical component. Other maxima correspond to noise at a
very low level or peaks of no signiﬁcance. A good algorithm for the parameterisation of peaks has to
discriminate between what constitutes a signiﬁcant peak and what does not. We have chosen to identify
peaks by ﬁnding the points of inﬂection which necessarily occur on each side of a peak. In passing, we
note that the more standard approach that identiﬁes a local maximum by a numerical sign change in yi
is a numerically unstable method for determination of a peak’s position.
In this paper we use forward differences yi := yi+1 − yi , and we identify points of inﬂection
principally by locating a numerical sign change in 2yi . We identify an index l for the point of inﬂection
on the left-hand side (or ‘leading edge’) of a peak, and nearest to it, by 2yl−1 ≈ 0 and yl > 0. These
formulae correspond to y′′(t) = 0 and y′(t)> 0 at a point of inﬂection of the absorbance y(t). Similarly
we identify r as the index corresponding to the nearest point of inﬂection on the right-hand side (or
‘trailing edge’) of a peak by 2yr−1 ≈ 0 and yr−1 < 0. We use pragmatic checks that yl and yr−1,
respectively, are signiﬁcantly positive and negative.
Estimates of peak position are said to be ‘ﬁne’ [12] if they have greater precision than the time step
length ti . In the next section we will show how some of the values {(ti, yi)}ni=1 are used to derive a ﬁne
value of the position of the peak.
In the given interval [tl, tr ] described above there are many ways of ﬁtting the data. Most of them give
a good ﬁt on this basic interval, but very different values outside the interval. Unless, or until, the shape
of the peaks is known theoretically, extrapolation outside the interval must be regarded as speculative.
Most of the popular methods for ﬁtting CE data are linear methods [7,12] which have the advantage of
additivity. The interpolation method we describe in the next section is nonlinear. Whatever method is
used to ﬁt the data, an interval for the approximation (or the data set for interpolation) must be speciﬁed.
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For example, least-squares approximation might be used on the interval [tl, tr ] or on the interval [1, 6]
speciﬁed below. It is very difﬁcult to be deﬁnitive about what is generally meant by the base of a peak;
it is often taken to be the distance between the two intercepts on the baseline formed by extrapolation of
the tangents drawn through the points of inﬂection on each side of a peak, and the identiﬁcation of [tl, tr ]
is a necessary initial step.
3. From interpolants to approximants
To accurately parameterise a CE peak on the base [tl, tr ] or an extension of it, we start with a [3/2]-type
Thiele rational interpolant [2]. This takes the continued fraction form
r(t) = b1 + t − 1
b2 +
t − 2
b3 + · · ·
t − 5
b6
. (1)
It is most easily and accurately constructed from the data values in this form [8]. It can be re-expressed
as
r(t) = a1 + a2t + a3 + a4t
t2 + a5t + a6 . (2)
Each interpolant is determined by six data points {(k,k)}6k=1. We choose the abscissae {k}6k=1 to be
ordered and to be as equally spaced as possible with (2,2) ≡ (tl, yl) and (5,5) ≡ (tr , yr) being the
two selected data points very near actual points of inﬂection. We would like to regard the linear term in
the right-hand side of (2) as representing the smooth background, and the true peak to be represented by
a resonance term. This split would require alteration of (2) to a form with a4 = 0 and a requirement that
its denominator be positive. We express these requirements in the formula
rˆ(t) =  + t + 
(t − )2 + 2 . (3)
Our aim is to compute rˆ(t) in (3) as an approximation to the actual data. Ideally, minimal changes k
in each of the k are required so that rˆ(t) interpolates the data {(k,k + k)}6k=1. The changes k
should be of equal magnitude  so that
k = sk, (4)
where sk = sign(k)=±1. Since nonlinear mini–max approximation is complicated [11, Chapter 9], its
strict application would scarcely be justiﬁable for CE data in practice. We make small numerical changes
in each of the ordinates k and use (2) to estimate the value of
gk = a4
k
for k = 1, 2, . . . , 6. (5)
We evaluate k = sign(a4gk) and compute
	 = −|a4|∑6
k=1|gk|
. (6)
The type [3/2] rational interpolant is then constructed on the data setS={(k,k +	k)}6k=1 with 	k =k	.
Note that the form of (6) is characteristic of a steepest descent method.
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We justify the use of (6) for forming the data setS by noting that a ﬁrst-order estimate of the change
of value of a4 is
	a4 ≈
6∑
k=1
a4
k
	k =
6∑
k=1
gkk	 (7)
after using (5). By substituting for k and using (6), we ﬁnd that 	a4 ≈ −a4, indicating that a4 ≈ 0 on
the new data setS.
The method is used iteratively to achieve the result a4 = 0 in (2), even though the cumulative changes
	k in the ordinates may no longer be equal. Because there are six ordinates to be altered to achieve a4=0
in (2), it is not surprising that very small values of 	k were found to sufﬁce for good approximation of
symmetrical peaks.
For symmetrically shaped peaks, we found that the method of steepest descent, when used as described
above to get a4 = 0, converges very rapidly. When the method did not converge, the peaks were found to
be asymmetrical, and so a ﬁt with rˆ(t) in (3) should not be expected. In this way, the method discriminates
between symmetrical and asymmetrical peaks, and compensates for a linear background. Three further
pragmatic checks,
> 0, a1 + a21 > 0, a1 + a26 > 0 (8)
are also required to ensure that (3) faithfully represents a real peak rather than a mathematical ﬁt to a
highly asymmetrical structure.
We also computed the parameters of rˆ(t) as the least-squares approximation to the data for a peak,
typically on the interval [1, 6]. It is well known that the performance of least-squares algorithms is
improved enormously by a good initialisation [10, Section 15.5]. Use of the [3/2]-type interpolant for
the initial parameterisation typically reduced the number of iterations to about a tenth of those required
with reasonable starting values. Moreover, for symmetrical peaks, the improvement in the mean square
deviation obtained using least-squares optimisation compared with that of the rational approximant found
by steepest descent typically corresponded to a reduction by 25%.
4. A numerical example
In Fig. 2, we show a typical result obtained (a) using [3/2]-type rational interpolation (b) the resonance
approximation (3) obtained by steepest descent and (c) the resonance approximation (3) obtained by
least-squares approximation. Case (a) refers to the [3/2]-type interpolant (3) that interpolates the data
{(k,k)}6k=1. It is shown by a dashed curve in the ﬁgure. Case (b) refers to the [3/2]-type interpolant to
the modiﬁed data {(k,k + 	k)}6k=1. It takes form (3) and it is shown by the full curve in the ﬁgure.
Case (c) refers to least-squares ﬁtting of all the data on [1, 6] by another resonance approximation (3).
In case (c), the curve is visually indistinguishable from curve (b) and so they are simply labelled as
[3/2]-approximants. We note how similar the ﬁts are in [2, 5] and how different outside this interval.
In Table 1 we show the changes 	k that were made to the ordinates to yield form (2). Notice that the
initial changes 	k are of equal magnitude, the cumulative changes 	k are of similar magnitude (in this
case they happen to be of equal magnitude), and that all these changes are relatively small.
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Fig. 2. Models of data with peaks.
Table 1
Index (k) Abscissa (k) Ordinate (k) First change (	k) Total change (	k)
1 2175 4307 7.8 8.2
2 2177 5663 −7.8 −8.2
3 2179 6676 7.8 8.2
4 2181 6225 −7.8 −8.2
5 2183 4858 7.8 8.2
6 2185 3754 −7.8 −8.2
The split of rˆ(t) given in (3) into ‘background’ and ‘resonance’ is sensitive to the actual set of data
selected for the approximation; evaluation of the parameters of rˆ(t) is an ill-conditioned problem. Nev-
ertheless, it is interesting to see the effect of subtracting the resonance term from the data in order to
display the secondary peak as clearly as possible. The points labelled ‘depleted data’ show the data after
subtracting out the resonance term, and now the secondary peak is even more conspicuous. All the same,
the dangers of using any extrapolation outside the basic interval are evident from a comparison between
the approximants and the interpolant shown in Fig. 2.
5. Stability, reliability and robustness
A principal aim of this work is to facilitate automatic identiﬁcation and parameterisation of peaks that
can be modelled by (3), and in Section 2 we described an approach to identiﬁcation of a peak in the data.
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Distinguishing between two closely neighbouring peaks and a single peak, and the identiﬁcation of a
small shoulder on a peak are difﬁcult issues. The strategy of using several relatively ‘easy’ tests has been
used here, rather than one decisive test to establish that the data represent a single symmetrical peak.
In practice, there is little difﬁculty in obtaining an interpolant of form (1) or (2). The values of the
i supplied were integers. Consequently the techniques of [8] are more likely to be needed for the
construction of (1). A real [3/2]-type rational interpolant can have three real zeros or one, and two real
poles or none. Thus, a section of a cubic can readily interpolate some oddly shaped peaks. The interpolant
may have real defects [2] on the interval [1, 6], and then it would be unacceptable as a model of the
peak. If, as was the case with the CE data, small changes in the values of the ordinates {i}6i=1 lead to the
form (3) and the positivity tests (8) are passed, then rˆ(t) is an acceptable model of the peak. The fact that
rˆ(t) regularly turned out to be very close to the best least-squares approximation of the data on [1, 6]
indicates that the method described here has a degree of robustness.
The results we present here are mostly based on modelling with [3/2]-type rational interpolants on
speciﬁc points {1, 2, . . . , 6}, or with rational approximants to all the data in the equivalent interval
[1, 6]. We have not described in detail alternatives which were less effective. However, it is worth
mentioning that a similar approach using [1/2]-type interpolants on the four more or less equally spaced
points {tl, 3, 4, tr} is effective for ﬁnding a ‘ﬁne’ value of the local maximum of a peak in many cases.
6. Conclusions
We have presented new methods for obtaining a useful parameterisation of symmetrical peaks in CE.
The rational interpolation procedure usually allows peaks to be ﬁtted by a smooth curve. Subsequent trial
approximation on the same data set with a resonance term plus a linear term using steepest descent seems
to discriminate effectively between simple symmetrical peaks and more complex asymmetrical peaks.
The symmetrical peaks can be plausibly parameterised leading to a qualitative assessment, but not to
quantitative estimates, of possible secondary peaks. Each peak is parameterised by rˆ(t) as given by (3)
in which  is the peak’s estimated position and 2 is its estimated width at half-height.
Least-squares approximation is conventionally regarded as the standard method for ﬁtting a resonance
formula such as (3) to data on some speciﬁed baseline. The method described here was found to give
results very close to the (nonlinear) least-squares approximation of the same form. Moreover, the formula
found by the steepest descent algorithm was found to provide an excellent initialisation for least-squares
approximation because it stabilises the iteration and drastically reduces the computational time.
In principle, the steepest descent method can also convert an interpolant to an approximant for pa-
rameterisation of two neighbouring peaks, and we expect to report on its effectiveness in future work.
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