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I. INTROINX-TION 
The purpose of this paper is to give applications of a new theorem on 
symmetry properties of solutions of nonlinear differential equations of the 
form 







where Q may be a bounded or unbounded region in R”. 
It is natural to ask, if the region Q possesses certain symmetry properties 
which are preserved by Eq. (1 ), must it follow that every solution of (1) 
must inherit these symmetries? For example, if the region Q is invariant 
under rotation, and L and / are, does it follow that every solution must be 
radially symmetric? Clearly, the answer to the question, posed in this 
generality, is no. One need merely take 52 to be the unit ball, L to be the 
Laplacian, and j(u) = i.,u. where i, is an eigenvalue, with corresponding 
eigenfunction not radially symmetric. Thus, additional hypotheses are 
needed. One can, for example, restrict the class of solutions considered. or 
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one can restrict the class of nonlinearities f(x, U) allowed. In [3], Gidas, 
Ni, and Nirenberg studied positive solutions on convex domains, with only 
minimal restrictions on the nonlinearity J 
In this note, we go in a different direction. We allow nonconvex domains 
and solutions which change sign, but the class of nonlinearities which we 
deal with is greatly restricted. Since our approach is operator-theoretic 
rather than maximum-principle-related, we state our theorems for a general 
class of linear normal operators on L*(Q) in Section 2. In Section 3, we 
give a series of elementary applications to a wide variety of differential 
equations, ordinary and partial, elliptic, parabolic, and hyperbolic. In 
Section 4, we give a counterexample to a conjecture of the authors on the 
number of solutions of a semilinear elliptic boundary value problem. 
Throughout the paper, we assume all nonlinearities f(x, U) satisfy a 
global Lipschitz constant, that is for some M If(x, u2) -f‘(x, uZ)I d 
M ( u1 - u21 for all x E Q. This restriction can be eased somewhat by using 
a priori bounds in the manner of [4, 51. 
2. ABSTRACT SYMMETRY THEOREMS 
Let H be the Hilbert space L*(Q). We assume that the operator L is self- 
adjoint, D(L) c H and L: D(L) -+ H. 
Al. We assume L possesses an invariant subspace H, E H, that is, 
L(H,)sH,, L(Hf)zH;. 
Let cr denote the spectrum of L, let cri denote the spectrum of L 
restricted to H, and let oZ denote the spectrum of L restricted to 
H, = Ht. Of course CJ = C, u g2. 
We require (8fli3u)(x, U) be piecewise smooth in u. Let [a, b] be an 
interval which contains the range of (8J/Su)(x, U) for all u E ( - ccj, IX) and 
all x E Sz. 
We make the following assumptions on the nonlinear operator 
21 +f(u( .), .). 
A2. a and b are finite and the intersection of [a, b] with c2 is empty. 
A3. The operator u -+ f( ., u(. )) maps the space H, into itself 
THEOREM 1. Under the assumptiom Al, A2, A3, every solution qf (1) 
belongs to H,. 
Remark. As we shall see, in the applications sections, the space HI will 
usually be defined to be a space of functions satisfying a symmetry 
property. The fact that it is invariant under f reflects the fact that J’ also 
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has these symmetries. The conclusion then is (with the appropriate restric- 
tions on f) that all solutions also have these symmetries. 
Proof of Theorem. Let P be orthogonal projection on Hr. Then Eq. (1) 
is equivalent to the following pair of equations (we suppress the x term 
in f). 
(Z-P) L14= (Z-P) f(u) (2) 
PLl4 = Pf (u), (3) 
which we rewrite, letting o = Pu, IV = (I- P) 14, as 
(i) 
(ii) 
Lw= (I- P)f(u+w) 
LZJ = Pf( c’ + IV). 
(Note that the assumptions on H, guarantee that P commutes with L.) 
Rewrite (4i) as 
(L-y) iv= (Z- P)(f(Lif It’)-y(v + w)), 
where y = (a + b)/2. 
Note that, by the assumptions on i?fiCJu, the function g(u) =f(u) - yu 
must be globally Lipschitz with Lipschitz constant A4 < (b - a)/2. Therefore 
we can conclude that 
for all 12’~ (Z-P) H. 
Also, if Lz = L(Z- P) is regarded as an operator on ZZf = (I- P) H, then 
since the spectrum of L2 is outside the interval [a, b], tt follows that the 
operator norm ll(L? - yZ)-‘11 is strictly less than ((b - a)/2)-I. 
Thus the map 
is a contraction on the space H,, and we can conclude that for each fixed u, 
there exists a unique w(v) which satisfies (4i). 
Now observe that W(U) = 0 satisties (4i), for any choice of U. This is true 
since (I- P) f( a) = 0 since f(v) E H, if u E H, . Therefore, every solution of 
(I) must be a solution of the equation 
Lv = PNv, where t’ E H,, 
from which we conclude that all solutions must be in H,. This concludes 
the proof of the theorem. 
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Remark I. Examining the proof of Theorem 1, we see that, by trun- 
cating .f, in some applications it is only necessary to assume that if u is a 
solution of (1) then there exists a compact interval I disjoint from g2 such 
that (af,@u)(x, U(x)) E I for all x E 0. In a typical application, the range of 
every solution of (1) is compact and in this case it is enough to assume that 
a < (LJf/&)(x, .) < b, where the interval (a, 6) is disjoint from c2 although a 
or b may be infinite or belong to oz. (See Corollary 1, below.) 
Remark II. The same method proves a similar theorem for normal 
operators. We replace assumption Al by 
Al‘. The closed disk, centered at ((a+ b)/2,0) with radius (b -a)/2, 
does not intersect he spectrum of the operator L restricted to the invariant 
subspace Hz. 
A2’. H,= H; is invariant under L and the nonlinear map 
u +f(u( .), . j. These assumptions are enough to ensure that the theorem is 
true if L is normal. 
A modified form of Remark I holds in this situation: It suffices in some 
applications to assume that for every solution U of (1) there exists a disk as 
in Al’ which contains the range of (af/au)(., U(.)). 
3. SOME IMMEDIATE COROLLARIES 
a. Even--Odd Symmetries 
We consider first the ordinary differential equations 
u” + f( u) = h(x), u’(0) = U’(K) = 0. (5) 
COROLLARY 1. If h(x) s c (a constant) and f ‘(s) < 1 for all s, then the 
only solutions of (5) are constants. 
Proof: Take PH= H, to be the constant functions. 
COROLLARY 2. If h(x) = h(n - x) on (0, 742) and (2n - 1)2 < f’(u) < 
(2n + 1)‘for some integer n, then all solutions u of (5) sati& u(x) = u(n -x) 
for x E (0, 7c/2). 
Proof: Take H1 = span { 1, cos 2x, cos 4x, . . . >. This space is invariant 
under f and the spectrum of L,- is { 1,3’, 9*, . ..}. Clearly H, and H, are 
invariant under L and H, is invariant under any map of the form u +f(u) 
(orzl+f(u,x) with f(u,rc-.u)=.f(u,x)forallxEQ, UE(--co,c~)). 
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COROLLARY 3. If h(x)= -h(z--x) on (0,x,/2) and (2r~)~<f’(u)< 
(2n + 2)2 and ,f(u) is odd, then all solutions of (5) satkfv u(x) = --u(T-x). 
Proofi Take H, = span (cos x, cos 3?c, ...). Of course this is invariant 
under L and f, provided that f is odd in U. 
Corollaries 2 and 3 have the obvious analogues for the Dirichlet 
problem. The next corollary is related to a simplified version of a theorem 
of Ambrosetti and Prodi [l]. 
COROLLARY 4. Iff(u)=bu+ --au- and a, b, ~4 then the onlJ1 solutions 
of* 
u”+bu+-au-=ssinx, u(O) = u(n) = 0 
multiples of sin Y. 
Proof. Take H, = span(sin x}. 
If a < I < b < 4, it follows that there are exactly, 0, 1, and 2 solutions in 
the cases s < 0, s = 0, and s > 0, respectively. 
Corollaries 1 through 4 have analogues for the elliptic problem. 
COROLLARY 5. If 1, is the first nonzero eigemalue of the Laplacian with 
Neumann boundary conditions, then if f'(u) < I,, the solutions of 
Au+f(u)=c inQ, E=O on&? 
must be constant. 
COROLLARY 6. I~Q=[O,TT]X[O,X] in R’and if f’(u)<5 for ail u, 
and if h(x, y) = h(K - x, y) for all x E (0, n/2) y E [0, T-C], then all solutions of 
du+f(u)=h(x, y) inQ, tf=O 0na.Q 
must satisjj~ u(x, y) = u(71 -x, y). 
Now we turn to some parabolic and hyperbolic equations. 
Consider an equation with f(u, x, t) 2z-periodic in t. 
JJf, - uxx =f(u, -‘c, t) 
u(0, t) = u(n, t) = 0 (6) 
u(x, t + 2x) = u(x, t). 
The spectrum consists of eigenvalues rz’ - m2 corresponding to the eigen- 
functions sin nx cos mt, sin nx sin mt. 
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COROLLARY 7. tf f is even about n/2 in x, and 7 < iiflau < 11, then arzJ1 
solution of (6) is even about 7~12. 
Proof Let 
H, = ay,r:o {sin zz?c cos mt, sin 12x sin mt}. 
II od> 
Then H, is the subspace of L’( [0, rc] [0, 2x1) consisting of functions which 
are even in x about 7c/2. The eigenvalues of the linear operator restricted to 
H, are of the form zz2 - zz?, where n is even, and 7 and 11 are two 
successive igenvalues, when they are arranged in increasing order. 
Clearly, other versions of Corollary 7 may be stated, taking advantage of 
the many symmetries available. 
We conclude this subsection with two parabolic examples. Consider 
u, - *.x.r =f(u,x,t+T) 
u(0, t)=z4(7r, t)=O (8) 
u(x, t + T) = Zl(X, t), T>O. 
The linear operator has eigenvalues n2 + im(27c/T), with corresponding 
eigenfunctions ei’n(‘wT)r sin zz3c, n = 1, 2, . . . . m = 0, + 1, + 2, . . . . 
COROLLARY 8. If f is even in x about 742 and (2n)’ < df/au < (2n + 2)2 
then aN solutions of (8) are even in x about 42. 
Proof: As before, choose H, to be the subspace of (L*((O, rz) x [0, T]) 
which are even in x about 7~12. An open disk centered at 4n’ + 4n + 2 with 
radius 4n + 2 does not include any of the eigenvalues corresponding to H: , 
namely those whose eigenfunctions are odd in x about ~12. Since such a 
disk contains the range of iYf/azr, the hypotheses of the theorem apply. 
Similarly if f is odd in zz and f (u, rz - x, t) = -f (u, X, t) then we can 
conclude that all solutions u are odd, if (2n - l)* < df/au < (2n + 1)‘. 
Next we consider the problem 
u/ - uxx =f(zl, t) = f(u, t + T) 
u,(O, t) = u,(7L, t) = 0 (8’) 
u(x, t + T) = u(x, t), T>O. 
COROLLARY 8’. If df/du < 1 on R x R, then all solutions of (8) are 
independent of x and therefore satisfy the ODE u’(t) = f(u(t), t). 
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Proof. The eigenvalues of the linear operator are r? + Zxim/T, where 
IZ = 0, 1, 2, . . . . m = 0, + 1, f2, _._. If H, is the closure of the span of the 
eigenfunctions which are independent of x then u2 consists of the numbers 
of the above form with n 3 1. If U is a solution of (8’) then there exist 
numbers a and b with b < 1 such that ad (8fi&~)(ii(x, t), t) d b for all (x, t). 
Since the disk of radius (b - a)/2 centered at (a + b)/2 in the complex plane 
is disjoint from ran, the assertion follows. 
That this result is sharp can be seen by noting that if f(u, t) = U, then 
cos x is a solution. The result has an obvious extension to the case of more 
than one space variable. The result was proved by a much less direct 
method in [S]. 
This concludes the subsection on even-odd symmetries. Clearly, many 
other applications are possible. In the next subsection, we consider radial 
and related symmetries. 
b. Radial and Related Symmetries 
Let Q be a disk or annulus in R2; then the spectrum of the Laplacian 
with Dirichlet or Neumann conditions consists of two sequences, ,J,,,r, i,l,e, 
where A,,, are those eigenvalues corresponding to eigenfunctions which 
depend only on Y and A,,,@ are those eigenvalues whose eigenfunctions vary 
with 0 and r. 
We know that for any disk or annulus, A,,,, < /I r,@. 
COROLLARY 9. Ifaf/du < ,t,,e, then all solutions qf 
-h= f(r, trj, u=o on al2 
are radially symmetric. 
Proqf: Take H, = span of all radially symmetric eigenfunctions. Note 
that H, is invariant under L and u +f(~). The result follows. 
Remark. This result is precise since if f(u) = ill,ou, then there exist 
solutions which are not radially symmetric. 
Clearly there are equivalent theorems on the square or any other region 
with symmetries in R2. 
One can prove similar theorems for a ball or annulus in R” in the 
obvious way, by decomposing the space L’(Q) into two orthogonal com- 
plements, one spanned by eigenfunctions which depend only on 52. We give 
an example of such a corollary. Let the coordinates in R3 be given by 
Q, 0, cp and let i,,, be those eigenvalues whose eigenfunctions depend only 
on r, &, those which depend only on Q and 0 and &,. the others. 
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COROLLARY 10. rf a<f'(u) <b for all u and (a, b)n {,&,);=I is 
empty: then any solution of 
du+f(u)=h(r, O), u=o on im 
is independent of cp. 
ProoJ Take H, to be the span of the eigenfunctions corresponding to 
&,V and An,@ in L’(n). 
4. A COUNTEREXAMPLE 
The purpose of this section is to give a counterexample to a conjecture 
close to that of the authors. In [6], the authors considered the equation 
Lzt+f(u)=srp,+h(x) in Q, (9) 
where L is the Laplacian with Dirichlet boundary conditions and ‘pi is the 
first eigenfunction, under the assumptions that 
andfEC’withf’(-oo)<l, 
We conjectured that (3) should have 2n solutions for large S. In this section 
we use the previous theorem and a lemma (proof to be postponed) to give 
a counterexample to this conjecture if the Laplacian is replaced by another 
strongly ellitic operator, and the function f(u) is piecewise linear. 
We let Lu = u,, + u,@, where r and 0 are the usual polar coordinates, 
with Dirichlet boundary conditions on the region 52 = (x E R2, 3z/2 < 1x1 < 
SC/~}. In this case A,= 1, 1,=2,=2 and 1,=4. 
We take a < 1 and 2 <b < 4 and consider the equation 
u,,+u,,+bu+-au-=(cosr)[s+cos@] in Q 
11 = 0 on 852. 
(10) 
THEOREM. Under the above asszlmptions Eq. (10) has exactly four 
solutions for large positive s. 
Note. The natural extension of the conjecture of the authors would 
suggest hat the number of solutions be six. 
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Proof. The proof depends on the following lemma, the proof of which 
we postpone tiI1 the end. 
LEMMA. For [E[ small and E # 0 
u”+(b-l)u+- (a-I)u-~=1+ECOSt (11) 
has esactlv four 2n-periodic solutions. 
Now we use our main theorem of Section 1 to observe that the space 
H, = span{ cos r cos mO, cos r sin inO, II? > 0 j 
= {cosrh(O)Ih~L’[-TCJC]) 
is invariant under the map u +f(u), where f(u) = bu + - au ~-, and con- 
clude that all solutions of (10) must be in Hi. This allows us to write any 
solution u as 14 = s(cos r) v(O), where u satisfies ( 11) with E = l/s. Thus we 
conclude the existence of exactly four solutions. 
Proof of the Lemma, First we show that any 2x-periodic solution u(t) 
of (11) must be even. To this end we observe that if G(u) = i [(b - 1) u+~ i
(a-l)u-‘- u] then (d/dt)[(u’(t)?)/2 + G(u(t)) J = sU’( t) cos t. Integrating 
from --7( to rr we find that 
O=& T s .R d(tjcos t dt=e 1 u(t) sin t dt. -H --K 
Let I’ be the linear space spanned by the functions 1, cos t, and sin t and 
let Q denote the orthogonal projection of L’[ - n, rc] onto P’. If u = 6 + w 
withfiEVandtiEW=(Z-Q)L*[- rr, x], then it follows from the above 
that F(t) = C, + Cz cos t for certain constants C, and C,. Since the eigen- 
values of the problem y”+Ay=O, y(-rc)=~~(rr), y’(---7~)=y’(z) are n2, 
n=O,l 7 , -7 ..-, and since a - 1 < b - 1 < 4, the argument used in the proof of 
Theorem 1 shows that there is a unique w E W such that 
~~~“(t)+(~-Q)[(b-l)(w(t)+~(t))+-(a-l)(u1(t)+~(t))-]=O 
)I’( - ~ j = I, w’( -n) = w’J7r). 
i*) 
If E denotes the subspace of W consisting of the even functions in IV then 
the mapping W--+ W defined by W-+(1--Q)[(b-l)(w+F)+--(u-l) 
(VP + tT) ~ ] takes .E into E. Therefore the unique fixed point W of the contrac- 
tion mapping of W + W associated with (*) must belong to E. Hence 
ti = U + M, is even and the claim is proved. 
Now that evenness has been established we could adapt a degree 
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theoretic argument due to Solimini [7] to prove that if a- 1 ~0 and 
1 <b - 1~ 4, then for sufficiently small E, the Neumann problem 
u”+(b-1ju+ -((n-l)u-=1+&COSt 
u’(0) = z4’(7z) = 0 
has exactly four solutions. However, in order to make this note more self 
contained we give a more elementary argument to show that there are no 
more than four solutions, which is enough for the counterexample. 
Now consider (11 j and the associated autonomous problem 
u”+(b-l)u+ -(a-l)u--=I. (12) 
A simple phase -plane analysis shows that the system corresponding to (12) 
has two rest points l/(6 - 1) and l/(a - 1) and a unique 2rr-periodic orbit. 
(Details can be found in [9, p. 13361.) 
L.et u,(t) be an even solution corresponding to this orbit such that 
u,(O) = cr. We now show that for 6 and E sufftciently small, there is at most 
one CI E (cr - 6, (a1 + 6) such that u(t, ct, E), defined as the solution of (11) 
which satisfies ~(0, c(, E) = CI, ~‘(0, CI, E) = 0, is 2rc-periodic. 
Assume the contrary. Then there exist E,, a,, a: such that E, + 0, a,, 
UI, + cr , a, # &, and both u(r, CI,,, E,,) and u(t, aA, E,) are 2n-periodic. Thus 
the quotient 
dt, a,,, En) - 4t, d,,&) fJz4 
a, - a; 
-+t,c,.O)= W(r) 
as II -+ co. Note W(0) f 0 since W(0) = (G’u/&x)(O, cr, 0) = 1 because 
~(0, tx, E) = a. Furthermore, IV satisfies 




1 if s>O 
if s<O. 
We show that any nontrivial 2rr-periodic solution of (13) must be a mul- 
tiple of u;(t). This follows because there are clearly two linearly indepen- 
dent solutions to (13). One is clearly zrb(t) and we shall show that there 
exists a second non-2x-periodic solution. (Then every 27c-periodic solution 
must be a multiple of u;(t).) Now let t be the first zero of z+,(t) -. l/(b - 1). 
Let U(t)=z40(t+T)- I/(h- l)+ V(t). 
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Let <f(r) be the solution of 
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X”(t)+((b-1)X(u+)+(a-l)X(ii-))x=O (14) 
satisfying X(0) = 0, X’(O) = 1. Note that V satisfies 
Let b, = b- 1, a, =a- 1. Let t, be the first zero of K It is also the first 
zero of Y, since on the interval [0, r,] we have 
T/“+b,V=O 
X~+b,X=O. 




Now suppose ii(t) ~0; then V(t) < -l/b, and l/V(t)> -b, and 
p(t) = 
a,CP+libIl-l~a +dh-->> 
V 1 V 1 
so b, > p(r) > a, and q(t) = a,. Thus we can conclude that the next zero of 
-7 is after the next zero of V. But the next zero of I’ is at t = 27~ and thus we 
can conclude that -f(t) is a solution not of period 271. Thus all solutions of 
(14) are not 2x-periodic so the same is true of (13). Thus all periodic 
solutions of (13) are multiples of ub. This shows that W(O) = 0 since 
z&(O) = 0, which contradicts the previously deduced fact that W(O) = 1. 
Therefore in a neighborhood of cl, we have at most one even 27c-periodic 
solution (with u(0) in this neighborhood) for sufficiently small E. Similarly, 
there is such a neighborhood of ~~(71). Near the constant solutions i/b, and 
l/a, of (12), (11) has the unique 2n-periodic solutions l/b, + E cos I/ 
(b, - 1) and l/a, + E cos t/(al - 1) for (~1 small. It is easy to verify using the 
evenness of Zn-periodic solutions that for small E # 0, (11) cannot have 
more than four 27c-periodic solutions. 
We remark that [Z] contains a rather different near-counterexample. 
Note added irz proof, Willem [lo] has recently given another proof of Corollary 9 as we71 
as a converse result. Dancer [ll] has recently given a counterexample to the conjecture in 
[6] in which 52 is a ball and L is the Laplacian. 
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