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Introduction
Highly stressable metal based components are required in many areas of the modern metal-
using industry. Their quality mainly depends on the metal melt filtration process, since unso-
licited inclusions, like non-metallic particles and deoxidation products, corrupt the mechanical
properties, tensile strength and fatigue resistance of the cast (Aneziris, 2013; Aneziris et al.,
2013).
The ambitious task of the Collaborative Research Center 920, “Multifunctional filters for metal
melt filtration - a contribution to zero defect materials”, where I am involved, is to improve the
filtration behavior of ceramic filter materials in order to remove those inclusions. The vision
is to develop both intelligent filter materials and systems, based on functionalized, ceramic
coatings to increase deposition of inclusions (Emmel, 2014).
To contribute to the fundamental understanding of the filtration mechanisms and physical
processes of deposition, which is required for filter development, modeling and simulation
of filter geometries and particle behavior was aimed for. In this regard, a very essential
mechanism is that of particle coagulation. Coagulation is the generic term for mechanical
processes of particle accumulation. Let particles be dispersed in a liquid or gaseous phase.
Their motion within the phase or attraction forces between them can cause them to coagulate.
It is important to investigate this mechanism, since, in a broad particle size range, coagulated
and therefore larger particles have a higher probability to be filtered (Ni et al., 2014).
In the course of the present work, models for coagulation of Brownian particles and particles in
turbulent flows are investigated. Analytical formulas for the evolution of the number concen-
tration of particles in these systems allow identification of physical parameters which enhance
coagulation.
In chapter 1 preliminary results are stated which will be required in the subsequent chapters.
It contains an introduction to the theory of point point processes in particular to hard-core
point processes. Following the paper Teichmann et al. (2013) this includes a generalization
of the famous Matérn models, both as point processes and particle processes, which extends
their field of application. For this general setting, explicit formulas for first- and second-order
characteristics can be given, which will turn out to be an important step for the ansatz given in
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chapter 3. The particle systems modeling in this thesis is embedded in a theoretical framework
called dynamic point processes defined in this chapter. Additionally some analytical results
about Brownian motion are given, as well as an elegant approach to model and simulate
turbulent flow fields.
A broad-based review of Smoluchowski’s coagulation model and equation is provided in chap-
ter 2. Coagulation kernels for isotropic turbulent and Brownian motion regimes are given.
Additionally, it contains analytical results about the coagulation equation and methods for
derivation of coagulation kernels.
Building on this theory in chapter 3, a new approach is used to advance and correct important
results within this framework. It is described by means of two particular models for interaction
of spherical particles moving according to Brownian motion; annihilation type I and II. While
in the former, particles delete each other as soon as they hit, only one of them is removed in
the latter. For both, exact formulas for the number concentration and volume fraction are
derived using the results about the Generalized Matérn processes, and in contrast to previous
approaches, without simplifications or further assumptions.
A crucial step in modeling aggregation is investigation of the particle morphology with re-
gard to the fractal-like shape in calculations related to aggregation kernels for the coagulation
equation. Therefore, chapter 4 presents new models from the article Teichmann and van den
Boogaart (2015) for particle-cluster and cluster-cluster-like aggregates, in order to model ag-
gregation of micro-sized particles in turbulent flows. These structures are built up by mech-
anisms which occur, for instance, in homogeneous isotropic turbulence flows. In contrast to
other aggregation models they are not based on Brownian motion and can be studied with-
out a predefined motion field. The models are compared among each other in two and three
dimensions with respect to several morphological properties, such as Feret diameter, radius of
gyration, convexity, aspect ratio, fractal dimension, pair correlation and coordination number,
averaged over hundreds of thousands of aggregates of each size. It is also shown that real
particle aggregates generated in a turbulent regime can be modeled well using one of these
approaches. An important part is devoted to the question of how these aggregates can be
approximated by spherical particles. For this, the collision distance to other particles is used,
measured and approximated for both aggregate models.
The work is topped off by two numerical simulations of turbulent particle aggregation. Addi-
tionally, the first case shows how to calculate the number concentration from the coagulation
equation in isotropic turbulence. The results are compared to that of a numerical simulation
and the influence of model parameters is shown. The second example presents a numerical
simulation of aggregation and filtration in a turbulent flow through an idealized filter element.
1 Preliminaries
The preliminary chapter introduces coagulation and related terms. With special regard to
hard-core point processes an overview of the theory of point processes is provided and extended
to dynamic point processes the theoretical framework for particle systems. Additionally, the
chapter contains results about Brownian motion useful for subsequent considerations. To
support modeling of fluid flow fields an elegant way to simulate turbulent flows with given
turbulence spectra is presented in the last section.
1.1 Coagulation theory
1.1.1 Terminology
In physics, chemistry and particle technology there are a lot of terms for the process of particle
accumulation; agglomeration, coagulation, aggregation, polymerization, coalescence, emulsi-
cation and flocculation. There is no consistent, well-recognized definition to distinguish signif-
icantly between these terms across all science disciplines. Coagulation will be used as generic
term with the following distinction often made in the literature.
Agglomeration
In the IUPAC nomenclature Jarm (2010) agglomeration is defined as the
“... process of contact and adhesion whereby dispersed particles are held together
by weak physical interactions ultimately leading to phase separation by the forma-
tion of precipitates of larger than colloidal size.”
More explicitly, particle agglomeration is defined as a process in which nano or micro sized
particles of a particular shape type collide with each other and coalesce completely to form
a larger particle, called agglomerate, with the same shape type. Often, primary particles are
assumed to be spherical such that agglomeration creates larger spherical particles (see, fig. 1.1).
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Figure 1.1: Agglomeration of particles.
Aggregation
Particle aggregation refers to formation of irregular particle clusters, fractal-like structures or
flocs, called aggregates, in a colloidal suspension. Here, particles stick to each other instead of
coalescence and the particle shape type changes (see fig. 1.2).
Figure 1.2: Aggregation of particles.
Some more mechanisms of particle interaction from the literature are listed in what follows.
No interaction
For sure, the most trivial case is that without any interaction between particles, i.e., the
particles do not see each other and move on after collision without interaction. In a closed
domain the particle volume fraction is preserved.
Bouncing
In rigid body physics (Baraff, 2001) the mechanism of particle bouncing is often used. In
contrast to the former case particles can not intersect. In the event of collision the directory of
the trajectories changes such that they bounce off each other. Again, the particle concentration
does not change in a closed domain.
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Annihilation
For basic considerations or simplified simulations it is convenient to assume that the particle
sizes do not change over time. One possibility is that the particles delete each other as soon
as they hit (Simons and Harper, 1994). This case can be used to maintain a monodisperse
size distribution or to study the loss in one particle size class. For sure, the volume fraction
of particles is decreasing. This type will be referred to as annihilation type I in contrast to
annihilation type II where in the event of collision only one of the particles is retained in
the system (Otto and Fissan, 1998; Simons and Harper, 1994). This type will be studied in
chapter 3.
Mixture of mechanisms
In more advanced systems (e.g. with agglomeration effects) two or more mechanisms are
combined. For example, if it is assumed that not every collision results in coagulation. Here,
one can combine bouncing or no interaction of particles and coagulation.
1.1.2 Coagulation rate
Let particles with different sizes move through space. When two particles (sizes n and m) are
sufficiently close, there is some chance that they coagulate to a new particle.
For a particle of size n the instantaneous rate at which it coagulates with some particle of size
m is proportional to the mean number concentration of particles of size m, and write C(n,m)
for the constant of proportionality (Aldous, 1999).
The function C called coagulation rate depends on properties of the suspending fluid, the
structure of its velocity field, as well as size and shape of the particles involved.
The overall process of coagulation can be subdivided into three stages (Ho, 2004), i.e., the
coagulation rate C is given as the product of collision rate K in form of a rate kernel, the col-
lision efficiency η, which accounts for the decrease of K due to gas/fluid dynamic interactions,
and the adhesion probability H, which is the probability of sticking together (no bouncing)
after coming into contact
C = K· η·H.
Note that in theoretical considerations it is sufficient to define or to analyze only the collision
of two particles. Triple or multiple collisions at the same time or in the same time step will
be regarded as two or more double collisions at the same time.
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Collision efficiency
Particles moving in a fluid or gaseous phase are surrounded by a boundary layer. Collision
of two particles requires that both come close to each other and that inertia is high enough
to allow penetration of the boundary layers. Important are shape and size difference of the
particles and the properties of the surrounding gas or fluid flow, like Reynolds number and
viscosity. The collision efficiency was studied both experimentally and numerically. Modeling
approaches can be found in de Almeida (1979) or Pinsky et al. (1999).
Adhesion probability
Calculating the adhesion probability means including physical and chemical bonding/adhesion
forces, such as molecular, van-der-Waals, Coulomb, polar or capillary forces (Gutsch, 1995).
Their influence depends on particle and fluid properties, such as size and material densities.
Various modeling approaches were derived in the literature, e.g., Hiller and Löﬄer (1980);
Ennis et al. (1991). Additional the presence of nano-bubbles Fritzsche and Peuker (2014) and
wettability Fritzsche et al. (2013) can play a significant role. The influence of the latter was
studied both experimentally and numerically by models described in this work.
Deagglomeration
Another effect that usually occurs besides coagulation in real-world particle systems is de-
coagulation or deagglomeration. That is, particles break apart caused by shear mechanisms
Bałdyga et al. (2008) or other mechanical strain Donahue et al. (2012), for instance, in flows
trough filter elements.
Important note. Throughout this thesis collision efficiency and adhesion probability are set to
1 such that the coagulation rate equals the collision rate. Furthermore, deagglomeration will
not be included in the present modeling.
1.2 Hard-core point processes
In order to understand coagulation processes it is necessary to study the patterns formed by
the particles at certain times. In most of those processes, build up by mechanism described
in the last section, the particles cannot intersect each other, i.e., their centers of mass have a
certain minimum distance. In point process theory such patterns are referred to as hard-core
(Illian et al. (2008)).
Especially hard-core point processes are an important tool to model and to describe random
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structures composed of many small bodies. They are frequently used in physics, biology,
chemistry and materials science (Ballani, 2005; Ballani et al., 2006; Tscheschel, 2004).
Within this class of hard-core point processes there are various sub-models, which can be
obtained by several types of mechanisms.
thinning: Matérn I-III, RSA
birth: RSA, dead leaves model Illian et al. (2008), Stienen model Baddeley (2004)
distribution: Gibbs hard-core Stoyan et al. (1995); Illian et al. (2008); Mase et al. (2001)
determinantal- Lavancier et al. (2014), permanental process
McCullagh and Møller (2006)
rearrangement: Force-biased algorithm Bezrukov et al. (2002)
The models for thinning are presented and their first- and second-order characteristics are
investigated, since this is important to quantify interaction of particles in a pattern. In order
to get familiar with these terms a short introduction about point processes in general is given
in the following subsection.
1.2.1 Introduction to point processes
To introduce notation and terminology a brief introduction to the topic of point processes will
be given. The subsection states well-known results which can be found in the books of Daley
and Vere-Jones (2003, 2007); Schneider and Weil (2008); Illian et al. (2008).
Definition
A point process is a random variable whose realizations (samples) are a set of isolated points.
This theory provides a powerful tool in statistics for modeling and analyzing spatial data
(Gelfand et al., 2010; Illian et al., 2008; Baddeley et al., 2007) in the field of forestry, geology,
geography, materials science, astronomy and economics.
Let Rd be the d-dimensional Euclidean space equipped with the Borel σ-algebraB(Rd). Write
N for the set of all locally finite counting measures on Rd, i.e.,
N := {ϕ : B(Rd)→ {0, 1, . . . } | ϕ is a measure and for all bounded A ∈ B(Rd) : ϕ(A) <∞}
and N for the smallest σ-algebra on N. A point process N on Rd is a measurable mapping
N : Ω→ N
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from a probability space (Ω,F ,P) to the measurable space (N,N ). Thus, it is a a random
counting measure. For a finite A ∈ B(Rd), N(A) gives the random number of points from
N in this set. Note that the definition can be extended from (Rd,B(Rd)) to locally compact
spaces with a countable base.
Important properties
A point process N on Rd is said to be stationary if N ∗ δx has the same distribution as N for
all x ∈ Rd.
A point process N on Rd is called isotropic if N ◦ Θ has the same distribution as N for all
rotations Θ about o.
Important first-order characteristics
Since a point process N is a random measure, it is obvious to regard its expectation. The
mapping Λ defined by
Λ = EN
is a measure known as intensity measure. The value Λ(A) for a set A ∈ B(Rd) equals the
expected number of points of N in A.
If Λ is absolutely continuous w.r.t. to the Lebesgue measure, then there exists a function λ,
which is called intensity function, with the property that
Λ(A) =
∫
A
λ(x)dx,
for all A ∈ B(Rd). One can regard λ(x) as the mean local concentration or density of points
in x ∈ Rd.
For a stationary point process the intensity measure is proportional to the Lebesgue measure.
The constant of proportionality λ is called the intensity of the point process.
Important second-order characteristics
In contrast to first-order characteristics, second-order characteristics are statistics about point
pairs. The measure ν(2) with
ν(2)(A×B) = E [N(A)N(B)]−E [N(A ∩B)] , A,B ∈ B(Rd)
is called second-order factorial moment measure. It is the intensity measure of the process of
all ordered pairs of distinct points of N . The process N is said to have second-order product
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density %(2) if
ν(2)(C) =
∫
C
%(2)(x, y) d(x, y),
for any C ∈ B(Rd×Rd). Informally, %(2)(x, y) gives the joint probability that there are points
of N at small vicinities around locations x, y ∈ Rd.
If N has intensity function λ and a second-order product density %(2), the pair correlation
function of N is given by
g(x, y) = %
(2)(x, y)
λ(x)λ(y) ,
for all x, y ∈ Rd. For stationary N the function value g(x, y) does only depend on x−y. Based
on this, one can define Ripley’s K-function at r ≥ 0 by
K(r) =
∫
B(o,r)
g(x) dx.
It gives the mean number of points within distance r around a typical point (which is not
counted) divided by the intensity.
Modern spatial statistics uses a variant of this function introduced by Besag (1977). The
so-called L-function is defined by
L(r) = d
√
K(r)
bd
,
for r ≥ 0. It has some graphical advantages and is variance stabilizing. Note that the pair
correlation function can be derived from the K-function by
g(r) = 1
dbdrd−1
dK(r)
dr , r ≥ 0.
Regarding the function values of g gives information about the behavior of the point process.
hard-core: g(r) = 0
repulsion: 0 < g(r) < 1
CSR: g(r) = 1
clustering: g(r) > 1
For example, if g(r) > 1 for all r the process is pure clustering. A single point process can
also be a mixture of several types like the process with the pair correlation function shown
in fig. 1.3. It has a hard-core radius R = 0.75 followed by repulsion of points, but it is also
clustering at larger point distances until points become completely spatially random.
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Figure 1.3: Example for a pair correlation function from a model described later on.
Poisson point process
The simplest and most ubiquitous example of a point process is that of a Poisson point process.
It is the unique point process where the points are completely spatially random (CSR). That
means there is no interaction between the points, neither repulsion nor clustering.
Formally, a point process N is a Poisson point process if the following two conditions hold
1) N(A1), . . . , N(An) are independent for disjoint subsets A1, . . . , An.
2) For any bounded subset A ∈ B(Rd), N(A) has a Poisson distribution.
The process is completely determined by its intensity measure. If N is also stationary, one
calls it a homogeneous Poisson point process and inhomogeneous otherwise. Points from a
homogeneous Poisson process are completely spatially random (CSR) such that g(r) = 1
almost everywhere. A realization is shown in fig. 1.4.
Figure 1.4: Example for a homogeneous Poisson process with intensity 1 in the plane.
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Palm theory
The point processes presented in the next subsection require the calculation of conditional
probabilities given that there is a point of the process at a specified location. This leads to
the concept of Palm probabilities, developed by C. Palm (Palm, 1943), which formalizes the
concept of conditioning for point processes.
Let (Ω,F ,P) be a probability space and N a point process with intensity measure Λ. For
A ∈ N define the measure µA by
µA(B) = E
∑
x∈N
1{(N \ {x}, x) ∈ A×B},
for B ∈ B(Rd) (see Baddeley et al. (2007)). It holds µA  Λ such that the Radon-Nikodym
theorem gives the existence of a function x 7→ P !x(A) with
µA(B) =
∫
B
P !x(A)Λ( dx),
called reduced Palm distribution of N . It can be shown (see Daley and Vere-Jones (1988))
that there exists a regular version P !x(A) such that x 7→ P !x(A) is a non-negative measurable
function for all A and that P !x is a probability measure on (N ,N) for all x ∈ Rd. Similarly, P !x
can be interpreted as the conditional distribution of a point process given that x is a point of
the process that is not itself counted. The term E!x gives the expectation with respect to P !x.
A characterizing property due to Slivnyak is the following.
Theorem 1 (Slivnyak)
Let a point process N have distribution P and reduced Palm distribution P !x, then N is a
Poisson point process if and only if P !x = P, for all x ∈ Rd.
Another important result, which will be used in what follows, is the Slivnyak-Mecke formula.
Theorem 2 (Slivnyak-Mecke)
Let N be a point process with intensity measure Λ. For any measurable function f : Rd×N −→
[0,∞[, it holds
E
∑
x∈N
f(x,N \ {x}) =
∫
Rd
E
!
xf(x,N)Λ(dx).
Proofs of these two theorems can be found in Møller and Waagepetersen (2003). Related
results are provided in the papers of Hanisch (see Hanisch (1982, 1983)).
1.2.2 Generalized Matérn I and II
The calculations from chapter 3 are founded on a generalization of Matérn’s hard-core processes
presented in this subsection. Matérn’s original hard-core processes are valuable point process
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models in spatial statistics. These point process models, introduced by B. Matérn (Matérn,
1960, 1986), are typical examples for models deduced from Poisson point processes. Matérn’s
first and second hard-core point processes are derived by applying a specific thinning rule to a
homogeneous Poisson point process in Rd. As such they are important examples for dependent
thinning (Illian et al., 2008; Stoyan, 1988) where the thinning depends on the underlying
process, somehow. For instance, the Matérn I hard-core point process is obtained by deleting
every point in the process with its nearest neighbor closer than a given hard-core distance (cf.
Matérn, 1960, 1986). In general, a thinning operation or rule (Illian et al., 2008) determines
which points in the basic process are deleted. For example, such thinnings drive the evolution
of plant communities due to competition-induced mortality (Batista and Maguire, 1998).
The original models were generalized, both as point- and particle processes, in Teichmann
et al. (2013) by replacing the almost sure thinning of, respectively, both or one of two very
close points, i. e., which are closer than a fixed hard-core distance, by the thinning according to
a distance-dependent probability function f . This function f describes the amount of pairwise
inhibitory interaction like the interaction of shaped objects or the non-deterministic death
resulting from competition, which is, e. g., present in plant communities.
Matérn I case
Following Teichmann et al. (2013) the generalization of the first model is as follows. Let Φ
be a homogeneous Poisson point process in Rd with intensity λ > 0 on a probability space
(Ω,F ,P), p0 ∈ ]0, 1], and f : [0,∞[→ [0, 1] be a measurable function. Denote by ‖ · ‖ the
Euclidean distance in Rd. From Φ a new model Φth is derived by applying the following
probabilistic dependent thinning rule to Φ. A point x ∈ Φ is retained with probability
p(x,Φ) = p0
∏
y∈Φ
y 6=x
[1− f(‖x− y‖)] (1.1)
independently from deleting or retaining other points of Φ. This means that two points a dis-
tance r > 0 apart delete each other independently with probability f(r). Independently from
deleting due to pairwise interaction, each (surviving) point is (then) deleted with probability
1− p0.
Since the homogeneous Poisson process Φ is both stationary and isotropic and the thinning rule
is independent both from location and direction, the thinned point process Φth is stationary
and isotropic as well. The distribution of Φth is denoted by MatI[λ, p0, f ].
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First- and second-order characteristics for Matérn I
In order to derive formulas for the particle concentration in chapter 3 formulas for the char-
acteristics of the Matérn generalization are needed.
As is known for the original Matérn I hard-core point process, explicit formulas both for its
intensity and its pair correlation function (Daley and Vere-Jones, 1988; Illian et al., 2008;
Møller and Waagepetersen, 2003; Stoyan et al., 1995) can be stated (Daley and Vere-Jones,
1988; Illian et al., 2008; Matérn, 1960, 1986; Stoyan and Stoyan, 1985). Although the definition
of the thinned point process Φth is more complicated, arguments similar to that given, for
instance, in (Daley and Vere-Jones, 1988) can be used to derive the subsequent expressions in
theorems 3 and 4 for both the intensity and the pair correlation function of Φth.
Theorem 3 (Intensity)
The intensity λth of the thinned point process Φth is
λth = λ p0 exp
(
−λd bd
∫ ∞
0
f(r)rd−1dr
)
. (1.2)
The proof is omitted here due to the fact that the model MatI[λ, p0, f ] also appears as a special
case of a model introduced later (see theorem 5). In case the integral in theorem 3 is infinite,
the resulting intensity λth vanishes. That is, Φth contains a.s. no points since the applied
thinning is so strong that all points of Φ are removed a.s.. Since this case is uninteresting,
only functions f which satisfy the integrability condition∫ ∞
0
rd−1f(r)dr <∞ (1.3)
are considered.
Let ff denote the radial self-convolution of f , i. e.,
[ff ](r) =
∫
Rd
f(‖x‖)f(‖x− r · v‖)dx, (1.4)
for r ≥ 0 and v ∈ Rd with ‖v‖ = 1, which is the d-dimensional convolution of f(‖ · ‖) with
itself at point r · v.
Theorem 4 (Pair correlation function)
The pair correlation function gth of the thinned point process Φth is
gth = (1− f)2 exp (λ ff) . (1.5)
The theorem is a special case of theorem 6 proved later.
Examples
To get familiar with this approach the following examples illustrate for dimension d = 2 how
certain choices of f influence the second-order behavior of the resulting thinned point process.
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Firstly, let λ > 0 be arbitrary and p0 = 1. Consider MatI[λ, 1, fa,R] with
fa,R(r) =

1 0 ≤ r ≤ a
exp
(
− r2−a2
R2−a2
)
otherwise,
for R > 0 and a ∈ [0, R] . Then it is easy to see that for any fixed λ and R, the intensity of
Φth, which is distributed according to MatI[λ, 1, fa,R], is
λth = λ exp(−piλR2),
i. e., it does not depend on a. However, depending on the parameter a, the pair correlation
function of Φth shows a certain range of second-order behavior (see fig. 1.5).
Only for a = 0 and a = 1 the integrals appearing in gth can be simplified considerably, leading
then to
gth(r) =
(
1− exp
(
− r
2
R2
))2
exp
[
λpiR2
2 exp
(
− r
2
2R2
)]
,
for a = 0 and
gth(r) =

0 0 ≤ r ≤ R
exp
[
−λ r2
√
4R2 − r2 + 2λR2 arccos ( r2R)] R < r ≤ 2R
1 otherwise
,
for a = 1, respectively.
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Figure 1.5: Left, plot of fa,1 for a = 0 (dotted), a = 0.75 (dashed) and a = 1 (solid). Right,
corresponding pair correlation functions for λ = 1/2.
For a = 0 the thinning generates a pure soft-core point process, i. e., thinning is the stronger
the closer point pairs of the initial Poisson process are, but each pair distance has still non-
vanishing probability. In the other direction, the Matérn I hard-core model is included as the
limit for a → R. A mixture of both hard- and soft-core type behavior can be achieved with
a ∈ ]0, 1[. A realization of these processes is shown in fig. 1.6 for a = 0 and a = 1, respectively.
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Figure 1.6: Left, realization of MatI[1/2, 1, fa,1] for a = 0. Right, respective realization for
a = 1. Both point patterns were obtained from the same Poisson process realization.
Another type of family MatI[λ, 1, ha], where again λ > 0 is arbitrary and p0 = 1, is given by
setting
ha(r) =
ra exp(−r2)
Γ
(
1 + a2
) , r ≥ 0,
for a ∈ [0,∞[. Again, for λ fixed, all resulting thinned point processes have the same intensity
λth = λ exp(−piλ),
i. e., independent from a ≥ 0. Here, the thinning based on ha results in aggregation or cluster-
like processes, which is indicated by pair correlation functions with its maximum in the origin
(see fig. 1.7), since points close together are deleted with relatively low probability.
In some cases the integrals appearing in gth can be simplified. For instance, for a = 2 it follows
gth(r) =
(
1− r2 exp
(
−r2
))2
exp
[
λpi
32 (8 + r
4) exp
(
−r
2
2
)]
and for a = 8 it holds
gth(r) =
(
1− r
8
24 exp
(
−r2
))2
· exp
[
λpi
9 · 223 (2
8 · 8! + 26 · 6!r4 + 27 · 28r8 + 26r12 + r16) exp
(
−r
2
2
)]
, r ≥ 0.
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Figure 1.7: Left, plot of ha for a = 8 (dotted), a = 2 (dashed) and a = 0.5 (solid). Right,
corresponding pair correlation functions for λ = 2.
A realization of these processes in two cases is shown in fig. 1.8.
Figure 1.8: Left, realization of MatI[1/2, 1, ha] for a = 1/2. Right, respective realization for
a = 8. Both point patterns are obtained from the same Poisson process realization.
The examples show that the behavior of the pair correlation function of the thinned process
Φth might be adjusted using appropriate functions f such that it is possible to model soft-core,
hard-core as well as aggregative point processes. Furthermore, a ’mixture’ of these types can
be obtained combining the corresponding functions f . In summary, this reveals high flexibility
of this approach with respect to second-order properties. Although eq. (1.5) in theorem 4
shows how the pair correlation function depends on the underlying function f , it seems not
invertible. Methods based on Fourier transform, derivatives and series expansions failed to
provide an analytical solution. Hence, this relationship does not directly suggest how f has to
be chosen in order to obtain a given pair correlation function.
In the following, a numerical procedure how f can be determined from a given pair correlation
function is presented. In particular, this is of interest in applications, i. e., when the empirical
pair correlation function of an observed point pattern is known and an idea for a parametric
class for the unknown function f is needed for model fitting.
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A process with hard-core distance R is called R-hard-core, on the other hand a point process is
said to be R-independent if two points a distance greater than or equal to R are independent.
Note that the usual Matérn processes with radius R/2 are R-hard-core and 2R-independent.
The natural question is, whether a process can be both, R-independent and R-hard-core.
Indeed, this kind of ’perfect’ hard-core process does exist and is called Shearer’s point process
(Temmel, 2014). As a consequence, its pair correlation function equals the indicator function
on the interval ]R, ∞[. A case which is often used as initial pair correlation in particle systems,
although its existence was unknown. Unfortunately, there is no construction principle available
for this kind of point processes.
Numerical inversion of (eq. (1.5))
Since eq. (1.5), understood as a functional equation, is not invertible analytically in the sense
that for given g = gf and λ > 0 a closed form or numerically tractable solution for f would
be known, the idea is to ﬁnd numerically an approximate solution for f with values in [0, 1],
as illustrated in ﬁg. 1.9. This is important for simulation and ﬁtting of given data sets with
this model.
g f
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Figure 1.9: Scheme for numerical inversion.
Using hyperspherical coordinates one can show that for d > 1 and r ≥ 0
ff(r) = (d − 1)bd−1
r
∫ ∞
0
sd−2f(s)
∫ s+r
|s−r|
tf(t)
⎛⎝1 − (s2 + r2 − t22rs
)2⎞⎠
d−3
2
dtds
is valid. In particular, the case d = 3 (see Gaspari and Cohn, 1999) gives
ff(r) = 2π
r
∫ ∞
0
s f(s)
∫ s+r
|s−r|
t f(t) dt ds. (1.6)
Considerations in this section are restricted to this case since the procedure is similar in other
dimensions. For b > 0 and n ∈   the vector f˜ = {f0, f1, . . . , fn} with fi = f
(
bi
n
)
is a
discretization of f on [0, b], and, repsectively, g˜ = {g0, g1, . . . , gn} with gi = g
(
bi
n
)
is a dis-
cretization of g. A cartesian discretization f˜f˜ of ff can be achieved using a hyperspherical
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f1,1 f0.75,1 f0,1 h0.5 h2 h8
ε100 0.04 5 · 10−4 1 · 10−13 2 · 10−3 7 · 10−7 8 · 10−6
ε500 0.014 2 · 10−5 2 · 10−15 3 · 10−4 6 · 10−7 3 · 10−8
Table 1.1: Absolute approximation error εn = max0≤x≤b
∣∣∣f(x)− f˜n(x)∣∣∣ for the functions defined in
the examples with λ = 0.5 and b = 10 starting with f˜ = 1− g˜.
discretization of f(‖ ·‖) according to eq. (1.6) and the trapezoidal rule to simplify the integral.
This results in
f˜f˜(r) =

4pi
(
b
n
)3(n2f2n
2 +
n−1∑
i=1
i2f2i
)
, r = 0
2pi
r
(
b
n
)3((n− r)fn−r
2 +
n−r−1∑
s=1
s fsFr,n(s)
)
, r > 0,
where
Fr,n(s) =
|s− r|f|s−r| + (s+ r)fs+r
2 +
s+r−1∑
t=|s−r|+1
t ft.
Using this discretization the idea is then to apply (n + 1)-dimensional Newton’s iteration
method with
√
n steps in order to solve the nonlinear equation system
g˜ = (1− f˜)2 exp
(
λ f˜f˜
)
starting with some initial f˜ . E. g., f˜ = 1 − g˜ appeared to be a good choice. Interpolating its
solution f˜n delivers an approximation of the solution of eq. (1.5). The approximation error can
be reduced by increasing n. It remains an open question whether or not different functions f
can lead to the same pair correlation function of the form given in eq. (1.5). In so far there
is up to now no guarantee that the solution of the presented numerical procedure leads to a
unique result. However, in the present cases no such ambiguity appeared for all admissible
solutions, i. e., for those solutions which had a range of values within interval [0, 1]. In order
to test the goodness of the approximation algorithm the exact and the approximate solution
for the functions discussed in the examples were compared (see table 1.1). The algorithm was
implemented in an in-house MathematicaTM code (Teichmann, 2015).
Marked Matérn I hard-core patterns
Marked point processes as generalizations of usual point processes are highly relevant in prac-
tical applications. Many ecological and environmental systems can be described by marked
point processes (see Gavrikov and Stoyan, 1995). In particular, they can be used to model
and simulate particle patterns since they allow to account for the particle size as mark.
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Furthermore, there is a large literature on processes of non-overlapping grains in physics and
chemistry (see Andersson et al., 2006; Månsson and Rudemo, 2002). Here, Matérn hard-
core processes are equipped with random radii as marks. While in the previous a dependent
thinning model generalizing the unmarked Matérn I hard-core point process was introduced,
the aim of the following is to carry over this approach to respective marked point processes.
Again, intensity and pair correlation function of the corresponding unmarked point process
can be given explicitly.
Let Ψ be a homogeneous independently marked Poisson point process in Rd with intensity λ
and i.i.d. real-valued marks with µ as its mark distribution. Furthermore, let p0 ∈ ]0, 1] and
f : [0,∞[×R2 → [0, 1] be a fixed measurable function satisfying f(·,m, n) = f(·, n,m) for all
m,n ∈ R.
From Ψ a new model Ψth is derived by applying the following probabilistic dependent thinning
rule to Ψ. The marked point (x,m) ∈ Ψ is retained with probability
p(x,m,Ψ) = p0
∏
(y,n)∈Ψ
y 6=x
[
1− f(‖x− y‖,m, n)] (1.7)
independently from deleting or retaining other marked points of Ψ. This means that two points
a distance r > 0 apart with marks m and n delete each other independently with probability
f(r,m, n), and, again, independently from deleting due to pairwise interaction, each surviving
point is then additionally deleted with probability 1− p0.
Since the thinning rule is again independent both from location and direction, the point process
Ψ˜th of unmarked points of Ψth inherits both stationarity and isotropy from the homogeneous
Poisson process of unmarked points of Ψ.
In the following, the distribution of Ψth is denoted by MatI[λ, µ, p0, f ]. Of course, if f does not
depend on the marks, the unmarked point process Ψ˜th coincides with the model MatI[λ, p0, f ],
and all formulas given there appear as particular cases of the subsequent results.
The following example underlines the relevance of the approach for modeling of particle pat-
terns.
Example 1. Taking f(r,m, n) = 1[0,m+n](r), r,m, n ≥ 0, and random marks uniformly from
[0, 1], gives a hard-core point process with random hard-core radii, i. e., the retained marked
point (x,m) can be considered as a ball of radius m centered in x (see fig. 1.10). This example
was studied by Månsson and Rudemo (2002) as a model for systems of varying-sized, non-
overlapping spherical grains.
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Figure 1.10: Sample of Ψth in dimension d = 2 for λ = 100, p0 = 1, µ the uniform distribution
on [0, 1] and f according to example 1.
Again, important characteristics can be given.
Theorem 5 (Intensity)
The intensity λth of the thinned point process Ψ˜th is
λth = λ p0
∫
R
exp
(
−λd bd
∫
R
∫ ∞
0
f(r,m, l)rd−1dr µ(dl)
)
µ(dm).
The proof is given in appendix A.1.1.
As an example, consider the case p0 = 1 and f(·,m, l) = 1[0,m+l] with positive-valued mark
distribution µ. Then the result in theorem 5 reads
λth = λ
∫ ∞
0
exp
(
−λbd
∫ ∞
0
(l +m)d µ(dl)
)
µ(dm) ,
which coincides with the formula in (Månsson and Rudemo, 2002, section 2.2, example 2.1).
Theorem 6 (Pair correlation function)
The pair correlation function of the thinned point process Ψ˜th is
gth(r) =
λ2 p02
λ2th
∫
R
∫
R
(1− f(r,m, n))2 qm qn qm,n(r)µ(dm)µ(dn), r ≥ 0, (1.8)
where
qm,n(r) = exp
(
λ
∫
R
f(·,m, l)f(·, n, l)(r)µ(dl)
)
, r ≥ 0 (1.9)
and
qm = exp
(
−λ
∫
R
∫
Rd
f(‖x‖,m, l) dxµ(dl)
)
. (1.10)
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Appendix A.1.2 provides the proof of the theorem.
Note that gth(r) actually does not depend on p0 since it appears also as a factor in λth and
thus cancels out. This is, however, even more general due to the fact that the pair correlation
function is invariant under independent thinning.
In the presence of marks assigned to the points of a point process further second-order char-
acteristics including information related to the marks might complement the set of summary
statistics used for characterization and model fitting. Restricting for ease to the stationary and
isotropic case, such a second-order characteristic kt of a marked point process with real-valued
marks related to a measurable ’test’ function t : R × R → R is defined as the normalized
mean of t applied to the both marks at two positions a distance r apart, under the condi-
tion that there are indeed points of the point process in these positions. Estimators of these
characteristics are described in (Gelfand et al., 2010, section 21.7.1) and (Illian et al., 2008,
section 5.4.3). For the choice t(m1,m2) = m1m2, kt is called Stoyan’s mark correlation func-
tion (Stoyan, 1984) or simply mark correlation function (Illian et al., 2008, p. 341), which is
mostly denoted by kmm. For Matérn processes this mark correlation function was calculated,
for instance, in Andersson (2005, lemma 8.1). Based on the definition
kt(r) = kmm(r) =
%
(mm)
th (r)
k¯2th%th(r)
, r ≥ 0, (1.11)
where %th is the second-order product density of the thinned point process Ψ˜th, m¯th is its mean
mark and %(mm)th is the second-order product density of the corresponding mark-sum measure
(see Andersson, 2005), the proof of theorem 6, slightly adapted to %(mm)th , can be used to show
the following result.
Corollary 7 (Mark correlation function)
The mark correlation function of the thinned point process Ψ˜th is
kmm(r) =
∫
R
∫
R
mn (1− f(r,m, n))2 qm qn qm,n(r)µ(dm)µ(dn)
m¯2th
∫
R
∫
R
(1− f(r,m, n))2 qm qn qm,n(r)µ(dm)µ(dn) , r ≥ 0,
where qm,n and qm are defined as in theorem 6 and
m¯th =
∫
R
mqm µ(dm)∫
R
qm µ(dm)
.
Marked Matérn II hard-core patterns
Another point process model from Teichmann et al. (2013), which is important for future
considerations, is investigated in what follows. In the previous sections, a certain kind of
dependent thinning has been introduced where two competing points of an underlying Poisson
process are both removed with some probability depending on a deterministic function f . While
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this is a generalization of the classical Matérn I hard-core point process, the present paragraph
aims to generalize the classical Matérn II model in a similar fashion. For that purpose, weights
will be assigned once to all the points and in a competition between two points only one of
them, namely the point equipped with weight greater than or equal to the weight of the other
point will be removed with some probability. Again, expressions for both the intensity and
the pair correlation function of the resulting process of unmarked points can be derived.
Let Π be a homogeneous independently marked Poisson point process in Rd with intensity λ
and i. i. d. R2-valued marks. The first component m of any such random bivariate mark (m, v)
has distribution µ and the second component v has distribution νm, which might depend on
m. The mark m plays the same role as before and is sometimes referred to as ’mark’ whereas v
serves as a weight used in the thinning procedure and is thus sometimes referred to as ’weight’.
Furthermore, let again p0 ∈ ]0, 1], and f : [0,∞[×R2 → [0, 1] be a fixed measurable mapping
satisfying f(·,m, n) = f(·, n,m) for all m,n ∈ R.
From Π a new model Πth is derived by applying the following probabilistic dependent thinning
rule. The point (x,m, v) ∈ Π is kept as a point of Πth with probability
p(x,m, v,Π) = p0
∏
(y,n,w)∈Π
y 6=x
[
1− 1{v ≥ w} f(‖x− y‖,m, n)] (1.12)
independently from deleting or retaining other points of Π.
This means that if two points with marks m and n are a distance r > 0 apart, only the point
with weight greater than or equal to the weight of the other point is deleted by the other point
with probability f(r,m, n). Additionally, each surviving point is then again independently
p0-thinned. Here, MatII[λ, µ, (νm)m∈R, p0, f ] denotes the distribution of Πth.
Note that the meaning of the weights in the thinning rule (eq. (1.12)) is here in accordance
with the meaning of the respective weights used in the definition of the original Matérn II
hard-core point process in most of the literature (Illian et al., 2008; Stoyan et al., 1995; Stoyan
and Stoyan, 1985) (but not (Månsson and Rudemo, 2002)), i. e., they have to be understood
more (biologically) as times of appearance than importance weights, and in a competition the
lower weight wins.
Particular cases are given in the following remarks.
Remark 1. Taking f(·,m, n) = 1[0,m+n](·), m,n ≥ 0, and marks according to a positive mark
distribution µ results in a hard-core process with random hard-core radii. This case was also
studied by Månsson and Rudemo (2002) as an extension of Matérn’s second hard-core point
process to random configurations of non-overlapping spheres. The original Matérn II point
process with hard-core radius R > 0 can be obtained using µ = δR and νm as the uniform
distribution on [0, 1].
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Remark 2. The particular choice νm = δ1 for all marks m leads back to the model Ψth.
Here, all points would have the same weight such that two competing points delete each other
independently with the same probability.
Denote by Fτ the cumulative distribution function of a probability measure τ on R, i. e.,
Fτ (t) = τ(]−∞, t]), t ∈ R.
For simplicity, assume in what follows that the weight distributions νl are all (absolutely)
continuous (w.r.t. Lebesgue measure) but may still depend on mark l. The main effect is that
the event 1{v = w} has probability zero and hence only one of two competing points is deleted
with some probability. In particular, this excludes the Matérn-I-like processes introduced in
the previous sections.
Furthermore, recall that the point process Π˜th of unmarked points of Πth inherits both sta-
tionarity and isotropy from the homogeneous Poisson process of unmarked points of Π.
Theorem 8 (Intensity)
The intensity λth of the thinned point process Π˜th is
λth = λ p0
∫
R
∫
R
qm(w) νm(dw)µ(dm) ,
where
qm(w) = exp
(
−λ
∫
R
Fνl(w)
∫
Rd
f(‖x‖,m, l) dxµ(dl)
)
. (1.13)
The proof is given in appendix A.1.3.
In the special case that the weight distribution νl does not depend on the mark l, i. e., νl = ν
for some continuous distribution ν, theorem 8 simplifies to
λth = λ p0
∫
R
∫
R
exp
(
−λFν(w)
∫
R
∫
Rd
f(‖x‖,m, l)dxµ(dl)
)
ν(dw)µ(dm)
= λ p0
∫
R
∫ 1
0
exp
(
−λu
∫
R
∫
Rd
f(‖x‖,m, l)dxµ(dl)
)
duµ(dm)
= p0
∫
R
1− exp (−λ ∫
R
∫
Rd
f(‖x‖,m, l)dxµ(dl))∫
R
∫
Rd
f(‖x‖,m, l)dxµ(dl) µ(dm) , (1.14)
by change of variables. In the case p0 = 1 and f(·,m, n) = 1[0,m+n] formula (eq. (1.14))
coincides with the result stated in (Månsson and Rudemo, 2002, theorem 3.1).
Remark 3. The intensity λMatII of the Generalized Matérn II process is
λMatII =
1− exp (−λ ∫
Rd
f(x)dx)∫
Rd
f(x)dx .
Remark 4. From eq. (1.13) it is easy to see that, due to Fνl(w) ≤ 1 for all w, the intensity of
the thinned point process Πth is always greater than the intensity of a thinned point process
according to MatI[λ, µ, p0, f ] with the same parameters.
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Theorem 9 (Pair correlation function)
The pair correlation function gth of the thinned point process Π˜th is
gth(r) =
λ2 p02
λ2th
∫
R
∫
R
(1− f(r,m, n)) Ir(m,n)µ(dm)µ(dn) , r > 0,
where
Ir(m,n) =
∫
R
∫
R
qm(w) qn(t) qm,n(w, t, r) νm(dw) νn(dt)
with qm(w) from eq. (1.13) and
qm,n(w, t, r) = exp
(
λ
∫
R
Fνl(min{w, t}) [f(·,m, l)f(·, n, l)](r)µ(dl)
)
.
The theorem will be proved in appendix A.1.4.
Again, since p0 controls independent thinning, gth(r) does not depend on p0. In the special
case where νl = ν does not depend on l, Ir(m,n) can be written as
Ir(m,n) =
∫ 1
0
∫ 1
0
qsm q
t
n qm,n(r)min{s,t} ds dt = J(a, b, c) + J(b, a, c),
where
J(a, b, c) = 1
b(a+ b+ c) +
1
a+ c
(exp(a+ b+ c)
a+ b+ c −
exp(b)
b
)
with qm and qm,n(r) according to eq. (1.10) and eq. (1.9), respectively, and a = log qm, b =
log qn and c = log qm,n(r).
The respective mark correlation function kmm of Πth can be derived from eq. (1.11) and along
the proof of theorem 9. This finally results in
kmm =
∫
R
∫
R
mn (1− f(r,m, n)) Ir(m,n)µ(dm)µ(dn)
m¯2th
∫
R
∫
R
(1− f(r,m, n)) Ir(m,n)µ(dm)µ(dn) , (1.15)
where
m¯th =
∫
R
∫
R
mqm(w) νm(dw)µ(dm)∫
R
∫
R
qm(w) νm(dw)µ(dm)
is the mean mark and qm(w) and Ir(m,n) are defined as in eq. (1.10) and theorem 9, respec-
tively. The expression (eq. (1.15)) can then be evaluated at least numerically.
Application: Fontainebleau sandstone
In order to show the applicability of these approaches modeling of two different data sets
was carried out using an in-house MathematicaTM implementation (Teichmann, 2015). The
first example is a point pattern describing the pore network of a sample of Fontainebleau
sandstone. A visualization is given in fig. 1.11. A detailed description how this point pattern
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was obtained can be found in (Sok et al., 2002). It has been further analyzed in the literature,
for instance, Tscheschel and Stoyan (2003) discussed second-order characteristics and a certain
Euler-Poincaré characteristic connected with the data. A standard test of the hypothesis that
the pattern is of CSR type results in rejection with a p-value of 0.0002.
The minimum interpoint distance in the pattern is 60.7µm and it is just this hard-core distance
which leads to a rejection of the CSR hypothesis. Consequently, a hard-core point process
model seems to be more appropriate for this data. Because of the low point density Matérn-
like point processes are promising.
The plot in fig. 1.11 shows the estimated pair correlation function gˆ (see Illian et al., 2008,
section 4.3.3) of the data and the pair correlation function g both of a fitted Matérn I and a
fitted Matérn II hard-core point process.
Taking the minimum interpoint distance of 60.7µm as an estimate for the hard-core distance
R (which is even a maximum likelihood estimate), fitting is here easily done by estimating the
intensity λ of the underlying Poisson process as the only remaining unknown parameter by
the method of moments. That is, due to
λI = λ exp(−λ b3R3), λII = 1− exp(−λ b3R
3)
b3R3
,
for the intensities of the, respectively, Matérn I and Matérn II hard-core point process, an
estimate of λ can be obtained by solving for λ in the equations λˆ = λI and λˆ = λII , respectively,
where λˆ = 39.17 mm−3 is the empirical intensity of the data. However, fig. 1.11 shows clear
differences between the respective pair correlation functions indicating that none of the both
Matérn hard-core point processes is a good model.
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Figure 1.11: Left, 470 nodes of a pore network adapted to the pores of a 2× 2× 3mm sample
of Fontainebleau sandstone. Right, the empirical pcf gˆ (dotted), g for Matérn I (dashed) and
for Matérn II (solid line).
Since pure hard-core point process models of Matérn type seemed not to be appropriate, a
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model from MatI[λ, p0, fR,a,b] with
fR,a,b(r) =

1 0 ≤ r ≤ R
1
a exp
(
− (r−R)2b
)
otherwise
and R = 60.7µm was fitted. This choice is based on results by the inversion procedure. The
function f was approximated for given gˆ and several λ ≥ λˆ. The plot reveals a hard-core
distance, a jump at R, an exponential decay and, at the hard-core distance, nearly smooth
behavior from the right. The choice fR,a,b tries to mimic this behavior qualitatively.
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Figure 1.12: Approximation of f for λ = 10· λˆ (dashed), λ = 20· λˆ (solid) and λ = 40· λˆ
(dotted).
For parameter estimation the best possible choice of (λ, a, b) was taken, meant in the sense
that under the constraint λth ≥ λˆ with p0 = 1 the contrast
∆(λ, a, b) =
∫ rmax
rmin
[gˆ(r)− gth(r)]2dr (1.16)
is minimized with respect to (λ, a, b), where [rmin, rmax] is a suitable domain. This is a variant
of the well-known minimum contrast method for parameter estimation (Diggle, 2003; Heinrich,
1992). Here, the difference to be minimized depends on the pair correlation function, which is
available at least via numerical integration for the models under consideration. The minimum
contrast method using the pair correlation function has been also successfully applied by
Stoyan and Stoyan (1996) and Møller and Waagepetersen (2003, p. 183).
For [rmin, rmax] = [61µm, 400µm] the resulting estimates are λ = 1919 mm−3, a = 6.3 and
b = 3917µm2. Furthermore, since p0 cannot be estimated from the pair correlation function,
the idea is to take p0 as that value. This ensures λth = λˆ if the estimates of λ, a and b are
put in eq. (1.2). The resulting estimate is p0 = 0.92. Figure 1.13 shows the estimated function
fR,a,b as well as both the empirical pair correlation function gˆ of the pore network data and
the pair correlation function gth of the estimated model.
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Figure 1.13: Left, plot of fR,a,b, R = 60.7µm, a = 6.3 and b = 3917µm2. Right, pair
correlation functions gˆ (dotted) of the pore network data for Fontainebleau sandstone and gth
(solid line) of the fitted model.
The visual finding from fig. 1.13 (right) is that the pair correlation function gth of the fitted
model is indeed very close to its empirical counterpart gˆ. Although the way of estimating
the model parameters using the minimum contrast method minimizes the difference between
both pair correlation functions, this difference does not vanish completely and might be the
reason for rejecting the model as was the case for the attempts with the Matérn I and Matérn
II hard-core point process. In order to test formally that the difference is small enough a
deviation test (see Illian et al., 2008, section 7.4) for the corresponding L-function was used.
Based on the global deviation measure
∆ =
∫ rmax
0
|Lˆ(r)− Lth(r)|2dr
with rmax = 400µm and k = 99 simulations it indicates (p-value 0.18) that now the model
was chosen flexible enough to give a fit which mimics the second-order behavior of the data
sufficiently well.
For checking the general goodness-of-fit two other deviation tests with k = 99 simulations
using the nearest-neighbor distance distribution function as well as the empty space function
(or ’spherical contact distribution function’) (Illian et al., 2008, section 4.2) (see fig. 1.14 for
plots) instead of the L-function were carried out. They show that the fit is good also in other
respects (p-values 0.14 and 0.12, respectively).
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Figure 1.14: Left, empirical nearest-neighbor distribution function of the pore network data
for Fontainebleau sandstone (dotted) and nearest-neighbor distribution function of the fitted
model (solid) as well as 90% envelopes (gray) for the fitted model. Right, same for empirical
empty space function.
Application: deagglomerated alumina particles
The second data set are three samples of a mono-layer of deagglomerated alumina particles
within water, kindly provided by Jörg Fritzsche. The patterns, one shown in fig. 1.15, were
obtained with a QICPIC sensor (Sympatec/Germany), which is a measurement device for
dynamic picture analysis. For the test setup a liquid dispersing unit was used to get such a
mono-layer flow of deagglomerated alumina particles through a flat cuvette, where then the
images were recorded. Due to the recording process, some of the particles look like open
circles. Although they are all non-overlapping in space, some particles close together appear
to be connected due to the projective nature of the recording.
Figure 1.15: One of the used QICPIC images, size 1 mm× 1 mm.
The planar pattern of particles is quite sparse for which reason it might be modeled by a
thinned marked Poisson process. However, a Matérn-II-type model might be comparatively
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more promising due to the higher attainable intensities (see remark 4).
The first attempt was to fit a Matérn II process for hard spheres as in remark 1 with gamma-
distributed radius marks. For practical reasons the distribution was truncated at some high
value. The distribution of the weight marks was chosen to be the uniform distribution on
[0, 1]. Here, three parameters (λ = 315 mm−2, α = 6.5, β = 0.00128 mm) were estimated
again by the minimum contrast method using the pair correlation function. A comparison of
the resulting model pair correlation function gM and the empirical pair correlation function gˆ
of the data shown in fig. 1.16 indicates that this kind of model is not flexible enough for the
second-order behavior of the data.
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Figure 1.16: Left, plots of gˆ (dotted), gM (dashed) and gth (solid). Function fa,c for fixed a, c
and m,n.
This is supported also by the visual inspection of the corresponding (’Matérn’) nearest-neighbor
distance distribution function and empty space function, respectively, in fig. 1.18. See also
table 1.2 for several related deviation tests.
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Figure 1.17: Left, empirical mark correlation function of the data (dotted) and Πth (solid).
Right, empirical p.d.f. of radii of the data (dotted), Matérn (dashed) and Πth (solid).
This motivates modeling with the marked Matérn II generalization. However, due to the
presence of the radius marks these models are more complicated than those without marks,
which makes it more difficult to find a suitable parametric family of functions f for the
dependent thinning. In order to get a rough idea of f , the representation of gth in theo-
rem 9 was numerically solved for f with a method similar to the numerical inversion pro-
cedure and under the simplifying assumption that all radii are equal to 0.007, which is the
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Figure 1.18: Left, empirical c.d.f. of the nearest-neighbor distance of the data (dotted), Matérn
(dashed) and Πth (solid) as well as 90% envelopes (gray) of the fitted model. Right, same for
empirical empty space function.
mean of all observed radii. Based on this, a promising class of models for Πth seemed to be
MatII[λ,Γ(α, β),Uniform[0, 1], p0, fa,c] where
fa,c(r,m, n) =

1 0 ≤ r ≤ m+ n
exp[−c(r −m− n)a] otherwise
(cf. also fig. 1.16) and Γ(α, β) denotes the gamma distribution with shape parameter α and
rate parameter β.
Parameter estimation by the minimum contrast method (eq. (1.16)) with the pair correlation
function and under the constraint λth ≤ λ with p0 = 1 yielded the estimates λ = 329 mm−2,
α = 6.3, β = 0.00127 mm, a = 0.91 and c = 89 mm−1. Furthermore, adjusting p0 such that
λth = λˆ resulted in p0 = 0.93. The resulting pair correlation function gth, shown in fig. 1.16,
indicates a much better fit of the second-order behavior than the model of the first attempt.
Also in other respects, see fig. 1.17 or fig. 1.18, the fit is satisfactory, which is also supported
by the corresponding deviation tests, see table 1.2, each based on k = 99 simulations of the
fitted model.
L-fct. mark cor. p.d.f radii nearest-n. empty sp.
Matérn 0.00 0.00 0.13 0.01 0.00
Πth 0.24 0.18 0.20 0.14 0.13
Table 1.2: Deduced p-values for the deviation tests of the models ’Matérn’ and Πth using the
L-function (L-fct.), the mark correlation function kmm, the probability density func-
tion of the radius marks after thinning (p.d.f radii), the nearest neighbor distance
distribution function (nearest-n.) and the empty space function (empty sp.), each
based on 99 simulations.
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Thinning for arbitrary point processes
As an interesting addendum to the topic, instead of extending the original Matérn thinning
rules, one could also investigate the case when the original rules are applied to an arbitrary
point process, rather than a Poisson process. It turned out that even the calculation of the
thinned intensity is challenging in general. Besides the Poisson case, analytical results are
only available for Cox (Andersen and Hahn, 2015) and Matérn cluster processes. In his thesis
Tscheschel (2004) derived formulas for the thinned intensity both for Matérn I and II thinning
of the Matérn cluster process (see Tscheschel (2004), Satz 3.4.2. and 3.4.3). The key is to
deduce the reduced Palm distribution P !0 (see section 1.2.1). For the class of Poisson cluster
processes it can be given as the convolution of the usual distribution and the Palm distribution
of a single cluster (Stoyan et al., 1995).
For a stationary point process Q and hard-core radius R the survival probability of the typical
point can be deduced from the Palm number distribution P !0({ϕ : ϕ(B(o,R)) ∈ · }) (Illian
et al. (2008))
pMatI = P !0({ϕ : ϕ(B(o,R)) = 0}) (1.17)
and
pMatII =
∞∑
k=0
(k + 1)−1P !0({ϕ : ϕ(B(o,R)) = k}). (1.18)
The value P !0({ϕ : ϕ(B(o,R)) = k}), k ∈ N ∪ {0} equals the probability of having k points
within distance R around the typical point (without this point).
Regarding fig. 1.19 reveals that in dilute Poisson patterns with appropriate hard-core radius
R the probability that more than two points are connected (are within distance 2R) is quite
low and decreases for decreasing intensity.
This is confirmed by histograms of the Palm number distribution (fig. 1.20) for randomly
shifted points of a Matérn II pattern. This motivates to approximate the Palm number dis-
tribution by a simple discrete probability distribution.
The idea of the Palm Bernoulli approximation is that collisions of more than two points can
be neglected in dilute patterns, i.e., it is assumed that
P !0({ϕ : ϕ(B(o,R)) ∈ {0, 1}}) = 1.
This implies that the Palm number distribution is a Bernoulli distribution with expectation
E
!
0[Q(B(o,R))] = λQKQ(R),
by definition of the K-function, where λQ and KQ are intensity and K-function of Q, respec-
tively.
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Figure 1.19: Poisson point process with overlay of two points (red) and three points (green).
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Figure 1.20: Estimated Palm number distribution for a Brownian shifted Matérn II process
(blue) with variance 1/500, 1/1000 and 1/2000 and Bernoulli distribution with the same ex-
pectation (red).
Deﬁnition 10 (Palm Bernoulli approximation)
Let λQ KQ(r) ∈ [0, 1]. For the Palm Bernoulli approximation it is assumed that
P !0({ϕ : ϕ(B(o,R)) = k}) = Ber[λQ KQ(R)]({k}),
for all k ∈ ∪ {0}.
Under this condition, approximations of the Matérn I and II intensities can easily be derived
for arbitrary processes.
Theorem 11 (Intensity)
Let λQ KQ(R) ∈ [0, 1]and assume the Palm Bernoulli approximation.
(I) The intensity λMatI of the Matérn I thinning of Q reads
λMatI ≈ λQ (1 − λQ KQ(R)) .
(II) The intensity λMatII of the Matérn II thinning of Q is given by
λMatII ≈ λQ
(
1 − λQ KQ(R)2
)
.
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Proof. (I) From eq. (1.17) it follows
λMatI = λQ pMatI
= λQP !0({ϕ : ϕ(B(o,R)) = 0})
≈ λQ (1− λQKQ(R)) .
(II) Similar to the proof of theorem 8 it holds
λMatII = λQ pMatII
= λQ
∫ ∫ 1
0
(1− t)ϕ(B(o,R)) dtP !0(dϕ)
= λQ
∫ 1
1 + ϕ(B(o,R)) P
!
0(dϕ)
≈ λQ
1∑
n=0
1
1 + n [λQKQ(R)]
n [1− λQKQ(R)]1−n
= λQ
(
1− λQKQ(R)2
)
.
Remark 5. The assumption λQKQ(R) ∈ [0, 1] can be assured by independent thinning of Q.
1.2.3 Matérn III hard-core
In his seminal thesis work (Matérn, 1960) Matérn briefly mentioned another model for hard-
core point processes, known as Matérn III, which can also be derived by dependent thinning
of a Poisson process, whereas its intensity is even higher as if the Matérn II rule would be
applied. For sure, this can also be used to model particle patterns.
Let Y be a homogeneous Poisson point process in Rd × [0, 1] with intensity λ. From Y a new
model Ξth is derived by the following procedure (see Møller et al. (2010)).
With Y (1) = Y let for i ∈ N
Ξ(i) = Y (i) \
⋃
(y,t)∈Y (i)
B(y,R)×]t, 1] ,
Y (i+1) = Y (i) \
⋃
(x,t)∈Ξ(i)
B(x,R)× [t, 1]
then
Ξth =
⋃
i∈N
{
x
∣∣∣ (x, t) ∈ Ξ(i)}
is defined as the Matérn III hard-core point process. In contrast to the other two types no
closed formulas for first and second-order characteristics are available. The following fig. 1.21
shows an example for a realization.
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Figure 1.21: Matérn III hard-core point process with hard-core radius R, where points are
shown as disks of radius R.
Note that there is a perfect simulation algorithm available (see Møller et al. (2010)) and in
the jamming limit λ→∞ the process Ξth converges to the RSA process described in the next
subsection.
1.2.4 Random sequential adsorption
Another model for hard-core patterns, even hard sphere packings, is the RSA process (Illian
et al. (2008)), a model frequently used in physics and chemistry.
Model description
Two construction principles of the RSA process with fixed hard-core radius R > 0 are available
(see Stoyan and Schlather (2000)).
Variant A Let B ⊆ Rd a bounded region. Spheres of radius R are placed sequentially accord-
ing to the uniform distribution on B. If placing a new sphere would result in its intersecting
with a sphere already placed, then the new sphere is rejected and the step is repeated. The
process of placing spheres is stopped in the so-called ’jamming state’, where it is impossible
to place any new sphere. This procedure explains the name random sequential adsorption.
The definition can be extended to random radii (see Ballani et al., 2006). Regarding this
procedure the RSA model can be seen as the limit of a spatial birth process (see e.g. Stoyan
and Schlather, 2000; Hörig, 2010).
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Variant B Alternatively, the RSA model can be constructed as follows (see Stoyan and
Schlather (2000)). Consider a system of marked points (x, t) following a homogeneous Poisson
point process of unit intensity on Rd × [0,∞[. The system of marked points is thinned in
infinitely many steps according to the following rule. A point (x, t) is retained if there is no
other point (y, s) with
s < t and ‖x− y‖ < 2R
and subsequently each retained point (x, t) eliminates all the points (z, u) with
u > t and ‖x− u‖ < 2R.
Both are applied to the reduced system of marked points and suppressing the time mark t of
the retained marked points gives the RSA model in the jamming limit. Figure 1.22 shows a
realization of this process.
Figure 1.22: RSA point process with hard-core radius R, where points are shown as disks of
radius R.
Saturation density and pair correlation
According to procedure A the number of spheres increases and so their volume fraction within
B. The limit value is called saturation density. There are no analytic formulas available,
but numerical simulations suggest values of about 0.747, 0.547 and 0.382 in the first three
dimensions (Torquato et al., 2006).
In low dimensions the pair correlation function behaves like a logarithmic function with singu-
larity in 2R near the hard-core distance (Torquato et al., 2006). The plot is shown in fig. 1.23
for d = 3.
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Figure 1.23: Estimated pair correlation function of the RSA process in space with radius R.
For sure, by independent thinning (see Illian et al., 2008) of the RSA process one can deduce
a hard-core model with volume fraction as required. However, the pair correlation function
remains unchanged.
1.3 Dynamic point processes
The goal of this section is to embed the models for particle systems, which will be presented in
this thesis, into a mathematical framework. More precisely, an appropriate stochastic approach
using point process theory is aspired.
1.3.1 Related approaches
First of all, three common models from the literature are recalled which are usually applied.
The first approach is that of interacting particle systems (Kipnis and Landim, 2013). They are
considered as stochastic processes X with values in the state space ΩS where Ω is a countable
set and S a compact metric space (Liggett, 2012). More precisely, X is a continuous-time
Markov jump process. For example, in the case of the Ising model (Ising, 1925), particles are
fixed on a grid S = Zd and can have values −1 or 1, i.e., Ω = {−1, 1}. In order to account for
a continuous motion of particles the points need to be scattered in the Euclidean space rather
than on a grid.
The second ansatz are spatio-temporal or space-time point processes as presented in Diggle
(2003); Daley and Vere-Jones (2003) and Gelfand et al. (2010) (see also Illian et al., 2008).
This is a concept to add a time component to spatial point processes. More accurately, they
are defined as point processes on Rd× [0,∞[, i.e., points occur randomly in space and in time.
Such processes are used to model data given by a finite set of time points. Since a pattern
of moving and interacting particles can be regarded as a point process for every single time
t ∈ [0,∞[, a new approach is needed.
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The third example is from Molchanov and Stucki (2013) extending an approach considered in
Kabluchko (2010). It is based on a family (ξi)i∈N of i.i.d. copies of a Rd-valued stochastic
process (ξ(t))t∈R and a Poisson point process Π = {xi | i ∈ N} in Rd which is independent of
the copies. The process (Nt)t∈R with
Nt = {xi + ξi(t) | i ∈ N}, t ∈ R
is called a multivariate particle system. This construction was already studied in Révész (1994)
as a Brownian motion of a Poisson process.
The construction of dynamic point processes generalizes the last approach.
1.3.2 Definition
Let (Ω,F ,P) be a probability space.
Definition 12 (Dynamic point process)
Let (ξi)i∈N be a family of Rd-valued stochastic processes (ξi(t))t≥0, i ∈ N, Φ0 = {xi | i ∈ N}
a point process in Rd which is independent of it and (τi)i∈N be a sequence of positive random
reals (death dates) all defined on (Ω,F ,P). A family Φ = (Φt)t≥0 with
Φt = {xi + ξi(t) | i ∈ N with τi > t}, t ≥ 0
is called a d-dimensional dynamic point process on (Ω,F ,P).
The death dates sequence allows to remove points at certain times. A visualization with
continuous point paths is shown in fig. 1.24.
Figure 1.24: Visualization of a two-dimensional dynamic point process.
Similar as for a spatio-temporal point process time-dependent intensity measure and intensity
function for a DPP are introduced.
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Definition 13
Let Φ = (Φt)t≥0 be a DPP on a probability space (Ω,F ,P).
a) The intensity measure Λ : B(Rd)× T −→ [0,∞[ is given by
Λ(A, t) = EΦt(A), A ∈ B(Rd), t ≥ 0,
such that the function Λ(A, ·) gives the evolution of the expected number of points of Φ
in A over time.
b) Let Λ(·, t) be absolutely continuous w.r.t. to the Lebesgue measure for all t ∈ T , then
there exists a function λ, which will be called intensity function, with the property that
Λ(A, t) =
∫
A
λ(x, t)dx,
for all A ∈ B(Rd) and t ∈ T .
1.3.3 Non-interacting DPPs
Before the investigation of interacting or more advanced particle systems in the subsequent
chapters the basic case of non-interacting Brownian points in velocity fields is studied in the
present subsection.
Let micro-sized particles be suspended in a time-independent, continuous velocity field V :
R
d −→ Rd. The continuous trajectory of a single particle of mass mp and relaxation time τp
is calculated from the balance of forces according to Newton’s second law (Ho (2004) sec. 3.4)
mp
d2x(t)
dt2 =
mp
τp
(
V (x(t))− dx(t)dt
)
+ FBrow. (1.19)
Here, x(t) gives the particle position at time t and
FBrow =
mp
τp
√
2D dB(t)dt
is the Brownian force, where dB(t) is a Gaussian random vector with variance dt of each
component (Vatazhin and Klimenko, 1994; Risken, 2013).
The pattern of moving particle centers can be described by a DPP Φ = (Φt)t≥0. Let the
particle pattern at t = 0 be an (inhomogeneous) d-dimensional Poisson point process Φ0
with intensity function λ0. This corresponds to the assumption that particles are completely
spatially random in the initial state. In this particular case, the dynamic point process is a
Gaussian system (see Molchanov and Stucki (2013)) a special case of a multivariate particle
system (see section 1.3.1).
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The following is restricted to the case of zero inertia such that eq. (1.19) reduces to
dx(t)
dt = V (x(t)) +
√
2D dBtdt . (1.20)
It can be shown that the snapshots Φt are Poisson processes for all t with known intensity.
The following theorem follows from known results about the Fokker-Planck equation (see e.g.
Risken (2013)) written in terms of point process theory.
Theorem 14
a) For every t the process Φt is Poisson.
b) The intensity function λ of Φ satisfies the Fokker-Planck equation
∂λ
∂t
+ div(λV ) = D∆λ (1.21)
on Rd × [0,∞[ with initial value λ(·, 0) = λ0(·).
c) The intensity function λ of Φ is given by
λ(x, t) =
∫
Rd
λ0(x− v)K0,t(x− v,dv), (1.22)
where the transition kernel is
K0,t(x,B) := P (x(t)− x(0) ∈ B |x(0) = x) ,
for x ∈ Rd, t ≥ 0 and B ∈ B(Rd).
Proof. a) Proof of the defining properties of a Poisson point process.
i) Clearly, the independence property from Φ0 is maintained in all time steps since
the particles/points do not interact with each other.
ii) For x ∈ Φ0 and arbitrary t ≥ 0 let ξ be the shift of x until time t. It holds
ξ ∼ K0,t(x, ·). Considering ξ as mark of x gives the marked Poisson process
Φ˜ = {(x, ξ) |x ∈ Φ0, ξ ∼ K0,t(x, ·)}
with independent marks, which is also an unmarked Poisson process on Rd ×Rd.
Define the linear operator L : Rd ×Rd −→ Rd by L(x, y) = x+ y. The process Φt
can be obtained by applying L to Φ˜, i.e.,
Φt = L ◦ Φ˜. (1.23)
This gives
Φt(L(W )) ∼ Φ˜(W ),
which is Poisson distributed for all W ∈ B(Rd ×Rd). Since L is measurable and
surjective, this shows that Φt is Poisson as well.
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b) The Fokker-Planck equation is a partial differential equation that describes the time
evolution of the probability density function for the particle to be in a given position
and at a given time under the influence of drag V and Brownian force. It can also be used
for the particle concentration λ since there is no mathematical difference between the
probability distribution of a single particle and the concentration profile of a collection
of infinitely many particles as long as the particles do not interact with each other.
c) Let Λt be the intensity measure of Φt and W ∈ B(Rd ×Rd), then
Λt(L(W )) = EΦt(L(W )) = EΦ˜(W )
=
∫
Rd
∫
Rd
1W (u, v)λ0(u)K0,t(u,dv) du
=
∫
Rd
∫
Rd
1L(W )(x)λ0(x− v)K0,t(x− v,dv) dx
and therefore,
λ(x, t) =
∫
Rd
λ0(x− v)K0,t(x− v,dv).
The following examples investigate particular cases.
Example 2. If the velocity field is zero at every point, the distribution K0,t(x, ·) is independent
of x. In this case, it follows
K0,t(x, ·) = N(0, 2D t · Id)
and thus
λ(x, t) = (λ0 ∗ ϕt)(x), (1.24)
where ϕt is the density of N(0, 2D t · Id). This corresponds to the well-known solution of the
homogeneous heat-equation on Rd with thermal diffusivity D (Lawler, 2010). In this theory,
K is called heat kernel.
Example 3. Let Φ0 be homogeneous and V (x) = c · x. In this case, one can easily calculate
that K0,t(x, ·) = N
(
[ect − 1]x, 2Dt Id
)
and
λ(t) = exp(−c t)λ0,
which does not depend on the diffusion constant.
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1.4 Brownian motion
In physics and engineering, Brownian particle motion refers to the random movement (diffu-
sion) of particles suspended in a fluid. The Brownian particle is constantly moving, in always
changing random directions, due to the successive collisions with the fluid molecules. There
are two limiting cases of Brownian particle motion (see e.g. Heine and Pratsinis (2007)): the
free-molecular and the continuum regime, which will be discussed in the next chapter in detail.
In the first, the drag exerted by fluid on the particles is small, i.e., particles of similar size
than the fluid molecules behave in a similar fashion. In the latter, there is a large number of
collisions with much smaller molecules within a short period of time, which results in frequent
random changes of the direction. In this regime, the particles experience the surrounding
fluid as a homogeneous continuum, such that the particle trajectory can be regarded as a
sample of a Wiener process (Brownian motion). This kind of process is one of the simplest
within the class of continuous-time stochastic processes (Mörters and Peres (2010)) and a limit
of both simple and complicated processes similar to the normal distribution in the theory of
probability distributions. This section states results about Brownian motion which are required
in chapter 3.
1.4.1 Definition
The formal definition from the literature (see e.g. Mörters and Peres (2010)) is given and a
result about hitting probabilities is recalled in what follows.
Definition 15
A stochastic process on a probability space (Ω,F ,P) is a three-dimensional Brownian motion
(Bxt )t≥0 with diffusion constant D > 0 starting in x ∈ R3 if
i) Bx0 = x,
ii) Bt −Bs is multivariate normal distributed with expectation vector o
and covariance matrix D(t− s)I3,
iii) Bt1 −Bs1 and Bt2 −Bs2 are independent for all 0 ≤ s1 ≤ t1 ≤ s2 ≤ t2,
iv) Bt is continuous in t.
1.4.2 Hitting probabilities
Consider two independent three-dimensional Brownian motions B˜, Bˇ with diffusion constant
D starting a distance r apart, i.e., r = ‖B˜0 − Bˇ0‖. The goal is to derive the probability pt(r)
that they are less than 2R apart until time t ≥ 0. It is clear that pt(r) = 1 for 2R ≥ r for all
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t. To compute pt in the other case first note that it is equal to consider one single standard
(D = 1) Brownian motion B hitting the ball B(o, 2R), since the process B˜ − Bˇ is again a
Brownian motion with diffusion constant 2D (see Smoluchowski (1917)) and from the scaling
law (see Mörters and Peres (2010)) it follows B2Dt ∼ B˜t − Bˇt, t ≥ 0.
Let τx,R be the first hitting time of the ball B(o, 2R) by standard Brownian motion Bx with
‖x‖ ≥ 2R, i.e.,
τx,R := inf{t > 0 | ‖Bxt ‖ ≤ 2R} .
This problem is known in the literature about Brownian motion as hitting a ball from exterior.
It is well known that the Bessel process of order 12 is identical in law with the radial motion of a
3-dimensional standard Brownian motion, such that theorem 2.2 from Hamana and Matsumoto
(2013) gives for x ∈ R3 and t ≥ 0
pt(‖x‖) = Px(τx,R ≤ t)
= P ({ ∃ s ∈ [0, t] | ‖Bxt ‖ ≤ 2R} | {Bx0 = x})
= 2R‖x‖
∫ t
0
‖x‖ − 2R√
2pis3
exp
(
−(‖x‖ − 2R)
2
2s
)
ds.
Denote by erf with
erf(x) := 2√
pi
∫ x
0
exp(−y2)dy
the error function, then
pt(‖x‖) = 2R
r
(
1− erf
(
r − 2R√
2t
))
. (1.25)
With ‖x‖ = r and t = 2Dt one can obtain the following preliminary result.
Lemma 16
The probability pt(r) that two independent three-dimensional Brownian motions with diffusion
constant D starting a distance r apart are less than 2R > 0 apart until time t ≥ 0 is given by
pt(r) =

1 r2R ≤ 1(
r
2R
)−11− erf
 r2R − 1√
Dt
R
 otherwise . (1.26)
Note that pt(r) does only depend on scale r2R and dimensionless time
√
Dt
R . The function is
shown in fig. 1.25.
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Figure 1.25: Plot of pt(r) as a function of r2R for
√
Dt
R = 1/2 (blue), 1 (green) and 2 (red).
The probability pt from eq. (1.25) equals the radial solution of the heat conduction problem
(see Hamana, 2010; Lawler, 2010)
∂u(x, t)
∂t
= 12∆xu(x, t), (1.27)
for t > 0 and x ∈ R3 \B(o, 2R) subject to the initial and boundary condition
u(x, 0) = 1B(o,2R)(x), x ∈ R3 and
u(x, t) = 1, x ∈ B(o, 2R), t ≥ 0.
In order to solve eq. (1.27) the equation can be transformed into
∂u(r, t)
∂t
= 12
∂2u(r, t)
∂r2
+ 1
r
∂u(r, t)
∂r
, r ≥ 0, t ≥ 0 (1.28)
with
u(r, 0) = 1[0,2R](r), r ≥ 0 and
u(r, t) = 1, r ≤ 2R, t ≥ 0
by radial symmetry. The ansatz
u(r, t) =

1 r ≤ 2R
2R
r w
(
r−2R√
2t
)
otherwise
(1.29)
reduces the problem to solve
w′′(z) = −2zw′(z), z ≥ 0 (1.30)
with
w(0) = 1 and
w(∞) = 0,
where z = r−2R√2t . Its solution is given by
w(z) = 1− erf(z),
such that pt(‖x‖) solves eq. (1.27).
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1.4.3 Wiener sausage
Subsequent considerations make it necessary to compute the integral∫
R3
pt(‖x‖) dx.
Denote by W (t, 2R) the random set which consists of all points visited by a Brownian motion
with diffusion constant 2D until time t ≥ 0, where each point undergoes a Minkowski addition
by a ball of radius 2R, i.e.,
W (t, 2R) = {x ∈ R3 | ∃ s ∈ [0, t] : Bxs ∈ B(o, 2R)}.
This set is called Wiener sausage (see Donsker and Varadhan (1975)). Figure 1.26 shows an
example. It is easy to see that
W2R(t) := EVol(W (t, 2R)) =
∫
R3
pt(‖x‖) dx
for the expected volume W2R. According to Spitzer (1964) one has the formula
W2R(t) =
1
6pi2C
3 + Ct+ 4(2pi)−3/2C2
√
t,
where C is the Newtonian capacity of a ball, which becomes
W2R(t) =
32pi
3 R
3 + 8piRDt+ 32R2
√
piDt (1.31)
in this situation.
Figure 1.26: Realization of a three-dimensional Wiener sausage.
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Remark 6. Similar results can be obtained in other dimensions (Hamana, 2010). Although in
even dimensions like d = 2 only asymptotically results are available (see Hamana (2012)) for
the expected volume. Whitman (1964), a student of Spitzer, derived similar results for cross
sections given by compact sets beside balls.
1.5 Modeling turbulent flow fields
In fluid dynamics and meteorology, aero- or hydrosols are usually described by vector fields
V : R3 −→ R3 in modeling and theoretical considerations. In many cases fluids or wind
fields are assumed to be incompressible (Jacobson, 2005), meaning that the total volume
of a parcel of fluid does not change over time, i.e., there are no effects causing the vol-
ume to expand or contract, respectively. The velocity field of such an incompressible fluid
is referred to as solenoidal (Peyret, 1996) or divergence-free. That means with V (x, y, z) =
(u(x, y, z), v(x, y, z), w(x, y, z)) it holds
div(V ) = ∇ · V = ∂u
∂x
(x, y, z) + ∂v
∂y
(x, y, z) + ∂w
∂z
(x, y, z) = 0,
for all (x, y, z) ∈ R3.
In Scheuerer and Schlather (2012) the authors construct a matrix-valued covariance function
and show that a sufficiently smooth random vector field with this covariance function has
divergence-free sample paths. This is based on a construction that has been known in the
literature on meteorology since the 1960s (Gandin (1966), Daley (1985)). It uses derivatives
and is rather difficult to apply.
In order to derive a much more simple way to sample solenoidal vector fields, which improves
numerical simulation, a new model is presented. In contrast to Scheuerer and Schlather (2012)
it uses Fourier transform and convolution and the spectrum of those vector fields can be given.
Hence, turbulent velocity fields with given mean velocity field and turbulent spectra can be
modeled easily.
1.5.1 Theory
T d be the d-torus, T > 0 and (Gi)1≤i≤d a family of stationary and isotropic Gaussian random
fields on T d × [0, T ] all with mean EGi ≡ 0, continuous correlation function and spectrum
function EGi = S, 1 ≤ i ≤ d (see Abrahamsen (1997)).
For bounded and integrable functions Φ : [0,∞[−→ [0,∞[ and E1, . . . , Ed define the mapping
f : Rd \ {o} ×R −→ Rd×d by
f(ξ, τ) =
√
(2pi)−dΦ(|τ |)diag(E1(‖ξ‖), . . . , Ed(‖ξ‖))
(
Id − ξ ⊗ ξ‖ξ‖2
)
.
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Note that every continuous, stationary random field Z on T d has a representation (see Rozanov
(2013))
Z(x) =
∑
k∈Zd
Ẑ(k) exp(ikxt)
with its Fourier transform
Ẑ(k) = (2pi)−d
∫
T d
Z(x) exp(−ikxt) dx.
This leads to an incompressible random vector field given in the following theorem.
Theorem 17
The random vector field G on T d × [0, T ] with values in Rd defined by
G = f̂ ∗ (G1, . . . , Gd)
has the following properties:
a) G is Gaussian with EG ≡ o,
b) G is stationary (see Abrahamsen (1997) for definition) and for the spectrum it holds
EG(ξ, τ) = S(ξ)Φ(|τ |)diag(E1(‖ξ‖), . . . , Ed(‖ξ‖))
(
Id − ξ ⊗ ξ‖ξ‖2
)
,
c) its Fourier transform is given by
Ĝ(ξ, τ) = f(ξ, τ)(Ĝ1(ξ, τ), . . . , Ĝd(ξ, τ))t
and G(·, t) is incompressible for all t, i.e.,
∇ ·G(·, t) ≡ 0 a.s. for all t.
Proof of theorem 17:
a) The stochastic process G can be written as
G(x, t) =
∑
j
∫
T d
f̂i,j(x− y, t− s)Gj(y, t) d(y, s)

i=1,...,d
,
for (x, t) ∈ T d × [0, T ], showing that it is well-defined and Gaussian, since the sum and
Riemann integral over a bounded domain of continuous Gaussian processes (continuous
paths) are Gaussian processes again (Lifshits, 2012; Rozanov, 2013). The paths of Gj are
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continuous, since its correlation function was assumed to be continuous (Abrahamsen,
1997). It follows
EG(x, t) = E
(
fˆ ∗ (G1, . . . , Gd)t
)
(x, t)
= E
∫
T d
fˆ(x− y, t− s)(G1(y, t), . . . , Gd(y, t))t d(y, s)
=
∫
T d
fˆ(x− y, t− s)(EG1(y, t), . . . ,EGd(y, t))t d(y, s)
≡ o,
since EGi ≡ 0 for 1 ≤ i ≤ d.
b) For the covariance matrix function of G one can obtain the formula
E[G(x1, t1)tG(x2, t2)] = fˆ(x2−x1, t1 − t2)t
∗ C(G1,...,Gd)(x1 − x2, t1 − t2)
∗ fˆ(x1 − x2, t1 − t2)
using the definition of G and the convolution. This proves that G is stationary and the
spectrum becomes
EG(ξ, τ) = (2pi)df(−ξ,−τ)tE(G1,...,Gd)(ξ, τ)f(ξ, τ)
= (2pi)dS(ξ)f(−ξ,−τ)tIdf(ξ, τ)
= (2pi)dS(ξ)
(√
(2pi)−dΦ(|τ |)diag(E1(‖ξ‖), . . . )
)2 (
Id − ξ ⊗ ξ‖ξ‖2
)
,
since
(
Id − ξ⊗ξ‖ξ‖2
)t (
Id − −ξ⊗−ξ‖−ξ‖2
)
=
(
Id − ξ⊗ξ‖ξ‖2
)2
=
(
Id − ξ⊗ξ‖ξ‖2
)
for all ξ ∈ Rd\{o} because
of idempotency.
c) The Fourier transform representation is easy to see. For an integrable function F :
R
d −→ R it holds ∂̂F∂xj (x) = ixjF̂ (x) for all x ∈ Rd and 1 ≤ j ≤ d (see Grafakos (2004)).
This gives ∇ ·G(·, t) ≡ 0 a.s. for all t if and only if ξĜ(ξ, τ)t = 0 for all ξ ∈ Rd a.s. for
all τ . This equation holds since for all ξ ∈ Rd \ {o}
ξ
(
Id − ξ ⊗ ξ‖ξ‖2
)
= ξ − ξ
ξξt
(
ξtξ
)
= o.
1.5.2 Simulation
Based on the last theorem one can describe a very simple simulation algorithm for incom-
pressible fields. An incompressible, stationary, space-time Gaussian field G in a domain D
(with periodic boundaries) over time t ∈ [0, T ], with a spectrum as in theorem 17 b), can be
simulated according to the following algorithm.
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• Discretize D × [0, T ] by a grid G.
• For i = 1, . . . , d create the Gaussian field Gi on G and calculate the discrete Fourier
transform Ĝi of Gi.
• For each grid point g ∈ G deduce the vector Ĝ(g) by multiplication of the matrix f(g)
and the vector (Ĝ1(g), . . . , Ĝd(g))t.
• Apply the inverse discrete Fourier transform to Ĝ to obtain the field G.
The algorithm uses the same steps as the usual approach based on Fourier transform for an
arbitrary Gaussian field (Bertschinger (2001)) with additional multiplication of f(g).
1.5.3 Example
To visualize the presented approach an example will be given. The algorithm was implemented
in an in-house MathematicaTM program (Teichmann, 2015).
Consider the vector field G for dimension d = 2 sampled according to S ≡ 1 and the spectra
given in fig. 1.27 on a grid of 1000× 1000 points. For simplicity, time and x-component of the
space spectra coincide here.
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Figure 1.27: Plot of the function E1 = Φ (solid) and E2 (dashed).
The components of G and G itself are shown in fig. 1.28 for a given time. The two spatial
spectra lead to clearly different fields and the streamline plot reveals vortex structures.
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Figure 1.28: Top, plot of x- (left) and y-component (right) of a realization of G at time t = 2.
Bottom, plots showing a vector- (left) and streamline-plot (right) of this realization of G.
2 Smoluchowski coagulation model
The time evolution of the particle intensity (number concentration) for a coagulating aero-
or hydrosol is of fundamental interest in many applications, such as physics, colloid science,
chemistry and engineering.
This chapter aims to investigate the traditional treatment, the Smoluchowski coagulation
model, named after Marian Smoluchowski an ethnic polish scientist in the Austro-Hungarian
Empire (Rovenchak, 2012). Born in 1872, he is considered as a pioneer of statistical physics. As
he died in Kraków in 1917, Professor Wladyslaw Natanson wrote in Smoluchowski’s obituary:
“With great pleasure I would revive the charm of his life, knightly softness of his
heart, combined with exquisite kindness. I wish I could reconstruct the odd appeal
of his personality, recall how restrained he was, modest, and beautifully timid, yet
always full of pure, almost unintentional joy.”
The approach models the time evolution of the size distribution of particles undergoing coagu-
lation. Initially, it was derived for Brownian movement of particles (see Smoluchowski (1917)),
a century ago, but it can also be used in turbulent systems.
In order to get familiar with coagulation modeling, this approach is briefly recalled in what
follows, some inefficiencies are pointed out in its derivation and the corresponding coagulation
equation is investigated for homogeneous and inhomogeneous systems. Analysis of solutions
and two common inversion methods increase knowledge of the theory. Additionally, a summary
about the evolution of models for coagulation of Brownian particles and particles in turbulent
flows, across the entire particle size range, is given.
2.1 The Smoluchowski model for Brownian motion
In the last century the intensity of a system of three-dimensional spherical particles mov-
ing according to Brownian motion in the continuum regime, under the effect of coagulation,
has been theoretically derived using Fick’s first law of diffusion according to the approach of
Smoluchowski (Smoluchowski, 1917; Chandrasekhar, 1943). The coagulation rate of monodis-
persed particles (spheres) was calculated by changing the point of view from third person to
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first person, i.e., instead of regarding the whole pattern one ’typical’ particle is fixed and the
other particles move relative to the fixed one.
A major intermediate step in this theory was to derive the number distribution in the annihi-
lation type I stage. This is the simplified case that hitting particles are removed, but no new
particles are formed afterwards.
2.1.1 Initial state
The term initial state refers to the type of particle or point pattern at t = 0. In the original
Smoluchowski model (Smoluchowski (1917)) no explicit initial state is defined. The author just
considers a stationary pattern of spherical monodisperse particles, called primary particles,
with intensity v0 at t = 0. However, reading between the lines reveals that an important
assumption in the derivation is that the positions of particles centers are initially completely
spatially random. That means he implicitly assumed a Poisson point process as initial state.
Since a Poisson process does not satisfy the hard-core property, which is required for a particle
pattern, this assumption is only plausible as approximation in dilute systems.
2.1.2 Central absorber
In the next step, the point of view is changed from third person to first person, i.e., instead of
regarding the whole pattern one ’representative’ particle is fixed and the other particles move
relative to the fixed one. Here, it is assumed that the initial concentration is very low.
Regarding the fixed particle as a spherical trap of radius 2R, where R is the particle radius,
and considering the other points as points, he derived the survival probability of the fixed
particle with the Fokker-Planck equation Risken (2013).
The Fokker-Planck diffusion equation describes the evolution of the intensity C of independent
Brownian points with diffusion coefficient D in time and in space starting at some initial
intensity C0 at t = 0. It takes the form
∂C(x, t)
∂t
= D2 ∆xC(x, t) , x ∈ R
d , t > 0.
In this case, the initial condition is that the intensity is constant around the trap at t = 0
C(x, 0) = C0(x) =

0 ‖x‖ ≤ 2R
v0 otherwise
.
To ensure that the particles are absorbed on the trap {‖x‖ = 2R} he asserted
C(x, t) = 0 , ‖x‖ = 2R , t > 0.
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Note that R has to be replaced by 2R in the original work, since the particles hit a distance
2R apart and D was replaced by D/2 according to the definition of the diffusion constant in
definition 15.
The unique solution C of this Cauchy problem is given by (see Smoluchowski (1917))
C(x, t) = v0
(
1− 2R‖x‖
[
1− erf
(‖x‖ − 2R√
2Dt
)])
.
A plot of C as a function of ‖x‖2R is shown in fig. 2.1.
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Figure 2.1: C as a function of ‖x‖2R for Dt = 1/2 (blue), 1 (green) and 2 (red).
From C he obtained the particle deposition flux J onto the trap using Fick’s second law of
diffusion. It relates the diffusive flux to the intensity, under the assumption of steady state,
and states that the flux goes from areas of high intensity to regions of lower intensity where
the magnitude is proportional to the intensity gradient
J(t) =
[
−D∇xC
]
‖x‖=2R
= 4piDRv0
(
1 + 2
√
2R√
piDt
)
.
Note that the minus sign was missing in the original work Smoluchowski (1917). The flux J
gives the amount of particles diffusing into the trap at time t (with v0 as initial amount) under
the assumption that the surrounding particles do not annihilate each other.
Following Smoluchowski’s advance, the probability that no surrounding particle diffused into
the trap until time t can be derived from the Poisson distribution as
qSmol(v0, t) = exp
(
−
∫ t
0
J(s) ds
)
.
In order to take into account that the trap/particle is also moving one has to replace the
diffusion constant D by 2D. In conclusion, the survival probability of a moving particle until
time t, if the intensity is kept constant over time, is given by (see Smoluchowski (1917))
qSmol(v0, t) = exp
(
−v0
[
8piRDt+ 32R2
√
piDt
])
. (2.1)
Another problem is that the intensity is not kept constant, i.e., one has to take the decrease of
the intensity over time into account to deduce the right relation between survival probability
and intensity.
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2.1.3 Differential equation
Calculation of the intensity in systems with mortality is a classical problem in the field of
survival analysis (Finkelstein, 2008). For a given survival function S at time t of an individual,
which is the probability that the time of death is later than t, one can calculate the hazard
function h at time t and intensity u by
h(u, t) = −
∂S
∂t (u, t)
S(u, t) .
On the other hand, for the intensity of individuals one has
h(u, t) = −u
′
u
,
which results in the equation (Finkelstein (2008))
u′ = u
∂S
∂t (u, t)
S(u, t) ,
such that one can state the following lemma.
Lemma 18
The number intensity is the unique solution of the differential equation
u′(t) = u(t)
∂qSmol
∂t
qSmol
(u(t), t), t ≥ 0,
with initial condition u(0) = v0 and qSmol defined in eq. (2.1).
Although in an informal and nonrigorous way, Smoluchowski derived the same equation. The
solution of lemma 18 can be given as
u(t) = v0
1 +
(
8piRDt+ 32R2
√
piDt
)
v0
, t ≥ 0. (2.2)
Note that formula (16) in Smoluchowski (1917) coincides just by accident with this result,
since R has to be replaced by 2R and D by D/2 in the original work as pointed out earlier.
In the original work the last summand in the denominator was omitted to make the result
more simple and J constant in t. This case is referred to as simplified approach.
The final result in terms of the particle volume fraction is as follows.
Theorem 19
Let R be the radius and D the diffusion constant of a Brownian particle. The volume fraction
both for the simplified approach S1 and the extended case S2 in the annihilation type I stage
of the Smoluchowski model is
ΦS1(t) =
v0
1 + 6v0
(√
Dt
R
)2 ,
ΦS2(t) =
v0
1 + v0
[
6
(√
Dt
R
)2
+ 24√
pi
√
Dt
R
] ,
for t ≥ 0 and initial volume fraction v0.
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In fig. 2.2 the plots of ΦS1 and ΦS2 are shown.
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Figure 2.2: Volume fraction ΦS1 (solid) and ΦS2 (dashed) as a function of
√
Dt
R .
2.1.4 Coagulation stage
The purpose of the Smoluchowski model was to derive a description of coagulating Brownian
particles. That means if two primary particles with diffusion constant D1 = D and radius
R1 = R hit, a new particle of ’size’ 2 with radius R1,1 and diffusion D1,1 is formed. Again, this
particle can coagulate with a primary particle, which gives a particle of size 3 or with other
particles of size 2, which result in a particle of size 4. Following this rule, a coagulation model
with particles of any size i ∈ N is derived (Smoluchowski (1917)).
The annihilation type I stage takes the loss of primary particles by collisions among each
other into account. Additionally, primary particles are lost by coagulation with particles of
size j > 1.
This results in the loss term Lossi where the means by which the density vi(t) of particles of
size i may decrease due to coagulation with another particle of any size are contained.
The coagulation gain term Gaini expresses the possible means by which a new particle of size
i > 1 may appear at time t by the coagulation of some pair of particles of sizes k and i − k.
For sure, this does not occur in the annihilation type I stage.
This results in the homogeneous Smoluchowski coagulation equation. It states that the inten-
sity vi(t) of particles of size i at time t satisfies
∂vi
∂t
= Gaini − Lossi . (2.3)
According to Smoluchowski (1917), in this particular case, gain and loss term are given by
Gaini =
i−1∑
j=1
piRi−j,jDi−j,j + 2R2i−j,j
√
piDi−j,j
2t
 vi−jvj ,
Lossi =
∞∑
j=1
2piRi,jDi,j + 4R2i,j
√
piDi,j
2t
 vivj .
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2.1.5 Special case: Annihilation type II
In general, it is difficult to solve eq. (2.3), since Di,j and Ri,j depend on i, j. For the particular
case that all particle sizes have the same radius and diffusion constant it follows
Di,j = 2D ,
Ri,j = 2R.
This case will be referred to as Brownian annihilation type II (see section 3.2). The intensity
of the particles v can be obtained as the the sum of all intensities for the particular sizes
v =
∞∑
i=1
vi.
According to eq. (2.3) this gives
∂v
∂t
=
∞∑
i=1
∂vi
∂t
=
∞∑
i=1
Gaini − Lossi
= −12v
2
8piRD + 16R2
√
piD
t

with the solution
v(t) = v0
1 +
(
4piRDt+ 16R2
√
piDt
)
v0
, t ≥ 0,
where v0 is the initial intensity. Again, the result can be rephrased as follows.
Theorem 20
Let R be the radius and D the diffusion constant of a Brownian particle. The volume fraction
both for the simplified Smoluchowski approach T1 and the extended case T2 in the case of
annihilation type II is
ΦT1(t) =
v0
1 + 3v0
(√
Dt
R
)2 ,
ΦT2(t) =
v0
1 + v0
[
3
(√
Dt
R
)2
+ 12√
pi
√
Dt
R
] ,
for t ≥ 0 and initial volume fraction v0.
In fig. 2.3 the plots of ΦT1 and ΦT2 are shown. Clearly, a gap between the functions for small
values of
√
Dt
R is visible.
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Figure 2.3: Volume fraction ΦT1 (solid) and ΦT2 (dashed) as a function of
√
Dt
R .
2.1.6 Inefficiencies
The Smoluchowski approach assumes implicitly a very low particle intensity, since a Poisson
process does not satisfy the hard-core property, which is required for a particle pattern. As
will turn out, the initial state of such particle processes is indeed important for the evolution
of the intensity. Furthermore, dependence of particles and an important term was neglected
(see Smoluchowski (1917)). This makes clear that this ansatz is not fully suitable, in general,
for monodisperse particles. For a bi-disperse system one has to take also the size increment
into account, both for the moving particles and the fixed one.
In summary, the following list itemizes some limitations in the derivation of Smoluchowski.
• It assumes very low particle intensities.
• The initial state is undefined or rather unobtainable.
• An important term is neglected in the original work (see theorem 19).
• Particles of different sizes are assumed to be independent, which is not true.
In chapter 3 an approach to overcome those obstacles is presented.
2.2 Smoluchowski coagulation equation
The particle number concentration under coagulation can be deduced from eq. (2.3) derived
in section 2.1.4. This is the Smoluchowski coagulation equation (SCE) in the particular case
of pure Brownian motion following the original approach of Smoluchowski (1917).
The SCE has been used effectively in modeling of agglomeration and aggregation in turbulent
and Brownian regimes and on all scales, ranging from the micro scales of aero- and hydosol
formation Friedlander (2000), to the cosmological scales of the clustering of matter in the
visible Silk and White (1978) and invisible universe (Fakhouri and Ma, 2008).
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To provide a general formula for the evolution of the number concentration under coagu-
lation the general form of the SCE, both for the homogeneous and inhomogeneous case, is
investigated. Firstly, to make things easier, the usual case that the concentration is location
independent is considered and the general model is studied later.
2.2.1 Homogeneous Smoluchowski coagulation equation
Most of the literature considers the case of a space stationary concentration field (Aldous,
1999). This is reasonable, since in the absence of a global motion field, Brownian motion and
isotropic turbulence are present in every location in the same manner.
Consider the following coagulation model (see e.g. Aldous (1999)). Particles with different
sizes move through space. When two particles (sizes n and m) are sufficiently close, there is
some chance that they coagulate to a new particle of size n+m.
Fix a particle of size n and assume that the instantaneous rate at which it coagulates with
some particle of size m is proportional to the mean number concentration fm(t) of particles of
sizem and write K(n,m) for the constant of proportionality. Note that the function n 7→ fn(t)
is not necessarily a pdf (probability density function) for all t.
The function K, called collision rate kernel, depends on properties of the suspending fluid, the
structure of its velocity field, as well as size and shape of the particles involved.
The average number of coalescence of n and m to n+m per unit time per unit volume is given
as
fn(t) fm(t)K(n,m),
for n 6= m and
1
2fn(t) fn(t)K(n, n),
for n = m. The factor 12 avoids double counting of the collisions among the like particles.
The idea behind is that information of the motion and the particles, are subsumed into the
rate kernel K, such that it depends on flow and particle kinematics.
The number concentration of particles, say of size n, changes over time, since particles of this
size are build up by smaller ones or lost when they coagulate with others.
The coagulation gain term Gainn (Hammond, 2014) expresses the possible means by which
a new particle of size n may appear at time t by the coagulation of some pair of particles of
sizes k and n− k.
The loss term Lossn contains the means by which the number concentration fn(t) may decrease
due to coagulation of a particle of size n with another particle of any size.
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Both values depend on n, t and the kernel K. Based on these quantities the homogeneous
Smoluchowski coagulation equation states that the number concentration fn(t) of particle of
size n at time t satisfies
∂fn
∂t
= Gainn − Lossn . (2.4)
That is, eq. (2.4) states that the derivative of fn(t) is the sum of the rates at which other
pairs of masses present can stick together to form a particle of size n, minus the rates at
which particles of size n might join with other particles. Boundary conditions are the initial
concentrations fn(0) for all sizes n at time t = 0. Note that the function
t 7→
∑
n∈N
fn(t)
gives the evolution of the number concentration of all particles in time.
Discrete version
A common assumption is that the particle size is an integer number (e.g. class index). Here,
the Smoluchowski coagulation equation is a system of ordinary differential equations (Aldous
(1999)). Gain and loss terms are given by
Gainn =
1
2
n−1∑
m=1
K(m,n−m)fm fn−m
and
Lossn = fn
∞∑
m=1
K(m,n)fm.
Continuous version
If instead, the particle size is assumed to be a real number (e.g. mass, volume), the SCE
becomes a system of integro-differential equations (Aldous (1999)), since gain and loss terms
are integrals given by
Gainn =
1
2
∫ n
0
K(m,n−m)fm fn−mdm
and
Lossn = fn
∫ ∞
0
K(m,n)fmdm.
70 Analytical solutions Smoluchowski coagulation
2.2.2 General Smoluchowski coagulation equation
An assumption of the homogeneous SCE, which is usually not satisfied in real world particle
systems, is spatial homogeneity, i.e., the number concentration varies in space (Jones, 2013).
Let v be a time-independent, deterministic velocity field. In the general Smoluchowski coag-
ulation equation the number concentration fn(x, t) of particles in location x ∈ Rd at time t
with size n satisfies (see Hammond (2014))
∂fn
∂t
+ divx(vfn) = Dn∆xfn + Gainn − Lossn (2.5)
with given initial value fn(·, 0) for all n. The factor Dn is the diffusion rate of particles with
size n. Operators ∆x and divx denote spatial nabla and divergence. This equation is also
known as general convection-diffusion equation.
Numerical solution procedures and deeper investigations are provided in the papers of Sabelfeld
and Kolodko (Sabelfeld et al., 1996; Kolodko et al., 1999; Sabelfeld and Kolodko, 2003; Kolodko
and Sabelfeld, 2001) and in Zhao and Zheng (2013).
Nevertheless, the focus is on the homogeneous case in the following sections.
2.3 Analytical solutions
An advantage of the Smoluchowski equation is that it is a simple and effective description
of a coagulating system. However, even in the homogeneous case, analytic solutions for the
evolution of the number concentration over time are known only for a few basic rate kernels
(Aldous (1999)). In practice, numerical methods are applied to solve the equation system.
The method of moments, sectional method (Hounslow et al., 1988) and Monte-Carlo methods
(Pearson et al., 1984) are commonly used (see (Ho, 2004) for comparison). The present section
is restricted to the consideration of analytical properties and basic kernels.
2.3.1 Existence and uniqueness
A first step in investigating equations is to study for which parameters and boundary condi-
tions a solution does exist and whether it is unique. It turns out, it is quite difficult for the
Smoluchowski coagulation equation. All known results restrict on certain classes of kernels
and moment conditions of the initial concentration.
The discrete version is proved to have a unique solution (see Melzak, 1957; Ball and Carr,
1990; Wattis, 2008) with mass conservation, i.e., the overall mass or volume of particles is
preserved over time,
∞∑
n=0
nfn(t) = const. <∞, for all t ∈ [0,∞[, (2.6)
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in the situation of
• K(n,m) ≤ C,
• K(n,m) ≤ C(n+m),
for all n,m. Without uniqueness the continuous version has a solution (see Filbet and Lau-
rençot, 2004; White, 1980) with mass conservation for kernels with
• K(n,m) ≤ C(1 + n+m), for all n,m.
A more general result, where mass conservation is unknown, was given in Fournier and Lau-
rençot (2006) for the continuous case, i.e., eq. (2.4) has a unique solution if∫ ∞
0
nλfn(t)dn <∞, for all t ∈ [0,∞[,
in the following situations
• K(n,m) = (nα +mα)β, α > 0, β ∈ R, λ = αβ < 1,
• K(n,m) = nαmβ + nβmα, 0 < α, β < 1, λ = α+ β ∈]0, 2],
• K(n,m) = (nm)α(n+m)β, α > 0, β < 0, λ = 2α+ β < 2,
• K(n,m) = |n−m|α(n+m)β, α > 1, β < 0, λ = α+ β < 1,
• K(n,m) = (n+m)λ exp(−β(n+m)α), α, β > 0, λ < 0,
for all n,m. Note that Norris (1999) was able to construct a kernel and an initial discrete
concentration such that the equation has at least two distinct mass conservative solutions, but
this kernel does not satisfy K(n,m) < Cnm, for all n,m.
2.3.2 Mass conservation and gelation
A common assumption in systems with coagulation is that the overall mass or volume of
particles is preserved over time, as introduced in eq. (2.6). Unfortunately, this is not the case
for all kernels.
If the number concentration in the continuous case satisfies∫ ∞
0
nfn(t)dn =
∫ ∞
0
nfn(0)dn,
or in the discrete case
∞∑
n=0
nfn(t) =
∞∑
n=0
nfn(0),
72 Analytical solutions Smoluchowski coagulation
for all t ∈ [0, t˜[, this means that mass conservation holds until time t˜. The maximum t˜ is
called gelation time and denoted by tgel.
The failure of mass conservation is referred to as the gelation phenomenon in the literature
(Aldous (1999)). Depending on the moment in time when gelation occurs it is called instan-
taneous tgel = 0, delayed tgel > 0 or no gelation tgel =∞.
Consider the following parametric kernel which allows gelation. For µ, η > 0 let
K(n,m) = nνmη + nηmν , (2.7)
for all n,m. Following Wattis (2008) it can be shown that the kernel produces
• no gelation if η + µ ≤ 1,
• delayed gelatio if µ, η ≤ 1,
• instantaneous gelation if −1 < η − µ ≤ 1 and that eq. (2.4) has
• no solution if |η − µ| > 1.
2.3.3 Analytical solutions for basic kernels
Since no general solution of eq. (2.4) can be given, one has to restrict to special cases of
rate kernels. One of the first cases investigated in the literature are those of a constant,
additive and multiplicative kernel (Aldous, 1999). It turned out that analytical solutions
can be derived using generating functions in the discrete case and Laplace transforms in the
continuous approach (see Deaconu and Tanre, 2000).
The solutions are based on the initial condition of a monodisperse particles distribution fn(0) =
δ1(n) for all n. Note that there is also a solution available for the linear combination of those
kernels (see Spouge, 1983).
Constant kernel
If the coagulation rate kernel is constant
Kconst(n,m) = 1, for all n,m,
the unique solution of eq. (2.4) in the discrete case is
fn(t) = (1 + t/2)−2
(
t
2 + t
)n−1
, t ≥ 0,
according to Smoluchowski (1916) and in the continuous case
fn(t) =
4
t2
exp
(
−2n
t
)
, 0 < t <∞
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(see Deaconu and Tanre (2000)). In order to make the solutions comparable for diﬀerent values
of t they were normalized to obtain a pdf for all t. The plots are shown in ﬁg. 2.4.
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Figure 2.4: Left, normalized solution n → (1 + t/2)fn(t) for t = 0.5 (blue), 2 (red) and 4
(green). Right, normalized solution n → t/2fn(t) for t = 1 (blue), 2 (red) and 4 (green).
Additive kernel
For the additive kernel Kadd(n,m) = n + m, for all n,m, in the discrete case, deﬁne
B(λ, n) = (λn)
n−1 exp(−λn)
n! , n ∈ , λ ∈ [0, 1]. (2.8)
With monodisperse initial number concentration it follows (see Golovin, 1963)
fn(t) = exp(−t)B(1 − exp(−t), n), t ≥ 0
as the unique solution. The continuous solution is
fn(t) =
n−3/2√
2π
exp
(
−t − n exp(−2t)2
)
, −∞ < t < ∞,
(see Deaconu and Tanre (2000)). The case of arbitrary initial distribution is given in Fernandez-
Diaz and Gomez-Garcia (2007) in terms of a Laplace transform. Again, the plots of the
normalized solutions are shown in ﬁg. 2.5.
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Figure 2.5: Left, normalized solution n → exp(t)fn(t) for t = 0.2 (blue), 1 (red) and 5 (green).
Right, normalized solution n → nfn(t) for t = −0.5 (blue), 0.5 (red) and 1 (green).
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Multiplicative kernel
Here, the kernel equals Kmult(n,m) = n·m, for all n,m and in the discrete case the unique
solution is given by (McLeod, 1962)
fn(t) =
B(t, n)
n
, 0 ≤ t ≤ 1,
for all n ∈ ∪ {0}, with B form eq. (2.8). The solution in the continuous case is
fn(t) =
n−5/2√
2π
exp
(
−nt
2
2
)
, −∞ < t < 0,
according to Deaconu and Tanre (2000). Plots are provided in ﬁg. 2.6.
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Figure 2.6: Left, normalized solution n → nfn(t) for t = 0.1 (blue), 0.5 (red) and 0.9 (green).
Right, normalized solution n → |t|n2fn(t) for t = −2 (blue), −1 (red) and −0.5 (green).
2.3.4 Log-normal size theory
Following Otto et al. (1999); Lee et al. (1997); Park et al. (1999); Lee (1983), a famous example,
where an analytical solution is tractable, uses a kernel related to physics and chemistry. Let
the size n be given as the particle volume then the kernel reads
Klog(n,m) = c( 3
√
n + 3
√
m)
( 1
3√n +
1
3√m
)
, (2.9)
for n,m ∈ [0,∞[ and a constant c. An important assumption is the form of the number
concentration. The distribution is taken as being a time-dependent log-normal, which is a
widely used approach for particle volume distribution both theoretically and experimentally.
Assume that the distribution remains log-normal over time, although their parameters change.
Let μ(t) be the geometric mean volume, σ(t) be the geometric standard deviation of the particle
volume1 and
f(t) :=
∫ ∞
0
fn(t)dn
1Instead of radius, which is an error in the papers Park et al. (1999); Lee (1983).
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be the total number concentration at time t. The number concentration of volume n at time
t equals
fn(t) :=
f(t)
3n
√
2pi ln σ(t)
exp
 − ln2 nµ(t)
18 ln2 σ(t)
 . (2.10)
In this case, the Smoluchowski equation can be reformulated using the moment Mp of order
p ∈ R of the log-normal distribution eq. (2.10). It reads
∂M0
∂t
= −c(M20 +M−1/3M1/3) ,
∂M1
∂t
= 0 ,
∂M2
∂t
= 2c(M21 +M4/3M2/3) .
(2.11)
Note that M0 = f and mass is conserved M1 = const. The moments of a log-normal distribu-
tion satisfy the relation (see Park et al. (1999))
Mp = M1µp−1 exp(4.5(p2 − 1) ln2 σ). (2.12)
Using this in eq. (2.11) gives two equations for µ and σ with initial values µ0 and σ0, which
can be solved analytically leading to complicated analytic formulas. It turns out that the
geometric standard deviation converges to a positive value for large times (Lee, 1983).
2.4 Inversion methods
Inferring kernels from observed data for the number concentration is challenging. Computer
simulations of aggregation can be made (Barakeh, 2011; Schellander et al., 2012), but it is
excessively time-consuming to attempt to find which kernel matches a particular concentration
by simulating all parameterizations of some subset of possible kernels.
How things will turn out, it is difficult to deduce analytic kernels for Brownian and turbulent
systems taking physical mechanisms into account. Based on experimental or numerical results
it would be nice to get the kernel back from observations of the particle concentration. That
means, the inverse problem is to extract the functional form of the mass-dependent coalescence
rates K(n,m) given the measurements of the time evolution of the droplet size distribution
fn(t). The use of inverse methods can optimize the choice of the model in cases where the
micro-physics is unknown. Two important methods for the continuous version of eq. (2.4)
are provided in this section. Both methods are limited to the class of homogeneous kernels.
Another method from Onishi et al. (2011) does not depend upon such kernels, but prior
knowledge about the functional form of the kernels is required. This simplifies the inversion
problem at the expense of a loss of generality.
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2.4.1 Wright-Ramkrishna method
The method in Wright and Ramkrishna (1992), under the assumption of mass conservation∫ ∞
0
nfn(t)dn = const. ,
for all t ≥ 0, is for use with self-similar distributions, i.e., distributions which satisfy the scaling
assumption
fn(t) = ϑ(t)−2Σ
(
n
ϑ(t)
)
, n ∈ N ∪ {0}, t ≥ 0, (2.13)
where Σ is the time invariant scaling density distribution for the following subclass of coagula-
tion kernels. A homogeneous kernel K is a homogeneous symmetric function of its arguments,
i.e.,
K(hn, hm) = hλK(n,m),
where λ denotes the overall degree of homogeneity. Many kernels derived from physical ar-
guments enjoy this property (see Aldous, 1999) like the kernel from eq. (2.7). Additionally,
w.l.o.g., it is assumed that ∫ ∞
0
nfn(t) dn = 1.
Using this assertions in eq. (2.4) yields with eq. (2.13)
z2Σ(z) = ϑ(t)
λ
ϑ′(t)
∫ z
0
xΣ(x)
∫ ∞
z−x
Σ(y)K(x, y) dy dx, (2.14)
where
ϑ(t) =
∫ ∞
0
n2fn(t) dn. (2.15)
In order to solve eq. (2.14) it is stated that the following ratio is constant
ϑ′(t)
ϑ(t)λ = W,
which implies
ϑ(t) =
(
(1− λ)Wt+ ϑ(0)1−λ
) 1
1−λ . (2.16)
The parameters λ, W and ϑ(0) can be obtained by fitting the right hand side of eq. (2.16)
to eq. (2.15) given by the data. Together with eq. (2.13) one obtains Σ and ϑ, such that K
is given as a solution of the Volterra-type integral equation (first kind) eq. (2.14). Numerical
results using this method can be found in Jones (2013).
A weakness of the Wright and Ramkrishna method is that it does not retrieve kernel functions
containing fractional order exponents sufficiently well.
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2.4.2 Jones method
An inversion method presented in Jones (2013) will be recalled briefly in what follows.
It is also applied for homogeneous kernels of the particular form
K(n,m) = K0(n,m)f
(
n
m
)
,
where for µ+ ν ≤ 1 and g > 0
K0(n,m) =
g
2 (n
µmν + nνmµ) ,
and shape function f with
f(x) = f
(1
x
)
, x > 0,
since K is symmetric. The function f can be represented as f = h(log(·)) with a symmetric
function h. An example for such functions is given by the following parametric function
fa,b,c,d(x) =
(xa + 1)b(xc + 1)d
xab+cd + 1 , x ≥ 0,
plotted for some values in fig. 2.7. Note that f1/3,2,1,1/2 is the shape function for the kernel
from eq. (2.17).
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Figure 2.7: Plot of f0.2,1,c,0.5 for c = 0.2 (red), c = 0.5 (black), c = 1 (blue) and c = 1.5 (green).
Logarithmic axes on the right.
Since the shape function is a function of one variable, it is considerably a better conditioned
problem. On top of this, the function f is asymptotically constant at large and small values
making it much easier to deal with numerically. The procedure from Jones (2013) is as follows.
(I) Apply the scaling assumption for the distributions as in eq. (2.13).
(II) Least squares fit the data to the model kernel K0 to obtain approximate values for g, µ
and ν.
(III) Empirically choose n and let the shape function given as a capped Fourier series expan-
sion with coefficients a0, . . . , an. Keep g, µ and ν fixed at the values obtained in (II) and
least squares fit the data to the kernel K to obtain values for the Fourier coefficients.
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Results and examples of this method are provided in Jones (2013); Connaughton and Jones
(2011). It is demonstrated that the method retrieves good representations of kernels from
distribution data.
2.5 Brownian coagulation kernels
In particle technology, chemistry, aerosol science and physics, the term Brownian motion
refers to the movement of particles in an aero- or hydrosol which occurs because of permanent
collisions of gas or fluid molecules with the inclusion particles inducing an undirected random
motion (Friedlander, 2000). Important factors are the size ratio of molecules and particles as
well as the molecules speed. Both are taken into account by the Knudsen number
Kn = λmfp
dp
,
where dp is the particle diameter and λmfp the mean free path length of the molecules, which
equals the average distance a molecule travels between collisions with other molecules (Otto
and Fissan, 1998). Depending on the size of the Knudsen number of the system three different
regimes are considered in the literature (see e.g. Heine and Pratsinis (2007)). Note that
in mathematics the term Brownian motion or Wiener process denotes the continuous-time
stochastic process defined in definition 15, which is an appropriate model only for one of the
regimes.
At first, Brownian agglomeration kernels for these regimes are recalled, both for a dilute and a
dense particle concentration, as visualized in fig. 2.8, since different formulas are used for high
and low particle concentration. The question of how to account for aggregation is investigated
in the last subsection.
2.5.1 Free molecular regime
This regime covers the case of large Knudsen numbers Kn >> 1, where particles and molecules
are almost of the same size.
Dilute systems
In this regime, particle behavior is usually described by gas kinetic theory (Otto and Fissan,
1998), which results in
Kfm(i, j) =
√
6KbT
%p
(Ri +Rj)2
√
R−3i +R−3j , (2.17)
where %p is the particle material density, Ri the radius of a particle i, Kb Boltzman constant
and T the temperature.
Smoluchowski coagulation Brownian kernels 79
Figure 2.8: Brownian particles (red) for dilute and dense concentration among fluid particles
(black) in the three regimes. The blue line is explained in chapter 3.
Concentrated systems
In this regime, the kernel for concentrated systems is usually obtained by multiplication of the
kernel for the dilute limit with a factor which depends on the concentration Φ of the system.
The following example is given in Trzeciak (2012)
Kfm(i, j,Φ) = Kfm(i, j)(1 + 10.5Φ2). (2.18)
2.5.2 Continuum regime
Another limiting case is when molecules are so small compared to the particles that particles
experience them as a continuum. This corresponds to Kn close to zero.
Dilute systems
This mode considers the original case of Brownian agglomeration which was derived in Smolu-
chowski (1917). The kernel is given by
Kco(i, j) =
2KbT
3µ (Ri +Rj)(R
−1
i +R−1j ), (2.19)
where µ is the dynamic viscosity (Otto and Fissan, 1998; Veshchunov, 2011; Friedlander, 2000).
Concentrated systems
For dense systems, corrections to the kernel from above are derived from fittings of numerical
simulation data (Heine and Pratsinis, 2007) or by theoretical considerations (Veshchunov,
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2011).
The follwing formula states the correction factor as proposed by Trzeciak (2012)
Kco(i, j,Φ) = Kco(i, j)(1 + 12ϕ+
√
12Φ(2 + 12Φ)− 4Φ + 600Φ3). (2.20)
2.5.3 Transition regime
The span between the two limiting cases, i.e., for Knudsen numbers between ≈ 1 and ≈ 50, is
referred to as transition regime (Otto et al., 1999).
Dilute systems
There are various approaches employed in the derivation of coagulation kernels for this regime
in the dilute limit (Otto et al., 1999), e.g., the flux matching method (Fuchs, 1934, 1964)
an approach based on the Fokker-Planck equation (Sahni, 1983), the harmonic mean method
(Trzeciak, 2012) and the approach of Dahneke (1983).
In general, the kernel for this regime can be written as
Ktr(i, j) = Kco(i, j) · γ
(
Kco(i, j)
Kfm(i, j)
)
, (2.21)
where γ is an interpolation function satisfying
lim
k→0
γ(k) = 1 and lim
k→∞
kγ(k) = const..
A list of the corresponding γ for the aforementioned methods is provided in Trzeciak (2012).
Concentrated systems
As shown in Trzeciak (2012) the interpolation formulas for the transition regime based on
some function γ provide also a good fit to data from simulation of dense systems as one uses
the concentration corrected kernels for free molecular and continuum regime, i.e.,
Ktr(i, j,Φ) = Kco(i, j,Φ) · γ
(
Kco(i, j,Φ)
Kfm(i, j,Φ)
)
. (2.22)
2.5.4 Brownian aggregation
Brownian coagulation for non-spherical particles, in particular Brownian aggregation, is sub-
ject of current research. State of the art is to retain the agglomeration kernels for the particular
regimes but to replace the particle radius by quantities which take the more complex particle
shape and speed into account (Lattuada et al., 2003a).
For the continuum mode a commonly used kernel (Thajudeen et al., 2012) is
K(i, j) = 4piKbTRSmol,i,j(f−1i + f−1j ),
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where fi is the friction factor (Zhang et al., 2012)
fi =
6piµRSmol,i
1 + Kn(1.257 + 0.4 exp(−1.1Kn−1)) ,
which accounts for the diffusion speed and RSmol,i,j the Smoluchowski radius of the particle
pair (Gopalakrishnan et al., 2011). The Knudsen number Kn and RSmol depend on geometric
properties of the aggregate. The kernel may also be expressed in terms of collision radius Rcol
(Rottereau et al., 2004), hydrodynamic radius Rh (see section 5.2.4) or radius of gyration Rg
(see section 4.2.1), which are commonly applied quantities to measure fractal aggregate size,
for example, based on numerical simulations (Lattuada et al., 2003b,a). Figure 2.9 shows an
example of for these radii of a random aggregate.
Figure 2.9: Equivalent disk radius (red), radius of gyration (green) and hydrodynamic radius
(blue) of a random aggregate from one of the models presented in chapter 4.
Similar formulas can be derived for the other regimes. They involve another geometric quantity
called projection area Parea (Thajudeen et al., 2012).
2.6 Turbulent coagulation kernels
Analogue for particles driven by purely Brownian motion, coagulation kernels can be deduced
for the case of turbulent motion. In particular, the case of homogeneous isotropic turbulence
and when particle experience the fluid as a continuum was extensively studied in the literature.
A review of a large number of models is given in (Meyer and Deglon, 2011). In the most
common models from the literature two important mechanisms cause particle collisions in
such flows; shear and inertia. Shear means particles collide due to different positions and
thus different velocities within the flow. Inertia causes particles to have different velocities
depending on their size. Figure 2.10 visualizes these two mechanisms.
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Figure 2.10: Shear, left and inertia, right. Longer arrows indicate larger velocity.
The transport behavior of particles in turbulent flows is classified by the particle Stokes number
Stp =
τp
τ
,
which is defined as the ratio of relaxation time to a time scale for turbulence τ (e.g. integral
or Kolmogorov time scale). A common distinction is to consider the limiting cases of low and
high Stokes numbers (Ho, 2004).
2.6.1 Small Stokes numbers limit
In this range, particles completely follow the fluid flow and have well-correlated velocities.
They are mostly effected by the turbulent dissipation rate ε and the kinematic viscosity of the
fluid νf.
The pioneer work of Saffman and Turner (1956) accounts for shear and inertial effects. The
particles have to be smaller than the Kolmogorov micro scale of turbulence and their relaxation
times need to be smaller than the characteristic time scale of the dissipating eddies. Particles
completely follow the fluctuating motion of the turbulent eddies. The kernel is given by
KST(i, j) =
√
8pi
3 (Ri +Rj)
2
√
w2a + w2s ,
where shear ws and accelerative mechanism wa are modeled by (see Hinze (1975))
w2a = 3
(
1− %p
%f
)2
(τp,i − τp,j)21.16ε3/2ν−1/2f ,
w2s = 0.2(Ri +Rj)2
ε
νf
.
Further extensions were given in Yuu (1984). A comparison to the Saffman and Turner ap-
proach is given in Hahn (1994).
2.6.2 Large Stokes numbers limit
Large or heavy particles with high inertia have negligible velocity correlation. They are driven
towards each other by independently moving large scale eddies. An approximate kernel for
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this case was derived by Abrahamson (1975)
KAbr(i, j) =
√
8pi(Ri +Rj)2
√
σ2p,i + σ2p,j ,
where the particle mean squared velocity is modeled by
σ2p,i =
σ2f
1 + 1.5τp,i εσ2f
,
with σ2f as fluid mean squared velocity. This case has also been studied in Ho and Sommerfeld
(2002); Sommerfeld (2001) based on Lagrangian modeling and compared to LES simulations.
Note that there is a writing error in Ho (2004) (tabular 1) regarding this formula.
2.6.3 All Stokes numbers
Considerable effort has been made in the development of a universal collision model valid for
the entire range of particle inertia. An attempt has been derived by Kruis and Kusters (1996,
1997) for the whole range of particle Stokes numbers. In contrast to the approach deduced in
Williams and Crane (1983) it is also valid for liquid systems, but it enhances the model from
Yuu (1984). In this range, it is necessary to take the interaction of the particles with all scales
of turbulent fluid eddies into consideration. The kernel from Kruis and Kusters (1996) reads
KKK(i, j) =
√
8pi
3 (Ri +Rj)
2
√
w2a + w2s ,
where
w2a = (1− γ)2σ2f
δ
δ − 1
(Stp,i + Stp,j)2 − 4Stp,iStp,j
√
1+Stp,i+Stp,j
(1+Stp,i)(1+Stp,j)
Stp,i + Stp,j
·
[
1
(1 + Stp,i)(1 + Stp,j)
− 1(1 + γStp,i)(1 + γStp,j)
]
and
w2s = 0.238γ

√√√√σ2p,iStp,i
CC,i
+
√√√√σ2p,jStp,j
CC,j

2
,
where CC,i and σ2p,i are Cunningham slip correction and mean squared velocity of particle i.
The slip correction is used to account for effects of the fluid molecules on the particles and
is given in terms of the Knudsen number (see section 2.5). For very low Knudsen numbers
(continuum regime) it holds CC,i = 1 (Schellander, 2013). The added mass coefficient γ and
turbulent constant δ are given by (Ho, 2004)
γ = 3%f2%p + %f
and
δ = 30−1/2 σ
2
f√
ενf
.
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2.6.4 Further enhancements
In contrast to the former models, which assume that particles are independent uniformly
distributed in all times, more advanced approaches account for an effect called preferential
concentration (see Zaichik et al. (2006b), model II) as shown in fig. 2.11. Sundaram and
Collins (1997) reported, based on a DNS study, that it can increase the collision frequency up
to two orders of magnitude.
Figure 2.11: Particles in homogeneous isotropic turbulence c©Laurent Y.M. Gicquel. The
background illustrates the vorticity of the field.
Similar to a purely monodisperse system (see Sundaram and Collins (1997); Wang et al. (1998))
the average collision kernel in a bidisperse system (Wang et al., 2000; Zhou et al., 2001) is
written as
KSC(i, j) = 2pi(Ri +Rj)2vr,i,jgi,j(Ri +Rj), (2.23)
where vr,i,j is the averaged radial relative velocity between particles i and j representing the
turbulent transport effect. The function value gi,j(Ri + Rj) measures the level of particle
pair accumulation, i.e., gi,j is the radial distribution function that gives the probability of
observing a particle pair normalized by the value for uniform distribution. The accumulation
effect causes heavy particles to preferentially concentrate in regions of high strain rate and to
avoid areas of high vorticity (Zaichik et al., 2006b).
This approach is used and developed in the papers of Zaichik et al. (2003, 2006b,a, 2009).
For what they called ’model II’ the authors developed a theory based on a kinetic equation
for the pair-particle probability density function of the relative velocity distribution, assuming
that the fluid velocity increment is Gaussian distributed, both for the mono- (Zaichik et al.,
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2003) and the bidisperse case (Zaichik et al., 2006b). In the general case, the components
of eq. (2.23) are obtained by solving a non-linear differential equation system which depends
among others on particle Stokes numbers and fluid Reynolds number. The model is in good
agreement with DNS data (Zaichik et al., 2006b; Wang et al., 2000). Reade and Collins (2000)
used DNS to determine the functional form of gi,j and showed that it can be decomposed as
the product of two functions the first depending on the Reynolds number alone.
Applicable for the whole particle size range their model II reduces (for gi,j ≡ 1) to the ap-
proaches of Kruis and Kusters (1996) and Abrahamson (1975) for the limiting cases. It was
also shown that the aforementioned models under- or overestimate the collision kernel, respec-
tively, if they would be applied to the whole particle size range. Note that the approach was
furthermore enhanced for the case of homogeneous anisotropic turbulent flows (Zaichik et al.,
2009). A neat table of the various kernels from this section can be found in Meyer and Deglon
(2011).
Remark 7. The combination of Brownian and turbulent coagulation is investigated in Park
et al. (2002).
3 Brownian annihilation processes
As shown by various authors, e.g., Trzeciak (Trzeciak et al., 2004; Trzeciak, 2012), Heine
(Heine and Pratsinis, 2007) and Veshchunov (Veshchunov, 2010a,b, 2011, 2012a,b) the classical
Smoluchowski theory, reviewed in chapter 2, is only accurate at very low particle volume
fractions. Furthermore, it turned out by numerical simulations (Trzeciak, 2012), as well as by
theoretical investigations (Veshchunov, 2012b), that the ratio K(Φ)K of the real coagulation rate
at volume fraction Φ and the rate at very low concentrations (classical theory) increases for
low Knudsen numbers. For instance, to keep the increment (error) of K(Φ) w.r.t. K below
5%, i.e., K(Φ)K < 1.05, Φ should be smaller than 0.01% in the continuum regime and 7% in free
molecular systems (see the blue line in fig. 2.8).
Stochastic models of coagulation have been studied extensively in applied and theoretical
probability literature (Aldous, 1999) but have hitherto not been associated to the field of
random point processes. To recall, a key step in the derivation of Smoluchowski is the analysis
of a more simple mechanism of particle interaction, that is, the particles delete each other as
soon as they hit. This approach can be used to study the loss in one particle size class, since
volume fraction and number of particles are decreasing. In Simons and Harper (1994) this kind
of particle interaction is called annihilation. Since the chapter deals with Brownian motion,
this will be called a Brownian annihilation type I process. It is shown that the formula for
the intensity derived by Smoluchowski for this case is indeed correct for an appropriate initial
state (see section 3.1.3).
In contrast to the classical derivation of the formulas, which is based on the calculation of
the deposition flux on a collector, methods and recent results from point process theory are
used for the proof. Namely, it is shown that the particle pattern of the annihilation type I
process at time t can be regarded as a special case of a hard-core point pattern, namely the
Generalized Matérn I hard-core processes introduced in section 1.2.2.
Another kind of annihilation, which can be deduced from the Smoluchowski ansatz, is the case
called annihilation type II, i.e., in in the event of collision only one of the particles is retained
in the system. Here, it will turn out that the formulas of Smoluchowski are not correct even in
the dilute concentration limit. The exact result can be derived using the Generalized Matérn
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II theory and is given by an inverse function, which can in turn be approximated very well
(see section 3.2.4).
3.1 Brownian annihilation type I
The present section aims to re-derive the Brownian annihilation type I model using results
from point process theory. Here, the preliminary results about the Generalized Matérn I
model, as well as the hitting probabilities of Brownian motion from section 1.4, are used. The
decay of the volume fraction is again derived for monodisperse initial distribution, while the
last subsection is devoted to the case of a polydisperse distribution.
3.1.1 Model description
Consider a set of completely spatially random spherical particles in R3 all with the same
radius R and intensity λ, i.e., their centers are points of an homogeneous, three-dimensional,
non-marked Poisson point process N0 = {x1, x2, . . . } with intensity λ > 0. Here, xi denotes
the position of point i ∈ N. In order to start with a hard-core system the points are deleted
according to the Matérn I thinning rule with hard-core distance 2R, i.e., if two particles
intersect both are deleted. This gives a usual Matérn I process Ξ0 as initial state. That is, a
pattern of non-overlapping equal-sized balls.
Let {B1, B2, . . . } be a collection of independent copies of a R3-valued Brownian motion B =
(Bt)t≥0 with diffusion constant D. This collection is applied to the initial state Ξ0
Ξt = MatI
[
Ξ0 + {B1t , B2t , . . . }
]
,
where the Matérn I thinning rule with hard-core distance 2R is applied in every time step
t > 0. This results in a dynamic point process Ξ (see section 1.3), where Ξt, t > 0 is a
hard-core process but not a Matérn I process, since the thinning is not applied to a Poisson
process.
3.1.2 Analogy to Generalized Matérn I
The process Ξt bears analogy to Generalized Matérn I point processes. In this model, annihi-
lation in is based on a probabilistic function f . If two points are a distance r apart, both are
deleted with probability f(r) (see section 1.2.2).
Considering two independent Brownian particles with diffusion constant D, r apart at t = 0
with radius R. The probability that they hit until time t is pt(r), as given in lemma 16, which
equals the probability that they delete each other in this case. With f(r) = pt(r) one can
make use of the theory of Generalized Matérn I processes.
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Denote by qanI(λ, t) the probability that a particle of radius R is retained in the system
(surviving) until time t, under the assumption that the intensity λ is preserved over time.
The retention probability of a particle, which can be deleted by surrounding particles which
in turn can delete each other, is exactly the retention probability of a point in Generalized
Matérn I theory. The competition between two particles is given by f(r) = pt(r) leading to
the formula (see section 1.2.2)
qanI(λ, t) = exp (−λW2R(t)) , (3.1)
since ∫
R3
f(‖y‖)dy =
∫
R3
pt(‖y‖)dy = W2R(t) = 32pi3 R
3 + 8piRDt+ 32R2
√
piDt, (3.2)
according to the notes about the Wiener sausage eq. (1.31).
It holds qanI(λ, 0) < 1. This is clear, since particles originally inserted in the system (Poisson
points) are immediately deleted to ensure the hard-core property. The initial hard-core not
the Poisson process was defined as initial state such that qanI becomes
qanI(λ, t) = exp
(
−λ
(
W2R(t)− 32pi3 R
3
))
. (3.3)
It takes into account that particles do not delete each other in the initial hard-core state.
Denote by Φ = λ4pi3 R3 the volume fraction, then eq. (3.3) reads as
qanI(Φ, t) = exp
(
−ΦW˜R(t)
)
, (3.4)
where
W˜R(t) = 6
(√
Dt
R
)2
+ 24
√
1
pi
√
Dt
R
. (3.5)
Note that in this case qanI does only depend on
√
Dt
R and Φ.
Having a hard-core pattern in the initial state the initial intensity or volume fraction can not
exceed a certain value λmax or Φmax. One can easily calculate that
λmax = max
λ>0
[λ exp (−λW2R(0))] = 132pi
3 R
3e
and
Φmax = λmax
4pi
3 R
3 = 18e ≈ 0.046,
respectively.
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3.1.3 Exact intensity
One may think that the intensity at time t, with given initial λ, is just given by
λΞ(t) = λqanI(λ, t), (3.6)
since the initial λ is proportional to qanI. For sure this is not the case, since the intensity
becomes smaller over t. According to this, qanI(λ, t) with initial λ is not the right probability
at time t.
As in section 2.1 one can get the exact intensity as solution of the differential equation given
in lemma 18 with qanI from eq. (3.3) instead of qSmol. The solution can be obtained in the
following way. Let Q(t) = W2R(t)− 32pi3 R3, t ≥ 0. Plugging eq. (3.3) into lemma 18 gives
u′(t) = −u2(t)Q′(t), t ≥ 0.
By separation of variables the equation
−
∫ 1
u2
du =
∫
Q′(t) dt = Q(t) + C1
with arbitrary C1 ∈ R is derived. The solution is
u(t) = 1
C1 +Q(t)
with arbitrary constant C1 ∈ R and u(0) = 1/C1. Under initial condition u(0) = λΞ(0) one
can state the following result.
Theorem 21
The intensity λΞ of the Brownian annihilation type I process Ξ is given by
λΞ(t) =
λΞ(0)
1 + λΞ(0)Q(t)
, t ≥ 0,
with
Q(t) = 8piRDt+ 32R2
√
piDt, t ≥ 0.
Note that the results coincides with the formula in the Smoluchowski annihilation type I stage
eq. (2.2). Again, the result can be reformulated for the volume fraction.
Corollary 22
The volume fraction of particles ΦΞ of Ξ equals
ΦΞ(t) =
ΦΞ(0)
1 + ΦΞ(0)W˜R
, t ≥ 0,
with W˜R from eq. (3.5).
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As a comparison with the naive approach (see eq. (3.6)) for the volume fraction
Φ˜Ξ(t) = ΦΞ(0)qanI(ΦΞ(0), t) = ΦΞ(0) exp
(
−ΦΞ(0)W˜R(t)
)
, t ≥ 0, (3.7)
fig. 3.1 shows their plots with Φ0 = ΦΞ(0) = 0.01.
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Figure 3.1: Volume fraction ΦΞ (solid) and Φ˜Ξ (dashed) as a function of
√
Dt
R with initial
volume fraction 0.01.
3.1.4 Polydisperse particle distribution
As basic approach the case of a monodisperse particle distribution, i.e., all have the same radius
was studied. Now, let the radius be random according to some distribution Θ0 on [0,∞[ at
t = 0 which is assumed to have a density ϑ. Since greater particles have higher probability
to be annihilated, the radius distribution changes over time Θ = Θt. For simplicity, assume
that particle motion follows again a Brownian motion with diffusion constant D which does
not depend on the particle radius, i.e., large particles do not move slower or faster.
The intensity λ = λ(t) denotes the overall number of particles (of any radius) per volume such
that the intensity of particles with radius R is given by λϑ(R).
The next step is to derive the survival probability of a particle. Similar to lemma 16 the
probability pt(r,R1, R2) that two independent three-dimensional Brownian particle of radius
R1 and R2 with diffusion constant D which start a distance r apart, hit until time t ≥ 0 is
given by
pt(r,R1, R2) =

1 rR1+R2 ≤ 1(
r
R1 +R2
)−11− erf
 rR1+R2 − 1
2
√
Dt
R1+R2
 otherwise . (3.8)
The probability that a particle is retained in the system (surviving) until time t, under the
assumption that the overall intensity λ is preserved over time, can also be obtained from
the generalized Matérn I theory but with radii as marks, i.e., f(r,m, n) = pt(r,R1, R2) (see
section 1.2.2). With hard-core initial state it follows
qanI(λ, t) =
∫ ∞
0
exp
(
− λ
∫ ∞
0
∫
R3
pt(R1, R2, ‖x‖)− p0(R1, R2, ‖x‖)dxΘ(dR2)
)
Θ(dR1),
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where the integral in the exponent can be calculated as∫ ∞
0
∫
R3
pt(R1, R2, ‖x‖)dxϑ(R2)dR2 =
∫ ∞
0
(4pi
3 (R1 +R2)
3 + 4pi(R1 +R2)Dt
+ 8(R1 +R2)2
√
piDt
)
ϑ(R2)dR2.
This gives
qanI(λ, t) =
∫ ∞
0
exp
(
− λ
∫ ∞
0
4pi(R1 +R2)Dt+ 8(R1 +R2)2
√
piDt
)
Θ(dR2)
)
Θ(dR1).
Again, lemma 18 allows to derive the intensity. However, in general, it is difficult or impossible
to calculate qanI explicitly such that it seems not feasible to derive an explicit formula from
the differential equation, even in the simple case that Θ equals a uniform distribution. On the
other hand, it is practical to derive it numerically for a particular example using this approach.
Note that the result differs significantly from that of Smoluchowski (see eq. (2.3)). This fact
will be investigated in section 3.2.5 in more detail.
3.2 Brownian annihilation type II
The Brownian annihilation type II model is defined and investigated in this section, starting
with the simple case of a monodisperse initial particle distribution, i.e., all particles have the
same radius R. The decay of the number distribution is deduced and compared to the formula
of Smoluchowski.
3.2.1 Model description
Consider a set of completely spatially random spherical particles in Rd all with the same
radius R and intensity λ, i.e., their centers are points of a homogeneous, three-dimensional,
non-marked Poisson point process N0 = {x1, x2, . . . } with intensity λ > 0. Here, xi denotes
the position of point i ∈ N. In order to start with a hard-core system the points are deleted
according to the Matérn II thinning rule with hard-core distance 2R, i.e., if two particles
intersect one of them is deleted. This gives a usual Matérn II process Ψ0 as initial state.
Let {B1, B2, . . . } be a collection of independent copies of a R3-valued Brownian motion B =
(Bt)t≥0 with diffusion constant D. This collection is applied to the initial state Ψ0
Ψt = MatII
[
Ψ0 + {B1t , B2t , . . . }
]
,
where the Matérn II thinning rule with hard-core distance 2R is applied in every time step
t > 0. This results in a dynamic point process Ψ (see section 1.3), where Ψt, t > 0 is a
hard-core process but not a Matérn II process, since the thinning is not applied to a Poisson
process.
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3.2.2 Analogy to Generalized Matérn II
The process Ψt, t > 0 bears analogy to Generalized Matérn II point processes. In this model,
thinning is based on the probabilistic function f . If two points are a distance r apart, then
one point is deleted by the other point with probability f(r) (see section 1.2.2).
Considering two Brownian particles, r apart at t = 0 with radius R and diffusion constant D,
then the probability that one deletes the other until time t is pt(r) given in eq. (1.26). With
f(r) = pt(r) one can make use of the theory of Generalized Matérn II processes.
Denote by qanII(λ, t) the probability that a particle of radius R is retained in the system
(surviving) until time t under the assumption that the intensity λ is preserved over time. The
retention probability of a particle which can be deleted by surrounding particles, is exactly
the retention probability of a point in Generalized Matérn II theory, since the competition
between two particles is given by f(r) = pt(r). It follows
qanII(λ, t) =
1− exp (−λW2R(t))
λW2R(t)
, (3.9)
with W2R from eq. (3.2).
Note that qanII(λ, 0) < 1. This is clear, since particles originally inserted in the system (Poisson
points) are immediately deleted to ensure the hard-core property. The initial hard-core process
is the initial state such that qanII becomes
qanII(λ, t) =
1− exp
(
−λ
(
W2R(t)− 32pi3 R3
))
λ
(
W2R(t)− 32pi3 R3
) . (3.10)
It takes into account that particles are not deleted in the initial hard-core state.
Denote by Φ = λ4pi3 R3 the volume fraction. Then eq. (3.10) reads as
qanII(Φ, t) =
1− exp
(
−ΦW˜R(t)
)
ΦW˜R(t)
, (3.11)
with W˜R from eq. (3.5). Note that in this case qanII does only depend on
√
t
R and Φ.
Again, the initial intensity or volume fraction can not exceed a certain value λmax or Φmax.
One can easily calculate that
λmax = max
λ>0
[1− exp (−λW2R(0))
W2R(0)
]
= 132pi
3 R
3
and
Φmax = λmax
4pi
3 R
3 = 18 = 0.125,
respectively.
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3.2.3 Exact intensity
Again, the intensity becomes smaller over t, so qanII(λ, t) with initial λ is not the right
probability at time t. The solution can be obtained in the following way. Let Q(t) =
W2R(t)− 32pi3 R3, t ≥ 0. Plugging eq. (3.10) into lemma 18 gives
u′(t) = −u(t)Q′(t)
(
u(t)
1− exp(u(t)Q(t)) +
1
Q(t)
)
, t ≥ 0,
which can be reformulated with w = u·W2R as
w′(t) = − w
2(t)
1− exp(w(t))
Q′(t)
Q(t) , t ≥ 0.
Separation of variables gives∫ exp(w)− 1
w2
dw =
∫
Q′(t)
Q(t) dt = lnQ(t) + C1,
with arbitrary C1 ∈ R. For w ≥ 0 define the strictly increasing function T by
T (w) = exp
(∫ exp(w)− 1
w2
dw
)
,
such that the solution is given by
u(t) = T
−1 (C2Q(t))
Q(t) ,
with arbitrary constant C2 > 0 and u(0) = C2 exp(1− γ). Some of the functions involved here
are shown in fig. 3.2.
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Figure 3.2: Plot of T (red), T −1 (green) and T −1/Id (blue).
With initial condition u(0) = λΨ(0) the following result is derived.
Theorem 23
The intensity λΨ of Ψ is given by
λΨ(t) =
T −1 (exp(γ − 1)λΨ(0)Q(t))
Q(t) ,
with
Q(t) = 8piRDt+ 32R2
√
piDt, t ≥ 0.
Again, the result can be reformulated for the volume fraction.
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Corollary 24
The volume fraction of particles ΦΨ of Ψ equals
ΦΨ(t) =
T −1
(
exp(γ − 1)ΦΨ(0)W˜R(t)
)
W˜R(t)
, t ≥ 0,
with W˜R from eq. (3.5).
A comparison with the naive approach for the volume fraction eq. (3.11)
Φ˜Ψ(t) = ΦΨ(0)qanII(ΦΨ(0), t) =
1− exp
(
−ΦΨ(0)W˜R(t)
)
W˜R(t)
, t ≥ 0, (3.12)
is shown in fig. 3.3 with Φ0 = ΦΨ(0) = 0.1. It reveals that the naive approach undervalues the
correct result.
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Figure 3.3: Volume fraction ΦΨ (solid) and Φ˜Ψ (dashed) as a function of
√
Dt
R with initial
volume fraction 0.1.
3.2.4 Approximativ intensity
Since no closed and analytic formula for T −1 is available, it would be nice to have some
approximate expressions for the functions involved in the formula for ΦΨ. As approximations
for the function β(x) = T
−1(exp(γ−1)x)
x , x ≥ 0, which is the main term in theorem 23, consider
the following parametric functions. For x ≥ 0 let
α1(x) =
ln(1 + cxb)
xb
,
α2(x) =
1
1 + cxb ,
α3(x) =
1− exp(−cxb)
cxb
,
α4(x) =
1
1 + b ln(1 + dx) ,
with parameters b, c, d > 0. The fits based on these classes are compared in fig. 3.4 as ratio
w.r.t. β, since they all fit β very well. Values close to 1 indicate a good approximation.
Clearly, ΦΨ can be approximated by
Φ̂Ψ(t) = ΦΨ(0)αi(ΦΨ(0)W˜R(t)), t ≥ 0,
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for i = 1, . . . , 4. However, the approximation of ΦΨ as a function of
√
Dt
R (with fixed initial
value) can be improved using the following parametric functions. For t ≥ 0 let
k1(t) =
Φ0
1 + (at+ bt3/2 + ct2)d
,
k2(t) =
Φ0
1 + atb + ctd ,
k3(t) =
Φ0
1 + atb + ctb+1/2 + dtb+1
,
k4(t) =
Φ0
1 + at+ bt3/2 + ct2
,
with parameters a, b, c, d > 0 depending on Φ0. Again, the ratios w.r.t. ΦΨ are compared in
fig. 3.4, where values close to 1 indicate a good approximation.
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Figure 3.4: Left, plots of the ratio w.r.t. β of α1, (blue), α2, (green), α3, (red), α4, (yellow).
Right, plots of the ratio w.r.t. ΦΨ as a function of
√
Dt
R (with initial volume fraction 0.1) of
k1, (blue), k2, (green), k3, (red), k4, (yellow).
Supported by the plots, the functions α1 and k1 are the closest to 1 on the whole range
among the considered sets of functions and thus recommended for approximation of β and
ΦΨ, respectively.
3.2.5 Comparision to the Smoluchowski model
It is reasonable to compare these result about the annihilation type II process from corol-
lary 24 with the Smoluchowski theory (theorem 20). In fig. 3.5 two versions ΦT1 and ΦT2 from
theorem 20 together with ΦΨ for both, low and high initial volume fraction, are plotted. On
top, the figure includes plots of the relative errors
εi =
|ΦTi − ΦΨ|
ΦΨ
, i = 1, 2.
It is clear that the model T1 (red) totally overvalues the real volume fraction (blue) at low
volume fractions. Although, the improved one T2 provides a much better result it undervalues
Ψ. Somehow, this is not surprising, since the volume fraction in the Smoluchowski model is
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assumed to be very low. Regarding the plots at low intensity in fig. 3.5 (right) both models
match a lot better, at least for small times.
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Figure 3.5: Volume fraction ΦΨ (blue), ΦT1 (red) and ΦT2 (green) as a function of
√
Dt
R with
initial volume fraction 0.1 (left) and 0.001 (right). The dotted and dashed functions are ε1
and ε2, respectively.
In contrast to the Smoluchowski approach, which assumes very low particle intensities, in-
dependence of particles and where an important term is neglected, the point process ansatz
provides a strict chain of proof without any assumptions or simplifications based on a clearly
defined initial state, unlike before. It turned out that the previous results from Smoluchowski
are correct only for the case of annihilation type I, coincidentally, unlike for the annihilation
type II model, where the previous formulas differ significantly for larger times or higher volume
fraction from the exact result. Unfortunately, the function involved here is quite complicated,
but the approximations α1 and k1 provide a good fitting.
3.3 Numerical simulations
3.3.1 Mean and standard deviation
In the last two sections explicit formulas for the intensity of particle systems with annihilation
were derived. In order to cross check the results a numerical study was carried out. For
both types the simulations setup is as follows. The study consists of 100 realizations of 10000
particles with radius R = 1/2 and D = 0.002 over 500 time steps t1, . . . , t500 in a cube with
periodic boundary conditions. The initial volume fractions were fixed to be 0.01 for both types.
The common time step algorithm for the simulation of Brownian trajectories was used (see
Trzeciak (2012)) in an in-house MathematicaTM implementation (Teichmann, 2015), where a
realization is shown in fig. 3.6.
For each realization the intensity was estimated in every time step. This results in a data set
of 100 values for 500 times. In order to graphically represent the variability within the data
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Figure 3.6: Excerpt from the simulation of Ξ (left) and Ψ (right) at the same time.
set the standard deviation band around its mean, i.e., the range of one standard deviation
below and one standard deviation above of the mean is shown in ﬁg. 3.7. The mean matches
exactly with the graph of ΦΞ and ΦΨ from corollary 22 and corollary 24 such that a diﬀerence
is not visible in the plot.
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Figure 3.7: Left, plot of the mean in Ξ (blue) with standard deviation band and ΦΞ (also
blue). Right, same for Ψ.
3.3.2 Inﬂuence of the initial state
Using the example of a Brownian annihilation type II process it is shown that the type of the
initial pattern is of great importance for the whole process. In many papers the initial pattern
of particles is just speciﬁed as homogeneous, which means stationary. It will be shown that
diﬀerent stationary patterns with the same volume fraction result in a diﬀerent decay of the
intensity. Here, the usual initial state IMatII,2R, a Matérn III pattern IMatIII,2R with hard-core
radius 2R (see section 1.2.3) and another Matérn model but with bigger radius IMatII,2.2R are
used. With initial volume fraction 0.1 and diﬀusion constant D = 0.0008 the plot of ΦΨ with
these initial states is shown in ﬁg. 3.8.
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Figure 3.8: Plot of ΦΨ with initial states IMatII,1 (blue), IMatIII,1 (red) and IMatII,1.1 (green).
The plot clearly reveals how important the initial pattern is. The more repulsive the initial
pattern is, i.e., how large the distance between two points is, the slower the decay. In particular,
with IMatII,1.1 it takes a while before the ﬁrst deletions occur indicated by constant ΦanII for
small time t.
4 Modeling particle aggregates and their
morphology
Random structures formed by aggregating particles are involved in many different areas of
modern science, e.g., particle technology, chemistry, aerosol science, physics and stochastics.
On the one hand, often in elaborating numerical simulations with aggregation or in theoretical
considerations like Smoluchowski’s approach, as a simplification, the aggregate after collision
is assumed to be a volume equivalent ball (Sommerfeld, 1996, 2001; Schellander, 2013), since
it is to costly or even impossible to use the complex fractal-like structure. On the other hand,
it would be favorable to take the fractal structure into account. The so-called mean collision
distance between two aggregates is defined to be the averaged distance between their centers
of mass. Using this value, aggregates can be approximated by balls with the same collision
rates on average.
This chapter states results from the paper Teichmann and van den Boogaart (2015) including
two new simple models of random aggregates in dimensions two and three and determination
of the mean collision distance.
Various models for the construction of random aggregates have been investigated in the litera-
ture for the last decades. All of them are based on the stochastic process of Brownian motion,
like diffusion-limited aggregation (DLA), diffusion-limited colloid aggregation (DLCA) and
reaction-limited colloid aggregation (RLCA) (see Mroczka et al. (2012); Cho et al. (2012);
Gonzaleza et al. (2002); Tang et al. (2000)). In chemical and physical engineering the motion
of Brownian particles is derived from the Langevin equation. Here, these aggregation models
are referred to as particle-cluster aggregation (PCA) and cluster-cluster aggregation (CCA),
Jullien et al. (1987); Watanabe and Tanaka (2013).
For instance, in the basic approach the CCA model starts with a collection of equal-sized
spherical or circular particles (primary particles) scattered in a box uniformly at random.
Now, these particles undergo a Brownian motion without drift. When two particles come into
contact, they irreversibly stick together to form a new particle, which is also able to diffuse in
the box. These aggregates can stick among each other or to primary particles.
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Since Brownian motion is generally acknowledged to be important only for slower particles
smaller than one micrometer, it is reasonable to neglect it for modeling aggregates of primary
particles with diameters of several micrometers. The goal was to efficiently create randomly
such an aggregate which consists of a particular number of primary particles moving without
Brownian motion.
The models developed here accomplish this task and it turned out that shape and structure
are in the three dimensional cases similar to those with Brownian motion. As for PCA and
CCA they can be used to obtain aggregates built up only by collisions between aggregate
and primary particle as well as by collisions between aggregate and aggregate. Moreover, the
models are quite easy to implement and allow fast investigation of morphological statistics as
averages over billions of aggregates without knowing the particular particle trajectories.
The idea behind is that an aggregate fixed in some point is formed by collisions (with primary
particles or aggregates) at collision angles sampled uniformly at random around its center of
mass. This assumption is reasonable, for instance, in homogeneous isotropic turbulent flows,
where collisions occur uniformly from any direction, see Stübing and Sommerfeld (2010).
The chapter provides detailed morphological analysis of both models in two and three dimen-
sions. This study uses averages of numerous well-known and new model characteristics and
allows to compare both approaches with respect to structure, shape and dilation and examine
the relation to PCA/CCA models. Some of the morphological characteristics are used for
fitting the cluster models to real particle data given in the form of thousands of aggregate
images. It will be shown in the application section that 3D cluster-cluster aggregation is an
eminently suitable approach to model micro-sized alumina particle aggregates generated in a
turbulent regime.
4.1 Model description
The established models like DLA or PCA have to be applied to a test set-up which consists
of a simulation domain, boundary conditions, number of time steps, run time, number and
density of primary particles, initial particle distribution and a predefined flow field (Mroczka
et al., 2012; Cho et al., 2012). Of course, this allows investigation of aggregation in realistic
but very specific situations. Thus, it seems quite difficult and time consuming to get very
general propositions about aggregate morphology using these models.
In this context, a random aggregate A consists of a finite number n (called size) of randomly
scattered disks or balls (called primary particles) in plane or in space of the same diameter R
which stick together, i.e., are in contact.
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This can be written as
A =
n⋃
i=1
B(xi, R/2),
where for all 1 ≤ i, j ≤ n there is a sequence k1, . . . , km such that
‖xi − xk1‖ = ‖xk1 − xk2‖ = · · · = ‖xkm − xj‖ = R
and xi, i ≤ n are the positions of the primary particles.
In stochastic geometry such an object is an example for a random closed set of non-overlapping
balls (see Chiu et al. (2013)). The point pattern of ball centers {x1, . . . , xn} can also be re-
garded as a cluster point process which consists of one single cluster with particular depen-
dencies.
4.1.1 Single particle aggregation
In this approach, an aggregate of size n is built up of primary particles by the following
algorithm (Teichmann and van den Boogaart, 2015).
• For n = 1 sample a primary particle in the origin o.
• For n > 1 sample an aggregate of size n − 1 > 0 with center of mass in the origin o and
sample uniformly at random a direction v. Create a new primary particle at direction v
such that the new particle touches the aggregate and it has maximum distance from the
origin (see ﬁg. 4.1).
Y
Figure 4.1: Left, scheme for the single particle aggregation model. Right, possible conﬁguration
in the DLA model.
Clearly, there is a diﬀerence between this model and the DLA/PCA models, which are based
on Brownian motion. In contrast to DLA or PCA a primary particle cannot roam into the
structure. Figure 4.1 shows one example for such a situation. Here, the new primary particle
sticks inside the branch after roaming inside the particle. This position for the particle is not
possible in the single particle aggregation model. Although, the entire conﬁguration can also
be obtained in this model (in another way).
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4.1.2 Cluster-cluster aggregation
In this approach, an aggregate of size n is built up by the following recursive algorithm (Te-
ichmann and van den Boogaart, 2015).
• For n = 1 sample a primary particle in the origin o.
• For n > 1 sample uniformly at random two integer numbers n1 and n2 such that n1+n2 =
n. Sample an aggregate A1 of size n1 and A2 of size n2. Let A1 have center of mass in
the origin o. Sample uniformly at random a direction v and combine A1 and A2 such
that the center of mass of A2 has direction v, it touches A1 and the center of mass of A2
and has maximum distance from the origin (see ﬁg. 4.2).
Y
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Figure 4.2: Scheme for the cluster-cluster particle aggregation model.
4.1.3 Explanation
The motivation for the models from above is the following. In a system of moving, equal
sized particles with aggregation an aggregate is built up from collisions with other particles.
For particles A and B in a Cartesian coordinate system let the collision direction vA(B) be
the center of mass of B normalized to length 1 in the moment of collision. For instance,
in homogeneous isotropic turbulence the ﬂow ﬁeld is transient and rotational invariant, such
that impacts of primary particles at an aggregate occur from any direction (see Stübing and
Sommerfeld (2010)). Moreover, because of self-rotation, it is reasonable to assume for ﬁxed A
that, independent of the relative trajectory of B, there is no preferred direction for an arbitrary
B, i.e., vA(B) is uniformly distributed on the unit disk / ball. Surely, it is possible to construct
motion ﬁelds of the particles without rotation or with additional internal mechanism where
this condition is not satisﬁed (see Savillea et al. (2014)). Here, one may choose a diﬀerent
distribution on the unit sphere. Nevertheless, considerations are restricted to the case of
uniform distribution. The uniform distribution (discrete) also seemed reasonable for the choice
of the two sizes n1 and n2 an aggregate consists of in the cluster-cluster model. Due to an
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internal aggregation mechanism it is possible that, for instance, the aggregation of equal sized
particles has a higher probability in some cases.
4.2 Morphological analysis in two and three dimensions
In this section, the previous models are compared with respect to several well-known (see Pabst
and Gregorova (2007); Tscheschel (2004); Stoyan and Stoyan (1994)) and often used distance-
based, ratio-based and point process related quantities, as well as some other statistics, in
order to characterize particle morphology.
Since no analytic formulas are available for these characteristics, a Monte Carlo simulation and
estimation was performed. Furthermore, this allows to compare the models to the approaches
based on Brownian motion of the particles, like PCA or CCA. Visually, two samples of the
same size from the models can be very different (see fig. 4.3). In order to quantify these
differences, morphological quantities are defined and a comprehensive study of them for the
particular models is carried out. Therefore, the two models were implemented and analyzed
using the commercial software package MathematicaTM (Teichmann, 2015).
For the simulation set-up the diameter R of the primary particles was set to 1, since it is only
important for scaling. All morphological characteristics are averages over 100000 samples (for
each size) to ensure good statistics. The size was considered in the range from 1 to 50 or 100
as before in Lattuada et al. (2003c). It turned out that this range is suitable to derive the
behavior and asymptotics for the statistics.
4.2.1 Distances
Distance related quantities are useful to measure elongation and shape. For the latter the
Feret diameter (see Merkus (2009); Pabst and Gregorova (2007); Stoyan and Stoyan (1994))
can be used. It is defined as the distance between the two parallel lines or planes restricting
the object perpendicular to a direction u. Now, Feretmin and Feretmax are said to be the
minimum or maximum distance over all directions u. In the following, the Feretmin radius
RFmin and Feretmax radius RFmax are used. They equal half the Feret diameter values.
In particular, fractal aggregates are investigated by the radius of gyration (see e.g. (Brasil
et al., 2001; Eggersdorfer et al., 2012; Lattuada et al., 2003c; Heinson et al., 2012)). For an
aggregate which consists of n primary particles located at (x1, . . . , xn), it is given by
Rg =
√√√√ 1
n
n∑
i=1
‖xi − o‖2,
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Figure 4.3: Sample agglomerates from single (left) and cluster-cluster approach (right). The
last three steps in the cluster-cluster model are colored. Similar tones indicate clusters com-
position (e.g. red & magenta, . . . , reddish & bluish).
where o is the center of mass (Stübing and Sommerfeld (2010)). It equals the standard devia-
tion of the primary particles distances from the center and can be used to decide whether an
aggregate is more compact or chain like in shape. One can show that it is bounded by
Rg <
Rn√
12
,
which is nearly attained by perfect chains of n primary particles with diameter R.
In many particle simulations the shape of the particle is neglected, i.e., they are considered
as balls of different radii. Thus, it is important to calculate the equivalent disk radius REDR
(Merkus (2009)) or equivalent ball radius REBR . For primary particles with diameter R it is
given by
REDR =
√
npi(R/2)2
pi
= R
√
n
2 , REBR =
3
√√√√n4pi3 (R/2)3
4pi
3
= R
3√n
2
and equals the radius of a disk or ball with the same area or volume as the aggregate.
As a measure for the maximum dilation of an aggregate the maximum radius RMax can be
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used (Lattuada et al. (2003c)). This quantity is given by
RMax = max
i
‖xi − o‖+ R2
and equals the maximum distance of a primary particle center from the center of mass plus
R/2, i.e., the maximum radial dilation of the aggregate. One can show that one has the
boundaries
R d
√
n
2 < RMax ≤
Rn
2 ,
which are nearly attained by perfect circle packings (see Stephenson (2005)), on the one hand,
and chains of primary particles on the other hand.
For the models these radii on average are shown in fig. 4.4 as functions of aggregate size. In
all models REDR (REBR) is the smallest RMax and RFmax are the largest values and the radius,
RFMin lies between. Remarkable is the behavior of the radius of gyration. It nearly equals
REDR in the single particle approach and RFmin in the cluster model in two dimensions. In
the cluster model the gap between Feretmin and Feretmax is significantly larger. That shows
the non-spherical shape of those aggregates.
The radius of gyration is in the same range as for the DLCA and RLCA models considered in
Lattuadaet al. (2003c).
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Figure 4.4: Plots of RMax (gray), REDR / REBR (black), RFmin (green), RFmax (blue) and Rg
(red) from single (left) and cluster-cluster approach (right) as a function of size. First row, 2D
and second row 3D.
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Again, the plots with logarithmic scales (fig. 4.5) validate the fractal scaling law (Lattuada
et al. (2003c)) that all radial characteristics follow a power law. The supposed linear relation
(Rogak and Flagan, 1990) between the radius RS of the smallest circle / sphere encompassing
the aggregate and the radius of gyration
Rmax ∼ RS =
√
Df + 2
Df
Rg
is not satisfied at all for those models with this pre-factor, but one can identify new linear
relations between those radii. In the two-dimensional case the relation for the single particle
model is
RMax ≈ 1.89Rg ≈ 1.08RFmax and RMax ≈ 1.86Rg ≈ 1.08RFmax
for the cluster-cluster approach. In the spatial single particle model it holds
RMax ≈ 1.93Rg ≈ 1.10RFmax and RMax ≈ 1.87Rg ≈ 1.10RFmax
for cluster-cluster aggregates. The minimum Feret radius and REDR (REBR) have other expo-
nents, such that a linear relation is not appropriate.
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Figure 4.5: Plots of the functions from above with logarithmic scales.
4.2.2 Ratios
This part is devoted to consider the structure and geometry of the aggregates. In order to
obtain scale independent characteristics it is convenient to consider ratios. A well-known
example from geometry to analyze the inner structure is the convexity αconvex of a set. It is
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defined as the ratio of its area (volume) and the area (volume) of the convex hull of the set.
Values close to 1 indicate very compact objects, while small values occur for highly porous
media. Note that 1− αconvex is called porosity in Stübing and Sommerfeld (2010).
Naturally, from the Feret radii one can obtain the Feret aspect ratio αferet of an aggregate by
their ratio
αferet =
RFmin
RFmax
.
The ratio of the Feret diameters has already been considered in Pabst and Gregorova (2007).
This measures elongation or flattening of the convex hull.
In two dimensions let Efit be the best fitting ellipse of the convex hull of the aggregate. Now,
ellipsity αellipse is the ratio of minor and major radius of Efit. If αellipse = 1, the particle is a
disk. Values smaller than 1 indicate an ellipse.
In order to quantify how space-filling an aggregate is, it is reasonable to consider the packing-
density αpack. If the aggregate is bounded by an axis-parallel rectangle (or cuboid), the
packing-density equals the ratio of the aggregate area (or volume) and the rectangle area
(cuboid volume).
Again, these values were determined in the present framework. While the packing density and
convexity are rapidly decreasing, ellipsity and Feret ratio are increasing for larger sizes (see
fig. 4.6).
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Figure 4.6: Plots of αconvex (blue), αferet (green), αellipse (gray) and αpack (black) for the single
(left) and the cluster-cluster approach (right). First row, 2D and second row 3D.
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The convexity indicates that the structure is much more fractal and porous for larger aggre-
gates. In the cluster-cluster model all ratios are smaller in both dimensions. That means that
those aggregates have a more porous and less compact structure. For instance, the plot of the
packing density shows that the cluster-cluster aggregates grow much faster outwardly in plane
and in space. Remarkable, Feret ratio (2D, 3D) and ellipsity (2D) are constant for sizes larger
than 10. This indicates that such aggregates have a fixed mean aspect ratio independent of
their size.
4.2.3 Point process statistics
In order to study the positioning of the particles within an aggregate quantities from point
process theory are used. Point clusters formed by aggregation have been investigated by cluster
analysis in stochastics (Stoyan and Stoyan, 1994; Panayirci and Dubes, 1987). Regarding the
centers of the balls of the aggregate gives a pattern of randomly scattered points - a point
process. Particle aggregates have been studied using methods from stochastic geometry in the
thesis of Tscheschel (2004). The author used morphological functions, like
V : r 7→ Vol (Φ⊕B(o, r)) , r > 0,
to investigate patterns Φ of connected and overlapping disks. Note that Vol(R) gives the
volume of the aggregate.
The intensity function value λ(x) equals the expected number of points in location x. For
an aggregate considered as a non-stationary point process it is radially symmetric around the
center of mass in o, i.e., it depends only on r = ‖x‖.
Deduced from this is the distribution δ of the random distances between the origin and the
points. This statistic has been used in Watanabe and Tanaka (2013). The height and position
of the peak of this distribution indicate the compactness of the aggregates. The width of the
distribution relates to aggregate dilation and length of branches.
A similar statistic is the distribution of the random distance between two points from the
aggregate. Here, the density is denoted by fd. From fd one can also derive the pair correlation
function g (see section 1.2.1)
g(r) = 1 +
(
1− 1
n
)
fd(r)
dbdrd−1
, (4.1)
where n is the number of points in the cluster and bd the volume of the unit-ball.
In Lattuada et al. (2003c) a quantity called particle-particle correlation function gcor was used
to uniquely determine the inner structure of aggregates. Here, gcor(r) is defined to be the
mean number of particles at distance r, from a given particle, averaged over all particles of
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the clusters. The formula
1
2n2
n∑
i,j=1
‖xi − xj‖2 = 4pi2n
∫ ∞
0
r4gcor(r)dr
holds. For fd it is clear that
1
n2
n∑
i,j=1
‖xi − xj‖2 =
∫ ∞
0
r2fd(r)dr,
such that it is related to gcor by∫ ∞
0
r2fd(r)dr =
4pi
n
∫ ∞
0
r4gcor(r)dr. (4.2)
Regarding eq. (4.1) and eq. (4.2) it is sufficient to restrict considerations to fd only.
Figure 4.7 shows the distribution δ of the random distance of the particles from the center of
mass for three sizes and the particular models. Visually, it shows the same distribution only
with increasing mean for bigger sizes in both models. In the cluster-cluster approach the mean
distances are larger than in the single model, which reveals less dilation in the later model.
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Figure 4.7: Distribution of the distance of the particles from the center of mass in an aggregate
for three aggregate sizes n = 20 (blue), n = 40 (red) and n = 100 (green) in the single (left)
and the cluster-cluster approach (right). First row, 2D and second row 3D.
The distributions of the random distance between two particles from the same cluster are
compared in fig. 4.8. The densities all start at 1 with a big peak there (not shown in the
figure). The next peak occurs at 2 the double primary particle diameter. For increasing size
the densities are stretched to the right and more smooth. This behavior also occurs for the
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models considered in Lattuada et al. (2003c). Again, one can observe that aggregates in the
single-particle model are much more dense, especially in 3D.
In the two-dimensional case there is even at 3 and 4 a peak visible, which reveals chain-like
arrangement of the particles within an aggregate and, in general, the peaks are higher.
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Figure 4.8: Histograms of fd for three aggregate sizes n = 20 (blue), n = 40 (red) and n = 100
(brown) in the single (left) and the cluster-cluster approach (right). First row, 2D and second
row 3D.
4.2.4 Other
A frequently used statistic for the morphology of fractal structures is the fractal dimension
(Brasil et al., 2001; Watanabe and Tanaka, 2013; Wozniak et al., 2012; Tang et al., 2000). In
the literature one can ﬁnd two deﬁnitions.
Firstly, it is derived by the so-called box counting method, see Stübing and Sommerfeld (2010)
for explanation. However, according to a well-known proposition (e.g. Falconer (2003)) the
fractal dimension of the countable union of sets equals the maximum of the fractal dimensions
of the sets. Thus, the fractal dimension for aggregates as a countable union of disks (balls)
equals the fractal dimension of the disk (ball), which is equal to the dimension of the space.
However, application of the box counting methods with a large number of boxes gives results
similar to those in the literature. For a very large number of cells one can clearly observe that
the fractal dimension tends to the dimension of the space, as it should.
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Secondly, it is defined to be the exponent Df of the power law
n = cRDfg ,
where n is the size of the aggregate and c some pre-factor (see Eggersdorfer et al. (2012);
Heinson et al. (2012); Mroczka et al. (2012)). The results for the fractal dimension are based
on this definition. It holds Df ∈ [1, d], where a small value indicates a more fractal shape.
From the radius of gyration the fractal dimensions were obtained. For the single particle model
it is 1.848 and for the cluster-cluster model 1.531 in the plane. These values are higher than
for the DLCA model (1.45), see Gonzaleza et al. (2002). The corresponding values in space
are 2.48 and 1.93.
The first value in space is quite similar to those of the DLA (2.5) and PCA (2.75). The dimen-
sion of the CCA model was calculated as 1.82, see Brasil et al. (2001); Gonzaleza et al. (2002)
and 1.8 and 2.05 for DLCA and RLCA model (Lattuada et al. (2003c)), respectively. That
means, Brownian motion creates only more fractal-like aggregates in 2D. Furthermore, the
fractal dimensions indicate a chain-like behavior in the cluster-cluster and compact aggregates
in the single particle approach.
In Brasil et al. (2001) the authors defined a quantity to analyze the inner structure of aggre-
gates. The coordination number distribution is the distribution of the number Z of contacts
between particles within the aggregate. It helps to identify chain-like structuring (values of
about 2) of the aggregates and the amount of outer particles (value 1).
The coordination numbers for both models are analyzed by their distribution (fig. 4.9). For
large aggregates they look similar, but for smaller sizes the single particle model produces
more aggregates with single connected particles (value 1). So in general, the cluster-cluster
approach generates aggregates with more connection. The histograms show distributions very
similar to those of PCA and CCA model (see Brasil et al. (2001)). Here, the authors also
pointed out that the distribution of the coordination number in the CCA models is nearly
independent of size, which is also the case for the cluster-cluster model.
Remarkable, the mean coordination numbers are almost exactly the same in both approaches
and in dimensions two and three. Their difference is even not visible in the plot in fig. 4.10.
For increasing size the mean tends to 2, i.e., every disk or ball is connected with two other
disks or balls on average.
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Figure 4.9: Histogram of the coordination number distribution for three aggregate sizes n = 20
(blue), n = 40 (red) and n = 100 (green) in the single (left) and the cluster-cluster approach
(right). First row, 2D and second row 3D.
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Figure 4.10: Mean coordination number (solid) as a function of the size.
4.3 Application to real particle data
Following Teichmann and van den Boogaart (2015) this section aims to illustrate the applicabil-
ity of the cluster approaches to model real particle data that stems from a collaboration with
mechanical process engineers. The study was performed using an in-house MathematicaTM
program (Teichmann, 2015).
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4.3.1 Experimental setup and data set
The data set was kindly provided by Jörg Fritzsche, who carried out experimental particle
agglomeration in a tank reactor with a water volume of 4 liters. Silanized alumina particles
of sizes between 2 to 20 micrometers were used as primary particles with a volume fraction of
5 · 10−4. The particles are not wetted by water, which led to an agglomeration due to high
hydrophobic forces. The rate of energy dissipation is about 0.1 m2s−3 causing a turbulent
mixing regime inside the tank reactor to support aggregation. Particle images were taken by
a QICPIC sensor (Sympatec Germany), a measuring device for dynamic image analysis, of a
two-dimensional projection of the agglomerates using a resolution of one pixel per micrometer.
The data set consists of 900000 binary images (black/white) with a number of black pixels in
the range of 500 and 1500. An example is illustrated in fig. 4.11 on the right.
Figure 4.11: Transformation scheme of the cluster models (left) and an image from the data
set (right).
4.3.2 Transformation of the cluster models
In order to model the data set with the cluster models some transformation has to be applied.
As in the experiment the 3D aggregate is projected on a plane to obtain a 2D image. Without
loss of generality, since the aggregates are rotational invariant on average, the aggregates are
parallel projected along the z-axis into the x, y-plane, as illustrated in fig. 4.11. The resulting
object is be discretized to get a pixel image. Preliminary studies revealed that the magnitude
of the discretization is uncritical for the characteristics of interest. That means that the
normalized values of the characteristics used for fitting and evaluation differ by less than one
percent regardless of whether one pixel has length 0.5R (large-meshed), 0.4R, 0.3R, 0.25R or
0.2R (fine-meshed). In the following, R was set to 1 and one pixel has length 0.25R such that
a disk of diameter one is given by a square of 16 pixels. The remaining model parameter is
the size of the initial 3D aggregate.
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4.3.3 Model fitting
The fitting is based on three morphological characteristics; the number of pixels (area) A of
the aggregate and gyration and Feretmin radius introduced in section 4.2.1. These values are
proportional to the magnitude of the discretization and give information on area, compactness
and shape.
The goal is to determine the best possible choice of a distribution PN of the random size N of
the initial 3D model aggregates to fit the particle data set with respect to the abovementioned
characteristics. The following preliminary exploratory study based on histograms is carried
out to get an idea of a suitable class of distributions for PN .
Let the distribution be given by
PN =
∞∑
n=1
pnδn,
where δn is the Dirac measure in n. For any characteristic S the conditional expectation
representation
E
[
S
∣∣B] = ∞∑
n=1
pnE
[
S
∣∣B,N = n]
holds (see e.g. Chung (2001)), where B is some condition. Since the data set does only contain
of aggregates with A from I = {500, 501, . . . , 1500}, the condition becomes A ∈ I. It turned
out that the main part of the distribution PN lies between 40 and 190 under this condition. To
simplify the procedure this range is split into partsN1 = {41, . . . , 50}, . . . N15 = {181, . . . , 190}.
The values pNl can be obtained using histograms H of the characteristics by the following least
squares approach
argmin
(pN1 ,...,pN15 )
∥∥∥∥∥H [(A˜, R˜g, R˜Fmin)]−
15∑
l=1
pNlH
[
(A,Rg, RFmin)
∣∣A ∈ I,N ∈ Nl]
∥∥∥∥∥
2
,
where ˜ indicates data set values.
The preliminary results suggest the assumption that a negative binomial distribution is a
valuable class for the distribution of the initial 3D aggregate size N between 40 and 190, such
that another least squares fitting was carried out with this assumption.
4.3.4 Evaluation
The negative binomial fit results in a number of failures of n = 19.61 and a success probability
of p = 0.355 as the best parameters. The probability densities of the characteristics, both of
the data set and of cluster-cluster model fit, are shown in fig. 4.12. Additionally, the probability
density of RMax (gray) is given, which was not part of the fitting. For comparison, the single-
particle model was fitted based on A and negative binomial PN . Already for RMax (black) the
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model density is far away from the data set density (dashed, gray), such that this model turned
out to be completely inappropriate. Figure 4.12 also reveals that the cluster-cluster model is
not flexible enough. One can fit every characteristic very properly (see fig. 4.12, first row as
an example), but the other characteristics do not mach perfectly, such that fitting based on
more than one characteristic is recommended.
In conclusion, the cluster-cluster approach seems to be a suitable model for the data set
aggregates as the comparison of the morphological characteristics revealed.
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Figure 4.12: Left, probability density of A and right density of RMax (gray), Rg (red) and
RFMin (green), from model fitting (solid) and data set (dashed). The black curve shows RMax
from the fit of the single-particle model. First row, fitting based on A and second row fitting
based on A,Rg and RFmin.
4.4 Collision distance
This section will introduce a value to measure the effective size of an aggregate in the event of
collision with other aggregates. This is useful for simplified particle simulations and to set up
formulas for collision rates and kernels in the framework of coagulation equations. Developing
such a concept of a collision distance or radius for fractal aggregates has been tried in the
literature before (see Frenklach (2009)). This section provides one possibility to do so and an
application to the models.
The collision distance dcol(A,B) between an aggregate A and B is defined to be the distance
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between their centers of mass. The mean collision distance d¯col(n,m) equals the mean of
dcol(A,B) for a large number of pairs A,B with A of size n and B of size m. Clearly, d¯col(n,m)
equals d¯col(m,n) and d¯col(1, 1) = R, where R is the diameter of primary particles. The mean
collision distance was calculated for the particular models based on 10000 realizations for each
pair (m,n) and R = 1.
It was found that d¯col(n,m) can be reduced to a one-dimensional function x 7→ f(x) in x =
nm+ v(n+m) for appropriate v (see fig. 4.13). Nonlinear regression for this data with power
functions results in the approximation fcol given by
d¯col(n,m) ≈ fcol(n,m) = a[(nm+ v(n+m))b − (1 + 2v)b] +R. (4.3)
Table 4.1 provides the parameters for the particular models and their mean square error. In
eq. (4.3) the term (1 + 2v)b ensures that fcol(1, 1) = d¯col(1, 1) = R. The function fcol is shown
in fig. 4.13 in the case of the three-dimensional cluster-cluster model.
v a b mse
single particle (2D) 4.6 1.462 0.265 0.0086
single particle (3D) 1.2 1.766 0.173 0.0011
cluster-cluster (2D) 3.8 1.089 0.309 0.0068
cluster-cluster (3D) 0.4 1.10 0.225 0.0004
Table 4.1: The parameters for the regression fcol of the mean collision distance d¯col(n,m) and
mean square error.
Figure 4.13: Left, the mean d¯col(n,m) as a function of nm+ v(n+m) for single particle (2D
green, 3D yellow) and cluster-cluster model (2D red, 3D blue). Left, 2D and right 3D. Right,
plot of fcol(n,m) in the three-dimensional cluster-cluster model.
5 Turbulent coagulation
The last chapter of the present thesis contains two numerical simulation studies about parti-
cle coagulation in turbulent flows. The first considers coagulation in homogeneous, isotropic
turbulent fields. It is demonstrated how to apply the theoretical approach derived from the
coagulation equation (chapter 2) to this case in comparison to the simulation. The second
simulation models coagulation and filtration of alumina particles in a turbulent flow of alu-
minum through a filter element with regard to filtration efficiency. In both cases, fractal-like
aggregates are composed of spherical primary particles as in chapter 4.
5.1 Isotropic turbulent aggregation
The present section demonstrates the application of the coagulation modeling, presented in the
previous chapters, to the important case of coagulation in homogeneous, isotropic turbulence.
The predictions of the particle number concentration are compared to the results of a detailed
numerical simulation. In contrast to the majority of the simulations from the literature the
fractal-like shape is taken into account in the simulation and in the calculations. The influence
of parameters like particle Stokes number, intensity of turbulence and material properties is
shown.
5.1.1 Simulation setup
Let a cubic domain of 10 × 10 × 10 mm be given. The turbulent field inside the domain is
assumed to be homogeneous and isotropic characterized by turbulence kinetic energy k and
turbulence energy dissipation rate ε. From this the fluid mean squared velocity σ2f is deduced
as σ2f = 2k3 . According to the Lagrangian method, the trajectory of a particle or an aggregate
of mass mp is calculated from the balance of forces according to Newton’s second law
mp
d2xp
dt2 = −
mp
τp
dxp
dt ,
where xp gives the particle center of mass, τp is the particle relaxation time
τp =
%p
18µf
(
6mp
pi%p
) 2
3
. (5.1)
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Material properties µf and %p are fluid viscosity and particle density. Additionally, the influence
of turbulence on the trajectory is taken into account by the Markov sequence dispersion model
(see Ho (2004)). Here, the velocity fluctuations of the particle trajectory are calculated from a
formula (see Ho (2004) section 3.2) which involves a Gaussian random vector, k and ε, as well
as the Lagrangian integral time scale TE (here TE = 0.24 · σ
2
f
ε ). Periodic boundary conditions
are applied to keep the particles within the domain.
In the initial state particles are assumed to be spherical all with the same radius (monodisperse
distribution). Those are referred to as primary particles. For each time step it is checked
whether two or more primary particles overlap. In this case, they are combined to form an
aggregate {x1, . . . , xn} of n primary particles at positions xi, i = 1, . . . , n. Such an aggregate is
considered as a fractal particle of mass mp and position 1n
∑n
i=1 xi. Model parameters are the
primary particle diameter dp, the particle and fluid material density %p and %f, initial particle
number concentration cp, fluid dynamic viscosity µf, k and ε.
Since the transport behavior of particles in turbulent flows is often classified by the particle
Stokes number
Stp =
τp
TE
= 6.25τpε
k
,
results are shown with respect to this value instead of the particle mass.
5.1.2 Theoretical approaches
Following the studies made in sections 2.2.1 and 2.6 it is described how to apply the theoretical
approach based on the coagulation equation to the particular case of this section.
Since the fluid field was assumed to be homogeneous and isotropic, the homogeneous coag-
ulation equation section 2.2.1 can be applied, i.e., the number concentration fn(t) of parti-
cles/aggregates at time t with size n satisfies
∂fn
∂t
= 12
n−1∑
m=1
K(m,n−m)fm fn−m − fn
∞∑
m=1
K(m,n)fm. (5.2)
The initial value fn(0) is given by
fn(0) =

cp n = 1
0 n > 1
,
since the initial particle pattern was assumed to be monodisperse. Note that coagulation
is regarded as particle aggregation, i.e., the particles/aggregates are composed of a certain
number n (size) of primary particles such that the discrete version of the coagulation equation
was used. It is easier to handle and allows to consider particle size classes.
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In section 2.6 a set of coagulation kernels for turbulent systems was presented. For the case of
small Stp the kernelKST was given and for the large Stokes number limitKAbr was introduced.
To be able to consider a broad range of particle Stokes numbers the kernel of Kruis and Kusters
serves as a basis. It is given by (see section 2.6)
KKK(i, j) =
√
8pi
3 (Ri +Rj)
2
√
w2a + w2s , (5.3)
where
w2a = (1− γ)2σ2f
δ
δ − 1
(Stp,i + Stp,j)2 − 4Stp,iStp,j
√
1+Stp,i+Stp,j
(1+Stp,i)(1+Stp,j)
Stp,i + Stp,j
·
[
1
(1 + Stp,i)(1 + Stp,j)
− 1(1 + δStp,i)(1 + δStp,j)
]
and
w2s = 0.238γ

√√√√σ2p,iStp,i
CC,i
+
√√√√σ2p,jStp,j
CC,j

2
.
Assuming that the particles experience the surrounding fluid as a continuum gives CC,i = 1
for the Cunningham slip correction. The mean squared velocity of particle i, σ2p,i, can be
expressed in terms of σ2f according to section 2.6.2
σ2p,i =
σ2f
1 + 1.5τp,i εσ2f
.
The added mass coefficient γ and turbulent constant δ are given by
γ = 3%f2%p + %f
and δ = 30−1/2 σ
2
f√
ενf
.
Note that particle Stokes number and particle relaxation time equal
Stp,i = 6.25
τp,iε
k
and τp,i =
%p
18µf
(
6mp,i
pi%p
) 2
3
,
with particle mass
mp,i = i %p
pi
6 d
3
p,
since a particle of mass mp,i is composed of i primary particles. The distance between two
particles of size i and j is Ri + Rj if the particles are spherical. In the present case of non-
spherical aggregates Ri + Rj will be replaced by the mean collision distance d¯col(i, j) from
section 4.4. The three-dimensional cluster-cluster approach turned out to be a suitable model
for aggregates in turbulence (see section 4.3). In this case, the collision distance becomes (see
table 4.1)
d¯col(i, j) = 1.1dp[(ij + 0.4(i+ j))0.225 − 1.80.225] + dp, (5.4)
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where dp is the primary particle diameter.
In summary, eq. (5.2) is solved numerically using the kernel from eq. (5.3) with eq. (5.4) instead
of Ri +Rj . Remaining parameters are the primary particle diameter dp, the particle and fluid
material density %p and %f, primary particle number concentration cp, fluid dynamic viscosity
µf, as well as k and ε. The kinematic viscosity of the fluid is given by νf = µf%f .
5.1.3 Results and comparison
The numerical simulation and the theoretical approach were implemented in MathematicaTM
(Teichmann, 2015). They are evaluated and compared on the basis of the overall particle
number concentration f over time
f(t) =
∑
n∈N
fn(t), t ≥ 0.
The more decreasing f is over time the stronger aggregation is.
The physical parameters in table 5.1 were chosen to match the set-up from a similar simulation
in Ho (2004). This allows to check and to compare the results.
cp dp %p %f µf k ε
[m−3] [m] [kg·m−3] [kg·m−3] [kg·m−1· s−1] [m2· s−2] [m2· s−3]
0.1 · 1012 5 · 10−6 1000 1.15 1.84 · 10−6 0.5 106
Table 5.1: Physical parameters for the simulation and modeling.
The first case under consideration is that of a higher turbulence kinetic energy. As in Ho (2004)
it was found (fig. 5.1, left) that aggregation is improved by a greater k since this increases the
mean squared particle velocity and so the particle fluctuation. In contrast to that, the concen-
tration is slightly less decreasing for a higher particle density since the particle relaxation time
and so the Stokes number are greater. In all three cases of fig. 5.1 the estimated concentration
from the simulation is in good agreement with the theoretical prediction. Nevertheless, the
simulation underestimates the theoretical modeling results in these cases. In Ho (2004) the
Saffman/Turner and Abrahamson approaches (see section 2.6) differed more significantly from
the numerical simulation. The theoretical modeling used here gives more accurate results.
As in Ho (2004) the primary particle Stokes number is varied by changing ε. Note that
values of ε, to match the desired Stokes numbers, are not correct in Ho (2004) section 5.1.
It is interesting to note that aggregation is slightly stronger in the intermediate range of
Stp,1 = 1 (see fig. 5.1) in accord with Ho (2004). For particles with lower Stokes numbers
the particle velocities are much more correlated and the number concentration increases (less
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aggregation). For a higher Stokes number it follows τp,1 > TE. In this range, particles get to
heavy to respond to the fluid fluctuations. In conclusion, for fixed particle material properties,
a certain turbulence kinetic energy that maximizes coagulation can be found.
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Figure 5.1: Left, theoretical (dashed) and estimated number concentration from the simulation
(solid) for k = 0.5, %p = 1000 (blue), k = 1, %p = 1000 (red) and k = 0.5, %p = 2000 (green).
Right, estimated f for ε = 10.6 (Stp,1 = 0.1) (red), ε = 106 (Stp,1 = 1) (blue) and ε = 1060
(Stp,1 = 10) (green).
Note that both numerical simulation and the theoretical approach are able to consider arbitrary
initial states instead of the monodisperse case. For polydisperse initial states it was found that
coagulation is most effective for a uniform distribution (see Ho (2004)). This underlines that
a high variance in particle size and particle velocity enhances aggregation.
5.2 Aggregation and filtration
In order to contribute to the research of the SFB 920 and to underline the importance of co-
agulation a numerical simulation of metal melt filtration with particle aggregation was carried
out. Detailed numerical simulations represent a promising way to get deeper knowledge about
relevant physical phenomena and process conditions of filtration, which allows maximization
of the filtration efficiency. This efficiency is deduced by tracking the movement of a large
number of suspended particles and solving the equation of motion for each particle based on
the local fluid velocity derived from DNS. Here, it is expected that the flow inside the filter
structure is highly unsteady, such that turbulence is computationally expensive to resolve.
Varies numerical studies about filtration of liquid metals can be found in the literature. Most
of them exclude coagulation of particles, but Acosta and Castillejos (2000a,b) account for
accumulation in the long-term filtration mode.
In contrast to Rivière et al. (2004) and Davila-Maldonado et al. (2008), who used detailed CT
data, the usual ansatz is to represent the filter by an idealized filter structure (Damoah and
Zhang, 2010; Werzner et al., 2014), since detailed modeling of the filtration process within the
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structure of a real filter is computationally very costly. The present approach uses a geometry
called Kelvin cell.
5.2.1 Kelvin cell geometry
In order to reduce the computational effort in DNS’s of metal melt filtration (Werzner et al.
(2014)) the complex random filter structure, e.g. from CT data, is reduced to an idealized
structure, in a repeating periodic domain, with similar geometric properties (see fig. 5.2), e.g.,
an array of cylinders, Weaire-Phelan structures or Kelvin cells. Periodicity reduces the size
of the computational domain, allows extended parametric studies or complete resolution of
small-scale structures (Lehmann et al. (2013), Werzner et al. (2013)).
Figure 5.2: Alumina foam (left) and Kelvin cell modeling ansatz.
For the case of metal foam a common model is that of a Kelvin cell (Werzner et al. (2013,
2014)). The edges of a truncated octahedron or tetrakaidecahedron (see fig. 5.3) are modeled by
cylinders using implicit functions and connections are rounded using the Blinn transformation
(see Storm et al. (2013)) to obtain a foam like structure (see fig. 5.4 and fig. 5.7).
Figure 5.3: Construction of a truncated octahedron.
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5.2.2 Flow field modeling
In order to model the metal melt flow through the filter cell a DNS of turbulent flow was
carried out. Therefore, the computational domain given by a unit cube around the Kelvin
cell was discretized into a uniform mesh of 2563 cubic control volumes (or voxels) each of 103
micrometers in size. Pore and strut diameter of the Kelvin cell are 2.56 and 0.43 millimeters,
respectively. This corresponds to a 30 ppi foam and a porosity of 85 percent.
Figure 5.4: Discretized Kelvin cell used in the DNS.
The inhomogenous flow field was deduced from Navier-Stokes equations using the Lattice-
Boltzmann method (LBM). The flow field was kindly provided by Eric Werzner from the
’Chair of Gas and Heat Technology’ on the ’Institute of Thermal Engineering’ (University of
Freiberg).
The physical parameters, such as viscosity and density, correspond to that of liquid aluminum
at a temperature of 730 degree Celsius with an inlet velocity of 0, 079 m/s at one face of the
domain, whereby all boundaries were assumed periodic as if the element was part of an infintely
extending structure. A small time step of about 25 microseconds assures that incompressibility
is satisfied.
5.2.3 Particle field modeling
Along with the numerical simulation of the fluid flow field a numerical particle tracking with
aggregation was carried out. Assuming one-way coupling, i.e., the particles do not affect the
fluid flow given by a field Vf, the trajectory of a particle or an aggregate of massmp is calculated
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from the balance of forces according to Newton’s second law (see eq. (1.19))
mp
d2xp
dt2 =
mp
τp
(
Vf(xp)− dxpdt
)
+ FBrow,
where xp gives the particle center of mass, τp is the particle relaxation time (see eq. (5.1)) and
FBrow =
mp
τp
√
2Db
dB(t)
dt
is the Brownian force. The term dB(t) denotes a Gaussian random vector with variance dt
of each component and
Db =
KbT
3piµfdp
is the Brownian diffusion coefficient. Note that the particle concentration field λ can also be
deduced from the Fokker-Planck equation (see eq. (1.21))
∂λ
∂t
+ div(λVf) = Db ∆λ.
The physical parameters correspond to that of spherical alumina particles at a temperature of
730 degree Celsius. The diameter of primary particles dp is 10 micrometers and a number of
10000 primary particles was placed within the domain with fluid velocity as initial speed.
5.2.4 Aggregation and filtration
Again, for each time step it is checked whether two or more primary particles overlap. If this is
the case, they are combined to form an aggregate {x1, . . . , xn} of n primary particles at their
specific positions xi, i = 1, . . . , n. The whole aggregate is considered as a fractal particle at
position 1n
∑n
i=1 xi. For the diffusion coefficient of an aggregate a diameter or radius is needed.
The hydrodynamic radius Rh (see Lattuada et al. (2003b); Melas et al. (2014); Rottereau et al.
(2004))
Rh =
ndp/2
1 + dp2n
∑
1≤i,j≤ni<j
1
‖xi − xj‖
,
a commonly applied radius to measure fractal aggregate size, will be used. In fig. 5.5 this value
is compared to other radii for the CCA model presented in section 4.1.2.
In particular, overlapping of two aggregates equals overlapping of primary particles they are
composed of. As soon as a particle or an aggregate overlaps or touches the kelvin cell it is fixed
at this point and counted as deposited. On top, to account for a changing geometry during
filtration if another particle touches this aggregate it is also fixed and deposited.
Note that it is assumed that the fluid flow remains unchanged although the geometry slightly
varies because of deposition.
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Figure 5.5: Equivalent sphere radius (black), radius of gyration (red) and hydrodynamic radius
(blue) as a function of n for the three-dimensional CCA model with dp = 2.
5.2.5 Simulation results
To illustrate coagulation, in particular aggregation of particles in turbulent flows, the simula-
tion was implemented in MathematicaTM (Teichmann, 2015) to run in the X-SITE VR CAVE
projection room (fig. 5.6) of the TU Freiberg, kindly supported by Henry Lehmann. Here,
primary particles are shown in red, moving aggregates in blue and deposited aggregates in
green.
Figure 5.6: Visualization of the simulation in the X-SITE VR CAVE projection room.
A closer look at deposition on the cell at a certain time step is provided in fig. 5.7, where
deposition is shown in blue. Again, the porous structure is visible whereas deposition is higher
in certain areas on the surface in particular at strut areas perpendicular to the flow direction.
This is likely, since larger aggregates tend to leave the flow stream and deposit due to inertia
and interception effects.
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Figure 5.7: Aggregates (blue) deposited on the Kelvin cell.
In order to quantify the inﬂuence of aggregation on ﬁltration of particles in this simulation
the ﬁltration rate η was calculated. It is given by
η(t) = Ndep(t)
Ntotal
,
where Ntotal is the total number of all primary particles and Ndep the number of all deposited
particles. Figure 5.8 shows the ﬁltration rate for the numerical simulation with aggregation
(solid) and for the case when aggregation is completely disabled (dashed). In the present case
the ﬁltration rate with aggregation increases almost linear in time whereas its increment is
much lower without. Responsible for a much higher rate is, among others, that deposition of
aggregates on the geometry again enlarges the possible surface for deposition (see also ﬁg. 5.7).
This is conﬁrmed by the aggregate size distribution (see ﬁg. 5.8). Non-deposited aggregates
are much smaller than those deposited on the ﬁlter wall.
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Figure 5.8: Left, size distribution of deposited aggregates (blue) and non-deposited (red) at
time t = 3000. Right, ﬁltration rate as a function of time with aggregation (solid) and without
(dashed).
Summary
To contribute to the task of an improved particle filtration from metal melts, stochastic models
for the essential mechanism of coagulation of Brownian particles and particles in turbulent
flows are investigated. In order to analyze this mechanism the resulting patterns of coagulated
particles at different times are studied and modeled by point process theory. In particular, the
new class of generalized Matérn hard-core point processes allows modeling of such patterns and
those with particle repulsion or attraction. This point process ansatz is extended to dynamic
point processes to deliver a mathematical framework for time-dependent particle systems with
coagulation.
Formulas for the evolution of the number concentration of particles in these systems allow
identification of physical parameters which enhance coagulation and hence filtration. A new
approach is used to advance and correct important results within the traditional Smoluchowski
treatment for Brownian particles. It contrast to the Smoluchowski coagulation model it is
valid for high particle concentrations, the initial state is defined and it accounts for spatial
dependencies of particles. The new approach is described by means of two particular models,
while for both exact formulas for the number concentration are derived using the generalized
Matérn point processes. Numerical simulations confirm the results and show the importance
of the initial state.
Additionally, a broad-based review of Smoluchowski’s coagulation model and equation is pro-
vided, extending the aforementioned case. Here, coagulation kernels for several cases including
isotropic turbulent regimes with shear and inertia as well as the Brownian motion regimes are
given. Analytical results about the coagulation equation and methods for derivation of coag-
ulation kernels are discussed.
Furthermore, the particle morphology for two new models for fractal-like aggregates in turbu-
lent flows is investigated. The models are easy to implement and do not depend on parameters
like boundary conditions, time steps, run time, particle distribution or a specific flow field. The
detailed morphological analysis, based on different types of quantities, allows to compare the
models with each other and to other approaches. With a fitting based on these morphological
quantities a data set of alumina aggregates from a turbulent regime is successfully modeled.
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Moreover, the model aggregates can be approximated by spherical particles with the same co-
agulation rate using a quantity called mean collision distance. This is important with regard
to aggregation kernels for the coagulation equation, since the usual approaches, formulated for
spherical particles, can be reused in corrected form as shown in section 5.1.
The last chapter considers turbulent aggregation by means of two numerical simulations. For
the case of isotropic turbulence it is shown that a higher intensity of turbulence and a smaller
particle density enhance aggregation. Here, aggregation is maximized at a particle Stokes num-
ber of about 1. That means for fixed fluid and particle material properties a certain turbulence
energy dissipation rate maximizes aggregation. In turbulent flows through filters this may be
achieved by changing porosity or other geometrical parameters of the filter. Additionally,
theoretical predictions based on the coagulation equation coincide with the results.
The second case simulates a turbulent flow of aluminum through an idealized filter element
with additional particle deposition. It is shown that on the one hand, coagulation is improved
by the presence of the filter geometry and on the other hand, aggregation massively increases
the filtration rate, which underlines its importance for particle filtration.
Appendix
A.1 Proofs
A.1.1 Proof of theorem 5
The intensity measure αth of Ψth satisfies
αth(d(x,m)) = p0 qm αΨ(d(x,m)), (A.1)
where αΨ(d(x,m)) = λ dxµ(dm) is the intensity measure of Ψ and qm is the probability that
a primary point with mark m in Ψ is retained as secondary event in Ψth if thinning would be
restricted to pairwise interaction, i. e., (eq. (1.1)) would be applied with p0 = 1.
Using Palm theory (see section 1.2.1) and stationarity of Ψ, qm is the probability that under
the reduced Palm distribution P !(o,m) of Ψ, the point (o,m) is not deleted by any other point.
Since Ψ is a marked Poisson point process, this is equivalent to the probability that the point
(o,m) is not deleted by any point from Ψ if the same thinning rule is applied.
Let Qm be the marked point process which consists of all points from Ψ causing a deletion of
(o,m). Then qm is simply the probability that Qm has no points. Obviously, Qm is obtained
by independent thinning of Ψ, i. e.,
Qm =
∑
(x,l)∈Ψ
β(x,m, l) δ(x,l) ,
where β(x,m, l) is Bernoulli-distributed with parameter f(‖x‖,m, l). Hence, Qm is an inho-
mogeneous marked Poisson process with intensity measure
αQm(d(x, l)) = f(‖x‖,m, l)αΨ(d(x, l) = f(‖x‖,m, l)λ dxµ(dm).
Since qm is the void probability of the Poisson process Qm, this implies
qm = P(Qm(Rd ×R) = 0) = exp
(
−αQm(Rd ×R)
)
= exp
(
−λ
∫
R
∫
Rd
f(‖x‖,m, l) dxµ(dl)
)
= exp
(
−λd bd
∫
R
∫ ∞
0
f(r,m, l)rd−1 dr µ(dl)
)
(A.2)
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using polar coordinates in the last step. Hence, due to eq. (A.1), the point process of unmarked
points of Ψth has intensity
λth = λ p0
∫
R
qm µ(dm)
= λ p0
∫
R
exp
(
−λd bd
∫
R
∫ ∞
0
f(r,m, l)rd−1 dr µ(dl)
)
µ(dm).
A.1.2 Proof of theorem 6
Let κm,n(r) be the probability that two points in Ψ with mark m and n, a distance r apart,
are both retained in Ψth when (1.7) is applied with p0 = 1. Then the second-order factorial
moment measure α(2)th of Ψth satisfies
α
(2)
th (d(x,m, y, n)) = p0
2κm,n(‖x− y‖)α(2)Ψ (d(x,m, y, n)), (A.3)
where the second-order factorial moment measure α(2)Ψ of Ψ factorizes to
α
(2)
Ψ (d(x,m, y, n)) = αΨ(d(x,m))αΨ(d(y, n)) = λ
2 dxµ(dm) dy µ(dn), (A.4)
since Ψ is a Poisson process (see Daley and Vere-Jones, 1988). Using again Palm theory,
κm,n(r) equals the probability that the two points (o,m) and (z, n), ‖z‖ = r do not delete
each other and non of them is deleted by any point from Ψ according to the thinning rule
(1.7) with p0 = 1. Since both events are independent and the probability of the first event is
(1− f(r,m, n))2, it follows
κm,n(r) = (1− f(r,m, n))2P(Wz,m,n(Rd ×R) = 0), (A.5)
whereWz,m,n is the marked point process which consists of all points from Ψ causing a deletion
of (o,m) or (z, n). Due to independent thinning, i. e.,
Wz,m,n =
∑
(x,l)∈Ψ
max{γ0(x,m, l), γr(x, n, l)}δ(x,l) ,
where γr(x, a, b) is Bernoulli-distributed with parameter f(‖x− r · v‖, a, b), ‖v‖ = 1, Wz,m,n is
an inhomogeneous marked Poisson process with intensity measure
αWz,m,n(d(x, l)) = [f(‖x‖,m, l) + f(‖x− r · v‖, n, l)− f(‖x‖,m, l)f(‖x− r · v‖, n, l)]
× λdxµ(dl).
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According to eq. (A.5) this yields
κm,n(r) = (1− f(r,m, n))2 exp
(
−αWz,m,n(Rd ×R)
)
= (1− f(r,m, n))2 exp
(
−λ
∫
R
∫
Rd
f(‖x‖,m, l) dxµ(dl)
)
× exp
(
−λ
∫
R
∫
Rd
f(‖x‖, n, l) dxµ(dl)
)
× exp
(
λ
∫
R
∫
Rd
f(‖x‖,m, l)f(‖x− r · v‖, n, l) dxµ(dl)
)
= (1− f(r,m, n))2qm qn exp
(
λ
∫
R
f(·,m, l)f(·, n, l)(r)µ(dl)
)
, (A.6)
using eq. (A.2) and the radial convolution eq. (1.4) in the last step. Abbreviating the last
factor of the product in eq. (A.6) by qm,n(r) and combining equations eq. (A.3) and eq. (A.4)
the second-order product density of the point process Ψ˜th of unmarked points of Ψth is
%th(r) = λ2 p02
∫
R
∫
R
(1−f(r,m, n))2 qm qn qm,n(r)µ(dm)µ(dn).
Due to gth(r) = %th(r)/λ2th, for r ≥ 0 and theorem 5 this yields the asserted form of the pair
correlation function gth, in particular, p02 cancels out.
A.1.3 Proof of theorem 8
Basically, the idea of the proof is the same as in section A.1.1. Here, let qm(w) be the
probability that the point (o,m,w) is not deleted by any point from Π when the thinning
rule (1.12) with p0 = 1 is applied. Then p0 qm(w) is the density of the intensity measure of
Πth with respect to the intensity measure αΠ of Π, αΠ(d(x,m,w)) = λdx νm(dw)µ(dm), and
qm(w) equals the probability that the marked point process Qm,w, consisting of all points from
Π causing a deletion of (o,m,w), is empty. Since Qm,w is a Poisson process with intensity
measure 1{v ≤ w}f(‖x‖,m, l)αΠ(d(x, l, v)), this yields
qm(w) = P(Qm,w(Rd ×R×R) = 0)
= exp
(
−λ
∫
R
∫
R
∫
Rd
1{v ≤ w}f(‖x‖,m, l) dx νl(dv)µ(dl)
)
= exp
(
−λd bd
∫
R
∫ ∞
0
Fνl(w) f(r,m, l)rd−1 dr µ(dl)
)
(A.7)
and, finally,
λth = λ p0
∫
R
∫
R
qm(w) νm(dw)µ(dm).
A.1.4 Proof of theorem 9
The main arguments of the proof of theorem 6 in appendix A.1.2 can be carried over. Let
p02κm,n(w, t, r) be the probability that two points in Π with marks m and n and weights w
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and t, a distance r apart, are both retained in Πth. Then κm,n(w, t, r) equals the probability
that (a) the two points (o,m,w) and (z, n, t), ‖z‖ = r, do not delete each other and (b) non of
them is deleted by any point from Π according to the thinning rule (1.12) with p0 = 1. Again,
both events are independent, and the probability of event (a) is
1− [P(A) +P(B)−P(A ∩B)] = 1− f(r,m, n) + 1{t = w}[f(r,m, n)2 − f(r,m, n)],
since the probabilities that (A) (z, n, t) deletes (o,m,w), that (B) (o,m,w) deletes (z, n, t),
and that both delete each other are 1{t ≥ w}f(r,m, n), 1{t ≤ w}f(r,m, n), and 1{t =
w}f(r,m, n)2, respectively. The probability of event (b) is the probability that the Poisson
process Wz,m,n,w,t, consisting of all points of Π causing a deletion of (o,m,w) or (z, n, t), is
empty. Hence, using qm(w) from (A.7) as shorthand, it equals
P(Wz,m,n,w,t(Rd ×R×R) = 0) = qm(w) qn(t) qm,n(w, t, r),
where
qm,n(w, t, r) = exp
(
λ
∫
R
∫
Rd
Fνl(min{w, t}) f(‖x‖,m, l)f(‖x− r · v‖, n, l) dxµ(dl)
)
,
since Wz,m,n,w,t has intensity measure
[
1{u ≤ w}f(‖x‖,m, l) + 1{u ≤ t}f(‖x‖, n, l)
− 1{u ≤ w}f(‖x‖,m, l)1{u ≤ t}f(‖x‖, n, l)]αΠ(d(x, l, u))
and ∫
R
1{u ≤ w}1{u ≤ t}νl(du) = Fνl(min{w, t}).
Therefore, the second-order product density of Π˜th is
%th(r) = λ2 p02
∫
R
∫
R
∫
R
∫
R
κm,n(w, t, r) νm(dw) νn(dt)µ(dm)µ(dn)
= λ2p02
∫
R
∫
R
(1− f(r,m, n)) Ir(m,n)µ(dm)µ(dn),
where
Ir(m,n) =
∫
R
∫
R
qm(w) qn(t) qm,n(w, t, r) νm(dw) νn(dt) .
Note that the summand 1{t = w}(f(r,m, n)2 − f(r,m, n)) in the first factor of the integrand
has been left out, since its integral vanishes due to the assumed continuity of the distributions
νm and νn.
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