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Abstract
In the present work, large eddy simulation is used to numerically investigate two types of
shear flows in complex geometries, (i) a novel momentum driven countercurrent shear flow in
dump geometry and (ii) a film cooling flow (inclined jet in crossflow). Verification of subgrid
scale model is done through comparisons with measurements for a turbulent flow over back
step, present cases of counter current shear and film cooling flow. In the first part, a three
dimensional stability analysis is conducted for countercurrent shear flow using Dynamic mode
decomposition and spectral analysis. Kelvin-Helmholtz is identified as primary instability
mechanism and observed as global mode at a specific parameter. Mechanism of global mode
synchronization over distinct spatial location is studied.
In the second part, the flow physics of film cooling flows is analysed. The origin, evolution
of various coherent flow structures and their role in film cooling heat transfer is studied based
on detailed flow visualization. Further, the contribution of coherent structures in film cooling
heat transfer and mixing is studied through modal analysis. Low frequency modes are found
to have large contribution in cooling surface adiabatic temperature fluctuation while high
frequency modes play larger role in bulk mixing. Finally, a new contoured crater shape is
developed and shown to have improved performance at shallow depth compared to earlier
designs.
x
Chapter 1
Introduction
1.1 Motivation
Turbulent shear flows played a major role in technological developments over last century.
Shear layers in a variety of forms (jets, wakes, mixing layers) find application in rocket,
aircraft, ship and turbo-machinery technology, such as bluff body flame/swirl stabilized
combustors; co-flowing parallel jets and jets in crossflow for air-fuel mixing in gas turbines
and rocket engines; inclined jets in crossflow for gas turbine blade cooling; jet formation,
noise control and thrust vectoring in aircraft and rocket propulsion. Over all turbulent
shear layers are at the center of transportation, aviation and power generation. Perfor-
mance improvement of such fluid systems is typically achieved by improvisation/controlling
the mixing/stability characteristics of shear layer typically through fluidic control and/or
geometric design changes. Efficiency and reliability of fluid systems such as land based
and aviation turbine engines has serious economic, environmental implications and therefore
understanding characteristics of new and existing turbulent shear layers are of importance.
The present study focuses on two kinds of shear flow configuration, (i) A novel con-
figuration of counter-current shear layer - with intended application for high performance
combustion and fuel-air premixers and (ii)An inclined jet in crossflow applied to film cooling
of turbine blades. Both applications complement each other in the framework of gas turbine
engine performance improvement.
In the work done by Strykowski and Wilcoxon (1993), the advantage of applying counter-
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current shear to main stream flow (jets), was realized in terms of higher turbulence levels,
large scale coherent structures and controllability. These features can potentially be used
for developing compact and high power combustors. A momentum driven counter-current
shear flow would has an advantage of mitigating difficulties of a suction based technique
described in aforementioned study. Therefore, in the first part of this study, characteristics
of a novel momentum driven counter-current shear layer in a dump geometry are numerically
investigated.
In the second part of this study, a shear layer flow formed by inclined jet in crossflow
for film cooling applications is numerically investigated. Film cooling flows constitute an
important means to achieve higher thermodynamic efficiency of gas turbine engines, by
allowing higher turbine inlet temperatures. Although studied extensively, there are few
previous studies that shed light on both qualitative and quantitative nature of thermal and
flow field at Reynolds numbers comparable to engine conditions. A specific film cooling flow
configuration is numerically investigated using large eddy simulation. Further a simple and
robust geometric modification to the film cooling hole geometry is shown to perform over
previous attempts.
1.2 Background
Shear flows are ubiquitous in nature and routinely found in blood flow in vascular systems,
rivers, atmospheric and oceanic flows, planetary and galactic flows. Figure 1.1 shows some
natural occurrences of shear layers. Figure 1.1a shows the roll-up of Kelvin Helmholtz
structures in the shear layer formed by cloud layers at different velocities. Jupiter is well
known for layered atmospheric bands that flow in opposite direction forming gigantic shear
layers. Figure 1.1b shows the great red spot (quasi-stationary vortex) hosted in one of the
shear layers in Jupiter’s atmosphere is larger than the size of earth. The shear layers are also
observed in the galactic flows. Figure 1.1c shows M-51 slip streams believed to be formed
due to differential velocities of rotation of inner and outer galactic bands.
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(a) Kelvin Helmholtz Instability - Visualized by
clouds
(b) Shear bands in Jupiter’s Atmosphere
(c) Shear layer in galactic bands
Figure 1.1: Shear layers in nature
Engineered fluid systems typically contains mixing of fluid streams at differential ve-
locities, separated flows in complex geometries giving rise to shear layers. Shear layers are
typically formed due to jets exiting in quiescent surroundings 1.2a, wakes behind bluff bodies
1.2b and mixing of two jet streams at differential velocities 1.2c. A generic shear layer can
have gradients of physical properties such as temperature, density, viscosity, chemical com-
position besides the velocity gradient. The thickness of the shear layer δ based on velocity
is the distance normal to the shearing direction where the velocities reach 0.995Ui where the
Ui is the respective jet velocity. The shear layers are classified as thin shear layers if δ  L
where L is the length of shear layer development.
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(a) Shear layer due to jets (b) Shear layer due to wakes
(c) Co-flowing shear layer
Figure 1.2: Shear layers
Two parameters (i) velocity ratio r = U2
U1
and (ii) Normalized velocity ratio λ = U1−U2
U1+U2
describe the shear flows. U1 and U2 are the velocities of the two streams forming the shear
layer. The convective velocity for the shear layer is defined as Uc =
U1+U2
2
and the magnitude
of total shear is given as ∆ = U1−U2. Therefore, normalized velocity ratio physically means
the relative magnitude of total shear with respect to convective velocity. Vorticity thickness
is another parameter used to quantify the shear layer thickness δw =
U1−U2
( ∂u∂y )max
. When U1 > 0
and U2 > 0 the resulting shear layer is called co-flowing shear layer. When U1 > 0 and
U2 < 0 the resulting shear layer is called counter flowing shear layers, shown in Figure 1.3
4
Figure 1.3: Counter current shear layer
1.2.1 Historical perspective - shear layers
Although equation of fluid motions were formulated in early 19th century between 1823 to
1845 and the work on hydrodynamic stability of inviscid fluid layers at differential velocities
was done as early as Helmholtz 1868 and Kelvin 1871, from a historical perspective, the the-
oretical developments in viscous shear layers took place after the development of boundary
layer theory. The formal boundary layer theory was first proposed by Prandtl in 1904. It
took a failed diffuser design to get Prandtl’s attention to the phenomenon of flow separation
at certain condition. His observation of vorticity induced by the solid boundary in a small
region is ejected in the bulk flow under certain conditions, was the first explanation of sepa-
rating boundary layer and shear layer formation due to separated flow. A number of studies
were conducted through 1940s and 1950s by Liepmann’s research group. The specifically
noted is (Liepmann and Laufer, 1947), which provided first detailed study of turbulent free
shear layers that showed the self-similar nature of shear layers. Their study was based on
flow velocity measurements using thermal anemometry and concluded that the mixing length
theory (Prandtl, 1928) was inadequate for free shear layers. Bradshaw (1966) showed that
initial conditions have a profound effect on the development of shear layers and potentially be
influenced to loss of self-similarity and exhibit a variety of characteristics. The understanding
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of turbulence in shear layer took a leap with experimental observations of Brown and Roshko
(1974) and Winant and Browand (1974). They observed large scale coherent structures in
shear layers that was not of stochastic nature. The dynamics and various stages of evolution
of these coherent structures was elucidated by Winant and Browand (1974). The conclusion
of their study was that, the nature of turbulence in shear layers is not purely of stochastic
nature. This was in support of structural approach in turbulence that began with Tollmien
in 1930s, Tollmien-Schlichting waves arising in instability of boundary layer over flat plate.
Corrsin (1943) and Townsend (1947) had observed periodically turbulent outer regions shear
layers; characteristic signatures of large scale coherent structures.Townsend also developed
double structure description of turbulent flows containing large eddies and small scale tur-
bulence and large scale structures dominated the development of shear layer. This work
may be regarded as the transition from purely stochastic treatment of turbulence towards
deterministic approach began with Poincare´ in 1899 and developed by Ruelle and Takens
(1971). Ruelle and Takens (1971) discussed the evolution of flow field from orderly steady
state to turbulence through a set of bifurcations as Reynolds number is increased. They
also hypothesized that the description of fluid flow can be explained by a finite dimensional
deterministic system of ordinary equation. However, this approach is highly conditional
and so far few studies concerning application of strange attractors to describe shear flows
(Bradstater and Swinney, 1987; Xie et al., 2003).
1.2.2 Stability of shear layers
Linear stability analysis through normal modes shows that the inviscid parallel flow sub-
jected to external perturbation is always unstable and the two dimensional vortices evolve
exponentially via Kelvin-Helmholtz instability mechanism. Before proceeding further it is
important to note that the above mentioned formulation is symmetric to the Galilean trans-
formation. The convective and absolute instability can be defined only by breaking Galilean
symmetry with respect to a uniform translation of coordinate system. With this condition
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the stationary frame of reference can be uniquely defined typically to that of laboratory
frame of reference. This is generally achieved by the no-slip condition on the wall / splitter
plate that is stationary with respect to laboratory. The spatial development of the shear
layer then can be defined with respect to a stationary point such as a tip of the splitter plate
in a fixed reference frame.
The co-flowing shear layers have been investigated by many researchers (Brown and
Roshko, 1974; Winant and Browand, 1974; Jimenez, 1983; Lasheras and Choi, 1988). In
a typical spatial development of planar co-flowing shear layers the two dimensional span-
wise structure are evolved (Kelvin-Helmholtz instability) followed by the transition to three
dimensional instability and development of spanwise structures (elliptic instability). The
spatial development of shear layer is divided in three regions, (i) initial development devel-
opment of spanwise 2D vortices, (ii) transition region transition to 3D flow and development
of streamwise vortices, (iii) fully developed region - the shear layer is said to be fully devel-
oped when profile of mean and RMS quantities collapse upon normalized by relevant local
variables. The initial development of such shear layers is observed to be sensitive to low level
external perturbations and susceptible for early transition but the fully developed shear layer
is not sensitive to the external perturbation. A temporally developing shear layers can be
thought of as spatially periodic shear layers where the Galilean transformation is symmetric
with respect to translation and a unique frame of reference may not be defined. K-H insta-
bility uniform initial condition with periodic boundaries is one such example. Such flows are
of academic interest and seldom seen in practical application. It is appropriate to discuss the
stability of the spatially developing shear layers in the context of absolute and convective
instability. Ho and Huerre (1984); Huerre and Monkewitz (1990) provide in-depth review
of the stability aspects spatially developing flows. Understanding the stability of such flows
is vital for the development of an engineering application. Few spatially developing shear
layer like co-flowing parallel shear flows as discussed before, are very sensitive to the external
perturbations. The spatial movements of vortical structures created in the shear layers due
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to fundamental instability can be seen as spatially growing instability waves of various fre-
quencies. The concept of local and global, absolute and convective instability for such flows
can be distinguished. Instability if the local velocity profile is termed as local instability
and the instability of velocity profile of entire flow field is referred as global. In the same
context if the perturbation locally introduced at a spatial location in the flow field grows
as it is convected away and the perturbations at corresponding location die down, the flow
is considered to be convectively unstable. If the perturbations die down everywhere then
the flow is convectively stable. Convectively unstable flows are referred as noise amplifiers.
In contrast to this nature if the locally introduced perturbation spreads in upstream and
downstream direction then the instability of the local velocity profile is termed as locally
absolutely unstable. Absolutely unstable flows behaves as oscillators and insensitive to the
low level external perturbation. In Figure 4 the schematic of impulse responses are shown.
The flow stability of flow with a locally introduced perturbation is indicated as, (a) stable,
(b) convectively unstable, (c) absolutely unstable, (d) stable, (e) absolutely unstable, (f)
stable, (g) convectively unstable and (h) absolutely unstable.
Figure 1.4: Schematic of impulse response Huerre and Monkewitz (1990)
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For the realization of absolutely unstable flows a feedback mechanism is essential for
upstream spreading of perturbations. This condition is achieved with a pressure feedback
as created by placing the rigid body in the flow field. Periodic shedding of Karman vortices
in flow over cylinder is one celebrated example. The self-sustaining oscillator behavior can
also be achieved purely hydrodynamically when there is sufficient region of reverse flow.
Separation bubbles over flat surfaces or airfoil, countercurrent shear layers and low/high
density jets are examples of such flows. Countercurrent shear flows and separation bubbles
under appropriate conditions can sustain self-sustained oscillating behavior (Strykowski and
Niccum, 1991; Hammond and Redekopp, 1998). The self-excited oscillations in heated round
jets were studied by Monkewitz et al. (1990). In the following section we will have more
discussion on countercurrent shear layers followed by their application overview.
1.2.3 Counter-current shear layers
Counterflowing shear layers are quite commonly encountered in many engineering applica-
tions such as cavity flows, separated boundary layers. However, only a few studies on counter-
current shear layers have been reported in literature compared to co-flowing shear layers.
Notable contributions towards flow physics of counter current shear flows are (Humphrey and
Li, 1981; Huerre and Monkewitz, 1985; Strykowski and Niccum, 1991; Khemakhem, 1997;
Xie et al., 2003; Forliti et al., 2005). Humphrey and Li (1981) studied a countershear configu-
ration where two symmetrical channel streams were separated by a thin wall and interaction
was allowed only over a short streamwise length by providing a gap in the wall. The two
interacting streams formed a stagnation point upon which both the streams bifurcated and
a part of each stream turned around and entered the opposite stream. A key observation
of this experiment was the periodic shedding of vortices, pairing and onset of three dimen-
sionality over a short streamwise distance. Intense mixing of main and bifurcated stream
was observed in the recirculation bubble while the flow remained streamlined in rest of the
domain. The spatio-temporal stability similar planar parallel countercurrent shear flows was
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explored by Huerre and Monkewitz (1985). They reported a transition in shear layer from
convective to absolute instability beyond λ = (U1 − U2)/(U1 + U2) = 1.315, where U1 and
U2 are velocities of primary and secondary fluid streams. The limit λ = 1.315 constitutes
a secondary stream velocity magnitude greater than 13% of primary stream. These results
were experimentally verified for axisyemtric parallel counter-current shear flows Strykowski
and Niccum (1991, 1992) and for planar countercurrent shear flow (Forliti et al., 2005).
Strykowski and Niccum (1991) investigated the dynamical behavior of countercurrent
axisymmetric streams of identical fluids at isothermal conditions. The counter flowing ax-
isymmetric stream was created by applying suction over a annular region surrounding the
central jet discharging from a axisymmetric nozzle. A critical velocity ratio λ = 1.32 was
observed beyond which shear layer exhibits the organized axisymmetric coherent structures
at a discrete frequency - an indication of global instability mode. The inference was based on
(i) spectral records of velocity signal - discrete frequency, (ii) response to low level forcing
- insensitivity to low level external perturbation and (iii) verifying if saturated turbulent
intensity can be modeled with Landau equation - indication of a Hopf bifurcation. Dynamic
characteristics of a similar flow configuration were investigated by Xie et al. (2003). They
reported various stages of spatial evolution of axisymetric and helical flow structures along
with sequence of bifurcation 2-torus - limit cycle - subharmonic bifurcation and ultimately to
chaos. Khemakhem (1997); Forliti et al. (2005) investigated a planar counter-current shear
layer without the formation of global stagnation point in the flow field. The counter flow-
ing stream was formed by applying suction below the splitter plate separating primary and
secondary stream. A spatially developing parallel counter-current shear layer was formed
off the tip of splitter plate. Consitent with therotical predictions of Huerre and Monkewitz
(1985) the critical parameter λ = 1.31 was found beyond which onset of absolute instability
was witnessed. These conclusions were based on a transition in self-similar turbuent velocity
profile below critical λ when appropriate scaling was used.
A general classification of countercurrent shear layers based on existence of global stagna-
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tion point emerges through aforementioned studies. While parallel shear layer approximation
holds for counter-current shear layers without formation of global stagnation, counter-current
shear layers with stagnation exhibit a lagre recirculation, invalidating parallel shear layer as-
sumptions. Theoretical background of stability analysis of such flows is established in (Ham-
mond and Redekopp, 1998) where, they analysed linear stability of number of Falkner-Skan
type velocity profiles with reversed flow, typical to the laminar separation bubbles. Onset
of global dynamics was reported when the reversed flow exceeds 30% of primary stream
velocity. Before proceeding with account of experimental verification of Hammond and Re-
dekopp theory applied to separation bubbles in counter-current shear layers, it is necessary
to discuss the genesis of specific counter-current configurations based on intended practical
applications.
Controllable flow dynamics, turbulence and compact mixing region of counter-current
shear layers are ideally suitable for combustion and mixing applications. A number of studies
devoted to develop a counter-current flow configuration for compact and high power combus-
tors were reported by Strykowski and Wilcoxon (1993); Strykowski and Forliti (2000); Forliti
and Strykowski (2005). Central to these applications was the idea of using a smaller counter
flowing stream to fluidically control the dynamic characterisitcs of the primary stream. Mix-
ing enhancement in axisymmetric counter-current shear flows with annular counterflow was
studied by Strykowski and Wilcoxon (1993) in a similar setup used by Strykowski and Nic-
cum (1991). An additional annular collar was used to minimize the reversed flow. Significant
mixing enhancements were achieved through global excitation of the central jet. Similar con-
figuration was used at supersonic Mach numbers by Strykowski et al. (1993). Strykowski
and Forliti (2000); Forliti and Strykowski (2005); Anderson and Strykowski (2009) applied
concept of counter flowing control jet to planar dump combustors. Strykowski and Forliti
(2000) developed a planar counter-current flow configuration by applying the suction below
the step of the dump combustor. They reported increase in over all and spanwise turbulence
along with increase in length scales - a particularly desired characteristics to avoid thermo-
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acoustic instabilities and strain induced quenching. A slightly different setup where suction
was applied to a narrow strip below the splitter plate at the dump plane was experimented
by Forliti and Strykowski (2005). Application of counter-current velocities upto 10% of pri-
mary stream did not result in transition phenomenon. However, compact recirculation with
enhanced turbulence was observed behind the dump plane. Key characteristics like increased
three-dimensionality and disrupted spanwise coherence were observed and quantified. All of
the applications mentioned, were based on experiments by Strykowski and Niccum (1991)
and supported by theory provided by Huerre and Monkewitz (1985).
A distinct configuration of momentum driven counter-current shear flow was devised
by Anderson and Strykowski (2009) primarily, to avoid the challenges of applying suction
in combusting environments. In their experimental setup a counter flowing jet assembly
was placed down stream of the dump plane and secondary jet was discharged to establish
counter-current flow. Interaction of primary and secondary jet formed a global stagnation
point upon which a branch of secondary jet bifurcated and turned into the primary jet
forming a recirculation bubble. Increase in recirculation bubble size and turbulence levels
increased with higher secondary jet velocity was observed. In the further investigations
Anderson and Strykowski (2009) analysed the flow based on characteristics of velocity spectra
and sensitivity to low level external forcing. Based theoretical findings of Hammond and
Redekopp (1998) and insensitivity of the flow field to external perturbations beyond 14%
flow rate of primary stream, they concluded onset of global dynamics. However, the detailed
mechanistic analysis of the coherent flow structures was not done experimentally. The present
work includes numerical study instability mechanisms in an identical flow and geometrical
configuration complementing the experimental findings in Anderson (2011).
1.3 Film cooling flows
In this section a brief introduction is provided for a shear flow formed due to interaction of
a jet in crossflow applied to film cooling of gas turbine blades, well known as film cooling
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jets Goldstein (1971). Before divulging the details, it is appropriate to briefly discuss the
motivation of film cooling flows.
The limit on thermodynamic efficiency of gas turbine engines operating on Brayton cycle
is set by the turbine inlet temperature. Solely due to this reason modern gas turbine engines
operate at a higher turbine inlet temperature to achieve higher thermodynamic efficiency.
The maximum temperature levels encountered in hot gas path of a turbine exceed 1500◦C,
beyond the material limit for gas turbine components. It is the function of cooling system
to block or remove heat imparted to the turbine components and maintain component tem-
perature within operating range to ensure their structural integrity and optimal life cycle.
Cooling of turbine components in hot gas path is an active area of research and means to
achieve higher turbine efficiency. Usually a combination of internal and external cooling
techniques is employed to achieve reliable and effective cooling. Film cooling of a gas tur-
bine component is an external cooling technique used to reduce the component temperature
by reducing the heat flux from hot gases to the component material. Typically, an inclined
coolant jet is used to effuse the coolant into hot crossflow to form a film of coolant fluid
separating the hot gases from turbine component surface. Primary function of film cooling
is to block the heat transfer to the component while internal cooling techniques remove heat
from components.
In practice film cooling is realized by drilling an array of inclined holes on blade surface. A
typical example of film cooled turbine blade shown in Figure 1.5a where rows of film cooling
holes are drilled on surface of turbine blade. A representative 3D CAD model (Figure 1.5b)
shows the delivery tube connecting the internal cooling passage acting as plenum chamber
for film cooling holes.
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(a)
(b)
Figure 1.5: Gas turbine blade
The coolant fluid is typically bled from the HP compressor at a higher pressure and fed
to the internal cooling passage. The coolant effusing out of cooling holes forms a protective
film of relatively cool fluid (air) over the turbine component surface. The effective formation
of the cooling film and sustaining it for a range of condition encountered throughout the
operation cycle is the goal of film cooling design. About 20-30% of compressed air is drawn in
current gas turbines as coolant fluid from compressor stage. This fluid does not contribute in
producing the work in turbine stage and excessive coolant reduces working fluid temperature,
sacrificing efficiency. Thus, the essence of film cooling technique is in providing maximum
cooling effect by using minimum coolant fluid.
1.3.1 Heat transfer and performance of film cooling
Convective heat transfer over a material surface is given as,
q′′0 = h0(T∞ − Ts) (1.1)
where, T∞ is hot gas temperature flowing over the component, Ts is surface temperature
of the component and h is convective heat transfer coefficient. In many convective heat
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transfer scenario a correlation may be obtained for h based on the choice of temperature
difference driving the heat transfer. In case of flow with film cooling jets the heat transfer is
driven by the film temperature near the wall and not by the free stream bulk temperature.
Therefore, equation (1.1) is modified with an assumption of thin thermal boundary layer,
q′′fc = hfc(Ta − Ts) (1.2)
such that, adiabatic wall temperature Ta is a close estimation of T∞ driving heat flux into
the component material. Thus, reduction in Ta by the usage of film cooling jet would result
in direct reduction in heat flux to the turbine component for a target wall temperature Ts.
The film cooling performance is measured in terms of non-dimensional temperature θ
that represents the actual cooling achieved relative to full cooling potential and known as
film cooling effectiveness θ, defined as,
θ =
T∞ − Ts
T∞ − Tc ∈ [0, 1] (1.3)
where Ts is blade surface temperature, Tc is coolant temperature, T∞ is hot gas or crossflow
temperature. Following the necessity for equation (1.2), for adiabatic conditions, Ts = Ta
and adiabatic film cooling effectiveness is given as,
η =
T∞ − Ta
T∞ − Tc ∈ [0, 1] (1.4)
Taking equation (1.1) as heat flux without film cooling and using equation (1.3) and (1.4)
the factor of reduction in heat flux may be given as,
q′′r = 1−
hfc(Ta − Ts)
h0(T∞ − Ts) = 1−
hfc
h0
(
1− η
θ
)
(1.5)
Although heat transfer coefficient may be influenced due to film cooling jet, the effect
of possible increased hfc is mitigated by reduction in η. Thus, for a target value of θ the
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reduction of heat flux strongly depends on adiabatic film cooling effectiveness η. Therefore,
adiabatic film cooling effectiveness is used to characterize the performance of film cooling
hole, as higher adiabatic film cooling effectiveness indicates reduction in heat transfer poten-
tial Ta − Ts driving heat to the component material. With this preamble to heat transfer in
film cooling flows, the objective of film cooling design remains, to keep coolant fluid attached
to the cooling surface covering maximum area and reduce mixing of jet and freestream fluid.
1.3.2 Jet in crossflow background
Fundamental configuration of film cooling flows is that of jets in crossflow (JICF). Study
began as an investigation of chimney plumes (1932) and smoke dispersion from industrial
smoke stacks. Later applications were developed in in later half of 1940s mainly for military
applications of JICF, such as V/STOL, combustor cooling and thrust vectoring system. A
summary of work before 1993 is presented by Margason (1993) in his famous paper 50 years
of jet in crossflow research. A number of experimental and computational studies are devoted
for identifying dynamic mechanisms responsible for genesis of coherent structures in JICF.
A representative list of such studies is, (Sykes et al., 1986; Andreopoulos and Rodi, 1984;
Coelho and Hunt, 1989; Krothapalli et al., 1990; Fric and Roshko, 1994; Kelso and Smits,
1995; Kelso et al., 1996; Haven and Kurosaka, 1997; Yuan et al., 1999; Lim et al., 2001; Sau
and Mahesh, 2008; Ilak et al., 2012). Collective focus of all these studies was on four basic
flow structures viz. (i) counter rotating vortex pair (kidney pair), (ii) Kelvin-Helmholtz shear
layer structures, (iii) horse shoe vortex and (iv) wake vortices (tornado like structures).
The interaction of these flow structures in the flow field give rise to a highly three dimen-
sional, anisotropic flow and making conclusive observations a challenging task. As a result
several theories about initiation mechanism of these structures were proposed. Although
there is general consensus about multiple initiation mechanisms for all four fundamental
vortical structures of JICF, the topic remains an active area of research. A detailed discus-
sion on flow physics is provided in chapter 5 and role of each flow structure is discussed in
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context of current inclined jet in crossflow with an historical perspective.
1.3.3 A perspective on film cooling studies
A huge amount of effort has been out in film cooling research, to investigate the effect of
a variety of parameters and optimize film cooling performance. In short, the film cool-
ing effectiveness of a single discrete film cooling hole depends a set of geometric and flow
parameters,
η = f(Φ, β, l/D,B.R.,D.R., I, ReD, τ, S) (1.6)
Φ - angle of injection,β is compound angle, delivery tube aspect ratio - l/D, blowing ratio
B.R = (ρjVj)/(ρ∞V∞), density ratioD.R = ρj/ρ∞, momentum flux ratio I = (ρjV 2j )/(ρ∞V
2
∞),
Reynolds number ReD, cross flow conditions upstream (turbulence and boundary layer thick-
ness) τ and film cooling hole shape S
Blowing ratio B.R = (ρjVj)/(ρ∞V∞) is the ratio of jet mass flux to crossflow mass flux.
Blowing ratio is most important control parameter due to (i) its significant influence on
jet behavior and (ii) controllability. Therefore, blowing ratio is most commonly studied
control parameter and reported by almost all the investigators in film cooling community.
At low blowing ratio, the jet quickly spreads as it emerges out of film cooling hole due to
smearing effect of crossflow. Therefore, higher film cooling effectiveness in the near hole
regions and increased overall coolant spreading is observed. However, a rapid decay in film
cooling effectiveness in streamwise direction is observed smaller mass coolant mass flow rate
. At moderate blowing ratios the overall increased film cooling effectiveness is attributed to
increased mass flow rate and moderate to less tendency of jet liftoff. At higher blowing ratios
(> 1) the jet liftoff is witnessed immediately downstream of film cooling hole and partial
reattachment is observed and recovering the film cooling effectiveness far downstream of the
film cooling hole (Sinha et al., 1991; Baldauf et al., 2002).
Density ratio D.R. = ρj/ρ∞ is ratio of jet fluid density to crossflow fluid density. Density
ratio may be seen as means to control the velocity ratio for a target blowing ratio. This
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leads to realization of drastically different characteristics of primary shear layer. A more
detailed discussion will be done in flow physics section in the context of present case (D.R =
2.0). Goldstein et al. (1974) observed that for identical blowing ratio higher film cooling
effectiveness is found for D.R. > 1.0. Pedersen et al. (1977) conducted first comprehensive
study of velocity ratio, mass flux ratio and momentum flux ratio for a number of density
ratio. Accurate measurements of adiabatic film cooling effectiveness for variable density jets
(D.R. = 1.2 − 2.0) were performed by Sinha et al. (1991) their observation was similar to
(Goldstein et al., 1974), that lateral spreading increased with density ratio for a given mass
flux ratio.
A film cooling hole is called cound angle when the major axis of exit cross section geometry
of film cooling hole is oriented at an angle β with the crossflow direction. The resulting film
cooling hole configuration is called compound angle film cooling hole. The roots of compound
angle injection concepts are found in Goldstein et al. (1970) and caught attention in early
1990 with Mehendale and Han (1992), Ligrani et al. (1992), Schmidt et al. (1996). Lee et al.
(1997) showed compund angle β significantly influences the formation of counter rotating
vortex pair (CRVP). For β = 15◦ they observed complete merging of CRVP to form a
single vortex. Jung and Lee (2000) studied the effect of compound angle 0◦, 30◦, 60◦, 90◦
for velocity ratios 0.5, 1.0, 2.0. They reported increased over all effectiveness for higher
orientation angle and higher velocity ratios. The primary reason cited for improvements are
higher entrainments and mixing of crossflow fluid leading to spreading of the coolant fluid.
An ideal film cooling would be a tangential jet with 0◦ injection angle parallel to free
stream flow. However, in practice 30◦ and 35◦ angle of injection is preferred for manufacturing
constraints. Baldauf et al. (2002) investigated the effect of hole injection angle for 30◦, 60◦
and 90◦ jets. They found for momentum flux ratio I < 1.0 jets with lower inclination angle
show higher over all film cooling effectiveness. The performance difference of ≤ 10% was
observed between 30◦ and 60◦ inclined jet, whereas in excess of 30% performance loss was
observed for 90◦ inclined jet. However, for higher momentum flux ratio I > 1.0 film cooling
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performance of 60◦ and 90◦ inclined jets were better than 30◦ inclined jet. Baldauf et al.
(2002) attributed this observation to significantly higher mixing of jet and crossflow fluid
at higher jet inclination angles. Although the optimal film cooling performance is observed
at smaller inclination angle with low blowing ratio, in some cases to negate the risk of hot
gas ingestion in film cooling hole higher blowing ratios, usually in the range 1.0 − 2.0 are
preferred. Therefore, injection angle plays a rather less significant role for I > 1.0 and a
significant performance factor for I < 1.0.
Effect of film cooling hole aspect ratio is significant on film cooling performance as,
the jet exit conditions vary significantly with aspect ratio. This parameter is particularly
important in the context of inclined jet film cooling where the flow entering the delivery
tube from plenum chamber separates and a wake region is formed within delivery tube. For
a long delivery tube, the re-attachment of jet is observed within delivery tube with partially
developed conditions at the jet exit. However, for short delivery tubes, the wake region may
get swept out and interact with crossflow. Higher film cooling effectiveness is observed for the
same blowing ratio for higher aspect ratio (l/D) delivery tube(Acharya and Leedom, 2013).
The wake in leeward region causes local jet acceleration in the windward region of delivery
tube, resulting in locally high blowing ratio therefore increased tendency of jet liftoff. For
longer delivery tube the jet may reattach and local blowing ratios are closer to the target
value hence increased film cooling performance compared to former case.
Modifying the hole exit geometry received a lot of attention in the decade of 1990 and
onward. Goldstein et al. (1974) noted that widening of the jet exit cross-section leads to
deceleration of the coolant fluid and increased lateral spreading. With coolant mass flow
rate remaining same, a significant improvement in the film cooling performance is observed.
Another important effect of hole exit geometry on the vertical jet characteristics was observed
by Haven and Kurosaka (1997) in the form of Anti-vortex pair formed on the top region of
the jet. Diminishing jet lift off and increased concentration of jet tracer on bottom wall was
associated with the formation of anti-vortex pair. Other techniques of creating anti-vortex
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pair by usage of triangular tab at the upstream edge of film cooling hole was devised by
Nasir et al. (2003). However, from manufacturing and reliability point of view the viable
options are (i) shaped holes, (ii) film cooling holes embedded in craters and (iii) film cooling
holes embedded in trenches. An excellent review of shaped film cooling holes mat be found
at (Bunker, 2005). The idea of film cooling hole embedded in transverse trenches originated
from (Bunker, 2001) and soon after, the idea of film cooling hole embedded in craters was
patented by Fric and Campbell (2002). The central idea behind craters and trenches is to
provide the cooling fluid an sudden expansion volume that allows reduction in local blowing
ratio without reduction in mass flow rate of the coolant. Additionally, higher mixing and
lateral spreading is observed. A rather significant effect of craters and trenches is to disrupt
the development of CRVP from the boundary layer vorticity (mechanism described by Haven
and Kurosaka (1997)). Craters and trenches may be manufactured in the protective layer
of thermal barrier coating and not necessarily be machined in the metal of turbine blade.
This provides a unique advantage from a manufacturing point of view although craters and
trenches do not perform at par with shaped holes. However, they are susceptible to hot gas
ingestion in the cratered/trenched region and must be carefully designed to avoid associated
thermal failures.
1.3.4 Effect of inlet conditions τ
Although the mass flux ratio of momentum flux ratio is determined with average velocity
of jet and crossflow, the locally these parameters may have large variations. The source
of variations are rooted in jet exit conditions as discussed in context of hole aspect ratio
and crossflow boundary layer thickness. Higher crossflow boundary layer thickness leads to
higher tendency of jet penetration and liftoff. Additionally, turbulence levels in incoming
crossflow boundary layer is critical in determining the cooling performance as it may lead to
loss of cooling effectiveness and increase heat transfer coefficient. Lower blowing ratio jets
are susceptible for upto 40% loss in cooling performance (Saumweber et al., 2002). This loss
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is mainly associated with increased mixing. However, for higher blowing ratios the effect of
crossflow boundary layer turbulence is minimal. This may be attributed to less susceptibility
of film cooling jets to arbitrary external perturbation at higher blowing ratios.
1.4 Objective
Countercurrent shear layers are potential means for addressing the flow control, mixing and
acoustic instability in combustors. There have been few fundamental and applied studies,
mostly studying an suction based counter current shear layer that has sever limitations in
practice. A momentum driven countercurrent shear flow offer an alternative to this issue
however, fewer studies are reported. Therefore, one of the goal of current research is to
numerically study characterize the flow dynamics of isothermal countercurrent shear flows.
The specific goals in this regard are,
(a) Obtain validated LES simulations to capture flow dynamics accurately.
(b) Identify the instability mechanisms and quantify their characteristics for various pa-
rameters.
Film cooling flows are seen as primary means to improve thermodynamic efficiency of
land based power generating and aviation gas turbine engines. Therefore, understanding
the flow physics and quantifying various mechanisms involved in heat transfer and mixing is
vital. The specific objectives of the film cooling study are,
(a) Obtain validated LES simulations for the baseline case and study flow physics based
on detailed flow visualization.
(b) Quantify the contributions of coherent flow structures towards cooling effectiveness
of film cooled wall and bulk mixing of coolant and cross flow fluid.
(c) Use the knowledge gained from above studies to modify the film cooling geometry for
improved film cooling performance.
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1.5 Organization
Subsequent chapters of this dissertation are organized in following manner,
Chapter 2 describes the governing equations for flow and species transport for an in-
compressible Newtonian fluid. It discusses the implementation of large eddy simulation in
curvilinear coordinate system and the validity of dynamic subgrid scale eddy viscosity model
is established.
Chapter 3 presents the results of countercurrent shear flow analysis. Shear layer is sim-
ulated for three control parameters. The results are compared with available measurements
for two cases. Spectral analysis of time series velocity signal, Orr-Sommerfeld analysis is
performed to identify primary instability mechanism. A three dimensional stability analysis
of entire flow field is performed to identify global mode and corresponding coherent flow
structures. Lastly, the global mode frequency synchronization is described.
In Chapter 4 the effect of spanwise discrete secondary jets on momentum driven counter-
current shear flows is investigated. The objective of the study is the formulate a mechanism
to retain the ability of countercurrent shear layers to excite and control turbulence while
eliminating the large oscillations of secondary jet observed in case of spanwise continuous
secondary jet observed in chapter 3
In chapter 5 a baseline film cooling flow geometry is simulated. The heat transfer and
flow statistics are compared with experiments and validity of simulation is established. The
flow physics is investigated by identifying coherent flow structures of film cooling flows, de-
scribing their origin and evolution. The role of identified coherent structures, in film cooling
performance is discussed. Aforementioned study is based on extensive flow visualization.
In chapter 6 the time series flow field obtained in baseline simulation in chapter 5 is
analysed with dynamic mode decomposition technique. The modes are ranked by their
growth rate and energy content to identify dynamically and energetically significant modes
and their time scales. The contribution of individual modes in film cooling effectiveness
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variation is quantified and dominant modes are identified. The topological structure of
dominant modes is then related to the coherent structures in the flow field.
In chapter 7 the mixing processes in inclined jet in cross flow (baseline case in chapter
5) is studied. The comparisons are drawn with the mixing characteristics of vertical jet in
crossflow from earlier studies. A modal analysis using dynamic mode decomposition is done
to quantify the mixing strength and active regions of coherent flow structures based on scalar
dissipation rate.
In chapter 8 a design of film cooling hole embedded in new contoured crater is proposed.
The film cooling performance of new design was evaluated for three depth parameters. The
improved film cooling performance is shown over best performing craters and trench design.
The flow physics is studied to identify the coherent structures/flow physics contributing to
improved performance.
Finally, conclusion from the accomplished study are presented in chapter 9
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Chapter 2
Computational Methodology
2.1 Computational tool overview
The computational tool used for the study is a three dimensional compressible flow solver
code that uses a block structured grid system in curvilinear co-ordinate system. An in-house
developed parallel multi-block chemically reacting compressible flow code for generalized
curvilinear coordinates, CHEM3D, is used. For incompressible flows, low Mach number
preconditioning is used (Weiss and Smith, 1995). A second order backward 3-point physical
time differencing is used for the temporal derivatives. Second order low diffusion flux-splitting
algorithm is used for convective terms (Edwards, 1997). Second order central differences are
used for the viscous terms. An incomplete Lower-Upper (ILU) matrix decomposition solver
is used. Domain decomposition and load balancing are accomplished using a family of
programs for partitioning unstructured graphs and hypergraphs and computing fill-reducing
ordering of sparse matrices, METIS. The message communication in distributed computing
environment is achieved using Message Passing Interface, MPI (Gropp and Lusk, 1999).
All the multi-block structured curvilinear grids presented in this paper are generated using
commercial grid generation software GridProTM and ANSYS-ICEM CFD.
2.2 Block structured grid system
In a typical block structured grid the domain of interest in curvilinear co-ordinate system is
topologically divided in a set of non-overlapping watertight hexahedral volumes. Each of such
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volume has its local co-ordinate system with index (j,k,l) in respective (ξ, η, ζ) directions. In
order to create the grid each of such volume is divided into the regular array of hexahedral
cells. The connectivity of all the blocks is given in terms of the orientation of the local
coordinate systems with the connected neighboring block. The connectivity oh hexahedral
cells is implicit in the index space (j,k,l) in the local co-ordinate system. Such a grid in
general can be viewed as unstructured at the block level and purely structured in the sub-
block level. This feature offers the flexibility of handling complex flow domain in curvilinear
coordinate system with higher order accurate numerical scheme. The topological division of
the entire domain can be carefully done in such a way that the grid quality (importantly
skewness and aspect ratio) can be controlled to achieve smoother and quality grids. Typically
this is done by solving Poissons equations to obtain near orthogonal grids.
2.3 General Transport Equation
The transport equation for generic transport quantity φ is given by,
∂
∂t
(ρφ) + O · (ρuφ) = O · (ΓOφ) + S (2.1)
where ρ is density, u is convective velocity and Γ is diffusivity. The unsteady and con-
vective fluxes are respectively represented first two terms of left hand side. The first term
on right hand side represent the diffusion and S is a generic source term. In Cartesian
coordinate system the conservation equation becomes,
∂
∂t
(ρφ)+
∂
∂x
(ρuφ)+
∂
∂y
(ρvφ)+
∂
∂z
(ρwφ) =
∂
∂x
(
Γ
∂φ
∂x
)
+
∂
∂y
(
Γ
∂φ
∂y
)
+
∂
∂z
(
Γ
∂φ
∂z
)
+S (2.2)
The same equation in conservative form is written as,
∂
∂t
(ρφ) +
∂
∂x
(
ρuφ− Γ∂φ
∂x
)
+
∂
∂y
(
ρvφ− Γ∂φ
∂y
)
+
∂
∂z
(
ρwφ− Γ∂φ
∂z
)
= S (2.3)
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Representing convective fluxes in x,y,z direction by E,F and G and viscous terms by Ev,Fv
and Gv respectively. The flux conservation equation becomes,
∂
∂t
(ρφ) +
∂
∂x
(E − Ev) + ∂
∂y
(F − Fv) + ∂
∂z
(G−Gv) = S (2.4)
2.4 Governing equations
∂
∂t
(Qˆ) +
∂
∂x
(Eˆ − Eˆv) + ∂
∂y
(Fˆ − Fˆv) + ∂
∂z
(Gˆ− Gˆv) = Sˆ (2.5)
Qˆ =
1
J
Q
Eˆ =
1
J
(ξxE + ξyF + ξzG)
Fˆ =
1
J
(ηxE + ηyF + ηzG)
Gˆ =
1
J
(ζxE + ζyF + ζzG)
Hˆ =
1
J
H
Eˆv =
1
J
(ξxEv + ξyFv + ξzGv)
Fˆv =
1
J
(ηxEv + ηyFv + ηzGv)
Gˆv =
1
J
(ζxEv + ζyFv + ζzGv)
(2.6)
The conserved variable and Cartesian inviscid fluxes are,
Q = [ρY1, ...., ρYN , ρu, ρv, ρw,Et]
T (2.7)
E =
[
ρuY1, ...., ρuYN , ρu
2 + p, ρuv, ρuw, (Et + p)u
]T
(2.8)
F =
[
ρvY1, ...., ρvYN , ρuv, ρv
2 + p, ρvw, (Et + p)v
]T
(2.9)
G =
[
ρwY1, ...., ρwYN , ρuw, ρvw, ρw
2 + p, (Et + p)w
]T
(2.10)
The viscous fluxes are given as,
Ev = [qx1, ...., qxN , τxx, τxy, τxz, (
−→u · ∇τ)x + qxe]T (2.11)
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Fv = [qy1, ...., qyN , τxy, τyy, τyz, (
−→u · ∇τ)y + qye]T (2.12)
Gv = [qz1, ...., qzN , τxz, τyz, τzz, (
−→u · ∇τ)z + qze]T (2.13)
The viscous components are given as,
τxx = 2µe
∂u
∂x
− 2
3
µe
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
τyy = 2µe
∂v
∂y
− 2
3
µe
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
τzz = 2µe
∂w
∂z
− 2
3
µe
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
τxy = τyx = µe
(
∂v
∂x
+
∂u
∂y
)
τyz = τzy = µe
(
∂v
∂z
+
∂w
∂y
)
τxz = τzx = µe
(
∂u
∂z
+
∂w
∂x
) (2.14)
The energy fluxes in the three coordinate directions are given by,
qxe = ke
∂T
∂x
+ ρ
∑N
s=1
hsDsm
∂Ys
∂x
(2.15)
qye = ke
∂T
∂y
+ ρ
∑N
s=1
hsDsm
∂Ys
∂y
(2.16)
qze = ke
∂T
∂z
+ ρ
∑N
s=1
hsDsm
∂Ys
∂z
(2.17)
where T is the temperature and ke is effective thermal conductivity.
2.4.1 Low Mach number preconditioning
In order to handle the low velocity flows in the incompressible regime a low mach number
preconditioner (Weiss and Smith, 1995) has been used to rescale the acoustic scales to the
convective scales. The pseudo derivative if a dependent primitive variable is added to the
transport equation as,
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Γ
∂Uˆ
∂τ
+
∂
∂t
Qˆ+
∂
∂x
(Eˆ − Eˆv) + ∂
∂y
(Fˆ − Fˆv) + ∂
∂Z
(Gˆ− Gˆv) = Sˆ (2.18)
where Uˆ the dependent variable is defined as the vector comprised of primitive variables.
Uˆ =
1
J
[p1, p2, ..., pN, u, v, w, T ]T (2.19)
and preconditioning matrix Γ is given as,
Γ =

W1
RT
+ ΘY ΘY1 · · · ΘY1 0 0 0 −ρ1T
ΘY2
W2
RT
+ ΘY2 · · · ΘY2 0 0 0 −ρ2T
· · · · · · · · · · · · · · · · · · · · · · · ·
ΘYN ΘYN · · · WNRT + ΘY2 0 0 0 −ρNT
u
(
W1
RT
+ Θ
)
u
(
W2
RT
+ Θ
) · · · u (WN
RT
+ Θ
)
ρ 0 0 −ρu
T
v
(
W1
RT
+ Θ
)
v
(
W2
RT
+ Θ
) · · · v (WN
RT
+ Θ
)
0 ρ 0 −ρv
T
w
(
W1
RT
+ Θ
)
w
(
W2
RT
+ Θ
) · · · w (WN
RT
+ Θ
)
0 0 ρ −ρw
T
α1 α2 · · · αN ρu ρv ρw ρ
(
Cpm − HT
)

where,
Θ =
1
U2ref
− 1
a2
(2.20)
Uref = min
[
a2,max
(
|−→V |2, k, |−→V∞|2
)]
(2.21)
For pth species,
αp = H
(
Θ +
Wp
RT
)
− 1 (2.22)
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H is enthalpy per unit mass, |−→V | is the local velocity magnitude, |−→V∞| is reference velocity,
a is the local sound speed and K is a constant.
Eq 18 gives the unsteady transport equation for a chemically reacting mixture of N species
in a generalized coordinate system. The N continuity equations solved to calculate partial
pressures of each species and three momentum equations and the energy equation. The eq.
18 is system of N+4 coupled partial differential equations. The following numerical method
is used to solve the system of non-linear equations.
2.4.2 Numerical Method
A second order accurate three point physical time differencing scheme is used,
∂Qˆ1
∂t
=
3Qˆn+1i − 4Qˆni + Qˆn−1i
2∆t
(2.23)
where n is time level and i is position in three dimensional spatial index space. ∆t is
physical time increment. Pseudo-time derivatives is evaluated using standard two pint Euler
differencing,
∂Uˆn,p+1i
∂τ
=
Uˆn,p+1i − Uˆn,pi
∆τ
(2.24)
2.4.3 Low Diffusion Flux Splitting Scheme (Edwards 1997)
The transformed Navier-Stokes equation in flux conservative form is given as,
Γ
∂Uˆ
∂τ
+
∂
∂t
Qˆ+
∂
∂x
(
Eˆ − Eˆv
)
+
∂
∂y
(
Fˆ − Fˆv
)
+
∂
∂z
(
Gˆ− Gˆv
)
= Sˆ (2.25)
The fluxes in transformed co-ordinate system are split in convective and pressure part. The
viscous fluxes are separately calculated using second order central differencing scheme. The
typical convective flux in ξ direction is split as,
Eˆi+1/2 = Eˆ
c
i+1/2 + Eˆ
p
i+1/2 (2.26)
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where i+1/2 is a finite volume cell face location in ξ direction. Superscript c and p stands for
convective and pressure part respectively. The convective and pressure fluxes for compress-
ible flows is split in two components right and left denoted by superscript + and respectively.
Splitting of convective part is given as,
Eˆi+1/2 = U
+WˆL + U
−WˆR (2.27)
where Wˆ is primary variable vector,
Wˆ = [p1, p2, ..., pN , u, v, w, T ] (2.28)
WˆL = Wˆi +
ΓiΨi
2
(2.29)
WˆR = Wˆi+1 − Γi+1Ψi+1
2
(2.30)
with,
Γi =
(
1− |pi+1 − pi−1||pi+1 − pi−1|+ εpref
)
(2.31)
and,
Ψi =
(∆2+ + ε)∆− + (∆
2
− + ε)∆+
(∆2+ + ∆
2− + 2ε2)
(2.32)
∆+ = Wˆi+1 − Wˆi (2.33)
∆− = Wˆi − Wˆi−1 (2.34)
and  is a constant.
Now,
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U± = aˆ1/2
[
M ±M1/2
(
1− PL − PR
2ρV 2
)]
(2.35)
where, aˆ1/2 is geometric mean of sound speed based on temperature and pressure com-
ponent of WˆL and WˆR
The Mach numbers terms are calculated as,
M =
Uabs
aabs
(2.36)
M1/2 = 0.25βLβR
[√
1
2
(M2L +M
2
R)− 1
]2
(2.37)
where,
ML,R =
uL,R
aˆL,R
(2.38)
βL,R = −max (0, 1− int(|ML,R|)) (2.39)
The pressure splitting is given as,
PL,R =
1
4
(ML,R + 1)
2(1∓ML,R) (2.40)
The net pressure in-terms of PL and PR and is given as,
Pnet =
1
2
(PL + PR) +
1
2
(PL + PR)(P
+ − P−) + ρV 2ref (P+ + P− + 1) (2.41)
where,
P± = αL,R(1 + βL,R)− βL,RPL,R (2.42)
αL,R =
1
2
(1 + sgn(ML,R)) (2.43)
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2.4.4 Linearizion and solution scheme
The Discretized linear equations for an arbitrary point in computational grid (j, k, l) at
(n+ 1)th time step and (p+ 1)th pseudo time step is following,
Γ
∆τ
(
Uˆp+1,n+1i − Uˆp,n+1i
)
+
1
∆t
(
3Qˆn+1i − 4Qˆni + Qˆn−1i
)
+
[
Eˆ − Eˆv
]p+1,n+1
j+1/2
−
[
Eˆ − Eˆv
]p+1,n+1
j−1/2
+
[
Fˆ − Fˆv
]p+1,n+1
k+1/2
−
[
Fˆ − Fˆv
]p+1,n+1
k−1/2
+
[
Gˆ− Gˆv
]p+1,n+1
l+1/2
−
[
Gˆ− Gˆv
]p+1,n+1
l−1/2
= Hˆp+1,n+1i
(2.44)
The solution vector is the change in dependent variable and is defined as,
δUˆp+1i = Uˆ
p+1
i − Uˆpi (2.45)
The linearization for generic variable v is given as,
P p+1,n+11±1/2 = v
p,n+1
1±1/2 + ∂uˆvi±1/2δUˆ
p+1,n+1
i±1/2 (2.46)
and corresponding jacobian are givena as,
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δu˜Pˆ =

UW1
RT
0 · · · 0 ρ1kx ρ1ky ρ1kz −ρ1UT
0 UW2
RT
· · · 0 ρ2kx ρ2ky ρ2kz −ρ2UT
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 · · · UWN
RT
ρNkx ρNky ρNkz −ρNUT
Uu
(
W1
RT
+kx
)
Uu
(
W2
RT
+kx
) · · · Uu (WNRT +kx) ρ 0 0 −ρUuT
Uv
(
W1
RT
+ky
)
Uv
(
W2
RT
+ky
) · · · Uv (WNRT +ky) 0 ρ 0 −ρUvT
Uw
(
W1
RT
+kz
)
Uw
(
W2
RT
+kz
) · · · Uw (WNRT +kz) 0 0 ρ −ρUwT
Uht1
W1
RT
Uht2
W2
RT
· · · UhtN WNRT ρ(uU+hkx)ρ(vU+hky)ρ(wU+hkz)ρU
(
Cpm−HT
)

U = ukx + vky + wkz (2.47)
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δu˜Qˆ =

ΛDimβ1(1−Y1) ΛDimβ2Y1 · · · ΛDimβNY1 0 0 0 0
ΛDimβ1Y2 ΛDimβ2(1−Y2) · · · ΛDimβNY2 0 0 0 0
...
...
...
...
...
...
...
...
ΛDimβ1YN ΛDimβ2YN · · · ΛDimβN(1−YN) 0 0 0 0
0 0 · · · 0 µe
(
Λ+ k
2
x
3
)
µe
kxky
3
µe
kxkz
3
0
0 0 · · · 0 µe kxky3 µe
(
Λ+
k2y
3
)
µe
kykz
3
0
0 0 · · · 0 µe kxkz3 µe kykz3 µe
(
Λ+ k
2
z
3
)
0
Λβ1(h1−hm) Λβ2(h2−hm) · · · ΛβN(hN−hm) piu piv piw keΛCpm

Λ = k2x + k
2
y + k
2
z (2.48)
piu = µe
(
Λ +
k2x
3
)
u+ µe
kxky
3
v + µe
kxkz
3
w (2.49)
piv = µe
kxky
3
u+ µe
(
Λ +
k2y
3
)
v + µe
kykz
3
w (2.50)
piw = µe
kxkz
3
u+ µe
kykz
3
v + µe
(
Λ +
k2z
3
)
w (2.51)
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δu˜Qˆ =

W1
RT
0 · · · 0 0 0 0 −ρ1
T
0 W2
RT
· · · 0 0 0 0 −ρ2
T
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 · · · WN
RT
0 0 0 −ρN
T
u
(
W1
RT
)
u
(
W2
RT
) · · · u (WN
RT
)
ρ 0 0 −ρu
T
v
(
W1
RT
)
v
(
W2
RT
) · · · v (WN
RT
)
0 ρ 0 −ρv
T
w
(
W1
RT
)
w
(
W2
RT
) · · · w (WN
RT
)
0 0 ρ −ρw
T
Λ1 Λ2 · · · ΛN ρu ρv ρw δTEt

Λi =
1
γ − 1 +
Wi
2RT
(u2 + v2 + w2) (2.52)
Et = ρ
[
e+
1
2
(u2 + v2 + w2)
]
(2.53)
δTEt =
ρR
γ − 1 −
ρ
T
[
e+
1
2
(u2 + v2 + w2)
]
(2.54)
(
Γ
∆τ
δU˜Hˆi +
1.5
∆t
Qˆi
)
δUˆp+1,n+1i
+
[
δU˜ Eˆ − δU˜ Eˆv
]
j+1/2
δU˜p+1,n+1j+1/2 −
[
δU˜ Eˆ − δU˜ Eˆv
]
j−1/2
δU˜p+1,n+1j−1/2
+
[
δU˜ Fˆ − δU˜ Fˆv
]
k+1/2
δU˜p+1,n+1k+1/2 −
[
δU˜ Fˆ − δU˜ Fˆv
]
k−1/2
δU˜p+1,n+1k−1/2
+
[
δU˜Gˆ− δU˜Gˆv
]
l+1/2
δU˜p+1,n+1l+1/2 −
[
δU˜Gˆ− δU˜Gˆv
]
l−1/2
δU˜p+1,n+1l−1/2 = RHS
p,n+1
(2.55)
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RHSp,n+1 =

(
1.5Qˆp,n+1i − 2Qˆp,ni + 0.5Qˆp,n−1i
)
/∆t
+
[
Eˆ − Eˆv
]p,n+1
j+1/2
−
[
Eˆ − Eˆv
]p,n+1
j−1/2
+
[
Fˆ − Fˆv
]p,n+1
k+1/2
−
[
Fˆ − Fˆv
]p,n+1
k−1/2
+
[
Gˆ− Gˆv
]p,n+1
l+1/2
−
[
Gˆ− Gˆv
]p,n+1
l−1/2

(2.56)
Above equation is solved using zonal ILU decomposition technique.
2.5 Parallel implementation and scalability
The domain decomposition for parallelization follows the native structured block in the grid,
where Z is total number of blocks. Therefore, number of parallel processes P ≤ Z. The
domain decomposition thus assigns integer number of blocks to each processor. METIS
library (Karypis and Kumar, 1998) is used to obtain optimal domain decomposition. The
global map of the zone assignment to specified number of processes is maintained at all the
time and appropriate buffers are initialized based on inter-block connectivity table. Standard
MPI library is used for inter-processor communication Gropp and Lusk (1999). The latency
between message passing may be minimized by using uniform block size as much possible.
Every iteration the inter-block data is exchanged.
Experiences of using this code upto 800 processors on quadcore Xeon clusters (of queen-
bee, LONI) using infiband communications confirm the scalability of this code upto a large
number of processors (Table 7.1).
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Table 2.1: Computational time for different number of processors in Queenbee
Grid size (blocks) processors No.of Iterations Computational
time
Computational
time (s) for
single iteration
/processor/cell
3.1 M cells (2088) 320 9200 48 1.893× 10−8
4.2 M cells (3552) 320 5760 48 2.323× 10−8
4.2 M cells (3552) 800 12820 48 3.76× 10−9
Figure 2.1 shows the parallel scalability of CHEM3D.
Figure 2.1: Parallel scale up for Chem3D
2.6 Large eddy simulation
The idea of large eddy simulation exploits the proposition that the smaller scale turbulence
is universal in nature and can adequately represented by modeling compared to large scale
energetic eddies that are anisotropic and non-homogeneous in nature. In the energy cascade
process in turbulence the large scale flow structures extracts the turbulent kinetic energy from
the mean flow and pass it on to the smaller scales and hence dictates the global dissipation
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levels. The anisotropic and nonhomogeneous nature requires the large scale structures to be
resolved in order to represent accurately. The role of subgrid scale model (SGS) is to mimic
the energy transfer from larger scales to smaller scales accurately by adding appropriate
eddy viscosity in the flow field. The smaller scales of the fluid motions are separated from
the larger scales through filtering operation. A filtered variable is a quantity with larger
scales resolved and smaller scales filtered out. The definition of a filtering operation is as
introduced by Leonard (1974).
f¯(x) =
∫
D
f(x′)G(x, x′; ∆¯)dx′ (2.57)
where D is the complete domain, f(x′) is a test function. G is a filter function, ∆¯ is filter
width. The size of the largest scale resolved depends upon the size of the filter. Any scales
less than the filter width are typically filtered out. Figure 2.2 shows the effect of filter width
on the small scales (Piomelli et al.).
Figure 2.2: Effect of filter width in a test function
In the present implementation a top-hat or box filter is used for filtering operation,
G(x) =
 1/∆¯ if x ≤ ∆¯/20 elsewhere (2.58)
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The box filters are has unique mean value and commuting property with differentiation
operation when the filter width is uniform. Two types of modeling approaches exists to
represent smaller scales in large eddy simulation by eddy viscosity approach: (i) Functional
modeling based on kinetic energy transfer and (ii) structural modeling based on accurate
reproduction eigenvectors of statistical correlation tensors.
2.6.1 Large eddy simulation on curvilinear grids
In order to simulate turbulent flows using large eddy simulation in complex topologies the
SGS model must be formulated in curvilinear coordinate system. When grid size is used as
filetr width, the spatial filtering of N-S equations leads to the commutation errors owing to
non-uniform grid filter width (Tyagi and Acharya, 2005). There exist two filtering approaches
of this formulation (i) Governing equations are transformed from curvilinear co-ordinate
system and then the filtering operation is performed (Jordan, 2001). (ii) The equations are
spatially filtered then transformed to computational domain (Tafti, 2005). In the present
implementation is based on the second approach. The filtered continuity and momentum
equation in the conservative form are given as,
∂
(√
gU¯ j
)
∂xi
= 0 (2.59)
∂
(√
gu¯i
)
∂t
+
∂
(√
gU¯ ju¯i
)
∂ξj
= −∂
(√
g (~aj)i u¯i
)
∂ξj
+
∂
∂ξj
((
1
Re
+
1
Ret
)√
ggjk
∂u¯i
∂ξk
)
(2.60)
where
√
g is Jacobian of transformation
√
gUj =
√
g (~aj)k uk is covariant flux vector, and
gij are the elements of contravariant metric tensor. Eddy viscosity at each time step is
dynamically calculated using Smagorinsky sub-grid scale model (Sagaut, 2001; Tyagi and
Acharya, 2005).
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1Ret
= C2s (
√
g)2/3
∣∣S¯∣∣ (2.61)
where, |S| is magnitude of the strain rate tensor given by,
S¯ik =
1
2
(
(am)k
∂u¯i
∂ξm
+ (am)i
∂u¯k
∂ξm
)
(2.62)
In the above equations an over bar represents the grid filtered quantity. Test filtered quan-
tities are obtained by second order trapezoidal filter,
φ¯ =
1
4
(
φ¯i−1 + 2φ¯i + φ¯i+1
)
(2.63)
The anisotropic sub-grid (−) and subtest scale (∼) stress tensor is formulated by Smagorin-
sky eddy viscosity model (Smagorinsky 1963),
τ˜aij = −2C2s (
√
g)2/3
∣˜∣S¯∣∣ S¯ij (2.64)
T aij = −2C2sα (
√
g)2/3 ˜
∣∣ ¯ ∣∣S ˜¯ijS (2.65)
Cs is the model coefficient assumed at sub-grid and subtest level. α is square of the ratio
of length scales of test filter to the grid filter taken as ˜¯∆/∆¯ =
√
6. The Germano identity
relates the sub-grid scale stresses at different filter levels (Germano, Piomelli et al. 1991),
Tij = u˜iuj − ˜¯iu ˜¯ju = uiuj − u¯iu¯j (2.66)
Lij = Tij − τij = u˜iuj − ˜¯iu ˜¯ju (2.67)
where Lij is Leonard stress is the difference between sub-test and sub-grid stress terms.
Using Smagorinskys model for subgrid scale stress terms, the Germano identity relates the
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anisotropic components of Leonard stress with the strain rate tensor as,
Laij = Lij −
1
3
δijLkk = −2C2s (
√
g)2/3
(
α ˜
∣∣ ¯ ∣∣S ˜¯ijS − ∣˜∣S¯∣∣ S¯ij) (2.68)
Laij = Lij −
1
3
δijLkk = −2C2sMij (2.69)
The Smagorinsky model constant is dynamically evaluated by,
C2s = −
1
2
1(√
g
)2/3 Laij ·MijMij ·Mij (2.70)
The negative value of Cs can be physically interpreted as backscattering, which accounts
for transfer of energy from smaller modeled scale to larger resolved scales. From numerical
point of view allowance of backscattering lead to numerical instability, hence Cs is restricted
to positive values and smoothed over neighboring computational cells to avoid sharp spatial
fluctuations (Tyagi and Acharya, 2005).
2.7 Ensemble vs time average
The motivation for ensemble average comes from the fact that a generic turbulent flow is not
statistically stationary. Under such circumstances the idea of time average looses the physical
meaning and therefore not appropriate.This issue is resolved by computing the average of
large number (N) of flow field realizations at identical time instant. Ensemble average is
defined, in the limit N →∞, as,
〈u(x, t)〉 ≡ 1
N
N∑
i=1
ui(x, t) (2.71)
where, [ui(x, t)]Ni=1 is sequence of realizations of velocity field u(x, t). The necessity of large
number of realizations (N → ∞) at identical instant of time makes ensemble averages
extremely difficult to compute in experiments or simulations of turbulent flows. Also there
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is no generic consensus on how large N should be for the statistical convergence. However,
time average is routines used in turbulence research to evaluate the statistical moments of
variables by invoking the ’Ergodicity hypothesis’. It states ”A dynamical process is called
’ergodic’ when averages of all the evolutionary variables converge” (Tennekes and Lumley,
1983). Therefore, for an ergodic process the time average are the ensemble average for
sufficiently large time signal. The ergodicity hypothesis is typically invoked in case of periodic
flows, where the mean computed from periodic signal converges statistically stationary value
for a large enough signal.
In the present study, ergodicity hypothesis is invoked for the turbulent flow field under
consideration. Therefore, time average method is used to compute all the statistical moments
of the variable of interest,
u¯(x) ≡ lim
T→∞
1
T
∫ T
0
u(x, t)dt (2.72)
2.8 Bench mark validation -Turbulent flow over backward facing step
The implementation of large eddy simulation is verified by testing a benchmark case of
flow over backward facing step for Reynolds number Re = 5100 (Jovic and Driver). The
geometry consists of a channel with a sudden expansion with expansion ratio of 1.2 as
shown schematically in Figure 2.3. The sudden expansion forms a dump plane (step) upon
which the incoming boundary layer separates forming a recirculation bubble behind the step.
The past the recirculation bubble is reattached and streamwise developing boundary layer
is formed. Jovic and Driver measured the time averaged length of recirculation bubble,
streamwise velocity and Reynolds stress profiles at certain measurement locations. Le et al.
(1997) performed DNS simulation with domain size of 30H in streamwise, 4H in spanwise
6H in lateral direction (Le et al., 1997) maintaining the same expansion ratio of 1.2. They
used 9.5 Million grid points for the DNS simulation.
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Figure 2.3: Schematic of domain
In the present case, block structured grid consisting of1.5 Million grid points and 300
uniform blocks was used for LES simulation. The inlet boundary condition was applied at
the step wall (shown in Figure 2.3) and wall upstream of the step was not modeled. The
inlet mean boundary layer profile was closely matched the experimentally reported profile
by Jovic and Driver using 1/5th power law profile shown in Figure 2.4. No information of
boundary layer turbulence was provided at the inlet.
Figure 2.4: Inlet boundary layer profile at x/H = 0
The top boundary of the domain was treated as impenetrable no-stress wall,.
v = 0
∂u
∂y
=
∂w
∂y
= 0 (2.73)
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The spanwise boundaries were applied treated with periodic boundary condition assuming
the statistically homogeneous flow. The outlet boundary is treated as non-reflecting/convective
boundary with,
∂ui
∂t
+ Uc
∂ui
∂x
= 0 (2.74)
where Uc is mean velocity at exit calculated based on total mass flow rate at the inlet also
called as convection velocity. All other boundaries were treated as no-slip wall.
The simulation is carried out with a physical time step of 0.01s. The turbulence statistics
is collected for total of 600s amounting to 20 flow-through times based on streamwise length
of the domain. Total of 160 CPUs for 72Hrs used for the computation in order to obtain
statistically steady results. The results are compared with Jovic and Driver at measurement
locations x/H = 4.0, 6.0, 10.0 and 19.0 for mean streamwise velocity, Reynolds stress profiles
and flow reattachment length. The reattachment length in the present simulation is found
to be 6.35H compared to 6.28 with (Le et al., 1997) and 6.0H-6.1H in (Jovic and Driver).
Figure 2.5: Comparison of mean streamwise velocity (− Simulation, • (Jovic and Driver))
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Figure 2.6: Streamwise normal Reynolds stress profile
Figure 2.7: Wall nromal Reynolds stress profile
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Figure 2.8: Cross stream Reynolds stress profile
Figure 2.5 through Figure 2.8 show the agreement between simulated and measured (Jovic
and Driver) mean velocity and Reynolds stress profiles. The agreement in mean, normal
and cross stream Reynolds stress show that the statistical characteristics of turbulence is
accurately captured with present LES model, verifying the validity of implemented SGS
model.
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Chapter 3
Stability of Momentum Driven Planar
Countercurrent Shear Flows in Dump
Geometry
Abstract
A momentum driven countercurrent shear flow in a confined geometrical configuration is
numerically studied using large eddy simulation (LES). The primary controlling parameter
is the ratio of the primary jet to the counter (secondary) jet velocity or mass flow rates.
A transition in the instability mode to a global mode is observed as mass ratio increases
from 7.5% to 36%. The transition phenomenon is shown to be associated with change
in secondary-jet behavior, and a significant increase in turbulence levels in the primary
channel. The spectral records showed the spatial synchronization of the primary instability
(Kelvin-Helmholtz) at the 36% mass ratio. The establishment of self-excited global mode
was verified by three dimensional stability analysis using the dynamic mode decomposition
(DMD) method. Both DMD and spectral records indicate that the increased mass ratio did
not affect the time scale of primary instability but increased the growth rates leading to to
the transition to the self-excited global mode. DMD analysis of the flow field at lower mass
flow ratio cases showed decaying modes and convective modes in the flow.
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3.1 Geometry and Flow conditions
A planar dump type of geometry 3.1 with inlet section consisting of a rectangular channel
with 20mm height before the dump plane and a width of 160mm. Lower wall of the channel
is a splitter plate extending 100mm from inlet boundary in streamwise direction till dump
plane, where it ends with a sharp edge. The counter flowing jet (secondary jet) is used
as a control jet and has 2mm thickness and spans out 160mm for the entire width of the
domain. The secondary jet assembly is placed 20mm downstream of the splitter plate edge
(dump plane) with its centerline aligned parallel and δ = 5.2mm below the splitter plate.
In the experimental investigation of Anderson (2011) it was observed that with higher δ
values, interaction of secondary and primary jet is significantly reduced, and for smaller
values, the stagnation point is formed well above the splitter plate in primary jet region,
creating a major obstruction to the flow. At a specified value of 5.2mm, the formation of
stagnation point is close to the splitter plate and the interaction is considered as optimal
Anderson (2011). A streamwise distance of 20mm was allowed for shear layer to develop.
The center of coordinate system was situated at the leading edge of the splitter plate with
x axis oriented in streamwise direction, y axis oriented in cross-stream direction and z axis
in lateral direction.
Flow conditions at the inlet of primary and secondary streams were experimentally mea-
sured for mean velocity profile and turbulence. Inlet boundary layers had turbulence levels
≈ 10% in the inlet boundary layers and less than 2 − 3% in the bulk in the experimental
facility (Anderson, 2011). Boundary conditions in the simulations are provided specified only
with the mean flow profile and no inlet turbulence specified for the primary or secondary inlet
flows. The jet Reynolds number of the primary stream based on the mean inlet flow velocity
U1 is set at 14700. The amount of shear applied is controlled by the normalized velocity
ratio λ = (U1−U2)/(U1 +U2) and r = U1/U2 where U2 is the secondary (control) jet velocity.
Velocity ratio is varied by adjusting the secondary jet velocity only and other flow conditions
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and geometric parameters are held constant for different velocity ratios. Three simulations
are conducted for 7.5%, 23% and 36% secondary jet mass flow rate with corresponding r
values of −1.01, −0.32 and −0.21 respectively. The solid boundaries of the domain including
spanwise extreme boundaries are treated as no-slip walls. Bottom boundary of the domain
and streamwise exit boundary are applied with non-reflecting outflow boundary to negate
any perturbations to reflect back in the domain.
∂ui
∂t
+ Uc
∂ui
∂xi
= 0 (3.1)
Figure 3.1: Schematic of countercurrent flow domain
A key objective of this study is to investigate the counter-current shear flow behavior, the
region of interest to focus on for the analysis and presentation of results is the domain where
the interaction of the primary and secondary streams are the strongest. Therefore the region
of interest is extended 2.5H downstream from the edge of the splitter plate (dump plane);
it will be shown in subsequent section that this region fully contains the mean recirculation
bubble formed in the primary region and sufficient to capture the shear layer dynamics and
mean recirculation bubble.
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3.2 Numerical Method
The governing equations for incompressible viscous flow are given in non-dimensional form
as,
∂ui
∂xi
= 0 (3.2)
∂ui
∂t
+
∂uiuj
∂xj
= − ∂p
∂xi
+
1
Re
∂2ui
∂x2j
(3.3)
where ui, p and Re are the velocity vector, pressure and Reynolds number respectively. The
CFD code used for simulation was developed in-house and operates on block-structured grids
in generalized curvilinear coordinate system to solve compressible flows. A low Mach number
pre-conditioner was used to solve incompressible flow equations.
A Large Eddy Simulation (LES) approach is used to capture the dynamics in the flow
and resolve the larger scales. The corresponding spatially filtered governing equations for
mass and momentum for an incompressible flow in curvilinear coordinates are given as,
∂
(√
gU¯ j
)
∂xi
= 0 (3.4)
∂
(√
gu¯i
)
∂t
+
∂
(√
gU¯ ju¯i
)
∂ξj
= −∂
(√
g (~aj)i u¯i
)
∂ξj
+
∂
∂ξj
((
1
Re
+
1
Ret
)√
ggjk
∂u¯i
∂ξk
)
(3.5)
where
√
g is Jacobian of transformation
√
gUj =
√
g (~aj)k uk is covariant flux vector, and
gij are the elements of contravariant metric tensor. Eddy viscosity at each time step is
dynamically calculated using Smagorinsky sub-grid scale model (Sagaut, 2001; Tyagi and
Acharya, 2005).
1
Ret
= C2s (
√
g)2/3
∣∣S¯∣∣ (3.6)
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where, |S| is magnitude of the strain rate tensor given by,
S¯ik =
1
2
(
(am)k
∂u¯i
∂ξm
+ (am)i
∂u¯k
∂ξm
)
(3.7)
In the above equations an over bar represents the grid filtered quantity. Test filtered quan-
tities are obtained by second order trapezoidal filter,
φ¯ =
1
4
(
φ¯i−1 + 2φ¯i + φ¯i+1
)
(3.8)
The anisotropic sub-grid (−) and subtest scale (∼) stress tensor is formulated by Smagorin-
sky eddy viscosity model (Smagorinsky 1963),
τ˜aij = −2C2s (
√
g)2/3
∣˜∣S¯∣∣ S¯ij (3.9)
T aij = −2C2sα (
√
g)2/3 ˜
∣∣ ¯ ∣∣S ˜¯ijS (3.10)
Cs is the model coefficient assumed at sub-grid and subtest level. α is square of the ratio
of length scales of test filter to the grid filter taken as ˜¯∆/∆¯ =
√
6. The Germano identity
relates the sub-grid scale stresses at different filter levels (Germano et al., 1991),
Tij = u˜iuj − ˜¯iu ˜¯ju = uiuj − u¯iu¯j (3.11)
Lij = Tij − τij = u˜iuj − ˜¯iu ˜¯ju (3.12)
where Lij is Leonard stress is the difference between sub-test and sub-grid stress terms.
Using Smagorinskys model for subgrid scale stress terms, the Germano identity relates the
anisotropic components of Leonard stress with the strain rate tensor as,
Laij = Lij −
1
3
δijLkk = −2C2s (
√
g)2/3
(
α ˜
∣∣ ¯ ∣∣S ˜¯ijS − ∣˜∣S¯∣∣ S¯ij) (3.13)
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Laij = Lij −
1
3
δijLkk = −2C2sMij (3.14)
The Smagorinsky model constant is dynamically evaluated by,
C2s = −
1
2
1(√
g
)2/3 Laij ·MijMij ·Mij (3.15)
The negative value of Cs can be physically interpreted as backscattering, which accounts
for transfer of energy from smaller modeled scale to larger resolved scales. From numerical
point of view allowance of backscattering lead to numerical instability, hence Cs is restricted
to positive values and smoothed over neighboring computational cells to avoid sharp spatial
fluctuations (Tyagi and Acharya, 2005).
A block-structured body fitted grid is used to discretize the domain. Total of 1376 blocks
were used. The grid size was selected based on a grid independent study that utilized three
different grid levels, 2.5 Million (M), 4.5M and 8M mesh points . The 23% case was simulated
on all three grids. The mean velocity profile at the bubble centerline for all the three grids
was were compared for mesh independence and validated against experimentally measured
velocity profile, and are shown in Figure 5.2.
Figure 3.2: Grid Independence (23% case)
It can be seen that the mean velocity profile did not change significantly from 4.5M to
8M grid points . The mean velocity profile obtained on 4.5 and 8M grid also compared
well with experimentally measured velocity profile (Anderson, 2011); hence the 4.5 M grid
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was chosen for the final simulation. Also, the energy spectrum (at x/H = 1.5, y/H = 0.5)
shown in Figure 3.3 for the 23% and 36% mass ratio case compared well with experimentally
obtained spectra and follows the Kolmogorovs -5/3 law in inertial subrange.
(a) 23% (b) 36%
Figure 3.3: Comparison of energy spectra with experiments
3.3 Results and Discussion
In this section we present the results for the three cases with 7.5%, 23% and 36% mass flow
rate. In section 3.3.1, the mean flow characteristics results of for the 23% and 36% cases
are compared with measured data (Anderson 2011). The 23% mass ratio represent the case
before transition to global instability while for the 36% mass ratio case the flow is glob-
ally unstable. Investigation of the dynamical characteristics and transition to global mode
presented in section 4.2, while analysis using the dynamic mode decomposition technique is
discussed in section 4.3.
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3.3.1 Mean flow characteristics
The experimental investigation for the 23% and 36% cases was were conducted by Anderson
(2011). They measured the mean flow and turbulence characteristics on spanwise mid-plane
using particle image velocimetry (PIV) technique. The velocity time signal was collected for
spectral analysis using a hot wire at a location x/H = 1.5 and y/H = 0.5. An identical
geometrical configuration was used in the present work and results obtained using LES. The
time statistics are collected after 20 flow through times to allow the initial transients to wash
away. All spatial dimensions are normalized with the channel height H. Mass averaged inlet
velocity is used to normalize velocity and total turbulence.
In all the cases, the mean flow re-attaches within a distance of 2.5H from the edge of the
splitter plate and the recirculation bubble is contained within the region of interest; therefore,
the important dynamical features of secondary and primary jet interaction are captured in
this region. In all the figures below, the region of interest (identified by the green shading
in 3.1 ranges from the edge of the splitter plate x/H = y/H = 0 to 2.5 and y/H = −1 to1,
spanning the entire primary channel region and the region below the secondary jet.
For the 7.5% mass ratio case results of simulations are presented and experimental data
is not available. Mean velocity field and turbulence in Figure 3.4 shows negligible effect of
counter flow in terms of mean flow acceleration is observed. In the shear layer between the
primary and secondary jet two recirculation bubbles are formed with a stagnation point in
between. A third recirculation bubble formed below the shear layer is due to the entrainment
by the secondary jet from the region below. Normalized RMS velocity contours based are
shown in Figure 3.4b. Higher turbulence levels are seen in the shear layer region and along the
upper wall and marginal increase in turbulence levels observed in central region of primary
jet.
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(a) (b)
Figure 3.4: Mean velocity field and turbulence field for 7.5% case
For 23% case simulation, Figure 3.5 shows the comparison between the predicted and
measured mean streamwise velocity. A reasonable agreement is found between the measured
and predicted velocity field. As the secondary jet velocity is increased (U1/U2 = −0.32), the
mean behavior of the shear layer is altered significantly. The stagnation point is pushed closer
to splitter plate and the recirculation bubble at the splitter plate end (observed in 7.5% case)
is vanished. Increased shear magnitude∝ |U1−U2| causes roll up of secondary jet and a larger
recirculation bubble is formed in the main jet region. The primary jet is accelerated due to
the presence of recirculation bubble and maximum mean velocities increased by ≈ 50% of
primary jet velocity. The size of the recirculation bubble in simulation is found to be 0.522H
(10.44mm) in height, which compares well with the measured value of 0.52H (10.4mm).
The streamwise location of center of the recirculation bubble is found at x/H = 1.0 that
matches the experimentally reported value. Figure 3.9a shows excellent agreement between
mean velocity profile at the center of recirculation bubble from simulation and experiments.
The normalized RMS velocity contours, based on cross stream and streamwise velocity
components, is compared with measurements (Figure 3.6). A marked increase in turbulence
levels (> 100%) in the shear layer in and above the stagnation region and secondary jet is
observed. The over all in excess of 30% increase in turbulence levels in primary jet region
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is observed. Figure 3.10 shows the agreement between measured and predicted cross-stream
averaged turbulence levels for 23% case. The contribution of spanwise RMS component to
cross stream averaged turbulence is found to be ≈ 10%− 15% indicating the increased three
dimensionality of the flow field.
Figure 3.5: Mean velocity field comparison (23% case)
Figure 3.6: Turbulence comparison (23% case)
For case of 36% mass flow rate case, mean velocity field (Figure 3.7) show a similar be-
havior to 23% case. Due to increased secondary jet velocity (U1/U2 = −0.21) the stagnation
point moves very close to splitter plate tip. The accelerated mean flow increased streamwise
velocity peak levels by more than 100% in the region between recirculation bubble and up-
per wall. The height of the recirculation bubble increased by about 18% to 0.617H (0.61H
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reported experimentally). The streamwise length did not alter compared to 23% case. The
center of the recirculation bubble is found to be at 0.87H and compares well with mea-
sured value of 0.85H. The agreement between the measured and predicted bubble centerline
streamwise velocity profile is found to be excellent (Figure 3.9b)
Turbulence levels for 36% shown in Figure 3.8 are increased in excess of 100% over large
part of primary jet region unlike 23% case where only the jet interaction region witnessed
higher turbulence levels. Cross-stream averaged turbulence quantities show higher degree of
three dimensionality of the flow field with ≈ 20% contribution of spanwise RMS velocity to
total turbulence over entire region of interest.
Figure 3.7: Mean velocity field comparison (36% case)
Figure 3.8: Turbulence comparison (36% case)
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(a) 23% case (b) 36% case
Figure 3.9: Agreement between measured and predicted bubble centerline velocity profile
Figure 3.10: Cross-stream averaged turbulence for all mass ratios
In a nutshell, the mean flow and turbulence characteristics of primary jet were signif-
icantly influenced as the secondary jet velocity was increased. Two transition like phe-
nomenon were observed, (i) appearance of a primary recirculation bubble as secondary jet
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velocity was increased and significant increase in local turbulence levels, (ii) drastic increase
in turbulence levels throughout the primary channel region and beyond recirculation bubble
/ shear layer. Such a drastic increase in turbulence levels is a typical indication of funda-
mental change in shear layer dynamics and possible on-set of self-excited oscillations that
will be explored further in this paper.
3.3.2 Shear layer dynamics
The fundamental idea behind the momentum driven countercurrent shear was to create
spatially developing shear layer with two parallel streams of primary and secondary jets. The
mean velocity contours and streamlines indicate the complete rollup of the secondary jet and
formation of the recirculation region in the primary channel. The oscillatory nature of the
secondary jet (discussed in section 4.2.1) along with rollup, periodically switches the nature
of entire upper shear layer between counter-flowing and co-flowing shear layers. Therefore,
there exists no region in the shear layer that remains in countercurrent configuration at
all the times. We observe that the shear layer remains in countercurrent configuration for
a certain time and the rapid growth of shear layer vortices having pressure minima at the
center pulls the jet, and eventually rolling up completely in the primary channel region. This
will be shown in subsequent section for all mass ratio cases. With use of spectral information,
complete three dimensional stability analysis and flow visualization, an attempt is made to
understand the dynamical behavior for shear layers.
3.3.2.1 Preliminary observations and spectral analysis
In order to characterize the shear layer formed by primary and secondary jet, time signal of
streamwise velocity was collected at x/H = 0.075, 0.15 and 0.30 and y/H = 0.04, a location
in immediate downstream of splitter plate, shown in Figure 3.11a schematically. The time
series data is collected for 4.1s of physical time after the initial transients are allowed to
wash away with about(takes about 20 flow-through times).The collection of time signal data
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collected thus constitutes nearly 82000 time steps, and a Fourier analysis is performed by
segmenting the velocity signal in 6 blocks of 12288 data points each and taking the average
in the frequency domain to minimize the variance. The resulting power spectral distribution
in at all aforementioned locations is shown in Figure 3.11b. A typical time series signal of
streamwise velocity at x/H = 0.075 and y/H = 0.04 is shown for all three mass ratios in
Figure 3.11c; note the identical scale for streamwise velocity.
(a)
(b) (c)
Figure 3.11: (a) Location of streamwise velocity spectra, (b) Spectra of streamwise velocity
component, (c) Velocity signal at x/H = 0.075 for three different mass ratio
Additional time series data is probed in spanwise direction at z/H = ±1 from the
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spanwise mid-plane and in the downstream neighborhood of splitter plate x/H = 0.075 and
y/H = 0.04. For all three mass ratios the the frequency spectrum is obtained similar to
the spectrum obtained at the spanwise mid-plane at identical streamwise and cross-stream
location reported in Figure 3.11. The representative spectra at x/H = 0.075, y/H = 0.04
and z/H = −1.0 is shown in Figure 3.12. The peak frequency found for all mass ratio
compares with corresponding spanwise mid-section data indicating that the time scales of
flow oscillations at the splitter plate tip are largely uniform in spanwise direction.
Figure 3.12: Spanwise spectra at x/H = 0.075, y/H = 0.04 and z/H = −1.0 for all mass
ratios
For 7.5% case, the streamwise velocity power spectrum show a sharp peak at 114Hz
with two nominal peaks at 140Hz for x/H = 0.15 and x/H = 0.3. A single peak of the
velocity power spectra is indicative of a highly periodic oscillations of streamwise velocity.
However, the corresponding velocity signal show low amplitude oscillations with no reversal
in streamwise velocity component. The identification of the flow pattern corresponding to
peak frequency is done by visualizing instantaneous velocity and vorticity contours over a
frequency cycle of 114Hz on spanwise mid plane, shown in Figure 3.13. The splitter plate is
marked with black/white line. The streamlines and vorticity indicated by arrow #1, show
the roll up of vorticity from primary jet boundary layer at the splitter plate edge. The
secondary jet is completely rolled up position (arrow #2) with a stagnation point between
splitter plate and secondary jet. The growth of the vortex at the splittter plate edge pushes
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the stagnation point towards the secondary jet, until the secondary jet is flipped below
the growing vortex indicated by arrow #3. The flipping of secondary jet below the vortex
forms a counter flowing streams across the clockwise rotating vortex and under the action
of secondary jet, the center of the vortex is advanced towards the secondary jet (arrow #4)
until it is directly on top of secondary jet. The pressure minima at the vortex core causes
the secondary jet roll up in the primary jet and a new vortex begin to shed at the splitter
plate edge indicated by arrow #6. The process of vortex shedding and jet rollup is observed
to synchronized and periodic with frequency of 114Hz. The vortex evolution and shedding
is seen at the three query points hence the similarity in spectral response.
(a) Streamwise velocity contours
Figure 3.13: Velocity contours on spanwise mid plane (7.5% case)
Figure 3.14 shows instantaneous flow structures (λ2 criterion Jeong and Hussain (1995))
visualized at a time during vortex shedding from splitter plate. The flow structures are
colored with streamwise velocity contours. A greater degree of spanwise two-dimensionality
of the vortex developing from the splitter plate is evident. However, the region over the
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secondary jet assembly witness complex three dimensional flow with signatures of spanwise
and streamwise vortices. However, these flow structures affect flow field only locally while
rest of the flow in primary region remain relatively unperturbed as observed in mean flow
characteristics.
Figure 3.14: Instantaneous flow structure for 7.5% case
In 23% case, higher interaction of primary and secondary jet is observed in mean flow
characteristics. The spectral response at x/H = 0.075 show a dominant frequency of 90Hz
however, low frequency modes in the range of 10 − 20Hz are emerged. The trace of these
low frequency modes are also seen at x/H = 0.075. At x/H = 0.15 the low frequency mode
of 13Hz is amplified and emerges as dominant mode and dominant mode from previous
location is attenuated and 85Hz secondary peak is observed. While dominant mode remains
at 13Hz at x/H = 0.3 a weaker secondary mode is observed at 58Hz. The spectral response
at x/H = 0.3 is observed to be similar to spectral response at x/H = 1.5 and y/H = 0.5 in
Figure 3.15 with a primary peak in the range of 10 − 20Hz and secondary peak at 65Hz.
The velocity signal at x/H = 0.075 shows stronger oscillations where streamwise velocity
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fluctuates from +10m/s to −15/−20m/s. The average velocity of the secondary jet for this
case is about 22m/s. The negative velocity peaks observed in the instantaneous velocity
signal indicate the instantaneous presence of jet.
Figure 3.15: Velocity power spectra at x/H = 1.5 and y/H=0.5
For further investigations the streamwise velocity contours and streamlines are visualized
in Figure 3.16, over a 20Hz frequency cycle. A 20Hz cycle is chosen since the dominant
frequency at two streamwise locations down stream the splitter plate and at x/H = 1.5 and
y/H = 0.5 (in the bulk of the flow) is found in the range of 10-20Hz. In the first instance, the
secondary jet is rolled up completely in the primary channel and a large recirculation bubble
is formed( indicated A-1 in Figure 3.16). The initiation of vortex shedding from boundary
layer vorticity at the splitter plate edge is observed. In next instances, the center of recircu-
lation bubble moves in streamwise direction and vortex at the splitter plate tip grows in size
until a stagnation is formed at an instance indicated by A-4. The jet is then flipped down-
ward and the recirculation bubble completely convects away establishing the channels flow
at an instance indicated by B-3. The secondary jet and primary channel flow are observed
to be anti-parallel at an instance (B-4), in the next instance the jet begin rolling upward due
to counter shearing flow and vortex initiation directly above the secondary jet. This mech-
anism is very similar to 7.5% case however, in the present case the secondary jet penetrates
more towards splitter plate and jet roll up results in much larger recirculation bubble and
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causes flow oscillations over entire channel. It should be noted that this mechanism does
not follow a strict periodicity,owing to multiple modes (frequency peaks) simultaneously and
resembles a strange attractor reported in Bradstater and Swinney (1987). The details of
three dimensionality of the flow field and large scale structures will be discussed later to
provide a perspective of the flow field at higher velocity ratios.
Figure 3.16: Streamwise velocity contours and streamlines on spanwise mid plane over
20Hz cycle (23% case)
For highest mass ratio case (36%) the velocity power spectra show a dominant mode at
106Hz consistently at all locations under consideration. The overall nature of the spectral
peak is broadband, with much of flow energy associated with the modes around 106Hz. In
comparison with 23% case the spectral records indicate reorganization of the flow oscillation
at 36% mass ratio. A low frequency mode is also observed at around 40Hz and no other
distinct peaks are observed however, only the emphasize is given only on dominant peak
where most of the flow energy is associated. The estimation of bulk flow frequency though
a frequency spectra at x/H = 1.5 and y/H = 0.5 (Figure 3.17) shows the dominant peak
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at 109Hz is observed indicating the synchronized flow oscillations. The velocity signal at
x/H = 0.075 show larger flow amplitudes of oscillations (±20m/s). Indicating presence
of secondary jet at monitoring location; a greater periodicity is observed compared to 23%
case. Evidence of local flow acceleration at x/H = 0.075 and y/H = 0.04 is observed in the
streamwise velocity signal with positive peaks of oscillation reaching 15m/s to 20m/s.
Figure 3.17: Velocity power spectra at x/H = 1.5 and y/H=0.5
Streamwise velocity contours and streamline is visualized in Figure 3.18 over a frequency
cycle of 106Hz. In the first instance (A-1), the secondary jet is rolled up in primary channel
forming a recirculation bubble similar to a bubble observed in previous cases. The stronger
secondary jet pushes the instantaneous stagnation point well inside the primary channel
above the splitter plate and the splitter plate tip vortex is pushed below it. The main
channel flow bifurcates upon the stagnation point and a stream is formed between the rolled
up secondary jet and splitter plate. This forms a counter current shear layer under the
secondary jet with a vortex within it counter balancing the upward pull due to the larger
recirculation bubble above the secondary jet. The jet begins flapping downward, moving the
instantaneous stagnation point near the tip of the splitter plate.However, due to stronger
counter flowing shear, a vortex is almost immediately initiated as the jet flaps horizontal
arresting the downward motion and rolling it again in the primary channel. It is interesting
to observe that recirculation in the primary channel does not completely convect away at
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any instant of time and the bubble oscillations appear to be synchronized with the secondary
jet.
Figure 3.18: Streamwise velocity contours and streamlines on spanwise mid plane over
106Hz cycle (36% case)
Preliminary observations of the counter flowing shear layer show, vortex shedding at the
splitter plate tip is due to Kelvin Helmholtz instability mechanism. A second mechanism is
found to be secondary jet oscillation due to competition in recirculation bubble formed in jet
roll up and vortex shed at the tip of splitter plate. A third mechanism of merging spanwise
vortices (Elliptic instability) is observed however, no attempts are made for its quantification
in this study. The schematic of instability mechanisms are shown in Figure 3.19.
Figure 3.19: Schematic of instability mechanisms
A snapshot of the instantaneous 3D flow structures for 36% case is shown in Figure
3.20. Instantaneous 3D flow structures for 23% and 36% case are found to be qualitatively
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very similar. Two types of vortical structures observed (i) Spanwise and (ii) Streamwise
oriented. The evolution of spanwise vortex is due to primary K-H instability that occurs
immediately downstream of the splitter plate. The higher level of turbulence spanning
most of the domain is attributed to the large unsteadiness created by jet oscillation and
streamwise aligned vortical structures. The combination of spanwise and streamwise aligned
vortical structures give rise to highly three dimensional flow field. We discuss the nature of
these flow structures and their dynamical characteristics in section 3.4.1.
Figure 3.20: 3D Flow structures at 36% case
3.3.2.2 Primary Instability Unstable velocity profile
Although phenomenological explanation is provided of secondary jet behavior and flow os-
cillation in order to quantify the primary instability at the tip of the splitter plate the 7.5%
mass ratio case is reconsidered. In 7.5% case, the vortex shedding at the splitter plate is
relatively unperturbed, as a spatial separation is observed between the spanwise two di-
mensional vortex and three dimensionality due to secondary jet roll up. From a series of
instantaneous flow fields taken at spanwise mid-section, a instant of time just before the
formation of vortex at the splitter plate tip. At such instant the counter flowing shear layer
is parallel and the flow field is locally, two dimensional. The velocity profile at the tip of
splitter plate is shown in Figure 3.21.
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Figure 3.21: Instantaneous velocity profile before the onset of vortex evolution at the edge
of splitter plate
The stability of the scaled velocity profile U is analyzed by solving Orr-Sommerfeld
equation Drazin and H. (1981) for a generic perturbation φ and wavenumbers α.
φiv − 2α2φii + α4φ = iαRe
{(
U − ω
α
) (
φii − k2φ)− U iiφ} (3.16)
with boundary conditions,
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(3.17)
The Orr-Sommerfeld equation is solved using finite difference method; a second order
accurate finite difference discretization was used. The Reynolds number was set to, Re =
14700 corresponding to the main channel flow.
Figure 3.22 shows the growth rate vs. wavenumber. The highest growth rate of most
unstable mode was found to be at wavenumber α = 3.83. The most unstable mode at
wavenumber α = 3.83 was found at ≈ 101Hz. This frequency is found in good agreement
with the frequency of primary (Kelvin-Helmholtz) instability found though spectral content.
This agreement establishes, that primary instability (K-H mode) arises through instability
of counter flowing shear layer velocity profile at nominally reverse velocity and the time
scale of this instability did not change with increased secondary flow as seen though spectral
content.
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Figure 3.22: Growth rate vs. Wave number (αmax = 3.83)
3.4 Global stability analysis
The verification of onset of global mode in Strykowski and Niccum (1991) is done by (i)
spectral inspection to determine the limit cycle behavior, (ii) response to the low level
external forcing to determine if the flow field is self-excited and (iii) verifying if the saturation
amplitude of the perturbation satisfies the Landau equation a supercritical Hopf bifurcation.
However the authors point out that these tests do not conclusively prove the existence of
global mode. Nevertheless these methods were effectively used to show transition and onset
of global mode in jet in cross-flow Davitian et al. (2010).
The increase in computational capability and availability of infrastructure has made
computationally expensive approaches in global stability analyses of complex flows viable.
Although the direct method is less attractive due to very large matrices arising in a practical
/ well resolved problem. In this direction, the numerical solution of temporal and spatial
instability analysis by forming an algebraic eigen value problem arising from linearized N-S
type equation was attempted bySuslov S. (2006). The linear stability analysis of Couette-
Taylor flow was conducted (Edwards et al., 1994) by using implicitly restarted Arnoldi
method. Dynamic mode decomposition is method similar to Koopman mode developed by
Schmid and Sesterhenn (2009); Schmidt (2010). They showed that the method in case of
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linearized flows leads to extraction of modes that are equivalent to modes of global stability
analysis and in non-linear regime they are approximation of the dynamically dominant flow
feature. In the present study, dynamic mode decomposition is used to identify dynamically
significant modes corresponding flow structures and instability mechanisms.
3.4.1 Dynamic Mode Decomposition - a brief overview
Dynamic mode decomposition utilizes a series of instantaneous flow fields at regular temporal
spacing ∆t, termed as snapshots. The sequence of N snapshots are arranged in matrix form
V1 and V2,
V1 = [v1, v2, , vN−1]
V2 = [v2, v3, , vN ]
(3.18)
Generally N is taken sufficiently large enough to assume further snapshots will be linearly
dependent. Further a linear operator is A defined such that it advances the flow field from
one time level to next. For a linear process this matrix is uniquely defined whereas for a
nonlinear process this amounts to locally linear approximation. With such an operator the
snapshots can be written as,
V1 = [v1, A1v1, A2v1, , AN−1v1] (3.19)
Similarly arranged snapshots are written as,
AV1 = V2 (3.20)
where A is system matrix that governs the evolution of the flow field and eigen values of A
yields the complete dynamical information of the system and corresponding modes (eigen
vectors). Realizing the assumption that N vectors (snapshots) are linearly independent the
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last vector can be expressed as linear combination of remaining vector in matrix form,
AV1 = V2 = V1S (3.21)
where S is companion matrix. Eigen values of S are approximately equivalent to eigen values
of A. S can be then computed using QR factorization of V1 resulting in,
S = R−1QHV2 (3.22)
For more robust decomposition SVD is employed for decomposition V1 = UΣW
H . The
approximation of S then can be expressed as, S ∼ UHV2W−1. The eigen values of S then
yield the dynamical information of system represented by A. For a more in-depth discussion
on this method refer to Schmidt (2010). The eigen modes are then calculated by Φ = UEv
where Ev is eigen vector matrix of S. The eigen values are given as λi = (σ)i/∆t where σi
is the computed Ritz value.
3.4.2 DMD of Countercurrent shear flows
In the present case DMD analysis is conducted over the domain of interest shown in Figure
3.1; entire spanwise length is considered.
This region selected for DMD contains the dynamics of secondary jet interaction and
covers the entire streamwise length of recirculation bubble. The region of interest has total
of 1.5 million grid points. Total of 1300 snapshots separated by ∆t = 1.0e−4s ate collected.
The time step chosen satisfies the Nyquist criterion Schmidt (2010) fs ≥ 3f where fs is
sampling frequency and f is the frequency of the dynamical process to be resolved. The
computed Ritz values satisfy the convergence criterion eR < 1.0e
−6 ∗ norm(A) where eR is
maximum error in Ritz values for all eigen modes.
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(a) 7.5% (b) 23% case
(c) 36% case
Figure 3.23: DMD growth spectrum for all cases
Figure 3.23 shows the DMD spectrum for 7.5%, 23% and 36% mass ratios. In all three
cases ∼ 100Hz mode is found to have highest growth rate that is consistent with spectral
data at x/H = 0.075 and stability analysis using Orr-Sommerfeld equation. As mass ratio
is increased the growth rate of 100Hz mode increases and at 36% case a positive growth
indicates the transition in the dynamics from convective to self-excited global mode. The
corresponding eigen mode of largest eigen value is visualized (1st DMD mode) for all mass
ratio cases. The flow structures of corresponding modes are represented by 2nd eigen value
method of Jeong and Hussain (1995). Similar to instantaneous flow field two types of flow
structures are found, (i) spanwise oriented and (ii) streamwise oriented overlapped onto
spanwise structures. For clarity the streamwise and spanwise flow structures are separated.
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(a) 7.5%
(b) 23%
(c) 36%
Figure 3.24: Spanwise nature of most unstable mode (≈ 100Hz DMD mode)
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Figure 3.24a, 3.24b and 3.24c show the spanwise flow structure at the edge of the splitter
plate. Contours of flow spanwise vorticity is plotted over flow structures (iso-surfaces of
λ2). In order to place the discussion in perspective, the similarities are drawn between
the spanwise part of the most unstable DMD modes and spanwise nature of instantaneous
flow structure for 7.5% case (Figure 3.14). The spanwise flow structures also observed
instantaneously for higher higher secondary jet velocity; traces of spanwise structures are
observed in Figure 3.20. However, the spanwsie structures are obscured by overlapping
streamwise vortices. The spanwise vortex shedding at the end of the splitter plate is results
of primary instability that was discussed earlier. The time scale of spanwise vortices are
observed to remain almost invariant (∼ 100Hz) as depicted by the spectral characteristics
in the downstream neighborhood of splitter plate tip. Instantaneous streamline plots for all
mass ratios shown in Figure 3.13a,3.16 and 3.18 and the description of the jet oscillation
over the time scale of ∼ 100Hz frequency cycle emphasizes the role of spanwise vortices in
the secondary jet oscillation.
Figure 3.25 shows the streamwise flow structures associated with 1st DMD (highest
growth rate) mode for 23% and 36% mass ratio case colored with streamwise component
of vorticity. They show the set of counter rotating streamwise vortex pairs originating from
leading edge of the splitter plate and overlapping the recirculation region. Counter rotating
streamwise vortex pairs are typical features associated with secondary instabilities (elliptic
/ vortex merging) in planar shear layers. The evolution of stream-wise vortices is due to two
mechanisms. (I) Deformation of single spanwise vortex due to generic three dimensional per-
turbation in a shear field where the locally deformed part of vortex that encounters the local
high velocity is advected quicker, leading to stretching and stream-wise alignment leading to
counter rotating vortex pairs (Wu et al., 2006) (ii) Merging of span-wise vortices (Elliptic
instability) The formation of streamwise vortices and associated 3D instability mechanism
in merging of spanwise vortex (Bernal and Roshko, 1986; Lasheras and Choi, 1988). While
both spanwise and streamwise flow structures have identical frequency, only the spanwise
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flow structures are the consequence of primary instability mechanism and the streamwise
flow structures are the outcome of secondary mechanisms as described earlier. Therefore,
spanwise flow structures are only deemed as globally unstable in 36% mass ratio case.
(a) 23%
(b) 36%
Figure 3.25: Streamwise counter rotating pair of flow structures
3.4.2.1 Global mode frequency synchronization (36% case)
Additional spectral information is obtained at locations x/H = 0.075, 0.15 and y/H =
0.04, 0.85 for points 1,2,5 and 6 and x/H = 1.7, 2.0 and y/H = 0.04, 0.85 for points 3,4,7
and 8 shown schematically in Figure 3.26. Monitor point 5,6,7, and 8 are located near the
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upper wall and out of recirculation bubble and experience only the local flow acceleration
and deceleration. Point 1 and 2 are located in the vicinity of splitter plate tip and experience
jet oscillations and splitter plate tip vortex shedding. Point 3 and 4 are located within the
time averaged recirculation bubble witness a complex unsteady flow as observed in Figure
3.18. The four separate locations experience a variety local flow conditions as elaborated.
However, at all the locations the dominant mode is observed at 106Hz consistently. The self-
excitation in 36% case triggers the frequency synchronization of dominant instability mode
with other dynamical phenomenon leading to emergence of dominant frequency at multiple
spatial locations (Huerre and Monkewitz, 1990). In the present case the synchronization is
realized through coupling of primary instability mechanism and secondary jet oscillation.
Figure 3.26: Frequency synchronization for 36% case (Peak frequency 106Hz)
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3.5 Concluding remarks
A momentum driven countercurrent shear flow is simulated using large eddy simulation for
three mass ratios (7.5%, 23% and 36%). An excellent agreement is found in simulation and
experiments in terms of mean flow characteristics and spectral content of velocity signal
at specified location. The interaction of primary and secondary jet was analysed through
spectral analysis and flow visualization technique. Three distinct instability mechanisms are
observed, (i) Kelvin Helmholtz, (ii) secondary jet oscillation and (iii) elliptic instability of
vortex merging. kelvin-Helmholtz mode was found to emerge from instability of a counter
shearing velocity profile, verified by solving Orr-Sommerfeld equation for a generic perturba-
tion. A three dimensional stability analysis was conducted using Dynamic mode decompo-
sition method. The analysis showed, as velocity of secondary jet was increased, the primary
instability mode transited to a global mode triggering synchronization in frequency of flow
oscillation over entire domain. The reverse flow setup for 36% case was in excess of 30%
of streamwise flow that satisfies the criterion for establishment of global mode (Hammond
and Redekopp 1998). Although the reverse flow in 23% case appears to be instantaneously
exceeding 30% of streamwise flow, the downward jet oscillation causes the convective nature
of the flow and this is verified by the results of DMD analysis. The global mode at 36% case
was found to be spatially synchronized with the secondary jet oscillation, flow acceleration
in the upper region of primary flow and the recirculation bubble oscillations. The highly
three-dimensional nature of the flow field at higher mass ratio cases was attributed to the
counter rotating pairs of streamwise aligned secondary flow structures (due to secondary
instability mechanism (vortex merging)) and non-uniform spanwise oscillations of secondary
jet. This study shows that the turbulence in the primary channel of dump geometry can
be controlled by using a secondary counter flowing jet. The high levels of turbulence and
three-dimensionality of the flow field along with temporally sustaining recirculation bubble
makes such flows an excellent candidate for potential mixing and combustion applications.
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Chapter 4
Effect of Discrete Control Jets on Pla-
nar Countercurrent Shear Flows in Dump
Geometry
4.1 Introduction
In the previous chapter the dynamics of planar momentum driven countercurrent shear flow
in dump geometry was investigated for various secondary jet to primary jet mass flow ratios.
The principal idea behind the momentum driven countercurrent shear layer was to excite
and control the desirable flow dynamics by application of secondary control jet in the counter
flowing configuration to the primary channel flow. The study revealed large scale oscilla-
tion of the free momentum driven jet coupled with Kelvin-Helmholtz mechanism. Large
unsteadiness in the recirculation bubble due to secondary jet oscillation may potentially
augment the fluctuations in heat release rate - a highly undesirable characteristic for flame
stabilization/combustor applications.
The dynamic characteristics of the spanwise continuous secondary jet and mechanism
of flow oscillations were detailed in previous chapter. For spanwise continuous secondary
jet, the onset of Kelvin-Helmholtz vortex at the splitter plate tip was observed uniformly in
spanwise direction. The counter flowing nature of the secondary jet (shear layer) augments
the spanwise K-H vortex to form a larger recirculation above the secondary jet with pressure
minima at the core. The pressure difference causes the rollup of secondary jet in the primary
channel region. This schematic of this mechanism is shown in 3.19.
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In order to mitigate the the effect of large secondary jet oscillations, a spanwise discrete
secondary jet is proposed and studied in this chapter. The spanwise discrete nature is
designed to achieve following objectives,
(a) Disrupt the spanwise nature of Kelvin-Helmholtz vortex development at the tip of
the splitter plate.
(b) Allow entrainment of the fluid through the gap between the discrete jets to alleviate
the pressure difference across the secondary jet in cross stream direction.
(c) Retain the ability of countercurrent shear to maintain higher turbulence levels.
4.1.1 Case matrix and parameters
The schematic of the discrete secondary jet configuration is shown in Figure 4.1. The base
geometry and flow conditions used for the study of discrete secondary jets is identical to the
previously investigated configuration of spanwise continuous secondary jet for 36% case.
Figure 4.1: Schematic of discrete secondary jet
The width of individual discrete jet (S) and gap between the two successive jets (G) are
chosen as parameters controlling the discreteness of the secondary jet. The choice of jet
width is based on the length scale of spanwise modulations of continuous jet in the base
configuration. Figure 4.2 shows the spanwise variation of coefficient of cross correlation of
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spanwise velocity component at x/D = 0.0, y/D = 0.0 and z/D = 4 along the spanwise
direction for 36% case. The coefficient of cross correlation is observed to have modulations
of 8mm-20mm in the spanwise direction. These modulations are indicative of
Figure 4.2: Cross-correlation of spanwise velocity component
Based on this estimate of spanwise modulations of continuous secondary jet the following
case matrix is designed where, the gap between the jets is arbitrarily chosen.
Table 4.1: Discrete jet case matrix
Case name Jet width (S mm) Gap width (G mm)
S4G4 4 4
S8G4 8 4
S16G4 16 4
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4.2 Results and Discussion
(a) S4G4 (b) S8G4
(c) S16G4 (d) Spanwise continuous jet
Figure 4.3: Streamwise normalized velocity contours and streamlines at spanwise center of
discrete jet and spanwise continuous jet
Figure 4.3 show the time averaged velocity streamwise velocity contours, streamlines and
Figure 4.4 shows normalized total turbulence (based on three components of velocity fluc-
tuation) on a spanwise normal plane passing though the center of the discrete jet. For case
S4G4 the recirculation bubble is observed in shear layer region immediate downstream re-
gion of splitter plate. No acceleration in the mean flow filed was observed due to shear layer
interaction. The total turbulence levels (Figure 4.4a) of about 50% seen only in shear layer
region and lower region of primary channel. Absence of turbulence in upper half of primary
channel suggests the influence of shear layer interaction are limited to a region in vicinity of
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shear layer.
(a) S4G4 (b) S8G4
(c) S16G8 (d) Spanwise continuous jet
Figure 4.4: Total turbulence contours at spanwise center of discrete jet and spanwise
continuous jet
However, as the width of discrete secondary jet in increased to 8mm (case S8G4), a
bifurcated stream from secondary jet is seen rolled up in the main channel region. The dark
blue region shows the increased spreading of secondary jet compared to case S4G4. The
primary channel flow is accelerated by the shear layer interaction to ≈ 150% of primary
channel inlet velocity. The turbulence levels Figure 4.4b show increase in turbulence levels
in excess of 50% over entire primary channel region. The highest levels in excess of 100%
turbulence is observed in secondary jet spread region. For jet width of 16mm (case S16G4), a
significantly large recirculation bubble is observed with secondary jet roll up in the primary
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flow region. The flow field accelerated to about 180% of primary channel inlet velocity.
About 100% increase in turbulence levels was witnessed in the primary channel. As the
width of the discrete jet is increased, the mean and turbulence flow field approaches that of
continuous jet, indicating the spanwise dimension of the jet plays a critical role in dynamics
of discrete secondary jets.
Therefore, the velocity and turbulence field in the gap between the discrete jets is shown
in Figure 4.5 and 4.7. The comparison of mean velocity field in the primary channel appeared
in Figure 4.3a and 4.5a indicates the spanwise uniformity except in the shear layer region
where nor recirculation bubble is observed in the gap between the jets. For case S8G4
(Figure 4.5b) a small recirculation bubble is observed over the secondary jet assembly. The
bubble size increased for secondary jet width of 16mm (case S16G4). The acceleration in the
mean velocity field is observed similar to central region discrete jet. However, the marked
distinction in the mean flow field at center of the discrete jet and in the gap between them,
is the entrainment of the fluid below the secondary jet region into the the primary stream.
The fluid entrainment alleviate the pressure differential setup across the secondary jet in
cross stream direction. For larger jet width the increased separation of entrainment regions
at the spanwise end of the discrete jet does not allow sufficient fluid entrainment therefore
achieving the condition of spanwise continuous jet. For shorter jet width, the entrainment
appears to be sufficient to reduce the pressure difference significantly and the jet roll up is
completely absent (case S4G4).
The turbulence field between the discrete jets is shown in Figure 4.7. For discrete jet
width of 8mm (case S8G4) the the highest turbulence levels are observed in the shear layer
interaction region, however, the increase of 50% turbulence level observed at central region of
discrete jet is maintained. Indicating the consistent increase of turbulence levels in spanwise
direction. However, for 16mm jet width, the higher turbulence levels are observed in a central
region above the recirculation bubble. This is indication that locally higher turbulence levels
in the central region of discrete jet is a consequence of secondary jet rollup that was not
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observed in smaller secondary jet widths.
(a) S4G4 (b) S8G4
(c) S16G4
Figure 4.5: Streamwise normalized velocity contours and streamlines at spanwise section
between the discrete jets
(a) S8G4 (b) S16G4
Figure 4.6: Streamwise velocity contours at streamwise normal section (x/H=0.0)
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(a) S4G4 (b) S8G4
(c) S16G4
Figure 4.7: Total turbulence contours at spanwise section between the discrete jets
(a) S8G4 (b) S16G4
Figure 4.8: Total turbulence contours at streamwise normal section (x/H=0.0)
The streamwise velocity contours on a spanwise normal plane at the tip of the splitter
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plate (x/H = 0.0) is shown in Figure 4.6 for cases S8G4 and S16G4. The dark blue region
shows the secondary jet. Splitter plate is located at y/H = 0.0. The spanwise pockets of
low velocity region indicate the interaction region of secondary jet and primary stream. In
addition to fluid entrainment from a region below the splitter plate the gap between the
discrete jets allows a the stream of fluid (as seen in Figure 4.6), aids entrainment of fluid
from lateral direction in the recirculation behind the jet.
(a) Spanwise discrete shear layer vortices
(b) Flow structures behind the secondary jet
Figure 4.9: 3D flow structures (λ2 iso-surface) for case S8G4
The flow structures in the shear layer formed by secondary jet and primary stream are
shown in Figure 4.9a. The flow structures are observed only in the shear layer formed by
secondary jet and primary stream (position of discrete jet is clearly marked by the train of
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vortex structures). The spanwise discrete nature of shear layer vortices allow the entrain-
ment of the fluid from lateral ends into low pressure region at the vortex core. The cross
stream pressure difference driving the secondary jet oscillations is significantly reduced by
entrainment effect therefore, large oscillations of secondary jets are eliminated for shorter jet
widths.
The substantial turbulence levels throughout the primary jet region in case of S8G4 is
attributed to the greater degree of three dimensionality instigated behind the secondary jet.
Figure 4.9b shows the flow structures behind the secondary jet spanning throughout spanwise
and cross stream direction. It should be noted that these flow structures are formed only due
to shear layer interaction and partial rollup of the secondary jet, unlike the case of spanwise
continuous jet.
4.3 Concluding remarks
The effect of discrete secondary jet on countercurrent shear flows in investigated for various
jet widths. The mean flow characteristics are investigated and correlated with the charc-
teristics of spanwise continuous secondary jet. The recirculation regions and jet rollup are
significantly affected by the width of secondary jet. For shorter widths (S) the flow entrain-
ment from the gap below the the secondary jet and main stream completely negates the jet
rollup and jet is observed to be always countercurrent configuration. The primary stream is
minimally influenced in terms for mean flow acceleration and turbulence. As the secondary
jet width is increased higher degree of jet rollup is observed, mimicking the spanwise contin-
uous jet. Among the secondary jet width studied, 8mm (case S8G4) is found to be optimal
where, the jet rollups are related large flow oscillations are alleviated to a grater degree
while maintaining reasonable levels (higher that 50%) of turbulence through entire primary
channel region achieving all the three objectives of this study. Further study is suggested to
understand the detailed dynamics of secondary jet.
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Chapter 5
Film Cooling Flows
Abstract
Thermal and hydrodynamic flow field over a flat surface cooled with a single round inclined
film cooling jet and fed by a plenum chamber is numerically investigated using Large Eddy
Simulation (LES) and validated with published measurements. The calculations are done
for a free stream Reynolds number Re = 16000, density ratio of coolant to free stream fluid
ρj/ρ∞ = 2.0 and blowing ratio B.R. = ρjVj/ρ∞V∞ = 1.0. A short delivery tube with aspect
ratio l/D = 1.75 and 350 inclination is considered. The flow physics is investigated through
a detailed flow visualization study. The evolution of the Kelvin-Helmholtz (K-H), hairpin
and Counter-Rotating Vortex Pair (CVP) vortical structures are discussed to identify their
origins and draw similarities and distinctions with previously publlished work.
5.1 Problem Setup
A 12.7mm round jet with 35◦ inclination angle discharging into a crossflow over a flat plate
is under consideration. The schematic flow configuration is shown in (Figure 5.1). This con-
figuration was designed for the study of film cooling applications of gas turbine blades and
experimentally investigated for thermal and hydrodynamic flow field by Sinha et al. (1991).
The jet is formed out of a low aspect ratio (l/D = 1.75) delivery tube fed with a plenum
chamber that concurs with the realistic geometrical configuration of a turbine blade cooling
hole. In present computational model the origin of the coordinate system is placed at the
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leading edge of the film cooling hole with positive x axis aligned with streamwise direction,
wall normal direction with positive direction of y axis and z being spanwise direction. The
domain spans 21D in streamwise direction with 7D upstream from origin for development of
crossflow boundary layer. Flow field after jet is discharged in crossflow is studied over 15D
streamwise length. The separation between spanwise boundaries is set to 1.48D symmet-
rically on either side of center plane, consistent with spanwise separation between array of
film cooling hole in (Sinha et al., 1991). An orthorhombic plenum with plenum dimensions
8D in streamwise direction, 4D height 2.6D in spanwise direction and delivery tube entrance
placed symmetrically at the center of top surface is considered. The dimensions are large
enough to avoid any influence of plenum geometry other than entrance effects for inclined
delivery tube. Crossflow is an incoming boundary layer flow with free stream velocity 20m/s
and uniform temperature at 300K. The inlet boundary layer profile is specified as,
u = U∞
(y
δ
)1/5
(5.1)
Figure 5.1: Schematic of the domain
where boundary layer thickness δ is chosen such that the boundary layer profile at one
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diameter upstream of jet hole matches with measurements. Jet fluid enters plenum inlet
at uniform velocity of 0.338m/s and 150K temperature. An average condition of velocity
ratio V.R. = Uj/(U∞) = 0.5 and density ratio D.R. = ρj/(ρ∞) = 2.0 (blowing ratio B.R. =
(ρjVj)/(ρ∞V∞) = 1.0) is maintained at the jet exit. Flow exits domain through a streamwise
normal boundary at x = 15D. A non-reflecting outflow boundary condition is applied to the
exit plane such that it satisfies,
∂ui
∂t
+ Uc
∂ui
∂x
= 0 (5.2)
Top boundary of domain is considered as free stream boundary for the crossflow whereas,
lateral boundaries are treated as cyclic boundary condition. All wall boundaries are treated
as no slip adiabatic walls.
5.2 Numerical Method and Grid independence
The numerical tool used for simulation is an in-house developed parallel CFD code for com-
pressible flows in generalized curvilinear coordinate system. A finite volume discretization
over a body fitted block structured grid is employed. A 5th order accurate WENO (weighted,
essentially non oscillatory) scheme is used to discretize convective terms. A standard second
order accurate central difference scheme is used to discretize viscous terms. A second order
implicit temporal discretization is used with pseudo time stepping at each physical time
step. Incompressible flows at relatively low Reynolds numbers are handled with a low Mach
number pre-conditioner. The code is parallelization using MPI (message passing interface)
and scalability of the code is tested up to 1000 processors on HPC facilities at LSU, LONI
and XSEDE (San Diego supercomputing facility). Turbulent flows are handled with large
eddy simulation technique. A dynamic Smagorinsky eddy viscosity model given by following
expression,
µt = C
2
s ρ¯∆
2
(
|S˜|
)2
(5.3)
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is used to eddy viscosity to model subgrid scale eddies. Dynamic procedure to evaluate
model constant C2s is similar to procedure used in (Tafti, 2005). Only positive values of C
2
s
are considered neglecting the back scattering effects and volume averaged local smoothen-
ing procedure is employed for smoother distribution of eddy viscosity to avoid numerical
instability.
Figure 5.2: Grid independence
Final computational grid is chosen based on a grid independence study, where grid sizes
from 5M − 11.5M are tested. Figure 5.2 shows the centerline adiabatic film cooling effec-
tiveness for aforementioned mesh sizes. Grid independence is achieved at 8M grid points
therefore this grid is used for final simulation. Mesh spacing parameters for final grid, near
cooling wall were y+ ≈ 0.36, x+ ≈ 5 and z+ ≈ 11 based on ∂u/∂y at a location x/D = −1.0.
A adjacent cell height ratio of 1.4 was used in y direction for grid clustering near wall film
cooled wall.
A physical time step of ∆tU∞/D = 3.14×10−3 is used which is smaller than Kolmogorov
time scale ∆tkU∞/D = 7.87 × 10−3. The residuals at every time steps are allowed to fall
by 2 orders of magnitude using 20 pseudo time steps. Courant, Friedrich and Levy CFL
of 0.6 is used based on smallest grid size. Simulation is run sufficiently to convect away all
the initial transients over time period (TiU∞)/D = 60 thereafter relevant statistics collected
over a time period of (TstatU∞)/D = 120 until they render steady.
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5.3 Validation
Time averaged results from the simulation are compared with experiments conducted by
Sinha et al. (1991). Figure 5.3 and 5.4 show agreement of streamwise and wall normal
components of mean velocity RMS velocity with experimental data at measurement stations
x/D = 1.0, 3.0, 5.0 and 10.0. The mean velocity at all the station show a typical shear layer
profile formed by the low velocity jet and high velocity crossflow (vj/v∞ = 0.5). Distinct
existence of shear layer is observed until x/D = 5.0 and considerable jet spreading until
x/D = 10.0. The profile of turbulent fluctuations in streamwise and wall normal component
show very good overall agreement except at x/D = 1 and y/D > 0.5. It should be noted that
measurement station x/D = 1.0 is directly over the jet exit and influenced by the boundary
layer turbulence of incoming crossflow and wake within the delivery tube. Attributed to the
geometry, the advected wake turbulence from delivery tube influences turbulence levels below
y/D = 0.5 resulting in elevated turbulence levels in agreement with experiments. Low levels
of turbulence above y/D = 0.5 is attributed to lack of turbulent scales in crossflow boundary
layer. No information of turbulent length, time scales and intensity was provided at the
crossflow inlet as, very low levels (< 1%) turbulent intensity was measured experimentally.
Figure 5.3: Mean velocity profiles (NU/U0(exp),HV/U0(exp)),−U/U0(sim), - -V/U0(sim)
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Figure 5.4: RMS velocity profiles
(NU ′/U0(exp),HV ′/U0(exp)),−U ′/U0(sim), - -V ′/U0(sim)
Figure 5.5: Validation of adiabatic film cooling effectiveness
It should be noted that non-specification of information of turbulence scales at the in-
let not only negates the effect of incoming scales but also results in non-development of
turbulence due to boundary layer instability. However, the contribution of inlet turbulence
seems very marginal at downstream locations after x = 1D as seen at other measurement
station. Figure 5.5 shows the agreement of centerline and laterally averaged adiabatic film
cooling effectiveness with experimentally measured data. The origin (x/D = 0) in this plot
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is placed at trailing edge of the jet exit cross section. The centerline profile of adiabatic
film cooling effectiveness show rapid decline until x/D = 2.0, a characteristic of jet liftoff. A
partial re-attachment of jet after x/D = 2.0 results in marginal gain in adiabatic film cooling
effectiveness until x = 6.0D and steadily declines thereafter. Agreement between laterally
averaged film cooling effectiveness leads to the conclusion that the spreading of the jet on
the cooling wall was captured accurately.
5.4 Jet in Crossflow background
Fundamental configuration of film cooling flows is that of jets in crossflow (JICF). Study
began as an investigation of chimney plumes (1932) and smoke dispersion from industrial
smoke stacks. Later applications were developed in in later half of 1940s mainly for military
applications of JICF, such as V/STOL, combustor cooling and thrust vectoring system. A
summary of work before 1993 is presented by Margason (1993) in his famous paper 50 years
of jet in crossflow research. Post 1993 a number of experimental and computational studies
devoted for identifying dynamic mechanisms responsible for genesis of coherent structures
in JICF. A representative list of such studies is, (Sykes et al., 1986; Andreopoulos and Rodi,
1984; Coelho and Hunt, 1989; Krothapalli et al., 1990; Fric and Roshko, 1994; Kelso and
Smits, 1995; Kelso et al., 1996; Haven and Kurosaka, 1997; Yuan et al., 1999; Lim et al., 2001;
Sau and Mahesh, 2008; Ilak et al., 2012). Collective focus of all these studies was on four
basic flow structures viz. (i) counter rotating vortex pair (kidney pair), (ii) Kelvin-Helmholtz
shear layer structures, (iii) horse shoe vortex and (iv) wake vortices (tornado like structures).
These flow structures interact with another that give rise to a highly three dimensional flow
and making conclusive observations a challenging task. As a result several theories about
initiation mechanism of these structures were proposed. Although there is general consensus
about multiple initiation mechanisms for all four fundamental vortical structures of JICF,
the topic remains an active area of research.
In this monograph we study a particular application of an inclined JICF applied to film
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cooling of gas turbine blades. The characteristic vortical structures and their initiation
mechanism is investigated and put in perspective of fundamental flow physics investigations
from literature to seek similarities and differences.
5.5 Flow physics of inclined jet film cooling flow with density variation
In this section we discuss coherent flow structures and the underlying mechanisms of inclined
film cooling jet. A broader perspective of coherent structures in film cooling flow at an
arbitrarily chosen time instant is provided in Figure 5.6(a) and (b). The flow structures
are visualized with iso-surfaces of λ2 < 0 due to Jeong and Hussain (1995) and contours of
temperature. Similar to the observations of (Fric and Roshko, 1994), shear layer (Kelvin-
Helmholtz) vortices, horse shoe vortex and hairpin vortex structures, counter rotating vortex
pair (not seen in figure) are observed in the flow field. Tornado like wake vortices are not
present as jet discharges coolant fluid in crossflow at an acute angle with the purpose of
keeping it attached to the cooling wall.
(a) (b)
Figure 5.6: Perspective of flow structures in film cooling flows
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5.5.1 Horseshoe vortex structure
Horseshoe vortex structure in jet in crossflow configuration is similar to the usually encoun-
tered flow past a wall mounted bluff body. Figure 5.73 (a) and (b) show the horse shoe
vortex visualized on spanwise plane of symmetry and by iso-surface of second eigen value λ2
criterion, for an arbitrarily chosen time instant. Consistent with the observations made by
Kelso and Smits (1995) a primary triple vortex system is seen upstream of the film cooling
hole. This system is found to be steady, i.e. no significant oscillations leading to coalescence
of triple vortex are observed as reported by Kelso and Smits (1995).
(a) (b)
Figure 5.7: Horseshoe vortex structure
However, the interaction of leading vortex of horse shoe vortex system and boundary layer
from the delivery tube causes streamwise oscillations horse shoe vortex. The amplitude of
this oscillation does not have impact on horse shoe vortex system to the extent where the
topological changes are instigated. We discuss this interaction in detail in following section
in context of shear layer vortices. Beside aforementioned role the effect of horseshoe vortex,
no other significant interaction is observed in the flow field.
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5.5.2 Shear layer vortices
Shear layer vortices are prominent vortical structures in jet in crossflow. Shear layer vortices
are similar to ring vortex structures in free jets. Kelvin-Helmholtz mechanism is widely
accepted as the mechanism responsible for genesis of these structures. Before we proceed
with the analysis of shear layer structures in present case, an important distinction between
present case and classically conducted jet in crossflow studies must be noted. Majority
aforementioned JICF studies that investigated the coherent flow structures and mechanism
of their genesis, conducted respective studies for velocity ratio greater than unity and density
ratio of unity; the control parameter r reduced to (ρjV
2
j )/(ρ∞V
2
∞) = Vj/V∞ > 1 for all of
the studies.
(a)
(b)
Figure 5.8: Shear layer flow structures
However, the present case scenario is a realistic condition for film cooling application
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with blowing ratio B.R. = (ρjVj)/(ρ∞V∞) = 1.0 as control parameter and density ratio
D.R. = ρj/ρ∞ = 2.0. This leads to a low velocity jet and high velocity crossflow (V.R. =
Vj/V∞ = 0.5) resulting in a windward shear layer has anti-parallel vorticity compared to
JICF studies previously conducted with Vj/V∞ > 1 and ρj/ρ∞ = 1.0. This distinction cited
further to explain dynamics of shear layer vortices in comparison with previous studies later
in this section.
(a) Snapshot ∆t = 0.8µs
(b) Vortx shedding frequency
Figure 5.9: Karman type vortex shedding
Figure 5.8a shows the spanwise vorticity contours on the spanwise plane of symmetry.
Discrete blobs of positively and negatively oriented vorticity are observed in the windward
shear layer formed by jet and crossflow. A three dimensional perspective of shear layer
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vortices visualized using λ2 criterion and shear layer itself is visualized with streamwise
velocity contours on the spanwise plane of symmetry (Figure 5.8b).
A closer view of the vortex initiation region of shear layer vortices is provided in Figure
5(a). Four snapshot provided are 0.8µs apart spanning over one complete frequency cycle of
3180Hz. It is observed that the interaction between horseshoe vortex and vorticity from the
boundary layer within delivery tube leads to a Karman type vortex shedding at upstream
edge of film cooling hole, where discrete blobs of anti-clockwise (positive vorticity) vorticity
are shed from boundary layer from delivery tube and clockwise (negative vorticity) vortices
are shed from boundary layer vorticity of crossflow. The time scale of the shear layer vortices
is determined using spectral decomposition of a single point velocity signal obtained at a
location (x/D = 0.1, y/D = 0.1, z/D = 0.0), in the immediate neighborhood of leading edge
of film cooling hole (Figure 5.9b). Highest spectral energy is found at 3180Hz (Stθ = 0.125,
θ is momentum thickness at x/D = −1.0).
5.5.2.1 Role of Kelvin-Helmholtz mechanism
The street of Karman like vortices shed is convected along the shear layer formed by the jet
and crossflow. Orientation of these vortices and mean velocity profile of the shear layer at
downstream edge of film cooling is shown in Figure 5.10a. It is interesting to observe that
anti-clockwise vortices (positive vorticity) decay as they are convected along the shear layer
while, clockwise vortices grow. The explanation to this observation is provided further.
In Kelvin Helmholtz mechanism the vorticity vector discrete rolled up are consistent with
the direction of vorticity vector of the mean shear layer. Rollup of perturbed vorticity sheet
in the shear layer starts on the side of high velocity stream and the direction is consistent with
vorticity vector of the shear layer. Such a rollup process catastrophically form a discrete vor-
tex form a continuous sheet of vorticity. Therefore, in an uncontaminated Kelvin-Helmholtz
mechanism the direction of vorticity vector of all discrete vortical structures are identical.
However in the present case, both positive and negative vortex blobs are observed due to
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Karman type vortex shedding at the beginning of shear layer formation.
(a)
(b)
Figure 5.10: Growth and Decay of shear layer vortices
Due to anti-parallel orientation of vorticity with the mean shear layer, anti-clockwise
vortex undergo a cancellation of vorticity hence decay progressively. This phenomenon along
with Karman like shedding is a major distinction between present case shear layers and shear
layers in classical jet in crossflow where only Kelvin-Helmholtz mechanism is dominant and
cause of discrete roll up of identical vortical structure. Figure 5.10b shows the decay and
growth of aforementioned vortical structures visualized in three dimensions.
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5.5.3 Counter rotating vortex pair
Counter rotating vortex pairs (CRVP) are widely recognized and prominent feature of entire
class of jets in crossflow. Upon formation CRVP grow in size and entrains large amount
of crossflow fluid. Significantly higher mixing observed in jets in crossflow is attributed to
counter rotating vortex pairs. Jet trajectory can be significantly influenced by controlling
the characteristics of CRVP through shaped exits (Haven and Kurosaka, 1997) of jets and
pulsation (Cortelezzi and Karagozian, 1999). For the same reason, role of CRVP is critical
in film cooling applications since jet liftoff and crossflow entrainment can lead to significant
degradation of film cooling performance. Although several initiation mechanisms are pro-
posed for counter rotating vortex pair, three widely accepted. First was mechanism proposed
by Sykes et al. (1986) and Kelso et al. (1996) through experimental study, attributes the
initiation of CRVP to the alignment of leeward arms of shear layer vortices. In the purview
of observations made by Kelso et al. (1996) evidence of an additional mechanism of hanging
vortices was produced by Yuan et al. (1999) through computational study. They showed the
shearing action of the jet and crossflow interface leads to formation of two vortex streaks
on either side of jet that is rolled up inward on the lee-side of the jet. Third mechanism
was proposed by Andreopoulos and Rodi (1984) and Haven and Kurosaka (1997) in which
they proposed the initiation of CRVP is due to the realignment of side wall vorticity of the
hole passage in the streamwise direction under the influence of crossflow. This view was
proposed as early as in 1958 by Scorer (1958). However, it is interesting to note that the
Kelvin-Helmholtz mechanism remains as a fundamental mechanism for hanging vortex initi-
ation and shear layer vortices (ring vortex) as well that constitute first two of the proposed
mechanisms.
In present case Figure 5.11a and 5.11b shows time averaged counter rotating vortex
pair at x/d = 1.78 and x/d = 4.78 symmetrically placed around z = 0. Almost two fold
increase in the size of CRVP is observed within streamwise distance of three hole diameters.
Corresponding entrainment of crossflow fluid in the jet region is also evident in reduction of
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jet core temperature and increase in jet width indicated by temperature contours. CRVP is
attributed for majority of crossflow entrainments and lead to significantly higher mixing of
jet and crossflow fluids.
(a) x/D = 1.78 (b) x/D = 4.78
(c)
Figure 5.11: Structure of counter rotating vortex pair
It is observed that anti-clockwise vortex has arc like shape dictated by the hole shape
(visible in Figure 5.10b) while clockwise vortex shed from crossflow boundary layer initiated
at the upstream edge only. The side arms of the anti-clockwise vortex are swept in streamwise
direction giving rise to counter rotating pair of vortices on either side of the jet. Anti-
clockwise vortices are shed through Karman type vortex shedding is essentially the spillage
of vorticity from the boundary layer within delivery tube over the edge of film cooling
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hole. Further, through coalescence of discrete side arms of multiple anti-clockwise vortices
strengthen the CVRP to from a continuous pair of counter rotating vortices in the near
field region, downstream of film cooling hole. These observations are consistent with CRVP
initiation mechanisms proposed by Haven and Kurosaka (1997).
5.5.4 Other mechanisms contributing to CRVP
5.5.4.1 Flow field inside delivery tube
Figure 5.12: Velocity field in delivery tube
Flow field in delivery tube is of particular importance in film cooling flows where an inclined
jet is fed by a plenum. Figure 5.12 shows the velocity field inside the delivery tube. As
coolant fluid enters delivery tube in a direction normal to cooling wall (positive direction of
y-axis), flow separates to form a wake region on leeward side and locally accelerates on the
windward side.
The length of delivery tube also plays an important role in determining the jet trajectory.
(Sinha et al., 1991) showed for same mass flux ratio, low aspect ratio delivery tube enhances
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jet liftoff behavior due to local jet acceleration on windward side of the jet causes high local
momentum ratio and increased jet penetration. This behavior can lead to significant loss of
film cooling performance, particularly in near hole field.
(a) (b)
Figure 5.13: Flow field inside delivery tube
Instantaneous vortical structures visualized inside delivery tube are shown in Figure 5.13.
Two types vortical structures are observed in wake region, (i) Spiral vortices at the spanwise
lateral edge of delivery tube entrance, (ii) Hairpin type flow structures riding atop spiral
structures. Spiral structures originate through flow separation at lateral edge of delivery
tube entrance and get swept throughout the length of delivery tube. Wake region and local
jet acceleration is evident through velocity distribution on exit plane of delivery tube as
shown in Figure 5.13b. Also the bundles of streamlines originating from each spiral vortex
remain distinct even after the jet exits in the crossflow. Orientation of vorticity in spiral
vortices is consistent with the counter rotating vortex pair and advected vorticity from spiral
vortices merge with CRVP originated from boundary layer vorticity from delivery tube edge
as shown by visualizing time averaged flow structures in Figure 5.14.
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Figure 5.14: Time averaged flow structures in delivery tube
5.5.4.2 Hairpin vortices: Interaction of Anti-clockwise and clockwise shear layer
vortices
Hairpin vortex structures are characteristic of jet in crossflow and largely studied in the
perspective of film cooling flows. This is due to the fact that hairpin vortices are prominent
at low momentum ratios that are customary to film cooling applications. Ilak et al. (2012)
through stability analysis established that hairpin vortices are consequences of instability of
jet shear layer downstream of the jet at velocity ratio r=0.675 with a limit cycle characteris-
tic of Hopf bifurcation. Formation of hairpin vortex was investigated at velocity ratio r=1.0
by Sau and Mahesh (2008). Both studies were conducted for vertical jets at low Reynolds
number, showed the hairpin vortices arise through instability of leeward shear layer down-
stream of film cooling hole. The mechanism of hairpin vortex formation is given based on
the fact that vorticity cancellation of the windward side jet shear layer by opposite vorticity
imposed by crossflow boundary layer. This leads to formation of incomplete vortex ring
which is advected as hairpin vortex (Sau and Mahesh, 2008).
In the present case of inclined jet the phenomenon of vorticity cancellation is completely
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absent and additionally leeward shear layer is replaced by a complex wake structure from
delivery tube. The vortex shedding phenomenon from upstream edge of film cooling hole
sheds both anti-clockwise and clockwise vortices as discussed previously and shown in Figure
5.10b. However, as the both type vortices are convected downstream, clockwise vortex grow
in spanwise direction to form an arc like shape.
(a)
(b)
Figure 5.15: Evolution of hairpin vortex
Figure 5.15a shows the schematic of evolution of hairpin vortices. As clockwise vortices
feeds on shear layer vorticity they grow in spanwise direction and approximately assume
jet curvature. During this development, the lateral edges of clockwise vortices wrap onto
counter rotating vortex pair formed by lateral swept arms of anti-clockwise vortices. At
this stage the head of the clockwise vortex is advected at the mean streamwise velocity of
the windward shear layer, however, the later ends lag due to their vicinity to the wall and
resulting low advection rate. This leads to reorientation of lateral ends of clockwise vorticity
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in the streamwise direction parallel to vorticity of counter rotating vortex pair resulting in
formation of hairpin vortex. Figure 5.15b clearly shows evolution of such a hairpin vortex.
5.6 3D Visualization of flow structures
Figures in this section are anaglyph 3D images of flow structures for vided for clearer visu-
alization of flow structure topology and their relative placement in three dimensional space.
The images can be viewed in easily available Cyan-Red anaglyph 3D goggles.
Figure 5.16: Shear layer vortical structures
Figure 5.17: Shear layer vortices and CRVP
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Figure 5.18: Flow structures inside delivery tube
5.7 Conclusion
Modal analysis of LES results for an inclined film cooling jet are undertaken for Reynolds
number, Re = 16000, l/D = 1.75, B.R. = 1.0 and D.R. = 2.0. Excellent agreement
between experimental and simulation results are obtained for both the hydrodynamic (first
and second order quantities) and thermal (film cooling effectiveness) data. The evolution
of the Kelvin-Helmholtz vortices, the origin and mechanisms associated with the counter
rotating vortex pair and the transition of the Kelvin-Helmholtz vortices to hairpin vortices
is investigated through extensive flow visualization.
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Chapter 6
Modal Analysis of Inclined Jet Film
Cooling Flows with Density Variation
Abstract
Dynamic Mode Decomposition (DMD) technique. The modal frequencies are identified,
and the specific modal contribution towards the cooling wall temperature fluctuation is
estimated on the film cooling wall. The low and intermediate frequency modes associated
with streamwise and hairpin flow structures are found to have the largest contribution (in-
excess of 28%) towards the wall temperature (or cooling effectiveness) fluctuations. The
high frequency Kelvin-Helmholtz mode contributes towards initial mixing in the region of
film cooling hole away from the wall. The individual modal temperature fluctuations on
the wall and their corresponding hydrodynamic flow structures are presented and discussed.
Modal analysis is conducted using the data obtained by LES simulation described in Chapter
5.
6.1 Modal Analysis
The analysis of the large data sets emerging from DNS and LES, and the understanding
of the complex dynamical features present unique challenges. Modal analysis provides a
more quantitative description of the larger dynamical flow structures, and the flow physics
can be understood through the corresponding low-dimensional representation enabled by
the modal analysis. For example, Proper Orthogonal Decomposition (POD) (Berkooz et al.,
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1993; Lumley, 1970) techniques have been commonly employed to study turbulent flows
(Berkooz et al., 1993; Meyer et al., 2007). However, POD suffers from loss of dynamical
information when the auto-correlation matrix (second order statistics) is constructed and the
energetic modes may not provide a sufficient criterion for the low-dimensional representation
(Schmidt, 2010) of the flow. The Dynamic Mode Decomposition (Schmidt, 2010) approach
yields information about all the flow modes and their growth rates akin to the stability
analysis approaches in simplified flows. It should be noted that (Bagheri et al., 2009) are
amongst the only ones who have used the DMD approach to understand the behavior of
the dynamically significant modes in a JICF. They have however focused their attention
on a vertical JICF with jet to crossflow velocity ratio of 3.0 and investigated the global
modes exhibiting self-sustained oscillations. No studies using DMD have been reported for
a realistic film cooling configuration of an inclined jet. Such an analysis will allow us to
understand the role of the different modes on the development of the various flow features
and on the surface temperature distributions in a film cooling jet. In the present study
we use the DMD approach to conduct a modal analysis of film cooling flow data obtained
from LES of an inclined round film cooling jet over a flat surface. Results are obtained for
a realistic Reynolds number of 16000 based on the coolant hole diameter. The goal is to
identify the key flow modes that influence the surface temperature or cooling effectiveness,
and the dynamics associated with these modes. This paper represents the first effort at
a modal analysis of an inclined film cooling jet, and is the first comprehensive study that
combines both the hydrodynamic and thermal fields.
6.2 DMD-Algorithm
A brief over view of DMD algorithm is provided in this section. Dynamic mode decomposition
was first proposed by Schmid and Sesterhenn (2009) and Schmidt (2010). It has been applied
to jet in crossflow, (Bagheri, 2010), turbulent flow over a square cavity (Seena and Sung,
2011). A comprehensive account of theory and various application may be found in (Chen
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et al., 2012). In this monograph we use the algorithm proposed reported in (Bagheri, 2010).
Typically in any of the aforementioned algorithms total of N snapshots of complete three
dimensional flow field over the region of interest are collected at regular time interval ∆t are
arranged in matrix form V N−11 and V
N
2 ,
V N−11 = {v1, v2, ..., vN−1}
V N2 = {v2, v3, ..., vN}
where vi a column vector representing is i
th snapshot. The number N is large enough,
such that the N th snapshot can be represented as a linear combination of preceding N − 1
snapshots.
vN = c1v1 + + cN−1vN−1 + r (6.1)
Similarly, if a matrix operator A is devised such that,
vi+1 = Avi (6.2)
AV N−11 = {Av1, A2v1, , AN−1v1} = V N2 (6.3)
then, A would be equivalent to the coefficient matrix operator formed of governing equa-
tions that governs the spatio-temporal evolution of field variables. Therefore, the Eigen
values of A would provide the characteristic information of the system. However, formu-
lation of such an operator is computationally demanding. Recent works of (spectral paper
and global stability) using Koopman mode analysis based on Arnoldi type algorithm used a
similar method for stability analysis of the flow. In (Bagheri, 2010) an alternative approach
is used to form a companion matrix from coefficient of linear combination in Eq. 6.1 and
use the fact that V N−11 and V
N
2 differ by only N
th snapshot. Hence writing Eq. 6.3 in the
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following form,
V N2 = AV
N−1
1 = V
N−1
1 C + Ir (6.4)
and ci are arranged as companion matrix C,
C =

0 . . . 0 c1
1
. . .
... c2
0
. . . . . .
...
... 1 0 cN−2
0 . . . 0 1 cN−1

(6.5)
The properties of C now are equivalent to that of A and therefore the eigen values of C would
contain the characteristic information of the underlying dynamic system represented by the
ensemble of snapshots. Dynamic modes are then the projection of the instantaneous flow field
onto the basis (Eigen vectors) of C. The growth rate and frequency of a dynamic mode are
given as real and imaginary values of λi = (log σi)/(∆t). Positive and negative growth rates
indicate the growing and decaying modes in the flow field with their corresponding angular
frequencies. Thus, DMD procedure enables to conduct eigenvalue analysis by constructing a
companion matrix C the Eigen values and Eigen vectors that are equivalent to eigen values
and eigen vectors of A, avoiding the reconstruction of entire system matrix.
6.3 DMD Analysis
DMD analysis of velocity and temperature field is conducted simultaneously. As the flow
is convection dominant effect of thermal diffusion are minimal as indicated by high Peclet
number ReDPr = 14400, the spectral characteristics of temperature field is closely related to
that of velocity field. A single point time series signal of streamwise velocity and temperature
field is obtained at a location (x/D = 0.1, y/D = 0.1, z/D = 0.0). Corresponding spectral
decomposition of temperature and velocity signal is shown in Figure 6.1. Highest dominant
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frequency of 3180Hz and subsequent second and third harmonics at 6459Hz and 9849Hz is
observed in both temperature and velocity spectra. Spectral information obtained is used
for deciding temporal spacing between consecutive snapshots in accordance with Nyquist
criterion (Schmidt, 2010) and validating the spectral information obtained from DMD anal-
ysis. The sub-domain used for DMD analysis shown in Figure 6.2 extends −2.4 ≤ x/D ≤ 15
Figure 6.1: Spectral power density of streamwise velocity and temperature at
(x/D = 0.1, y/D = 0.1, z/D = 0.0)
in streamwise direction, 0 ≤ y/D ≤ 2.3 in wall normal direction and covers entire spanwise
direction −1.5 ≤ z/D ≤ 1.5. Total of 100 snapshots are collected over 0.5 flow through
time period (≈ 2000 physical time steps) at time interval of ∆t = 4 × 10−5s. Eigen val-
ues of dominant modes were found steady and had no-impact after considering additional
snapshots beyond 100. Convergence criterion for evaluation of Ritz values Ritz vectors set
to eR ≤ 1.0 × 10−5 for each Eigen mode. Two distinct ranking criterion may be chosen for
ranking of DMD modes. First and unique to DMD technique is the growth rate information
of the modes and second by evaluating the energy content of the modes as evaluated by sec-
ond norm of individual mode ‖DMi‖2. Frequency content of individual modes may be used
as the independent variable in each of the cases mentioned before. Second criterion provides
additional flexibility of evaluating energy content of modes in restricted spatial regions to
evaluate local dominance of the modes. This information may be valuable for evaluation of
modal contribution to a localized phenomenon.
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Figure 6.2: DMD-Domain D(shown in red)
Figure 6.3: DMD-growth spectra
(a) (b)
Figure 6.4: DMD spectral power distribution (a)‖DMi‖2∀ D (b) ‖DMi‖2∀ cooling wall
115
Following this idea, we rank the extracted DMD modes of temperature fluctuation ac-
cording to (i)growth rate, (ii) spectral power density on entire domain and (iii) spectral
power density only on film cooling wall. This enables to determine dynamically significant
modes, most energetic modes over entire domain and modes contributing to wall temperature
fluctuation. Figure 6.3 shows the the growth rate of various modes at discrete frequencies.
The centrally located zero frequency and zero growth rate mode corresponds to the mean
flow field based on the snapshots used for modal decomposition. The mode with highest
growth rate is found at 3180Hz corresponds to fundamental frequency of shear layer mode
observed in spectral decomposition of a single point velocity signal mentioned earlier. Second
and third harmonics of shear layer found at 6455Hz and 9849Hz (marked ?) have highest
growth rate after the fundamental mode. Other modes that are marked/grouped are ranked
according to their spectral power density and discussed next.
Figure 6.4a shows the spectral power distribution of temperature modes over entire do-
main D and only on cooling wall Figure 6.4b respectively. Shear layer structures at 3180Hz
are found to have highest power spectral density among all modes over the entire domain
marked in red arrow. Second and third harmonics (marked ?) although have distinct energy
levels in the respective frequency neighborhood, contain small fraction of energy relative to
the low frequency modes distinctly marked in Figure 6.4a. However, the spectral energy
distribution on film cooling wall shown in Figure 6.4b indicates, the shear layer structures
have minimal influence on the temperature fluctuations on film cooling wall as they contain
negligible energy. The most energetic modes on film cooling wall are the low frequency modes
and the energy content decays exponentially as frequency increases. Frequency content of
the marked modes is provided in Table 7.1.
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Table 6.1: Mode tag and frequency
Mode Tag Frequency (Hz)
Blue ArrowB 258
Green Arrow (G) 465
Orange Circle-1 (O-1) 750
Orange Circle-2 (O-2) 942
Orange Circle-3 (O-3) 1208
Purple Circle -1 (P-1) 1474
Purple Circle -2 (P-2) 1707
Purple Circle -3 (P-3) 1973
Purple Circle -4 (P-4) 2191
Purple Circle -5 (P-5) 2448
Purple Circle -6 (P-6) 2762
Red Arrow (R) 3180
Before we focus on the modal contributions towards temperature fluctuation on cooling
wall, we take note of topological nature of the selected modes to emphasize the nature of
coherent structures of various modes. This will enable to describe a complete picture of
modal contributions and underlying mechanisms of temperature fluctuation on film cooling
wall. Figure 6.5 show the topology of selected modes. Low frequency modes in Figure
6.5a (258Hz) and Figure 6.5b (465Hz) show streamwise structures pertaining to CRVP
structures. It should be noted that, due to high Reynolds number flow, in instantaneous
sense CRVP in far field location from film cooling hole does not exist as a single large
structure. Instead, it is made up of numerous small streamwise vortices that are discrete in
streamwise direction and appear to be chaotic in nature. At higher frequency a transition
from streamwise structures to hairpin like structures is observed in Figure 6.5c (1707Hz).
At highest dominant frequency shear layer structures are observed. A comparison of Figure
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6.5c and Figure 6.5d indicates the near hole region is dominated by shear layer structures
and further downstream the evolution of hairpin structures dominate the flow field.
(a) 258Hz (b) 465Hz
(c) 1707Hz (d) 3180Hz
Figure 6.5: Topological structures of selected DMD modes
Figure 6.6 shows the modal temperature variation on film cooling wall surface due to
few selected DMD modes. The scale represents non-dimensional temperature η (film cooling
effectiveness); contour levels are adjusted for clarity. Note that modal decomposition is akin
to triple decomposition of the fluctuating field with each mode representing the periodic
process of a discrete frequency. The detailed discussion is provided in appendix. The second
norm ||DMi(x, y, z)|| ≡ |DMi(x, y, z)| is the local amplitude of ith mode akin to the Fourier
amplitude (mean subtracted DMD is equivalent to discrete Fourier transform Chen et al.
(2012)).
Considering the levels of temperature fluctuations on film cooling wall, the cooling region
is divided in two categories, (i)0 ≤ x/D ≤ 3D and (ii)x/D > 3D. First region witness a
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rapid decline in film cooling effectiveness due to jet lift off and experiences high degree
of unsteadiness in cooling wall temperature. A high modal contribution of modes over a
wide range of frequencies is observed in this region. The second region however, has source
of temperature variation largely in low and intermediate frequency modes. In order to
put forth a perspective in the discussion, the percentage modal variation in temperature,
reported henceforth, is calculated with reference value of η = 0.4. This value corresponds to
maximum mean film cooling effectiveness in downstream region of film cooling hole beyond
the initial jet liftoff region.
Figure 6.6: Modal contribution to wall temperature fluctuation
On over all film cooling region the largest fluctuation of temperature (≈ 37%) about
mean value is caused due to low frequency modes B and G. The topological structure vi-
sualized for mode B indicates corresponds CRVP structures. Intermediate modes O-2, O-3
and P -1 contribute about ≈ 28% variation of temperature over film cooling wall. These
modes are associated with hairpin type flow structures shown in Figure 6.5c. Shear layer
modes has direct contribution of ≤ 5% toward wall temperature variation. CRVP enhances
jet and crossflow mixing by entrainment and draws crossflow fluid directly under the jet.
The fluctuations are dominant at the spanwise edge of the cooled area of the wall indicat-
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ing unsteadiness associated with crossflow entrainment associated with CRVP and hairpin
structures consistent with the mixing front formed due to entrainment.
6.4 Modal reconstruction and time stepping
Low dimensional reconstruction of the flow field from DMD modes may be done with fol-
lowing expression (Chen et al., 2012),
vj =
m∑
i=1
σjiDMi (6.6)
where m = N − 1 is number of extracted modes from N snapshots used for DMD. σi and
DMi are i
th Ritz value and Ritz vector. A reduced order representation may be constructed
using only a subset of extracted modes m < N − 1. Additionally, this expression allows to
generate the instantaneous flow/temperature field at arbitrary time instant. The reduced
order representation may also be constructed by considering single or selected modes to eval-
uate instantaneous contribution to fluctuations that can be advanced through time (equation
6.6). Employing this technique to generate instantaneous snapshots, a complete reconstruc-
tion of the temperature field is done considering all 99 modes extracted. Figure 6.7 shows
the comparison of centerline and laterally averaged film cooling effectiveness obtained from
time averaged results of simulation and reconstructed from DMD modes.
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Figure 6.7: Verification of reconstruction of DMD
Figure 6.8: RMS of Modal temperature fluctuation
Figure 6.8 shows RMS of the modal temperature fluctuations in comparison with the
mean obtained over identical set of snapshots used for modal decomposition. Maximum
121
variation in the range of 35%-40% is seen in region before x/D ≤ 3.0 for mode B, G and
O-1. In the region beyond x = 3D the RMS values are of the order of 16% to 18% for modes
B and G. 5% to 8% RMS is observed for modes O-1, O-2, O-3 and P -1.
6.5 Conclusion
The modal analysis is conducted using the dynamic mode decomposition (DMD) technique.
The modal contributions towards the wall temperature fluctuation is calculated using the
2nd norm of the various modes on the film cooled wall. The low frequency, predominantly
streamwise oriented modes are found to contribute more towards wall temperature (cooling
effectiveness) fluctuation. Of these, the modes B (258Hz) and G (465Hz corresponding to
the CVP) are found to be active over the entire span of film cooled area with a maximum
of 16% contribution to film cooling effectiveness variations beyond x/D = 2, and these
fluctuations increase to nearly 35% near the film cooling hole. These modes are attributed
to the CVP (mode G) and near wall streamwise structures (mode B). The ’O’ and ’P’
modal contributions (750 Hz-2762 Hz) are found to contribute in the range of (RMS) 5% -
8% towards film cooling effectiveness, The contributions diminish with increasing frequency
with the highest frequency K-H mode contributing only in the immediate vicinity of the film-
cooling hole. Hairpin type flow structures are associated with modes at multiple frequencies.
The modal analysis is also shown to capture the evolution of CVP in the near hole region
and the transition of clockwise K-H vortices to hairpin like structures.
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Chapter 7
Mixing characteristics of Inclined Jet
in Crossflow
Abstract
General mixing chartacteristics and modal analysis of macro (resolved) and micro (subgrid)
scale scalar dissipation rates in an inclined low temperature jet in crossflow are studied using
large eddy simulation (LES) data. An inclined JICF is setup with a short delivery tube
with aspect ratio l/D = 1.75 and 35◦ jet inclination, conducive to film cooling application.
LES is performed for free stream Reynolds number ReD = 16000, blowing ratio B.R. =
(ρjVj)/(ρ∞V∞) = 1.0 and density ratio ρj/ρ∞ = 2.0. Simulation results are validated with
experimental data in literature for hydrodynamic flow and thermal field. General mixing
characteristics of cold and hot fluid streams are discussed using jet centerline decay of scalar
concentration, crossflow entrainment, resolved and subgrid scalar dissipation rates. Further,
modal analysis of macro and micro scale scalar dissipation rate (SDR) is conducted using
Dynamic Mode Decomposition to reveal the role of individual modes in mixing process.
Streamwise variation of modal energy is computed for selected SDR modes. The formation
of shear layer vortices is associated with highest SDR over the jet region till x/D ≈ 3.0 and
decay thereafter. Counter rotating vortex pair and hairpin vortices dominate SDR further
downstream region beyond x/D ≈ 3.0.
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7.1 Introduction
Jets in cross flow (JICF) are central to numerous engineering applications such as film cooling
of turbine blades, air-fuel pre-mixers / fuel injection in air-breathing engines, dilution holes of
turbine combustors, V/STOL aircrafts, and pollution dispersion from chimney stacks. Mix-
ing of jet and crossflow fluids and jet trajectory are of interest in a typical JICF application.
Application specific objective of JICF may vary from attenuating to enhancing mixing along
with jet trajectory control e.g. air-fuel pre-mixers vs. film cooling jets. Mixing of smoke
plumes and pollutant dispersion from chimney stacks are first reported jet in cross flow study
dated back to (Sutton, 1932; Bosanquet and Pearson, 1936). Predicting flow patterns and
correlation for pollutant dispersion away from chimney stacks was primary objective of the
study. A comprehensive review of jets in cross flow work until early 1990s is found in (Mar-
gason, 1993). A number of studies are devoted to dynamical and structural investigations of
the jet in crossflow to reveal the mechanism of origin and evolution of coherent structures
in a typical vertical jet in crossflow,(Andreopoulos and Rodi, 1984; Fric and Roshko, 1994;
Kelso and Smits, 1995; Kelso et al., 1996; Haven and Kurosaka, 1997) to name a few. Ori-
gin and evolution of important coherent flow structures viz. (i) shear layer structures, (ii)
counter rotating vortex pair, (iv) wake vortices and their effect on jet trajectory was the
collective focus of aforementioned studies. Although mixing of jet and crossflow is a central
issue in any jet in crossflow, majority of detailed studies focused on mixing processes in jets
in crossflow were reported recently (Smith and Mungal, 1998; Muppidi and Mahesh, 2006;
Shan and Dimotakis, 2006; Muppidi and Mahesh, 2008). Smith and Mungal (1998) studied
mixing in transverse jet with increasing velocity ratio and Reynolds number and putforth
three scaling parameters D, rD and r2D. The jet centerline concentration near hole field is
found to decay as s(−1.3)(higher compared to free jets) and as s(−2/3) (lower compared to free
jets) in downstream region, where s = rD is a scaling parameter.The spatial location of the
transition point scaled with r2D and consistently found at s/r2D = 0.3. Effect of Reynolds
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number on mixing, in the range of 1k to 20k, was experimentally studied by Shan and Dimo-
takis (2006). They reported increased mixing with Reynolds number and highly anisotropic
scalar field attributed to large scale vortical structures. Passive scalar mixing study using
direct numerical simulation was performed by Muppidi and Mahesh (2008) for Re = 5k and
velocity ratio r = 5.7. They observed entrainment predominantly in downstream region due
to a negative pressure gradient setup across the jet. All studies related to mixing looked at
passive scalar issuing from a vertical round jet with no density difference between crossflow
and jet fluid.
In the context of inclined jet in crossflow relevant to turbine cooling application, mixing
of jet and crossflow fluid was studied by Tyagi and Acharya (2003); Renze et al. (2006).
Tyagi and Acharya (2003) studied the effect of hairpin structure on macro mixing processes
and entrainment rates due to a single hairpin vortex and quantified in terms of geometric
properties of mixing interface. Renze et al. (2006) briefly addressed the role of counter
rotating vortex pair entrainment process of crossflow fluid in jet region. In present case we
focus on analysis of mixing mechanisms in inclined jet in crossflow based on modal analysis of
scalar dissipation rate χ and quantify spatial contribution and time scales of various coherent
flow structures of the flow field.
A significant Inclined jets in crossflow applicable to turbine cooling flows Computational
approach in film cooling flows has substantially contributed in past decade, particularly
application of large eddy simulation to high Re film cooling flows (Iourokina and Lele, 2005,
2006b,a; Pete and Lele, 2008; Rozati and Tafti, 2008a,b) and Renze et al. (2008a,b).
The LES data set used for this analysis is identical to previously descibed in Chapter 5
7.2 Mixing characteristics
Homogeneous mixtures of two miscible fluids can only be formed through molecular mixing.
Stirring of fluid due to convective large eddies in unsteady/turbulent flows only induces
large scalar gradients facilitating molecular mixing through Fickian diffusion. Therefore
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mixing in turbulent environment occurs only at smallest length scales while the role of
large structures is to induce large variance of scalar and creating ’mixing fronts’ with large
surface area. Simulation of mixing processes using large eddy simulation technique needs
additional attention, as often smallest resolved scales are larger than Kolmogorov scales and
rest are modeled through eddy viscosity type closure similar to equation 5.3. It follows that
subgrid scale scalar transport needs similar closure to take account of scalar transport due
to unresolved scales. The closure is obtained by calculating subgrid scale turbulent scalar
diffusivity through dynamic procedure similar to (Moin et al., 1991) or by assumption of
turbulent schmidt/prandtl number (Sct/Prt).
Mixing rate of two fluids may be quantified using scalar dissipation rate (SDR). SDR
represents the rate of decay of scalar fluctuations or dissipation of scalar energy 0.5Φ2 and
given as, χ = ρ¯α(ΦjΦj). α is molecular diffusivity ρ¯ is average density at the mixing in-
terface. In the context of laminar flows and direct numerical simulations, expression for
χ is directly applicable for evaluating SDR. However, in case of large eddy simulation fol-
lowing the distinction between resolved and subgrid scale, evaluation for resolved SDR χ˜
would be χ˜ = ρ¯α(Φ˜jΦ˜j) where Φ˜ represents resolved scalar field not taking into account
the contribution of smaller scaled (modeled) eddies where majority of mixing takes place.
In the work by Moin and Pierce (1999); Girimaji and Zhou (1996) a model proposed for
subgrid scale scalar dissipation rate as χsgs = ρ¯αt(Φ˜jΦ˜j) where αt is turbulent diffusivity for
scalar and αt is obtained from dynamic eddy diffusivity model similar to the one used for
velocity field or assuming constant turbulent Schmidt or Prandtl number and dynamically
evaluated momentum diffusion coefficient. Therefore the total scalar dissipation rate is given
as, χtot = ρ¯(α + αt)(Φ˜jΦ˜j). Scalar dissipation rate expressed as χtot have spatio-temporal
variation associated with dynamics of underlying hydrodynamic flow structures therefore
follow similar spectral energy distribution (Girimaji and Zhou, 1996).
In this paper, mixing processes in the flow field is studied based on fluid temperature
as scalar. However, temperature in the simulation is a thermodynamic property and fluid
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properties are treated as temperature dependent. Therefore, temperature is an active scalar
as opposed to passive treatment customary to incompressible formulations of JICF. Figure
7.1a shows the time averaged temperature field and jet centerline streamline. The potential
core of jet penetrates the crossflow quickly aligns with the cross stream flow dissipating
rapidly. Figure 7.1b shows the decay of temperature along the jet center streamline in
comparison with scalar concentration decay rate for vertical jet in crossflow (Muppidi and
Mahesh, 2008). It is interesting to note that centerline scalar concentration decay begins at
s/D ≈ 1.0 compared to s/D ≈ 2.0. This is attributed to early development of mixing layer
formed in jet and crossflow interaction combined with immediate development of CRVP from
the boundary layer issuing from the delivery tube similar to the mechanism due to Haven
and Kurosaka (1997). Due to relatively delayed initiation of CRVP in case of veritical jet
case of (Muppidi and Mahesh, 2008) with density ratio of unity and high momentum flux
ratio r = 5.7, the potential core is maintained until x/D ≈ 2.0 along the jet trajectory.
However, centerline scalar concentration in case of vertical jets decays almost twice the rate
of inclined jet. The decay rate for inclined jets are compared to the far field decay rates of
jet in crossflow reported by Smith and Mungal (1998). Also the rate of concentration decay
for inclined jet is less than s−1 (for free jets) over the entire streamwise distance with no
transition behavior observed similar to Smith and Mungal (1998) over streamwise distance
of 12D.
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(a)
(b) (c)
Figure 7.1: (a) Jet centerline streamline and temperature field, (b) Decay of scalar
concetration along the jet centerline streamline compared with vertical jets, (c) Volume
flux of the scalar carrying fluid compared with vertical and axisymmetric round jets
Figure 7.1c shows the volume flux of scalar carrying fluid normalized by jet volume flux
for present case compared with (Muppidi and Mahesh, 2008) and Ricou-Spalding correlation
for axisymmetric co-flowing jet with density ratio of unity and 0.5. Threshold limit used
to identify the scalar carrying and non-scalar carrying fluid has is a subjective matter. No
convergence was found in the low value of threshold limit similar to Muppidi and Mahesh
(2008). Identical to them a threshold limit of 1% scalar concentration is used to mark scalar
carrying fluid in the present case for comparison purposes.
Volume flux of scalar carrying fluid for inclined jet is seen higher compared to vertical
jet until x/D ≈ 6.0. The early entrainment is attributed to shear layer mixing due to
windward shear layer and initial development of CRVP. Figure 7.2 shows a streamwise normal
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section at x/D = 0.25 from downstream edge of the jet exit. The mixing due to shear layer
formed by crossflow and jet is apparent above the potential core of the jet. While a pair of
counter rotating vortex on the lateral boundaries of jet potential core are seen entraining
crossflow fluid directly underneath jet and inside. It is interesting to note that, inclined jets
in crossflow entrains large amount of fluid compared to regular axisymmetric jets despite
of lower centerline decay rate due to distinct CRVP feature. Since vertical jet entrains
large amount of surrounding fluid as it bends in the crossflow, attributed to development
of windward shear layer and CRVP in downstream region as described by Yuan and Street
(1998), centerline concentration decays at a higher rate.
Figure 7.2: Entrainment due to CRVP at x/D=1.5
7.2.1 Scalar dissipation rate (χ)
Figure 7.3a shows the instantaneous three dimensional flow structures (iso-surfaces of λ2)
with temperature contours. Characteristic to jet in crossflow configuration, coherent flow
structures viz. Horseshoe, Kelvin-Helmholtz and hairpin structures are noticed. Mixing
layer structures are apparent due temperature gradient. The uniform temperature of horse
shoe vortices reveal that they do not directly contribute towards entrainment or mixing of
jet and crossflow fluid. Figure 7.3b and 7.3c show instantaneous isosurfaces of resolved and
subgrid scale scalar dissipation rates. A distinct feature of resolved and subgrid scale SDR
iso-surface is noticed. Resolved scale SDR has a direct correlation with thermal gradient field
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and therefore envelopes entire jet region while subgrid scale SDR has a strong dependency
on the underlying coherent structures apparent from its topology shown in Figure 7.4.
(a)
(b)
(c)
Figure 7.3: Instantaneous flow and SDR features
Figure 7.4: SDR contours on spanwise mid section
It is worth to discuss in brief the dependency of subgrid scale SDR on the underlying
coherent structures. In a typical turbulent flow field the production of turbulent is associated
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with mean strain rate Sij and dissipation with local or fluctuating strain rate sij. Coherent
structures initiated due to some kind of flow instability induce large fluctuating strain rates
sij leading to higher dissipation of turbulent kinetic energy. Typically realized through vortex
stretching and tilting, large scale structures transfer energy to the smaller scales. A subgrid
eddy viscosity model such as, µt = C
2
s ρ¯∆
2
(
|S˜|
)2
tends to model such subgrid scale eddies
through eddy diffusivity. Given scalar gradient setup due to entrainment of large coherent
structures, subgrid scale SDR follow the topology of underlying flow structures.
Figure 7.5: Isosurfaces of higher SDR (Blue contours - Resolved SDR, Green contours-
modeled SDR)
SDR iso-surfaces with higher iso-values for resolved and subgrid SDR visualized in Figure
7.5 shows that highest SDR is associated with shear layer structures. In order to evaluate the
spatial variation of resolved and subgrid scale SDR in the bulk of jet region, 2ndnorm of cell
volume weighted SDR is evaluated on discrete streamwise volumes of uniform streamwise
dimension of 0.5D. We choose to plot 2nd of SDR as it is synonymous to ’SDR energy’
indicating the mixing rate strength over a finite region.
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Figure 7.6: Spatial variation of volume weighted 2ndnorm of resolved and subgrid scale
SDR
Figure 7.6 shows the spatial variation of resolved and subgrid scale SDR. The scales
are normalized with highest subgrid scale SDR. As expected, subgrid scale SDR has higher
strength throughout the bulk of jet region. The maximum strength for both resolved and
subgrid scale SDR is observed at x ≈ 3D. At the same spatial location the potential core of
the jet cease to exist observed in Figure 7.1a. A transition of shear layer structures to rather
a chaotic pattern is observed approximately at the same spatial location predominantly
due to interaction of wake and evolution of hairpin type structures (Figure 7.3a and 7.3c),
resulting in increased mixing fronts. Although highest SDR is due to mixing layer vortices,
initial (0 < x/D < 3) low volume weighted SDR in Figure 7.6 is due to fewer mixing
fronts apparent in Figure 7.5. With general mixing characteristics discussed, we proceed to
spatio-temporal analysis of SDR to obtain spectral and spatial characteristics of SDR modes
7.3 Modal analysis of mixing processes
Present case of flow field is a convectively dominated flow with high Peclet number Pe =
RePr = 14400 therefore the transport of scalar is realized through the role of underlying
hydrodynamic structures in inducing large scalar gradients. Therefore, mixing process is
governed by hydrodynamic flow structure as established in previous section. In this section,
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underlying hydrodynamic flow responsible for mixing is spectrally decomposed into various
modes to quantify individual modal contribution. Spatio-temporal fluctuations of SDR con-
tains information of only those coherent structures relevant to mixing. Therefore, modal
analysis of the scalar dissipation rates is a natural choice that enables to focus on dominant
mixing modes and related hydrodynamic modes. Dynamic mode decomposition is preferred
for modal analysis of SDR for following reasons. DMD allows to rank extracted modes based
based on multiple criterion (i) Growth rate - suggesting dynamically significant modes, (ii)
Modal energy ||DM ||2∀Domain, (iii) Modal energy ||DM ||2∀R where R is the region of
interest and (iv) frequency content. Such an approach was demonstrated by Kalghatgi and
Acharya (2013) to identify modal contribution of thermal modes on film cooled wall.
Overview of algorithm and parameters used in for the analysis is identical to reported in
previous study (Kalghatgi and Acharya, 2013). A snapshot matrix is arranged as,
V N1 = {v1, v2, v3, , vN} (7.1)
Individual snapshots vi in the present study includes vector of subgrid scale and macro
scale scalar dissipation rates over the entire region of cross-flow and jet interaction. A field
evolution (linear) operator A is assumed such that,
AV
(N−1)
1 = {Av1, A2v1, , A(N−1)v1} = V N2 (7.2)
Eigen modes and Eigen values of Aare estimated by formulating a companion matrix,
C =

0 . . . 0 c1
1
. . .
... c2
0
. . . . . .
...
... 1 0 cN−2
0 . . . 0 1 cN−1

(7.3)
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where, the cis are the coefficients of linear combination in a least square problem of expressing
vthN snapshot in terms of preceding N − 1 snapshots. Total of N = 100 snapshots were used
for DMD analysis, spanning uniformly over (N∆tU∞)/D = 6.3. Temporal separation of
∆t = 4.0× 10−5s is used between consecutive snapshots that satisfies the Nyquist criterion
(Schmidt, 2010). Estimation of highest dominant frequency (3180Hz) was done based on
FFT of streamwise velocity signal at the leading edge of film cooling hole (Kalghatgi and
Acharya, 2013). Convergence criterion for Ritz values were set to eR ≤ 1.0× 10−5.
7.3.1 Results of modal analysis
Growth and energy spectra for macro and subgrid scale mixing are shown in Figure 7.7
a through d. Modes ranked based on the criterion of higher growth and higher energy
(||DM ||2∀Domain) are marked. Only a selected few modes and the frequency contents are
listed in table 7.1 below,
Table 7.1: Mode tag and frequency
Mode Tag Frequency (Hz)
A(2nd Harmonic) Red arrow 9770
B(1nd Harmonic) Green arrow 6493
C(K-H Fundamental) Blue arrow 3250
D Hairpin mode Orange 1119
E CVP mode 550
F CVP mode 253
Fundamental shear layer (kelvin-Helmholtz) mode (3250Hz) and it’s 2nd and 3rd harmonic
at 6493Hz and 9770Hz are found to have distinctive growth rates indicating their dynamic
significance for both resolved scale and subgrid scale mixing processes (Figure 7.7a and
Figure 7.7b).
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(a) Resolved SDR growth spectra (b) Subgrid SDR growth spectra
(c) Resolved SDR global energy spectra (d) Subgrid SDR global energy spectra
Figure 7.7: Growth and energy spectra of DMD modes
Ranking of both resolved and subgrid scale SDR modes based on global energy spectrum
(||DMi||2∀Domain) is shown in Figure 7.7c and 7.7d. Low frequency modes (such as D, E,
F) are found to have largest contribution in resolved SDR while fundamental mode C carry
highest subgrid scale SDR. Higher harmonics of fundamental shear layer modes (A and B)
have only marginal contribution in resolved SDR however, for SDR higher harmonics show
higher global energy content.
At this stage a comment on nature of subgrid scale SDR is necessary in order to clarify
the meaning of frequency content of subgrid scale SDR. It is noted that dominant modes of
resolved scale and subgrid scale SDR have identical time scales. Following Richardson’s law
of decay of turbulent energy, smaller length scale structures are associated with smaller time
scales. However, eddy viscosity model attempts to ’bunch’ all subgrid scale structures within
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a typical grid control volume. In the process all the dynamic information of the subgrid scale
eddies is lost and only dissipation effect is captured. Therefore, subgrid scale SDR frequency
content may be interpreted as the time scale of bunched structures in terms of eddy viscosity
and should not be confused with smaller time scales associated with smaller flow structures.
Due to similar reasons similarity in topological structures of resolved and subgrid scale SDR
modes is observed. Figure 7.8 a through d show topological nature of modes listed in Table
7.1. It should be noted that smallest iso-value is chosen so that modal topology over entire
jet region is visualized and mere presence of mode is not an indication of modal strength.
Only resolved scale modes are shown, subgrid scale modes have similar topology.
(a) (b)
(c) (d)
Figure 7.8: Topology of selected modes
136
(a) Resolved SDR modes (b) Subgrid scale SDR modes
Figure 7.9: Spatial energy distribution of DMD modes
Figure 7.9 shows the spatial variation of modal energy in streamwise direction. Spatial
variation of modal energy was determined by evaluating ||DM ||2 from x/D = 0 to x/D = 12
progressively over a domain size of 0.5D. Although modal energy is discretely evaluated,
a smooth variation is showed to provide a perspective. Figure 7.9a and Figure 7.9b show
resolved scale and subgrid scale SDR modes energy peaks at x/D ≈ 3.0. Before x/D = 3.0
shear layer modes (fundamental and higher harmonics) contribute maximum for SDR and
decay sharply after that. Topological structures of these modes are shown in Figure 7.8a and
Figure 7.8b. Low frequency modes D, E and F dominate beyond x/D = 3.0. Topological
nature shown in Figure 7.8c and 7.8d reveal hairpin and CVP type flow structures for lower
frequency modes.
These findings are corroborated by previous work of (Yuan and Street, 1998) suggesting
CRVP is largely responsible for entrainment of crossflow fluid thus increasing the mixing in
downstream region and (Smith and Mungal, 1998) indicating the formation of CRVP leads
to higher mixing rates in near hole region. In addition, high SDR related to formation of
shear layer vortices is also revealed. Higher SDR modal energy contribution of low frequency
modes in downstream region is attributed to their role in entrainment of crossflow fluid in
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jet region and creating mixing fronts with large surface area.
7.4 Conclusion
Mixing of jet and crossflow fluids is characterized for an inclined jet in crossflow. Jet cen-
terline scalar concentration decay is found to follow x−2/3 that is smaller than free jets.
Entrainment quantification by scalar carrying fluid flux revealed higher initial entrainment
compared to vertical jets and over all high entrainment compared to free jets estimated by
Ricou-Spalding correlation, attributed to CRVP and shear layer vortices. Mixing processes
are analyzed by spatial variation of scalar dissipation rate revealed bulk mixing rate peaking
at x ≈ 3D for both resolved and subgrid scale mixing. Further, spatio-temporal analysis
of SDR showed highest modal energy is associated with fundamental shear layer mode and
higher harmonics. Low frequency CRVP and hairpin vortex structures contribute mixing
downstream of the hole beyond x ≈ 3D through entrainment. Finally, the modal analysis
enables to determine the spectral and spatial characteristics of scalar dissipation rates that
has value in LES of mixing and combustion studies.
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Chapter 8
Improved Film Cooling Effectiveness with
a Round Film Cooling Hole Embedded
in Contoured Crater
Abstract
Studies of film cooling holes embedded in craters and trenches have shown significant im-
provements in the film cooling performance. In this paper a new design of a round film
cooling hole embedded in a contoured crater is proposed for improved film cooling effective-
ness over existing crater designs. The proposed design of the contour aims to generate a pair
of vortices that counter and diminish the near-field development of the main kidney-pair
vortex generated by the flm cooling jet. With a weakened kidney-pair vortex, the coolant
jet is expected to stay closer to the wall, reduce mixing, and therefore increase cooling ef-
fectiveness. In the present study, the performance of the proposed contoured crater design
is evaluated for depth between 0.2D and 0.75D. A round film cooling hole with a 350 in-
clined short delivery tube (l/D = 1.75), free stream Reynolds number ReD = 16000 and
density ratio of coolant to free stream fluid ρj/ρ∞ = 2.0 is used as the baseline case. Hy-
drodynamic and thermal fields for all cases are investigated numerically using large eddy
simulation technique. The baseline case results are validated with published experimental
data. The performance of the new crater design for various crater depths are compared with
the baseline case. Results are also compared with other reported crater designs with similar
flow conditions and crater depth. Performance improvement in cooling effectiveness of over
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100% of the corresponding baseline case is observed for the contoured crater.
8.1 Introduction
The first study on the effect of hole shape on film cooling performance was reported by
Goldstein et al. (1974). They used a laterally diffused fan shaped film cooling hole with 100
diffusion angle. Widening of the jet exit lead to deceleration of the cooling fluid effectively
reducing blowing ratio and increased lateral spreading of the coolant fluid due to laterally
diffused geometry, resulting in higher cooling area coverage and film cooling effectiveness.
A remarkable feature of the shaped hole is their ability to maintain higher film cooling
effectiveness at higher blowing ratios (M > 0.5) where cylindrical jets detach resulting in
degradation in cooling performance. Since then, a variety of film cooling hole shapes were
developed; conical diffuser shaped (Haven et al., 1997; Chen et al., 1998), fan shaped holes
with laterally expanded exit, laid back fan shaped holes (Thole et al., 1998; Gritsch et al.,
1998a,b) and console holes (Sargison et al., 2002). In recent years more complex shapes such
as crescent (Lu, 2007), dumbell shaped (Liu et al., 2010), heart shaped (Yusop et al., 2013)
have been reported. Shaped holes are found to provide significant improvements in adiabatic
film cooling effectiveness, with the fan shaped (laid back and laterally diffused) observed to
perform over other shapes; they have a further advantage of being easier to manufacture.
An extensive review of shaped holes may be found in (Bunker, 2005; Kim et al., 2012).
Round film cooling holes with triangular tabs have also been investigated (Nasir et al.,
2003). Using an upstream triangular notch an anti-kidney pair vortex was generated on
top of the film cooling jet reducing the jet penetration in the crossflow. About 200-300%
increase in local adiabatic film cooling effectiveness was observed over a range of blowing
ratios (0.56 ≤ M ≤ 1.7). Using a similar idea, a triangular ridge was constructed along the
windward edge inside the delivery tubeYang and Zhang (2012) and improvements similar to
Nasir et al. (2003) were observed.
Although shaped holes and triangular tabs provide a marked increase in the adiabatic film
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cooling effectiveness over round holes, there has been continued interest in exploring other
hole shapes or configurations that provide greater lateral coverage and higher effectiveness
values. As an example in recent years round holes embedded in crater depressions (Fric
and Campbell, 2002) and trenches (Bunker, 2002) have been shown to provide significant
benefits in film cooling effectiveness. The idea behind this approach is to provide a secondary
expansion chamber at the end of delivery tube potentially reducing the momentum flux of
the coolant jet and increasing the coolant spreading before the film emerges on to the airfoil
surface providing a simple and effective approach towards increasing cooling effectiveness.
A trench of 0.5D depth on the suction side of the turbine vane was investigated by
Waye and Bogard (2007) who studied the effect of various lip configurations. Their findings
showed in excess of 100% improvements in adiabatic film cooling effectiveness in the near hole
region with nearly 40% increase at down stream locations. Narrow trenches performed better
over wide trenches and trenches with a downstream rectangular lip showed higher cooling
effectiveness over trenches with other lip configurations and the base line no-lip trench. They
also found no effect of turbulence intensity and density ratio on the cooling performance of
the trenches.
A study of the effect of different craters and trench configurations on the film cooling per-
formance (Dorrington et al., 2007) showed that craters with the walls flush to the embedded
film cooling hole performed better than other configurations with annular gap between crater
wall and film cooling hole edge. In their study narrow trenches performed better than wide
trenches and the optimal value of trench depth was found to be 0.75D. Little to no effect
of trench width on film cooling performance of trenches with depth grater than 0.75D was
observed. Similar observations for round film cooling hole embedded in craters and trenches
were reported for a flat plate film cooling (Lu, 2007).
One advantage of cratered or trenched holes, particularly those with shallow depths, is
that they can be generated using thermal barrier coatings (TBC) that are common place
today as part of the thermal management system of the gas turbine airfoil. This approach
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substantially reduces the manufacturing difficulty associated with the reshaping of the hole
in the metal surface itself. An experimental investigation of trench and crater configurations
formed in simulated TBCs was studied to understand the thermal behavior at the metal-
TBC interface under different surface cooling effectiveness and internal cooling (Davidson
et al., 2012). The crater and trench configuration under consideration were formed of uniform
depth of 1.2D. Although in this study, film cooling did not play a significant role in directly
protecting the blade material due to the dominant role of TBC, it was noted that the use of
film cooling may substantially delay TBC spallation enhancing the life of the turbine airfoil.
In the present study a modified contoured crater design is proposed and numerically
investigated for cooling performance. The results are compared with conventional crater
designs from published experimental work. The baseline case used for this study is described
in Chapter 5
8.1.1 Proposed contoured crater
As noted earlier, various shapes and configurations of craters and trenches have been studied.
They have mostly relied on a common principle of providing a secondary expansion chamber
or cavity to reduce the local momentum flux. The coolant jet impinges on the crater or
trench wall and also contributes to lateral spreading of the coolant fluid in the cavity leading
to greater lateral coverage by the coolant. Further, craters and trenches interfere with
the formation of counter rotating vortex pair from the boundary layer vorticity within the
delivery tube (Haven and Kurosaka, 1997), hindering the crossflow entrainment as well as
the jet liftoff at higher blowing ratios.
Figure 8.1 shows the schematic of the proposed V-crater design. The key feature of the
design is a blunt v-shaped protrusion towards the downstream end of the embedded film
cooling hole. The objective of this protrusion is two fold, (i) jet impingement on the tip
of v-shaped protrusion that is expected to partially divert the coolant fluid in the lateral
direction, (ii) the v-shaped protrusion creates a partial obstruction on the leeward region
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of the jet and results in formation of an anti-CVP pair below the jet creating downdraft of
coolant fluid on the film cooling wall in the near-hole region.
Figure 8.1: Schematic of the contoured crater
Figure 8.2: CAD model of the contoured crater
The crater dimensions are chosen based on trial-and-error and engineering intuition such
that the side wall of the crater would interfere with the CVP formation. Therefore a minimum
annular gap of 0.17D was chosen on the upstream side based on the length scale of the time
averaged recirculation region in the baseline case. The lip of the protrusion should ideally
be flush to the film cooling hole edge; however, to avoid modeling difficulties a small gap
of 0.04D is chosen arbitrarily (see Figure 8.1). The angle between the side edges of the
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protrusion was set to 900. The lip radius of curvature of the protrusion was matched with
the tip radius of curvature of the leeward end of the film cooling hole. The protrusion length
of the V-arms was selected to be 0.22D and the radius of curvature of two the symmetric
concave regions is close to the radius of curvature of the film cooling hole at the leeward
end. The idea is to avoid a tight radius of curvature that may result in potential stress
concentration sites and manufacturing difficulties. Total of three crater depths 0.2D, 0.4D
and 0.75D are studied.
8.2 Film cooling effectiveness
Figure 8.3 and 8.4 show centerline and laterally averaged adiabatic film cooling effectiveness
for all the cases under consideration. In this plot x/D = 0 is set at at the downstream edge
of the film cooling hole for the baseline case and at the lip of the V-shaped protrusion for
the crater cases (the two zero-locations are offset by 0.04D, and represent the first y/D=0
location on the surface downstream of the hole). For all crater depths, a marked improvement
in both centerline and adiabatic film cooling effectiveness is witnessed over the baseline case.
In particular, the near hole regions show the maximum gains in the film cooling effectiveness
with a near doubling of the centerline values for x/D in the range of 1-2. The centerline
profile of cooling effectiveness for the crater designs do not show the rapid decline that was
observed in the baseline case, indicating an attached jet to the film cooled wall.
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Figure 8.3: Centerline film cooling effectiveness for the baseline case and the various
contoured craters
Figure 8.4: Laterally averaged film cooling effectiveness for the baseline case and the
various contoured craters
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Figure 8.5: Adiabatic film cooling effectiveness on the film cooled wall for the baseline case
and V-contoured craters of different depths
The crater depth also has a measurable role that is particularly evident in the near-hole
region and in spanwise effectiveness. It is interesting to note that the laterally averaged
film cooling effectiveness consistently increases as the crater depth is increased. However,
centerline profile shows decline in cooling effectiveness in the near hole region (x < 2D) as
crater depth is increased. Beyond x = 2D the effect of crater depth did not play any role
in the centerline cooling effectiveness while for laterally-averaged effectiveness, the crater-
related enhancement persist beyond x/D of 10, with significant near-eight-fold increase in
near field around x/D of 1.
Contours of film cooling effectiveness on the cooled wall for all cases are shown in Figure
8.5. A region of high cooling effectiveness is observed immediately downstream of the V-
shaped protrusion. As crater depth is increased this region progressively shrinks (also seen
in Figure 8.3) and lateral spreading of the coolant fluid increases leading to the higher
146
laterally-averaged effectiveness values seen in Figure 8.4. It is clear that the deeper craters
are quite effective in the lateral dispersion of the coolant which near full-lateral-coverage for
the deepest crater. This behavior is clearly responsible for the very significant increase in
the laterally-averaged effectiveness for the deepest crater.
8.2.1 Comparison with conventional crater and trench design
Performance of the proposed crater design is compared with the performance of conven-
tional craters and trenches reported in literature (Lu, 2007; Waye and Bogard, 2007) and
with comparable flow parameters. The best performing crater configuration reported in ex-
perimental findings from (Lu, 2007) has crater walls flush to the leeward and windward ends
of the embedded film cooling hole with a depth of 0.5D. In the same study they reported
best performing trench with a depth of 0.75D and width 3D. In their baseline case, the
delivery tube aspect ratio l/D was 2. A film coolant jet Reynolds number of ReD = 11k
with jet inclination angle Θ = 300 and density ratio D.R. = 1.0 was used in this study. In
a separate study (Waye and Bogard, 2007), the effect of trenches was investigated using an
accelerated free stream flow over a turbine vane, with effective coolant jet Reynolds number
ReD = 7.3k. The baseline hole aspect ratio l/D = 6.7 and density ratio (D.R.) in the range
1.3 to 1.5 was used. The best performing trench was a narrow trench with trench walls
flush to the leeward and windward ends of the embedded film cooling hole. For the purpose
of comparison, results of blowing ratio M = 1.0 was chosen for all the above mentioned
configurations. Owing to differences in the cooling performance among the baseline cases
a direct comparison in the cooling performances of the craters was not be made. Instead,
the gain in laterally-averaged cooling performance due to the crater over the corresponding
baseline case in each study is compared to assess relative performance.
Figure 8.6 shows the percentage increase in the laterally averaged film cooling effective-
ness due to selected crater and trench designs over their respective baseline cases. Compared
to the conventional crater/trenches of similar depth, the present contoured crater design
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shows greater than 200% increase in the performance gain in the peak value near hole region
and consistently remains higher in the far downstream region.
Figure 8.6: Comparison of laterally-averaged effectiveness improvements over baseline case
for conventional crater, trenches and contoured crater designs
Compared to the best performing trench cases (0.75D depth), the present contoured
crater design (0.75D) has higher than a 300% gain while the comparable depth (0.4D)
contoured crater design has a 100% gain in the peak film cooling effectiveness increase over
the baseline case in the near hole region and this gain persists up to x = 4D. Clearly,
the contoured crater design shows exceptional performance in the near field over available
crater/trench designs.
8.2.2 CVP and Anti-CVP vortex
To explain the above results, attention is focused on the region of high film cooling effec-
tiveness immediately downstream of the film cooling hole. Figure 8.8 to 8.10 show the time
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averaged flow and temperature field on streamwise-normal cross sections at x = 0.5D for
the baseline case and all three contoured crater depths. The baseline case clearly shows the
CVP as the dominant streamwise-oriented structure. Due to self-induction, and the upward
directed flow in the middle, the CVP tends to lift the coolant jet. It also entrains hot gases
form the upper and lateral edges that increase the thermal loading on the wall. In case of
the contoured crater design for 0.2D and 0.4D depth, an additional pair of vortices between
the classical counter rotating pair of vortices are observed. As indicated by the streamlines,
orientation of these counter-rotating vortices are aligned but opposite in sign with the clas-
sical counter rotating vortex pair, thereby generating a central downward draft and bringing
the coolant fluid from jet core directly onto the cooling wall and attenuating the jet liftoff.
The potential core of the coolant jet is shown in Figure 8.11 using temperature contours on
spanwise mid section. The baseline case shows a jet liftoff (with the blue core displaced from
the surface) while the cratered cases have the jet core attached to the film cooling wall. The
region of attached jet core correspond to the region of high film cooling effectiveness observed
in Figure 8.5. We term the new vortex pair as anti-CVP vortices; however, it should be noted
that despite of identical terminology used here there is no commonality between the present
vortex system and anti-kidney/anti-CVP vortex reported in (Heidmann and Ekkad, 2008;
Haven et al., 1997).
The interaction of CVP and anti-CVP leads to rapid decay of the later limiting its
streamwise length in the range of 1D to 2D downstream of the film cooling hole. The
magnitude of streamwise vorticity in the CVP and anti-CVP vortex differ only by 10%-20%
however, the anti-CVP vortex being smaller of the two, has less energy than CVP vortex and
hence decays. The development and decay of the anti-CVP is different for the different depths
with a faster decay for the deeper crater as seen by observing Figures 8.7-8.10. Although
the anti-CVP is active over a short streamwise distance, it significantly improves the near
hole cooling performance.
The topology of the anti-CVP in three dimensional space contoured with the streamwise
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vorticity component is shown in Figures 8.12 to 8.14 for all crater depths. A second effect of
craters on the film cooling performance is seen in the from of the interaction of the nascent
CVP with the side walls of the crater. Shallow craters are found to have minimal impact
on the development of the CVP as it forms from the side wall vorticity of the delivery
tube (Figure 8.12). For deeper dimples this interaction is found to disrupt the streamwise
development of the CVP that is clearly evident for the deepest crater in Figure 8.14. Thus, for
deeper craters, the in-hole vorticity as it exits the delivery tube impinges on the carter walls
(Figure 8.14) leading to the disruption of the boundary layer, greater lateral spreading of the
coolant fluid, and smaller vertical extents of the CVP. As can be seen in Figures 8.7-8.10,
as the crater depth is increased, the vertical penetration of the CVP is reduced; therefore,
with increasing crater depth, the CVP is increasingly located within the low temperature
region of the jet and therefore entrains less of the high temperature crossflow gases leading
to greater effectiveness.
Figure 8.7: Streamlines and temp contours on section x = 0.5D for baseline case
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Figure 8.8: Streamlines and temp contours on section x = 0.5D for 0.2D crater case
Figure 8.9: Streamlines and temp contours on section x = 0.5D for 0.4D crater case
Figure 8.10: Streamlines and temp contours on section x = 0.5D for 0.75D crater case
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Figure 8.11: Temperature contours on spanwise midsection
Figure 8.12: Time averaged flow structures 0.2D case
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Figure 8.13: Time averaged flow structures 0.4D case
Figure 8.14: Time averaged flow structures 0.75D case
8.2.3 Tornado vortex pair
The secondary flow generated within the deep crater (0.75D depth) leads to formation of
a pair of tornado like vortex structures on either side of the V-protrusion due to lateral
deflection of the delivery tube jet as it impacts on the lip of the V-protrusion (shown in
Figure 8.15). The temperature contours are shown at the bottom of the crater in Figure 8.15,
and at a streamwise section downstream. The streamlines are coloured with the wall-normal
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(y) vorticity component reflecting the vertically-rotating flow structure. The temperature
at the base of the tornado vortices is closer to the coolant temperature, and these vortices
dispense the coolant towards the lateral boundary of the jet resulting in increased spreading.
The vorticity of tornado structures as it turns in the streamwise direction upon exiting
the crater are aligned anti-parallel to the primary CVP. This contributes to weakening the
primary CVP reducing vertical penetration (Figure 8.10), while the lateral deflection of the
CVP increases the lateral spreading of the coolant (Figure 8.10 and 8.5).
Figure 8.15: Tornado structures 0.75D case
8.3 Conclusion
A proposed contoured crater design with a V-shaped protrusion is numerically investigated
for film cooling performance using large eddy simulation and compared with a baseline no-
crater configuration. The validity of the numerical simulations is established through the
excellent agreement between the baseline case simulations and the published experimental
data. Three crater depths, 0.2D, 0.4D and 0.75D are studied. Craters for all the depth
under consideration in this paper showed significant improvements in cooling performance.
The laterally-averaged cooling performance increased with crater depth with a near-eight
fold improvement in the laterally averaged cooling effectiveness immediately downstream of
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the hole. Two distinct mechanisms responsible for increase in cooling performance at shallow
and deeper depths are identified as: (i) formation of anti-CVP pair of vortices below the
film cooling jet causing down draft of coolant from jet core and (ii) direct impingement of
coolant jet on the lip of the V-protrusion leading to secondary flow and tornado vortex that
causes significant lateral spreading of coolant fluid for the deeper craters. At intermediate
depth 0.4D evidence of both aforementioned mechanisms are observed. A comparison with
reported best performing crater design for similar conditions show in-excess of 200% increase
in the peak performance gain over the respective baseline cases. The gain in cooling effec-
tiveness is the greatest in the near hole region (x/D < 4) and diminishes downstream. The
corresponding performance gains are even greater when compared to the reported gains for
trenched holes.
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Chapter 9
Conclusion
9.1 Conclusions
The flow physics of momentum driven countercurrent shear flow in dump geometry and film
cooling flow is investigated using large eddy simulation. The validity of dynamic subgrid scale
eddy viscosity model was established through comparison with measurements. Computations
of countercurrent shear flows were verified by comparing mean flow and velocity power
spectrum with data of Anderson (2011). The predictions of film cooling flows compared
satisfactorily with heat transfer and flow statistics measurements of Sinha et al. (1991).
The stability of the counter current shear flows is studied by analysing the time series
data set obtained by large eddy simulation using dynamic mode decomposition for three
different mass ratios 7.5%, 23% and 36%. Onset of Kelvin-Helmholtz instability at the
splitter plate tip is regarded as primary instability mechanism whose time scales remained
similar for all parameters mentioned. The origin of primary instability is confirmed though
Orr-Sommerfeld analysis of counter shearing velocity profile leading time scales of the most
unstable mode similar to the time scales found in simulations. The secondary jet behavior
is quantified using spectral content of velocity signal and flow visualization. Large scale flow
oscillations developed during the interaction of primary and secondary jet cause significant
increase in turbulence in the primary channel for higher mass ratio case. Visualization of
coherent flow structures revealed streamwise oriented counter rotating pair of vortices con-
tributing to three dimensionality of the flow. Global instability is established for 36% case
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and synchronized flow oscillations are observed throughout the primary channel region. The
global mode is realized through the temporal sustenance of the recirculation bubble and
found to be the distinction between 23% case where large scale flow oscillations are observed
however, no global mode is established. Further, the mechanism of global mode synchro-
nization is studied by analysing spectral information and flow visualization. The effect of
discrete secondary jet is proposed and investigated. Substantial effect of secondary jet width
on shear layer dynamics is observed. For 8mm jet width in excess of 50% turbulence levels
were achieved with substantial elimination of secondary jet rollup and related unsteadiness.
The entrainment of fluid through the gap between the discrete jets is attributed for allevi-
ating cross stream pressure difference driving secondary jet oscillations.
Secondly, flow physics of film cooling flow is studied in combination of flow visualization
and modal analysis. Origin and evolution of shear layer vortices, counter rotating vortex
pair (CRVP), hairpin vortices and flow structures within delivery tube and their role in film
cooling heat transfer and mixing is studied. The contribution of coherent flow structures
to film cooling heat transfer and mixing is quantified using dynamic mode decomposition.
CRVP and hairpin modes are found dominant in entrainment of hot gases near wall con-
tributing to 16% fluctuation in adiabatic film cooling effectiveness on cooling wall. Mixing
of jet and crossflow fluid is characterized. Jet centerline scalar concentration decay is found
to follow x−2/3 that is smaller than free jets however, present inclined jet has higher initial
entrainment than vertical jets. Maximum scalar dissipation rate is associated with evolution
of CRVP and shear layer vortices near film cooling hole.
Thirdly, a new crater design for film cooling application is developed and tested. An anti-
kidney pair of vortices developed under the film cooling jet and increased coolant spreading
are found to improve the film cooling performance of shallow craters at par with trenches
with optimal depth at similar conditions. The film cooling effectiveness surpasses % gain in
cooling effectiveness of conventional best performing crater designs by about 200% at similar
conditions. The proposed new design may potentially result in longer life/maintenance cycle
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for thermal barrier coatings.
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Appendix: Dynamic Mode Decompo-
sition
Nonlinearity and high dimensionality of complex dynamical operators such as the one en-
countered in turbulent flows pose significant challenge in the analysis. Snapshot based modal
decomposition techniques provide a realistic method to represent an high dimensional dy-
namical operator with a low dimensional approximation. The deduction of the modes con-
stituting the low dimensional representation is such that they represent the dynamically
significant coherent structures of the underlying flow field.
One such method is proper orthogonal decomposition (POD) (Berkooz et al., 1993). POD
captures spatially orthogonal modes that captures the energy of the underlying flow field
optimally. The method is based on diagonalization of spatial correlation matrix generated
by a time sequence of instantaneous snapshots of evolving flow field and used for reduced
order modeling of complex flow fields to obtain reduced order dynamics, through Galerkin
projection. Although POD is method of choice due to optimality in energy capture and
orthogonality of captured modes it fails to capture low energy dynamically significant modes
(Noack et al., 2008). This fact is emphasized in the difficulty of using POD modes as a basis
of reduced order model (Ilak and Rowley, 2008).
Dynamic mode decomposition (DMD), an alternative decomposition method, was first
developed by Schmid and Sesterhenn (2009); Schmidt (2010). Similar to POD, DMD also
utilizes the empirical data obtained from simulations or experiments. However, unlike POD,
DMD approximately captures the modes of Koopman operator which is linearization of
nonlinear dynamical operator governing the spatio-temporal evolution of dynamical system
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yn+1 = f(yn) (1)
The Koopman operator U is defined as,
Ug(y) = g(f(y)) (2)
The generalized eigen decomposition in case of a simplified equation y˙ = λy and g(y) = y (a
specific observable from the state space of dynamical system defined by equation 1),
Utg(y) = e
λty (3)
In case of a generic flow field φ(y, t) the localized linear behavior of a nonlinear system in
terms of Koopman operator may be further written as,
Utφ(y0) = e
λtφ(y0) (4)
where eigen function of Koopman operator Ut are given by a function set φ and λ are
corresponding eigen values. For a generalized system y˙ = Ay the associated Koopman eigen
functions written as,
g(y) =
N∑
i=1
φi(y)vi (5)
where vi are eigen vectors of A and Koopman operator becomes,
y(t) = Utg(y0) =
N∑
i=1
eλitφi(y0)vi (6)
where y0 is the initial condition or a state of a system ar arbitrary time.
For a generic nonlinear process, the spectral decomposition (FollowingMezic (2005)) of
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the Koopman operator yields,
Ug(y, xˆ) = Upg(y, xˆ) + Ucg(y, xˆ) (7)
where Up is the periodic part with discrete frequency and Uc is chaotic part with continuous
spectrum. The corresponding velocity field follows triple decomposition following spectral
decomposition of Koopman operator,
u(y, xˆ, t) = u∗(y, xˆ) + up(y, xˆ, t) + uc(y, xˆ, t) (8)
where, u∗(y, xˆ) is time averaged field, up is periodic and uc is aperiodic part. xˆ is the spatial
location in the flow field and y is a specific state space. For a quasi periodic field similar to
attractors,
u(y, xˆ, t) = u∗(y, xˆ) + up(y, xˆ, t) (9)
where up is given by expression similar to 6 .
Estimation of Koopman modes - DMD
Dynamic mode decomposition assumes a linear mapping operator A for the flow field such
that,
vi+1 = Avi (10)
where, vis are the instantaneous snapshots of the flow field and linear mapping operator A
is synonymous to equation 1. A sequence of N snapshots of flow field are collected with time
interval ∆t and arranged in matrix form V N1 ,
V N1 = {v1, v2, ..., vN} (11)
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Assuming the validity linear mapping operator over total sampling time N ∗∆t, the sequence
of snapshots may be expressed in terms of initial snapshot i = 1,
V N1 = {v1, Av1, A2v1, ..., ANv1} (12)
Such a linear map A governs the dynamical process embedded in the sequence of snapshots
therefore, the eigenvalues and eigenvectors of linear map A describe its dynamical character-
istics. Owing to the underlying assumption of periodicity of the dynamical process, beyond
sufficiently large N , the snapshots become linearly dependent. Therefore, for sufficiently
large N nth snapshot may be expressed as linear combination of previous N − 1 snapshots,
vN = c1v1 + + cN−1vN−1 + r (13)
Following the analogy,
AV N−11 = {Av1, A2v1, , AN−1v1} = V N2 (14)
Since V N−11 and V
N
2 differ by only N
th snapshot, writing Eq. 14 in the following form,
V N2 = AV
N−1
1 = V
N−1
1 C + Ir (15)
leads to companion matrix C with coefficient of linear combination ci,
C =

0 . . . 0 c1
1
. . .
... c2
0
. . . . . .
...
... 1 0 cN−2
0 . . . 0 1 cN−1

(16)
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The eigenvalue (Ritz values µ) and eigenvectors (Ritz vectors Y ) of C can be directly eval-
uated to estimate the eigenvalues and eigenvectors of A. Estimation of Koopman modes
(referred as dynamic modes in the context of present algorithm due to Schmidt (2010)) is
given by projecting the data sequence onto the eigenvectors of C
Φ = V N−11 Y (17)
where Y is eigenvector matrix of C. The amplitude of the ith mode given as, by the sec-
ond norm ||Φi||, represents the energy content of the specific mode. The Ritz values µ
are logarithmically mapped, λ = log(µ)/∆t. The real part λr represents the growth rate
and imaginary λi angular frequency of the corresponding modes. Thus, DMD modes may
be ranked based on the growth rate (dynamic significance), energy ranking and frequency
contents. Additionally, the energy ranking may be evaluated based on a selected region of
interest to identify the local role/influence of various DMD modes.
Reduced order representation and time stepping
Instantaneous flow field at an arbitrary instant of time t in terms for modal decomposition
using dynamic modes can be written as,
u(x, t) =
N∑
i=1
e(λit)Φi(x) (18)
where λi is logarithmically mapped Ritz value λ = log(µ)/∆t. N is total number of extracted
modes and Φis are the dynamic modes.Equation 18 can be re-written as,
u(x, t) =
N∑
i=1
µ
(t/∆t)
i Φi(x) (19)
Using an appropriate ranking criterion, the instantaneous flow field may be reconstructed us-
ing only a selected modes to obtain a criterion specific low-dimensional representation of the
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instantaneous flow field. Since expression 18 is continuous in time there, the reconstructed
flow field can be advanced for the t > N∆t or flow field may be sampled with a lower time
step ∆t. Thus a time stepper is inherent to dynamic mode decomposition. However, over
sampling of the flow field do not produce additional dynamic information that is not already
captured in dynamic modes Φis.
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