In this paper we will describe some of the research done in using wavelet transforms for pattern recognition at the Centre for Research in Pattern Recognition and Machine Intelligence at Concordia University. This includes road signs recognition, face detection and recognition, oriental characters recognition, hand-written numerals and characters, image compression, and image denoising, etc. We have developed a new metric called the Hellinger-Kakutani metric for measuring the distance between two descriptors for classification. This metric is filter-invariant, hence can be used on noisy images.
Introduction
Wavelet analysis is one of the latest and most significant mathematical tools developed in the last century. Both wavelet analysis and its applications have become fastest growing research areas in recent years. There are already hundreds of patents in which wavelet plays a key role. Wavelet theory has been employed in many areas of research such as numerical analysis, signal and image processing, communications, biomedical imaging, electromagnetics, radars and acoustics,...However the research on applying wavelets to pattern recognition is still at its infancy; only a few publications deal with this topic at the present. In recent past, significant advances have been made in the field of pattern recognition and computer vision, but computers still fall far short of humans and animals in their visual performance. Many scientists and engineers devote their great efforts to solve this difficult problem. Indeed, machine recognition of different patterns such as printed and hand-written characters, fingerprints, biomedical images, human faces and expressions, road signs and many others has been intensely researched by scientists in different countries around the world. Although a lot of achievements have been made in this area, many problems are still unresolved.
A pattern recognition system commonly consists of two key components: feature extraction and pattern classification. The success of such a system depends not only on the effectiveness of each compo-nent, but also on the coordination of their execution. 
Another popular measure is the Kullback-Leibler discrimination information rate :
(2) Statistical estimation of random fields based on the information rate d2(f, g) is known to yield the asymptotic maximum likelihood estimators of the parameters of the random fields (Anh and Lunney (1995) ). However d2 is not a metric as it does not satisfy the triangle inequality (Parzen (1983) ). In this paper, we suggest the following metric based on the Hellinger-Kakutani integral :
assuming the usual condition (4) It is seen that d3 is symmetric, that is,
Also, 
Consequently, it follows from definition that (8) Even though hard thresholding can be used in the thresholding process, we only use soft thresholding. The reason for this is that hard thresholding does not perform as well as soft thresholding in our previous experiments for signal de-noising (Bui and Chen (1998) ). The results of this work for image de-noising were published in a separate paper (Bui, Chen and Roy (1999)).
The techniques described in this paper have been used in various problems: The road sign recognition problem was studied in a thesis by Daqing Li (Li (1998) ). Face detection and recognition was studied by SiNguyen Vo (Vo (2001) ). The problem of recognizing oriental characters that are very similar was investigated in (Anh et al. (1998) ). And finally, work in progress includes recognition of hand-written numerals and characters, image understanding, and document analysis.
