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Resumen 
 
Los sistemas de manufactura holónicos son un paradigma que mejora la productividad 
de las organizaciones y que en la década del 2000 tuvo diversos estudios relativos a 
metodologías para su desarrollo e implementación. No obstante, el análisis de la 
literatura demuestra la carencia de métodos de captura de requisitos en las 
organizaciones que permitan identificar holones de manera más precisa y que realmente 
cumplan con las propiedades holónicas. En esta tesis se hace una integración de dos 
mundos, los sistemas holónicos y la ingeniería de requisitos, donde se propone un nuevo 
enfoque para la captura de requisitos, en las fases tempranas del ciclo de desarrollo de 
sistemas holónicos, mediante los esquemas preconceptuales. Con este método se busca 
transformar, automáticamente por medio de un conjunto de reglas, la información 
capturada a modelos de diseño holónicos, específicamente los modelos de interacción. 
Además, se construye una ontología que permite identificar, cuales entidades en una 
empresa pueden convertirse finalmente en holones, lo cual constituye uno de los aportes 
importantes de esta tesis. Este aporte ayuda, a los analistas, a tener un mayor grado de 
confiabilidad en la identificación de holones y abre las puertas a la automatización de 
todos los modelos de diseño requeridos para  implementar sistemas holónicos. 
 
 
 
Palabras clave: Ingeniería de software, sistemas holónicos, ontología, transformación 
automática, esquemas preconceptuales, modelos de interacción. 
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Abstract 
 
Holonic manufacturing systems are a paradigm that improves the productivity of 
organizations and in the decade of 2000, they had different studies on 
methodologies for development and implementation. However, the literature review 
demonstrates the lack of requirements capture methods in organizations to identify 
more precisely holons and really fulfill the holonic properties. This thesis makes the 
integration of two worlds, holonic systems and requirements engineering, which 
proposes a new approach to requirements capture at the beginning of development 
of holonic systems using pre-conceptual schemes. This method seeks to transform 
automatically using a set of rules; the information captured into holonic design 
models, specifically the interaction models. In addition, ontology is built to identify 
the entities in the company can finally become in holons. This contribution helps to 
analysts to have a higher degree of reliability in identifying of holons and opens new 
ways to the automation of all the design models required to implement holonic 
systems. 
 
 
 
Keywords: Software engineering, holonic systems, ontology, automatic 
transformation, pre-conceptual schemes, models of interaction. 
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Capítulo 1 
INTRODUCCIÓN 
 
 
Los procesos de fabricación o manufactura involucran elementos para su desarrollo, como 
materia prima, maquinaria, herramientas, compras, recurso humano, supervisión, servicios 
de apoyo, marketing, ventas y servicio al cliente, entre muchos otros. Estos elementos 
integrados manejan un nivel de complejidad creciente debido al alto grado de competitividad 
de las empresas en los distintos mercados alrededor del mundo. 
 
Los sistemas holónicos de manufactura, conocidos como HMS (Holonic Manufacturing 
Systems) o también llamados, sistemas holónicos de producción, son un paradigma que 
mejora la productividad de las organizaciones y busca dilucidar los requisitos de producción 
por medio de la planificación de estrategias para alcanzar sus objetivos. Los HMS se 
componen de unidades fundamentales llamadas holones, quienes son entidades inteligentes 
que toman decisiones y cooperan con el entorno para cumplir los objetivos de una 
organización. Según esto, una maquina inteligente o una persona son ejemplos de holones. 
En la literatura, existen varias arquitecturas que proponen y determinan el comportamiento y 
estructura de un holón, pero las más destacadas son PROSA [1] y ADACOR [2].Estas 
arquitecturas se concentran en especificar las propiedades de las holarquías, tales como 
autonomía, cooperación, reactividad y proactividad en un nivel conceptual, muy lejano al 
nivel real de la organización y muy lejos de su implantación. Una holarquía se define como 
una agrupación de holones que se comportará como un todo y que tendrá las mismas 
propiedades de un holón, es decir una holarquía es un holón compuesto. Desde el año 2000 
hasta la presente época, algunos investigadores vienen colaborando con nuevos aportes 
acerca de metodologías, técnicas y métodos que implementan de mejor manera los sistemas 
holónicos en las organizaciones [3]. Un software holónico debe exponer propiedades 
fundamentales como la descentralización de la inteligencia, la escalabilidad del sistema y la 
comunicación estable entre los holones. Sin embargo, el proceso de integrar el desarrollo de 
software con los sistemas holónicos no es una tarea fácil como se evidencia en algunos 
trabajos de sistemas holónicos [4] y [5], que no alcanzan a expresar todos los atributos 
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holónicos. Esto es debido a que un holón, es una entidad compleja que debe cumplir con 
sus propiedades holónicas: autonomía, reactividad, cooperación, proactividad y recursividad. 
Esto se convierte en una limitación de las metodologías de desarrollo de software que 
implementan sistemas convencionales. Por esta razón, los sistemas holónicos tratan de 
adaptar metodologías de desarrollo, resaltando las orientadas a sistemas multiagentes[6] y 
[7],por las semejanzas encontradas entre un holón y un agente. Sin embargo, la mayoría de 
tales metodologías coinciden en la ausencia de una fase de requisitos que conlleva a tener 
debilidades en la identificación de holones, convirtiendo esta fase en un proceso, que 
además de largo, no tiene un grado de confiabilidad aceptable en lo que respecta a la 
especificación hecha por un analista de sistemas holónicos. 
 
En esta línea, la metodología ANEMONA [8] intenta abarcar un escenario de exploración de 
requisitos mediante varios modelos de análisis que pueden ser aplicados a cualquier 
organización. De allí se destaca el modelo de interacción (MI) que se convierte en pieza 
importante para la comunicación entre holones y para este trabajo de investigación. Sin 
embargo, el proceso denotado en ANEMONA es demasiado largo y aún no posee métodos 
de validación. 
 
Ante esta problemática, surge la necesidad de ofrecer herramientas que ayuden a los 
analistas de sistemas holónicos, en la parte más importante del desarrollo de software, como 
es la fase de especificación de requisitos, la cual aclara la situación actual de los procesos 
de una organización y los objetivos que se persiguen con el nuevo desarrollo. Según esto, 
se busca proponer una herramienta que valide la especificación de requisitos y ayude a 
identificar automáticamente los posibles holones de una organización, tratando de vincular 
más fácilmente la fase de requisitos con la fase de diseño.  
 
Una herramienta útil para la especificación de requisitos, tratable a nivel computacional y de 
fácil entendimiento por cualquier persona, son los esquemas Preconceptuales (EP) 
propuestos en [9].Los EP permiten manifestar varias características holónicas que otras 
representaciones no toman en cuenta, entre ellas: la autonomía, la reactividad y la 
cooperación, con la ventaja de que la información representada puede ser validada 
fácilmente por el cliente. Además, dado que, los elementos de un EP permiten ilustrar 
aspectos estáticos y dinámicos de un proceso empresarial en un solo diagrama, se puede 
afirmar que los EP son útiles para representar los procesos de una organización. Ello abre 
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las puertas de la investigación para encontrar mecanismos que trasladen la información, 
explicita y/o implícita, contenida en los EP a los modelos de análisis propuestos en 
ANEMONA, especialmente al modelo de interacción. Esto implicó la unificación de dos 
paradigmas, lo cual se llevó a cabo con el uso de ontologías. La ontología proporciona el 
conocimiento de ambos dominios mediante la organización de conceptos, propiedades y las 
relaciones entre ellos, con el objetivo de clarificar la estructura del conocimiento de esos 
dominios y poder compartir tales nociones. La ontología se convierte en un instrumento clave 
para la identificación de holones por medio de los elementos de un EP, ya que tiene el 
potencial de la lógica descriptiva para establecer axiomas y así vincular coherentemente los 
dos paradigmas. 
 
Esta tesis plantea aportes conceptuales importantes. En el campo de los sistemas holónicos 
de producción, permite profundizar en la identificación anticipada de holones en una 
organización, para lo cual se presenta un modelo de validación de las propiedades del holón. 
Además, permite evaluar una nueva forma de representación de requisitos en el contexto de 
las empresas manufactureras, la cual soporta la generación automática del modelo de 
interacción, modelo correspondiente a la fase de análisis y que será consistente con la 
información de la empresa. Esto abre un camino interesante a la transformación automática 
de requisitos en modelos de análisis propios de una metodología específica, los cuales son 
muy útiles para los analistas, quienes pretenden desarrollar un sistema holónico real que sea 
escalable y flexible. En el campo de la ingeniería de software, esta tesis, permite demostrar 
que los esquemas preconceptuales son aplicables, aun para el desarrollo de sistemas 
inteligentes, como los sistemas holónicos de producción, los cuales requieren de aspectos 
más complejos cuando de entidades inteligentes se trata. 
 
En conclusión, en esta tesis de maestría se construye un método de transformación que a 
partir de un esquema preconceptual que contiene los procesos de una empresa, obtiene un 
modelo de interacción holónico. Por otro lado, se desarrolla una aproximación a una 
ontología que permite a los analistas de sistemas, involucrados en el desarrollo de sistemas 
holónicos, identificar los holones del dominio mediante la aplicación de un conjunto de reglas 
de transformación. Dado que, la representación en EP es de fácil entendimiento para el 
interesado y el analista, esta tesis contribuye a disminuir la posibilidad de malos entendidos, 
pues provee los medios para que esa transformación parta de una información 
consensuada. 
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1.1 Definición del problema de investigación 
 
Actualmente, se consideran escasas las metodologías que ofrecen un proceso demarcado 
por fases, que contenga una especificación de requisitos y que conlleve al desarrollo de 
software de un sistema holónico que cumpla con las propiedades holónicas. Una 
metodología que acerca la ingeniería de requisitos con el paradigma holónico es ANEMONA 
[8], la cual revela los pasos para implementar realmente un sistema holónico en una 
organización. ANEMONA presenta una especificación de requisitos vinculados con unos 
modelos de análisis muy útiles para la identificación de holones y por esta razón, esta tesis 
se basa en algunos aspectos de tal metodología para el incremento de nuevos aportes a 
esta línea de desarrollo de sistemas holónicos. 
 
En ANEMONA, el analista realiza el análisis de requisitos basándose en la documentación 
que extrae de la organización y hace un mapeo subjetivo entre holones y recursos. Sin 
embargo, es importante anotar que pueden surgir inconsistencias entre lo que dice el 
interesado y lo que interpreta el analista de software, acarreando incoherencias en los 
modelos conceptuales que posteriormente se realizan. Por otra parte, los modelos de 
análisis presentados en ANEMONA, los cuales se derivan de la metodología Multiagente 
INGENIAS, no son computacionalmente tratables y su realización manual es un proceso 
demandante de tiempo. 
 
Estas características conllevan a determinar que la educción de requisitos para sistemas 
holónicos de producción es un proceso largo, que todavía depende de las habilidades de los 
analistas para integrar los procesos empresariales con los atributos holónicos; con 
debilidades en la representación e identificación de holones; sin estándares a seguir en la 
educción misma; sin validación de la especificación de requisitos y que no ofrece modelos 
tratables a nivel computacional. 
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1.2 Preguntas de investigación 
 
Según las limitaciones planteadas en la definición del problema, surgen algunas preguntas 
de investigación en la integración del escenario holónico y la ingeniería de software, 
específicamente, en la ingeniería de requisitos. Estas preguntas se enuncian a continuación 
y se estudian en esta tesis con el fin de aportar soluciones a la comunidad científica: 
§ ¿Cómo reducir los tiempos de especificación de requisitos de una determinada 
organización cuando se desea implantar sistemas holónicos? 
§ ¿Cómo evitar la mala interpretación y omisión de requisitos en el desarrollo de 
sistemas holónicos? 
§ ¿Es posible automatizar la fase de obtención de requisitos por medio de 
herramientas que entreguen información útil a nivel computacional? 
§ ¿Es posible alcanzar un estándar en la especificación de requisitos de HMS siendo 
éste entendible por cualquier persona? 
 
 
1.3 Objetivos 
 
Objetivo general 
 
Definir un conjunto de reglas que permita la transformación de un esquema 
preconceptual, el cual posee los procesos de una organización, en un modelo de 
interacción holónico que proporcione información útil a nivel computacional para el 
desarrollo de software de sistemas holónicos.  
 
Objetivos específicos 
 
§ Identificar las condiciones que debe tener un modelo de requisitos representado en 
esquemas preconceptuales para permitir la transformación a un modelo de análisis. 
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§ Proponer varias reglas de transformación aplicables a un modelo de requisitos 
expresado en esquemas preconceptuales. 
 
§ Desarrollar una ontología holónica para la identificación adecuada de holones y sus 
propiedades. 
 
§ Construir un prototipo de software que valide la utilización de las reglas por medio de 
un caso de estudio. 
 
 
1.4 Alcance 
 
Esta tesis de maestría se enfoca principalmente, en el desarrollo de cuatro aspectos, a 
saber: 
§ Análisis de los elementos en un EP que ayudan a determinar qué conceptos cumplen 
con las propiedades holónicas, con miras a convertirse en holones mediante el uso 
de una ontología. 
§ Concepción de reglas de transformación aplicables a un EP para generar 
automáticamente un modelo de interacción, el cual pertenece a una metodología 
holónica ya existente y que se convierte en pieza clave en el diseño de sistemas 
holónicos. 
§ Desarrollo de un prototipo que integre las reglas de transformación y los elementos 
que ayudan a identificar los holones, permitiendo ingresar un esquema preconceptual 
y que mediante un botón, se genere automáticamente su equivalente en modelo de 
interacción. 
§ Presentación de los resultados del trabajo mediante un caso de estudio. 
 
En esta tesis, no se tendrán en cuenta los siguientes aspectos, por considerarlos tema de 
otras investigaciones: 
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§ En las reglas que identifican los holones en la ontología, no se tiene en cuenta la 
propiedad de proactividad, porque se considera que aún no se cuenta con los 
elementos suficientes que permitan detectar esta propiedad en un proceso 
representado en EP. La proactividad tiene un alto nivel de complejidad que requiere 
de estudios más profundos, los cuales se salen del alcance de esta tesis. por esto se 
deja como trabajo futuro. 
§ Esta tesis no presenta una metodología para modelar los procesos de una empresa 
independiente de su razón social o sus procesos de producción. Se parte de la 
hipótesis que los analistas de sistemas holónicos tienen habilidad para abstraer tales 
procesos de la realidad e ilustrarlos coherentemente en un EP. 
§ La tesis tampoco se enfoca en hacer transformaciones a otros modelos de análisis 
propuestos en otras metodologías holónicas, esto se deja como trabajo futuro. 
 
 
1.5 Metodología de trabajo 
 
A continuación se presenta la metodología de trabajo realizada para el desarrollo de esta 
investigación a través de cuatro fases: 
 
§ Fase de exploración 
En esta fase, se hace una revisión de literatura que abarca las temáticas de representación 
de requisitos para sistemas holónicos y de transformación entre modelos, apuntando a las 
tendencias de la ingeniería guiada por modelos. Además se identifica claramente los 
diferentes enfoques que puede tener una organización que desee implantar sistemas 
holónicos, para hacer una generalización de requisitos, planteando la adecuada 
representación mediante esquemas preconceptuales. 
 
§ Fase de composición de reglas 
Teniendo claro los elementos del esquema preconceptual y del modelo de interacción, se 
hace un análisis comparativo de las posibles semejanzas estructurales y conceptuales entre 
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ambos modelos, con el fin de definir cómo la información fuente se transforma en la 
información destino. 
 
§ Fase de desarrollo 
Teniendo clara la conceptualización del modelo fuente y del modelo destino, se procede a la 
programación de las reglas que se definen con el módulo de validación de propiedades 
holónicas. El resultado es un prototipo de software funcional. 
 
§ Fase de validación 
En esta fase se diseña y ejecuta un caso de estudio de una planta de producción, con la 
apropiada representación de requisitos en esquemas preconceptuales y la obtención del 
modelo de interacción. Con ello se evalúa la utilidad de la aplicación y la precisión de la 
información por parte de un experto holónico. 
 
 
1.6 Organización del documento 
 
Este documento de tesis se ha estructurado de la siguiente forma: en el capítulo 2 se 
presentan los conceptos principales y antecedentes sobre ingeniería de software, 
especialmente la ingeniería de requisitos y los sistemas holónicos de producción. En el 
capítulo 3 se muestra una aproximación a una ontología de identificación de propiedades 
holónicas y que también integra conceptos también de EP. En el capítulo 4 se presentan las 
condiciones necesarias con las cuales debe cumplir un EP para ser transformado enun 
modelo de interacción (MI) y las reglas de transformación. En el capítulo 5 se describe la 
construcción del prototipo que permite transformar automáticamente un EP en unMI. En el 
capítulo 6 se exhibe el caso de estudio que valida el conjunto de reglas propuesto y los 
resultados obtenidos. Finalmente se presentan las conclusiones que arrojó este trabajo de 
investigación. 
 
 
 
 
 
 
Capítulo 2 
CONCEPTOS PRINCIPALES Y ANTECEDENTES 
SOBRE IS y HMS 
 
En busca de la optimización de procesos manufactureros hacia la organización del mañana, 
la cual debe poseer características de agilidad, flexibilidad y administración inteligente, se 
hace necesario desarrollar nuevos modelos de análisis que permitan la integración de dos 
grandes áreas, la ingeniería de requisitos y los sistemas inteligentes, particularmente, los 
sistemas holónicos de manufactura. 
 
En la primera sección de este capítulo, se recopilan los principales aspectos de la ingeniería 
de software relacionados con los requisitos y modelos de análisis que pueden encontrarse 
en una organización que busca implementar HMS. Entre estos aspectos se encuentran los 
conceptos básicos de la ingeniería de requisitos, la ingeniería guiada por modelos, el ciclo de 
vida del software y los modelos de análisis más destacados. Al final de esta sección se 
muestra la importancia de los esquemas preconceptuales, como diagrama que representa 
las estructuras estáticas y el comportamiento de los procesos de una organización en un 
lenguaje controlado. 
 
En la segunda sección, se reúnen las definiciones y conceptos principales del paradigma 
holónico, comenzando por las primeras arquitecturas propuestas y primeras aproximaciones 
al desarrollo de software holónico y llegando hasta la metodología más representativa de 
desarrollo de software. Esta metodología comprende unos escenarios claramente definidos, 
los cuales buscan la implementación de propiedades fundamentales y los elementos que 
debe exponer un software holónico tales como la descentralización de la inteligencia, la 
escalabilidad del sistema y la comunicación estable entre los holones. 
 
La última sección contiene un análisis crítico de las representaciones gráficas de HMS, 
muestra la estructura básica de un holón y, el comportamiento y dinámica de un sistema 
holónico. 
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2.1 Ingeniería de Software 
 
La ingeniería de software (IS) es una disciplina que estudia la naturaleza del software, 
enfoques y metodologías de desarrollo de software a gran escala, teorías y leyes detrás del 
software y sus mejores prácticas. Desde hace años, la ingeniería de software viene 
acumulando un rico conjunto de principios empíricos y heurísticos; algunos de ellos han sido 
refinados y formalizados con el fin de formar teorías coherentes para la disciplina misma, y 
es por ello que tiene tantos campos de investigación, tanto teóricos como empíricos [10]. 
Entre los campos más interesantes y que tienen afinidad con esta tesis, se destacan las 
etapas del ciclo de vida del software, la ingeniería de requisitos, la ingeniería guiada por 
modelos, herramientas CASE y la validación del software. 
 
Un concepto fundamental en la IS es el proceso de software, el cual se define como la 
manera de producir software y que trata con los asuntos técnicos y administrativos del 
desarrollo de software [11]. Existen muchas actividades que comprenden el proceso de 
software y que son realizadas por diferentes personas, es por ello que este proceso es visto 
como la unión de varios componentes que tiene un objetivo y diversas labores. Aunque 
muchas organizaciones orientadas al desarrollo de software difieren en la manera de hacer 
el proceso, todas están enfocadas a tres metas principales que son: el costo, el tiempo y la 
calidad. Las dos primeras están comprendidas en la componente de administración del 
proyecto, mientras que la última está contenida en la componente de desarrollo y tiene que 
ver con las distintas etapas del ciclo de vida del software. 
 
 
Ciclo de vida del Software 
 
Uno de los grandes beneficios de seguir un desarrollo de software por fases es la 
preparación exitosa para el momento de revisiones y auditorias. El ciclo de vida se refiere al 
período de tiempo de desarrollo del software, que comienza cuando se concibe el producto y 
finaliza cuando el producto de software ya no está disponible para su uso. Las etapas del 
ciclo de vida del software más aceptadas en la literatura son expuestas en [12] y explicadas 
a continuación: 
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Fase de requisitos: es el proceso que determina las necesidades y condiciones a satisfacer 
para un software nuevo o modificado. Esto se traduce con la definición correcta de los 
diversos requisitos entre clientes y analistas en un documento de especificación de 
requisitos. Los buenos requisitos deben ser medibles, comprobables, sin ambigüedades o 
contradicciones. 
 
Fase de diseño: se refiere a la definición de las arquitecturas de software, componentes, 
módulos e interfaces del sistema a desarrollar, basados en el documento de requisitos. Esta 
fase involucra también la selección de tecnologías, la revisión de las soluciones viables, el 
manejo de los datos y los recursos físicos a utilizar. 
 
Fase de implementación: es el período de tiempo en el ciclo de vida del software durante el 
cual un producto de software se crea y se depura a partir de la documentación del diseño, 
mediante un lenguaje de programación. La verificación y validación de software se realiza 
mediante el aseguramiento de calidad del software, que es independiente de la organización 
de diseño de software y que busca que la calidad del software se aplique durante  todo el 
ciclo de vida. Este procedimiento de calidad involucra esta fase porque le define al grupo 
desarrollador los elementos de configuración, control de liberaciones, cambios en el 
software, registros, y estado de la aplicación durante todo el ciclo de vida del software.  
 
Fase de pruebas: es un período de tiempo en el ciclo de vida del software en el que los 
componentes de un producto software son evaluados e integrados, basados en la 
satisfacción de los requisitos. Los datos de prueba y los procedimientos asociados a la 
prueba son empleados para probar varias rutas del programa y así verificar la especificación 
de los requisitos. En esta etapa, se usa un plan de pruebas que describe el enfoque previsto 
en la fase de prueba. El plan identifica los elementos que deben probarse, el rendimiento de 
las pruebas, los horarios de prueba y los criterios de evaluación. 
 
Fase de instalación: es el período de tiempo durante el cual un producto de software se 
integra en un ambiente operativo y es probado en ese medio para asegurar que el software 
funciona cuando sea requerido. 
 
Fase de mantenimiento: esta fase debe asegurar que el producto de software se utiliza en 
un entorno operativo, donde se monitoree su rendimiento y este abierto a  modificaciones 
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necesarias para corregir problemas encontrados por usuarios o según las necesidades que 
surjan en el medio donde se ubicó el software.  
 
 
Modelos de desarrollo de Software 
 
 
El proceso de software se compone de dos partes principales: la gestión del proyecto de 
software, es decir presupuesto financiero y manejo de recurso humano, y el proceso de 
desarrollo de software que se constituye como la parte fundamental porque allí se 
especifican las actividades principales del producto de software y las actividades de control 
de calidad, fundamentales para el éxito del proyecto. Debido a la importancia del proceso de 
desarrollo, en la literatura se proponen varios modelos. A continuación se describen los 
modelos más importantes según [13]: 
 
Modelo en cascada: es el modelo de proceso más simple y quizás el más antiguo, el cual 
establece un conjunto de etapas organizadas en un orden lineal. Este modelo comienza con 
el análisis de factibilidad y termina con el mantenimiento, caracterizándose porque cada fase 
no es iniciada hasta que sus predecesoras hayan sido terminadas, validadas y contengan un 
documento final asociado. En la Figura 1 se ilustra este modelo. 
 
 
Modelo rápido de prototipo: el objetivo de este modelo es contrarrestar las limitaciones del 
modelo en cascada que prohíbe el diseño y la codificación sin terminar la fase de requisitos, 
desarrollando una primera aproximación a partir de los requisitos conocidos. Una gran 
ventaja de tener un prototipo es que la interacción con el cliente puede ayudar a entender 
mejor los requisitos del sistema. Este modelo es atractivo para sistemas muy complejos que 
no tienen manuales del proceso o que la carencia de información no ayuda a determinar las 
funcionalidades del sistema. 
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Figura 1. Modelo en cascada. Tomado de [13] 
 
Modelo iterativo e incremental: este modelo busca combinar los beneficios de los modelos 
en cascada y los prototipos. Su idea básica es que el software debe ser desarrollado por 
incrementos, donde cada paso añade nuevas capacidades funcionales al sistema. Además, 
de esta manera resultaría más fácil hacer la etapa de pruebas porque es más fácil probar 
segmentos pequeños que el sistema completo. 
 
Modelo en espiral: es un modelo basado en el método iterativo e incremental que tiene una 
percepción fuerte frente a la minimización de riesgos en el desarrollo. El modelo inicia con la 
identificación de objetivos del ciclo, los posibles riesgos y las alternativas para alcanzar tales 
objetivos. Luego, se evalúan estas alternativas y se planean estrategias que resuelvan las 
incertidumbres de riesgo para posteriormente escoger una e iniciar la etapa de 
implementación de ese ciclo. Finalmente, se planea la próxima iteración. 
 
Programación extrema (XP): es un modelo basado en el método iterativo e incremental que 
busca desarrollar software de calidad orientado a la satisfacción del cliente. Se caracteriza 
por desarrollar en cada ciclo, las funcionalidades que el cliente quiere, mediante “historias de 
usuario” y programarlas para luego hacer un plan rígido de pruebas sobre ese producto. Esto 
significa que el cliente trabaja con el equipo XP la mayor parte del tiempo de desarrollo. El 
equipo XP se caracteriza porque no existe especialización en sus integrantes, ya que todos 
tienen las mismas habilidades para trabajar en requisitos, análisis, diseño, codificación y 
pruebas. 
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Hoy en día, independiente del modelo de desarrollo de software elegido por una 
organización, el paradigma de programación más usado por la mayoría de estas empresas 
de desarrollo, es la programación orientada a objetos (POO) [14]. Esto se debe a que este 
paradigma es la evolución de otros paradigmas y utiliza técnicas que facilitan la 
programación, tales como herencia, polimorfismo, abstracción y encapsulamiento. Todos los 
enfoques orientados a objetos son capaces de apoyar tres actividades básicas del desarrollo 
de software las cuales son: la identificación de clases y objetos, la descripción de las 
relaciones entre los objetos y clases, y la definición del comportamiento del objeto. Estas 
actividades inician en la fase de análisis, identificando los conceptos claves del documento 
de requisitos. Cuando los objetos importantes se identifican, además de las relaciones entre 
las clases junto con sus comportamientos, se pueden representar detalladamente por un 
conjunto de modelos asociados. Estos modelos describen la estructura del software a partir 
de diferentes facetas, tales como la lógica dinámica, la lógica estructural y los componentes 
físicos. El lenguaje de modelado más utilizado es el lenguaje unificado de modelado (UML) 
que consta de seis diagramas estructurales y siete diagramas de comportamiento [15]. 
 
 
2.1.1 Ingeniería de requisitos 
 
La ingeniería de requisitos es la especialidad de la ingeniería de software que está enfocada  
a determinar los objetivos, funciones y limitaciones de los sistemas de software 
y la representación de estos aspectos en formas apropiadas de modelado y 
análisis. El objetivo de esta etapa del desarrollo de software es crear una especificación de 
requisitos que sea completa, correcta, y comprensible para los clientes y desarrolladores 
[16]. Sin embargo, esto crea un dilema, ya que proporcionar una visión a los clientes que 
garantice que el producto se ajusta a sus necesidades y expectativas, y así también mostrar 
una representación completa de las funciones y las limitaciones del sistema como base para 
los desarrolladores, es complicado. En el dominio de sistemas de tiempo real, esto es aún 
más difícil por la necesidad de representar restricciones de tiempo y rendimiento, así como 
también más comprensión de los requisitos funcionales. 
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La entrada a la etapa de educción de requisitos es comúnmente un documento que describe 
los objetivos de la aplicación y la terminología específica del dominio del cliente. Sin 
embargo, los mejores lenguajes para describir los objetivos de la aplicación cliente son los 
lenguajes naturales aunque poseen un rango muy extenso de comprensión. Un concepto 
que ayuda a reducir la ambigüedad de los lenguajes naturales son los lenguajes controlados, 
ya que son más una estructura lógica, y por lo tanto, permiten alcanzar gradualmente, una 
expresividad formal [17]. Es posible, por ejemplo, utilizar la lógica formal de primer orden. 
 
Un flujo de trabajo generalizado para la fase de ingeniería de requisitos, según estudios 
mostrados en [16] y [18], se muestra en la Figura 2, donde se describen los documentos 
asociados a ciertas actividades. 
 
 
Figura 2. Proceso de ingeniería de requisitos descrito con actividades 
(Rectángulos redondeados) y documentos (rectángulos).Tomado de [16] 
 
En este sentido, la documentación en el inicio del ciclo de vida del software es fundamental. 
En [19], los autores hacen una descripción de la práctica recomendada por la IEEE para la 
especificación de requisitos de Software (ERS), proporcionando una plantilla a seguir, la cual 
se muestra en la Tabla 1. Esta plantilla consta de cuatro partes, donde las secciones 1 y 2 
son descritas con mayor nivel de detalle, la sección 3 se refiere a modelos construidos con 
base a la información del numeral 1 y 2 y la sección 4 concierne a cualquier información 
adicional importante. 
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ERS se describe como un contrato “de unión entre los diseñadores, programadores, clientes, 
y probadores", y abarca diferentes puntos de vista de diseño o paradigmas para el diseño 
del sistema. Los puntos de vista de diseño recomendados incluyen una combinación de 
descripciones de la descomposición, la dependencia y la interfaz. 
 
Tabla 1. Tabla recomendada para la ERS tomado del estándar IEEE 830-1998. Tomado de[19]. 
 
 
 
 
  
 
 
 
 
 
 
Tipos de Requisitos 
 
Actualmente existen una serie de taxonomías de requisitos que generalmente establecen 
una clasificación funcional versus una clasificación no funcional.  Según la norma IEEE 830 
[19], se definen los siguientes tipos de requisitos para sistemas de tiempo real: 
 
1 Funcionales 
2 Interfaces externas 
3 Rendimiento 
4 Requisitos lógicos de Base de datos 
5 Restricciones de diseño 
§ Cumplimiento de normas 
§ Sistemas software atributos 
 
6 Los atributos de software del sistema 
§ Fiabilidad 
§ Disponibilidad 
§ Seguridad 
Sección Contenido 
1. Introducción 1.1 Propósito 
1.2 Alcance 
1.3 Definiciones y acrónimos 
1.4 Referencias 
1.5 Resumen 
2. Descripción general 2.1 Perspectivas del producto 
2.2 Funcionalidades 
2.3 Características del usuario 
2.4 Restricciones 
2.5 Supuestos y dependencias 
3. Especificación de requisitos  
4. Apéndices  
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§ Capacidad de mantenimiento 
§ Portabilidad 
 
Los requisitos funcionales incluyen una descripción de todas las entradas del sistema y la 
secuencia de las operaciones asociadas a cada conjunto de entradas. Mediante alguna 
forma de descripción general, se debe proporcionar la secuencia exacta de las acciones y 
respuestas (outputs) para situaciones normales y anormales en el manejo del sistema, 
incluyendo el manejo de errores y recuperación. En esencia, los requisitos funcionales 
describen el comportamiento determinado del sistema.  
 
Por otro lado, los requisitos del 2 al 6 se consideran no funcionales. En primer lugar, los 
requisitos de interfaz externa son una descripción de todas las entradas y salidas de 
del sistema, incluyendo nombre de las piezas, descripción del objeto, formatos de datos 
fuente de entrada o destino de salida, unidades de medida, organización de las ventanas y 
tiempos de respuesta entre otros.  
 
Los requisitos de rendimiento incluyen los requisitos estáticos y dinámicos colocados en el 
software o en la interacción humana con el software en su conjunto. Para un sistema en 
tiempo real, los requisitos estáticos pueden incluir el número de usuarios simultáneos que se 
va a soportar. Los requisitos dinámicos pueden incluir el número de transacciones, tareas y 
la cantidad de datos que se procesan dentro de cierto tiempo en condiciones de carga de 
trabajo normal y máxima. 
 
Los requisitos lógicos de bases de datos incluyen los tipos de información utilizados por 
diferentes funciones, tales como la frecuencia de uso, entidades de datos y sus relaciones, 
capacidades de acceso y restricciones de integridad. Las restricciones de diseño están 
relacionadas con el cumplimiento de las normas y las limitaciones del hardware. Por último, 
los atributos de software del sistema son la fiabilidad, disponibilidad, seguridad, capacidad 
de mantenimiento y portabilidad. 
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Validación y revisión de requisitos 
 
Una etapa importante en la ingeniería de requisitos es la validación. Mientras que la 
verificación de software significa certificar que el software se construyó para cumplir la ERS y 
que se satisfacen los requisitos, la validación, por otro lado, se refiere a construir el software 
adecuadamente para los usuarios. Esto porque con frecuencia, los ingenieros de software 
entregan un producto conforme a la ERS para finalmente, descubrir que era algo que el 
cliente no quería. 
 
La validación de requisitos de rendimiento envuelven los siguientes aspectos: 
 
§ Validez, es decir, ¿el sistema proporciona las funciones que mejor apoyan 
las necesidades del cliente? 
§ Consistencia, es decir, ¿hay algún conflicto de requisitos? 
§ Integridad, en otras palabras, ¿son incluidas todas las funciones requeridas por el 
cliente? 
§ Realismo, ¿pueden implementarse los requisitos dado el presupuesto 
y la tecnología? 
§ Verificabilidad, es decir, ¿se pueden verificarlos requisitos? 
 
Existen varias maneras de comprobar la ERS, de acuerdo con las mejores prácticas 
expuestas en el estándar IEEE 830.Estos enfoques incluyen: 
 
§ Revisión de requisitos. 
§ Análisis sistemático de los requisitos. 
§ Prototipos. 
§ Uso de un modelo ejecutable del sistema para verificarlos requisitos. 
§ Generación de casos de prueba. 
§ Análisis de consistencia automatizado. 
§ Comprobación de la coherencia de los requisitos. 
 
 
2.1.2 Ingeniería guiada por modelos 
 
En la última década, el movimiento hacia el desarrollo de software mediante el uso de 
diagramas, viene aumentando rápidamente. Las organizaciones están aprovechando cada 
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vez más la oportunidad de avanzar hacia la representación de la lógica del negocio en 
modelos de análisis y dejar de lado el código fuente de los sistemas, el cual no es fácilmente 
manipulable [20]. Según esto, las herramientas de modelado pueden abrir nuevos caminos 
de estudio para la creación, análisis y manipulación de los sistemas informáticos.  
 
Actualmente, existe una alta disponibilidad de herramientas para los procesos de modelado 
de software, que incluyen las distintas etapas del ciclo de software y otros campos 
disciplinarios, tales como arquitecturas de software y validación de software, entre otros. Sin 
embargo, estas aplicaciones tienden a funcionar sólo en formatos previamente definidos por 
el fabricante, las cuales dependen de un lenguaje, una plataforma o un sistema operativo 
específico. Esta problemática se puede solventar ofreciendo más herramientas que incluyan 
la propiedad de interoperabilidad.  
 
La ingeniería guiada por modelos (MDE), en el campo de la ingeniería de software, propone 
técnicas y herramientas para el tratamiento computacional de modelos, en busca de 
generación de nuevas nociones a partir de otras [20]. El MDE es un método conformado por 
modelos y metamodelos. Los metamodelos son los que permiten definir un lenguaje de 
expresión para los modelos. En el caso de UML, el lenguaje de especificación es MOF [15]. 
La MDE se orienta a la generación de nuevo conocimiento a partir de representaciones del 
comportamiento de uno o varios elementos.  
 
La arquitectura guiada por modelos (MDA) es la iniciativa metodológica del Object 
Management Group (OMG), más aceptada en el campo de la MDE. Esta metodología define 
representaciones entre modelos y va dirigida hacia implementaciones de código, 
desarrollando patrones en modelos independientes de la plataforma de implementación 
(PIM) y estableciendo reglas de automatización en modelos dependientes de plataforma 
(PSM) [21]. Un gran aporte de la MDA es que permite la transformación automática entre 
modelos o desde modelos hacia código fuente. Según [22], estas transformaciones se 
construyen por medio del metamodelo fuente, metamodelo objetivo y una ontología del 
dominio. Los estudios que se plantean allí, demuestran que las implementaciones que se 
realizaban antes del año 2005, se orientaban solamente a transformaciones de sintaxis. 
 
Algunas clasificaciones de reglas y elementos fundamentales que se tienen en cuenta para 
realizar una conversión entre modelos, además de los lenguajes más usados, se exponen en 
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[21] y [23]. Entre los lenguajes más destacados para las conversiones se encuentran los 
siguientes: 
 
§ TrML (Transformation modeling language) 
§ JMI (Java Metadata Interface) 
§ XML basado en XSLT 
§ QVT (Query/View/Transformation)  
§ ATL (ATLAS Transformation Language) 
 
De los anteriores lenguajes, el último es considerado el más popular. ATL es un lenguaje 
muy referenciado en la literatura y es empleado como patrón de transformación, que mezcla 
instrucciones declarativas e imperativas [24].Los autores de ATL explican la sintaxis del 
lenguaje por medio de ejemplos y la estructura de sus reglas de transformación, entre ellas 
reglas de coincidencia y reglas de herencia. ATL es utilizado dentro del ambiente de 
desarrollo integrado (IDE) Eclipse. 
Sin embargo, el lenguaje estándar QVT[77],está convirtiéndose en un lenguaje ampliamente 
adaptado por su facilidad en el manejo de consultas y su facilidad de implementación, 
manifestando además que es programado también en el IDE Eclipse. QVT tiene actualmente 
una comunidad de desarrollo creciente y por estas razones, es viable utilizar este lenguaje 
de transformación. 
 
 
2.1.3 Modelos de análisis y Modelos de diseño 
 
En el proceso de software, existen diversas metodologías que acogen determinados tipos de 
diagramas, con el fin de capturar y esbozar información perteneciente a la organización 
donde se debe implantar el producto de software. Para empezar, un modelo se debe 
entender como una abstracción o una simplificación de la realidad. Un modelo simplifica la 
realidad que representa, suprimiendo detalles irrelevantes y reteniendo los aspectos 
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esenciales, y estos se pueden representar mediante uno o varios diagramas, es decir, un 
diagrama es una vista parcial de un modelo.  
 
Sin embargo, aún existen confusiones entre los profesionales de la ingeniería de software en 
torno a los términos “modelo de análisis” y “modelo de diseño”. En [25] se exponen las 
diferencias entre las actividades de modelado mencionadas anteriormente. En primer lugar, 
los modelos de análisis deben capturar los requisitos de usuario sin adoptar prematuramente 
decisiones de implementación, es decir, omitiendo detalles dependientes de la tecnología 
[26] y utilizando conceptos extraídos únicamente del dominio del problema, que permita 
contextualizar a los analistas. Por el contrario, los modelos de diseño deben definir una 
solución software que satisfaga de modo efectivo y eficiente los requisitos especificados en 
el análisis, y al hacer esto el modelo incorporará nuevos artefactos y tendrá en cuenta la 
plataforma tecnológica concreta sobre la que debe construirse el sistema software. 
 
Algunos modelos de análisis y de diseño relevantes en el campo de la ingeniería de software 
se describen a continuación, aclarando que todos los modelos UML pertenecen al grupo de 
modelos de diseño: 
 
Modelo del dominio: es un modelo de análisis considerado como un modelo conceptual de 
un dominio de interés, que describe las distintas entidades, sus atributos y relaciones, 
además de las restricciones que rigen la integridad de los elementos del modelo que 
comprende el dominio del problema [27]. En el desarrollo de software, este modelo es 
fundamental para identificar y clasificar las palabras clave del problema. El analista 
encargado de construir este diagrama, debe enfocarse en el comportamiento de la 
organización, reglas, restricciones, colaboraciones entre actores y hacer las preguntas 
básicas de cualquier dominio: ¿Qué? ¿Quién? ¿Por qué? ¿Cuándo? ¿Cómo? ¿Dónde? 
Existen varias formas de representación del dominio, pero una de losmás aceptadas es el 
diagrama de clases con un nivel de abstracción muy simple. 
 
Modelo de Procesos del negocio (Extensión adaptada del UML por Hans-Erik 
Eriksson): es un modelo de análisis enfocado en el modelado de procesos de negocio 
mediante las extensiones personalizadas del UML. Este modelo provee una descripción de 
dónde se va a ajustar el sistema de software considerado dentro de la estructura 
organizacional y de las actividades habituales [28]. La notación del modelo de procesos 
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contiene los siguientes elementos: actores, procesos, objetivo del proceso, entradas, salidas, 
eventos, recursos consumidos y secuencia de actividades. La Figura 3, ilustra cómo los 
diferentes elementos del modelo se pueden agrupar para producir una vista coherente de un 
proceso de negocio determinado.  
 
Modelo de Procesos del negocio (Standard BPMN): es un modelo de análisis 
estandarizado para modelar los procesos de negocio de cualquier organización. BPMN 
(Business Process Modeling Notation) define un diagrama de procesos que se basa en una 
técnica de diagramas de flujo, para la creación de modelos gráficos de las operaciones de un 
proceso de negocio [29]. La importancia del BPMN radica en el acercamiento que ofrece 
entre el diseño de procesos de negocio y su implementación, pues las herramientas 
permiten generación automática de código. Su notación presenta cuatro categorías 
fundamentales de elementos los cuales son, los objetos de flujo: eventos, actividades y  
compuertas; los objetos de conexión: flujos de secuencia, de mensajes y de asociación; las 
Swimlanes que son un mecanismo de organización para los actores, grupos u 
organizaciones, que contienen dos objetos: pool y lane. Finalmente, la última categoría se 
refiere a los artefactos, concebidos para darle flexibilidad al diagrama: objetos de datos, 
anotaciones y el objeto agrupador. En la Figura 4, se presenta un ejemplo sencillo con los 
principales elementos de la notación BPMN.  
 
 
Figura 3. Elementos del modelo de procesos. Extensión adaptada de UML.  
Tomado de [28]. 
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Figura 4.Modelo de procesos básico según el estándar BPMN. Tomado de [29]. 
 
Diagrama de contexto del sistema: es un diagrama que encaja en la parte de diseño, 
representando las interacciones entre los sistemas de referencia y los actores o entre 
sistemas entre sí [30]. Este diagrama es una visión de alto nivel, el cual muestra al sistema 
como un todo con sus entradas y salidas, desde y hacia los factores externos que pueden 
interactuar directa o indirectamente con el software. En la Figura 5,se observa un diagrama 
de contexto para el caso de un avión de pasajeros, el cual incorpora las relaciones entre el 
avión y varias entidades externas como: la atención de los vuelos, los servicios de 
mantenimiento y el personal de vuelos. 
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Figura 5. Diagrama de contexto de un sistema de pasajeros de avión. Tomado de [30]. 
 
 
Diagrama de flujo de datos (DFD): es un diagrama que pertenece a la fase de diseño de 
software que tiene como propósito esbozar las componentes del sistema con respecto al 
flujo de la información [31]. La notación principal utilizada en los DFD se resume en cuatro 
tipos de entidades: 
 
Las entidades externas: son la fuente o el destino de una transacción las cuales se 
encuentran fuera del ámbito del dominio de los datos. Estas entidades externas son 
representadas mediante rectángulos con vértices redondeados. 
Los procesos de transformación de datos: se denotan por círculos y representan la 
manipulación de datos para entregar datos en cierto formato. 
Los flujos de datos entre procesos, entidades externas y almacenes de datos: un flujo 
de datos se indica con una flecha. Los flujos de datos son caminos por los cuales las 
estructuras de datos viajan. 
Los almacenes de datos: se encuentran entre dos procesos. Estos se simbolizan por 
el nombre del almacén de datos entre dos líneas paralelas. Los almacenes de datos 
son lugares donde se almacenan las estructuras de datos. 
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Para los propósitos de esta tesis, se busca encontrar un modelo de análisis apropiado que 
capture información relevante de las empresas donde se quiere implantar un HMS. 
 
2.1.4 Esquemas Preconceptuales 
 
Los esquemas preconceptuales (EP) son herramientas útiles para la interpretación del 
dominio del interesado en un lenguaje controlado, el cual posibilita la obtención automática 
de diagramas UML con el objetivo de elaborar una aplicación de software [9]. Es 
considerado un modelo de análisis y entre las contribuciones encontradas, al emplear EP en 
la ingeniería de requisitos, están: identificación de requisitos, simplicidad de la notación de 
los componentes, facilidad en la comprensión del dominio representado, tratabilidad 
computacional y validación con el interesado desde etapas tempranas del modelado, el cual 
expone la problemática actual. Estas contribuciones ayudan a construir un software de 
calidad.  
 
A continuación se describen los componentes básicos que se encuentran en un EP, con el 
fin de  tener claridad sobre la sintaxis empleada, observados gráficamente en la Figura 6. Se 
debe notar que existe también el concepto de tríada, que es un conjunto de dos conceptos 
unidos con una relación, la cual puede ser estructural o dinámica. 
 
§ Concepto: sustantivo o sintagma nominal del discurso del interesado. 
§ Relación estructural: relación permanente entre los conceptos. Está asociada con 
los verbos “es” y “tiene”. 
§ Relación dinámica: está asociada con los verbos de actividad que se pueden 
ejecutar por un actor. 
§ Objetivo: es un verbo en infinitivo que busca representar el objetivo de una 
actividad asociándolo mediante una relación de logro, a una relación dinámica. 
Su símbolo es similar al de la relación estructural, diferenciándose de ésta en que 
posee un borde más grueso. 
§ Relación de logro: es una conexión entre un objetivo y una relación dinámica, 
simbolizada por una línea punteada. 
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§ Implicación: sirve para unir relaciones dinámicas o para unir condicionales con 
relaciones dinámicas, estableciendo entre ellas una relación causa-efecto. 
§ Condicional: relación de causalidad que indica las restricciones que los conceptos 
deben cumplir. 
§ Nota o agrupación: permite especificar los diferentes valores que se puedan 
asignar a los sintagmas nominales, aunque también puede ser empleado como 
elemento agrupador de otros conceptos.  
§ Conexión: permite enlazar los conceptos con las relaciones, las relaciones con 
los conceptos o tales elementos con una nota.  
 
 
Figura 6. Elementos de un esquema preconceptual.  
Tomado de [9]. 
 
Uno de los beneficios importantes al utilizar los esquemas preconceptuales es que permiten 
generar un modelo tratable computacionalmente, lo cual se puede reflejar en la obtención 
automática de nuevos modelos. Algunos trabajos tienen antecedentes en la conversión 
automática desde EP a otros modelos, especialmente a diagramas UML. En [32] se plantea 
la generación automática de diagramas de secuencias incluyendo fragmentos combinados 
por medio de doce reglas de equivalencia entre los modelos, utilizando la herramienta 
AToM3, mientras que en [33] se manifiesta la conversión de esquemas preconceptuales a 
diagrama de casos de uso también utilizando AToM3, definiendo nueve reglas heurísticas 
para la transformación. Así, podemos afirmar que los EP permiten capturar información de 
tipo estructural y/o dinámica, y representarla en otros diagramas mediante un conjunto de 
reglas de transformación. 
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Las capacidades anteriormente descritas,  permiten concluir que los EP son apropiados para 
el análisis de requisitos de una organización que busque obtener una buena implementación 
de software y  convertirse en una empresa que cumpla las propiedades holónicas. 
En la tabla se hace una comparación de características básicas entre modelos que permiten 
obtener información holónica en una empresa para su implementación, demostrando que los 
EP son los más apropiados frente a otros. 
 
Tabla 2. Comparación de EP frente a otros modelos de captura de información holónica 
 
 
 
 EP 
D. DE 
CLASES 
D.  
SECUENCIAS 
MODELO DEL 
DOMINIO 
D. DE 
PROCESOS 
BPM 
Definición de 
entidades 
SI SI SI SI SI SI 
Definición de 
atributos SI SI 
NO SI NO SI 
Relación con 
entidades SI SI SI SI SI SI 
Definición de 
actores SI 
NO SI NO  SI 
Definición de 
objetivos SI NO NO NO NO SI 
Agrupación de 
entidades SI NO 
NO NO NO SI 
Modelo estructural SI SI NO SI SI SI 
Modelo Dinámico SI NO  NO NO SI 
Tratable 
computacionalmente SI 
SI SI NO SI NO 
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2.2 Sistemas Holónicos de Manufactura 
 
Hacia mediados de la década de los 80, empezó a surgir un interés, tanto desde la parte 
académica como desde el área industrial, por mejorar la productividad en las empresas 
manufactureras y alcanzar un nivel altamente competitivo. Ello generó la necesidad de  
alternativas conceptuales que permitieran alcanzar características como agilidad, flexibilidad 
y administración inteligente. Fue entonces, a principios de los 90, que los sistemas holónicos 
de manufactura (en inglés Holonic Manufacturing Systems HMS) fueron concebidos trayendo 
consigo una nueva visión en las fábricas manufactureras. Sin embargo, esta concepción tuvo 
realmente sus orígenes hacia finales de los años 60, cuando el filósofo Arthur Koestler 
propuso el término holón, refiriéndose a una parte y a un todo al mismo tiempo, al analizar el 
comportamiento de los seres biológicos que pueden actuar de manera autónoma o en 
sociedad. Un holón se define como una unidad inteligente que posee una parte física y una 
lógica, se puede componer de otros holones y puede pertenecer a un holón más grande [3]. 
 
Un holón es la unidad básica de los sistemas holónicos y puede clasificarse en dos tipos: los 
holones básicos, que son unidades indivisibles y pertenecen a otros holones, y los holones 
compuestos u holarquías, los cuales pueden contener holones básicos u otros holones 
compuestos. Una holarquía puede definirse como un conjunto de holones que buscan 
unidos, un objetivo específico. Por ende, un Sistema de Manufactura Holónico (HMS) es una 
holarquía que abarca todas las actividades de los procesos de una empresa manufacturera. 
En la Figura 7. se muestra el concepto de holarquías y holones básicos. 
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Figura 7. Concepto de holarquías y holones básicos de un HMS. Tomado de [34]. 
 
El holón es visto en la organización como un recurso inteligente, que debe cumplir unos 
objetivos, debe cooperar, si es necesario, con otros recursos; tiene un plan de producción y 
conoce la forma de cumplir con sus metas. Las propiedades fundamentales de un holón se 
pueden agrupar en los siguientes cuatro conceptos, tratando de unificar los argumentos 
expuestos por los autores en [3,34, 35, 36] son: 
 
§ Autonomía: habilidad de un holón de crear, controlar y monitorear la ejecución de 
sus propios planes y/o estrategias, y tomar las acciones correctivas en contra de su 
mal funcionamiento. 
§ Cooperación: proceso donde varios holones son capaces de negociar y ejecutar 
planes mutuamente, y/o adoptar acciones conjuntas en contra de una perturbación. 
§ Reactividad: capacidad de respuesta de un holón ante cambios en su entorno. 
Estos cambios afectan sus objetivos internos o pueden prevenir la ejecución de 
tareas planeadas actuales o futuras. 
§ Proactividad: capacidad de un holón de tomar la iniciativa en un entorno 
determinado, guiado por sus objetivos y sin esperar cambios en su entorno. 
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Algunas ventajas que se pueden encontrar en un HMS son: plataforma  totalmente integrada 
en las actividades de diseño, producción y venta de un producto o servicio, rápida toma de 
decisiones frente a disturbios en el proceso de producción, utilización de algoritmos de 
optimización implementados en cada holón para un uso eficaz de recursos en todos los 
niveles, adaptabilidad a cambios en el entorno de la empresa y naturalidad en el flujo de la 
información, que se expone como una gran ventaja frente a las arquitecturas jerárquicas o 
heterárquicas de muchas organizaciones. Sin embargo, algunas ventajas se pueden reflejar 
mejor, dependiendo de la arquitectura holónica elegida y de su forma de implementación 
dentro de la compañía. 
 
2.2.1 Arquitecturas 
 
Son pocas las  arquitecturas que lograron ser adoptadas ampliamente por la mayoría de 
investigadores del paradigma holónico, sin embargo, las arquitecturas más representativas 
son PROSA [1] y ADACOR[2].  
 
La arquitectura de referencia en los HMS es PROSA (Product Resource Order Staff 
Architecture).PROSA define tres holones básicos, enfocados en el conocimiento del 
producto, en las competencias o habilidades que posee el recurso y en los objetivos que 
debe conseguir tal holón. En la Figura 8,se muestran estos tres elementos básicos y sus 
relaciones. Sus aportes son resumidos en la auto-similaridad entre los componentes, 
integración de estructuras jerárquicas y heterárquicas, modelos de descripción de funciones 
holónicas y reducción de complejidad en los procesos manufactureros. Una debilidad que 
presenta es la ausencia de una metodología orientada hacia la implantación de la 
arquitectura. 
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Figura 8. Holones básicos de PROSA. Tomado de [1]. 
 
En segundo lugar y de acuerdo a los avances y tendencias cambiantes a través de los años 
en el aspecto financiero y tecnológico de los mercados, en el año 2005 se propone ADACOR 
(ADAptiveholonicCOntrolaRchitecture) [2].Esta arquitectura realiza aportes sustanciales en 
los escenarios industriales manejando de disturbios inesperados a nivel de planta. Esta 
arquitectura se compone de cuatro holones básicos que poseen características de 
autonomía, reactividad y cooperación, los cuales son: 
§ Holón tarea: se refiere a las tareas con las cuales debe cumplir en un periodo de 
tiempo un sistema de producción o cierta parte. Entre sus actividades se encuentra 
negociar los recursos necesarios para una  operación, programar y monitorear las 
operaciones. 
§ Holón producto: representa el conocimiento del producto como tal, es decir, insumos 
necesarios para construir una pieza, tiempos de fabricación, maquinas que 
intervienen y procedimientos de calidad aplicables al producto resultante. Este holón 
se considera como servidor de información a otros holones de la unidad de 
producción. 
§ Holón operativo: contiene una parte física y una parte lógica que se integran 
naturalmente para controlar la realización de actividades. Comúnmente los recursos 
de manufactura son incorporados dentro de este holón. 
§ Holón supervisor: introduce la coordinación y la optimización global dentro de 
ambientes descentralizados, además, es responsable por la formación de los grupos 
de holones. 
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El control de la producción varía entre dos contextos, cuando la planta está en operación 
normal, el comportamiento es jerárquico y existe una optimización global, mientras que 
cuando existen disturbios, el comportamiento es heterárquico y existe una rápida reacción en 
el lugar del evento, para no afectar los objetivos asignados. La limitación de la arquitectura 
está en la ausencia de etapas de desarrollo, ya que no existe una especificación de cómo 
traducir cada holón en alguna plataforma de implementación. Además, carece de meta-
reglas que sean aplicables a cualquier industria, para la toma de requisitos en el desarrollo, 
en contraste con su fuerte enfoque en el diseño de la arquitectura, por medio de sistemas 
Multiagente.  
 
Por otro lado, existen otras propuestas que aunque no tuvieron tanta acogida, presentaron 
pequeños avances en el desarrollo de los HMS. El grupo del departamento de mecánica e 
ingeniería industrial de la universidad de Calgary, que desarrolla proyectos relacionados con 
modelos para control inteligente en sistemas de fabricación, creó la arquitectura HCD 
(Holonic Control Device), con la cual funcionan proyectos como MetaMorph I, ABCDE, DIDE 
y MetaMorph II [37]. HCD propone una arquitectura de cuatro capas: capa deliberativa, capa 
de funciones de control, capa física y capa de simulación. Su principal aporte es su 
adaptación a entornos cambiantes por parte de sus dispositivos vistos como holones y la 
integración física y lógica del holón. Sin embargo, HCD requiere apropiarse de las técnicas 
de desarrollo de software para conformar un proceso metodológico de implementación. 
 
Algunos autores trataron de proponer nuevos holones además de los básicos, tal es el caso 
de [38], donde se expone un arquitectura distribuida y un protocolo de negociación para la 
programación en HMS. El nuevo holón propuesto es la fusión del holón tarea y el holón 
recurso, con lo cual la planeación del proceso tendría más fluidez y sería más ágil, mientras 
que el protocolo de negociación, el cual se basa en el protocolo de red de contratos (CNP) 
[39], se caracteriza por tratar con fechas de vencimiento y excepciones del holón tarea, 
iniciando una fase de renegociación con otros holones tarea, para conseguir tiempo 
adicional para completar sus obligaciones. 
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2.2.2 Desarrollo de software de HMS 
 
En el desarrollo de software orientado hacia la implementación de sistemas holónicos de 
producción, son pocas las propuestas que han tenido éxito y que abarcan en su mayoría y 
con precisión el concepto de holón y sus propiedades. El principal problema es la carencia 
de un método estándar de desarrollo, debido a las diferentes características que posee la 
industria, lo cual hace que los analistas elijan métodos orientados a objetos o técnicas de 
inteligencia artificial, especialmente los sistemas Multiagente. Algunas metodologías que 
intentan implementar HMS, poseen un ciclo de desarrollo marcado por etapas, destacando 
que la mayoría inician en la fase de análisis y omiten la especificación de requisitos, mientras 
que otras son guiadas exclusivamente por arquitecturas particulares.  
 
En [4] y [40] se realizaron prototipos de HMS guiados por arquitecturas, Control Metamórfico 
y PROSA respectivamente. Esto significó la ausencia de un desarrollo por fases donde se 
evidencian los pasos a seguir, con el agravante que sus diseños empezaban sin una 
especificación de requisitos de software clara. Los aportes importantes de estos desarrollos 
son: más control distribuido, más control guiado por los eventos del proceso, más 
acercamiento entre los componentes lógicos y físicos de los recursos mediante drivers y fácil 
incorporación de habilidades a cada agente staff mediante algoritmos personalizados. 
 
En [3] y [41] se demuestra que las implementaciones de HMS empezaron con el paradigma 
orientado a objetos con métodos en cascada, en espiral o iterativo e incremental. El análisis 
de requisitos se realiza basado en la documentación extraída de la organización interesada, 
haciendo un mapeo subjetivo entre holones y recursos y construyendo diagramas 
estructurales y de interacción según los diagramas de la metodología elegida por el analista. 
La fase de análisis se enfoca a la definición de las características holónicas, careciendo de 
algunas, como la flexibilidad y la adaptabilidad, elemento clave para la adición de nuevos 
recursos a la organización. La validación es realizada según ese mapeo subjetivo, dejando 
abierta la pregunta de cómo alcanzar más precisión en la identificación de holones y 
caracterización de sus propiedades.  Una conclusión que surge de estos artículos expuestos 
es que debido a la complejidad del paradigma holónico, los métodos agiles como el iterativo 
e incremental son adecuados para el desarrollo de software holónico porque permite el 
mejoramiento continuo de los módulos de comunicación, supervisión y control. 
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Por otro lado, al observar el carácter distribuido de los sistemas holónicos, algunos estudios 
[41, 42, 43] iniciaron la tendencia actual de implementación de HMS mediante Sistemas 
Multi-Agentes (SMA), dadas las semejanzas entre los dos paradigmas. Sin embargo, 
algunas propuestas de agentes poseen debilidades en cuanto a validación entre las 
características que debe poseer una holarquía construida en un SMA. En estos estudios se 
menciona la necesidad de validar las propiedades holónicas por medio de una simulación, 
además,  algunas arquitecturas orientadas a agentes tienen una estructura jerárquica débil 
cuando en realidad, un sistema holónico debe comportarse de manera coordinada 
globalmente, con el fin de optimizar sus operaciones.  
 
Cabe mencionar que varios trabajos que implementan holones por medio de agentes, 
utilizan metodologías de SMA caracterizadas por iniciar en la fase de análisis omitiendo la 
parte de especificación de requisitos. En [7] se hizo una recopilación de metodologías Multi-
Agente que comienzan en la fase de análisis, tales como AUML, MaSE, Tropos y KAOS. 
Estos métodos están basados en ingeniería orientada a objetos y poseen un modelado 
semi-formal en el análisis, en su mayoría diagramas de secuencia de UML. En [6] se hace 
una evaluación comparativa entre los métodos GAIA, Tropos y MaSE, siendo este último el 
más descriptivo en el desarrollo de software. La evaluación desde el enfoque de modelado 
arroja un resultado evidente, como la falta de un vocabulario estable y consistente, sin ver de 
manera clara la escalabilidad que puede tener el sistema, mientras que en el enfoque del 
proceso de desarrollo, se requiere más investigación en la especificación de requisitos, la 
verificación, validación del sistema y trazabilidad de las distintas etapas. 
 
2.2.3 Holones vs Agentes 
 
Actualmente se reconoce que los sistemas Multi-Agente son la tecnología de software 
predilecta para la implementación de HMS. Sin embargo, es importante hacer un análisis de 
las características propias de un holón frente a un agente y su diferencia básica. 
 
El estudio de sistemas Multi-Agente se inició hace cerca de 20 años, en el ámbito de la 
Inteligencia Artificial Distribuida (Distributed Artificial Intelligence- DAI). La DAI es un sub-
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campo de investigación de la inteligencia artificial (AI). La DAI estudia el comportamiento 
inteligente de grupo que se deriva a partir de la cooperación de entidades llamadas agentes. 
Un SMA se compone de dos o más agentes relacionados. Un agente es un sistema 
computacional autónomo y flexible, que es capaz de actuar en un entorno [45]. Flexible 
significa, que el agente es: reactivo, reacciona al entorno en el cual se encuentra; proactivo, 
es capaz de cumplir su propia agenda y social, significa que es capaz de comunicarse con 
otros agentes a través de algún lenguaje. Ciertas propiedades que son atribuidas 
usualmente a los agentes para resolver problemas particulares según [46] y [47] son: 
 
§ Autonomía: los agentes pueden operar sin la directa intervención de humanos u otros 
agentes. 
§ Habilidad social: los agentes son capaces de interactuar con otros agentes (humanos 
o no) a través de un lenguaje de comunicación de agentes. 
§ Racionalidad: un agente puede razonar acerca de datos percibidos a fin de calcular 
una solución óptima. 
§ Reactividad: los agentes son capaces de percibir estímulos del entorno y estos 
estímulos guían las acciones del agente en su entorno. 
§ Pro-actividad: los agentes no son sólo entidades que reaccionan a estímulos, sino 
también tienen un carácter emprendedor y pueden actuar guiados por sus propios 
objetivos. 
§ Adaptabilidad: esta característica está relacionada con el aprendizaje que un agente 
puede lograr y con su capacidad. 
 
Los SMA son una tecnología motivada en cuestiones fundamentales de investigación acerca 
de autonomía, cooperación, formación de grupo, etc. Se aplica a una gran variedad de 
dominios como el comercio electrónico, control inteligente de producción, robótica, 
recuperación de la información y en los últimos años, planificación y scheduling en las 
fábricas. 
 
En lo relacionado a los HMS, en la sección 2.2 se mencionaron los conceptos básicos y la 
definición de holón. Además de las propiedades referenciadas allí, faltó señalar algunas 
características estructurales. La primera, la recursividad, la cual permite a los holones estar 
formados internamente por entidades auto-similares (holones), que a su vez pueden estar 
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formadas por holones, y así sucesivamente hasta llegar a un nivel indivisible (holón básico). 
La segunda, y la cual se convierten en la diferencia básica frente a un  agente, es que los 
holones tienen una parte de procesamiento físico, es decir manifiestan algunas actividades 
en el mundo real mientras que los agentes no, todas sus actividades se manifiestan a nivel 
lógico. En la  Tabla 3, se puede ver el resumen comparativo de las dos entidades. Sin 
embargo, en [44] se puede consultar estas comparativas para un análisis más detallado. 
 
Tabla 3. Comparación de Holones y agentes. Tomado de [44]. 
 
 
2.2.4 Metodología ANEMONA 
 
En la actualidad, son escasas las metodologías que se pueden encontrar en la literatura 
para el desarrollo complejo de sistemas holónicos, escalables y que cumplan con las 
propiedades holónicas. Sin embargo, Giret en su tesis de doctorado propone un método 
para desarrollar HMS, ANEMONA [44], la cual se extiende de otras metodologías 
Multiagente, como son INGENIAS [48] y RT-MESSAGE [49]. ANEMONA es una metodología 
que incorpora principios de la ingeniería de software, presentando un claro proceso en cada 
escenario de desarrollo, especialmente en el que interesa para esta tesis, la fase de análisis 
de requisitos. Esta metodología se basa en dos puntos fundamentales: la definición del 
agente abstracto y las etapas del ciclo de vida de software, demarcadas claramente y 
orientadas al analista de HMS.ANEMONA posee seis fases para desarrollar HMS: obtención 
de requisitos del sistema, análisis y especificación, diseño, implementación de holones, 
instalación y configuración, y finalmente operación. Este proceso se ilustra en la Figura 9. 
Propiedad Holón Agente 
Autonomía Si Si 
Reactividad Si Si 
Proactividad Si Si 
Habilidad social 
Si. La Interfaz humana 
es específica de cada 
holón. 
Si. La Interfaz Humana se 
implementa generalmente por uno o 
varios agentes especializados. 
Cooperación Si Si 
Racionalidad Si Si 
Recursión Si 
No existe una definición formal de 
agente recursivo, aunque existen 
trabajos en el área SMA que utilizan 
estructuras complejas de agentes. 
Adaptabilidad Si Si 
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ANEMONA se construye para unificar algunos aspectos de INGENIAS y RT-MESSAGE 
según ciertos requisitos de HMS, tales como: 
§ Los sistemas de control de fabricación requieren entidades autónomas que se 
organizan en estructuras que son a la vez jerárquicas y heterárquicas. 
§ Las unidades de control de fabricación, principalmente requieren de un 
comportamiento basado en rutinas, el cual es al mismo tiempo efectivo y con 
características de tiempo real. Este comportamiento puede ser tanto configurable o 
auto-adaptativo. 
§ Los métodos de programación deben proveer encapsulación de datos y procesos. 
§ Los programas de control deben tener una semántica clara.  
 
 
Figura 9. Fases de desarrollo de la metodología ANEMONA. Tomado de [44]. 
 
Mientras que RT-MESSAGE es usado para la identificación y modelado de características de 
tiempo real, INGENIAS ofrece una notación definida mediante meta-modelos que facilita su 
ampliación y la verificación de los modelos generados a partir de ellos. Ambos emplean 
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modelos conceptuales para el modelado de SMA, aceptados ampliamente en la literatura 
especializada. Es allí, donde los artefactos de modelos de análisis son extendidos y 
formalmente propuestos, en la fase de análisis. Esta etapa propone el modelado del agente, 
de la organización, del entorno, de los objetivos y tareas, de la interacción y como 
componente adicional, de la especificación de casos de uso, como se ilustra en la Figura 10. 
Por otra parte, estos modelos utilizan una notación grafica particular, la cual se presenta en 
la Figura 11. 
 
 
Figura 10. Modelos de análisis pertenecientes a la fase de análisis de ANEMONA. Tomado de [44]. 
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Figura 11. Notación gráfica de los modelos de ANEMONA. Tomado de [44]. 
 
2.2.5 Modelos de Interacción 
 
El modelo de interacción (MI) es fundamental para el desarrollo de un sistema holónico en su 
etapa de análisis de requisitos [8]. Este modelo es importante porque analiza el intercambio 
de información o las solicitudes entre agentes, o entre agentes y usuarios humanos. El 
modelo de interacción tiene varios propósitos: conocer todas las relaciones sociales de una 
organización, analizar las relaciones de subordinación entre los elementos y analizar las 
metas que se pretende alcanzar a nivel individual o grupal. 
Según [44], la definición de una interacción requiere la identificación de los siguientes 
elementos: 
 
§ Actores en la interacción: identificación de los participantes iniciadores y 
colaboradores, determinación de las metas que motivan a cada actor a participar en 
la interacción. 
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§ Unidades de interacción: definición y clasificación de los mensajes que se 
intercambian entre agentes. 
§ Órdenes de unidades de interacciones: adaptación de protocolos para la 
comunicación entre agentes. 
§ Contexto de la interacción: objetivo que persigue la interacción y las acciones que  
realizan los participantes en la interacción. 
§ Modelo de control: mecanismos de coordinación. 
 
En la  
Figura 12 se presenta la simbología del modelo de interacción de ANEMONA. 
 
 
Figura 12. Elementos del modelo de interacción de ANEMONA. Adaptación del autor con base en [8]. 
 
 
2.3 Representaciones gráficas de HMS 
 
Desde principios de los 90, cuando comenzó a surgir el interés por los sistemas holónicos de 
manufactura, se vienen realizando diferentes esfuerzos para alcanzar representaciones 
visuales, que expliquen lo que es formalmente un sistema holónico o para entender 
diferentes aspectos de éstos, tales como componentes estructurales, dinámica del sistema 
holónico, formación de holarquías, procedimiento de negociación y arquitecturas de 
implementación, entre otras. Estas representaciones gráficas se resumen en diagramas 
UML, representaciones en redes de Petri o simplemente diagramas de flujo subjetivos donde 
se utilizan figuras geométricas básicas según el aspecto en particular que se desee explicar. 
 
Mediante UML, algunos autores presentan los elementos de los diversos tipos de holones 
utilizando diagramas de clases [50] y [51], mientras que para mostrar la dinámica de 
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interacción entre holones, utilizan los diagramas de secuencias [52].En la Figura 13 y en la 
Figura 14, se muestran diagramas de clases de los holones básicos y de la estructura 
interna de un holón, respectivamente.  
 
 
Figura 13. Diagrama de clases de los holones recurso, producto y orden. Tomado de [52]. 
 
 
 
Figura 14. Diagrama de clases de la estructura interna de un holón. Tomado de [51]. 
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En la Figura 15se presenta la comunicación entre los holones orden y producto, en una 
organización. Estos diagramas UML carecen de completitud, pues en ninguno de ellos se 
pueden apreciar totalmente otros aspectos que integran el significado de un HMS, como lo 
es el análisis de factibilidad de una orden o la planificación en tiempo real, en caso de una 
perturbación, sin mencionar que se necesitan numerosos esquemas para entender 
elementos estructurales o dinámicos de un holón. 
 
Figura 15. Diagrama de secuencias de una comunicación holón recurso-holón orden.  
Tomado de [52]. 
 
Por otra parte, otros autores como Leitao y Panescu adoptan como base de representación 
las redes de Petri (RP) para manifestar ciertas dinámicas, las cuales ofrecen simplicidad, un 
soporte matemático formal y una manera sencilla de plasmar decisiones. En [53], los autores 
utilizan las redes de Petri para ilustrar el comportamiento de los tres holones básicos, sin 
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embargo, es clara la ausencia de elementos que permitan determinar los atributos de este 
holón. En la Figura 16, se presenta el modelo en RP del holón producto. En [54], Panescu y 
Pascal emplean un modelo de RP para representar el mecanismo de negociación CNP 
(Contract Net Protocol) para holones, aunque la deficiencia de este modelo radica en que se 
requiere leer el texto de explicación de tal representación para su comprensión, es decir que 
la parte visual no es suficiente para entender el mecanismo de negociación. Con esto se 
puede afirmar que las RP aún carecen de elementos que simbolicen mejor los aspectos del 
paradigma holónico. 
 
Figura 16. Red de Petri del holón producto.  
Tomado de [53]. 
 
Finalmente, otros diagramas utilizan símbolos independientes y subjetivos intentando 
explicar mejor algún tipo de concepto holónico. Desde mediados de los 90 y hasta el año 
2002, se aprecia la necesidad de plasmar el concepto general de una fábrica holónica 
intentando integrar componentes físicos con elementos lógicos [55], [56] y [57]. Esto se 
puede observar en la Figura 17. Se aclara que desde el año 2002 hasta la actualidad, los 
estudios se han enfocado más a la especificación de metodologías e implementación de 
HMS. 
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De la misma manera, en la década del 2000 se exponen varios trabajos como [58] y [52] 
donde se tiene el propósito de enseñar aspectos como dinámica formal de comunicación de 
un holón (Figura 18) y la conformación de holarquías (Figura 19). Sin embargo, en estas 
representaciones se observan debilidades, tales como la ausencia de la componente física y 
de los atributos propios de un holón, sin mencionar la parte de supervisión que permite la 
auto-organización de un holón cuando se presentan disturbios en su entorno.  
 
 
Figura 17. Representación de un HMS. Tomado de [56]. 
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Figura 18. Representación con nodos de la dinámica de un holón. Tomado de [58]. 
 
 
Figura 19. Representación de una holarquía. Tomado de [52]. 
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2.3.1 Representación gráfica mediante EP 
 
En vista de la carencia de una representación gráfica con alto grado de completitud en el 
ámbito de los HMS, en la Figura 20se expresa el significado fundamental de estos sistemas 
mediante el uso de EP [59]. Este diagrama se concentra en explicar cinco factores 
importantes relacionados con holones, los cuales son: 
 
Qué es un holón: lo que puede ser un holón se define en el EP. Aquí se aclara que un 
holón puede ser una persona, una máquina inteligente o la unión de ambos. Según la 
literatura, existen tres holones básicos, pero la definición de holón unifica una parte física y 
una lógica, por lo que los denominados “holón” orden y “holón” producto, tienen deficiencia 
en la componente física porque ésta no existe en ellos, por lo tanto no pueden tener 
autonomía para realizar ningún tipo de actividad. Estos elementos siempre son utilizados en 
un nivel lógico. Es por eso que el diagrama los interpreta como componentes de un holón, 
mas no como holones en sí, observando los conceptos misión e ingeniería, haciendo 
analogía al holón orden y al holón producto, respectivamente.  
 
Estructura estática de un holón: un holón posee ciertos atributos generales, como 
sensores, controladores, recursos, estados, perturbaciones, misiones y la ingeniería, que es 
su base de conocimiento. Así mismo, estos dos últimos contienen otros atributos que los 
describen de manera general, aunque estos pueden especializarse o incrementar su número 
de atributos según el tipo de empresa. En el caso del estado del holón y de la misión, se 
especifica el conjunto de valores que pueden tomar. 
 
Holarquías: según la definición dada en la sección 2.2, una holarquía es la unión de varios 
holones en busca de alcanzar un objetivo, es decir que una unidad de producción es una 
holarquía que contiene varios holones básicos, entendiendo por este término la unidad 
básica que contiene las propiedades de un holón y que no contiene a otros holones. Esto es 
claramente expresado en el esquema, donde además se infiere la herencia de varias 
habilidades desde el concepto Holón, tal como la cooperación. 
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Mecanismo de negociación: en una empresa manufacturera, el proceso de producción 
normalmente lo inicia un cliente, generando una orden de producción. Es allí donde el 
mecanismo de negociación entre holones empieza, simulando el CNP [39]. Éste consiste 
básicamente en la solicitud de ofertas a los holones capaces de realizar tal orden generada, 
éstos entregan sus ofertas al iniciador, en este caso la unidad de producción es quién evalúa 
y responde afirmativa o negativamente la aceptación de la oferta a los holones involucrados. 
Con esto se procede a la programación de los holones, quienes generan nuevas misiones 
para cumplirlas en un tiempo estimado. 
 
Proceso de supervisión: al finalizar la fase de programación de misiones de los holones, 
cada holón inicia un proceso de supervisión de sus misiones. Esto se ve reflejado en el 
diagrama, por los eventos de inicio o finalización de una misión. En la primera, se empieza la 
ejecución de una actividad y en la segunda, el holón conoce cuando finaliza una tarea. En 
medio de la operación, pueden ocurrir perturbaciones que desencadenen un nuevo 
mecanismo de negociación, esto con el fin de obtener la flexibilidad y agilidad que una 
organización requiere para su auto-organización. De esta manera se observa la dinámica 
general que presentan los HMS. 

  
 
Figura 20. Representación mediante un esquema preconceptual de un HMS. [Elaboración propia, publicado en 59] 

  
 
Capítulo 3 
ONTOLOGÍA DE IDENTIFICACIÓN DE 
PROPIEDADES HOLÓNICAS 
 
Actualmente, la utilización de las ontologías resurge en distintos campos de investigación 
con el objetivo de aclarar todas las nociones, símbolos y terminología de un determinado 
mundo. En los sistemas holónicos de producción, varias ontologías se han propuesto para 
explicar los conceptos holónicos, sin embargo, ninguna toma en cuenta los procesos 
organizacionales para tratar de identificar en ellos, holones y sus propiedades. Este capítulo 
tiene como objetivo proponer una ontología de HMS integrada con las nociones de 
esquemas preconceptuales, para que los analistas construyan un modelo de análisis en EP 
de un proceso organizacional y mediante la ontología, verifiquen sus posibles propiedades 
holónicas para determinar si es posible construir un sistema holónico en una compañía dada. 
 
En la primera sección, se hace una revisión sobre las nociones fundamentales alrededor de 
ontologías como su significado, lenguajes para construir ontologías y algunas metodologías. 
Luego, en la segunda sección, se hace una revisión de la literatura alrededor de las 
ontologías que han sido propuestas en el paradigma holónico, donde se exponen 
argumentos interesantes para la reutilización en la ontología propuesta de la sección tres. 
 
Finalmente, en la sección tres se presenta la ontología de identificación de propiedades 
holónicas, considerada de alto nivel porque contiene conceptos, atributos, relaciones y 
axiomas. Allí es explicado el proceso de instanciación del EP que modela un determinado 
proceso de la organización. La ontología entonces se convierte en un mecanismo automático 
de ayuda, que permite determinar la implantación o no de sistemas holónicos en una 
organización, detectando automáticamente las propiedades holónicas mediante su motor de 
inferencia. 
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3.1 Generalidades 
 
Hacia finales del siglo XX, con la necesidad del intercambio de conocimiento en los sistemas 
informáticos y la evolución del pensamiento alrededor de las ciencias de la computación, 
resurgió el concepto de ontología expresado por primera vez en la época de Aristóteles [60]. 
 
El término ontología proviene de las palabras griegas ontos (ser) y logos (tratado), que en el 
contexto de la filosofía significa tratado del ser, sin embargo, varias definiciones formales de 
ontología, en el contexto de la informática, son manifestadas por varios autores en [61], pero 
una de las definiciones más aceptadas es la planteada por Borst en [62]: “Una ontología es 
una especificación formal y explícita de una conceptualización compartida”. 
 
Una ontología permite describir el conocimiento de un dominio particular mediante la 
organización de conceptos, sus propiedades y relaciones entre ellos, con el objetivo de 
clarificar la estructura del conocimiento de ese dominio y poder compartirlo. De allí surge una 
clasificación de ontologías: las ontologías livianas que incluyen taxonomías y relaciones 
básicas de conceptos y las ontologías pesadas, que agregan al primer grupo, axiomas y 
restricciones, las cuales brindan la posibilidad de inferir conocimiento. 
 
Existen metodologías y lenguajes para el desarrollo de ontologías. Algunos trabajos 
como[63] y [64] se esfuerzan en especificar algunos fundamentos metodológicos para 
construir una buena ontología, definiendo en principio el alcance y la terminología básica 
alrededor de una temática. Ambos trabajos establecen que ninguna ontología es completa, 
ni ninguna metodología es perfecta, puesto que cada método de construcción es iterativo e 
incremental. En cuanto a los lenguajes de representación de ontologías, el más avanzado 
actualmente es Ontology Web Language (OWL) o el Lenguaje de Ontologías Web [65]. En 
OWL, una ontología es un conjunto de axiomas que establecen restricciones sobre las 
clases y sobre los tipos de relaciones permitidas entre ellas. Algunas metodologías, 
lenguajes y herramientas para construir ontología, son descritos en [61]. 
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3.2 Antecedentes de ontologías alrededor de los HMS 
 
Debido a la complejidad que aún presentan los sistemas holónicos, en cuanto a sus 
propiedades, precisión de sus conceptos dentro de una organización y su representación 
como producto de software, son mínimas las propuestas, que expliquen mediante ontologías 
tales aspectos de los HMS. La arquitectura de los HMS llamada ADACOR, presenta una 
ontología que reúne aspectos holónicos y de manufactura [66]. Esta ontología es 
representada a través de un diagrama de clases, lo que evidencia que no utilizaron 
herramientas y lenguajes propios de ontologías. De esta deficiencia se deduce que la 
especificación no es del todo formal, ni explicita, características vitales cuando se trata de 
una ontología, por lo tanto no se puede inferir conocimiento por medio de axiomas. 
 
Por otra parte, en [67] y [68] se plantean ontologías alrededor de las empresas 
manufactureras. Estos estudios intentan abarcar más conceptos de la organización, pero 
dejan de lado los atributos holónicos. Estos trabajos se enfocan en posibles dominios 
heterogéneos y en diversas perspectivas de las empresas, como son el modelo del producto, 
de la organización, de los recursos y del proceso. Estas características conducen a un 
mantenimiento constante de las ontologías, puesto que se debe especificar el dominio 
particular para integrarse adecuadamente a la compañía. 
 
Asimismo, también existen ontologías orientadas a sistemas inteligentes de manufactura sin 
ser específicamente HMS. En [69], se analizan algunas ontologías Multiagentes del dominio 
manufacturero, las cuales utilizan el protocolo Open Knowledge Base Conectividad (OKBC). 
Este protocolo no posee motor de inferencia. Aunque los sistemas multiagentes son la 
tecnología más utilizada para implementar HMS [70], usar OKBC no permitiría detectar 
conceptos holónicos en los procesos de una empresa. Por otro lado, en [71] se intenta una 
combinación de una ontología de manufactura llamada MASON con el diseño de máquinas 
reconfigurables (Reconfigurable Machine Tool- RMT). El resultado es una representación 
aproximada de tres aspectos fundamentales de la empresa: el funcional, el estructural y el 
de comportamiento. 
 
La investigación efectuada en [72] presenta una ontología manufacturera teniendo en cuenta 
las fases de análisis y diseño. Esta ontología se considera una ontología de alto nivel porque 
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no tiene atributos, no maneja axiomas y contiene siete conceptos macro que podrían ser 
reutilizables en otras ontologías. Estos conceptos son: actor, actividad, producto, 
organización, almacén, método y valor. 
 
Este análisis de trabajos previos permite concluir que la literatura aún no reporta una 
ontología alrededor de los sistemas holónicos, que permita instanciar los procesos de una 
organización para la detección de propiedades holónicas y de holones, mediante un motor 
de inferencia, además, que dicha ontología sea genérica para dominios heterogéneos. 
 
 
3.3 Aproximación a una ontología de HMS 
 
Actualmente, las ontologías juegan un rol fundamental para la descripción de un 
determinado dominio. En [73],se exponen las principales razones para utilizar ontologías en 
el desarrollo de nuevos sistemas, donde se destaca el acercamiento al lenguaje natural, su 
utilidad como vocabulario, las ventajas de usar motores de inferencia y la claridad en el 
conocimiento evitando la ambigüedad de los conceptos. 
 
Con el objetivo de desarrollar herramientas que permitan acercarse a la implementación de 
sistemas holónicos en una organización, independiente de su área de producción, este 
trabajo propone unificar el potencial de los para representar procesos con la capacidad de 
las ontologías para inferir conocimiento. En este caso, la ontología desarrollada permite 
conocer los elementos básicos de un HMS y la instanciación de varios procesos de una 
organización, en busca de la identificación de posibles holones que estén implícitos en esos 
procesos. Para ello, se tienen en cuenta las propiedades de autonomía, cooperación y 
reactividad de los sistemas holónicos. Con respecto a la propiedad de proactividad, no se 
identificó una forma clara de interpretarla por medio de la simbología existente de los EP, 
que permitiera representar una analogía delo que realmente significa esta propiedad. Sin 
embargo, las tres propiedades tenidas en cuenta, más el proceso de identificación de 
posibles holones, se consideran un aporte muy importante para el objetivo que se persigue. 
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La ontología de nociones holónicas propuesta como parte integral de una organización se 
representa mediante los conceptos, atributos y relaciones, descritos a continuación. La 
ontología se presenta gráficamente en la Figura 21. 
 
 
Figura 21. Ontología para detectar conceptos holónicos en una organización. [Elaboración propia]. 
 
Conceptos  
 
§ Analista_de_sistemas_holónicos: persona encargada de analizar y modelar los 
procesos de una organización. 
§ Característica_EP: cualidad que describe lo que es un esquema preconceptual. 
§ Característica_holónica: cualidad que describe un sistema holónico. 
§ Componente_EP: este concepto de la ontología agrupa todos los elementos del 
esquema preconceptual y se observa en la Figura 22.  
§ ConceptoEP: representa el elemento concepto de un EP. 
§ CondicionalEP: representa el elemento condicional de un EP. 
§ RelacionEP: representa una relación de un EP 
§ R_DinamicaEP: representa una relación dinámica de un EP. 
§ R_EstructuralEP: representa una relación dinámica de un EP. 
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§ Componente_holónica: concepto de la ontología que agrupa todos los conceptos 
que componen la estructura de un holón y se observa en la Figura 23. 
§ Orden: concepto de tipo componente holónica que se refiere a las actividades que 
debe cumplir un holón. 
§ Producto: concepto de tipo componente holónica que se refiere a los elementos 
que puede fabricar un holón. 
§ Recurso: concepto de tipo componente holónica que se refiere a la parte física de 
un holón. Puede ser de dos clases, recurso humano o recurso máquina. 
§ Supervisor: concepto de tipo componente holónica que se refiere a la supervisión 
de la parte física y lógica del holón. 
§ Holón: unidad inteligente formada por una parte física y otra lógica, caracterizada 
por las propiedades de autonomía, cooperación, reactividad y proactividad.  
§ Materia_Prima: elemento necesario para la fabricación de un producto.  
§ Modelo_de_análisis: concepto de la ontología encargado de agrupar los modelos 
útiles para describir los procesos empresariales o los diagramas que representan el 
comportamiento de un holón.  
§ Esquema_Preconceptual: diagrama utilizado para representar un discurso 
mediante un lenguaje controlado. 
§ Operación: conjunto de pasos ejecutados para alcanzar o fabricar parcialmente una 
orden. 
§ Organización: empresa que posee varios procesos para entregar un bien o 
elaborar un producto. 
§ Proceso: procedimiento por el cual se fabrica un bien o se alcanza un objetivo de 
una organización. 
§ Propiedad_del_holón: expresión única para describir y entender el concepto de 
holón. Las cuatro propiedades fundamentales son: autonomía, cooperación, 
reactividad y proactividad. 
 
 
Atributos 
 
La ontología que se propone contiene tres atributos genéricos que se aplican a muchos 
conceptos descritos previamente. Estos atributos son: 
 
Capítulo 4 67
 
 
§ ID: Identificador único para cierto tipo de conceptos de la ontología. 
§ Nombre: Atributo para reconocer claramente un concepto. 
§ Descripción: Atributo que permite expresar claramente el significado de un 
determinado concepto. 
 
Relaciones 
 
§ ConceptoEP(x): el concepto x pertenece a un EP. 
§ R_DinamicaEP(x): la relación dinámica x pertenece a un EP. 
§ R_CondicionalEP(x): el condicional x pertenece a un EP. 
§ Comp_perteneceEP(x): el componente x pertenece a un EP. 
§ An_analiza_O(x,y): el analista x analiza la organización y. 
§ An_modela_P(x,y): el analista x modela el proceso y. 
§ C_conecta_RD(x,y): el concepto x se conecta con la relación dinámica y. 
§ C_conecta_RE(x,y): el concepto x se conecta con la relación estructural y. 
§ Cond_conecta_RD(x,y): el condicional x se conecta con la relación dinámica y. 
§ EP_modela_P(x,y): el EP x modela un proceso y. 
§ EP_tiene_CompEP(x,y):el EP x tiene un Componente EP y. 
§ Holon_tiene_PropiedadH(x,y):el holón x tiene una propiedad holónica y. 
§ O_tiene_P(x,y):la organización x tiene un proceso y. 
§ P_esmodeladoporEP(x,y):un proceso x es modelado por un EP y. 
§ RD_conecta_C(x,y):la relación dinámica x se conecta a un concepto y. 
§ RD_conecta_RD(x,y): la relación dinámica x se conecta con la relación dinámica y. 
§ RD_esConectadaPor_RD(x,y): la relación dinámica x es conectada por una relación 
dinámica y. 
§ RE_conecta_C(x,y): la relación estructural x se conecta con un concepto y. 
 
 
Las tres propiedades de HMS tenidas en cuenta, más el proceso de identificación de 
posibles holones se explican a continuación, utilizando dos formas de representación: 
esquemas preconceptuales y lógica descriptiva. Estos aspectos son los que finalmente se 
representan mediante lógica descriptiva en la ontología, para luego ser ejecutados por el 
motor de inferencia. 
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Figura 22. Extracto de la ontología representando los componentes de los EP. [Elaboración propia]. 
 
 
Figura 23. Extracto de la ontología representando los componentes holónicos. [Elaboración propia]. 
 
Autonomía: En los EP, cuando un concepto se conecta con una relación dinámica, está 
reflejando implícitamente que dicho concepto es un actor o una entidad inteligente, la cual 
puede ejecutar acciones. En la Figura 24, se observa un ejemplo en EP y la formalización en 
lógica descriptiva, de la autonomía. 
 
 
Autonomía(x,y)  =defConcepto EP(x) ^ R_Dinamica EP(y) ^ C_conecta_RD(x,y) 
Figura 24. Representación de autonomía en EP y en lógica. [Elaboración propia]. 
 
Cooperación: En EP, cuando un concepto se conecta con una relación dinámica y de ésta 
sale una implicación hacia otra relación dinámica, está reflejando implícitamente una 
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comunicación entre actores o entidades inteligentes, que para el contexto holónico se 
entendería como una cooperación. De esta manera, se observa en la Figura 25 un ejemplo 
representado mediante EP y la formalización en lógica descriptiva de la cooperación. 
 
 
Cooperación(x,y,z,w) =def Concepto EP(x) ^ Concepto EP(y) ^ x≠y ^ R_Dinamica EP(z) ^ 
R_Dinamica EP(w) ^ z≠w ^ C_conecta_RD(x,z) ^ C_conecta_RD(y,w) ^ RD_conecta_RD(z,w) 
Figura 25. Representación de cooperación en EP y en lógica. [Elaboración propia]. 
 
Reactividad: En EP, cuando existe un condicional, se está representando el inicio de un 
evento. De esta manera, un actor debe realizar una acción, lo que indicaría una reacción en 
el entorno. A continuación se muestra, en la Figura 26, una ejemplificación de la reactividad 
en EP y su correspondiente formalización en lógica descriptiva. 
 
Reactividad (x,y,z)  =defCondicional EP(x) ^ Concepto EP(y) ^ R_Dinamica EP(z) ^ 
C_conecta_RD(y,z) ^ Cond_conecta_RD (x,z) 
Figura 26. Representación de reactividad en EP y en lógica. [Elaboración propia]. 
 
Identificación de holones: Un holón se define como una unidad inteligente que alcanza las 
cuatro propiedades fundamentales. Sin embargo, cuando se modela un proceso de una 
organización es posible que no se alcancen estas propiedades en su totalidad. Basados en 
la especificación de autonomía, cooperación y reactividad, dada anteriormente en EP, se 
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define que para detectar un posible holón, la propiedad de cooperación se debe cumplir, ya 
que la propiedad de autonomía está implícita en ésta. Si se cumple la propiedad de 
reactividad se asegura, en mayor medida, el concepto de holón, sin embargo, no es una 
condición obligatoria, porque no necesariamente siempre se plasman eventos de reactividad 
en un proceso. Por ende, cuando se cumple la propiedad de cooperación, podemos afirmar 
que se detectó un posible holón. 
 
Para alcanzar el objetivo de identificación de holones en los procesos empresariales, los 
analistas de sistemas holónicos deben modelar, junto con los interesados, los procesos de 
producción de una organización, utilizando EP. Luego deben instanciar la ontología con esos 
EP y una vez instanciada pueden realizar consultas alrededor de los conceptos holónicos, 
que les permitirá conocer si en un proceso existen holones que cumplan con propiedades de 
autonomía, reactividad y cooperación. De esta manera, los analistas deben actualizar la 
ontología, cada vez que representen un nuevo proceso de la organización con un EP. La 
ontología así construida se convierte en una herramienta vital para el proceso de análisis de 
sistemas holónicos en las organizaciones. 
 
En el anexo A de este documento, se presenta un ejemplo de utilización de la ontología para 
unos procesos identificados en una empresa textil. Allí se construye el esquema 
preconceptual, el cual se instancia en la ontología y luego se realizan las consultas para 
identificar las propiedades holónicas de esa organización.  
 
 
 
  
 
Capítulo 4 
REGLAS DE TRANSFORMACIÓN PARA 
GENERAR UN MODELO DE INTERACCIÓN A 
PARTIR DE EP 
 
 
En este capítulo se presentan las reglas de transformación para convertir un esquema 
preconceptual, que contiene la información de un proceso de producción de una empresa, 
en un diagrama de interacción de sistemas holónicos, el cual es un modelo de diseño 
utilizado para implementar sistemas holónicos. 
 
En la primera sección se mencionan los requisitos que debe tener un EP para su conversión 
y los aspectos que se deben tener en cuenta para dibujar un EP adecuadamente, con el 
propósito de obtener un diagrama de interacción apropiado. En la segunda sección, se 
presentan las reglas heurísticas propuestas, mostrando las estructuras gráficas formadas en 
EP y su correspondiente representación en MI. 
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4.1 Aspectos a tener en cuenta para modelar un EP 
 
La generación automática de diagramas de interacción de ANEMONA requiere la 
representación de un dominio por medio de esquemas preconceptuales, descritos en la 
sección 2.1.4. Estos esquemas deben cumplir con dos condiciones necesarias para la 
adecuada transformación, las cuales se recopilan de manera heurística y se describen a 
continuación: 
 
§ Es necesario la existencia de actores porque son fundamentales para el esbozo de 
triadas dinámicas.   
§ Es necesario que los actores realicen acciones, es decir, que en el esquema 
preconceptual existan relaciones dinámicas. 
 
Por otro lado, existen otros aspectos que ayudan al modelador a realizar una mejor 
descripción de los procesos organizacionales en EP, los cuales son: 
 
§ La existencia de implicaciones en el diagrama ayuda a una mejor comprensión de la 
organización y sus actividades. 
§ Cuando en un dominio, es muy fuerte la relación hombre-máquina, es decir, 
dependen uno del otro, se puede fijar la notación de agrupación entre esos 
conceptos. 
§ Se pueden utilizar las relaciones de logro, especialmente cuando se quiere denotar la 
relación objetivo-actor-relación dinámica-concepto. 
 
4.2 Reglas de transformación aplicables a un EP 
 
Para lograr la conversión desde esquemas preconceptuales a diagramas de interacción de 
sistemas holónicos, se proponen cinco reglas de transformación. En la Tabla 4 se observan 
los gráficos en EP y su análogo en diagramas de interacción.  
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En las reglas se usan las letras A, D, C para denotar actor, relación dinámica y concepto 
respectivamente, seguido de un consecutivo numérico para expresar diferentes instancias. 
 
Regla 1: Interacción simple: cuando existe una triada dinámica y existe una implicación 
hacia otra relación dinámica que efectúa un actor diferente al de la triada anterior, se puede 
conformar una interacción simple dada de la forma: A1 inicia colaboración con A2 
efectuando D2 C2. 
 
Regla 2: Interacción múltiple: al presentarse varias triadas dinámicas con implicaciones 
entre ellas y siendo el concepto origen siempre distinto, se puede deducir una cadena de 
interacciones simples denotada de la siguiente forma: A1 inicia colaboración con A2 
efectuando D2 C2 y A2 inicia colaboración con A3 efectuando D3 C3. 
 
Regla 3: Interacción con múltiple cooperación: cuando existe una triada dinámica y ésta 
implica dos o más acciones dinámicas que realizan otros actores, entonces se concluye que 
existe un actor iniciador a dos o más cooperaciones con otros actores, lo que se denotaría 
como: A2 inicia colaboración con A1 efectuando D1 C1 y A2  inicia colaboración con A3 
efectuando D3 C3. 
 
Regla 4: Interacción con una cooperación: cuando existe una triada dinámica y ésta 
implica dos o más acciones dinámicas que realizan otros actores, con la particularidad que 
sus acciones son iguales en el mismo concepto destino, entonces se concluye que existe un 
actor iniciador a una cooperación con varios actores, lo que se denotaría como: A2 inicia 
colaboración con A1 y A3 efectuando D1 C1. 
 
Regla 5: Interacción con objetivos: si se presenta una relación de logro acoplada a una 
triada dinámica, se puede deducir que un rol o agente consigue objetivos en el diagrama de 
interacción, lo cual se puede denotar así: A1 persigue O1 D1 C1. 
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Tabla 4. Representación gráfica de las reglas de transformación de EP a Diagramas de interacción. 
[Elaboración propia]. 
 
 
Número 
de regla  
Notación fuente en Esquemas 
Preconceptuales 
Notación destino en Modelos de 
Interacción 
Regla 1 
 
 
Regla 2 
 
 
Regla 3 
  
Regla 4 
  
Regla 5 
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Cabe aclarar que existen otras combinaciones gráficas que pueden encontrarse en un EP, 
que aunque no aportan para la transformación al modelo de interacción no interfieren con la 
conversión y la notación en el nuevo diagrama. Los dos casos más frecuentes son los 
siguientes: el caso donde una triada dinámica implica otra acción, pero esta acción la realiza 
el mismo actor, determina una insuficiencia en el dominio de las interacciones. Por otra 
parte, las relaciones de logro conectadas, directamente, con relaciones estructurales o 
conceptos no infieren conocimiento en el nuevo diagrama, porque estos objetivos se 
plasman a nivel organizacional y no permiten analogías a nivel de intercambio de 
información ni de objetivos que persiga un actor particular. 
 
 
 
 
 
 
 
  
Capítulo 5 
DESARROLLO DEL PROTOTIPO 
 
 
Este capítulo se centra en la construcción de un prototipo de software que implementa las 
reglas anteriormente descritas. Debido a que aún son recientes los diagramas de interacción 
y los diagramas de esquemas preconceptuales en el campo de HMS y de ingeniería de 
software respectivamente, son muy escasas las herramientas para modelar, en cada caso. 
Por esta razón, es necesario construir editores gráficos para cada modelo y luego desarrollar 
el prototipo de transformación, el cual basado en el código fuente del EP, genera 
automáticamente el código fuente del MI. Actualmente, se dispone de una herramienta 
amigable para construir editores gráficos basados en Java: Eclipse Modeling Framework, la 
cual requiere un plugin llamado Graphical Modeling Framework (GMF) y que se utiliza en la 
construcción de este prototipo. 
 
En la primera sección se presentan las generalidades del GMF con una descripción general 
del proceso de desarrollo de un editor gráfico, el cual inicia con la especificación del 
metamodelo. Allí se mencionan referencias de tutoriales, los cuales explican paso a paso la 
configuración y generación del editor gráfico, sin embargo, en nuestro caso se hace más 
énfasis en la descripción de los metamodelos, tanto para el EP como para el MI, lo cual se 
expone en la segunda sección. En la última sección se presenta la implementación de las 
reglas aplicables a un diagrama de EP construido en GMF mediante un lenguaje de 
transformación llamado QVT [76], donde se explica el procedimiento general para 
representar los objetos de un diagrama en el otro. 
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5.1 Generalidades del GMF 
 
Un entorno de desarrollo integrado de gran auge y soporte a nivel mundial es Eclipse, el cual 
es un software multiplataforma y de código abierto. Alrededor de Eclipse, surgieron varios 
proyectos innovadores, entre los que se destaca el de modelado. El proyecto Eclipse 
Modeling se centra en la evolución y la promoción de tecnologías de desarrollo basadas en 
modelos dentro de la comunidad Eclipse, proporcionando un conjunto unificado de los 
marcos de modelado, herramientas, estándares e implementaciones. 
 
Con el fin de implementar un editor gráfico para un lenguaje de modelado especial, en este 
proyecto de modelado surgen propuestas tales como Graphical Modeling Framework (GMF) 
y Eclipse Modeling Framework (EMF). GMF es un plugin que proporciona la infraestructura y 
las herramientas visuales para el desarrollo de editores de lenguajes de modelado en la 
plataforma Eclipse [74].Con GMF, los desarrolladores necesitan construir varios modelos 
intermedios que especifican el núcleo, la apariencia y las restricciones de configuración del 
modelo específico, el cual queda establecido en el lenguaje XMI (XML 
MetadataInterchange). Estos modelos intermedios son derivados y combinados en un total 
de cinco etapas, las cuales se pueden observar en la Figura 27 y que son descritas a 
continuación: 
 
1) DomainModel: Definición del metamodelo por medio de una composición de clases y 
atributos. El tipo de extensión es .core. 
2) Domain Gen Model: Permite definir una extensión del metamodelo con el propósito 
de generar código automático para la edición y visualización de las clases 
previamente definidas. 
3) GraphicalDefModel: Define las ilustraciones a cada uno de los elementos creados en 
el metamodelo para su representación en los modelos. 
4) ToolingDefModel: Define las ilustraciones y la agrupación de iconos para la 
visualización del toolbox del nuevo entorno. 
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5) MappingModel: Permite integrar los diferentes procesos hasta aquí realizados, para 
obtener una plantilla de asignación entre esos componentes.  
6) Diagram Editor Gen Model: Define finalmente el editor de diagramas, el cual contiene 
toda la información configurada de las etapas anteriores. 
 
Figura 27. Proceso GMF de construcción de un entorno de modelado. Tomado de [74]. 
 
 
Estos modelos intermedios se combinan y por medio de un conjunto de transformaciones de 
texto, se genera un nuevo plugin de Eclipse basado en código Java, que es lo que realmente 
usa el editor para generar la notación y el comportamiento del diagrama construido [75].  
 
Por otro lado, GMF también ofrece herramientas en el campo de la transformación entre 
modelos o la transformación de modelos a código fuente. QVT es un conjunto estándar de 
lenguajes que permite la transformación de un diagrama en otro. Los lenguajes más 
representativos son el relacional [76] y el operativo [77].  
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5.2 Construcción de los metamodelos de EP y MI 
 
El desarrollo de un software de transformación automática de esquemas preconceptuales a 
diagramas de interacción, abarca tres etapas básicas. La primera es la construcción del 
módulo de EP, que abarca la definición del metamodelo de EP con todos los elementos que 
lo componen y la declaración de las restricciones de conectividad entre esos elementos y su 
visualización en los modelos. La segunda etapa es análoga a la primera, construyendo el 
módulo de diagramas de interacción. La tercera es la declaración del módulo de 
transformación como tal, es decir la implementación de las reglas descritas en la sección 4.2. 
Para esto, se decide emplear el lenguaje QVT dada su simplicidad en la notación y su 
facilidad de integración con los metamodelos generados en la etapa uno y dos. 
 
En este caso, la primera y segunda etapa solo tendrán la descripción de los metamodelos 
porque estos son las bases fundamentales de cualquier editor, que son pertenecientes al 
desarrollo del Domain Gen Model explicado en la sección anterior. Esto porque las 
siguientes fases son de personalización y configuración detallada del editor que no merecen 
relevancia. Sin embargo, se deja referencia al lector para que analice, en [78], un tutorial 
dedicado a todas las etapas del GMF. 
 
El metamodelo de los esquemas preconceptuales, ilustrado en la Figura 28, está compuesto 
de una clase fundamental: la clase Diagrama, la cual se compone del resto de clases. En 
este metamodelo se hace especial énfasis en la clase Nodo y en la clase Link, las cuales 
representan los elementos base de los EP y las conexiones, respectivamente. 
Consecuentemente, las clases Dinámica, Objetivo, Concepto, Estructural y Condicional 
heredan de la clase Nodo y son los símbolos tangibles del EP, mientras que Conexión_NR, 
Conexión_RN e Implicación, heredan de la clase Link y se refieren a las conexiones que 
pueden existir en el diagrama. Además, el metamodelo contempla la clase Agrupación que 
se refiere a la posibilidad de agrupar varios tipos de nodos y la clase Capa_Proceso, que se 
refiere a la posibilidad de distinguir varios niveles de información en los procesos 
organizacionales En lo que respecta al objetivo de esta tesis, estas dos últimas clases no 
son de utilidad. 
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Por su parte, el metamodelo de interacción presentado en la Figura 29está compuesto, de 
igual manera, por una clase Diagrama_interaccion_holones y sus respectivas clases Nodo y 
Conexión. En este caso, las clases que heredan de Nodo son Objetivo, Holon, Rol, Nota e 
Interacción, mientras que las clases que heredan de Conexión son: Colabora, Inicia y 
Persigue. 
 
 
Figura 28. Diagrama de clases del metamodelo de EP. [Elaboración propia]. 
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Figura 29. Diagrama de clases del metamodelo de modelo de interacción. [Elaboración propia]. 
 
 
5.3 Implementación de las reglas de transformación 
mediante QVT 
 
 
La estructura del código en el lenguaje QVT, ilustrado en la Figura 30, consta de cinco partes 
principales. La primera es la definición de los metamodelos a manipular, la cual inicia con 
una sentencia modeltype, y referencia los archivos con extensión ecore, es decir los 
metamodelos de EP y de interacción. La segunda es la definición de los diagramas de 
entrada y de salida por medio de la palabra clave transformation, en este caso, EP e 
interacción respectivamente. La tercera parte es la definición del main, donde se recolecta 
los elementos del diagrama fuente y se inicia su lectura para la asignación de los nuevos 
elementos en el modelo destino. La siguiente es la definición de una o varias conversiones 
por medio del comando mapping, donde configuramos los elementos de entrada (modelo 
fuente) y los elementos de salida (modelo destino). Es aquí donde se especifica formalmente 
el conjunto de reglas de transformación vistas en el capítulo 4. Por último, la definición de 
consultas por medio de la palabra clave query, permite encontrar resultados de un conjunto 
de elementos, necesarios para la ejecución de determinadas reglas. 
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Para más detalles sobre la especificación de las reglas y su programación en QVT, al final 
del documento se presenta un anexo donde está el código fuente empleado. 
 
El proceso de transformación es muy sencillo. Al graficar un EP o un diagrama de interacción 
en el entorno de modelado de Eclipse, éste construye automáticamente dos archivos que 
referencian el modelo esbozado. Uno contiene la información conceptual y el otro, la 
información gráfica, que se emplea para la distribución visual de los elementos. El prototipo 
toma como modelo fuente la información conceptual de un EP, y, luego, entrega como 
modelo destino la información conceptual del diagrama de interacción. En este caso, cuando 
el analista modela el esquema preconceptual, el siguiente paso es configurar el proyecto de 
transformación de eclipse con los parámetros de entrada en sus propiedades o ejecutar la 
siguiente instrucción en una consola, java -jar Transform.jar -t MyTransformation.qvto -i 
inputmodel -o outputmodel -p parameter1=value,parameter2=value. 
 
 
 
Figura 30. Código fuente de implementación para la transformación de modelos utilizando QVT. 
[Elaboración propia]. 
  
 
Capítulo 6 
CASO DE ESTUDIO Y RESULTADOS 
 
En este capítulo presentamos y desarrollamos una transformación desde un esquema 
preconceptual hacia un modelo de interacción holónico basados en el caso de estudio de la 
metodología ANEMONA, el cual está relacionado con una empresa del sector cerámico. El 
trabajo permite comparar el modelo de interacción obtenido a partir de la aplicación de las 
reglas de transformación y el modelo original de ANEMONA. 
 
Este capítulo se estructura con dos secciones. En primer lugar se presenta una 
contextualización de la empresa de cerámica explicando los procesos de negocio que tienen 
y los actores principales que cooperan unos con otros en sus diversas actividades. Luego, se 
analizan las diferencias entre el modelo obtenido y el modelo original de interacción holónico.  
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6.1 Descripción del proceso de la organización 
 
La metodología ANEMONA [44], presenta un caso de estudio desarrollado en una empresa 
del sector cerámico llamada KGC, la cual se enmarca en tres actividades básicas que son el 
diseño, la fabricación y la comercialización de pavimentos y revestimientos cerámicos. 
Según el caso de estudio, los procesos a controlar en la fábrica son:  
 
Gestión de Almacén de Materia Prima - (P1): se encarga de mantener el registro de 
materia prima disponible y su localización dentro de los almacenes, fecha prevista de 
materia agotada, fecha de entrada de materia prima al almacén y fecha, cantidad y destino 
de materia prima que sale del almacén. 
 
Ayuda a la Gestión de Compras - (P2): debe interactuar con el proceso de gestión del 
almacén de Materia Prima y de producción para determinar y recomendar al departamento 
de compras, el pedido de materia prima a proveedores, según: la capacidad del almacén, 
fecha prevista de utilización de materia prima, tiempo estimado de servicio por parte de los 
proveedores y coste de transportes según fechas. 
 
Gestión de Almacén de Productos Terminados - (P3): se encarga de mantener el registro 
de los productos terminados que entran y salen del almacén, la localización de los mismos, 
el stock existente de cada tipo de producto y el espacio disponible para alojar productos. 
Este proceso debe interactuar con producción para permitir la entrada de productos 
terminados desde fábrica y compartir información sobre disponibilidad de espacio en 
almacén. Además, debe interactuar con la gestión de ventas para ofrecer información sobre 
disponibilidad de productos y recibir solicitudes de retirada de productos de almacén. 
 
Ayuda a la Gestión de Ventas - (P4): se encarga de la gestión de las ventas en tiendas. 
Interactúa con el proceso Gestión de Almacén de Productos Terminados para determinar el 
stock del producto solicitado por el cliente. En caso de que no haya stock en almacén, inicia 
un proceso de negociación con producción para iniciar un  lote de producción. 
 
Ayuda a la definición del Plan Maestro - (P5): debe definir y recomendar al Jefe de 
producción los programas anticipados de producción. Estos programas incluyen 
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configuraciones de productos y cantidades a producir (lotes de fabricación) y fechas 
previstas de producción. Para cumplir con su objetivo este proceso se basa en las 
previsiones de demandas, los pedidos de producción, la información del almacén de Materia 
Prima. 
 
Producción - (P6): se encarga de la definición y seguimiento de los calendarios de 
lanzamientos y del control del proceso de fabricación propiamente dicho. En el proceso de 
fabricación se tienen dos tipos de procesos denominados de monococción y bicocción, sin 
embargo para el modelo de análisis es irrelevante conocer qué tipo de proceso se lleva a 
cabo. 
 
Debido al alto número de actores que presenta la empresa KGC que intervienen en los 
procesos descritos anteriormente, a continuación se describen los actores principales que 
intervienen en los procesos y que son fundamentales para el modelo de análisis en este 
caso. 
 
§ Gerente de la empresa cerámica: es la cabeza de KCG. Se encarga de las 
funciones de gestión global, para ello mantiene una relación de jefe-subordinado 
con los distintos departamentos de la compañía. En este caso, el interés está 
reflejado en el área de producción y por ello solo interactúa con el gerente de 
producción. 
 
§ Gerente de producción: persona encargada de coordinar la empresa en el área 
de producción, manteniendo constante interacción con los encargados de 
programación y fabricación para iniciar el desarrollo de productos bajo demanda o 
según el plan maestro. 
 
§ Ayudante de ventas: es quien solicita al gerente de producción más productos 
basados en la demanda del mercado. 
 
§ Ayudante de plan maestro: es quien se encarga gestionar el proceso 5 de la 
empresa. Esto significa de solicitar la parte de materia prima al Encargado de 
almacén de materia prima cuando es necesario y de coordinar con el encargado 
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de producción el plan de producción, es decir, fecha y cantidad de productos a 
realizar. 
 
§ Encargado de programación: se preocupa por la factibilidad de un plan de 
producción, examina la información del almacén de materia prima para iniciar un 
producto e interactúa continuamente con el encargado de fabricación y el 
encargado de almacén de productos terminados. 
 
§ Encargado de fabricación:  interactúa con el encargado de programación para 
coordinar la producción de un lote de productos, además solicita materia prima al 
encargado de almacén de materia prima y envía los productos finalizados al 
almacén de productos terminados. 
 
§ Encargado de almacén de materia prima: se encarga de tener actualizado el 
inventario de materia prima, solicita más material en caso de ser necesario y le 
entrega información relevante a los encargados de programación y fabricación. 
 
§ Encargado de almacén de productos terminados: recibe los productos terminados 
entrantes por parte del encargado de fabricación y envía información precisa al 
ayudante de ventas para información de stock. 
 
La dinámica de este conjunto de procesos se representa en el esquema preconceptual de la 
Figura 31. 
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Figura 31.Esquema preconceptual de la empresa del sector cerámico KGC
88 Transformación automática de requisitos representados en EP a MI de sistemas holónicos 
 
 
6.2 Resultados 
 
Por medio del prototipo de transformación desarrollado en Eclipse, al esquema 
preconceptual de la Figura 31se le aplican las reglas de transformación 1, 2 ,3 y 4 expuestas 
en la sección 4.2. Al ejecutar la conversión, se obtiene como resultado el archivo XML base 
para el modelo de interacción. El modelo gráfico que representa ese archivo se muestra en 
la Figura 33. 
 
El modelo de interacción obtenido es comparado con el modelo original (Figura 32) tomado 
de ANEMONA y podemos concluir lo siguiente: 
 
§ Todas las relaciones de interacción fueron obtenidas. 
§ Todos los actores con rol de iniciadores fueron dibujados adecuadamente y fueron 
relacionados con una interacción, aclarando que estos actores solo se dibujan una 
vez y no varias veces como en el modelo original. Esto se observa claramente en las 
relaciones de solicitar materia prima y disponibilidad de espacio en almacén, las 
cuales son iniciadas por encargado de fabricación y programación, respectivamente. 
§ Todos los actores con rol de colaboradores fueron dibujados adecuadamente y 
fueron relacionados con una interacción, aclarando que estos actores pueden 
repetirse varias veces dependiendo del número de relaciones de interacción que se 
hayan descubierto. Esto es por la forma en que el código QVT es interpretado. Esto 
puede verse con el encargado de programación por ejemplo, quien en su rol de 
programador es dibujado tres veces. 
§ En general, se puede afirmar que la transformación fue exitosa y contiene la misma 
información tanto la Figura 33 (modelo obtenido), como la Figura 32 (modelo 
original). 
 
Esto significa que la transformación automática desde un modelo de análisis, 
específicamente un esquema preconceptual, hacia un modelo de diseño de una metodología 
holónica, específicamente el modelo de interacción, funciona y es importante porque ayuda a 
Capítulo 6 89
 
 
los analistas de sistemas holónicos a disminuir ambigüedad en los términos asociados a los 
procesos de producción, reduce el tiempo de identificación de relaciones entre holones y/o 
actores y se verifican las propiedades holónicas de autonomía, cooperación y reactividad. 
 
 
Figura 32. Modelo de Interacción de la empresa KGC. Tomado de [44]. 
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Figura 33. Modelo de interacción obtenido a partir del EP presentado en Figura 31 mediante las reglas en QVT. [Elaboración propia].
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CONCLUSIONES Y TRABAJO FUTURO 
 
 
En esta tesis se realiza la integración de dos mundos, el primero la ingeniería de software 
con sus diversos campos de investigación y su búsqueda por mejorar la productividad y la 
calidad de las aplicaciones de software, y el segundo, los sistemas holónicos, que con su 
nuevo enfoque de entidades inteligentes busca optimizar los aspectos encontrados en una 
organización, entre ellos la planificación de la producción, la reacción rápida ante disturbios y 
la reprogramación de la producción. 
 
Debido a algunas limitaciones identificadas en la fase de análisis de requisitos de las 
metodologías holónicas, tales como ausencia de validación y largo tiempo de construcción 
de modelos de análisis holónicos, en esta tesis de maestría se propone un conjunto de 
reglas de transformación automática de diagramas, específicamente de esquemas 
preconceptuales en modelos de interacción de sistemas holónicos. Esta transformación 
brinda a los analistas de HMS, criterios de peso para determinar si es posible implementar o 
no un sistema holónico dentro de una organización, identificando posibles holones que 
existen en ella. Estas reglas se implementaron utilizando el Framework de modelado de la 
herramienta Eclipse, el cual soporta el formato XML MetadataInterchange (XMI) para la 
creación y utilización de modelos y metamodelos.  
 
Por otro lado, se propone una aproximación a una ontología de HMS, la cual se enfoca en la 
representación de los conceptos claves de los HMS, la detección de posibles holones en un 
proceso de producción y la identificación de tres propiedades fundamentales de los sistemas 
holónicos. Esta identificación se realiza cuando un analista instancia, de manera individual, 
un EP representando un proceso específico de producción. El resultado de este proceso, 
permite a los analistas conocer, de manera automática, conceptos holónicos claves, inferir y 
vincular más información implícita, alrededor de los procesos empresariales. 
 
Con estos aportes, los analistas de software pueden refinar el discurso del interesado en un 
lenguaje controlado en el EP, para obtener información útil en un escenario holónico.  
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Como trabajo futuro se plantea la construcción de nuevas reglas para generar 
automáticamente, otros diagramas de diseño pertenecientes a la metodología ANEMONA u 
otras metodologías holónicas y de esta forma, automatizar el proceso de diseño en los 
sistemas holónicos de producción. En la parte relacionada con la ontología, se propone la 
concepción de la regla de proactividad que permita verificar esta propiedad holónica en la 
ontología. 
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Anexo A: Utilización de la ontología en 
una empresa textil 
 
Se presenta la descripción de un proceso de confección de prendas de vestir mediante un 
EP. El objetivo es conocer si tal proceso tiene características holónicas para afirmar si es 
posible iniciar un desarrollo de sistemas holónicos y conocer de manera preliminar qué 
elementos serían holones. En una empresa textil, se tiene un proceso de confección donde 
existen cinco trabajadores que realizan distintas actividades para comercializar, en última 
instancia, prendas de vestir, que en este caso se denotarán como producto. La producción 
se caracteriza por tener una cantidad de productos con unas fechas de inicio y entrega. En el 
nivel más bajo de la escala empresarial, se encuentran los siguientes actores que realizan el 
producto físico. El empleado de corte es quien empieza el confeccionamiento de la prenda 
en su forma más básica, tarea que implica esperar la entrega de la materia prima por parte 
del encargado del almacén. El empleado de costura y acabados es responsable de pedir las 
prendas básicas al empleado de corte para terminar de fabricar la prenda y finalmente 
entregarla al jefe de producción. El encargado de almacén es responsable de tres 
actividades: la compra, la entrega de materia prima y la ejecución del mantenimiento del 
almacén. Por otro lado, en un nivel más alto, se encuentran el gerente de planta y el jefe de 
producción. El primero se encarga de comercializar los productos terminados de la empresa 
y exigir al segundo que efectúe las actividades de verificación del producto y planificación de 
la producción. Esta descripción es representada mediante un EP (Figura 34), donde es 
importante destacar la manera en que se encadenan las actividades que involucran varios 
actores, empleando el elemento implicación de los EP.  
 
A. Instanciación de la ontología 
 
Los analistas de sistemas holónicos deben instanciar la ontología a partir del EP presentado 
en la Figura 34. A manera de ejemplo, en la Figura 35se muestran las instancias de dos 
conceptos de la ontología, ConceptoEP y CondicionalEP respectivamente. 
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Figura 34. Proceso de confección en una organización textil. [Elaboración propia]. 
 
 
 
Figura 35.Instancias de ConceptoEP y de CondicionalEP. [Elaboración propia].  
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B. Consultas 
 
Las consultas que se nombran a continuación se especifican en lógica descriptiva y pueden 
ser ejecutadas con Protégé4.1 mediante el motor de inferencia HermiT 1.2.4. Las respuestas 
dadas por la ontología son de utilidad para los analistas de sistemas holónicos, porque 
permite hacer una integración preliminar de los conceptos en los procesos de producción 
que son factibles de ser holones, además, mediante la deducción de propiedades holónicas, 
se reafirma el argumento de que realmente un proceso de fabricación particular tiene 
características semejantes a las de un holón. 
 
Consulta 1. Elementos de un proceso determinado modelado mediante EP: dado que la 
ontología permite instanciar varios procesos de producción, es decir varios EP, esta consulta 
permite recolectar todos los elementos de un EP dado. 
Comp_pertenece_EPvalue x donde x es una instancia de EP 
 
Consulta 2. Actores de un EP determinado: permite listar los conceptos que realizan 
acciones en un EP dado. 
C_conecta_RDsome (RD_conecta_CsomeConceptoEP) and  
Comp_pertenece_EPvalue x donde x es una instancia de EP 
 
Consulta 3. Holones de un EP: la presente consulta indica los posibles holones detectados 
debido a la existencia de dos propiedades holónicas, la autonomía y la cooperación, con las 
cuales se puede argumentar la identificación de holones en un proceso de producción. En 
este caso en el proceso de confección de una empresa textil. Los posibles holones se 
muestran en la Figura 36¡Error! No se encuentra el origen de la referencia.. 
C_conecta_RDsome (RD_conecta_RDsomeR_DinamicaEP) and  
Comp_pertenece_EPvalue x donde x es una instancia de EP 
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Figura 36. Consulta en Protégé 4.1 sobre posibles holones del proceso de confección.  
[Elaboración propia]. 
 
 
Consulta 4. EP que presentan la propiedad de autonomía: debido a las posibles 
instancias de EP en la ontología, esta consulta permite conocer en cuáles procesos de la 
organización está presente la propiedad de autonomía. Según esto, el proceso de 
confección posee autonomía, como se observa en la Figura 37. 
EP_tiene_CompEP some (C_conecta_RD some (RD_conecta_C some ConceptoEP)) 
 
 
Figura 37. Consulta en Protégé 4.1 de EP existentes que contienen la propiedad de autonomía. 
[Elaboración propia]. 
 
Consulta 5.EP que presentan la propiedad de cooperación: debido a las posibles 
instancias de EP en la ontología, esta consulta permite conoceren cuáles procesos de la 
organización está presente la propiedad de cooperación. 
EP_tiene_CompEP some (RD_conecta_RD some R_DinamicaEP) 
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Consulta 6. EP que presentan la propiedad de reactividad: debido a las posibles 
instancias de EP en la ontología, esta consulta permite conocer en cuáles procesos de la 
organización está presente la propiedad de reactividad. 
EP_tiene_CompEP some (Cond_conecta_RD some R_DinamicaEP) 
 
Las consultas 4, 5 y 6 retornan el nombre del EP donde se detecta la presencia de las 
propiedades de autonomía, cooperación y reactividad, respectivamente. Estas consultas se 
vuelven mucho más interesantes cuando se tiene más de un proceso organizacional 
representado en EP e instanciado en la ontología. 
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Anexo B: Fichero en lenguaje QVT con la 
implementación de las reglas 
 
FicheroTransformacion_EP_MI.qvto 
 
modeltype EP uses "platform:/resource/EP/model/EP.ecore"; 
modeltype HOLON uses "platform:/resource/HOLON/model/holondiagram.ecore"; 
//modeltypeecore uses "http://www.eclipse.org/emf/2002/Ecore"; 
//modeltype XSI uses "http://www.eclipse.org/xsd/2002/XSD"; 
//modeltypeholon uses SCHEMA("http://www.w3.org/TR/xmlschema"); 
//modeltypeholon uses SCHEMA("http://www.w3.org/2001/XMLSchema-instance"); 
 
 
transformationNewTransfor_EP(in ep : EP, out holon : HOLON); 
 
main() { 
ep.rootObjects()[Diagrama]->map ep2holon(); 
} 
 
 
mapping Diagrama::ep2holon() : Diagrama_interaccion_holones { 
 
Nombre:= 'holones'; 
log ('Nombre del diagrama definido'); 
var a:Integer:=0; 
 
a:=self.nodos->size(); 
log ('\nconteo nodos: '+ a.repr()); 
a:=self.links->size(); 
log ('conteo links: ' +a.repr()); 
 
nodos:= self.nodos[EP::Concepto].maptoRol(self.links); 
nodos+=self.nodos[EP::Dinamica]->maptoInteraccion(self.links); 
nodos+=self.nodos[EP::Objetivo]->maptoobjetivo(self.links); 
 
conexiones:=self.links [EP::Conexion_NR]->maptoinicia(); 
conexiones+=self.links [EP::Conexion_RN]->maptocolabora(self.links); 
conexiones+=self.links [EP::Implicacion]->map toobjetivo2(); 
 
} 
 
//***************************ANÁLISIS DE 
NODOS******************************** 
 
mapping EP::Concepto::toRol(links:Set(Link)) : Rol when 
{existeimplicacion(self, links);} { 
Nombre:=self.nombre; 
log ('mapeado a rol '+ self.nombre); 
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} 
 
mapping EP::Dinamica::toInteraccion(links:Set(Link)) : Interaccion when 
{dinamicaasociada(self, links)!='';} { 
varresultado:String:=dinamicaasociada(self, links); 
 
Nombre:=resultado; 
log ('mapeado a interaccion '+  resultado); 
} 
 
mapping EP::Objetivo::toobjetivo(links:Set(Link)) : holondiagram::Objetivo 
when {relacionobjetivo(self, links)!='';} { 
varresultado:String:=relacionobjetivo(self, links); 
Nombre:=resultado; 
log ('mapeado a objetivo '+ resultado); 
} 
 
//***************************FIN ANÁLISIS DE 
NODOS******************************** 
 
 
//***************************ANÁLISIS DE 
CONEXIONES**************************** 
mapping EP::Conexion_NR::toinicia() : Inicia when {inicia(self);}{ 
 
log ('mapeado a inicia '); 
Nombre:="inicia"; 
inicio:= self.inicio.resolveone(holondiagram::Nodo); 
fin:= self.fin.resolveone(holondiagram::Nodo); 
 
} 
 
mapping EP::Conexion_RN::tocolabora(links:Set(Link)) : Colabora when { 
colabora(self,links)!=null;} { 
 
Nombre:="colabora"; 
inicio:= self.inicio.resolveone(holondiagram::Nodo); 
fin:= colabora(self,links); 
 
log ('mapeado a colabora '); 
 
} 
 
mapping EP::Implicacion::toobjetivo2() : Persigue when {persigue(self);}{ 
 
Nombre:="persigue"; 
inicio:= self.inicio.resolveone(holondiagram::Nodo); 
fin:= self.fin.resolveone(holondiagram::Nodo); 
 
log ('mapeado a persigue ' ); 
 
} 
//***************************FIN ANÁLISIS DE 
CONEXIONES**************************** 
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//***************************CONSULTAS PARA 
NODOS**************************** 
 
queryexisteimplicacion( x:Nodo, links:Set(Link) ): Boolean{ 
varsiexiste:Boolean:=false; 
links->forEach(i){ 
 
if(i.inicio=x) then{ 
if(i.fin.oclIsTypeOf(Dinamica)) then{ 
//  log("si llego al ifexisteimplicacion"); 
return true; 
 
} endif; 
}endif; 
}; 
returnsiexiste; 
} 
 
querydinamicaasociada( x:Nodo, links:Set(Link) ): String{ 
vardinam:String; 
links->forEach(i){ 
 
if(i.fin.oclIsTypeOf(Dinamica)) then{ 
if(i.inicio=x) then { 
 
links->forEach(j){ 
if(j.inicio=i.fin) then { 
dinam:= i.fin.nombre +' ' +j.fin.nombre; 
returndinam; 
 
} endif; 
}; 
} endif; 
} endif; 
}; 
return ''; 
} 
 
queryrelacionobjetivo( x:Nodo, links:Set(Link) ): String{ 
varobjetiv:String; 
links->forEach(i){ 
if(i.fin.oclIsTypeOf(Implicacion)) then{ 
if(i.inicio=x) then { 
 
links->forEach(j){ 
if(j.inicio=i.fin) then { 
objetiv:= i.inicio.nombre + j.inicio.nombre + j.fin.nombre; 
returnobjetiv; 
 
} endif; 
}; 
} endif; 
} endif; 
}; 
return ''; 
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} 
 
//***************************FIN CONSULTAS PARA 
NODOS************************* 
 
 
//***************************CONSULTAS PARA 
CONEX**************************** 
 
queryinicia(x:Link): Boolean{ 
var inter:holondiagram::Nodo:=x.inicio.resolveone(holondiagram::Nodo); 
varroli:holondiagram::Nodo:=x.fin.resolveone(holondiagram::Nodo); 
 
if(inter!=null and roli!=null) then{ 
return true; 
} endif; 
return false; 
} 
 
querycolabora(x:Link, links:Set(Link)): holondiagram::Nodo{ 
var inter:holondiagram::Nodo:=x.inicio.resolveone(holondiagram::Nodo); 
varroli:holondiagram::Nodo:=null; 
vardina:String; 
varconcepto:String; 
 
if(inter!=null) then{ 
dina:=inter.Nombre.substringBefore(" "); 
concepto:=inter.Nombre.substringAfter(" "); 
//log("si llego dina: "+dina+" concep: "+concepto); 
links->forEach(i){ 
if(i.inicio.oclIsTypeOf(Dinamica)) then{ 
 
if(i.inicio.nombre=dina) then { 
links->forEach(j){ 
if(i.inicio=j.fin and i.fin.nombre=concepto) then { 
roli:= j.inicio.resolveone(holondiagram::Nodo); 
--log("si llego al if tipo dinamica "+roli.repr()); 
returnroli; 
 
} endif; 
}; 
} endif; 
} endif; 
}; 
} endif; 
return null; 
} 
 
querypersigue(x:Link): Boolean{ 
var inter:holondiagram::Nodo:=x.inicio.resolveone(holondiagram::Nodo); 
varroli:holondiagram::Nodo:=x.fin.resolveone(holondiagram::Nodo); 
 
if(inter!=null and roli!=null) then{ 
return true; 
} endif; 
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return false; 
} 
//***************************FIN CONSULTAS PARA 
CONEX************************* 
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