ドウロ コウツウリュウ ノ ケンキュウ by Ohno, Katsuhisa














I 4 ~1 
I1




tf1  ' 1 
V
5 1 
4   
1 t1 1 
11
         l41 A 
 1
V 1 
1 1 \1 
 1t1 












     (11 
(1 4 
    v tY 11 I ;1  1
It 14 1,11 { 
                  1 1 1 
                                  11 
    11 
t l" ~~,I ;'t 
   aa 
1 
i \ta 
                        111 1 
1 
 1 41l 
  1 1/ •
F r, f 4        fc i1i
1 1                 
1 1 
( 1
t 1 1 
\ t { 
4NI1 






1 \ a 





t Y1\ ~ 
   1 \ 
1
1 1 1 

























     ~r r 
/1 




                                        4.r                       
, 
     I • 
I/ •                            `/
           • 
r 
r 
r • ,1 
/ 
                        tr   r
, 






!j I f .0 1 
1`r !1 







                        • 
I • 
                   /
• 
! 
r, r • 
ra 
rr/ f J f 
r / 







1I,            
r 
             /1r 
           I/ 
fn     
I ,

























"re 1, s 
/ ! r • 
I. / 1 11 ' 
/ 
,I' 
'I  % 
r! 
/4 + •r 
oer 1'972






'1l • • 
r r '
t 4!1 







    // 
  I / { J r 





>+,,„ t l I   
r " ' S 1• 1 
')r4 r'^ 
t r 1' 
/11/r1! 1 
/a 1 / r 
          •
            • 
          •
      •
• ,r 
•• + h 
                       • •
• 
e• ' ' 
       11"           11
 fd F 
4,I' I 
         / 
, ,     'f
,vt 
v •r• , 
1f F 
t" r r ^//t / 
a 




   / 4,'r.f J • 
                 r   ^'r/  r r
/      i 
             /r , Y 
          .f /rA





             ,+/ '                      '
I;f 
 P / , r• 
w'
~l r 
r f 1' ^ i 
`ro v Yw 
                      r tr 
/ I
, 1/7 r 
     r^, '!r/ ~~ r
• 'rr 
rr 
                     •1.
         I
1 
 Ad 







                 by 
           KATSUHISA OHNO 
Submitted in partial fulfillment of 
     requirement for the degree of
        DOCTOR OF ENGINEERING 
  (Applied Mathematics and Physic) 
                    at 
          KYOTO UNIVERSITY 
            KYOTO, CAPAN 
           OCTOBER 1972
the
       Preface , 
       In the past decade, many countries in the world have 
 begun to confront serious problems of air pollution, traffic 
  noise, traffic congestion and traffic' accidents which are 
brought by the rapid growth of the use of motor vehicles. 
  Those traffic problems have aroused a great interest of 
  traffic engineers and theoreticians of various kinds in the 
study of (road) traffic flow. Now this field is called the 
  -heory of (road) traffic flow or traffic flow theory . 
2lthou;h a vast amount of scientific investigations have 
been carried out in the field of the theory of traffic flow 
since the beginning of this century, many problems still 
  remain o en. The reason is that real traffic situations 
  are very complex: they involve human nature on the one hand 
physical laws of movement on the other. 
       This thesis is devoted to showing many theoretical results 
for several basic problom;is in the theory of traffic flow. 
The problems discussed in the thesis might be classified 
1 into the following three subjects: traffic flew, traffic 
e:ueue and traffic control. It is to be hoped that the 
  results shown in the thesis will find practical application 
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Chapter 1.  Introduction 
            NNNNNNNNNNNN
1. 1. The theory of traffic flow 
     According to the Statisfical Yearbook (1971) published 
by Statistical Office of the United Nations, the number of 
motor vehicles in use in the world was 216 million in 
1968, of which 170 million were passenger cars, and 
increased by 71.4 percent between 1960 and 1968. While 
population in the world increased by 15.9 percent for the 
same period. In Argentina, the number of motor vehicles 
in use and population increased by 109 percent and by 13.2 
percent, respectively, for the same period. Ia Australia, 
the corresponding percentage increases were 52.5 and 17.0; 
in Brazil, 105 and 26.5; in Canada, 48.3 and 15.9; in 
France, 95.6 and 9.2; in Fed. Rep. of Germany, 141 and 
9.0; in Italy, 265 and 6.2: in the United Kingdom, 80.6 
and 5.5: in the United States, 36.5 and 11.3. In , 
particular, Japan showed a remarkable growth in the 
namber of motor vehicles, which increased by 576 percent 
between 1960 and 1968. While population increased only by 
8.4 percent for the same period. According to the Japan 
Statistical Yearbook (1971), there were 12.8 million 
motor vehicles registered in 1970. Ratios of motor 
vehicles to people dropped from one fiftieth in 1960 to 
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one eighth in 1970. Besides, between 1960 and 1970, the 
proportion  of domestic cargo`, carried by motor vehicles 
increased from 76.9 percent to 88.5 percent of the total 
tonnage of domestic cargo and increased from 15.1 
percent to 37.9 percent of the total freight movement, 
measured in ton—kilometres. For passenger domestic 
travel during the same period, the proportion of-passenger,s 
carried by motor vehicles rose from 38.9 percent to 59.0 
percent of the total number of passengers carried and 
from 22.8 percent to 49.4 percent of the total passenger 
volume, measured in person—kilometres. The statistics 
mentioned above show that in the post decade there has 
been a considerable growth in the use of motor vehicles 
in most countries in the world, particularly, in Japan. 
The main reason for this fact is that the desire for 
individual mobility is universal and growing with the 
rise in standards of living. Therefore the same trend 
will continue in the immediate future, even though urban 
areas will undertake extensive programs to improve mass 
transit. The rapid growth of the use of motor vehicles, 
however, has brought not only benefits but also serious 
problems of air pollution, traffic noise, parking 
difficulties, traffic congestion and safety. For instance, 
between 1960 and 1970, real lengths of roads per one motor 
vehicle registered dropped from 513 metres in 1960 to 79 
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metres in 1970 in Japan. Moreover, in 1969 there were 
721 thousand traffic accidents on  Japanese roads, which 
caused 16 thousand persons to be killed, a 35 percent 
increase over 1960, and 967 thousand persons to be 
injured, a 234 percent increase over 1960. The trends 
are the same in most countries and the traffic problems 
mentioned above become one of the most vital social 
problems of the world. 
     The theory of traffic flow is one of the main 
approaches to the road traffic problems. According to 
the annoted bibliography compiled by Haight (1964), 
Crosby wrote a paper entitled "Value of Traffic Census" 
as early as 1915. This seems to be the earliest 
scientific research in the field of the theory of traffic 
flow. In the 1920', however, no remarkable investigations, 
except a few ones concerning with the statistical 
analysis of traffic accidents, which followed Crosby's 
were carried out. In the middle of 1930', Greenshields 
(1934, 1935) made an experimental study of traffic flow 
by measuring actual flows and velocities and fitted a 
straight line to a plot of velocity against concentration. 
Adams (1936) considered a pedestrian crossing problem for 
a Poisson traffic flow and obtained a formula for the 
average wait. Over twenty scientific investigations 
including Crosby's, Greenshields' and Adams' were 
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performed by the end of the  1930'' and over one thousand 
by 1964. By the present, probably, over two thousand 
scientific investigations have been carried out in the 
field of the theory of traffic flow. In spite of these 
vast amount of scientific investigations, many problems 
still remain .open. Because real traffic situations are 
very complex; they involve human nature on the one hand 
end physical laws of time, space and movement on. the 
other. 
     Problems which are dealt With in the theory of 
traffic flow seem to be classified into the following 
four main subjects; traffic flow, traffic Queues, traffic 
control, and safety and traffic noise. The first subject 
is concerned with the movement of vehicles on roads and 
the second is related with queues of vehicles at 
junctions or bottlenecks. The third subject is concerned 
with the optimal control of traffic flow through traffic 
lights and the planning of road network that diminish 
traffic congestion, air pollution, traffic accidents and so 
on. The last subject includes the statistical analysis 
of traffic accidents and the related topic of traffic 
noise. In the following sections, these main subjects 
will be surveyed and reviewed in some detail. 
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1. 2. Traffic  flow 
     When a road is  empty except for one vehicle, the 
movement of that vehicle depends principally on the wishes 
of the driver and is usually of a constant velocity called 
a desired one. Nearly the same can be said for a traffic 
flow whose density, or concentration is low. That is, 
the interactions which occur between.vehicles are negligible 
and each vehicle drives at his own desired velocity. The 
traffic flow with this property is called a low density 
one. As the density of traffic flow increases, the 
interactions between vehicles also increase and queues of 
vehicles with higher desired velocities form behind 
slower vehicles. The traffic flow whose density is not 
low but not so high that no overtaking is possible is 
called a medium density one. Finally the traffic flow 
whose density is so high that no overtaking is possible .is 
called a high density one. Thus, the traffic flow is 
classified into three different types according to its 
density. On the other hand, several different models, 
each of which is reasonable for a limited type of three 
different traffic situations, have been suggested to 
describe and analyze the traffic flow. These approaches 
fall largely into the following two categories: 
deterministic approaches and probabilistic ones. 
     To begin with, let us be concerned with the 
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deterministic approaches. One deterministic  approach,is 
through kinematic wave theory. This approach is based on 
fluid dynamic ' analogies to traffic flow and reasonable for 
the-medium or high density traffic flow. This theory takes 
no account cf properties of individual vehicles. Therefore 
.it can not be expected to explain traffic behaviour in 
Uetail but certain results about the propagation of 
traffic waves and the frequent appearance of shock waves 
have been obtained. This approach was developed 
independently by Lighthill and Whitham (1955) and 
Richards (1956). Generalizations of their theories have 
been given by De (1956), Greenberg (1959), Bick and 
Newell (1960), Oliver (1964), Pipes (1965, 1968, 1969) 
and Munjal and Pipes (1971). Gerlough (1961), Grace and 
Potts (1964) and Herman and Rothel'y (1967) have attempted 
to use kinematic wave theory to analyze the diffusion of 
traffic platoons. 
     Another possible approach is to regard the traffic 
flow as the flow of molecules in a gas and hence it 
applies to the low or medium density traffic flow. 
Since this approach is based upon an integro—differential 
equation of the Boltzmann type, this is called a 
Boltzmann—like approach. This approach was originated by 
Prigogine and Andrews (1960) and Prigogine (1961) . 
Generalizations of their theories have been given by 
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Anderson, Herman and Prigogine (1962), Belescu, Prigogin, 
Herman and Anderson (1967), Prigogine, Herman and 
Anderson (1967),  Munjal and Pahl (1969),                                            Dutter and Zackor 
(1971) and Herman and Lam (1971 a, b). Gafarian, 
Niunjal and Pahl (1971), however, have shown that 
.Baltzmann-type integro-differential equations put 
forward by Prigogine et al give a very poor agreement 
between experimental data and computed values. 
     The last of deterministic approaches is through 
car-following theory. This is concerned with the dynamics 
of a line of vehicles following one another without 
overtaking and hence this applies to the high density 
traffic flow. This approach is based upon a set of 
differential-difference equations which._ govern the response 
of each driver to changes in the speed of the vehicle 
ahead. Pipes (1953) proposed a differential-difference 
equation representing a rule for following another 
vehicle at a safe distance, which was generalized and 
solved by Chandler, Herman and Montroll (1958), Chow 
(1958), Kometani and Sasaki (1958), Gazis, Herman and 
Potts (1959) and Herman, Montroll, Potts and Rothery 
(1959). Kometani and Sasaki (1959 a, b, 1961 a, b) and 
Sasaki (1959) deduced a differential-difference equation 
involving the acceleration of both leading and following 
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vehicles and discussed the  stabili* of the motion. Many 
other different differential—difference equations have 
been suggested by Edie (1961), Gazis, Herman and Rothery 
(1961), Newell (1961 a, b), Herman and Rothery (1962), 
Lee (1966), Pipes (1967) and Bexelius (1968). Related 
works have been done by Kisi (1960), Helly (1961), 
Herman and Potts (1961), Newell (1962), Gazis, Herman and 
Weiss (1963), Evans (1966), Unwin and Duckstein (1967), 
Leipnik (1968), Petigny (1968), Rockwell, Ernst and 
Hanken (1968), Cosgriff (1969), May and Keller (1969), 
Weiss (1969 a), Bender and Fenton (1970), Kapur (1971). 
and Fowkes (19.72). 
     In the above, three deterministic approaches to the 
traffic flow have been surveyed and reviewed. The traffic 
flow, however, is not in fact a continuous fluid but is 
made up of discrete vehicles. Moreover the traffic flow 
essentially has stochastic properties due to different 
physical factors such as sight distance, roadside 
development and grade, different traffic factors such as 
traffic volume, portion of trucks and parkin; conditions, 
and different environmental factors such as driver 
characteristics, weather, season, speed limits and other 
traffic controls (see Berry and Belmont (1951)) . Hence a 
stochastic approach seems the most obvious and right 
line of approaches to the traffic flow. In fact, as 
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early as 1930', Adams (1936) showed that the times at 
which vehicles passed a fixed point could be regarded as a 
Poisson process. Since that time, the Poisson counting 
distribution and the exponential headway distribution 
have been substantiated repeatedly by many researchers. 
Moreover, many new counting or headway distributions 
have been suggested by  Beckmann, McGuire and Winsten 
(1956), Haight (1958),Oliver (1961, 1962 b), Buckley 
(1967, 1968), Newell (1967), Dunne, Rothery and Potts 
(1968), Serfling (1969), Vaughan (1970) and Ashton (1971),. 
Velocity distributions and accelation noise have been 
discussed by Berry and Belmont (1951), Wardrop (1952), 
Montroll (1961), Johns and Potts (1962), Olcott (1965), 
Helly and Baker (1967) and M3ri,.Takata and Kisi (1968). 
     Weiss and Herman (1962) considered the low density 
traffic flow on an infinitely long road without 
intersections and showed that when the velocity 
distribution was continuous, the only counting 
distribution that remained itself in the long run, was 
the Poisson distribution, and that the number of vehicles 
which overtook or were passed by a vehicle moving at a 
given velocity also was distributed with the Poisson 
distribution. The first result has been generalized by 
Breiman (1963), Suzuki (1966) and Thedeen (1967 a, b, 
1969 b). Related problems have been considered by Doob 
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 (f953, pp. 404-407), Dobrushin (l956), Kisi (1962), 
Karlin (1966, page 497), Goldman (1967), Stone (1968) 
and Brown (1969 b, 1970). The second result and related 
problems have been discussed by Refr.yi (1964), Leipnik 
(1967), Breiman (1969), Brown (1969 a) and Srivastava 
(1969). Besides, Newell (1955, 1966) discussed the low 
density traffic flow in which vehicles interacted in 
such a way as to delay a vehicle when it passed another. 
     Kometani (1955) considered the low or mediumPoisson 
traffic flow on a two-way two-lane road and obtained the 
probability that a faster vehicle could overtake a bunch of 
 slow vehicles. In this twQ-way two-lane model, when the 
faster vehicle catches up-a bunch of slower vehicles, it 
can overtake immediately the bunch if there is a 
sufficient gap in the opposing stream of vehicles; if 
there is not a sufficient gap, it follows the bunch 
until it finds a sufficient gap. Tanner (1958, 1961) 
discussed this model and obtained the mean delay and the 
average velocity of the faster vehicle. Miller (1961 a, 
b, 1962) dealt with more generalized model in which 
vehicles traveled in random bunches and overtook at 
random times and velocities of vehicles were distributed 
generally, and derived equations for the process of 
catching-up and overtaking. Related problems have been 
discussed by Miller (1963 a, 1967, 1970), Gordon and 
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Newell (1964),  Renyi (1964), Erlander (1967, 1971 a, b), 
Gustaysson (1967), Holland (1967), Oliver and Lam (1967), 
Warnhuis (1967), Gani and Srivastrava (1967), Andrews 
(1970 a, b), McNeil (1970), Schach (1970), Brill (1971), 
Morse.and Yaffe (1971) and Pahl and Sands (1971). 
     Finally, the high-density traffic flow in which 
passing is not allowed has been dealt with by a few 
researchers. For instance, Newell (1959 b, 1961 a) and 
Edie and Foote (1961) discussed the traffic flow in 
tunnels, in which passing was forbidden by law. Hodgson 
(1968) investigated the time to drive through a no- 
passing zone.
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1. 3.  TraCfic .tueues 
     The last of the preceding section has been concerned, 
with the problem of "dynamic delay", which is caused by 
overtaking in the traffic flow on a two—lane road. 
This section is concerned with problems of "static delay" 
(see, Ashton (1966)), which include the problem of the 
delay incurred by a pedestrian who wants to cross a road, 
that of the delay incurred by a vehicle wishing to cross 
or merge into a major traffic stream at an intersection 
with stop signs, that of the delay of a vehicle at an 
intersection controlled by a traffic light and so on. 
The first problem is briefly called the pedestrian  
crossin-; problem  and the .tecond is called the merging 
problem. These two problems, however, are essentially 
the same. 
     The pedestrian crossing problem was first discussed 
by Adams (1936) in connection with an attempt to justify 
the Poisson counting distribution. Tanner (1951) 
derived the distribution of the delay to pedestrians and 
distributions of the sizes of groups of pedestrians 
waiting to cross a road, assuming Poisson arrivals for 
both vehicles and pedestrians. His results were 
generalized by Mayne (1954) to the case where-interarrival 
times of vehicles were generally distributed. Related 
problems have been discussed by Moore (1953), Cohen, 
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Dearnaley and Hansel (1955), Vuchlic (1967) and Weiss 
(1967 a). On the other hand, the earliest  moc'_el of the 
merging problem, studied originally by Raft (1951), 
assumes the merging strategy that a vehicle merges as 
soon as a gap greater than some predetermined constant, 
say, T appears in the major traffic stream. Little 
(1961), Oliver (1962 a), Oliver and Bisbee (1962), Tanner 
(1962) and Hawkes (1965, 1966) dealt with this model. 
This model has been generalized in two different 
directions. In the first extension, it is assumed that T 
is a random variable that varies from vehicle to vehicle, 
but is fixed for a particular vehicle. This model has 
been developed by Miller ,r(1961 a), Yeo and Weesakul (1964) 
and McNeil and Morgan (1968). In the second extension, 
proposed by Herman and Weiss (1961) and Weiss and 
Marq.dudin (1962), it is assumed that T is a random 
variable that varies from gap to gap. This model has 
been generalized by Gayer (1963, 1966), Evans, Herman and 
Weiss (1964), Weiss (1967 b, 1969 b), 'Allan (1968), 
Hawkes (1968) and Wiener and Yagoda (1970) . McNeil and 
Smith (1969) compared the delays of vehicles in the case 
of the above two models. Reid (1967, 1968) discussed the 
delay of a right turning vehicle at an uncontrolled 
intersection. Mine and Mimura (1969) and Blumenfeld and 
Weiss (1971) investigated the merging problem with an 
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acceleration lane of finite length. Various aspects of 
the merging problem have been  discussed by Jewell (1964),' 
Ashworth (1968, 1969), Athans (1969), Blumenfeld and 
Weiss (1970), Breeding (1970) and Gafarian and Walsh 
(1970). 
     A large number of researchers have dealt with a queue 
of vehicles at an intersection controlled by a traffic 
light, which is briefly called a traffic light queue. A 
traffic li.`ht is called fixed—cycle, if it has a cycle•of 
fixed length. It is called vehicle—actuated, if it 
contains some type of detectors. In particular, it called 
semi—vehicle—actuated, if it contains detectors on the 
only one road of the two intersecting ones.that is 
usually called the minor road.Beckmann, McGuire and 
Winston (1D56) derived a relation between the mean delay 
per vehicle and the mean queue—length for a fixed—cycle 
traffic lir;ht queue, assuming constant departure 
headways and binomial arrivals of vehicles. This model 
has been discussed by Newell (1960 a), Dunne (1967), 
Potts (1967) and Smit (1971) . Fixed—cycle traffic light 
queues with constant departure headways and Poisson 
arrivals have been discussed by Webster (1958) , Haight 
(1959) and Buckley and Wheeler (1964). Fixed—cycle 
traffic limht queues with constant departure headways and 
stationary and_independent arrivals have been 
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investigated by  Uematu (1957), Miller (1963 b), Darroch 
(1964), Kleinecke (1964), Newell (1956, 1965), McNeil 
(1968) and Siskind (1970). Vehicle-actuated traffic light 
queues have been dealt with by Garwood (1940), Darroach, 
Newell and Morris (1964), Newell (1969) and Newell and 
Osuna (1969). Semi-vehicle-actuated traffic light queues 
have been investigated by Haight (1959) and Little (1971). 
Various problems related to traffic light queues have 
been discussed by Newell (1959 a), Smeed (1957), Gazis, 
Herman and Maradudin .(1960), Olson and Rothery (1961), 
Dick (1964), Webster (1964), Anker. and Gafarrian (1967), 
Blunden and Pretty (1967), Anker, Gafarian and Gray 
(1968), Huddart (1969), Thedeen (1969 a) and Dickey and 
Montgomery (1970). 
     There are some other traffic situations which incur 
the static delay. A traffic queue at a roundabout, or 
traffic circle was discussed by Helly (1964). Traffic 
jams at bottlenecks which result from flow-stopping 
incidents sucL a:, traffic accidents, mechanical failures 
and road repairing, have been dealt with by May and 
Ieller (1967), McNeil (1969), Gayer (1969) and Shaw 
(1970, 1971). 
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1. 4.  Traffic control  
     Traffic control is the most important subject in the 
theory of traffic flow and has been discussed by a great 
many researchers. The most common device for controlling 
a critical intersection in an urban area is the traffic 
light. As noted in the preceding section, there are 
three types of traffic lights in general use: fixed-cycle, 
vehicle-actuated and semi-vehicle-actuated. Wardrop 
(1952), 'Webster (1958), Miller (1963 b),Rangarajan and 
Oliver (1967) and Allsop (1971 a, b) bave discussed 
optimal signal settings for a fixed-cycle traffic light 
that minimize the mean delay per vehicle. Dunne and Potts 
(1964, 1967) proposed some control algorithms for a 
vehicle-actuated traffic light at an undersaturated 
intersection which guaranteed that, for any initial state, 
the traffic light would eventually achieve a limit cycle 
for which the mean delay per vehicle was minimum. Their 
control algorithms have been dealt with by Green and 
Hartley (1966), Grafton and Newell (1967) and Hartley 
(1969 a, b, c). Related control algorithms have been 
discussed by Neimarlc and Fedotokin (1966), I artin-lof 
(1969) and Fedotokin (1969). Gazis (1964) and Gazis and 
Potts (1965) obtained conditions for the optimal control 
of a vehicle-actuated traffic light at an intersection 
which became oversaturated for some finite length of 
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time, and extended their results to two intersections. 
Green  (1967)' and Gordon (1969) also discussed optimal 
controls of oversaturated intersections. 
     When two or more intersections are in crose 
proximity on a main traffic route, some form of linking 
is necessary to reduce delays and prevent continual 
stopping. Although there are a few forms of linking, 
the most effective linked system is the syncronization of 
traffic lights, which is called sometimes to (flexible) 
progression system. Newell (1960 b, 1964) discussed delays 
suffered by vehicles which passed through a sequence of 
syncronized traffic lights. Morgan and Little (1964) and 
Little (1966) considered the syncronization of traffic 
lights that maximized the bandwidth along the main route 
and formulated a mixed—integer linear program for the 
problem. The syncronization that minimizes the total 
delays of vehicles has been dealt with by Bavarez and 
Newell (1967), Hillier and Rothery (1967) and others. 
Rtlated problems were discussed by Drew and Pinnel 
(1965).and Gazis (1965). 
     The syncronization of traffic lights mentioned above 
has been applied to road networks in urban areas. Allsop 
(1968), Stoffer (1968), Teshigawara (1970) and Montgomery, 
Talavage and Mullen (1972) have dealt with optimal 
settings of several or more traffic lights in traffic 
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networks. Longley (1968, 1971) and Ross, Sandys and 
 Schlaefli (1971) have investigated computer control 
schemes for traffic networks. 
     Another possible approach to the control of traffic 
moving over the road network is through the optimal 
assignment of traffic through the road network. Charnes 
and Cooper (1958, 1961) formulated linear and nonlinear 
programs for the problem of the optimal assignment based 
upon the criterion of minimizing the overall travel time. 
Whiting and Hillier (1960) suggested an iterative 
method for finding the shortest ronte. through..the road 
network. Yau (1964) discussed the sensitivity of traffic 
assignment. The traffic assignment problem under various 
generalized conditions have been investigated by Almond 
(1967), Jewell (1967), Mori and Nishimura (1967), Butas 
(1968), Sakarovitch (1968), Snell et al (1968), Tillman 
et al (1968), Wollmer (1968), Kirby and Potts (1969), 
Scott (1969), Halder (1970 a) and Hooi—Tong (1970). 
in the above, traffic control systems in urban 
areas have been discussed. Highway traffic control 
systems also have been developed and placed in operation 
in many countries. Various aspects of highway traffic 
control systems have been discussed by May (1965), Gazis 
(1967), Yiesse (1967), Altman, Pignataro and Yagoda 
(1968), R$rbech (1968), Gazis and Foote (1969), Yagoda 
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(1970), Gazia and Knapp (1971) and Black and Gazis (1971) 
Besides, computer controls of a string of moving vehicles 
have been investigated by Powner, Anderson and Qualtrough 
(1969), Anderson and Powner (1970), Peppard and 
Gourishankar (1970) and Willems (1971). 
     In the sequel of this section, the planning of 
traffic network is briefly dealt with. In order to 
design such a network, the future trip distribution must 
be forecasted. The trip distribution has been discussed 
by many researchers including Bieber  (1967), Kometani 
(1967), Heggie (1969), Evans (1970), Ferragu and 
Sakarovitch (1970), Tomlin (1970), Wagon and Howkind 
(1970) and Wilson (1970). .Prager (1961) discussed the 
economic design of simple road networks and Tanner 
(1968) investigated the problem of finding the average 
travel time for a simple type of motorway layout. 
Related problems have been dealt with by Ridley (1968), 
Bergendahl (1969), Dodson (1969), Halder (1970 b) and 
Thomson (1970).
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1. 5. Safety  and traffic noise  
     The subjects of traffic accidents and. traffic noise 
are obviously of great social importance and they are 
increasingly topics for scientific investigations by 
researchers in a variety of fields. The two classical 
papers in the accident field are those of Greenwood and 
Woods (1919) and of Greenwood and Yule (1920). Greenwood 
and Woods investigated the frequency of accidents among 
munition workers, and compared the observed frequency 
distribution with three theoretical distributions deduced 
from three different hypotheses. Greenwood and Yule, 
startin; from the Poisson distribution, deduced many 
,liore sophisticated models .to describe accident phenomena 
(see, Ashton (1966)) . Following their works, a great 
deal of scientific investigations }lave been carried out. 
Recently, Dietz (1967), Treiterer (1967), Lenard (1970) 
and others have discussed some problems concerned with 
traffic accidents on a highway. 
     Although, as noted in the above, the subject of 
traffic accident has been investigated for fifty long 
years, it is several years ago that the scientific 
research on traffic noise was instituted. Johnson and 
Sounders (1968) presented data on noise generated by 
freely flowing traffic. Weiss (1970) and Kurze (1971) 
considered the traffic noise as the noise emitted from 
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randomly distributed point sources of equal strength on a 
line and determined the probability distribution and 
statistical parameters of the intensity of the traffic 
noise. Waters (1970) discussed the effects of vehicle 
operating conditions on the noise emitted from the 
vehicle and Williams (1971) dealt with the influence of 
road design characteristics on traffic noise. The 
characteristics of the noise produced by the various 
major elements including the engine of a vehicle have 
 been investigated by Aspinall (1970), Berry (1970), 
Lewis (1970), Spellacy (1970), Priede (1971) and others.
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1.  6. Outline of the thesis  
     In the preceding sections, the four main subjects in 
the theory of traffic flow have been surveyed and reviewed. 
This thesis deals with the following three subjects which 
are included in the first three 'main subjects: a low 
density traffic flow in "traffic flow", traffic light 
queues in "traffic queues" and optimal signal settings in 
"traffic control" . 
     Chapters 2 and 3 are concerned with the low density 
traffic flow explained in Section 1. 2. The main purpose 
of these chapters is to derive some stochastic properties 
of the low density traffic flow.In Chapter 2, a time 
process, a space process and an observation process are 
introduced as the fundamental stochastic processes 
associated with the traffic flow. Comparatively speaking, 
these three random point processes represent observations 
on the traffic flow at a fixed place, observations from 
the air at a fixed time and observations by a moving 
observer, respectively. To begin with, we show that 
under some conditions, the time process and the space 
process become inhomogeneous composed Poisson processes. 
This type of low density inhomogeneous traffic flow are 
dealt with throughout Chapter 2. It is to be noted that 
all researchers including Weiss and Heran (1962) have 
assumed a sort of homogeneity. For this low density 
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 inhomo  geneous traffic flow, we will derive various 
transformations between distributions of time processes,, 
those of space processes and those of observation 
processes from interpreting velocity as a measure 
preserviag transformation. In Chapter 3, are drop some 
additional conditions imposed in Chapter 2 and assume only 
the fundamental characteristic of the low density traffic 
flow that interactions between vehicles are negligible. 
That is, Chapter 3 aeals with the most general low 
density traffic flow. To begin with, we define a kind 
of stochastic integral of the space process at the time 
origin and that of the time process at the space origin. 
Then it can be shown that-all time, space and observation 
processes can be expressed in terms of the stochastic 
ihtegrals. This means that distributions of all processes 
are completely determined by the distributions of the 
space process at the time origin and the tirr.e process at 
the space origin. These results will be applied to the 
inhomogineous Poisson traffic flow. 
     Chapters 4, 5 and 6 are concerned with the traffic 
light queues noted in Section 1. 3. Although a great 
number of researchers have investigated traffic light 
Queues of various types, their investigations have been 
limited to simple situations that departure headways and 
lost times are constant. Chapter 4 deals with a fixed-
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cycle and a semi-vehicle-actuated traffic light queues 
with independent arrivals and independent and  identically, 
distributed departure headways and lost times. It can be 
shown that these traffic light queues are reduced to a 
generalized model of the GI/G/1 queueing process originated 
by Lindley (1952). We obtain a necessary and sufficient 
condition under which the limiting distribution of this 
generalized model exists. This result leads directly to 
necessary and sufficient conditions under which those 
traffic light queues have stationary distributions. 
Loreover, a successive approximation method of the 
stationary distributions is presented and two typical 
examples of semi-vehicle-actuated traffic light queues 
are discussed. Although arrivals are assumed to be 
independent in Chapter 4, this assumption does not always 
hold. In Chapter 5, results obtained in Chapter 4 are 
extended to traffic light queues with dependent arrivals. 
Explaining in more detail, we will show that the traffic 
light queues are reduced to a generalized model of 
Loynes' (1962), and obtain sufficient conditions under 
which their stationary distributions exist. Chapter 6 
deals with fixed-cycle and semi-vehicle -actuated traffic 
light queues which have departure headways depending 
upon positions and general arrivals of various types. 
From the results obtained in Chapters 4 and 5, we can 
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derive  necessary and sufficient conditions or sufficient 
conditions, according as arrivals are independent or 
dependent, under which stationary queue length 
distributions of the traffic light queues exist. A 
stationary queue length distribution of the fixed-cycle 
traffic light queue is obtained which has constant 
departure headways depending upon positions and stationary 
and independent arrivals. Moreover we will discuss a 
queue of vehicles in front of a pedestrian crossing which 
is controlled by a traffic light with detectors of 
arriving pedestrians. 
     Chapter 7 is concerned with the traffic light control 
noted in Section 1. 4. This chapter dale with the 
optimal signal settings of the fixed-cycle traffic light 
based upon the criterion of minimum overall delay and 
that of minimizing the degree of saturation of the whole 
intersection. As preliminaries, criteria for 
undersaturation of the whole intersection are derived 
from the results obtained in Chapter 4 and mean effective 
green times of streams of lower priorities are 
determined as linear functions of the green times 
and the cycle time. It can be shown that tn.e criterion 
of minimizing the degree of saturation of the whole 
intersection leads to the well-known rule of thumb for 
optimal split and that this criterion is closely related 
                     25
to the criterion of minimum overall delay. Approximation 
algorithms for the optimal signal  settins based upon the 
latter criterion are presented. These are a refinement 
of Webster's method and are a combination of linear or 
mixed-integer programming and one-dimensional minimization 
technique. 
     Before proceeding to details, it is to be noted that 
theor ems, lemmas, corollaries and figures are numbered 
within-each chapter and equations within each section. 
For example, Theorem 1 and Equation (2. 1) represent the 
first theorem and the first equation of the second 
section, respectively, in the chapter which they are 
derived. When they are cited beyond the chapter, that 
will be stated explicitly. Finally it should be mentioned 
that the material discussed in Chapter 2 is taken :from 
Line and. Ohno (ly Ud) , Chapter 3 from Nine and Ohno (1970 
c) , uhapt er 4 from lane and Uhno (1971 b) , Chapter 5 
from Wino and Mine (1972) , Chapter 6 from a submitted 
paper "Traffic light queues with departure headways 
depending upon positions" and Chapter 7 also from a 
submitted paper "Criteria for undersaturation of a whole 
intersection and optimal signal settings".
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Chapter 2. Low  Densi  Inhomozeneous ComEosed Poisson 
            Traffic Flow 
2. 1. Introduction 
     The purpose of this chapter is to show some statistical 
properties of a low density inhomogeneous traffic flow. 
Weiss and Herman (1962) considered a low density Poisson 
traffic flow on an infinitely long road without intersections 
or other i:zhomogeneities and obtained the mean member of 
vehicles which overtook a vehicle moving at a given velocity 
and that of vehicles which were passed by the vehicle. 
Related problems have been discussed by R6nyi (1964), 
Leipnik (1967), Breiman (1969), Brown (1969a) and Srivastava 
(1969). Besides, the diffusion of traffic platoons has 
been investigated by Gerlough (1961), Grace and Potts (1964) 
and Herman and Rothery (1967). The above all researchers 
assume a sort of homogeneity. As a matter of fact, however, 
on all roads there exists something that induces a traffic 
flow to be inhomogeneous, for example, a controlled or 
uncontrolled intersection, a pedestrian crossing, a 
bottleneck and so on. Hence it may be important to derive 
some properties of an inhomogeneous traffic flow. 
     In this chapter, a traffic flow on a road with an 
intersection is dealt with. The traffic flow has the 
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fundamental characteristrics that are the existence  of 
time and space and the dispersion of velocities of vehicles 
(see Haight (1963)). To begin with, a time process and 
a space process are introduced which represent observations 
on the traffic flow at a fixed place and observations from 
the air at a fixed time, respectively. Under some 
conditions, it can be shown that-these.processes are 
inhomo.`;eneous composed Poisson processes. In this sense, 
the traffic flow dealt with in this chapter is called the 
low density inhomogeneous composed Poisson traffic flow. '
It may be noted that the inhomogeneous composed Poisson 
traffic flow includes as a special case a homogeneous 
Poisson traffic flow which has been dealt with by many 
researchers. In Section 2. 3, various transformations 
between distributions of time processes and those of 
space processes are derived from interpreting velocity as 
a measure preserving transformation.. These results are 
'concerned with the statistical diffusion of traffic 
platoons. In Section 2. 4, observation processes are 
introduced which represent observations on the traffic 
flow by a moving observer, and their distributions are 
shown to be determined by distributions of the time process 
at the space origin and the space process at the time 
origin. In Section 2. 5, the results obtained in the 
preceeding sections are applied to a homogeneous Poisson 
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 traffic flow.
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2. 2. Time  2rocesses and  aace 2rocesses. 
     Consider a low density traffic flow on an n-lane 
one-way-road with a junction. It is thought that a 
traffic flow with relatively low density per lane 
satisfies the following condition: 
(A): Vehicles travel at their own constant velocities 
      (desired velocities) independently of any other 
      vehicles. For sufficiently small positive number h, 
      no vehicles have their desired velocities less than h
The latter assumption seems rather natural. 
Let the space origin be the position of the junction and 
space interval R be [O,R'), where R' is a positive finite 
or infinite number. Let time interval T be [0,T'] and 
velocity interval V be (0,co), where T' is also a positive 
finite or infinite number. Let (SZ,B,P) be a probability 
space; fl is an abstract space of pointsw, B is a 
5-field of subsets of 11, and P is a probability measure. 
Then, the family of the following stochastic processes 
{yr(t,v),re R} can be defined on (R,B,P): 
yr(t,v) : the number of vehicles which pass through a 
          point r during time interval (0,t] and have
          their own velocities belonging to velocity 
          interval [0,v). 
This stochastic process is called a time process at  
point r and represents observations on the traffic flow 
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at point r (see, Fig. 1). In  what  follows, y0(t,v) and 
yr(t,00) are abbreviated to y(t,v) and yr(t), respectively. 
In particular, y(t,v)(tE T,v .V) is called the initial  
time process. Suppose that 
(B): For any re R, yr(t,v) is a process with independent 
      increments with respect to both t and v. 
This means that for arbitrary ti,ui,vjand wj(i,j=1,2) 
such that Ost1<u1<_t2<u2sT' and 0<v1<w1sv2<w2'(yr(ui'wj) 
-y
r(ti,vj))(i,j,=1,2) are mutually independent (see for 
example, Doob (1953), page 96). Moreover, suppose that 
(C).: For arbitrary re R and E> 0, there exists a positive 
      number $ such that for arbitrary j=1,2,••• and
      Ostl<ul<• • •<_ti<uiS.•.S.tj<ujST' which satisfy 
            (u.-t., 
i=1 
P{yr(u1)-yr(ti)=o (i=1,2,...,j)} 
Note that Condition (B) implies that the last inequality 
is equivalent to 
                               t                P{yr(ui)-yr(ti)=0} > l-E. 
i=1 
Since by the definition of yr(t,v), for any v eV and t, 
u(t<u)ET, 
yr(u)-yr(t) Z yr(u,v)-yr(t,v) Z 0 almost surely (a.s.), 
it is clear that yr(t,v) satisfies Condition (C). Renyi 
(1951) has shown that an integral-valued stochastic process 
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satisfying Conditions (B) and (C) is an inhomogeneous 
composed (compound) Poisson process. Denote by 
p(z;yr(t,v)) and q(z;yr(t,v)) the probability generating 
function of  y
r(t,v) and its natural logarithm, respectively; 
that is, 
p(z,•)= Z P(•=n)zn 
n=0 
andq(z,•)= log p(z,•), 
whereizl < 1. 
Since the road has n lanes, at most n vehicles arrive 
simultaneously. Therefore, for r E R, t E- T and v e V, 
t 
(2. 1)q(z: Yr(t))=,~)5'z,k)(u)du(zk-1) 
k=1 0 
and 
                                  n
(2.2)q(z: y] (t,v))= z !t y96(u,v)du(zk-1) 
k=1 0 
where frk)(t) and yrk)(t,v) are nonnegative valued 
Lebesgue integrable functions and are given by 
(2. 3) ,p(k)(t)=1im P€y,(u)-Yr(t)=k}/(u-t) 
u-~t 
and 
(2. 4) r(rk)(t,v)=1im P{y (u,v)-Yr(t,v)=k}/(u-t). 
                           u+t 
Define for k=1,2, • • • ,n, r e R, t E T and v E V, G(k) (v, t) as 
(2. 5)G(k)(v,t)1(k)(t)= p(k)(t,v). 
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Iff'rk)(t)>O, then by the definition,  G(k)(v,t) is 
nondecreasing and continuous from the left with respect 
to v, and is bounded by zero and unity. Ifyk(t)=0, 
then G(k)(v,t) is defined as a suitable function 
satisfying the properties mentioned above. Since it can 
be assumed with little loss of generarity that Gr(v,t) 
is not singular with respect to Lebesgue measure on V, 
G(k)(v,t) is decomposed as follows (see, Lobve (1963), 
page 178): 
(2. 6)G(k)(v,t)=5vgrk)(w,t)dw+grk)(wi,t), 
           0 wi< v 
where grk)(v,t) is a nonnegative valued Lebesgue integrable 
function a dgrk)(vi,t)is.the jump atvi of Grk)(v,t). 
Note that by Condition (A), jumps of G(k)(v,t) take place 
at vi belonging a countable set {vi } independent of r, t 
and k. Moreover from the definition it follows that 
   (K))Ck) grk) (v,t)~°rlt) andgrk)(vi,t)fr(t) are integrable functions 
on TxV. Consequently, by Equations (2. 5) and (2. 6) and 
Fubini's theorem (see Lob-ye (1963), page 136), Equation 
(2. 2) can be written as follows: 
(2. 7) q(z; yr(t,v))=Z{JvJtgrk)(w,u)S°rk)(u)dudw 
                      k=1 0 0 
                  +fg(k)(wi'u)Jr               Lk)(u)du}(zk-l).
wi< v 0 
     For a time interval J=(t,u] and a velocity interval 
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 K=[v,w), define a random set function yr(J,K) as 
(2. 8) Yr(J,K)=yr(u,w)+Yr(t,v)—Yr(u,v)—Yr(t,w) 
Clearly, yr(J,K) represents 
yr(J,K): the number of vehicles which pass through a 
          point r during time interval J and have 
          velocities belonging to velocity interval K. 
This random set function also is called the time process 
at point r (see, Fig. 1). Throughout this paper, 
similarly to yr(t,v) and yr(t), y0(J,K) and yr(J,V) are 
abbreviated to y(J,K), which is called the initial time 
process, and yr(J), respectively. Since Condition (B) 
implies that for t<u, q(z; yr(u)—yr(t))=q(z; yr(u)) 
—q(z; y
r(t)), it follows from (2. 1) and (2. 8) that 
under Conditions (B) and (C), 
(2. 9)q(z; Yr(J))= X 5 fz,k)(t)dt(zk-1). k=1 J 
Similarly, from (2. 7) and (2. 8), under Conditions (B) 
and (C), 
n S 
(2. 10) q(z; Yr(J,K))= ~1  4k)(v't)j'rk)(t)dtdv 
k=1 K J 
                  +~, J g(ik)(v,t)f(k)(t)dt)(zk-1). 
                vie k Jrr 
Equations (2. 9) and (2. 10) mean that for m=0,1,2, 





       (I
k=1
It should be 
(D): For J= 





~i+2 ~2+-•• - +nt=m
P{Yr(J,K)=m1=expt—i;(f)g(k)(v,t)Tr(t)dtdv 
k=1KJrr 
+ z j,rKJr1t1+2 t2+• •+n.Qn=m 
       jj       kTr(1rgrk)(v,t)~rk)(t)dtdv 
+ ~, j . v1 K 
noted that under the additional assumption 
    , lim Plyr(J)1}/P-lyr(J)=1} =1, 


















where  pr(t),  gr(v,t) and gr(v,t) denote frl)(t), 4(v,t) 
andgrl)(v,t), respectively. In fact, Condition (D)
implies that for allk>_2,(k)(t) defined by (2. 3) 
                              r vanish. 
     In the above, time processes have been discussed. 
In addition to time processes, the family of the following 
stochastic processes {.xt(r,v); teT Jcan be defined also on 
xt(r,v): the number of vehicles which exist at time t in 
          space interval [O,r) and have velocities 
          belonging to velocity interval [O,v). 
This stochastic process is called a space process at time  
t and represents observations on the traffic flow from 
the air at time t (see, Fig. 1). Let x0(r,v) and xt(r,00) 
be abbreviated to x(r,v) and xt(r), respectively. Suppose 
that 
(B'): For any teT, xt(r,v) is a process with independent 
       increments with respect to both r and v. 
Moreover, suppose that 
(C'): For arbitrary teT and 4>O, there exists a positive 
        number 3 such that for any j=1,2,••• and Os.rl<sl<_•• 
J 
       <ri<sis. • •<—rj~s.R' which satisfyZ (s.—r
i)<E , 
i=1 
P{xt(si)—xt(ri)=0 (i=1,2,...,j)} >1—E. 
Then, in the same way as in obtaining Equations (2. 1) 
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 and (2. 7), the following equations are derived: 
(2. 15) q(z; xt(r))=Z 5r(k)k                                                       -1). 
k=1 0 
and 
(2. 15)q(z: xt(r,v))=z{ fvsrf(k)(w,^)Rtk)(s)dsdw 
k=1 0 0 
                +Zr(k)(wi,)~ltk)(s)ds(zk-1),                 w.<~0 
                            1 where71 (r) is defined by 
(2. 17) T(k)(r)=1im P&xt(s)—xt(r)=k~/(s—r) 
                      s-fr+0 
and f(k)(v,r) and T(k)(vi,r) are Radon—Nykodyms derivative 
of the absolutely continuous part of Ftk)(v,r) defined by
the equation analogous to (2. 6) and jumps of its purely 
discontinuous part. 
     Let I=[r,^) and define a random set function xt(I,K) 
as' 
(2. 13) xt(I,K)=xt(r,w)+xt(r,v)—xt(s,v)—xt(r,w). 
Clearly, 
xt(I,K): the number of vehicles which exist at time t in 
          space interval I and have velocities belonging 
          to velocity interval K. 
This random set function also is called the space process 
at time t (see, Fig. 1). Similarly to x(r,v) and xt(r), 














 x0(J,K) and xt(J,V) are abbreviated to x(J,K), which is 
called the initial space process, and xt(J), respectively. 
In much the same way as in (2. 13) and (2. 14), from 
Condition (B') and Equations (2. 15), (2. 16) and (2. 18) 
it follows that 
(2. 19) q(z; xt(I))= Z 54k)(r)dr(zk_l) 
                                                k=1 I 
and 
(2. 20) q(z;xt(I,K))=Zn€ f f f(tk)(v,r),Atk)(r)drdv 
k=1 K I 
+Z f z(tk)(vi,r)4k)(r)dr}(zk-1). 
v1eK I 
Moreover, for m=0,1,2,•••, 
(2. 21) P{xt(I)=m}=exp{—Z S (r)dr1 7. 
k=1 I t1+2.Q2+•  - +n,Qri m 
(. f ) k) (r) d r) k/,Qk 
k=1 I 
and 
n (2. 22)£{xt(I,F:)=m1=expi—~(frftk)(v,r))1tk)(r)drdv 
k=1KJI 
+ X fk)(v.,r)k)(r)dr)J                             ~. 
v . E K It1+24+• • - +n,Qn=m 
fr  (f ff (v,r)A(r)drdv 
                                          k=1 K I 
           + Z fk)(v i,r).~t,(r)dr)ti/.Gk:. 
                   v.EKI 
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 It is to be noted that under Condition (D') similar to 
(D), the space process at time t becomes an inhomogeneous 
Poisson process. That is, 
(2. 23)q(z; xt(I))=(z—l)IXt(r)dr 
I and 
(2. 24)q(z; xt(I,K))=(z-1){ J J ft(v,r)At(r)drdv 
K I 
                   +ZKftv.,r )Xt(r)dr},                     vEZ 
where >t(r), ft(v,r) and Tt(vi,r) denote l)(r), 4(v,r) 
and ftl)(vi,r)respectively. 
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2. 3. Transformations between  distributions of ,zrocesses 
     It has been shown in the preceding section that 
under Conditions (B) and (C), the time process at an 
arbitrary point is an inhomogeneous composed Poisson 
process and under Conditions (B') and (C'), the space 
process at an arbitrary time is also an inhomogeneous 
composed Poisson process. The purpose of this section is 
to find for arbitrary t, uET and r, seR, the transformations 
from the distributions of xt(I,K) and yr(J,K) to that of 
x
u(I,K) and to that of ys(J,K). For this purpose, it 
sufficies to find the transformations from the 
distributions of initial processes, x(I,K) and y(J,K), 
to that of xt(I,K) and to that of yr(J,K). To begin 
with, discuss the case that desired velocities of all 
vehicles belong to the countable set { vil. Then, for 
all tE T, reR and k=1,2,—, Ftk)(v,r) and Grk)(v,t) 
are purely discontinuous and hence 





Let I=[r,^), J=(t,u] and K=[v,w). Moreover, let Il ,i40,r/t], 
K2x=(s/t, co), K1Y (0,r/u] and k2y (r/t,00 ). Denote by 
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xt(I,v.) and yr(J,vi) the  number of vehicles which exist 
in space interval I at time t and have desired velocity 
vi and that of vehicles which pass through point r in 
time interval J and have desired velocity vi. That is, 
(3. 3)xt(I,K)= Z xt(I,vi) 
v. K 
and 
(3. 4) y(J,l)=Ly(J,v• ).          rv
iEKri 
Condition (A) implies that all vehicles with desired 
velocity viEKlxin space interval I at time t was in the 
space interval I—tvi=[r—tvi, s—tvi) at time zero. Thus, 
for all m=0,1,2,•••, 
P{xt(I,vi)=m}=Pfx(I—tvi,vi)=mi. 
This implies that for viEKlx' 
(3. 5)P(z; xt(I,vi))=p(z; x(I—tvi,vi)). 
Similarly, for viE K2
x' 
(3. 6)p(z; xt(I,vi))=p(z; Y(ct—s/vi,t—r/vi],vi)), 
for vi Kly, 
(3. 7)p(z; yr(J,vi))=p(z; x([r-uvi,r-tvi),vi)) 
and for v.e K2y, 
(3. 8)p(z; YY,(J,vi))=p(z;'Y(J—r/vi,vi)). 
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Equations (3. 5) through (3. 8) lead to the following 
lemma. 
 Lemma 1.  
Under Conditions (A) through (C), (B') and (C'), suppose 
that for all reR, teT and k=1,2,•••,n, Ftk)(v,r) and 
G(k)(v,t) are purely discontinuous. Then, for I=[r,^)CR, 
J=(t,u]CT and K=[v,w)CV, 
q(z; xt(I,KAKlx))= Z { Z f T(k)(vi,r-tvi) >k)(r 
k=1 viE KAKix 
-tvi)dr}(zk-1), 






                  n( 
q(z; yr(J,KAK2y))=~,jKnIs J-(k)Jg(vi,t-r/vi) f(k)(t               `
12y 
-r/vi)dtl(zk-1), 
where K1x=(0,r/t], K2X (s/t,00), K1y (0,r/u] and K2y(r/t,00). 
Proof 
Let us prove the first equation. Condition (B') and (3. 3) 
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imply that 
         q(z;  xt(I,KfKlx))= q(z; xt(I,vi)). 
v.EXAK lx 
Therefore, by (3. 5), 
         q(z; xt(I'KKlx))=~q(z; x(I-tvi,vi)). 
                         viElx 
Thus, combination of (2. 20) and (3. 1) for the initial 
space process leads to 
q(z; xt(I,K(1Klx) )_~{f(k)(vi,:. 
k=1 viF Kf1Klx I -tv. 
                                                   1
r))k)(r)dr}(zk-1) 
                  _.~if(k)(v.,r_tv.)k)(r 
                                                            k=1 v. Kt1KlxI 
-tvi)dr)(zk-1). 
In a similar way, the other equations can be proved by 
(2. 14), (2. 20) and (3. 1) through (3. 8). The proof 
is concluded. 
Let K3x=(Klx\JK2x) c= (r/t , s/t ] and K3Y (K1yUK2y) c= (r/u, r/t ] , 
where Kc means the complement of K on V. It is legitimate 
to assume that the initial time process and the initial 
space process are mutually independent. Then, in the 
same way as in (3. 5) through (3. 8), for vieK3x, 
(3. 9) p(z; Xt(I,vi))=p(z; 5E([0,.s-tvi),vi))p(z; 
Y((0,t-r/vi],vi)) 
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and  for viE K3Y, 
(3. 10) p(z; Yr(J,vi))=p(z; x([O,r-tvi),vi))p(z; 
Y((0,u-r/viJ,vi))• 
The following lemma results from Equations (3. 9) and 
(3. 10). 
Lemma 2.  
Under the same conditions as in Lemma 1, for I=[r,^)GR, 
J=(t,u]GT and K=[v,w)GV, 
                    n q(z; xt(I,Kl1K3x))=Z{ ~, [ T(k)(vi,r-tvi)2k)(r 
                  k=1 viE KAK3xtvi 
                -tvi)dr+Itvig(k)(vi,t-r/vi)f(k)(t-r/vi)/ 
r 
                      v. rd 
and 
q(z; yr(J,KAK3))_ZZ.[r/v1vif(k)(vi,r-tvi)Tk)(r             Y k=1L v.eKIK ~t 
I 3Y 
               -tvi)dt+fu g(k)(vi,t-r/vie)(t 
r/vi 
-r/vi)dt]}(zk-1), 
where K3x=(r/t,s/t] and K3y (r/u,r/t]. 
Proof. 
As in the proof of Lemma 1, by Condition (B'), (3. 3) 
and (3. 9), 
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 q(z; xt(I,KAK3x))= Z {q(z;  x([0,s—tvi),vi)) 
V. E K(K3x 
                +q(z; Y((0,t—r/vi],vi))} 
Consequently, combination of (2. 14), (2. 20), (3. 1) 
and (3. 2) leads to the first equation to be proved. 
The second equation can be proved in much the. same way. 
The proof is concluded. 
It is clear that 
                  3




3. 12) Yr(J,K)= Yr(J,KfKjy) a.s. 
j=1 
Hence, by Conditions (B) and (B'), Lemmas 1 and 2 lead 
directly to the following theorem. 
Theorem 1.  
Under Conditions (A) through (C), (B') and (C'), suppose 
that for all rGR, tET and k=1,2,•••,n, ttk)(v,r) and 
Grk)(v,t) are purely discontinuous. Then for I=[r,s]CR, 
J=(t,U]CT and K=[v,w]CV, 
     n { 
q(z; xt(I,K))=Z(zk-1)jjf(k)(vi,r—tvi)~k)(r 
k=1lv. E KrKlxI 
—tv. )dr+g(k)(v.t-r/v.)~(k)(t-r/v. )/ 
           v±E KAK2xIi~i 
                                     s 
              v.dr+Z[(f(k)(v.,r—tv.k)(r—tv.)dr 
               1 v
±EK(1K3x/tvi 
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             +(tvig(k) (vi, t—r/vi) f (k) (t—r/vi)/vidr]~ 
and 
                 n 
q(z; yr(J,K))=X(zk-1)fv.f(k)(v.,r—tv)~k)(r  k=1 vie Kl1Kly(TIi 
-tvi)dt+ Z f(k)(v.,t_r/v.)f(k)(t 
                                                 viEKAK2y J 
            —r/vi)dt+,~,[~r/vivif(k)(vir—tvi)2k)(r 
                     vie KfK3yt 
u 
            —tvi)dtg(k)(vi,t—r/vi)j")(t—r/vi)dt]},                      /r/v
i 
where Kix (0, r/t ]' K2x(s/t,OO),K3X(r/t, s/t ], Kly(O, r/u], 
2Y(r/t,00) and K3Y (r/u,r/t]. 
     This theorem shows that for arbitrary reR and teT, 
distributions of xt(I,K) and yr(J,K) are completely 
constructed by distributions of the intial time and 
space processes. 
    Next, consider the case thatF(k)(v,r) and G(k)(v,t) 
are absolutely continuous with respect to Lebesgue measure 
on V. In this case, 
(3. 13) Ftk)(v,r)= J ftk)(v,r)dv 
0 and
/ (3. 14)G(k)(v,t)=fvgrk)(v,t)dv. 
0 
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Suppose that 
(E):  For arbitrary tET, k=1,2, " ',n and almost every- , 
      where (a.e.) reR, 4(v,r) is a.e. continuous in 
       veV and for arbitrary rER, k=1,2,•••,n and a.e. 
      tETa(k)(v,t) is continuous in a.e. veV. 
                r 
            1bY. 
Then, the following theorem similar to Theorem 1 holds. 
Theorem 2.  
Under Conditions (A) through (C), (B') and (C'), suppose 
that for all rER, tET and k=1,2,•••,n, 4k)(v,r) and 
G(rk)(v,t) are absolutely continuous with respect to 
Lebesgue measure on V and satisfy Condition (E). 
Then, for I=[r,^)CR, J=(t,u]CT and K=[v,w)CV, 
    n q(z; xt(I,K))=L,(zk-1)[f(k)(v,r-tv)Tk)(r-tv)dv 
k=1IK1 
              +fg(k)(v,t-r/v)f(k)(t-r/v)/vdvJdr 
               KAK2x 
           +f [Jsf(k)(v,r-tv)ak)(r-tv)dr 
                 KAK3x•tv 
                tvg(k)(v, t-r/v).1(k) (t-r/ v)/vdr]dvl         1r 
and 
          r q(z; yr(J,K))=Zn(zk-1){f[fvf(k)(v,r-tv)) k)(r-tv)dv 
                           ly 
             +fg(k)(v,t-r/v)f(k)(t-r/v)dv]dt 
                K(1K2y 
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                 r/v(1L)
(           +1Krmv,r-tv)T,k)(r-tv)dt                .[tvf  3Y 
            +(u g(k)(v,t-r/v)p(k)(t-~r/v)dt]dv, 
              l r/v 
where Kix=(O,r/t], K2x (s/t,00), K3x=(r/t,s/t], Kly (0,r/u], 
K2y=(r/t,00) and K3y (r/u, r/t ] . 
Proof. 
Let us prove the first equation. From Equations (2. 20) 
and (3. 13), 
q(z; xt(I,K))=Z{J ff(k)k)( (v,r) r drdv}(zk-1). 
             k=1K I 
Since under Condition (E), Jf (v,r)(r)dr 
n) are continuous in a.e. v, they are integrable in the 
sense of Riemann. Let/Kmi=(vmi,vmi+1];i=0,•••,m-1} 
be an properly chosen divison of K such that v= m0<vml< 
...<vmi
l-r/t<Vni+l<...~mi2=s/t<vmi2+1<...<vmmw and 
maxJvmi+1-vmi1 0, as m-> oo . Then by the definition of 
n 1~ 
Riemann i tegral, q(z; xt(I,K))=11mz{Z(z -1)(mi+l 
i k=1 -vi)ffik)(vmi,r)Xk)(r)dr}. On the other hand, (3. 5) 
implies that for arbitrary v
mi(i<il), 
n Z (zk-1)(vmi+l-vmi)Jlztk)(vmi,r)k)(r)dr 
           n 
       =± (zk-l)(vmi+i- mi)/f (k) (mi' r)k ) (r) dr, 
k=1I-tvmi 
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 (3: 6) implies that for arbitrary vmi(i i2), 
      nf(zk-1)(vmi+1-vmi)ftk)(vmi'r)k)(r)dr 
  _
mi+1mi         (zk-1)(v-)/vmig(k)                          Jtr 
  -(v mi,r)P(k)(r)dr   k-1t_s/v mi 
and (3. 9) implies that for arbitrary vmi(il<_i<i2), 
     Z (•zk-1)(vmi+l-mi)/ftk)(vmi,r)k)(r)dr 
k=1 
    =Z 
      n
(zk-1)(vmi+1Vmi)(s-tvmif)(vmi'r)lk)(r)dr 
k=1J0 
        +Jt-r/vmig(k)(,vmir);(k) (r) dr1. 
0 Therefore, 
q(z;xt(I,K))=~(zk-1)fff(k)(v,r)~k)(r)dr 
            k=1kllKlxI_tv 
                        t-r/v 
           LIK2xit-s/v                 (g(k)(v,r)f'(k)(r)dr 
                                  s-tvi 
           1,K[Jf(k)(v,r)Tk)(r)dr               K3x0 
          +r-r/vg(k)(v,r)p(k) (r)dr1}.
              0 Thus, the first equation can be obtained by change of 
variables. The second equation also can be derived from 
the same way as in the proof of the first eauation. The 
proof is concluded. 
Combination of Theorems 1 and 2 leads immediately to the 
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following theorem. 
 Theorem . 
Suppose that Conditions (A) through (C), (B'), (C') and 
(E) are satisfied. Then for I=[r,^)C R, J=(t,u]CT and 
K=(v,w]CV, 
                 n q(z; xt(I,K))=,~ (zk-14 f [LKlx                               f(k)(v,r-tv)Tk)(r-tv)dv       k=1I 
+ Z, f(k)(vi,r-tvi)Tk)(r-tvi)]dr 
v. eK(1Klx 
           +f[fg(k) (v,t-r/v)f(k) ( t-r/v)/vdv 
               IKI1K2x 
+ g(k)(vi,t-r/vi)1(k)(t-r/vi)/vi]dr 
                      v . KAK2x 
                            s 
                   [' f(k)(v,r-tv)Tk)(r-tv)dr 
K(1F<`.3xtv 
                +Jtvg(k)(v,t-r/v)f(k)(t-r/v)/vdr]dv 
                          r +[fs_                         f(k)(vi,r-tvi)ak)(r-tvi)dr 
              vieK(1K3xtvi 
                +(tvig(k)(vi,t-r/vi)f(k)(t-r/vi)/vi d ]}              Jr 
and 
                 n q(z; yr(J,K))=Z (zk-1)f f [1KnKly vf(k)(v,r-tv)Tk)(r-tv)dv k=1J 
                 +L v.1(k)(vi,r-tvi) 2.1c)(r-tvi)]dt 
vi6 KfKly 




             +g(k)(,vi,t—r/vi)p(k) (t—r/vi) ] dt 
               vie KnK2y 
         4[fr/vvf(k)(v,r—tv))•k)(r—tv)dt             K(KJt 3Y 
                     ru 
             +g(k)(v,t—r/v)p(k)(t—r/v)dt]dv 
                r/v
          +7.[fr/viv(k)(vrtv)~k)(t)dt 
            vI\Kti                 3Y
                  u 
                       (vi,t—r/v)f (t—r/vi)dt],              Jbr/v. 
                          1 where Ki (0,r/t], K2X (s/,t,00), K3X (r/t,s/t], K1Y (0,r/u], 
K2Y (r/t,00) and K3Y (r/u,r/t]. 
This theorem shows that distributions of inhomogeneous 
composed Poisson process xt(I,K) and yr(J,K) are 
completely determined by the distributions of initial 
processes x(I,K) and y(J,K). Comparison between Theorem 
3 and Equations (2. 10) and (2. 20) yields the following 
corollary: 
Corollary.  
Suppose that the same conditions as in Theorem 3 are 
satisfied. Then for arbitrary teT, k=1,2,•••,n and 
a. e. reR, 
     ft(v,r).k)(r)=f(k)(v,r—tv) Tk)(r—tv),a.e.vEKlx 
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 r(k) (k) (k)(k)c and It (v, r) Nt (r)=g(v, t—r/v) f'(t—r/v)/v, a. e. veKlx; 
for arbitrary  rER, k=1,2,--,n and a.e. tET, 
   4k)(v,t)prk)(t)=vf()(vr—tv)k)(r—tv), a.e. vEKlx
and g(rk)(v,t)4k)(t)=g(k)(v,t—r/v)f(k)(t—r/v), a.e. vEKix, 
where K1x (0,r/t].• 
Suppose that Conditions (D) and (D') are satisfied. Then, 
since (2. 10) and (2. 20) reduce to (2. 14) and (2. 24), 
respectively, Theorem 3 reduces to the following theorem. 
Theorem 4.  
Suppose that Conditions (A) through (E) and (B') through 
(D') are satisfied. Then for I=[r,^)CR, J=(t,u]CT and 
K=(v,w]CV, 
q(z; xt(I,K))=(z-l){5 [JKAKlx f(v,n-tv))r—tv)dv 
                   I i(vi, r—tvi )g r—tvi) ] dr 
v±Q K(1Klx 
              [fg(v,t—r/v)p(t—r/v)/ vd  
IKnK2x 
                    +=g(vi, t—r/vi) f (t—r/vi)/v. ]dr 
                      vi61=2x 
                            s [ f(v,r-tv)?(r-tv)dr 
KAK3x tv 
JtVg(v, t—r/v)f(t—r/v)/vdr]idv 
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 +[jS                            f(vi,r—tvi)T( .r—tvi)dr 
             viE K(1K3xtvi 
            fVi(  vi,t—r/vi)f(t—r/vi)/vidr]~ 
and 
q(z; yr(JK))=(z-1){ f [ `  vf(v,r—tv)X(r—tv)dv 
J JKl1K1y 
+vi `(vi,r—tviWr—tvi)]dt 
                      viE K(1Kly 
         + ( 
              Sxf1K2Y 
                    + ,~ R(vi, t—r/vi)f(t—r/vi) ]dt 
                      viE KAK2Y 
                    r/v            ~JrrKnK[~tvf(v,r—tv))(r—tv)dt 
               3Y 
                   +( g(v,t—r/v),(t—r/v)d.t]dv 
                     r/v 
                      rr/vi +[Svif( .vi,r-tvi)T(r—tvi)dt 
               viEK(1K3Yt 
+f g(vi,t—r/vi) f (t—r/vi)dt] , 
r/vi 
where Klx (O'r/t]' K2x(s/t,°°),K3X(r/t,s/t], K1Y(O,r/u], 
K2y (r/t,00) and K3Y (r/u,r/t]. 
This theorem shows that distributions of inhomogeneous 
Poisson processes xt(I,K) and yr(J,K) are completely 
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 determined by the distributions of intial processes.
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 2.' 4.  Observation process.by a moving observer  
     Let us deal with observations on the traffic flow by 
a moving observer with constant velocity v* (for example, 
an observer on a car or a helicopter). Define observation 
processes X (J,K; v*,r0) and X+(J,K; v3,r0) on (S?.,B,P) as. 
follows (see, Fig. 2): 
X—(J,K; v*,r0): the number of those vehicles with their 
                  own velocities belonging to K which are 
                  observed during a time interval J by an
                  observer who starts from a point r0 at 
                 time 0 and is moving with a velocity v*
                 in the opposite direction to the traffic 
flow. 
X+(J,K; v*,r0):the number of those vehicles with their 
                  own velocities belonging to K which are 
                  observed during a time interval J by an 
                  observer who starts from a point r0 at
                 time 0 and is moving with a velocity v*
                 in the same direction to the traffic 
                     flow. 
Note that a vehicle is recorded when the observer catches 
up with it or is overtaken by it. The purpose of this 
section is to reveal the differences between distributions 
of xt(I,K) and yr(J,K) and ones of X (J,K; v*,r0) and 






o :  X(J,K;v*,ro),  ® :X (J,K;v;r0). 
------------- : trajectories of vehictes, 
FIG. 2 
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 X+(J,K; v*,r0). For this purpose, it sufficies to find 
expressions of distributions of X—(J,K; v*,r0) and 
X+(J,K; v*,r0) in terms of ones of initial processes. 
Now define the following three processes: 
z(I,J,K): the number of vehicles which exist or existed 
           in a space interval I during a time interval
           J and have their own velocities belonging to 
            a velocity interval K. 
xtu(I,K): the number of those vehicles with their own 
           velocities belonging to a velocity interval K 
           which exist in a space interval I not only at
           time t but also at time u(t < u). 
    J,K): the number of those vehicles with their own yrs( 
           velocities belonging to a velocity interval K
           which pass through not only a point r but also
           a point s(r < s) during a time interval J. 
Let J=(t,u) and KCV. Then, 
(4. 1)C (J,K; v*,r0)=z(I,J,K) a.s., 
where I=[r0—v*u,r0—v*t), 
and 
(4. 2)X+(J,K; v%,r0)=xtu(I'K)+yrs(J,K) a.s., 
where r=r0+v*t,s=r0+v*u and I=[r,^). 
     To begin with, let us discuss the three processes 
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defined above. Since for  I=[r,^) and J=(t,uj, 
z(I,J,K)=xt(I,K)+yr(J,K) a.s., 
the following lemma is derived from Theorem 3. 
Lemma 3.  
Suppose that the same conditions as in Theorem 3 are 
satisfied. Then for I=[r,^)CR, J=(t,u]CT and K=(v,w]GV, 
ci(z; z(I,J,K))=Z(zk-1){ f`s—tvf(k)(v,r)) k)(r)drdv 
      k=lly                             K(1K) r—uv 
                               stv. 
         +—1fk)(vvi,                                 r) x(k)(r)dr 
                 viEK(1K1yr—uvi 
f fu_r/vg(k)(v) f,(l(t)dtdv K(1K2x t—s/v 
                                 (
u—r/v.                        ~
g(k)(vi,t)f(k)(t)dt 
                v . E KCiK )t--/v 
 2xi 
                                  s-tv
           rrf(k)(v,r) Tk)(r)drdv 
               JKAK1
ynK2x 0 
                        JS_tVi(k)(vr)k)(r)dr+ ------'                vie KAKly/K2x0 
            / 
                    fu_r/vg(k)(vt) f(k)(t)dtdv                 K(\Klyl1K2x 0 
+ ~'c c Ju_r/vi(k)(vt)f(k)(t)dt 
viE K(1K1ynK2x 0 
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where  Kly=(0,r/u] and K2x=(s/t'co). 
                                  Denote by xt u(I,vi) and yrs(I,vi) the number of vehicles, 
with velocity vi which exist in a space interval I not 
only at time t but also at time u (>t) and that of 
vehicles with velocity vi which pass through not only a 
point r but also a point s (>r) during a time interval 
J. Let X1-(0's/u] and K2=(0, III/IJI ], where 1• l denotes 
the Lebesgue measure of •. Then, in a similar way to 
(3. 5) through (3. 10), for vi EX(\KK2, 
(4. 3) p(z; Xt.u(I,vi))=p(z; X(Cr—tvi,s—uvi),vi)), 
for vi E KCAKn KinK2, 
(4. 4) p(z; 2tu(I,vi)1=p(z;x([0,s-uvi),vi))p(z; Y((0, 
for vi EK1(1K 2'
• (4. 5) (z; xtu(I,vi))=p(z.; Y((u-s/vi,t-r/vi],vi)), 
for viEK1n K2, 
(4. 6) p(z; Yrs(J,vi))=p(z;x([s—uvi,r—tvi),vi)), 
for vi e Klx(1 Ki(\K2, 
(4. 7) p(z; Yrs(J,vi))=p(z; x([O,r-tvi),vi))p(z; 
Y((0,u-s/vi],vi)) 
and for vi E Klx(~ K2, 
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(4. 8)  p(z; yrs(J,vi))=p(z; 7((t-r/vi,u-s/vi],vi). 
Equations (4. 3) through (4. 8) lead to the following 
lemma in the same way as in Theorem 3. To avoid 
duplication, the proof is omitted. 
Lemma 4.  
Suppose that the same conditions as in Theorem 3 are 
satisfied. Then, for I=[r,^)C R, J=(t,u]GT and K=(v,w]GV, 
q (z ;xtu(I , K)) _ ±,(zk-1){ fI s-uvf(k) (v,r)~k)(r)drdv k=1KAKlx(1K2r-tv 
                                    s-uv. 
         +T(k)(vi,r) Tk)(r)dr 
              viE KAK-ix(1K2Jir—tvi 
         r(u-s/v           +{1g(k)(v,r)~'(k)(r)drdv              JK(K]AK2t-r/v 
                               u—sv. 
          -1g(k)(v .,r) f(k)(r)dr 
             viE K(1Kl(1K2t-r/vi1 
                              s uv 
               cf(k)(v,r)~k)(r)drdv              KAK1XAK1AK20
fS_UVi(k)(vr)k)(r)dr 
 + 
             vi E K/Klx(AK1(1K2 0 
               c(t-r/vg(k)(v, r)f( k) (r) drdv 
              + 
   IJ             K(1K1~1K1/~K20 
           + c
~t-r/vig(k)(vi             v1E~,r)f(k)(r)dr            KK1KInK2)0 
and 
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 q(z; yrs(J,K))=Z (zk-1)€Jr-tvf(k)(v,t),,k)(t)dtdv         S k-1Kl1K1r1Kc2s-uv 
                             rtv. 
            f 1        +f(k)(vt)Tk)                                       .(t)dtvi4 Kr1K1n KC2s—uvi 
                           u- s/v          +Icc j -g(k)(v,t)~°(k)(t)dtdv              KAlgxAlt r/v 
                                   u-s/v.           +~'-"g(k)(vi,t) f(k)(t)dt 
              v1EK(1K1K2t-r/vi 
+c crr-tv(k)(v,t)Nk)(t)dtdv fK1K1KK2 
           
+ -----c c1f(k)(vi,t) >Lk)(t)dt              viE KAKiX(~K1r1K20 
u-S/v 
g(k)(v,t)f'(k)(t)tdv 
               1xAKcAK2 jO 
------- ccCu-s/vig(k)(vi,t)f(k)(t)dtl,               vl6KfK1xr1KlAK20 
where Kix(0,r/t], K1(0,s/u] and K2=(0,1I1/iJ1]. 
Combination of (4. 1) and Lemma 3 and that of (4. 2) and 
Lemma 4 lead directly to the following theorem: 
Theorem ,.  
Suppose that Conditions (A) through (C), (B'), (C') and 
(E) are satisfied. Then for I=[r,^)CR, J=(t,u]CT and 
K=(v,w]CV, 








     + 
T((vi,t), (t)dt             v .6K(1~{l
yr0-( vi+v)u           a.
+f(1K2x(u(l+v*/v)-r0/v (k)(k             K_ y(1+v /v)-r0/vg (v,t)p (t)dtdv 
                 (12(1+v*/vi)-r0/vi-(,)(k)                             gl(vi,t)r'(t)dt vjEKfK2x t(1+v /vi)-r0/vi 
K°                 cro_(v~v*)tf(k)(V)k)()ddOv lyn 2x 
+ 5.-",~ fro- (vi+v)tT(k)(vi,t); k)(t)dt           vie K(1K1ynK2
x0 
        JKKCg(k)(v,t)~(k)(t)dtdv 
             ly~2x         10 
        +u(1+v*/vi )-r0/vi_(k)                                               vi 
     v.e~ AK°0g('         ily 2x 
                   t)f(k)(t)dt} 
+nkrr+(v*-v)u K( J,K; v*'r0))-iZ(z-1){f0f\k) 
                                                                          v, 
k=1KAKl
xAK*r0+-( v*-v) t 
                     t)X (t)dtdv 
              Tr0+(vv-vi) uf(k)(v1't)?(k)   + )(t) dt          viE K(1K1x(\K*r0+( v*-vi) t
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        it (1-voYv) -r0/v(k)(k ) +~ _*g(v,t)~'(t)dtdv   lK    /lI 1/1Ku(1v/v)-r0/v 
           (t(1-v*/vi)-r/v. ii-5-',,
J01g(ls)(vi,t)r(k)(t)dtdv  v1K/1Kl/1Ku(1_v/vi)-r0/vi• 
               r0+(v*-v)u 
 I~(1Kc K°-~f(k)(v,t)~k)(t)dtdv 
     lxn1nx 0 
                 r0+(v*-vi) u
l + c1(k)(vi,t)Ak)(t)dt  vi6I Kl
x(1K1(1K*0 
 r 
           ft (1-v*A) - r0/v(k)(k) +
JK(1Kc(1KcnK*J 0g(v, t) ~'(t)dtdv 
    lx1 
+.S-',
c 
             it( 1-v*/vi)-r0/vig(k)( vi,t)p(k)(t)dt  vi_K*JO   i1xnInK
               r0-(v-v*)t -1'1f(k)(v ,t)Tk)(t)dtdv   K(11q(1( K*)c)r0- (v-v*) u 
+ .›--P.1r0j_v*)t_(k)(V)k)()dc  viEKAKln( K*)r0-(vi-v*) u 
+fu(1-v*/v)-r0/v (k) (k) 
 K(1Klx(1( K* )c)t( 1-v*/v) -r0/vg (v,t)f (t)dtdv 




    x(1K1(1(K*)0 
                 r0-(vi-v*)t(k)(k) 
                         1(v.,t)~(t)dt 
viEK(1KlxnKin(K*) c)01 




+'c(u(1—v*/vi) —r0/vd2(k) (vi , t  
               J vieKnKlx(1K1/1(K)0 
 ik)(t)d4
where Kix (0, v*+r0/t ] , K1=(v*+r0/u, 0o) and K*=(0, v* ] . 
This theorem shows that the distributions of observation 
processes X (J,K; v*,r0) and X+(J,K; v*,r0) are determined 
completely by the distributions of initial processes. In 
case of r0=0, the second equation in Theorem 5 reduces to 
(4. 9) q(z;X(J,K:v*,0))=Z(zk-1)((lI ()(v—v)u1(k)(V' k=1JKv*—vt 
                                t)~k)(t)dtdv 
                                 (v*—v. )u 
+1 f(k)(vi,t)Tk)(t)dt 
v.eK(1K (v3—v)t 
                            u(1—v*/v)               +j g(k)(v,t)f(k)(t)dtdv 
                  Kr(K*)c)t(1—v*/v) 
      +21,`i                               1g(k)(v,t) f(k)(t)dt.. 
                  viE K(1( K*)cJt(1—v*/vi) 
Suppose that, in addition to conditions in Theorem 5, 
Conditions (D) and (D') are satisfied. Then the initial 
processes become inhomogeneous Poisson processes and the 
distributions of X(J,K; v*,r0) and X+(J,K; v*,r0) are 
given by Theorem 5 withT1),J,(1)I f(1)T(1), g(1) 







r .~' f f, T, g and b, respectively,
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2. 5.  Aalication to homozeneous Poisson traffic flow 
     In this section, let us apply the rccults in the 
preceding sections to a simple case that time processes 
and space processes are homogeneous Poisson processes. 
In order to avoid formal complexity, throughout this 
section suppose that Gr(v,t) and Ft(v,r) are absolutely 
continuous with respect to Lebesgue measure on V. 
Therefore, the distributions of time processes and space 
processes can be written as: 
(5. 1)q(z; xt(I,K))=(z-1)?II{ f f(v)dv. 
K and 
(5. 2)q(z; yr(J,K))=(z-1)11J1f g(v)dv. 
Hence it follows from Corollary that for a. e. vEV, 
(5. 3)Tf(v)=f'g(v)/v. 
This relation implies that 
(5. 4) a =1 f g(v)/vdv 
V and
fvvf(v)dv=1/J(5. 5)g(v)/ dv. 
                         V Equations (5. 3) through (5. 5) are familiar in traffic 
flow theory (see, Haight (1963), page 163). Moreover, 







from (5. 3) 
q(.z; X-(J,K;
q (z ; X+(J , K;
Equation (5 
and Herman
. 7) agrees 
(1962) and




          + 
       flul(xik)c                (v-v4i)f(v)dv} 
    =(z-1)f IJI{I (v4/v-1)g(v)dv 
KnK* 
        Kn(K* )o(1-v*/v)g(v)dv}. 
with the result obtained by Weiss 
RLnyi (1964).
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2.  6. Concludina remarks 
     In this chapter it is shown that random set functions 
yr(J,K) and xt(I,K) can be constructed by usual point 
processes yr(t,v) and xt(r,v) and that the distributions 
of yr(J,K), xt(I,K), X (J,K; v*,r0) and X+(J,K; v*,r0) 
are completely determined in terms of the distributions 
of y(J,K) and x(I,K). Therefore, once the distributions 
of initial processes are given or known, the distributions 
of all processes are completely determined. 
    Throughout this chapter, Conditions (A) through (C), 
(B') and (C') are assumed. However, it is open. to 
question whether all low density traffic flows satisfy 
Conditions (B), (C), (B')_and (C'). These conditions 
will be dropped in the next chapter.
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 Chapter 3. Low Density Inhomozeneous_Traffic Flow 
3. 1. Introduction 
     In the preceding chapter it is shown that under 
Conditions (B), (C), (B') and (C'), the traffic flow 
becomes the inhomogeneous composed Poisson traffic flow. 
Not all the low density traffic flows, however, seem to 
satisfy the above conditions. Thus, these conditions 
are dropped in this chapter. To begin with, the low 
density traffic flow on an infinitely long road without 
intersections is dealt with and a sort of stochastic 
integral of the space process at the time origin is 
defined. Moreover it can be shown that all processes 
are expressed in terms of the stochastic integral. In 
Section 3. 3, the low density traffic flow on an finitely 
or infinitely long road with an intersection is dealt with 
and a stochastic integral of the time process at the 
space origin is defined. Moreover it can be shown that 
all processes are expressed in terms of the stochastic 
integrals of the space process at the time origin and the 
time process at the space origin. This implies that 
distributions of initial processes completely determine 
those of all processes. In Section 3. 4, velocity 
distributions are discussed. In Section 3. 5, results 
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 obtained in the preceding sections are applied to the 
low density traffic flow with inhornogeneous Poisson 
initial processes. It may be noted that results of 
Weiss and Herman (1962) and R4nyi (1964) are obtained 
as a special case.
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3. 2.  Ti  affi,cjlow_on_an_infinitelz_lon  ' road without  
intersections 
     The model to be discussed in this section is a one 
way traffic flow satisfying the following condition (C0) 
on an infinitely long road without intersections: 
(CO):individual vehicles travel at their own constant 
       velocities (desired velocities) independently of 
        any other vehicles. 
This model is a frequently used one; it is thought that 
a traffic flow with relatively low density per lane 
satisfies Condition (Co). Throughout this chapter, vehicles 
are assumed to have no length. 
      Let R x T x V be a three—dimensional Euclidean subspace. 
Unless otherwise stated, R. (—co,), T = (-00,00) and 
V = [0,00). Denote by B(') an ordinary Borel field of 
subsets of • . Let I E B(R), Je B(T) and KE B(V) . 
Throughout this chapter for r<s, t <u and v< w, I = [r, 
s), J = (t,u) and K = [v,w), unless otherwise stated. 
Let Kc be the complement of K on V. Moreover, the Lebe— 
sgue measure of • is denoted by 1.1. Let (51, B, P) be 
a probability space:11 is an abstract space of points w 
, B is a ar—field of subsets of n, and P is a probability 
measure: The family of the following random interval 
functions { xt(I,K),tQ.T } can be defined on (f2, B, P) : 
xt(I,K): the number of vehicles which exist at time t 
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          in a space interval I and have their own 
           velocities belonging to a velocity interval  K. 
The above defined process xt(I,K) is called a space 
process at time t. It may be noted that in this chapter, 
random function and stochastic process are treated as 
synonymous. If we put xt(I,K)=xt(I,K) for 0 < r and 
I=[0,r), and xt(r,K)=—xt(I,K) for r< 0 and I=[r,0), on the 
assumption of xt(0,K)=0 almost surely (a.s.), then we have 
an ordinary point process xt (r, K) for c hbitrary fixed t E T 
and K EB(V). Conversely, xt(I,K) can be constructed by 
xt(I,K)=xt(s,K)—xt(r,K). 
     From the definition, xt(I,K) is a non—negative 
integral valued —additive set function; that is, for 
I= ZI1 andK=,'Kj,xt(I,K).xt(I.,Kj) a.s., where 
Ii(11jin KJ=51( empty  set) for iij . Therefore for I'GI 
and K' (. K, 
(2.1)xt(I',K')S. xt(I',K) .xt(I,K) a.s. 
The following abbreviations for xt(I,K) are used: in the 
case of t=0, x(I,K); in the case of K=V, xt(I); in the 
case of K=[0,v),xt(I,v). 
     Suppose that the distribution of the space process 
at the time origin {x(I,K) ,  I EB(R), KE B(V)} is given or 
known. The distribution is called the initial distribution. 
The purpose of this section is to show that the initial 
distribution completely determines distributions of the 
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space process at time  t(#0) and all processes defined on 
(r.,B,P) in the following: 
yr(J,K): the number of vehicles which pass through a 
          point r during a time interval J and have their 
          own velocities belonging to a velocity interval 
              K. 
z(I,J,K): the number of vehicles which exist or existed 
          in a space interval I during a time interval
          J and have their own velocities belonging to 
           a velocity interval K. 
xt
u(I,K): the number of those vehicles with their own 
          velocities belonging to a velocity interval 
          K which exist in a space interval I not only 
          at time t but also at time u(t u). 
yrs(J,K): the number ofthose vehicles with their own 
          velocities belonging to a velocity interval
          K which pass through not only a point r but 
          also a point s (r s) during a time interval J. 
In comparison with xt(I,K), y
r(J,K) is called a time 
process at point r, and the other processes subsidiary  
processes. Figure 1 shows the differences between the 
space process at time t, the time process at point r, 
and the subsidiary processes. Finally, observation  
processes are defined on the same probability space (SZ,B, 
P) as follows: 
X (J,K v*,r0): the number of those vehicles with their 





 0:xt(I,K) 0: yr(J, K ), x: z (I, J, K ), o : xtu (I , K) 
: trajectories of vehicles. 
       FIG. 1
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o:yrs(J,K).
                own velocities belonging to K which are 
                 observed during a time interval J by an 
                 observer who starts from a point  r0 at
                time 0 and is moving with a velocity v*
                in the opposite direction to the traffic 
                   flow. 
X (J,K;v*,r0):the number of those vehicles with their 
                 own velocities belonging to K which are 
observed during a time interval J by an 
                 observer who starts from a point r0 at
                 time 0 and is moving with a velocity v*
                 in the same direction as the traffic 
                   flow. 
The differences between X (J,K;v*,r0) and X+(J,K;v*,r0) 
are shown in Figure 2. An observation process represents 
observations on traffic flow by a moving observer with a 
constant velocity v*. It should be noted that a vehicle 
is recorded when the observer catches up with it or is 
overtaken by it. On the other hand, a time process 
represents observations at a fixed point and a space 
process represents observations from the air. Subsidiary 
processes join observation processes to space processes, 
as shown below. It follows from the above definitions 
that all processes are non—negative integral valued 
0—additive set functions and relations similar to (2.1) 




o  : X4(J,K;v',ro), a : 
: trajectories 
F 1 G. 2




     Traffic flow satisfying Condition  (Co) has the 
important property that all vehicles with a desired 
velocity v in a space interval I at time t(> 0.) are in 
space interval I—tv=[r—tv,s—tv] at time zero. This 
property leads, on account of (2.1), to the following 
basic relation for space processes: for I=[r,^)E B(R), 
K e B(V) , a=supvEK(—tv) , and a=infvEK(—tv) , 
(2.2) x([t+a,s+a),K)5 xt(I,K)sx([r+a,s+a),K) a.s. 
Similarly, the basic relations for the other processes 
are: for I=[r,^) e B(R), J=(t,u] eB(T), KEB(V), 
a=supvEK(—tv), a=infvEK(—tv), .e=supvEK(—uv) and 
b=infveK(—uv) , 
(2.3) x([r+E,-r+a),K)s yr(J,K)s x([r+b,r+a),K) a.s. 
(2.4) x([r+Fi,s+a),K) S z(I,J,K)sx([r+Z,s+a),K) a.s. 
(2.5) x([r+a,s+t),K) s xtu(I,K)Sx([r+a,s+t),K) a.s. 
and 
(2.6) x([s+t.r+a),K)S yrs(J,K)S x([s+b,r+a),K) a. 
For example, Relation (2.3) results from the fact that 
all vehicles passing through a point r during a time 
interval J with a desired velocity v exist in the space 
interval [r—uv,r—tv) at time zero. The basic relations 
between observation processes..and subsidiary processes 
are: for J=(t,u] and KE B(V), 
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the
,
(2.7)X (J,K;v*,rp)=z(I,J;K) a.s., 
where  I=[r0-v*u,r0—v*t), 
and 
(2.8)X+(J,K,v,r0)=xtu(I,K)+yrs(J,K) a.s., 
where r=r0+v*t, s=r0+v*u and I=[r,^). 
     In the above relation, xtu(I,K) indicates the number 
of vehicles with which the observer catches up, and 
yrs(J,K) indicates the number of vehicles which overtake 
the observer. 
     The property mentioned above ensures that the initial 
distribution completely determines distributions of all 
processes. The basic relations (2.2) to (2.6) suggest 
naturally that the following integral should be introduced. 
Denote by 0(K) the set of real—valued uniformly continuous 
functions on K. It is to be noted that sample functions 
of x(I,v) are a.s. left—continuous non—decreasing step 
functions with respect to v. Therefore, for h(v), 
k(v)E 0(K), the following integral can be defined as a 
usual Stieltjes integral if the last member of the 
following equation converges in one sense: 
(D1):S([h(v),k(v)),K)= J Kdx([h(v),k(v)),v) 
k n 
lim Z x([h(vni),k(vni)),Kni), 
where {vni} is an arbitrary partition of K such that 
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 v=v
n1<••• <vni<vni+l< ••• vnk=W                                               n+l
and 
          max (vni+l—vni)-0 as n-oo , Krii= [ vni' vni+l ) 
             and v
niEK 1• 
Without loss of generality, it can be assumed that { vn+1, i 1 
is a subpartition of ivnil. It follows from the definition 
that if h(v)z, k(v) for all v K, then S([h(v),k(v)),K)=0 
a.s. Moreover, it is to be noted that h(v) and k(v) need 
not be uniformly continuous on K' such that x(I',K')=0 
a.s. for K'( K and arbitrary I'EB(R). Let h
ni and hni be 
supvEK h(v) and infvEK h(v), respectively. Denote by 
nini 
(C1:K,h(v)) the following,condition: 
(C1;K,h(v)): for K.EB(V) and h(v)e. C(K), 
             It _,. lim i x([hni'hni),Kni=O in probability.                      11-10.2i=1 
Conditions (Ci;K,h(v)) and (C1;K,k(v)) are abbreviated to 
(C1;K,h(v),k(v)). 
Lemma 1.  
Suppose that conditions (C1:K,h(v),k(v)) are satisfied. 
Then, for KQ B(V) and h(v) , k(v)4 CM, as ni. oo, 
rkn             x([h(vni),k(vni)),Kni)-~S([h(v),k(v)),K) a.s. 
i=1 
Proof. 
The proof is straightforward. It follows from (2.1) that 
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for every n and i, 
 w 
 x([hni'Tini)'Kni)s x([h(vni)'k(vni))'Kni) 
5 x( ERni'kni) ' Kni ) a.s. 
Therefore for every n) 
    kn 
,. kn 
        `'n Zx([hni' ni),Kni)<_Sri,~x([h(vni),k(vni)),n) 
   i=1i=1 
kn 




Moreover, for arbitrary m and n,Sm 5 Sn a.s. As hni Z Kni 
n implies x(Ch)'K
ni)=0 a.s., without loss of generality 
it can br assumed that h(v) < k(v) for v E K. Therefore 
for large n and arbitrary positive L, 
                              km- 
PTsap IS-S1Z Z(x([E h ),K )+x([k,k), 
 m~n m mm~n i=1mimimimimi 
K
mi))2~~j• 
From Conditions ( Cl; K,h(v),k(v)), 




+P{ sup ~ x( [ ki' i) 'Kmi) E/ 2 I
mzn i=1 
kk 
    =1312_,xni),Kni) 2F/2}+Pt x(C,r~),K )ZE/2}4 0, 
 i=1nii=1nini  
  as n400 
Hence, S([h(v),k(v)),K) exists and 
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P(suplSm-S([h(v),k(v)),K)1ZE)4P(sup1S-1%)-~0,as 
 minm=nm%m 
That is, Sri S([h(v),K(v)),K)a.s. The proof is concluded., 
    It may be noted that S([h(v),k(v)),K) is a cr -additive 
non-negative integral valued random set function with 
respect to K defined on (.0.,B,P)'. Let p(z; xt(I,K)) and 
q(z; xt(I,K)) be a generating function of xt(I,K) and its 
natural logarithm, respectively; that is, 
              p(z:•)= ;E. P(•=n)zn 
                          n=0 
and 
               q(z;.)=log p(z;.), 
where J z1 < 1. 
Theorem 1.  
Suppose that Condition (C0) is satisfied. If Conditions 
(C1; K,r-tv,s-tv) are satisfied, then for I=[r,^)e B(R), 
t e and KeB(V), 
(2.9) xt(I,K)=S(I-tv,K) a.s. 
If Conditions (C1;K,r-uv,r-tv) are satisfied, then for 
J=(t,u) e B(T), re R and Ke B(V), 
(2.10) yr(J,K)=S([r_uv,r-tv),K) a.s. 
Proof. 
The same notation in the proof of Lemma 1 is used with h(v) 
and k(v) substituted by (r-tv) and (s-tv) respectively. 
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Clearly, 
                            n 
               x
t(I,K)=xt(I,Kni) a.s.                           1=1 
Therefore, on account of (2.2), for every n,  Sn  5. xt(I,K) 
5Sn a.s., while, for every n, SrSSnSSn a.s. Hence, 
similarly to the proof of Lemma 1, 
P{suplSm xt(I,K)I2E} S PisuplSm-m12E1-4,0, as n-+o. 
manmxn 
That is, Sn-- xt(I,K) a.s. It follows from Lemma 1 that 
S
n-,S(I—tv,K) a.s. The proof of (2.9) is concluded. 
Similarly, (2.10) can be proved on account of (2.3). The 
proof is omitted. 




The analogous results for subsidiary processes follow 
from Relations (2.4) to (2.6). Since the proof is 
entirely similar to that of Theorem 1, it is omitted. 
Theorem 2.  
Suppose that Condition (C0) is satisfied. If Conditions 
(C1;K,r—uv,s—tv) are satisfied, then for I=[r,^)E B(R), 
J=(t,uJ E B(T) and K ' B(V), 
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(2.11)  z(I,J,K)=S([r-uv,s--tv),K) a.s. 
If Conditions (C1;K n K1,r-rtv,s-uv) are satisfied, then for 
I=[r,^)E B(R),J=(t,u]E B(T) and Ke B(V), 
(2.12) xtu(I,K)=S([r-tv,s-uv),K(1K1) a.s., 
where 
            K1=[O,[IL/IJI]• 
If Conditions (C1:K AKi, s-uv,r-tv) are satisfied, then for 




     Now Figure 2 suggests that 
(2.14) X (J,K;v*,r0)=X+(J,K;-v*,r0) a.s. 
In fact, it follows from exchanging r andd, s in (2.e12) and 














               yrs(J,K)=z([s,r),J,It)  a.s. 
Therefore, substituting (—v*) for v* in (2.8), for 
r=r0—v*t > s=r0—v*u, 
X+(J,K;—v*,r0)=yr s(J,K)=z([s,r),J,K) 
=X (J,K;v*,r0) a.s. 
Hence, in the following, superscripts + and — are dropped, 
unless it is necessary to distinguish them. The following 
theorem follows directly from Theorem 2 and (2.8). 
Theorem 3.  
Suppose that conditions of Theorem 2 are satisfied for 
r=r0+v*t and s=r0+v*u. Then, for J=(t,u]B(T),K e B(V), 
v* E (—oo,00) and K*=[0,v*], 
X(J,K;v*,r0)=S([r0+(v*—v)t,r0+(v*—v)u),Kf K*) 
                +S([r0+(v*—v)u,r0+(v*—v)t),K(1((*)c) a.s. 
     This theorem implies that distributions of obsevation 
processes are completely determined by the initial 
distribution.
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 3, 3. Gen,eralization to traffic flew with influx 
     A traffic flow on an infinitely long road R = (-03, 
co) without intersections has been discussed in -lhe, 
preceding section. The model to be discussed in this 
 section is a one—way traffic flow satisfying Condition 
 (Co) on a road R = [0,R') with an intersection at the 
 space origin for a positive number R' finite or not. 
That is, the traffic flow to be discussed has influx at 
the space origin. In this case, it is impossible to 
 express all processes in terms of the space process at 
the time origin as in the preceding section. Therefore, 
in this section, suppose that distributions of the space 
process at the time origin £x(I,K),I eB(R),KeB(V) and 
the time process at the space origin (y(J,K_),JE)3(T),KEB(V)} 
are known or given. The distributions are called the 
initial distributions. The purpose of this section is 
to show that the initial distributions completely determine 
distributions of all processes defined in the preceding 
 section. It can be shown, as a special case, in Theorem 7 
that the distribution of the time process at the space 
origin completely determines those of all processes. In 
order to reduce formal complexities, let T = [0,T') for 
a positive number T' finite or not: the case of T=(—aa,T') 
is discussed in Theorem 7. That is, in this section, 
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R =  [0,R'), T = [O,T') and V = [0,-00), unless otherwise 
stated. Throughout this section, let Kix [0, r/t ], K2x 
= (s/t,°)),Kl
y= [O,r/u],K2y= (r/t,cO),K1 = [0,(s-r)/ 
(u-t)] and K2= [O,s/u]. The basic relations for space 
processes, time processes and subsidiary processes are: 
for I = [r,^).EB(R), J = (t,u]eB(T) and K = [v,w) EB(V). 











~x([r-tw,s-tv),K Klx) a.s.,. 
y((t-s/w,t-r;%v],Kf1K2x) :xt(I,KnK2x) 








-y((t-s/v,u-r/w],K (1K2x) a. s. , 
x([r-tv, s-uw) ,K r1Klx(1Kl)xtu( I,KrrKlxnKa) 
<x([r-tw, s-uv) ,Kn Kl x(1Kl) a.s., 
y((u-s/w, t-r/v],K(1 Kin K2)<xtu(I,K(1Kix(1K2) 
y((u-s/v,t-r/w],KnKl(1 K2) a. s. 
x([s-uv,r-tw),K(1K1(1K2) yrs(J,K(1K/cnK2) 
. x( [ s-uw, r-tv) ,K(1Kic (1K2) a.s.,
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 y((t—r/w,u—s/v],K(1K2y(1  q) 531 1,s(J,K(1K2y(1 q) 
(3.10) 
.4,y((t—r/v,u—s/w],Kr1K2y(1K1) a.s. 
if Kr1 K.. 0 and K 4: K.. , then in the above relations, 
v or w is replaced by an end point of the interval K.., where 
K.. represents Kix and Kin K2,etc. 
     Similarly to (D1) the following integral is defined 
for K GB(V) and h(v) , k(v) E C(K) : 
(Di):U((h(v),k(v)],K) = fIcdy((h(v),k(v)],v) 
                            lim L y((h(vni)'k(vni)]~Kni). 
                                           naOO •4 
Denote by (Ci;K,h(v)) the following condition: 
(Ci;K,h(v)) : for KGB(V) and h(v) E C(K), 
lim y((Z,fiK)=0 in probability. 
             71-,•40Z=1ninini 
Conditions (Ci;K,h(v)) and (Ci;K,k(v)) are abbreviated to 
(Ci;K,h(v),k(v)). The following lemma can be derived in 
a similar way to Lemma 1. The proof is omitted to avoid 
duplications. 
Lemma 2. Suppose that Conditions (Ci;K,h(v),k(v)) are 
satisfied. Then, for KEB(V) and h(v),k(v) eC(K), as n-->00, 
             y((h(vni)'k(vni)],Kni)-~U((h(v),k(v)],K) a.s.
                 i.=1 
    On the basis of Relations (3.1) to (3.4), it follows 
from Lemmas 1 and 2 that the following lemma can be 
proved in a similar manner to that of Theorem 1. The 
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proof is omitted to avoid  duplications. 
Lemma 3. Suppose that Condition (Co) is satisfied. If 
Conditions (Ci;K n Kix,r-tv,s-tv) are satisfied, then for 
I = [r,^) EB(R), t eT and KEB(V), 
xt(I,KnKix) = S(I-tv,K(1Kix) a.s. 
If Conditions (Ci;Kr1K2x,t-s/v,t-r/v) are satisfied, then 
for I = [r,^) eB(R),t eT and KeB(V), 
xt(I,K r K2x) = U( (t-s/v,t-r/v],Kn K2x) a.s. 
If Conditions (C1:K r1Kly,r-uv,r-tv) are satisfied, then 
for J = (t ,u] EB(T),reR and KGB(V), 
yr(J,K nKiy) = S([r-uv, r-tv) ,KnKiy) a.s. 
If Conditions (Ci;Kr1K2y*,t-r/v,u-r/v) are satisfied, then 
for J = (t,u]eB(T), rER and K .B(V), 
yr(J,Kr1K2y) = U(J-r/v,K(1K2y) a.s. 
Moreover, _ the following -1emLna is prepared for Theorem 4. 
• Let 
K3x= (Klx U K2x)c= (r/t,s/t] and Kiy= (Kly U K2y)c 
                      = (r/u,r/t]. 
Lemma 4. Suppose that Condition (Co) is satisfied. If 
Conditions ( Ci : K (1 K3x, s-tv) and (Ci ; K rl K3x, t-r/v) are 
satisfied, then for I = [r, s) e B(R) ,t e T and K eB(V) . 
xt(I,KRK3x) = S([0,s-tv),KrlK3x)+U((0,t-r/v],K(1K3x) a.s. 
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If Conditions  (C1;Kr1K3y,r-tv) and (Ci;K(1K3y,u-r/v) are 
satisfied, then for J = (t,u]6B(1), r and KEB(V), 
Yr(J,Kr1K3y)=S([0,r-tv),K(1K3y) U((0,u-r/v],K(1K3Y) 
Proof. 
It is obvious that for v E K3x, r..vt s and for v EK3Y, 
tv 4. r .(uv. Similarly to Relations (3.1), (3.2), (3.3) 
and (3.4), the following basic relations hold: for every 
n and i, 
x([O,s-tvni+l)'Knin K3x) + y((O,t-r/vni]Knin K3x) 
xt(I,KninK3x). x([0,s-tvni)'KninK3x)+Y.((0,t-r/vni+l], 
  KninK3x) a.s. 
and 
x([O,r-tvni+l)'Knir\K3y)• + y((0,u-r/vni],Kni(lK3y) 
 yr(J,KnK)~x([0,r-tv),K(1K)+ y,u-r/v],     ni3Ynini3y((0ni+1 
  KninK3y) a.s., 
where for K. such that Knit\ K3. s6 and Kni¢ K3. , ni or 
vni+1 is replaced by an end point of K3.. 
Let 
Sn(r) = L x([0,r-tvni),KnirK3x), 
             Un(t) = Y((0,t-r/vni]'Knin K3Y), 
L=1 
             n(r) 
=t x( [0, r-tvni+l)'.K n K3x)' 
L=1 
fl( t) = Y((0,t-r/vi]'KninK3y), 
Sn(r) = x([O,r-tvni)'KninK3x) 
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a.s.
and 
 Un(t) = y((O,t-r/vni+1],Knin K3y). 
i.-1 
Then, for every n, 
Sn(s) + Zn(t) < xt(I,K (1 K3x) Sn(s) + Un(t) a.s. 
and 
n(r) + IZn(u) L yr(J,K()K3y) L Sn(r) + Un(u) a.s. 
It follows from Conditions (Ci;K n K3x,s-tv) and (Ci; 
K(1K3x,t-r/v) that 
P 
 {suPiSm(s) + Um(t)
tt 
P{tSn(s) - 'n(s) + Un(t) -n(t){?E1 
~-P LSn(s) - Sn(s)I E/2 P{'Un(t) - Un(t)l? E/2}-“0, 
           as n-aa0. 
That is, Sn(s) + Un(t) --> xt(I,K n K3x) a.s. Similarly, 
              Sn(r) + Un(u) Yr(J,K n K3y) a.s. 
While Lemmas 1 and 2 show that 
Sn(s)+ Un(t)-+ S([0,s-tv),K(1K3x)+ U((0,t-r/v], 
K(1K3x) a.s. 
and 
       S
n(r)+ Un(u)--3S([0,r-tv),K(1K_3y)+ U((0,u-r/v], 
K(1K3Y) a.s. 
Hence the proof is concluded. 
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     By  use of Lemmas 3 and 4, it, can be shown that the 
space process at time t( T) and the time process at 
point r( R) are expressed in terms of the space process,. 
at the time origin and the time process at the space 
origin. Therefore, distributions of xt(I,K) and yr(J;K) 
are completely determined by the initial distributions. 
Theorem 4. Suppose that Condition (Co) is satisfied. If 
Conditions (Ci;K(\Kix,r-tv,s-tv),(Cj;K n K2x,t-s/v,t-r/v), 
(C1;K(1K3x,s-tv) and (Cj;K nK3x,t-r/v) are satisfied, 
then for I = [r, s) EB.(R), t ET.and KeB(V) 
xt(I,K) = S( I-tv,KnKix)+ S([O,s-tv),K(K3x 
(3.11) 
              + U((O,t-r/v],K(1K3x)+ U((t-s/v,t-r/v], 
KRK2X) a.s., 
where K1x [0,r/t], K2x= ( sit ,c0) and K3x= (r/t,s/tj. 
     If Conditions (C1;K nKiy,r-uv,r=tv),(Ci;K(1K2y, 
t-r/v, u-r/v) , (C1; K (1 K3y, r-tv) and (C1;K (1 K3Y, u-r/v ) 
are satisfied, then for J = (t,u] G B(T), r G R and 
KEB(V), 
yr(J,K) = S([r-uv,r-tv),K(\Kiy)+ S([O,r-tv),K(1K3y) 
(3.12) 
              +U((0,u-r/v],K(\K3y) + U(J-r/v,K()K2y) a.s. 
where Kly [0,r/u], K2Y (r/t,00) and K3y= (r/u,r/t]. 
Proof. 
Clearly, 
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yr(J,K) = Z Yr(J,K(1Kiy) a.s. 
a=1 
Hence, this theorem is directly deduced from Lemmas 3 
and 4, and the proof is concluded. 
    Similarly, the following theorem can be derived from 
Relations (3.5) to (3.10). The proof is omitted to avoid 
duplications. 
Theorem 5. Suppose that Condition (CO) is satisfied. 
If Gonditions (Cl;Kr1Kly,r-uv,s-tv),(Ci:K n K2x,t-s/v, 
u-r/v) , (Cl ; K n Kiy(1K2x,s-tv) and ( Ci; K (1 Kiyn K2x, u-r/v) 
are satisfied, then for I = [r,^)e B(R), J = (t,u] E B(T) 
and KEB(V), 
z(I,J,K) = S([r-uv,s-tv),K nKly)+ S([0,s-tv),K n KlynK2x) 
(3.13) 
+ U((0,u-r/v],KnKicynK2x)+ U((t-s/v,u-r/v], 
KnK2x) a.s., 
where Kly = [0,r/u] and K2x= (s t co . 
     If Conditions (C1;KnKlx(1K1,r-tv,s-uv), (C1;KnKlnK2, 
u-s/v, t-r/v) , (Cl ; Kr\ Kiex() Kl r1 K2, s-uv) and (Ci ; K r\ Kicxr1 Kin K2, 
t-r/v) are satisfied, then for I = [r,^) eB(R), J = (t,u)e.B(T.) 
and K GB(V) , 
(3.14) 
xtu(I,K) = S([r-tv,s-uv),K(\K1xnKi)+ S([O,s-uv),K(\Kicxn K1(1 K2) 
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 +  U((0,t-r/v],KnKixnK1  CK2)+ U((u-s/v,t-r/v],Kl1K1nKc2)a.s., 
where Kix= [O,r/t] K1= [O,III/1JI] and K2= [0,s/u]. 
    If Conditions ( ;K (1 K1 (1K2,  s-uv, r-tv) (Ci;K (1 Klxn Kl, 
t-r/v, u-s/v) , ( Ca.K(lxlx(1Ki (lK2, r-tv) and (Ci; 
K nKlxn Ki (1 K2,u-s/v) are satisfied, then for I = [r, s) E B(R) , 
J = (t,u]EB(T) and Ke:B(V), 
(3.15) 
yrs(J,K) = S([s-uv,r-tv),K n K1r1K2)+ S([0,r-tv), 
Kr\Klxn K1nK2)+ U((O,u-s/v],KnKixnKi(1K2)+ U((t-r/v, 
u-s/v],K(1Kix(1 Ki) a. s. , 
where KiX [O,r/t],K1= [0, III/ pI] and K2= [O,s/u]. 
     Relations (2.15) and (2.16) are derived from 
interchanging r and s in (3.14) and (3.15). Therefore, 
(2.14) holds. Combination of Relations (2.8), (3.14) 
and (3.15) leads directly to the following theorem. 
2heorem 6. Suppose that conditions of Theorem 5 are 
satisfied for r = r0+ v*t and s = r0+ v*u. Then, for 
J = (t,u] EB(T),K.B(V),v* e (-o0, cc') and r0 such that 
(r0+ v*u) e; R, 
X(J,K;v*,r0) = S([r0+(v*-v)t,r0+ (v*-v)u),KrIK1K(1K*) 
             +S([0,r0+(v*-v)u),KnK (1K2XCK*) 
           + U((0,t-(r0+ v*t)/v],K(1KacnK2Z1K*) 
(3.16) 
             + U((u-(r0+ v*u)/v,t-(r0+ v*t)/v],Kr1K2XnK*) 
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 +S([r0- (v-v*)u,r0-(y-v*)t),K(1K2X(1(K*)c) 
+S([0,r0-(v-v*)t),KnKl:xn K211 (K*)c) 
+U((O,u-(rO+v*u)/v],K()K1XnK2Xn(K*)c) 
+U((t-(rO+v*t)/v,u-(r0+v*u)/v],K('1KiX((K*)c) a.s., 
where K1 X7[0'v* + r0/t],K2- (v* + r0/u,&) and K*= [0,v*]. 
    It may be noted that if r0= 0, then Relation (3.16) 
is reduced to the following relation: 
      X(J,K;v*,0) = S([(v*- v)t,(v* - v)u),K (1K*) 
                    + U((t(v-v*)/v,u(v-v*)/v],K K*)c)a.s. 
Finally, if y(J,K) is defined for T = (-oO,T'), J€13(T) 
                                                       and K E B(V), then the above Theorems 4 and 6 are easily
reduced to the following theorem. 
Theorem 7. Let T = (-oo,T'), I = [r,^)EB(R), J=(t,u]EB(T). 
and K .B(V) . Suppose that Condition (C0) is satisfied 
and y(J,K') = 0 a.s., for arbitrary J e B(T)-and K'=[O,E), 
where E is a small positive number. If Conditions (Ci; 
K,t - s/v,t - r/v) are satisfied, then 
(3.17)xt(I,K) = U((t-s/v,t-r/v],K) a.s. 
If Conditions (Ci;K,t - r/v,u - r/v) are satisfied, then 
(3.18)yr(J,K) = U(J - r/v,K) a.s. 
If Conditions (C1:K(1K*,u - (r0+ v*u)/v,t -(r0+ v*t)/v) 
and (C1;KNK*)c,t - (,r0+ v*t)/v,u -(r0+ v*u)/v) are 












3. 4.  Velooitz distributions 
(xt(I,K),I e B(1i) ,KG B(V),t ET) can describe all 
possible states of traffic flow, but information on 
velocities is implicit. This fact may be improved to 
some extent by introducing a space velocity distribution 
function (s.v.d.f.). Let Ft(v,I) be an s.v.d.f. An 
s.v.d.f. Ft(v,I) is regarded as the probability that 
any vehicle in a space interval I at time t has slower 
velocity than v. If Ft(v,I) has the above mentioned 
property, then 
           r~ p(z:xt(I,K)) =L()(dPt(v,I)\(l_S dFt(v,I)m-n 
         n= 0 ,n=nK k 
                           P(xt(I)=m)zn 
          = tl~(z-1)SKt} dF(, I) • P (xt (I) =m)     m=0 
           = p(1+(z-1) jdFt( v,I);xt(I)); 
K that is, 
(E):p(z;xt(I,K)) = p(1+(z-1) 5 dFt(v,I);xt(I). 
and vice versa. By differentiating the above relation, 
the following relation is obtained, if E(xt(I)) L oo : 
(D2): E(xt(I,v)) = Ft(v,I)E(xt(I)), 
where E(•) denotes an expectation of •. 
     Clearly, an s.v.d.f. defined by (E), which is the 
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conventional definition,  necessar`ily has property (D2). In 
this chapter, however, an s.v.d.f. Ft(v,I) is defined 
as (D2);since E(xt(I,v))is a non—negative valued 
increasing function in v, Ft(v,I) defined by (D2) 
satisfies properties of a d.f., except the case of 
E(xt(I))=0, where Ft(v,I) is defined as a suitable 
function satisfying properties of an ordinary d.f. 
Because, in general, an s.v.d.f, Ft(v,I) for traffic 
flow satisfying Condition (C0) cannot have property (B) 
for all t e T. For illustration, suppose that the initial 
distribution is composed of the distribution of x(I) and 
the s.v.d.f. with property (E). Then the initial 
distribution completely determines the distributions of 
xt(I) and xt(I,v), as shown in (2.9). Therefore, in 
general, Ft(v,I) determined by (D2) cannot satisfy (E). 
A simple example is given in the Appendix I. It may be 
noted that as an exceptional case, Poisson traffic flow 
has an s.v.d.f. with property (E) for all tE T. As the 
natural continuation of definitioni (D2),an infinitesimal 
s.v.d.f. Ft(v,r) is defined as follows 
(D3):Ft(v,r) =lim Ft(v,I), for I = [rs) 
                                         s--)r 
If E(xt~)       (I)) is absolutely continuous with rspect to 
Lebesgue measure on R, then Ft(v,r) exists almost 
everywhere (a.e.) on R. 
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     Similarly, a time  velocity  'distribution function 
(t.v.d.f.) Gr(v,J) is defined as follows: 
(D): Gr(v,J)Z(Yr(J))=E(Yr(J,v)); 
if E(yr(J)) = 0, then Gr(v,J) is defined as a suitable 
function with properties of an ordinary distribution 
function. If a t.v.d.f. Gr(v,J) satisfies the relation 
p(z;yr(J,K)) = p(1+(z-1) SKdGr(v,J)Yr(J)) 
then it is said that Gr(v,J) has property (E'). Moreover, 
an infinitesimal t.v.d.f. gr(v,t) is defined as follows: 
(Di) gr(v,t) = lim Gr(v,J), for J=(t',t]. 
                     t4t 
If E(yr(J)) is absolutely continuous with respect to 
Lebesgue measure on T, then gr(v,t) exists a.e. on T.
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3.  5.. ApDlication to inhomogeneous Poisson traffic flow 
     In this section, traffic flow with influx is dealt 
with in view of generality. To begin with, sufficient 
conditions are shown under which the space process at 
the time origin is restricted to an inhomogeneous 
Poisson process. Renyi (1951) has shown sufficient 
conditions under which a non—negative integral valued 
stochastic process is an inhomogeneous composed Poisson 
process. It follows from his results, on account of 
Janossy, Renyi and Aczel (1950), that the space process 
at the time origin is an inhomogeneous Poisson process 
under the following conditions: 
(C2): 1im111~0x(1) = 0-in probability, for arbitrary 
Ie B(R) ; 
(C3): for disjoint sets Ii e B(R) and disjoint set 
      Kj e B(V),x(Ii,Kj) are stochastically independent 
      of each other; 
(C4): lim111.0(P(x(I,v) = 1)/P(x(I,v)> 1)}= 1, for 
      arbitrary I e B(R) and arbitrary v eV. 
That is, for I e B(R) , 
(5.1)q(z;x(I)) = (z — 1) .X(r)dr 
and, from the fact that x(I,v) < x(I) a.s. for arbitrary 
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 veV, 
(5.2)q(z;x(I,v)) = (z — 1) A,(r,v)dr, 
where X(r)'and)(r,v) are non—negative valued Lebesgue•integrabl 
functions such that %r,v) A,(r). With little loss of 
generality, it is assumed that A(r) and X(r,v) are B(R) 
measurable. It is obvious that E(x(I)) and E(x(I,v)) 
are absolutely continuous with respect to Lebesgue measure 
on R. Therefore, the infinitesimal s.v.d.f. F(v,r) exists 
a.e. on R, and 
X(r,v) = F(v,r)X(r) a.e. r. 
Hence, it follows from Condition (C3), Equation (5.2) 
and the property of generating functions (see Feller 
(1957), page 251) that 
(5.3)q(z;x(I,K)) = (z-1) f J dF(v,r)X,(r) dr. 
I K 
Moreover, suppose that, on account of Loeve ((1963),page 
178), an infinitesimal s.v.d.f. F(v,r) satisfies the 
following condition: 
(C5):the infinitesimal s.v.d.f. F(v,r) is not singular 
       with respect to Lebesgue measure on V, its 
       absolutely continuous part has the B(V)X B(R) 
       measurable derivative f(v,r) and its purely 
       discontinuous part is composed of B(R) measurable 
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      jumps  tfd(vi,  r)  2J on a countable set .{vi} independent 
        of r. 
     An infinitesimal s . v. d. f . satisfying Condition (05) 
is called regular and represented as follows: 
                          v              F(v,r) = Sf(v,r)dv  +Zfd(vi,r). 
                0vi e [0,v) 
Therefore, from Equation (5.3) and Fubini's theorem (see 
Loeve (1963), page 136), 
(5.4) q(z:x(I,K)) = (z-1){1.                   - )  f f(v,r)A(r)drdv+ Z Sfd(v., 
                                                      K 1
11vieK I 
                     r) (r)drj. 
Lemma 5. Suppose that Conditions (02) to (C5) are 
satisfied. Then (C1;K,h(v)) is satisfied for arbitrary 
K E B(V) and arbitrary h(v)e C(K) whose range belongs to 
R. Therefore, for arbitrary K E B(V) and arbitrary h(v), 
k(v)e C(K), S([h(v),k(v)),K) is well—defined and 
(5.5) q(z:S([h(v),k(v)),K)) = (z-1)11k(v)f(v,rWr)drdv 
h(v) 
                                   rk(v.)                          +zJ1 fd(vi,r)A(r)dr}.                vieK h(v.) 
                                                 1 Proof. 
It suffices to prove that for all (z l 4. 1, arbitrary 
K eB(V) and arbitrary h(v) e C(K) , 
         lim q(z; L x([ ni'fini)'Kni)) = 0. 
rc-•ao ~, =1 
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Let 
 Ini= ERni'ftni)'en(v) = $ f(v,r)A(r)dr for 
I ni 
E Kni 
     en(vj) =ffd(vj,r) A(r)dr for vieKni 
              I 
                  ni 
and 
       En=Jen(v)dv +e (v.). 
      K j6K n 
It follows from (5.4) and Condition (C3) that 
k„ 
_         q(z:Zx([hni'flni),Kni)) = (z-1)En. 
Since f(v,r) A(r) is integrable on I x V for IE B(R) 
such that III< oo, en(v) is integrable on K. Moreover, 
for arbitrary v e K, there exists the sequence of 
intervals {Kni}such that KniD Kn+i, jv and 
l Ini( 0, as n--> 0D. Therefore, as n-400,  en(v) -4 0 
for a.e. v and e
n(vj) —)0.  It follows from the 
dominated convergence theorem (see Loeve (1963), page 
125) that 
         lim En lim e (v)dv + IL lim e (v.) = 0 
         nK 91"'w nv. &K n J 
The latter half is immediately derived from Lemma 1, 
(5.4) and condition (C3). The proof is concluded. 
     Similarly, the following Equation (5.6) and Lemma 
                     103
6

















K 'and arbitrary  h(v)  e  C(K) whose range belongs to T. 
Therefore, for arbitrary K EB(V) and arbitrary h(v) , 
k(v)e C(K), U((h(v),k(v)],K) is well-defined and 
                              ('k(v) 
    q(z;U((h(v),k(v)),K)                       =(z-l){Jg(v,t)p(t)dtdv 
                             Kh(v) 
(5.7) 
                          +L.:('k(v.)                              J1gd(v.,t)p(t)dt 
                          viEKh(vi ) 
     In the remainder of this section, to avoid formal 
intricacies it is assumed that the infinitesimal s.v.d.f. 
at the time origin and the infinitesimal t.v.d.f. at the 
space origin are absolutely continuous with respect to 
Lebesgue measure on V. It follows from Condition (C3) 
that S([h(v),k(v)),K) and.U((h'(v),k'(v)],K') are 
stochastically independent of each other. Therefore, 
combination of Theorems 4 and 6, and Lemmas 5 and 6 
implies that the inhomogeneous Poisson initial distribu-
tions completely determine distributions of space processes, 
time processes and observation processes. 
Theorem 8. Suppose that Conditions (C2) to (C5) and (C) 
to (C5) are satisfied. Then the initial distributions 
are inhomogeneous Poisson distributions defined by (5.4) 
and (5.6) . Moreover, under Condition (C0) and the 
absolute continuity of the velocity distribution functions, 
for I = [r,^) EB(R), J = (t,u] EB(T), KEB(V), v*e(-oo, oo) 
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 and r0 such that ( r0+ viit) , (r0+ v*u) E., 
        s-tv• q(z;xt(I,K)) = (z-1)( 1f(v,r)X(r)drdv , 
                         Klx r-tv 
             ri'
ss-tv (5.8)+             Jf(v,r)X(r)drdvK~K1xnK2x 
           +jcg(v,t)p(t)dtdv 
                K~1K1xr1K2x0t-r/v 
                         t-r/v
          +(g(v,t)p(t)dtdv, 
              JK(Kt-s/v 
                    2x 
r-tv 
q(z:yr(J,K)) = (z-l){f(v,r)X(r)drdv                      `
Kf1K1y r-uv 
cr-tv (5.9)+f(v,r)X(r)drdv SKflKnKix0 
 + 
              KnKiynKlxjuo-r/vg(v,t)p(t)dtdv 
u-r/v
t-rv 
            +iKnKcg(v,t)p(t)dtdv ..,           lx/ 
and 
                                          r +(v*-v)u 
q(z:X(J,K:v*,r0)) =(z-1) {0f(v,r)X(r)d.rdv 
                            KnK1XnKr0+(vik-v)t 
                                      r 
                  1X2X+(v*-v)u 
             +Jc c T0f(v,r)(r),drdv                     KnKnK(a0 
(5.10)S
KKXAKXK*J0t-(r0+vx-t)/v           +g(v,t)(t)dtdv 
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                            t—(r0+v*t)/v          +  S g(v,t)1o(t)dtdv 
                    KAK2Xr1K* u—(r0+v*u)/v 
                                    r —(v—v*)t 
                        c0f(v,r)X(r)drdv                    KaK
2Xn(K*) r0—(v—v*)u 
                                          r0—(v—v* ).t+` f (vr)(r) drdv 
                 K4K1P K2Xn(K*)cJ0 
                                     u—(r0+v*u)/v 
       +g(v,t)(t)c'_tdv 
KnKlXr1K2X~1(K*)o0P 
                                     +v*u)/v 
                -cfu—(r0g(v,t)p(t)dtdv ,                    KnXc n(K* ) J t—(r
0+v*t )/v 
where Kix = [0,r/t],K2x=(s/t,co), Kly=[0,r/u], 
X= [0'v* + r0/t],K2X= (v* + r0/u,co) and K*_[0,v*]. 
     This theorem shows that for the inhomogeneous Poisson 
initial distributions the space process at an arbitrary 
time, the time process at an arbitrary point and 
observation processes are also inhomogeneous Poisson 
processes. Moreover, it is clear that velocity•distribution 
functions defined by (D2) or (D) have property (E) or (E'). 
If x(I,K) or y(J,K) is defined respectively for R = (—ao,R'); 
I eB(R) K EB(V), or for T = (—oo,T' ], J aB(T) and K B(V), 
then the above theorem is reduced to the following 
corollaries from the condition that 1.,p, f and g are 
Borel measurable. 
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 Corollary 1. For R = (-oo,R' ), I = [r,^)E B(R), J = (t, 
u] EB(T) and KE B(V), 
q(z;xt(I,K)) = (z-1).C'  f(v,r-tvA(r-tv)dvdr, 
I q(z;yr(J,K)) = (z-1) J J vf(v,r-tv)X(r-tv)dvdt, 
                        J K 
and for v* E (-co, co) and r0 such that (r0+v*t) , (r0+v*u) E R, 
q(z;X(J,K ;v*,r0)) = 
(z-1) { J I(v*-v) f(v, r0+(v*-v) t)X(r0+(v*-v) t) dvdt 
J,JKra* 
+ r r(v-v*)f(v,r0-(v-v*)t)~(r0-(v-v*)t)dvdt 
where K* = [0,v*]. 
Corollary 2. Let T = (-oo,T'], I = [r,^) E B(R), J = (t, 
u]E B(T) and K E B(V). Suppose that y(J,K') = 0 a.s., for 
arbitrary J E B(T) and K' = [0,E), where . is a small 
positive number. Then, 
q(z;xt(I,K)) = (z-1) J f g(v,t-r/v)p(t-r/v)/v dvdr, 
                         I K 
q(z;yr(J,K)) = (z-1) $(v,t_r/v)p(t_r/v)dvdt 
                                                    K and for v* E (— co, ao) and r0 such that (r0+ v*t) , (r0+v*u) e R, 
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 q(z;X(J,K;v*,r0)) _ 
(z-1) {LIKAK*                 (v*/v-1)g(v,t—(r0+v*t)/v)p(t—(r0+v*t)/v)dvdt 
               +J(1—v*/v)g(v,t—(r0+v*t)/v)p(t—(r0+v*t)/v)dvdt }, 
     J 
     l‘KrI(K*)° 
               where K* = [0,v*]. 
     Since xt(I,K) and yr(J,K) are inhomogeneous Poisson 
processes, it is legitimate to put 
q(z:xt(I,K)) = (z-1)ft(v,r)t(r)dvdr 
                         I K 
and 
q(z;Yr(J,K)) = (z-1) I gr(v,t)P r(t)dvdt. 
                           J Hence, it follows from Corollaries 1 and 2 that 
/t(r) = If(v,r_tv)(r_tv)dv 
                                    (5.11)                   = Ig(v,t—r/v)p(t—r/v)vdv, for a.e. r, 
                       v ft(v;,rt(r) = f(v,r—tv)X(r—tv) 
(5.12) 
                        = g(v,t—r/v)p(t—r/v)/v, for a.e. r and 
Pr(t) = vf(v,r-tv)X(r-tv)dv 
                            v (5.13) 
                        = g(v,t—r/v)p(t—r/v)av, for a.e. t, 
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v,
 and 
gr(v,t)pr(t) = vf(v,r—tv)%t(r—tv) 
(5.14) 
                       = g(v,t—r/v)p(t—r/v), for a.e. 
                                        and v. 
     The following question arises necessarily: the 
observer starts from r at t with velocity v*E (—co, 00) . 
What velocity v* minimizes or maximizes (if possible) 
the expectation of the number of vehicles observed during 
the time interval J = (t,u]? That is, what velocity 
v* or v* attains min or max E(X(J,V;v*,r—tv*)) 
respectively? It follows from (2.17) and (5.5) that 
                                     (' r+v* .J J 1-vu E(X(J,V;v*,r—tv*)) = jJ —f(v,r)X(r)drdv                             K*rtv 
                                         fr—t v                   +Jf(v,r)~(r)drdv. 
                                 (K*)cr+v*IJI—vu. 
Suppose that ~(r) and f(v,r) are continuous in r. 
Therefore, 
''v* 
ZE(X(J,V:v*,r—tv*))/av*= lJ1{ f(v,r+v*1JI—vuWr+v*lJI--vu)dv 
.0 
                                               eo f(v,r+v*IJI—vu)?^(r+v*EJI—vu)dv} 
v*                    =1 J R1u(r+v* IJ I){ fu(v, r+v* (J j) dv 
0 
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                            fu(v,r+v*IJI)dv, 
                                  v* 
where 
(5.15) ,~u(r+v*IJI ) =  f(v,r+v*IJI-vu) X,(r+v*`J1-vu)dv 
V and 
(5.16) fu(v,r+v* 1JI) (r+v* IJ` ) = f(v,r+v*IJI-vu)X(r 
                               + v*IJI-vu).
It is clear that aE(X)/av* is continuous in v*, non-
positive for non-positive v* and non-negative for 
sufficiently large v*. Therefore, if 
lim E(X(J,V;v*,r-tv*)) = E(X (J,V;oo,•)) 
          v'~a-ao 
=v                                     f (v, r)Z(r) drdv< 
                     V and 
lim E(X(J,V;v*,r-tv*)) = E(X+(J,V;O,•)) 
v-.)00 
                       foo                                         f(v,r)A,(r)drdv< 00,                           JV'r-tv
then 
sup E(X(J,V;v*,r-tv*))=max{E(X J,V;o,•)),E(X+(J,V:00,•))~r. 
111
Moreover, the necessary condition for  v* to minimize 
E(X(J,V;v*,r-tv*)) is: 
                   v* 07 
(5.17) Xu(r+v* `JI)  fu(v, r+v* I J`) dv-  fu(v, r+v* tJj)dv= 0; 
there exists at least one value v* satisfying (5.17). 
     Finally, the results obtained above are applied to 
a homogeneous Poisson traffic flow. Suppose that X(r) 
_ X and f(v,r) = f(v), where X is a positive number and 
f(v) is an ordinary density function. It follows from 
(5.11) and (5.12) that 't(r) _ X and ft(v,r) = f(v). 
Moreover, from (5.13) and (5.14), 
(5.18) pr(t)=4 Jv)dvp  and gr(v,t)=vf(v)/Vvf(v)dv=g(v). 
Equation (5.18) is familiar in road traffic flow theory 
(see Haight (1963), page 116). Furthermore, for Corollaries 
1 and 2, 
    q(z:X(J,K;v*,r0)) _ (z-1)~jJ~ (v*-v)f(v)dv 
                                       KnK* 
(5.19)                     + SKro(*)c(v-v.*)f(v)dv 
                                                                          ' (5.20)= (z-1)pIJli(v*/v_l)g(v)dv 
                                    `KrK* 
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                                                                    w                       +,S-Ka(Kx.)c(1-v*/v)g(v)dv 
and from  Equations (5.15), (5.16) and (5.17), 
"co 
(5.21)f(v)dv - f(v)dv=0; 
0v* 
that is, v is the median of the s.v.d.f. Equation (5.20) 
agrees with the result obtained by R4nyi (1964) and 
(5.19) and (5.21) agree with the results obtained by 
Weiss and Herman (1962), though they deal with only X.
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3. 6.  Concludinz remarks  
     Throughout this chapter, V is assumed to be [O,00). 
If V=(-00,00), then generalized traffic flow including 
also the traffic flow on the opposite lane can be dealt 
with in the same manner as that of this chapter. This 
gives the work by V'ardrop and Charlesworth (1954) a 
theoretical basis. Besides, v* is assumed to be constant. 
This assumption also is not essential. In case that v* 
varies with t, put V*= f Then results 
obtained for X remain valid with v* replaced by V*. It 
is to be noted, however, that in this case X+ does not 
contain the number of vehicles which the observer once 
overtakes and by which he is afterwards overtaken. 
    Conditions (C4) and (C4) in Section 3. 5 are not 
essential. If these conditions are dropped, then the 
initial distributions become inhomogeneous composed 
Poisson distributions, as shown in the preceding chapter. 
Therefore all results obtained in the preceding chapter 
can be derived from Theorems 4 and 6 in this chapter. 
     All results obtained in this chapter apply to one— 
dimesional inhomogeneous flows of particles with their 
own constant velocities. Another interesting example of 
such flows is a flow of /A—mesons  in cosmic particles. 
In observations on this flow, effects of a velocity of 
an observer (for example, a rocket or an artificial 
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satellite), which is shown in Thorem 6 
 interestin  g_  problem from .a theoretical 
    The possible modification to the 
would involve some form of interaction 
Such modification, however, maight be 
to analyze.
, may be an 
 point of view. 
present discussion 
 between vehicles. 
too complicated.
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Chapter 4. Traffic  Lizht Queues with Inde2endent  
Arrivals  
4. 1. Introduction 
     Many researchers have investigated queues of vehicles 
at intersections controlled by traffic lights, or traffic 
light queues. A traffic light is called fixed-cycle, if 
it has a cycle of fixed length. It is called vehicle-
actuated, if it contains some type of detectors which 
gather information about events occurring in the 
intersecting traffic streams. In particular, it is 
called semi-vehicle-actuated, if it contains detectors 
on the only one road of the two intersecting ones that is 
usually called the minor road. Thus, traffic lights are 
classified according to their functions into fixed-cycle, 
vehicle-actuated and semi-vehicle-actuated traffic 
lights. 
Fo a fixed-cycle traffic lir;ht queue, Beckmann, 
McGuire and winsten (1956) proposed a discrete time 
queueing model with binomial arrivals and regular 
departure headways and derived a relation between the 
stationary mean delay per vehicle and the stationary mean 
queue-length at the beginning of a red period of the 
traffic light. Newell(1960a) also dealt with the same 
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model and obtained the  probability generating function 
of the stationary queue-length distribution. This 
model has been investizated by Dunne (1967), Potts 
(1967) and Smit (1971). Webster (1958), Hight (1959) 
and Buckley and Wheeler (1964) considered models with 
Poisson arrivals and regular departure headways and 
investigated certain properties of the queue-length. 
Darroch (1964) discussed a discrete time model with 
stationary and independent arrivals and regular departure 
headways and derived a necessary and sufficient condition 
for the stationary queue-length distribution to exist and 
its probability generating function. The above authors, 
Little (1961), Miller(1963b), Kleinecke (1964), Newell 
(1965), McNeil (1968) and Siskind (1970) gave approximate 
expressions of the stationary mean delay per vehicle for 
fixed-cycle traffic light queues of various types. 
Related problems have been discussed oy Newell (1956,1959a), 
Uematu (1957), Smeed (1957), Gazis, Herman and Maradudin 
(1960), Olson and Rothery (1961), Dick (1964), Webster 
(1964) , 1? ,I:er and Gafarian (1967) , Blunden and Pretty 
(1967), Anker, Gafarian and Gray (1968), Huddart (1969), 
Thed6en (1969 a) and Dickey and Montgomery (1970). On 
the other hand, Garwood (1940), Darroch, Newell and 
Morris (1964), Newell (1969) and Newell and Osuna (1969) 
investigated vehicle-actuated traffic light queues. 
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Haight (1959) and Little (1971) discussed  semi-vehicle-
actuated traffic light queues. All of the researchers 
mentioned above dealt with the queue-length. 
     In this chapter, however, the total remaining 
departure headway of vehicles in the queue is dealt 
with, which corresponds to the "server occupation time" 
used in queueing theory if departure headways are 
considered as service times. It can be shown in the 
next section that a fixed-cycle traffic light queue with 
rather general arrivals and departure headways is reduced 
to a generalized model of the GI/G/1 queueing process 
originated by Lindley (1952). In Section 4. 3, this 
generalized model is discussed. A necessary and sufficient 
condition is derived under which a limiting distribution 
exists, and an integral equation is obtained which the 
limiting distribution function satisfies.The above 
results lead directly to a necessary and sufficient 
condition for a stationary distribution of the fixed-
cycle traffic light queue to exist. This condition 
includes Lar2oach's one (1964) as a simple case. It 
should be noted that this condition remains valid for a 
vehicle-actuated traffic light queue, because vehicle-
actuated traffic light.s operate on a fixed cycle under 
heavy traffic demands (see Webster and Cobbe (1966)) . 
In Section 4. 4, a successive approximation method of the 
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limiting distribution function is presented. In Section 
4. 5, it can be shown that a  semi-vehicle-actuated 
traffic liht queue with stationary and independent 
arrivals and general departure headviays is also reduced 
to the generalized model discussed in Section 4. 3. 
A necessary and sufficient condition is derived under 
which the semi-vehicle-actuated traffic light queue has 
a stationary distribution. Finally, two typical examples 
of semi-vehicle-actuated traffic light queues are 
discussed.
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4. 2. Fixed—cycle traffic light queue 
     Consider a traffic into an intersection controlled 
by a fixed—cycle traffic light.It can be assumed without 
loss of generality that one cycle of the traffic light 
comprises one red period and one green period, since 
the amber period can be thought of as effectively red 
or effectively green. Moreover, as is usually done, those 
vehicles which go straight on or turn left and those 
which turn right are separately discussed. To begin with, 
let be concerned with only vehicles Which go straight on 
or turn left. The model discussed in this chapter 
satisfies the five conditions (A)  through (L) mentioned 
below.-
(A) One cycle of the traffic light is composed of one 
red period of fixed length r and one successive 
     green period of fixed length g. 
Therefore the cycle length of the traffic light is 
T (=r+g). It is supposed that the nth cycle of the 
traffic light begins at time nT and finishes at time 
(n+l)T, where n=0,1,2,•••. Denote by xn(t)(0< t 5.T) 
                                                      the number of vehicles which arrive at the intersection 
during the time interval of length t from the beginning 
of the nth cycle, i.e. the time interval (nT, hT+t]. 
Vehicles arriving at the intersection in the red period 
have to wait until the beginning of the green period at 
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the shortest.  Therefore'it suffices for the following 
analysis to specify stochastic properties of the arrival 
process in the nth green period xn(r+t) (O S t s g) 
Ar-rival processes in green periods xn(r+t) (0 S t s g) 
are called mutually independent, if for arbitrary 
integers kn and sequences tni; i=1,2,•••,kn} such that 
OS tn1<_ • • •Stnl{.g, random vectors (xn(r),xn(r+tnl)'•••' 
               n x
n(r+tn,),xn(T)) are mutually independent. Moreover, 
        n arrival processes in green periods are called 
identically distributed, if for any integer k and sequence 
{ti: i=1,2, •• •,k}; such that OS t1S,• • StkKg, random vectors 
(xn(r), x17(r~t1),•••, xn(r+tk), xn(T)) are identically 
distributed. Let E(.) denote the expectation of •. 
Suppose that arrival processes in green periods satisfy 
the following condition: 
(B) The arrival processes in green periods xn(r+t) 
(O <_ t S g) are mutually independent and identically 
    distributed and Exn=(T)}TT(<oo). 
This condition requires none of stationarity, absence 
of after-effects and orderliness of the stream of 
vehicles arriving at the intersection (see Khintchine 
(1960)). Conversely, if the stream of arriving vehicles 
is a stationary one without after-effects and has finite 
intensity, the arrival processes in green periods 
satisfy Condition (B). Thus, Condition (B) seems to be 
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rather practical and reasonable. Suppose that some 
vehicles wait in the queue at the end of the red period. 
As the light turns green, the ith  (i=1,2,  "  ') vehicle in 
the queue crosses the stop line at time t.(0< t. g) 
from tc beginning of the green period and passes through 
the intersection. The time interval between ti _1 and 
ti (i=.2,3,•••) is called the departure headway of the ith 
vehicle. However, the time interval t1 is much longer 
than the departure headway of the ith vehicle. Because 
the .time interval t1 is composed of the starting delay 
for getting entire queue into motion and the departure 
headway of the first vehicle (see Drew (1968), pages 104 
and 138). In the present-and the next chapters, for 
vehicles going straight on or turning left, departure 
headr;ays and starting delays are called service times  
and lost times (see Miller (1963)), respectively. 
(0) Service times of arriving vehicles and lost times 
in all cycles are mutually independent and identically 
     distributed random variables with finite mean 
     respectively, independent each other and independent 
     of the arrival process xn(t). 
This condition seems to be reasonable and practical. 
Denote by si the service time of the ith vehicle arriving 
in the nth cycle and by Kn(r+t) the total service time 
of vehicles arriving in the time interval r+t from the 
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n (r+t) _, s i . 1=1 
Therefore it follows from Conditions (B) and (C) that 
for fixed t(05 t sg),{Kn(r+t)} is a sequence of mutually 
independent and identically distributed random variables 
with finite mean. Further, without loss of generality, 
Kn(r+t) can be assumed separable (see Doob (1953), page 
57). 
(D) Once the queue discharges, it does not reform 
durin; the remaining green period. 
That is, those vehicles which arrive during the green 
period and find the queue empty, pass through the 
intersection without delay. This condition represents 
the most distinctive feature of the traffic light queue. 
(E) The service discipline is "first—come, first— 
      served" and "preemptive resume." 
The former condition is frequently made and it has been 
implicitly done in the explanation of the departure 
headway and the starting delay- The latter one means 
that if the light turns red before a vehicle at the 
head of the queue crosses the stop line, then the vehicle 
stops and crosses the stop line at the time equal to its 
remaining service time plus the lost time from the 
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beginning of the next green period. Though it may be 
more profitable (in particular, for  ri._;ht turing 
vehicles discussed later) to assume "preemptive repeat 
identical", it seems to ba difficult to investigate the 
model with this service discipline. It is to be noted, 
however, that in case of the model used frequently 
which has regular service times, regular lost times and 
effective green periods of the integral times length 
of the service time, the above model is identical with 
the one with "preemptive resume". Denote by wn(n=0,1,2, 
...) the total remaining service time of the vehicles in 
the queue, that is, the server occupation time at the 
beginning of .the nth cycle. In particular, w0 is called 
the initial server occupation time. Let -e,1 be the lost 
time in the nth cycle. Clearly tn5 g almost surely 
(a.s.). It follows from Conditions (A) and (D) that 
~~n+lvanishes if the server occupation time at the end 
of the nth red period is equal to zero or if the server 
occupation time vanishes during the nth green period. 
Therefore if wn+Kn(r) > 0and cinf i wn+Kn(r+t) .Qn 
then by Condition (E), wn+1 takes the valucl..wn+Kn(T) 
—(g—tn)}. Hence the recurrence r lation between wn and 
wn+1(n=0,1,2,•••) holds as follows: 
(2. 1) wn+1=wn+Iin(T) — (g—t11) 7
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             if wn+inf{Kn(r) , i f .(1( (r+t) +'en—t11 > 0, 
                               o<t 1 
                0 , otherwise. 
It  should be noted that inf{Kn(r),inf{K(r+t) .e—t}} 
                       o<tsgnn 
is a well—defined random variable, since K11(r+t) is 
separable. 
     Let be concerned with only vehicles turning right. 
The characteristic feature of these vehicles is that 
the vehicle at the head of the queue is hindered from 
turning right by both the red signal and opposing vehicles 
during the green period. The time from the beginning of 
the green period to the instant when the first vehicle of 
the queue reachs the position to turn right is called the 
starting delay for vehicles turning ri-ht. It is supposed 
that the vehicle in the position to turn right, which is 
at the head of the queue, can not move during the time 
interval of the specified length before the passage of 
the opposing vehicle. Then the opposing traffic can be 
thought of as an alternating succession of periods during 
which moving is impossible and periods during which 
moving is possible. The former periods are called blocks. 
Moreover the starting delay and blocks are collectively 
called the lost time and the time which the vehicle in 
the position to turn right takes to cross the opposite 
lane is called the service time for vehicles turning 
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right. The same Conditions (A) through  (B) as for 
vehicles going straight on imply that the same recurrence 
relation as (2. 1) holds also for vehicles turning right. 
It may be noted, however, that Conditions (D) and (B) 
roughly approximate to. the actual behavior of vehicles 
turning right . Therefore the fixed-cycle traffic light 
queue is reduced to model (2. 1). 
     Put 
(2. 2)un=Kn(T)-(g-tn) 
(2. 3) and vn of {Kn(r) , oinf4Kn(r+t) +,Q11t}} 
Since for fixed t (0 5 t s g) , { Kn(r+t) } is a sequence of 
mutually independent and identically distributed random 
variables with finite mean and so is {,en}, {un} and ivn~ 
are sequences of mutually independent and identically 
distributed random variables with finite mean. Clearly 
for n=0,1,2,•••, 
(2. 4)un v11 a. s. 
LetU(x)=Pr{unS.x}, V(x)=Privns x~, 
andV(x I y)=Privns x1u=. 
By (2. 3), v
n is a.s. bounded to the below; that is, there 
exists a finite positive number c such that for an arbitrary 
positive number E , 
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(2. 5)  V(—c-0)=0 and V(—c+E)> O. 
Moreover, by (2. 4) and (2. 5), E(luntkw: Hence, 
model (2. 1) or the fixed—cycle traffic light queue is 
finally reduced to the following rather general model: 
for n=0,1,2,—, 
(2. 6)wn+1=wn+un, if wn+vn >0, 
                 =0 , otherwise, 
where € u11 i and { vn } are sequences of mutually independent 
and identically distributed random variables with finite 
mean. In the next section, this generalized model is 
discussed which satisfies (2. 4) and, if stated, (2. 5). 
     Let [x]+= max(0,x)_ and [x]—. min(0,x). 
The above model is a generalized model of the GI/G/1 
queueing process discussed by Lindley (1952) which is 
expressed by wn+1=[wwn+un]+. The Lindley's model has been 
extended by the following authors and others: Finch 
(1959) considered the model expressed by 
wn+1`wn+un , if wn+un> 0, 
                  =v
n ,otherwise, 
where u
n and vn are independent. Daley (1965) discussed 
a general customer impatience problem. Cohne (1967) 
discussed the two models: 
wn+1=K+[ [ wn+un ] +-K ]_ 











independent, and K is a positive
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4. 3. The  limitinn distribution 
    The model to be discussed is (2. 6) with (2. 4)• 
Let 
VJn(x)=Pr{wS x} 
andW° (x) =Pr{wn S x I w0=0f. 
Clearly, 
4Vn(x)=0 for x< 0, 
andV1°(x)=0 (for x< 0), =1 (for x 20) . 
The distribution function ( d.f .)W0(x) is called the 
initial d.f. The purpose of this section is to derive 
a necessary and sufficient condition under which W
n(x) 
converges to an honest limiting d.f. as n tends to 
infinity, and an integral equation which the limiting 
d.f. satisfies. From (2. 6) it follows that for xz0 
and n=0,1,2,•••, 
         ll~n+l (x)=Pr{wn+v11s0}+Pr{wn+vn > 0, wn+uns x} 
=Pr{wn+un s x}+Pr{wn+vn s 0, wr+un > 
=Pr{wn+uns x, un vn < x +Prwn+vns0, u 
Consequently, for x 2 0 and n=0,1,2,•••, 
    x+0y-x (3. 1)Wn+l(x)=J{Wn(x-Y)[1-V(Y-xIY)1+jt~Vn 
                      -(-x      00-00 
                 r°°+0 
         dU(y) +I           <Vn(-z)dV(zIY)dU(Y)• 
                 x+0 -o
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n vn~ x •
 1(ZIY)1.
Lemma 1.  
As n tends to infinity,  e(x) converges to an honest or 
dishonest d.f. W0(x) and 1V0(x) satisfies the following 
integral equation: 
(3. 2) e(x)_(x+O{w°(x-Y)[1-V(Y-x1Y) ]+Iy w0(-z)dV(zIY)}dU(Y) 
   J—vol 
    i 
                   fW°(-z)dV(zI y)dU(y) , for xZO, 
                    x+OJ-oo 
     = 0, for x< 0. 
Proof. 
Since (3. 1) is valid for W (x),for n=0 and x0, 
       wi(x)=U(x)+ J°° V(OIY)dU(Y) SW0(x) 
x+0 
Suppose that VJn_1(x) 2Wn(x) . Then, by (3. 1) ,
                             x+0        W°(x)-W°+l(x)=J_[W1(x)-'~l°(x) ]1l-V(Y-x1 ) ]
              +JY—X[W°-1(-z)-e(-z) ]dV(z I Y)} dU'(y) 
              f00  1+0~~"r°-1(-z)-,'J°(-z)]dV( zl y)dU(Y) 2 0.                         x+0—oo 
Therefore, by mathematical induction, 
W°(x) 2 W +1(x) , for n=0,1, 2, • • • . 
Since`,~~(x) are nonnegative-valuod nondecreasing fu ctions, 
V/°(x)=1in W0(x) exists uniquely and, by monotone 
n+oo n 
convergence theorem (see Lobve (1963) , page 124) , 
satisfies Inte ;ral Equation (3. 2) . Clearly, \J (x) is 
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nonnegative-valued and nondecreasing in x. Moreover, 
W°(x) is continuous from the right. In fact, there 
exist positive numbers n and  E such that for an arbitrary 
positive number e and x z 0, 
0(x)-e(x)<E/2 and W (x+b')-`,V°(x) < E/2•
Consequently,~VO(x+.3)-W0-y~~n(x)+t~~Jn(x)-`T~10(x)« ; 
that is, W0(x) is continuous from the right. However, 
W0(x) may be or may not be an honest d.f. 
     The main problem to solve in the sequel is to 
decide whether W0(x) is an honest d.f. or not. 
Lemma 2.  
If E(un) <0,then W(x)=nimWn(x) exists and is an honest 
d.f. Eurther, W(x) is independent of W0(x) and is the 
unique honest d.f. which satisfies Integral Equation 
(3. 2) with W0(x) exchanged by W(x). 
Proof. 
Consider the GI/G/1 queueing process On+l-L%+un]+. 
Suppose that w0=w0=0 a.s. Since u0zv0 a.s., w1Zw1 a.s. 
If wnzwn a.s., then 
wn+1-wn+1-I{wn+un>0, wn+vn>0} (On wn) 
          +I{1vn+un> 0 , wn+vnS 0} ((?'vn+un) Z 0a.s., 
                                                   where denotes the characteristic function of event•. 
Consequently v"vnnwn a.s., for n=0,1,2,---. It follows 
from Lindley (1952) that On converges in distribution to 
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a proper randon variable. Hence, W°(x) is the honest 
 d.f. Let 
       Sri ui 
andrri min{v0,SO+v1,..•,Sn-i+v  
Denote by T the first passage time to { wn=0} ; that is, 
T={n; w0+rn-1>0 and w0+rn0L 
Letpri Pr{T=n} . Clearly w0+r11Sw0+Sna.s. and, by 
the strong law of large numbers, 
w0+Sn --~ -w a.s., as n-)oo. 
00 




andlim °l0 (x)=1r10(x), 
n9oo n-i 
W(x)=1im\V(x)=W0(x); 
                  n that is W(x) is independent of 10(x) and satisfies 
Integral Equation (3. 2) with W0(x) exchanged by W(x). 
Suppose that this integral equation has another honest 
d.f. W*(x) as solutions. Put W0(x)=W*(x) . Then Wn(x) 
=W*(x) for all n=1,2,•• •. Therefore W(x)=W*(x) . The 
proof is concluded. 
Lemma 3. 
If E(u
n)0, (2. 5) is satisfied and 
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(3. 3) p=1—V(0)>  0, 
thenW(x)=0 for —oo<x<oo. 
Proof. 
Denote byw~ the random variable wn conditioned by w0=0 
a.s. Clearly w0Z0 a.s. and if wn wn° a.s., 
then wn+1—wn+1=l{w+vn>0} (w—w°)+I{wn+vn>0,w°+vn0)(wn+un) 
ZO a.s. 
Consequently, by induction, 
                   wnZw°a.s., for n=0,1,2,•••. 
This inequality implies that 
W°(x) 2Wn(x), for all x and n=0,1,2,•' . 
Hence it suffices to prove that W°( x)=0 for —oo<x<oo. 
LetTO={n; rn-1>0' rn~O}' 
               gn=min{SO,S1,•• •, Sni, 
andT=€n; gn-1, 2*ri 0}• 
Let A be the event { r1>0, Sk>c } for a positive integer k 
such that Pr{un>c/k Iv11>01 > ; finite k exists always by 
(2. 4) and (3. 3). Denote by 6 the recurrent event 
{w0=0}. To begin with, the case of E(u11)=0 is discussed. 
Since by (2. 4),~
n2.rn a. s. , T~TO a. s. Note that 
E(Iu
ni )< oo , by (2. 4) and (2. 5) . According to Spitzer 
(1956) , T is a proper random variable with E(T)= oo . 
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Therefore, T° is also a proper random variable and  ~s 
is a persistent and aperiodic recurrent event. By 
(2. 5) and (3. 3), 
E(20)1 TO dP=Pr (A) E(T°I A) 
A 2Pr(vi>0, ui>c/k, 1=0,1, 2• • •, k)1 E(T)+k} 
=b• Pr{ u0>c/kI v0>0}} kiE(T) . 
Consequently, from Feller (1957, page 286),lim~Pr{ v/ =0~=0. 
        +0 
Since by (3. 2), W°(0)=JW0 (-y)dV(y), (0)=0 implies 
         -cO 'l10(c)=0. Moreover, sincee(c)=J°(c-y)dU(y), 
                                           -c 
W0(c)=0 implies W0(c+d)=0, where d is a positive number 
such that U(-d) > 0. Si.nilarly, 0(c+nd)=0 for n=2,3, • • • . 
Hence, W0(x)=0 for -oo<x<oo.In case of E(un) > 0, T is 
an improper random variable. That is, 11.11.T. Pr{r> 01. >0. 
For sufficiently large n, 
Fr{rr> 0} ZPr( A) •Pr{rn> 01:1 2 Pr(A) •Pr{r > 0}_ 
Therefore, 111-..1).g-141-111-..1).g-14imoPr{rn> 01 2 Pr (A) •n-li,o. -r{r 0}> 0. 
          Do 
Hence,ZPr( T0 -im Pr{rn> 0}< l; that is, TO is 
n=0 
also an improper random variable. Therefore, E) is. a 
transient recurrent event and1rnPr{w0=0}=0. In a 
similar manner to the above case, e(x)=0 for —oo<x<oo. 
Tne proof is concluded. 
The following-theorem results directly from Lemmas 2 
and 3. 
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Theorem  1. 
Suppose that (2. 5) and (3. 3) are  satisfied. If and 
only if E(un) < 0, W(x)=i Wn(x) exists and is an honest 
d.f. Moreover, W(x) is independent of the initial d.f. 
and is the unique d.f. solution of the following integral 
equation: 
         W(x)_x+0W(x—y)[1—v(y—xJy)+y—xW(—z)dV(zIy)dU(y) 
         r+0 
              +JW(—z)dV(zl y)dU(y) , for x.0, 
                    x+0 —oo 
     = 0, for x< 0. 
     The above theorem leads to a necessary and sufficient 
condition under which the fixed—cycle traffic light oueue 
has the stationary distribution. Since by (2. 3), 
vn=inf{Kn(r), inf Kn(r+t)+./n t}}, 
0<t~g 
Condition (3. 3) will be satisfied except possibly for a 
very.li,ht traffic or an artificially controlled one. 
Denote by m the mean service time and by £ the mean lost 
time. It follows from Wald' s theorem (see Takacs (1962) , 
page 231) that E(Kn(T)) TmT. 
Theorem 2.  
Suppose that (3. 3) is satisfied. The fixed—cycle 
traffic li7ht que,a_c has the stationary distribution, if, 
and only if 
                     135
 .mT +4 <g. 
     If the arrival process xn(t) has stationary independ'ent 
increments, then (3. 3) is satisfied, unless X or m 
vanishes. Hence the above theorem includes Darroch's 
(1964) result as a simple case. 
    In the above theorems, it is assumed that (3. 3) is 
satisfied. In the following, a very light traffic or an 
artificially controlled one which satisfies vn5.0 a.s. 
is briefly discussed. In fact, the ideal synchronization 
of traffic lights may compel the traffic arriving at the 
intersection to satisfy vn< 0 a.s. In this case, by (2. 6), 
'N
n(x)=0 (for x< 0), =1 (for x2.0), .for all n. 
Therefore, if E(un) < 0, then by Lemma 2, 
         W(x)=0 (for x<0), =1 (for x20).
If E( IunI ) <oo and E(un)=0, then again,4 `l(x)=0 (for x < 0), 
=1 (for x 2 0), since from Chung and Fuchs (1951), T is a 
proper random variable. Finally, consider the case of 
E(un) > O.If Pr{w0+v0>0}> 0, (2. 5) is satisfied and 
there exists a finite positive integer k such that 
Pr{u0>c/k( w0+v0>01 > 0, then in a similar manner to the 
proof of Lemma 3, W(x) is a dishonest d.f. On the other 
hand, if w0+v0 5 0 a. s . , or Pr{w0+v0 > / > 0 and Pr{u05 O lwO 
+v0> 01=1, then clearly VI(x)=0 (for x< 0), =1 (for xz0). 
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Hence, for the very light traffic and the artificially 
controlled one, the fixed—cycle traffic  li=;ht queue has 
the stationary distribution W(x)=0 (for x <0), =1 (for 
x20),  if xmT+ t S g, or if AmT+$ > g and the initial 
server occupation time w0satisfies w0+v0<_0 a.s., or if 
xnT+,Q >g and Pr.[w0+v0>01  0 and Pr{u050 w0 +v0>03. =1.
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4. 4. A successive  aproximation of the limitin.z 
      distribution 
     In the preceding section, the integral equation for 
the limiting d.f. has been obtained. Even in a simple 
case, however, it may be difficult to solve it. In 
this section, a successive approximation of the limiting 
d.f. is presented. Suppose that E(un) < 0. Let W(x) be 
the limiting d.f. of the GI/G/1 queueing process: 
n+1=[wn+un]+. Therefore, W(x) satisfies the following 
integral equation: 
(4. 1)7(x)JxW.(x-y) dU(Y) • 
                              00 
Newell (1960) , Miller (1963) , Darroch (1964) , McNeil 
(1968), Siskind (1970) and others used this simplified 
model to obtain approximate values of the mean stationary 
delay per vehicle for fixed—cycle traffic light queues. 
Theorem 3.  
Suppose that E(un)< O. Put Wo(x)=W(x) and 
                           x+0 (4. 2)Wn+1(x) JWn(x—Y)[1—V(Y—x(Y)]dU(Y) 
                                    —00 
                          J°°ooCy—x]—                     +Wn(—z)dV(zIY)dU(Y)•                            ——o0 
Then (x) S W1(x)5• • •SWn(x) S INn+1(x)S• • • 
and W
n(x) converges to the limiting d.f. Vi(x), as n tends 
to infinity. 
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Proof. 
The proof is straightforward. It follows from (4. 1)  , 
and (4. 2) that 
          x+0y–x1         \v1(x)–W(x)=j—J—ootW(–z)–Pi(x–y)!dV(zIY)dU(Y) 
                      ~ 
                  +(oD W(–z)dV(zly)dU(Y)Z0.                   Jx+0f4-0A                                              –oo 
Consequently, in a similar manner to the proof of lemma 1, 
 n+1(x)  Z.W (x) for n=1,2,—. 
The latter half of the theorem is deduced directly from 
Theorem 1. 
     This theorem indicates that approximate values by 
several authors are improved successively by (4. 2).
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4. 5.queue  
     Consider a traffic along a major road into an 
intersection controlled by a semi–vehicle–actuated traffic 
 light. with detectors on a minor road. It is assumed 
throughout this section that the traffic on the major 
road is stochastically independent of that on the minor 
road. A control al,florighm is set up for the traffic light 
and controls the switching of the light according to 
events occurring in the traffic on the minor road. 
Therefore the traffic light turns red or green independently 
of vehicles arrivinr on the major road. The lengths of 
red period and green period are random variables, whose 
stochastic properties are-determined by the control 
algorithm for the traffic light and the arrival process, 
if necessary, service times and lost times for vehicles 
arriving on the minor road. However there may be 
various types of control algorithms. Since the queue 
on the major road is concerned primarily with stochastic 
propertiec of red periods and green periods, the following 
condition analogous to (A) is made in order to maintain 
generality: 
(A') The lengths of the nth red period rn's (n=0,1,2,—) ) 
and those of the nth ;green period gn's are mutually 
      independent and identically distributed random
      variables with finite mean and finite variance, 
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                                                      4
      respectively, and independent each other. 
Denote by r and g the mean lengths of the red period  and, 
the green period. Consequently the lengths of the nth 
cycle Tn's (n=0,1,2,—) are mutually independent and 
identically distributed random variables with finite 
mean T(=r+g). 
(B') The stream of vehicles on the major road is a 
      stationary one without after-effects and has finite 
intensitylL. 
iLoreover suppose that the same Conditions (C) through (E) 
as in Section 4. 2 are satisfied. The same notations as 
in Section 4. 2 are used in the sequel. The following 
recurrence relation between wn and wn+l(n=0,1,2,•••) is 
obtained in a similar manner to (2. 1): 
(5. 1) wn+1-1ATn+Kn(Tn)-[gri, 
              if wn+inf{Kn(rn), inf n(rn+t)+Qn-t, 
0<t`-g 
Kn(Tn)-[gn ,Qn]+} >0, 
= 0 , otherwise. 
It is to be noted that the above recurrence relation 
holds not only for vehicles going straight on or turning 
left but also for ones turning right. Put 
(5. 2) un=Kn(Tn)-[gn-.Qn]+ 
(5. 3) and vri inf{Kn(rn) , inf 1 Kn(rn+t) +,en t }, 
                           0<tsg 
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 Kn(Tn)—Cg"n  tn~+~. 
Clearly, {ui1ls and { vj are sequences of mutually independent 
and idontically distributed random variables with finite 
mean and satisfy (2. 4). Hence the semi—vehicles—actuated 
traffic light queue is reduced to model (2. 6) . However, 
(2. 5) is not always satisfied for the . semi—vehicle— 
actuated traffic light queue. Moreover, from Wald' s 
theorem 
              E(uj1) =XmT —E[gn.n ~ +1 
and (3. 3) is satisfied, unless T. or m vanishes. It can 
be assumed without loss of generality that Nand m are 
positive numbers. Since by the central limit theorem, 
n 
X T --)a. s . if and only if n -o , Lemma 2 and Theorem 1 
i=0 n 
lead immediately to the following theorem. 
Theorem 4.  
The semi—vehicle—actuated traffic light queue has the 
stationary distribution, if 
~mT< ECgn—.Qn~+~ 
and only if, under Condition (2. 5), the above condition 
is satisfied. 
.Suppose that 
(5. 4)gZ-ea.s.          nn 
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This assumption appears to be  satisfied in practical 
situations. Then Theorem 4 reduces to: 
Corollary 1  
The semi—vehicle—actuated traffic light queue has the 
stationary distribution, if 
xmT +.e < g 
and only if, under-Condition (2. 5), the above condition 
is satisfied. 
     To maintain generality of the control algorithm of 
the traffic light, the arrival process on the minor road 
and so on, only one Condition (A') has been made for 
them. In the following, two typical examples of semi— 
vehicle—actuated traffic light queues are discussed which 
satisfy Condition (A'). To begin with, suppose that 
Conditions (C) through (E) are satisfied for vehicles 
arriving on the minor road. Denote by m' and Q' the mean 
service time and the mean lost time, respectively. 
Loreover it is assumed that service times and lost times 
have finite variances and that: 
(F) The traffic light stays red durin.g the discharge time 
     of the queue on the minor road and turns green at the 
    beginning of the first time interval of fixed length
     a (20) during which no vehicles arrive on the minor 
    road. It turns red at fixed time b (z0) after any 
     vehicle arrives on the minor road. 
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(G) The stream of vehicles arriving on the  minor road is 
     a compound Poisson process with mean arrival rate 
X( Xm' < 1) and mean i.nterarrival time 1/µ' . 
Since the traffic stream of the minor road has.stationary 
independmt increments with finite variance (see Janossy, 
hcnyi and Acz61 (1950) or Parzen (1962), pa,;e 130), 
Conditions (C) throu„h (G) imply that Condition (A') is 
satisfied. It follows from Gayer (1959) and Darroch, 
Newell and Morris (1964) that 
g= a+b +1/(.t' 
and 
r=m14. +X (b+$' )}/(1—X m' )+€exp(µ' a)—(1+ a)}/r' 
Therefore, from Corollary 1, the semi—vehicle—actuated 
traffic light queue which satisfies (C) to (G) has the 
stationary distribution, 
ifAmµ'm'{1+7: (b+.C' )}./(1—Tm')+Tm exp(1.t.'a)+µ'b} 
           < 1 +1.'(a+b,e). 
     As the other example, suppose that the control 
algorithm is: 
(F') The traffic light stays red for the time interval 
      of fixed length r and turns green. It turns red 
      at fixed time b (Z0) after any vehicle arrives on 
      the minor road. 
Moreover, in stead of Conditions (C) through (E), suppose 
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that the queue on the minor road discharges a.s. during 
one  red period. Then Conditions (F') and (G) imply that 
Condition (A') is satisfied. Clearly, 
g=b+1/µ'. 
Consequently, from Corollary 1, the above semi-vehicle-
actuated traffic light queue has the stationary 
distribution, if 
p.' (X m r +t) < (1-Am) (1 + t4' b) . 
Consider the intersection and vehicles arrivin on the 
minor road as the pedestrian crossin controlled by a 
traffic light with detectors or push-buttons and 
ar,ivins; pedestrians, respectively. Then the above 
example gives a good approximation to the queue of 
vehicles in front of the pedestrian crossing.
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4. 6.  Concludin',  remarks 
     In this chapte:L', the fixed—cycle traffic light queue 
and the semi—vehicle—actuated one have been reduced to 
the generalized model (2. 6) of the GI/G/1 queueing 
process. The vehicle—actua ed traffic light queue 
discussed by Darroch, Newell and Morris (1964) also is 
reduced to model (2. 6) with w0-~-v0.0 a.s. and v
nSOa.s. 
     In this chapter, {u111 and{.vial are assumed to be 
sequences of matually independent and identically 
distributed random variables. If they may be sequences 
of dependent random variables, a variety of practical 
vehicle—actuated traffic light queues may be-reduced 
to model (2. 6) with (2. 4) . It is hoped to investiate 
this model.
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                                                                                                            ti. 
Chapter 5. Traffic  Lir;ht Queues with DeDendent Arrivals
5. 1. Introduction 
     In the preceding chapter, it has been shown that a 
rather general fixed-cycle traffic light queue reduces to 
a generalized model of Lindley's (1952) for the GI/G/1 
queueing process, and a necessary and sufficient 
condition is derived under which a stationary distribution 
exists. These results are based on the condition that 
the arrival processes in green periods are mutually 
independent and identically distributed. This condition 
seems quite practical, especially for arrivals at an 
isolated signalized intersection. Arrivals at a usual 
intersection, however, are influenced by traffic lights 
of other intersections, upstream bottlenecks and so on. 
Hence it is open to question whether arrivals are 
independent. In this chapter this condition is dropped 
and it is assumed that the arTival process is strictly 
Stationary and the number of vehicles arriving in each 
cycle is ergodic or metrically transitive (see 
Condition (B) in the next section). The main purpose 
of this chapter is to show that a fixed-cycle traffic 
light queue satisfyin this • assumptiou on.. arrivals 
reduces to a. generalized model' of _ Loynes' (1962) and 
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to derive a sufficient condition under which a stationary 
 distribution exists. 
     In the preceding chapter, a rather general semi— 
vehicle—actuated traffic light queue also has been 
dealt with. In this chapter, under the weakened assumption 
similar to that ofthe fixed—cycle traffic light 
queue, a semi—vehicle—actuated traffic light queue is 
discussed and a sufCicient condition is derived under 
which a liui tin_; distribution exists. Finally two 
typical examples of semi—vehicle—actuated traffic light 
queues are discussed.
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5. 2.  Fixed-czrcle traffic light queue 
     Consider a traffic into an intersection controlled 
by a fixed-cycle traffic light. Suppose that the 
following five conditions are satisfied. 
(A) One cycle of the traffic light comprises one 
     (effectively) red period of fixed length r and one 
     successive (effectively) green period of fixed 
     length g. 
Denote by T(=r+g) the cycle length and by xn(t)(0<t5T, 
n=0,1,2,—) the number of vehicles which arrive at the 
intersection during the time interval of length t from 
the beginning of the nth cycle, i.e. the time interval 
(nT, nT+ t]. Vehicles arriving at the intersection 
during the nth red period have to wait till the beginning 
of the nth green period at the shortest. Therefore if 
stochastic properties of xn(r) are given, then those of 
xn(t) (O < t <r) are unnecessary for the following analysis. 
That is, it sufficies for the following analysis to 
specify stochastic properties of the arrival process in 
the nth green period xn(r+t) (05.t 5g). The sequence of
arrival processes in green periods { xn(t) (r s t s T) ; n=0, 
1,2,...} is called strictly stationary, if for arbitrary 
nonnegative integers k
n(n=0,1,2,...) and arbitrarily fixed 
tni (n=0,1,2,..., i=1,2,...,kn) such that r s tn1_••Stnic 
ST, the sequence of random vectors {(xn(r), xn(tnl), 
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xn(tnl~),xrl(T)) is strictly stationary.This means 
      n that for  -  <  m<•  •  •<n, any nonnegative integer h and 
arbitrary set A,B,C, 
Pr{(x.e(r),xt(t,el), • • •,x,e(t$kt,)'xt(T)) E A, (xm(r), 
xm( ` 'ml), ...,x m(tmk ),xm(T)) E B, ..., (xn(r), 
m 
           xn(tn1),..•,xn(tnk),xn(T))6 C/ 
                              n 
           =Pr{(xt+h(r)'xti-h(tti),...,xt+h(kkt)' 
xe+h(T)) EA'(xm+h(r)'xm+h(tmi),..•'xm+h(tmk)' 
             x
m(T))E B,...,(xn+h(r)'xn+h(tnl),..., 
           xn+h(tnk)'xn+h(T)) EC}. 
                     n In particular, for n=1,2,—, 
        Pr4(x0(r),x0(tOl),•••,x0(tOk)x0(T))E Al 
0
        _Pr{(xn(r),xn(t01),...,xn(tOk),xn(T))E A}.
                                  0 Le-L; Z.(•) be the expectation of • . 
(B) The sequence of arrival processes in green periods 
    {xn(r+t)(05tSg); n=0,1,2,••• } is strictly 
     stationary. In particular, {xn(T)} is ergodic or 
    metrically transitive (see Doob (1953), page 457) 
    and E{xn(T)}<oo. 
(C) Service times of arriving vehicles and lost times 
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     in all cycles are  mutually independent and identically 
     distributed random variables with finite means, 
     independent each other and independent of the 
      arrival processes. 
These two conditions seem reasonable and practical. 
(D) Once the queue discharges, it almost surely (a.s.) 
     does not reform during the remaining green period. 
This condition represents the most distinctive feature 
of the traffic light queue. 
(B) The service discipline is "first—come, first— 
      served" and "preemptive resume". 
It is to be noted that except for Condition (B), the 
same assumptions as in the preceding chapter are made. 
Let s and en be the service time of the ith vehicle 
     ni 
arriving in the nth cycle and the lost time in the nth 
cycle, respectively. Clearly en < g a.s. Denote by 
K_(t) the total service time of vehicles arriving in the 
time interval 1-;(0<t  < T) from the beginning of the nth 
cycle. Let wn be the server occupation time at the 
beginning of the nth cycle. Then the same recurrence 
relation between wn and wn+1 (n=0,1,2,.••) as in the 
preceding chapter holds as follows: 
(2. 1) wn+1=wn+Kn(T)—(g—t,i) , if wn+inf{Kn(r) , 
              inf {K (r+t)+.Qt}}>0, 
0<tsg n 
                 =0, otherwise.
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It should be noted that this relation holds both for 
vehicles  going straight on or turning left End for ones 
turning right, although these two types of vehicles are 
se .paretcly dealt with. Put for n=0,1,2,—,     
(2. 2)un=X (`-r)-(t-411) 
(2. 3) andv=inf{K(r),inf 1Kn(r+t)+$n         nn0<tsg 
Since without loss of generality Kn(r+t) can be assumed 
to be separable (see Boob (1953), page 57), vn is well-
dofined. It is evident that 
'(2
. 4)un.vn a.s. 
P•.oreover the following lemma holds. 
Lemma 1.  
If Conditions (B) and (C) are satisfied, then the 
sequence { (un, vn) defined by (2. 2) and (2. 3) is 
strictly stationary, { unl. is ergodic and E { fu~ < . 
Proof.x
n(r+t) 
SinceKn(r+t)=Z sni ' 
                          i=1 




Consequently Condition (B) compels that for arbitrarily 
fixed seauence { tni } such that 0<tn14• • •<tni<• • •<g, the 
sequence of random vectors €(Kn(r),Kn(r+tn1),•••,Kn(r+tni), 
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 •••,Kn(T)) is strictly stationary. Furthermore , the 
separability of Kn(r+t) implies that vn=inf{Kn(r), 
€niKn(r+tni)+1ntni1'). a.s. ,where{tni)ris a sequence  tml
satisfying the conditions of the separability condition . 
Since { n is a' sequence of mutually independent and 
identically distributed random variables and independent 
of { Kn(r+t)}, {(un,vn)~ is strictly stationary by (2. 2) 
and (2. 3). In order to prove the ergodicity of {.121111 
                                                    it sufficies to show that {Kn(T)1 is ergodic, because 
{~11 l is ergodic and independent of {K11(T) 1 (see Docb 
(1953), page 460). The proof is based on the necessary 
and sufficient condition for ergodicity (see Billingsley 
(1965), page 17). Let A and B be arbitrary Borel 
measurable sets of i dimensional Euclidian space and j 
dimensional Euclidian space. For positive integers 
k<k2<• • •<ki and ,e1<e2<• • -<ij, 
n-1 
         nn OPr(Kkl(T),•••,Kk.(T))EA,(Kh+Q1(T), • 
                        ...'Kh+,g (T)) E B} 
r_-1m1 
     =1im 1Pr (Z, s ,•••, n >oo nh=0 f ml , ... I mi / nl , ... , nji=l l'1i 
  min1n. 
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 xh+t  (T)=ni }
                            ml 
= .~(Pr~,                                           shi'...' 
( 
  ml,..,mi,nl,..njl i=11 
m.
1n. 
Z ski) E A}Pr{(Zs,...,~~s) EB} 
       i i=1i=1 tili=1 til 
 Prxk1(T)=ml,...'xki(T)=mi}PrIx~(T)=nl, 
                            1 
 ...,x (T)=nil 
J
                   1k =pr{(IC(T), ...,(T)) E A/Pr4(I~(T),---,  kl1't1 
K (T) EB}.
This means {Kn(T) } is ergodic. It is clear by Conditions 
and (C) that E {iunI }< oo. The proof is concluded. 
     Therefore the fixed—cycle traffic light queue 
which satisfies Conditions (A) through (E) is reduced to 
the following general model • for n=0,1,2, • • • , 
(2. 5)wn+1=wn+un, if wn+vn 7 0, 
                   =0 , otherwise, 
where i (u11, vn) $ is strictly stationary and n.1 is 
ergodic. This recurrence relation was discussed in the 
preceding chapter, where {(un, vii)' was a sequence of 
mutually independent and identically distributed random 
variables. The previous model is an extension of 
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(B)
 Lindley's (1952). While Loynes (1962) investigated a 
different extension to Liridley' s model, expressed by 
wn+1-[w11+u11]+,where [x]+=max(0, x) and.(un was 
strictly stationary and ergodic. Hence the above 
model (2. 5) is a generalization to Loynes' model. 
    Letn(x)=Pr{wnSx.Denote by wnthe random 
variable wn conditioned by w0=0 a.s. and by`Nn(x) its 
distribution function. In the following the above model 
(2. 5) with (2. 4) is dealt with. The following lemma 
is prepared in order to derive a sufficient condition 
for the stationary distribution of {wj to exist. 
Lemma 2.  
As n tends to infinity, W°(x) converges monotonically to 
an honest or dishonest distribution function W0(x). 
Proof. 
This lemma can be proved in much the same way as Lemma 1 
of Loynes (1962) . According to Doob (1953, page 456), 
the strictly stationary one-sided randon sequence 
{(un,v,1);n=0,1,2,-1    can be extended to .che strictly 
stationary two-sided random sequence {(un, vn); n=-••,-1, 
0,1,...} without any change of the joint distribution of 
the random variables (u0,vn),•••,(un,vn). For this 
two-sided random sequence { (un, vn) 1- and nonnegative 
integer m, put for n< -m 
w(m)=0 a.s. 
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and  for  r n -m 
             wnm)=w(nm)+un , if w(m) +vn >0, 
                                                  =0, otherwise. 
Let I{ • 1 be the characteristic function of event • . 
Since 
              wnm+l)=wnm) =0 for  < -m 
and by (2. 4) wnm+l)=I {vn>0} un20=wnm) for n=-m,it 
follows that 
                w(m+1)Z w(m) a. s. for n S -ra . 
Ifw(m+l )2w(m)                                   a.s. for some n, 
then          (m+1)(m) 
n+ln+1 
        =I{ `rwnm+l) +vn> 0( w(m+1) un) -*(nm) +vn> 011.( w(nm) +un ) 
        =I{w(m+1)+vn>01(vw(nm+l)-wnm)) 
         +I{wnm+1)+vll>0,wnm)+vri0}(wnm)+un)20 a.s. 
Consequently by induction, w(m+1)zw(m) a.s. for all m and 
n n 
n. Therelorek)n); n=0,1,2,••• }is amonotone nondecreasing 
random sequence andas n tends to infinity,w0 n) converges 
to a proper or improper random variable. While from the 
strict stationarity of { (un, vn)1 , the distribution 
function1:7°(x) of the random variable w0_w(0)is the same 
as that of w(n). HenceVln(x) converges monotonically to 
an honest or dishonest distribution function W0(x), as n 
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tends to infinity. 
 Theorem. 1.  
If(un)< 0, thenl'Jn(x) converges to the unique honest 
distribution function independently of the initial 
distribution, as n tends to infinity. 
Proof. 
To -begin with, it will be proved that W0(x) is the honest 
distribution function. Let Sni=;E: u.,for i=0,1,2,---,n. 
                                j=1 Clearly by (2. 5), wlS[u0]+ a.s. If wn [sup Sn—li]+ 
a.s., then by (2. 4), 
        w~+1=I{w~+vn.01(w°+un)<_I{w°+ur>01(w +un) 
[[sup Sn—li1++un]+=[sup Sni]+ a.s. 
ii 
Therefore by induction, for all n=0,1,2,---, 
w° s[sup Sn-1i1+ a.s. 
Since from the ergodic theorem (see, for example, 
Billingsley (1965), page 13), 
limS n./(n—i+l)=E(u0) < 0 a.s. 
for arbitrarily fixed i, [sup Sn—iii+ is a.s. finite 
for all n. Consequently from the monotone convergence 
of W°(x), VJ0(x) is the unique honest distribution 
function. Define the first passage time T of wn starting 
from any proper random variable w0 to zero as 
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          T=0 if w0=0,otherwise 
          T={n;w0+ min [Si-l0+v.1 >0,wO+Sn-20+vn-15O}, 
 isn-2 
where for  i<  0,S10~0andviE.0. It is obvious that 
         Z Pr{T=n}=l-imPr{w0+inf[Si-10+v.]>0. 
n=0isn 
Since SnO -oo a.s. as n-+oo, T is a proper random variable. 
Suppose that wn~wn a.s. Then 
        wn+lwn+l-I{w~+v11>01(wriw0) +I{wn+vn> ,
wn+vn0}(wn+vn) 
                  2 0 a.s. 
By induction, for all n=0,1,2,•••,w
nna.s., because 
w0z03w0a.s.1s.Therefore on the eventT=n1,wriw0=0 
and then w, =w, for all k=n+1,•••. Since T is a proper 
1L 
random variable, Wn(x) converges to W0(x) independently 
of the initial distribution, as n tends to infinity. 
The proof is concluded. 
     It should be remarked that this theorem holds on 
the condition that, instead of the erodicity of .( un}, 
{un obeys the stron law of lar(2;e numbers, since in 
the above proof, the former is used to assure the latter. 
Denote by XT the mean number of vehicles arriving in one 
cycle, by m the mean service time and by t the mean lost 
time. It follows from Condition (C) and Vald's theorem 
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(see  Takdcs (1962), page 231) that E(Kn(T))Am~T. The 
above theorem leads directly to a sufficient condition 
under which the fixed-cycle traffic light queue has the 
stationary distribution. 
Theorem 2. 
If AmT+.Q <g, then the. fixed-cycle traffic light queue 
which satisfies Conditions (A) through (E) has a unique 
stationary distribution independent of any initial 
distribution.
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 5. 3. Semi-vehicle-actuated traffic light queue 
     Consider traffic along a major road into an 
intersection controlled by a semi-vehicle-actuated traffic 
light with detectors on a minor road. Let r, b
n and 
Tn(n=U,1,2,• ") be the lengths of the nth red period, the 
nth green period and the nth cycle, respectively. In 
order to maintain generality, the following assumptions 
are made which are weaker than the corresponding ones 
in the preceding chapter: 
(A') The sequence of positive random vectors {(Tn,gn); 
n=0,1,2,...-} is strictly stationary and ergodic, 
      and E(T n)=T<oo. 
Let r be the mean length of the red period and g that of 
the green period. Suppose that the Oth cycle begins at 
time zero. Denote by x(t)(t > 0) and xm the numbers of 
vehicles on the major road in time interval (0, t] and 
in the mth unit time interval (m, m+l]. It is proper to 
assume that the traffic light turns.red or green 
independently of vehicles on the major road. 
(B') The arrival process x(t) on the major raod is 
      stationary and independent of {(Tn,gn)$. In 
      particular the sequence 1 xmT is ergodic with
     i2(x)=.X(#0)<0° • 
The stationarity of the arrival process means that the 
joint distribution of arrivals in a set of arbitrarily 
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fixed time intervals is invariant under translation 
 (Khintchine (1960), page 24). 
(C') Service times of vehicles arriving on the major 
      road and lost times in all cycles are mutually 
      independent and identically distributed random 
      variables with finite means, independent each 
     other and independent of {(Tn,gn) 1 and the 
arrival _process. 
1,.oreover suppose that the same Conditions (D) and (E) as 
in the preceding section are satisfied. The notation 
similar to that in the preceding section is used in the 
sequel. Since if gns ~n, then wn+l-wn+Kn(Tn),it follows 
from Conditions (A'), (D) and (E) that the following 
recurrence relation between w and wn+1(n=0,1,2,.") is 
obtained in a similar way to (2. 1): 
(3. 1) wn+1=wn+Kn(Tn)-Cgn-'e11]+, if wn+inf{Kn(rn), 
inf { K1(rn+t)+_t},Kn(Tn)-1gn-.Qn1}>0, 
0<t<gn 
                =0, otherwise. 
Put 
(3. 2) un=I~n(T11)-~Gn~n1+ 
(3. 3) and vn=inf{Kn(rn) , inf{Kn(r11+t) int }, 
0<t<gn 
                               Kn(Tn)—[gn—,en]+}. 
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Clearly  vn is well-defined and un and vn satisfy Relation 
(2. 4). Furthermore the following lemma holds: 
Lemma 3.  
If Conditions (A'), (B') and (C') are satisfied, then the 
sequence 1 (un,via) } defined by (3. 2) and (3. 3) is 
strictly stationary and { un I obeys the strong law of 
large numbers. 
Proof. 
It follows from Condition (A') that {. (rn, gn) } and 
{(Tn,rn)} are strictly stationary. Yoreover from 
Condition (B' ) it follows that for any positive integer 
k, any nonne27;ative numbers t, u, tl<t2<- • •<tk and 
arbitrary k-dimensional closed set A,
Pr{(x(t+tl)-x(t),x(t+t2)-x(t),..•,x(t+tk)-x(t))EA} 
=Pr{(x(u+t1)-x(u),x(u+t2)-x(u),'••,x(u+tk)-x(u))ECA}.
Besides for 0 S t S g, 
                   n
n-1 n-i 
         xn(rn+t) =x(Z Ti+rn+t)-x(Z Ti) a. s . 
i=0i=0 
Therefore for .e <re<•  •<n and any integer h, the joint 
distribution of xt(r_e+t) (0 5 t S gt) , xm(rm+t) (0 S t S gm) , 
... and x
n(rn+t) (0 S t S gn) conditioned by values of 
t-1m-1 
OT. ,r, gt,i=2+1Ti, rmgm, ...9rnand gn is equal 
to the joint distribution of xt+h(r .Q+h+t) (05 t s g$+h) 
x
m+.h (rm+h+t) (0 S t S gm+h) , • • • and xn+h (rn+h+t) (0 S tgn+h) 
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 h-1s.e-1 
for ariy  .7 T. conditioned by the same values of -~Ti+h, 
  d.:=0m-1i=„0 
rl±h, gt+h, Ti+h, rm+h, gm+h, ` .. rn+11 and 
                 Ori account of Condition (A') , the sequence {x(r n+t )  (0 
StSg1) J is strictly stationary. Hence in a similar way 
to the proof of Lemma 1, {(un, vn)1, is strictly 
stationary. From Conditions (A' ) and (C' ) , it suffices 
to prove that 1 Kn(Tn) } obeys the strong law of large 
n.ambers, in orde to prove u _obeys this law. Let 
n-1nn~~l 
   [,Ti],yn•xiand yn=,Z xi(T.),where [•]means the 
i=0i=0i=0 
maximal integer not exceeding • . By Condition (A') , 
n-1 n-1 limqn-ni~ n{Ti+(qn5'Ti)=E(Tn)=T a. s. Therefore 
i=U i=0 
by onditions ` (B.') and (C') , m yn/q1=E(xi )_ a. s . and 
nmms.j/yn=E(s.j)=m~..s..Consequently, 
    1 
                  n-1      11fYny' 
           mnZK• (T.)=1~-~nlZs.+~,s.         1=0J=1j=y n+1 
Yf, 
= im qn `  Yn 1 L , s' n q
n Ynj=1 J 
=AmT =E{Kn(Tn)}. 
The proof is concluded. 
     Hence the semi-vehicle-actuated traffic light 
queue is reduced to (2. 5) in which {(ur,vn)} is strictly 
stationary and satisfies (2. 4) , and { un } obeys the 
strong law of large numbers. It is clear that E(un) 
=.AmT-1 {[g"',Q1]+1. The following theorem results 
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directly from Theorem  1 and the remark following it. 
 Theorem ; 
NNrvNN--- 
If)mT< L[gn-,~11]+},then the semi-vehicle-actuated 
traffic light queue which satisfies Conditions (L') 
through (C') and (D), (E) has a unique limiting 
distribution independent of any initial distribution. 
     Under the assumption :~n nZ~a.s., it has been 
                               ~ shown in tho precedin:; chapter that the condition 
ALIT-q<` is sufficient for the stationary distribution ibuti n 
to exist. If this condition is satisfied, then.NmT<E{[g 
                                                             n because [€~n~~-,~_,]+zg-.~ a.s.              . n n 
Corollary 1.  
If XmT-:-.e.<g, then the semi,vehicle-actuated traffic 
light queue which satisfies Conditions (A') through (C') 
and (D), (L) has a unique limiting distribution 
independent of any initial distribution. 
     To maintain generality of the control algorithm of 
the traffic light, the arrival process on the minor road 
and so on, only one Condition (A') has been made for 
them. In the sequel, two typical examples of semi- 
vehicle-actuated traffic light queues are discussed 
which satisfy Condition (A') . The first example 
satisfies Condition (C') for vehicles arriving on the 
minor road and the following assumptions; 
(F) The traffic light stays red during the discharge 
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     time of the queue on the minor road and turns green 
     if no vehicles arrive at the end of that discharge
     time. It turns red at the instant any vehicle 
     arrives on the minor road. 
(G)  The interarrival times of vehicles on the minor 
     road are mutually independent and identically 
     distributed random variables with finite positive 
mean 4 such that m'/d < 1 for the mean service time 
m'. 
Note that the green period of the traffic light coresponds 
to the idle period of the GI/G/l queue on the minor road, 
that is, the positive time interval during which the 
GI/G/1 queue on the minor is expty; on the other hand, 
the red period corresponds to the residual busy period, 
that is, the time interval between the end of the idle 
period and the first instant thereafter at which the 
queue becomes expty under the condition that the first 
vehicle has to wait till the end of the lost time. 
Therefore {(ln,gn)1 is a sequence of mutually independent 
and identically distributed random vectors; this fact 
implies Condition (A' ) is satisfied.Denote by e•„).and 
n(n=1,2,•••) the interarrival time between the nth and 
the (n+l)th vehicles arriving on the minor road and the 
service time of the nth vehicle, respectively. Let 
Xn=1'—~:SriXXi,yriPr{SnZ 0I and Zn(x)=Pr{S1S. 0, 
              i=1
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S2<0, ... ,Sn-1'-SO1. Denote byQ'and  L'(') the 
expectation and the distribution function of the lost 
time for vehicles on the minor road. Then the mean 
number E(N) of vehicles passing through the intersection 
along the minor road during the red period (see Cohen 
(1969), page 287, or Prabhu (1965), page 147) is: 
        E(I`T)=exp{Z yn/n1{l+ZJZn(-x)dL'(x)}. 
           n=1n=10 
                                           m Consequently, E(Tn)=aGexp{Z yn/n}{1+ZImn(-x)dL°(x.)1n=1n=1 U 
andF(g n)=(d.-m' )exp4;E:yn/n}{1+Z, fZn(-x)dL' (x)}-E. 
n=1 n-1 0 
It follows from Corollary 1 that the semi-vehicle-
actuated traffic light queue satisfying Conditions (C'), 
(f) and (CO has a limiting distribution independent of 
any initial distribution, if 
00f~o0 
         ,Q+$'<(l-a)aG.-'}exnY/n}11±7, JZ( dLt  (x).1. 
n- n n=1 0 n 
As the other example, consider a queue of vehicles 
in front of a pedestrian crossing controlled by a traffic 
light with detectors or push-buttons for arriving 
pedestrians. The control algorithm is: 
(2') The traffic light stays red for the time interval 
      of fixed length r and turns green. It turns red 
      at fixed time a (;t0) after any pedestrian arrives 
      at the pedestrian crossing. 
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 Horeover the following assumption is made: 
(G') Groups of pedestrians arrive at the pedestrian 
      crossing. The interarrival times of successive 
      groups are mutually independent and identically 
      distributed random variables with finite positive 
meanoC. The queue of pedestrians discharges a.s. 
      during one red period. 
Suppose that the first group of pedestrians arrives at 
time (—a). Then each green period comprises one 
residual life time in renewal theory (Smith (1958)) and 
one time interval of fixed length a. Therefore 
Condition (A') is satisfied and E(gn=                                             )—r, 
where H(•) denotes the renewal function for interarrival 
times of successive groups of pedestrians. Hence it 
follows from Corollary 1 that the queue in front of the 
pedestrian crossing satisfying Conditions (F') and (G') 
has a limiting distribution independent of any initial 
distribution, if 
.Q+r <0(.(1—A.m) { 1+H(a+r )} .
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5. 4.  Concludina remarks 
     In this chapter sufficient conditions are derived 
under which the fixed-cycle and the semi-vehicle-actuated 
traffic light queues have stationary distributions 
independent of initial distributions. If {v1,1- defined 
by (2. 3) or (3. 3) obeys the strong law of large 
numbers, then in a similar way to the proof of Theorem 1, 
it can be proved that E(v
n) > 0 is sufficient for no 
honest stationary distributions to exist. It may be 
difficult, however, to find those conditions on the 
arrival process, service times and lost times under which 
{vn}obeys the strong law of large numbers.
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Chapter 6.  Traffic Li<mhtQueueswithDe2arture NHeadways       kNNNNNNNNNNNNNNNNN 
De2endin dxon Positions 
NN.yNNn.NNNNNNNN
6. 1. Introducti_on 
     In the preceding two chapters, departure headways 
of all vehicles except the first have been assumed 
mutually independent and identically distributed. 
A nker, Gaffarian. and Gray (1968) , however, analyzed 
data on departure headways of vehicles queueing up in 
a strai ht—through lane leading into a signalized 
intersection and showed that departure headways were 
mutually independent random variables with shifted 
Erlang density functions depending upon positions. In 
this chapter, therefore, departure headways are assumed 
to be mutually independent random variables with 
_eneral distribution functions dependent upon positions 
(see Condition (C) in the next section ). It should be 
noted that under this assumption, the introduction of 
The starting' delay or the lost time loses its effect of 
simplifyin, the analysis.In the next section, fixed— 
cycle traffic light queues are dealt with. For 
independent arrivals, a necessary and sufficient 
condition is derived under which a stationary queue 
length distribution exists, and for dependent arrivals, 
                      169
a  sufficient condition for a stationary queue length 
distribution to exist is derived. In Section 5. 3, a 
fixed-cycle traffic light queue with constant departure 
heddways depending upon positions and with stationary 
and independent arrivals is dealt with and its 
stationary queue length distribution is obtained. In 
Section 6. 4, semi-vehicle-actuated traffic light 
oueues are dealt with and sufficient conditions for 
stationary queue length distributions to exist are 
derived. As an example, a queue of vehicles in front 
of a pedestrian crossing is discussed which is controlled 
by traffic lights with detectors or push-buttons for 
arriving pedestrians.
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6. 2. Fixed—cycle traffic li h.ghtNqueue                                NNNNNN 
     Consider a queue  of vehicles in a straight—through 
lane of an approach to an intersection controlled by a 
fixed—cycle traffic li ht. The signal sequence of 
traffic lights is amber, red, and green in Japan, U.S.A. 
and some countries: while in U.I. it is amber, red, red 
and amber shown together, and green. Since the signal 
sequence varies thus with countries, in order to keep 
up generality, the time interval from the end of a green 
period to the beginning of the next green period is 
called the red period throughout this chapter. To 
begin with, suppose that the following two natural 
conditions are satisfied: 
(A) One cycle of the traffic light controlling the 
     queue is composed of one red period of fixed 
     length r and one successive green period of fixed 
     length g. 
Hence the cycle length of the traffic light is T(=r+g). 
It is to be noted that the green period is not the 
"effective green period" applied popularly but the 
exact time interval during which the traffic light 
shows the signal "green". 
(B) Vehicles which arrive in the green period and find 
     the queue empty pass through the intersection 
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     without  delay. 
This condition means that once the queue becomes empty 
in the green period, it remains empty till the end of 
the greon period. This fact is regarded as the most 
distinctive feature of the traffic light queue. 
     Let some vehicles wait in the queue at the end of 
the red period. As the traffic light turns green, the 
ith (i=1,2,•••) vehicle in the queue crosses the stop 
line at time ti (0 < tiS g) from the beginning of the green 
period and passes through the intersection. The time 
interval tl is called the departure headway of position 
1 or that of the first vehicle and the time interval between 
ti -1andti(i=2, 3, • • •) is .called the departure headway  
of position i or that of the ith vehicle. It should be 
noted that departure headways are defined only for 
vehicles that stop by the signal "red" or slow down 
owing to the existin<<- queue. Anker, Gafarian and Gray 
(1968) collected data on departure headways of vehicles 
queuein up on a strai7ht—through middle lane of a 
throe—lane road into an intersection with no downstream 
bottleneck and analysed carefully statistical properties 
of departure headways. Their results are that departure 
headways are mutually independent random variables with 
shifted Erlang density functions depending upon 
positions and that departure headways of the positions 
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from 2 on are almost surely  (a.s.) greater than a 
positive number (see, Table 10 in Anker, Gaffarian and 
Gray (1968)) . Although many authors have investigated 
traffic light queues, all of them assume that departure 
headways of the positions from 2 on are constant or, 
more fenerally, mutually independent and identically 
distributed random variables (m.i.i.d.r.v.^). Moreover 
they adopt the convention that the introduction of the 
terms "effectively red", "effectively green" and "lost 
-time" makes departure headways of all positions constant 
or m.i.i.d.r.v.s. The above results based upon 
experiment, however, show that this conventional 
assumption is not satisfied in the actual situation. 
This compels that the following condition should be made 
on departure headways: 
(C) Departure headways are mutually independent random 
     variables with distribution functions (d.f.^) Fi 
     depending upon positions i, and ones from some 
     position on are a.s. greater than a positive 
number. 
This condition is more general than both the conventional 
assumption and the above—mentioned results obtained 
empirically, and seems to be in the nature of departure 
headways. Since the terms "effectively red", "effectively 
`reen" and "lost time" are not employed in this chapter, 
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as remarked in Condition (A), it is essential to make some 
 assumption on the effect of the warnin period in the 
red period: note that "not—green" is called red in 
this chapter. Suppose that: 
(D) If the queue is not empty at the end of the green 
     period, the vehicle at the head of the Queue passes 
throun;h the intersection with probability p (0<_psl) 
     and stops with probability 1—p. 
This assumption may be a first approximation of what 
actually happens. 
     Let the nth cycle of the traffic light begin at time 
nT and finish at time (n+l)T, where n=0,1, 2, • • . Denote 
by ` ni the departure headway of position i (i=1, 2, • • • ) 
in the nth cycle. Condition (C) implies that the random 
variabless(n=0,1,2,—, i=1,2,—) are mutually 
            ni 
independent and, for fixed i, the random variables '
ni 
(n=0,1,2,—) are identically distributed with d.f. F . 
Put s
n0=0 a.s. for n=0,1, 2, • • • and define the saturation 
flow f
nof the nth7reen period as 
(2. 1)fn=sup4 k; Z sni ~ g 
i=0 
Condition (C) implies that the saturation flows f
n are 
m.i.i.d.r.v.s and for a sufficiently large finite 
number K, 
(2. 2)fn<Ii a.s. 
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Define the random  time t run(m=0,1,2, • • •) as 
.111 
(2. 3)nm inf{r+Z sni, T. 
i=0 
Obviously, tn0=r and tnm.T for m=f11+1,fn+2,•••.For 
m=1,2,..., fn, the random variable tnm represents the 
time at which the mth vehicle crosses the stop line 
durinc the nth green period, if this vehicle is in the 
queue. Moreover, Condition (C) implies that for fixed 
m, the random times t rm(n=0,1,2,•••) are mutually 
independent and identically distributed (m.i.i.d.) and 
that for a nonnegative integer k, the k-dimensional 
random vectors (tnl,t2,•••,tnk) conditioned by the 
events { fr=k~ are also m.i.i.d. Let xn(t) denote the 
number of vehicles in the straight-throu,h lane 
arrivinr; at the intersection in the time interval of 
length t from the beginning of the nth cycle i.e. the 
time interval (nT, nT+t]. Define ynm(m=0,1,2,•••) as 
follows: 
(2. 4) yn0-xn(tn0)-xn(r) 
and for m=1,2,•••, 
(2. 5) ynm xn(tnm)-xn(tnm-1). 
These random variables yn0,ynm(m=1,2,•..,fn) and 
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ynf-i-1 represent  the numbers of vehicles arrivingat the 
intersection in the nth red period, in.the departure 
headway of position m and in tho remainin;. ;r een period 
(if ,i], respectively. 
          11 
     Denote by Ln (n=0,1,2,—)     the queue len;th at the 
beE;innin.; of the nth cycle and by Nnm (m=0,1, 2, • • •) the 
queue len_-;th immediately after the random time t . 
Then from Conditions (A) and (B) it follows that 
(2. 6) Nn0=Ln+ynO 
and for m=1,2,...,f
n, 
(2. 7)Nn jm_Nn.m-1+y 1, if Nnm-1>0, 
             = 0, otherwise. 
Let € en; n=0,1,2,---1 be a sequence of mutually independent 
random variables which take value 0 with probability (l–p) 
and value 1 with probability p. That is, { en} is the 
result of a sequence of Bernoulli trials in Condition (D). 
Therefore by Conditions (A) and (B) and (2. 2) , 
(2. 8) Li~+1aNnf+1–Nnf+y–e +1–en'if1\~n f>0, 
     nnni1 
             = 0, otherwise. 
Combination of Equations (2. 6), (2. 7) and (2. 8) leads 
to the following expression: 
                 f+1
                                 r_
(2. 9) Ln+1=Ln+2: yen–fn, 
                    m=0 
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 1                   if  min{NnO,Nnl, • • •'Nnf+1.!>0, 
                                          n 
              = 0 , otherwise. 
Therefore on account of (2. 4) and (2. 5), the recurrence 
relation between Ln and Ln+l (n=0,1,2,•••) holds as 
follows: 
(2. 10) Ln+1-Ln+xn(T)-en fn' _ 
             if Ln+min{ min xn(t)-m}, xn(T)-en fn}>0, 
Os msf n 
                =0 , otherwise. 
Now define random variables un and vn (n=0,1,2,•••) as 
(2. 11) u11xn('T)-e-fn 
and 
(2. 12) v1 min{ min Cxn(t )-m}, x1(T)-er1fn~ 
0-ilisf n 
It is clear by these definitions and (2. 2) that 
(2. 13)unzv,~a..s. 
and 
(2. 14)vnZ-i: a.s. 
Hence Relation (2. 10) reduces to the follo °;in , ;eneral 
model: for =0,1,2,•••, 
(2 . 15)Ln+1=Ln+un' if Ln+vn > 0, 
                   =0 , otherwise, 
                      177
 whore u and vn satisfy (2. 13) and (2. 14). It should 
be noted that the redundant term Nnf+1 or un is 
                                     n 
included in the minimand of relation (2. 9) or (2. 10) 
so that un and vn in (2. 15) may satisfy (2. 13). The 
above model in which un and vn satisfy (2. 13) is a 
generalisation of the GI/G/1 Queueing process discussed by 
Lindley (1952) and Loynes (1962) and is investigated in 
Chapters 4 and 5. 
     Stochastic properties of the arrival process in the 
nth cycle, xn(t) (0<tST) are left unspecified as yet. 
Vehicles errivin':; at the intersection durin^; the nth red 
period have to wait until the beginning of the nth green 
period at the shortest. Therefore if the distribution 
of xn(r) is known, then that of xn(t) (04t<r) is 
Unnecessary for the following analysis. Let E(•) denote 
the expectation of •. To begin with, suppose that 
arrival processes in green periods satisfy the following 
condition: 
(E) The arrival processes in green periods x11(t) (rStST) 
     are m.i.i.d. with E{xn(<o                           (T)1=?To) andindependent 
     of departure headways. 
Since xn(t) (r4t4T) is independent of random vectors (fn, 
tn1'••'tnf),it follows from (2. 12) thatfor any 
intefer k, 
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(2. 16) Pr{vn=k}=ZPr{en=i}  JPr{minx(r),x11(t111)_1, 
                   ilj 
          ...,Xn("Cllj)-j,xn(T)-i-j}-k}d1P{fn_j'tnlsnl' 
          ...,tnjstj/. 
Conditions (C) and (D) imply that the random vectors 
(f, tnl'...'tnf) are m.i.i.d. and so are random 
variables en_ Consequently, on account of Condition (A 
the two-dimensional random vectors (un,vn) defined by 
(2. 11) and (2. 12) are also m.i.i.d. Hence the queue 
lenth Ln at the beginning of the nth cycle satisfies 
model (2. 15) in which the random vectors (un, vr) are 
m.i.i.d. and u vn satisfy (2. 13) and (2. 14). 
This model has been discusged in Chapter 4. One of the 
results sham in Chapter 4 is: 
Le=a 1.  
>uppose that random vectors (un, vn) (n=0,1,2,•••) are 
m.i.i.d. and u
n and vn satisfy (2. 13) and (2. 14). 
?urthermore suppose that 
(2. 17) Pr{vn>0}>O. 
If and only if E{un}<0, then the d.f. of Ln defined 
iteratively by (2. 15) converges to a unique honest d.f 
independc:lt of any initial distribution of L0, as n 
tends to infinity. 
Denote by AYP the convolution of a d.f. A with a d.f. L 
Clearly, by Condition (C), 
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                                                   00 
 (2.-18)H(g) m C{fn}=F1x.•••* F1(g), 
i=1 
where H(•) is the renewal function of the renewal 
sequence{ sni; i=1,2,••• }(see, Smith (1961)). Therefore 
by Conditions (D) and (E), 
              E€un}=V—H(g)—p. 
This equation and Lemma 1 lead immediately to a necessary 
and safficient condition under which the distribution of 
the queue length Ln at the beginning of the nth cycle 
converges to a unique stationary distribution independent 
of any initial distribution of L0, as n tends to infinity. 
It is clear that if the queue length at the beginning of 
each cycle has a stationary distribution, then the 
queue len ;th at an arbitrarily fixed tine fl-o.fl the 
beginning of each cycle has a stationary distribution, 
too. This consequence is called briefly throughout this 
chapter: The traffic light queue has a stationary 
distribution. 
Theorem 1.  
Suppose that Conditions (A) through (f,) and Condition 
(2. 17) are satisfied. The fixed—cycle traffic light 
queue has a unique stationary distribution independent 
of any initial distribution, if and only if 
(2. 19)TT <H(g)+p, 
where H(g) is given by (2. 18). 
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Since by (2. 12) 
     v=min{xn(r),xn(tnl)-1,...,xn(tnf
n)-fn,xn(T)-en-fn1, 
                                       Condition (2. 17) is not satisfied for a very light 
traffic such that  xn(T)  5  en+fn a.s. For the stationary 
stream without after-effects of arrivin2; vehicles, 
however, Condition (2. 17) is satisfied unless intensity 
x vanishes. Condition (2. 17) is not satisfied also for 
n artificially controlled traffic which guarantees 
xr(r)=0 a.s.;,for instance, the ideal synchronization of 
seo_uential traffic li :hts may assure xn(r)=0 a. s. This, 
however, is hindered by the variation of vehicles' 
velocities and incoming streams from upstream-minor roads. 
Thus Condition (2. 17) is satisfied for a usual 
intersection controlled by a traffic light. Suppose 
temporarily that the conventional assumption on departure
head`, ays is satisfied: that is, for d.f. L and mean 
of starting;dclsyc,-1,1
1.is distributedwith d.f. L*F 
with. mean (-Q+m) and for i=2, 3, ' ' ' , sni is distributed 
with d.f. F with mean m. Then, according to Smith 
(1958), 
(2. 20)H(g)=(g $+'(5))/m-1, 
where -5 is the residual useful life. Therefore, (2. 19) 
can be rewritten as 
(2. 21)A,mT <g-,e+{;E(-5)-(1-p)m}. 
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In  order to discuss the difference between (2. 21) and 
the result obtained in Chapter 4, in which the 
"preemptive resume" service discipline is assumed 
instead of Condition (D), let define the clearance time  
as the time from the end of the green period to the 
instant at which the last vehicle that fails to stop 
for the amber signal passes the stop line. Denote by 
c the mean clearance time. Then, by the definition, 
c=pE(') . Since the clearance time is thought of as 
effectively green, the result in Chapter 4 can be 
rewritten as 
(2. 22)AmT < g—.Q+p E (') . 
Clearly, this right member is not less than that of 
(2. 21) and the difference between them is (1—_e){ il—L(~ )}. 
Thus, if p=1, then (2. 22) agrees with (2. 21) . Since 
p is actually near to one, (2. 21) fits the actual 
situations with Condition (D).Finally, Conditions 
(2. 21) and (2. 22) with p substituded by one include 
Darroch's condition (1964) as a simple case. 
     In the above, the arrival processes in green periods 
arc ass:ssed to be m. i. i. d. This ass mption seems to be 
rather reasonable, especially for arrivals at an 
isolated signalized intersection. It is open to 
question, however, whether arrival processes in green 
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 _periods at a usual signalized intersection are :nutually 
independent, for they are influenced by upstream and 
downstream bottlenecks, traffic lights of other 
intersections and so on. In the following part of this 
section, the arrival processe in green periods are 
periiittod to be dependent. Suppose that the arrival 
processes in green periods satisfy the following 
condition instead of Condition (E): 
(I) The sequence of arrival processes in green periods 
4.xn(t) (r5t$T); n=0,1,2,••• }is strictly 
     stationary and independent of departure headvrays. 
    In particular, {xn(T) } .is ergodic or metrically 
transitive (see Doob ('1953), page 457) and 
      {xn(T).}=xT<oo. 
This condition is much weaker than Condition (E) and 
appears to be auite reasonable and practical. From 
the expression analogous to (2. 16), 
it follows that under Conditions (C), (D) and (F), the 
sequence of the random vectors { (un, v11) } defined by 
(2. 11) and (2. 12) is strictly stationary. i,oreover, 
{u11~ obeys -the strong law of large numbers, because fn 
and en are m.i.i.d. and {xn(T) } is ergodic (Doob (1953), 
page 465) . Hence the queue length Ln at the beginning 
of the nth cycle satisfies model (2. 15) in which 
{(un, vn) is strictly stationary, {un1 'obeys the strong 
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law of large  numbers, and u21 and vn satisfy (2. 13) . 
This model has been discussed in Chapter 5. One of 
the results shown in Chapter 5 is: 
Lemma 2.  
Suppose that { (un,vn);n=0,1,2,—).is strictly 
stationary and { un} obeys the strong law of large 
numbers and that un and vn satisfy (2. 13) . If E{ur<O, 
then the d.f. of Ln defined iteratively by (2. 15) 
converges to a unique honest d.f. independent of any 
initial distribution of L0,as n tends to infinity. 
From Conditions (C), (D) and (F) it follows that 
            Eiu 
where H( c;) is iven by (2. 18). In exactly the same 
manner as Theorem 1, this equation and Lemma 2 lead 
directly to a sufficient condition under which the 
fixed-cycle traffic light queue has a stationary 
distribution. 
Thearcn 2.  
Suppose that Conditions (A) through (L) and (2) are 
satisfied. The fixed-cycle traffic liht queue has a 
unique stationary distribution independent of any 
initial distribution, if 
(2. 23)T`1 <II(rm)+p, 
where H(g) is given by (2. 18) . 
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Suppose that the  conventional assumption on departure 
headways is satisfied. Then, in much the same way as 
the remark followin, Theorem 1, Condition (2. 23) 
reduces to the form of (2. 21). When p=1, this condition 
agrees with the result obtained in Chapter 5, in which, 
instead of Condition (D), the "preemptive resu_me" 
service discipline is assumed.
185
6. 3. Stationary  queue lenzth distribution 
     In this section, a fixed-cycle traffic light queue 
with regular departure headways depending upon positions 
is dealt with and its stationary queue len th distribution 
is derived Lrom familiar ways used by Bailey (1954), 
Newell (1960 a), _Darroch. (1964) and others. Suppose that 
Conditions (A), (B) and (D) are satisfied and that a 
departure headway of position i(i=1, 2, " .) is a constant 
positive number si. Clearly Condition (C) is satisfied. 
It can be assumed without loss of generality that 'sl<g- 
fir (2. 1) , the saturation flow fn of the nth ;reen 
period is a constant positive integer M such that Zs. 
+1i=1 
5g 4 ,Z si. For convenience` of notations, put 
i=1T
:l 
(3. 1)s M+1.~s i .
Suppose that the stream of vehicles in the straight-
through lane arrivingat the intersection is a stationary 
one without after-effects and has a finite and positive 
intensity A.4. This assumption implies that Condition 
(I) is satisfied and x(t) (r St ST) have a probability 
-ne.ratin, function (p .g.f.) in the followingform (see 
_-1 intchinc (1960) , page 34) : for a complex v=iatle z, 
(3. 2) expf)s;t((z)-1)}, 
where 7e(z) is an arbitrary p.g.f. given by 
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 00 
(3. 3)Vz)=Zpkz 
                      k=1 
and 
(3. 4) < oo. 
It is assumed that 
(3• 5)pl> 0 
and that for a sufficiently small positive nLizmber' , the 
radius of convergence of 7e (z) is greater than (14), 
that  i s, 
                      1 
(3. 6)lim sap pi, L1/(14). 
For instance, the Borel—Tanner distribution p;(k=1,2, 
...) (sec ,:iller (1961 a)) given by 
                 ~,--k-1~k—le—Yk/k                                        _1.~                             ~L 
satisfies (3. 5) and (3. 6) for positive parameter Y. 
e:.cluc.in. th.o neighbourhood of 1, because the p.g.f. of 
this distribution has the radius of conver once e1/y. 
i:oreovcr suppose that for the positive probability p 
in Condition (D), 
(3. 7) X-T<1.1+p. 
Then it follows from Theorem 1 that the distribution of 
the queue length L
n converges to a unique stationary 
distribution, as n tends to infinity. 
     Let .g (z) be the p . g. f . of the random variable (1—en.) 
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9
 that  is, 
(3. 6) .g(z)=p+az, 
where a=l-p and 0<p1.. Denote by L11(z),i~n1n(z) and 
 nn(z) the p.g.f.s for L11,N1andynm(n=0,1,2,•••~ 
m=1,2,...,i+1), respectively.Then from (2. 6), (2. 
and (2. 8) it follows that 
Ni0('z)=Ln(z)-3-n0(z), 
for m=1,2,---,M, 
y. (z),,,Y (z)           Nnm(z)=zNnm-1(z)+(1-n'Z—)Nnn-1(0) 
and 
        L'(z)YnM+1(z)-((z)yni:+1(z)          n+1(u) zNnn1(z)+1- 
 z Therefore 
1.1+l y (z) 
.(3. 9) Ln+1(z)=i(z)3in0(z)(~Z)Ln(z) 
m=1 
                 +(1-(z)Ynff+1(z))N(0) 
                  znivl 
                 + ()(1-ynm1(u)) (1,+1Jn v(z ) 
             m=0zj=m+2 
iince from Theorem 1, as n tends to infinity, L
n(z) 
and 
mn(z) (m=0,1,•••,t) converge to the p g.f.s for 
stattono r ,y distributions, say Z(z) and 77,.1(z) (m=G 1 
letting n tend to infinity in (3. 9) yields 
  ~+lr (3. 1G) (zL_~(z)y(z))L(z)=(z~,+l_z~s.(z,)ylv_(z 
m=0m 




















         i-1 _M-,-1_ .      +(`)Z (z-Ym+l(z))(,(z))Z9m(0), 
                             j=m+2 
 (2. 4), (2. 5), (3. 1) and (3. 2), 
y0( z) _- yn0( z)=exp{Tr(/( z)-1)} 
m=1,2,---,M+1 
  m(z)=ynm(z)=exp{Tsm('(z)-1)'. 
 and gm(z) (m=0,1,—,M)   as follows and rewrite                        .L. 
use of .(3. 1), (3. 8), (3. 11) and (3. 12): 





                                                                                                              
i'r J_1 






im(0) . These 
linear equations 
„(z)°zr -z1: (z)ym+l(z)=z1  -z1 (p+ciz). 
expANsT1+1('j (z)-1)} . 
                10) reduces to 
                              rT 
                g.0(z)RTm(0)/f(z). 
      i 
           be not        th<<t L(z) in (3. 16) contains unknowns 
knowns can be determined by a system of 
       in the sequel. 
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     Since  L(z) is a p.g.f., it is analytic inside the 
unit circle and by Abel's theorem, lim L(z)=l. 
z+l-0 
Therefore, by (3. 4) and (3. 13) throu'h (3. 16), 
M— 1 
(3. 17) L1+p—Xal.T= (4+1)1^1M(0)Z°(l—XoCsm+1)m(0) 
                                       m=0 
i';oreovor the numerator of (3. 16)must have the same 
zeros inside the unit circle as the denominator 1(z). 
Suppose that Assumptions (3. 5) throu:h (3. 7) are 
satisfied. Then the denominator 1(z) has (+1) distinct 
zel- os, say, z1, z2, • • • , zy+1 on and inside the unit 
circle, where z1=1 and for k=2, 3, • . • ,A+1, 0< (z1L~ < 1. 
Proof. 
     
• Put f(z)=z1`+1 and f2(z)=(p+gz)exp{XT('j(z)-1)}. Assumption 
(3. 6) i'.pliec that 12(z) is analytic within the circle 
Izl=1+s. Clearly f1(l)=f 2(1) and by (3.. 3), ! f2(el9) 
=i1-2pq(1--cos ®) e.p{-1T(1—~ p11 cosk e )1. From Assumption 
. k=1 
(3. 5), for 62 —rk (k=0,t1,•.•), 7  p1cock$<1. Hence 
                                    k=11 
for2kit, If2(ei6)J<1= f1(el®) , that is, If( el0) 
=)f(e)—f,(q             ei$)1>O. Since If2(eie)IS+1o(.'T,Assumption 
                                            iA (3. 7) implies that for all0, If(ei6 )I< (fl(e )I . 
Therefore, Thr the sufficiently small positive number 
E, if1(z)I>If2(z)( on the circle IzL=1-F'. C:-early, 
fl(z) has (i..+1) zeros inside the circle IzI=l+3 and by 
Rouche's theorem (see Titchmarsh (1939), pa;-;e 116), 
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 f(z)=f1(z)—f2(z) also has (111+1) zero's, say zk (k=1,2,.••, 
) , inside the circle 1z1=14.  Moreover, If' (zk) 
_ lz1 I,+p/(z1 L)—XTz1(zl~) I `zkll                                k (M+p—~olT) > O. Hence, 
zeros zk are of the first order and distinct. The 
proof is concluded. 
From this lemma and (3. 16) it follows that for k=2, 3, 
..24+1 
9 (3. 18)Z En( zl{)m(0)=0. 
m=0 
Define an (d+1) x(1, +1) matrix A=( a ) and (81+1) dimensional 
vectors x=(xt) and 1b=(b,0 as follows: 
alt=1—Aot.st for -e=1, 2, • • •'Prali ,':+1—p—xct's1.1+1' 
a7i,e-,,,,e-1(zlt) for .e=1,2,•••,tri+1 and k=2,3,•••,M+1, 
(0) for. =1, 2, • • • ,I,:+l, b1=1,_+p—X .T and 
b4=0 for =2,3,•••,M+1. 
Than the system of (i.1+l) linear equations (3. 17) and 
(3. 18) can be rewritten in the matrix forr : 
This cysic L of lisa7Jec „lations must have a a _ cre 
solution and the matrix A is nonsinhular, because from 
Theorca 1, J(z) is ucioue. Therefore, for 
(3. 19).a (0)=( 2.: +p— xol.T) Alm+l~ ~A(' 
where Alm+1is the cofactor of the element alm+1' Hence 
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combination of  Equations (3. 16) and (3. 19 )leads to 
(3. 20) I(z)=( ) A1i1~1~.(2)/(l:1if (z)). 
                           m=0 
If s1=s2 - • ''i~i+land p=1, then this p .g. f . will agree 
with the Darroach's result (1964), though he made less 
practical assumptions concerning on (3. 2) than 
Assumptions (3.5) and (3. 6) . 
Differentiating (3. 20) yields 
(3. 21)L' (1).{.( ) ~~`lm+lgn(l) 
_1A1f"(1)}/(21 lf'( )). 
',Mile by (3. 13) through (3. 15) , 
(3. 22)f' (1)=Ti+p—X01..T, 
(3. 23)f" (1)=2.1(111+1)-2^,T( 2got,+?^Tof.2+/3), 
for m=0,1, • • • ,111-1 
L+1 
(3. 24) g1(1)=2(1—Xd.sm+1)(m+q+Xc, ----- s.;)—Xsm+1(Xsm+12+(3) 
                                                               j=m+2 
and 
(3. 25) g,"( 1 )=2(1-Aa.sm+1 ) (2 1+q)-2(M+1)q 
2 —2'sI I-Fl (Asll+lol' +(3) ' 
where )z "(1) . Therefore from (3. 21) through (3 . 25) 
it follows that the expectation of the stationary queue 
length at the beginning of the cycle, E{LI is given by: 
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                        M-1-1 
(3. 26)1.1,1.1z~11m[(1—Tc~(.sm)(m—p)—Xsm(%smo(+~)/2] 
                  m-1 
 M+1             +zToC.(l—?s.n)Alm.Is j—g (M+1) AiMdl~ /I AI
m=1=m+l 
—{1!'i(M+1)+AT(2goL+XTd.2+(3)}/2(M+p—X,12) . 
Let be concerned with the expected delay per vehicle in 
a stationary state, say E{W . Denote by N(t) the queue 
length at time t from the beginning of the cycle in a 
stationary state. Then 
                     rT(3. 27)E{',1=E{JN(t) dt1/(To(.T) . 
                     0 While by Fubini theorem (see Lobve (1963), page 136) 
and (2. 3), 
T rM+1 rtnm 
(3. 28)iN(t)dt}=JEN(t)dt+Z{L!N(t)dt 
       11G0mJJt
nm-1~ 
M+l2 rti         =rN{LI+Mr2/2+Z {smm-1(1)+A.4sm(1—:Rm-1(0V21' 
m-1 
Moreover, 
             ~(1)=F-fL1+aoLr 
and for m=1,2,•••,m, 
                                                           r~. 
Tv (1)=F{L+AoCr—Z(1—ilj-1(0))(1—XoCsj). 
j=1 
Consecuently from (3. 19), (3. 27) and (3. 28), 
(3. 29) ! { "1}=r{L}/(ao(.)+(P'f+p—AoC.T) Z.Alml(1-7^u(.sm)~s 
                    m=1~j =m+1 
            —x.sm/2}—X(.s12+1AiPsi+1/2]/AoLT I 4+{rg+( 2 
                     193
j
 IVL  -  12rIM+1+Z s)/2}/T-2(l—?s )2Ls./(Ao T) .
          m=1'u'm—m j =m+l 
In the above, arrivals are assumed' to be stationary. 
Now suppose that arrivals are nonstationary; that is, 
the p.g.f. of xn(t) is assumed to be expix(t)(76z).-1)/, 
instead of (3. 2). For these generalized arrivals, 
1(z), {L1 and L{wl can be obtained by much the same 
way as in the above.
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 O. 4. Semi-vehicle-actuated traffic li'-;ht queue 
     Consider a queue of vehicles in a straight-through 
lane of a major road leading into an intersection 
controlled by a semi-vehicle-actuated traffic light 
with detectors on .a minor road. Denote by r n, gn and 
Tn (n=0,1,2,—) the lengths of the nth red period, the 
nth green period and the nth cycle, respectively. 
Stochastic properties of these random variables are 
determined by the control algorithm of the traffic light 
in front of the queue, stochastic properties of the 
stream of vehicles arriving at the intersection along 
the minor road, those of their departure hendways, and 
so on. V/hat controls the queue, however, is not these 
many factors but random variables rn and gn. Therefore, 
in order to maintain generality of the following 
analysis, suppose that: 
(A') Positive random vectors (rn, gn) (n=0,1,2,•••) 
      are m.i.i.d. and rn and g11 have finite means r 
      and g, respectively. In particular, gn are a.s. 
      bounded above. 
Consequently T
nhave finite mean T(=r+g). This condi- 
tion includes Condition (A) as a particular case, but 
the latter half of this assumption may not be satisfied 
for some semi-vehicle-actuated traffic lights. TiJoreover 
suppose that Conditions (B) through (D) in Section 6. 2 
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are  satisfied and that departure headways al-c independent 
of rn and ;
i1. Let the Oth cycle begin at time zero. 
Denote by x(t) (t>0) the number of vehicles in the 
straight-through lane of the major road arriving at the 
intersection in time interval ,(0, t]. This process is 
called the arrival process on the major road in this
section. Because the arrival processes in green periods 
used in the preceding sections are directly affected by 
random variables r
n and gn. Suppose that 
(G) The arrival process on the major road x(t) (t>0) is 
     a stationary stream without after-effect, has 
     finite intensity x(>0) and independent of rn, gn 
     and departure headways. 
It is to be noted that this condition is identical with 
the condition that the arrival process has stationary 
independent increments with finite mean (see Doob (1953) 
page 96). The notation similar to that in Section 6. 2 
is used in this section. Define the saturation flow 
fn (n=0,1,2,•••) and the random time t (m=0,1,2,•) 
                                      nm 
by (2. 1) and (2. 3) with r, g and T replaced by rn, gn 
and T
n. That is, 
(4. 1)f=sup{k; Zsg                       ni =0nin 
and 
(4. 2)to inf{rn+Z sni,Tn~ 
                            i=0 
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By Condition (A')  and (C), saturation flows fn are 
m.i.i.d. and satisfy (2. 2), and for fixed m, random 
times tnmare also m.i.i.d. Since clearly, 
n-1n-1 
(4. 3) xn(tnm)=x(Z Ti+tnm)-x(ZITi) , 
i=0i=0 
for fixed m, random variables xn(ti ) are m.i.i.d. In 
the same way as in (2. 10) , it follows from Conditions 
(A'), (B) and (D) that the following recurrence relation 
between L Ln+l (n=0,1, 2, ...) holds: 
(4. 4) Ln+1=Ln+x11(Tn) - eri fn, 
              if Ln+min{ min 4'x (t)-mI,xn(Tn)-en-fnl>0,          0<_msf1 
n 
               =0 , otherwise. 
Put for n=0,1,2,—, 
(4. 5) un=xn(Tn)-en fn 
and 
(4. 6) vn minfmin ~{xnCt)-m},xn(Tn)-en-fn.                     Osmsl                        n
Then by Condition (D) and (2. 2), ur and v: satisfy 
(2. 13) and (2. 14).Since by (2. 2) and Conditions (A') 
and (G) (see hintchine (1960), page 34), Prtxr(rn)>1i+11 
>0, v satisfies Condition (2. 17). 1,.oreover it follows 
from (4. 1) through (4. 3) that for m<n and arbitrary 
nonnegative inte,mers k, .Q , 
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    ~rv=k v_x-~nm'= JPr{rnin{x(y+m)_x(y) (Y~m+trn1) 
 -x(y)-1 ,...,x(y+tm+tmf )-x(Y)-fm,x(Y+tm+®m)-x(Y)-e fml 
m 
     =k,min€x(y-+-tm+em+z+7en)-x(y+-tm+6m+z) , x(Y  rn+Qm+z+7en+tni ) 
     -x(y+t ,n+em+z) -1, ... , x (y+m+em+z +7jn+tnf) -x (y+tm+em+z ) 
                                             n 
                                                                     `m-1    -fn, x(y+m+0m+z+~n+0n)-x(y+~jrn+@m+z)-enfnn =2}dP{XTi 
n-1 
Sy, rms,em, g sem, TiS.z, rnsn, gns8nl 
i=m+1 
= 11Pr{min) ' x(m+t )-1 ,  ... ,x(m+tmfm)-fm, 
    x(7m+0m)-emf 1=k1 Pr{minx(7jn) , x(~n+tnl)-1, .. . 
    x(7?n+tn fn)1.n,x()In+en)-en-fnI=.Q1dP{rms'm, gms®ml.dP{rn 
S'Zn' gnsen`! J1 Pr{min{x(Y+;em)-x(Y) ,x(y+)?m+tml ) 
-x(y)-1 , • - -,x(y+tm+tmf )-x(Y)-fm,x(Y+)tm+gm)-x(Y) 
m m-1r     -e-frn1=k} dP{.7,`1'iSYldP{rmm,gmS6mI JJFrrni4x(z~) 
                                                                      i=0l 
     -x(z) , x(z+to+tni)-x(z)-1, ... , x(z+7jn+tn f )-x(z)-fn, 
n-1     x(z+7?n+en)-x_(z)-en-fn1=,Q1dP/Z TiszdP f rnn' gns8n~
i=0 
=Pr{ v,n k}Pr{vn=,e}. 
In a similar way it can be shown that the random vectors 
(un, vn) are m.i.i.d. Hence from (4. 4) through (4. 6) 
it follows that the queue length Ln at the beginning of 
the nth cycle satisfies model (2. 15) in whi5h the random 
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vectors  (ur, vn) are m. i. i. d. and u
n and vn satisfy 
(2. 13), (2. 14) and Condition (2. 17). Since 
E(u11)=XT-E H(g )1-p, 
Lemma 1 leads directly to: 
Theorem .  
Suppose that Conditions (A') through (D) and (G) are 
satisfied. The semi-vehicle-actuated traffic light 
queuc has a unique limiting distribution independent 
of any initial dist sibution, if and Only if 
(4. 7) TT< .J II(gn)f+p, 
where H(•) is the renewal function of departure headways 
and given by (2. 13). 
Suppose ter._orarily that the conventional assumption on 
derarture headways is satisfied. Let -en and .5n (n=0,1, 
2,...) bo the starting delay and the residual useful 
life in the nth cycle. Then in the same way as (2. 20), 
(4. 3)              211-1('T)}-L{[g+Sn,~n]+~/;n-1, 
v;hero (. ] =:;iwx~ •  0 note that it can not be always 
assmned that  -e s +5 a. s . It follows from (4. 8) that 
n 21 I1 
(4. 7) reduces to 
( 4. 9)?mT;~11I~nY1]+}—(1—Y~)7.Y. 
Tf
yy (4. 10)p=1-:.;C`~n+7Y1~n]+-"I1Il]+1/rn' 
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 then (4. 9) reduces to 
(4. 11)T.mT< E+I. 
Now suppose that the followin„ Conditions (A") and 
(I-i) are satisfied instead of Conditions (A') and (G) : 
(A") The sequence positive random vectors (rn,gn); 
n=0,1,2,... is strictly stationary and ergodic, 
      and E(r 11)=r<oo andE(g11)=g<oo. 
Denote by xk (k=0,1,2,•••) the number of vehicles in 
the straight-throuh lane on the major road arriving 
at the. intersection in the kth unit time interval 
(k, k+lj. 
(H) The arrival process on the major road x(t) (t>0) 
     is a stationary stream with finite intensity X 
     and independent of ((r n, gn). and departure headways. 
     In particular, the sequence { xk; k=0,1, 2, • • •-} is 
er "odic. 
Clearly these conditions include Conditions (A') and (G) 
as particular cases. Conditions (A") and (C) imply that 
the sequence of saturation flows fn defined by (4. 1) is 
strictly stationary. Besides, for arbitrary integers 
my, ki (i=i'2...i0) and nj, ~j (j=1,2,•••,j0), 
              n-1       1imZPr{ fm-1ii':~
j+h-j' 1=l~ . • •,i0, j=1, • •, j0~ 
           1n-1     =1 Lini r f sup. k• ›-'s Sx. ='r.. i-1 i Pr sup 
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{k•
114 
    .21.4yj1 ,j=1,..-jp}dP{gsxi'r'.+hsyj 
 i=1 nil-  1 ~ 
 i=l,...,i0,  j=l,...,jp}. 
Since according to the necessary and sufficient condition 
for err;odicity (see Billingsley (1965), page 17), 
1n-1 Jf 
           nPrLgmSxi'gn+hsyj'i=1,...,i0, 
     _Pr{mi'i=1,---,ip}Pr{gnSyj,j=1, ... , jo ,• 
                       j it follows from Holly-Bray theorem (see Lo6ve (1963), 
pa::;e 182) that 
n-1 
lim n Z Prifm.=ki' fn.+h-'j' i=1, ... ip, 
h=0i~
1 
=Fr 1tm. =k. , i=1, ... , ip~ Prlfn =.~j, =1, ... , jp.1 
 1~ 
That is {fnn=0,1,2,--- is ergodic, and obeys the 
          strong law of large numbers (see, Doob (1953) , page 465) . 
It should be noted, however, that f
ndoes not satisfy 
(2. 2) . Therefore Recurrence Relation (4. 4) between Ln 
and -L
n-+-1(n=01,2,---) must be rewritten as follows: 
(4. 12) Ln+1-Ln+}.n(Tn)-en fn' 
              if L+inf{ inf{x11(t1r1)-m,xn(Tn)-e11-f }>0,              n Osmsf 
n 
                = 0, otherwise. 
Put instead of (4. 6) , 
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(4. 13) vn=inf{ inf ixn(trm)-m},xn(Tn)-en-fn}. 
                  Ums* 
Then,un defined by (4. 5) and v
n satisfy (2. 13), and 
not (2. 14). For arbitrary integers n and h (j=1, 
...,j0), by (4. 3) and (4. 13), 
         Pr{v=k.,j=1,•••,j0}=Pr{inf{ inf [xn ( t    nj0 st <f                                                          n
jm- n. 
-m], xn (Tn )_en -fn }=kj, j=1,...,j0). 
n .-1 
= JPr{inf{ inf [x( +e.)+t )
Ost nsf_i=011njm                         jmn. 
n .-1 
-x(2: 'Ii+ei)—m], 
                                     i=0 
n.n~-1 
           x( Oi)-x(Zi+Ai)-e n-fn.1=kj, 
                          J J 
i=0,1, ...'n_ 
JU 
dP{ris'~i, g1 e , i=0,1, ... ,nj
0 
Consequently from Conditions (A") , (C) , (D) and (H) , for 
any positive integer h, 
Pr{vn =kj, j=1,...,j0}=Pr{vn.+h=kj, j=1,...,j0 
In a similar way it can be shown that { (un, vn) }is 
strictly stationary. Since {en} and4 f 1} obey the 
strong lav, of lar;-e numbers, it suffices to prove that 
{xn(Tn)} obeys this law, in order to prove fun} obeys 
                         202
n m) j
 n-1 
the law. Let yn=LET.],   where , [ . ] means the maximal 
i=0 
integer not exceeding • . By Condition (A"), lim y /n 
n-1 n-1n-4o0 n -n'0LTi~-(ynZTi)}/n=E(Ti)=T a.s. herefore by 
i=0 i=0 
Condition (H) and (4. 3), 
n-1n-1 
             n-,00 nOxi(Ti)=1Lnx(ZTi) 
           ryn-1
in-1             =1im - • Yx1 ~+n(x(Z'Ti)-x(yn))}                 r~oon 
              n~~-0i=0 
              = TT=LL{xn(Tn)} a.s. 
Hence from (4. 5) , (4. 12) and (4. 13) it follows that 
the cueue length L
n at the beginning of the nth cycle 
satisfies model (2. 15) in which { (un, vn) } is strictly 
stationary, {Lin) obeys the' strong law of large numbers 
and ur and v satisfy (2. 13) . The following theorem 
results immediately from Lemma 2: 
Theorem 4.  
Suppose that CDr.ditions (A") through (D) and (H) are 
satisfied. The semi-vehicle-actuated traffic light 
cueue has a unique limiting distribution independent of 
any initial distribution, if 
(4. 14) XT <{II(gn+p, 
where H(.) is the renewal function of departure headways 
and is given by (2. 18). 
This theore.a gives a sufficient condition under which 
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the quite general semi—vehicle—actuated traffic light 
queue has a limiting  distribution. If the conventional 
assumption on departure headways is satisfied, then it 
follows from (4. 3) and (4. 10) that Condition (4. 14) 
reduces to the form of (4. 11). This condition agrees 
with the result obtained in Chapter 5. 
     To maintain generality of the control algorithm of 
the traffic light, the arrival process on the minor road 
and so on, only one Condition (A') or (A") has been made 
fJr them. °!.s an example which satisfies Conditions (A' ) 
or (_L"), consider a oueue of vehicles in front of a 
pedestrian crossing controlled by a traffic li. ;ht with 
detectors or push—buttons for arriving pedestrians. The 
control al: •orithm is: 
(I) The traffic light stays red for the fixed length r 
     and turns green. It turns red at fixed time a 40) 
     after any pedestrian arrives at the pedestrian 
crossing. 
:'.:oreover the following reasonable condition is made: 
(J) Pedestrians arrive in groups at the pedestrian 
crossi g. The interarrival times of successive 
     groups are m.i.i.d.r.v.s with d.f. G and positive 
mean )4. The queue of pedestrians discharges a. s. 
during one red period. 
Suppose that the first group of pedestrians arrives at 
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time  (-a)  . Then the Oth cycle begins at time zero and 
each green period is composed of one residual useful 
life and one time interval of fixed length a. This 
implies that Condition (A") is satisfied and that if 
G(Z)=1 for some finite Z, then Condition (A') is also 
satisfied. Denote by R(•) the renewal function of 
interarrival times: that is, for xZ0, 
co 
(4. 15)R(x)=Z Gk(x), 
k=1 
where G-(x) is the k-fold convolution of G(x) with 
itself. Clearly, 
(4. 16)E(Tn)=1,t{1+R(a+r)} . 
1Loreover, for x<a, r{ gnx} =0 and for xZa, 
                                 Pr{gn‘x1=G(r+x)-G(a+r)+Z. ja+r J{(r x) 
                                                k=1 0 
-G(a+r-y)}dGk(y) 
                                 a+r                =G(r+x)+J G(r+x-y)dR(y)-{G(a+r) 
                        0 +G*R(a+r). 
Consequently, 
    0o (4. 17) I{H(gn)}=' H(x)dG(r+x)+ja+riH(x)dG(r+x-y)dR(y). 
    a0 
From Theorems 3 and 4, (4. 16) and (4. 17) it follows 
that the cueue of vehicles in front of the pedestrian 
crossing has a unique limiting distribution if 
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 Doa+roo        xi441+R(a+r)<p+5 H(x dG(r+x)+JH(x)dG(r+x_ 
a0a 
—Y)dR(Y) 
and, under the additional condition G(Z)=1 for some 
finite Z, only if the above condition is satisfied, where 
1-1(x) and R(x) are given by (2. 18) and (4. 15), 
respectively.
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6. 5.  Concludinz remarks  
The queue of vehicles in the strai;ht—through lane , 
at the intersection controlled by fixed—cycle or semi— 
vehicle—actuated traffic lights is discussed throughout 
this chapter. If g or gn is interpreted as the length 
of the nth effective green period and if departure 
headways of vehicles turning right or left satisfy 
Condition (C),then all results of this paper remain 
valid for the queue of vehicles turning right or left. 
'lith most vehicle —actuated traffic lights, maxim= 
vehicle—extension periods are predetermined in order to 
prevent vehicles on intersecting roads from waiting 
indefinitely. Consequently, vehicle—actuated traffic 
lights in eL Cect become fixed—cycle ones, if the traffic 
is fairly heavy on all phases. Thus, sufficient 
conditions derived in Section 6. 2 remain valid for the 
vehicle—actuated traffic light queue, if g and T are 
interpreted as lengths of the maximum green period and 
the maximum cycle. 
     Consider an intersection with J approaches which is 
controlled by a fixed—cycle traffic liht. Suppose that 
vehicles a2riving on all approaches satisfy assumptions 
in Theorem 1. Then from Theorem 1, the queue of 
vehicles on the jth approach has a stationary distribution, 
if and only if 
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 H(~)+p—A.T >0, 
where suffix j refers -to vehicles on the jth approach. 
Hence if and only if 
then all queues at the intersection have stationary 
distributions; that is, the intersection is undersaturated. 
     In Theorems 2 and 4, departure headways are assumed 
to be a.s. greater than a positive number. This 
assumption is not essential and may be dropped.
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Chapter 7.  02timal Siznal Settin 
7. 1. Introduction 
     The optimal control of traffic lights is one of the 
main problems in the thcory of traffic flow and many 
authors have dealt with this problem. :Tardrop (1952), 
:!ebster (1958) , (1963 b) , Rangarajan and Oliver 
(1967) and allsop (1971 a, b) have discussed optimal 
signal sett in ;s for a fixed—cycle traffic light that 
minimize the moan delay per vehici.., or the mean overall 
delay per unit time. Dunne and Potts (1964, 1967), Green 
and Hartley (1966), Neimark-and Fedotokin (1966), Grafton 
and Newell (1967) , Green (1967) , Martin—Lof (1967) , 
Fedotokin (1969) and Gordon (1969) have investigated 
optimal control algorithms based upon the above mentioned 
or other criteria for a vehicle—actuated traffic light. 
Gazis (1964, 1965), Morgan and Little (1964), Little 
(1966), Stoffers (1968) and Gordon (1969) have dealt with 
the optimal control of a system of traffic lights based 
upon various oriteria. 
     In this chapter, optimal signal settings based upon 
the criterion of minimum overall delay and that of 
minimizing a degree of saturation (of the whole intersection) 
are discussed for the fixed—cycle traffic light, where the 
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latter criterion is new and the degree of saturation is 
defined in  Section 7. 2. In Section 7. 2, criteria for , 
undersaturation of the whole intersection are derived 
from the results obtained in Chapter 4. These criteria 
for undersaturation may be important in design of the 
intersection in themselves. On the other hand, the 
optimal signal setting based upon the former criterion has 
been investigated by several authors, as noted in the 
above. In particular., Webster (1958) has developed the 
method of optimal signal setting which is popularly used. 
They, however, take little account of streams turning 
right, assuming that vehicles keep to the left side of the 
road. In this chapter, all streams that pass through the 
intersection are taken into consideration. Thus, the 
optimal si ;nal setting must be formulated in terms of not 
mean effective green times but (real) green times, because 
mean effective green times-of streams turning right depend 
on the signal setting. In Section 7. 3, mean effective 
green times of such streams are determined as linear 
functions of the green times and the cycle time. In 
Section 7. 4, the optimal signal setting with nonoverlapping 
phases based upon the criterion of minim4i, , the degree 
of saturation is dealt with and it is shown that this 
criterion leads to the rule of thumb that the mean effective 
green times should be in proportion to the corresponding 
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ratios  of flow to saturation flow. In Section 7. 5, the 
optimal ci ,c7nal settinr with nonoverlappin, ; phases based 
upon the criterion of minimum overall delay is discussed 
and an approximation alorithm which is a refinement of 
Jebster's method is derived. In Section 7. 6, the optimal 
signal settins with overlapping phases based upon the 
two criteria are dealt with and approximation algorithms 
are presented.
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7. 2. Criteria for under saturationNN                                           of aNwholeNintersection       NNNNNNNNNNNNNNNNNNNNNN/~NNNNNNNNN~.NNNNNNNNNNNNN 
     Consider an intersection with J arms which is 
controlled by a fixed—cycle traffic light. Throughout 
this chapter, followin;; Webster and Cobbé (1966), a phase  
means a sequence of conditions applied to one or more 
streams which, during the cycle, receive simultaneous 
identical signal indications. On the other hand, a stage 
means a part of the cycle during which one or more specified 
streams gain simultaneously right—of—way. Consequently, 
one green period of a phase may comprise several 
consecutive stagPs. Throughout this chapter, suppose that 
the traffic light have N phases; note that this loses no 
Cenerality. If a stream gains right—of—way during the green 
period of the nth phase(n=1,2,— ,N), then the stream is 
said to belong to the nth phase. Let Mn streams belong to 
the nth phase. The mth stream belonging to the nth phase 
is called thF; (n,m) stream (n=1,2,—,N, m=1,2,—,Mn) and 
vehicles which compose it are called briefly (n,m) vehicles  
(n=1, 2, • .. , N, m=1, 2, • • . ,Mn) . A stream is called of the  
first priority in a stage during which it has right—of—way, 
if it is not obstructed by the other streams including 
pedestrians which have right—of—way in the same stage. A 
stream is called of the second priority in a stage during 
which it has right—of—way,if it is neither of the first 
priority nor obstructed by other streams which have 
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right—of—way in the same  stage and are not of the first 
priority. Similarly, a stream of the ith p.~ior.it.y (i=3, 
4,...) can be defined. It is assumed throughout this chapter 
that vehicles keep to the left side of the road. Thus, 
in case of the usual four—armed intersections, a stream 
going straight ahead is of the first priority and a 
strea.n turning right is of the second priority. If 
pedestrians obstruct a stream turning left, the stream is 
of the second priority. Let some vehicles of the ith 
priority (i=2,3,".) wait in the queue at the end of the 
red period. As the light turns green, the head of the 
queue moves and reaches the position to cross the streams 
of the higher priorities. This time from the beginning 
of the green period is called the starting delay for the 
stream of the ith priority. If any vehicle of the higher 
priorities comes into the intersection, the vehicle at 
the position to cross can not move until that vehicle has 
passed through. The sum of these blocked time intervals 
within the .green and the amber periods is called the 
block for the stream. The starting delay and the block 
are called collectively the lost time for the stream. If 
no vehicles of the higher priorities come into the 
intersection, vehicles in the queue cross the lanes of the 
higher priorities at departure headways and pass through 
the intersection. Let a long queue remain at the end 
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of the green period owing to a heavy stream or a  long 
lost time. The time interval between the end of the 
green period and the instant at which the queue held. 
within the intersection has passed across the lanes of 
the high priorities is called the clearance period for 
the stream of the ith priority. This period is thought 
of as effectively green. For the stream, therefore, 
the effective green period is defined as the sum of the 
green period and the clearance period less the lost time. 
It.should be noted that the starting delay and the 
clearance period are inherent in the stream and the 
layout of the intersection but the block is affected by 
the streams of the higher priorities and varies with the 
green time, that is, the length of the green period and 
the cycle time. For the stream of the ith priority, thus, 
the effective green time varies with the green time and 
the cycle time. On the other hand, for a stream of the 
first priority, the lost time reduces to the starting 
delay, that is, the acceleration delay for getting the 
entire queue into motion, because the block vanishes. 
Moreover, the clearance period corresponds to the time 
interval between the end of the green period and the 
instant at which the last vehicle that fails to stop for 
the amber signal passes the stop line. Hence the effective 
green period for the stream of the first priority becomes 
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the  sum.of the green period and the clearance period less 
the starting delay- These definitions for the stream of 
the first priority agree with the conventional ones in 
substance. Since the conventional definitions are 
formulated mainly for the streams of the first priority, 
the definitions adopted in this chapter may be an extension 
of those conventional ones to the streams of the ith 
priority (i=2,3,•..). 
     Let the cycle time of the traffic light be T(seconds) 
and the ntb.green time Gn(n=1,2,•••,N). Suppose that for 
each stream, lost times and clearance times in all cycles 
and departure headways of all vehicles are mutually 
independent and identically distributed random variables 
with finite means and independent ea(,:-1 other.Let .e 
(seconds) be the mean lost time, enT1(seconds) the mean 
clearance time and1ALthe mean departure headway, 
                    nm 
respectively, for the (n,m) stream. Then, by definition, 
the mean effective green time, say, g (seconds) is 
given by 
(2. 1)gnm = Gn+ c trim 
Note that gnmand~r~mcan be estimated by 
gnm _ /gnm enm 
and ,erim = Gn+ c—                           nm gnm enm ,
where enm is the mean number of (n,m) vehicles which pass 
through the intersection during one cycle in which the 
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queue always exists. Furthermore,  L11 streams of arriving 
vehicles are assumed to .be stationary ones without. after— 
effects (see Khintchine (1960)), or generalized Poisson 
processes (see Parzen (1962), page 127), with finite and 
positive intensities. Let 2nm (vehicles per second) be 
the mean arrival number per second of the (n,m) stream 
per lane. Under more general assumptions than the above— ' 
mentioned ones, it has been shown in Chapter 4 by use of 
a generalized model of the GI/G/1 queueing process that 
the queue of the (n,m) stream has a unique stationary 
distribution, if and only if 
(2. 2)'Arim &in T < Gn+ cnm— 'enm . 
That is, this condition is necessary and sufficient for 
the intersection to be undersaturated with respect to the 
(n,m) stream. 
     Define the decree of saturation of_the (n,m) stream,
denoted by )0 ,as 
L (2. 3)fnm -AnmPnmT/ (Gn+cnm— 41m). 
Note that this definition agrees completely with that of 
the "degree of saturation" used popularly. Yoreover, 
the reciprocal of f nmis called the degree of undersaturation 
of the (n,m) stream and denoted by 77Put 
                                                         rim' 
(2. 4)ynm Anm /4nm • 
Since 1/p'nrnmeans the mean saturation flow (vehicles per 
second ) per lane for the (n,m) stream, yum can be thought 
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ratio of flow to saturation flow 
By (2. 1) and (2. 4), the degree 
m) stream can be rewritten as 
               inm ynm T/ gnm. 
n=1,2,...,N) by 
P = max { .~          nmnm 
ine the de7ree of saturation of the
for the (n,m) 
of saturation
whole intersec-
Define the degree of undersaturation of the whole  
intersection denoted by  '( as 
(2. 9) = mnn ~!n 
where for n=1,2,•••,N, 
(2. 10) min { 'jnm } = min {gnm/ ynm T1 . 
Clearly, the criterion in Theorem 1 is equivalent to 
(2. 11) > .1 . 
     With all vehicle—actuated traffic' lights, the 
maximum length of vehicle—extension period (see, Webster 
and Cobbe (1966)) of each phase is predetermined in order 
to prevent vehicles which do not belong to the phase 
from waiting indefinitely.. Therefore, if the traffic is 
fairly heavy on all phases, the vehicle—actuated traffic 
lip;ht operates in effect as the fixed—cycle one. Thus, 
in case of the heavy traffic on all phases, Theorem 1 
and criterion (2. 11) remain valid for the intersection 
controlled by the vehicle—actuated traffic light.
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7. 3.  Moan o L f ectivc.  groan_ti_mc 
     In the preceding section, the degree of saturation 
1nm or the degree of undersaturation ~nm is defined in 
terms .of the mean effective green time gnm and gnm is 
given by (2. 1). However, this equation is just the 
definition and is unsatisfactory particularly for streams 
of low priorities. Moreover, the analysis of the optimal 
signal settings discussed in the following sections 
requires the explicit expression of the mean effective 
green time or the degree of saturation. Thus, the mean 
effective green time is dealt with in this section. Denote 
by an„1 the mean starting delay of the (n,m) stream. Since 
for the stream of the first, priority, the lost time reduces 
to the starting delay, it follows from (2. 1) that if the 
(n,m) stream is of the first priority throughout its green 
period, then 
(3• 1) gnm Gn+ cn anm 
      Suppose that the nth phase is nonoverlapping; that 
is, the green period of the nth phase does not overlap 
with green periods of the other phases. Let the (n,m) 
stream be of the second priority throughout the green 
period of the nth phase. Thus, all streams of the first 
priority that obstruct the (n,m) stream belong to the nth 
phase and have the green time Gn. Denote by bnm the mean 
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length of  the block of the (n,m) stream. Then, from (A. 
15) in the Appendix JE it followj that 
(3. 2)bnni(Gn+ cnm){1-exp(-Zm°tnm)/(1-~m)1 
                   + exp(— nm°L A(YnmT + anm) / (1—Ynrn) , 
where $rnm anm and 6nm are defined by (A. 9) , a is 
given by (A. 11) andol.. is the constant time during 
which the (n,m) vehicle at the head of the queue can not 
move immediately before any vehicle of the first priority 
has passed the conflict point with the (n,m) stream. In 
the above, in order to guarantee the existence of the 
stationary distributions for the queues of the first 
priority, it is assumed that 
(3. 3)~nmT < Gn+ cn.m anm. 
lioreover, note that the block of the (n,m) stream is 
measured not at the conflict point where the (n,m) stream 
is obstructed by the streams of the first priority but 
at the stop lines of these streams. Since the (n,m) 
stream conflicts with the streams of the first priority 
in the center of the intersection in most cases, it is 
relevant to assume that a
nm is nearly equal to the sum 
of the mean starting delay of vehicles of the first 
priority, anm and the mean time it takes them to reach 
the. conflict point from their stop lines. Thus, by (3. 2) 
the mean lost time of the (n,m) stream, -e 
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(3. 4)'nmm anm  ~nm+ bnm 
                 = (Gn+ cnm){l - exp(-k_-J)1 
+exp (-oG nm) (YnmT+.nm) / (1-Ynm) +anrn-~ 
Since it can be assumed with little loss of generality 
that the mean clearance time of the (n,m) stream is longer 
than the mean time from the end of the green period until 
the last vehicle of the first priority reaches the 
conflict point with the (n,m) stream, that is, cnmz61,1m+a                                                        nm 
-a
11.111,  it follows from (2. 1) and (3. 4) that for the (n,m) 
stream which belongs to the nonoverlapping phase, 
(3. 5) gnmexp(-joLnm)(GriYnmT+cnm~'nm)/(1-Ynm) 
                + (c-aa rimcnm+anm) . 
It is clear that under Condition (3. 3), g is positive. 
Since both the criterion in Thorem 1 and criterion (2. 11) 
can decide whether Condition (3. 3) is satisfied or not, 
(3. 5), which is used for estimation of .P or , remains 
valid even if Condition (3. 3) is not satisfied.Moreover, 
(3. 5) includes (3. 1) as a particular case, because if 
the (n,m) stream is of the first priority, then ,kin = nm 
  0. Thus, for the (n,m) stream which is of the first or 
second priority and bclon s to the nonoverlapping phase, 
its mean effective green time, gnm is given by (3. 5). 
Let us assur e that Y
nri<1andYnmT>Gj+cnnm                                                     ~,. Then
the criterion in Theorem 1 leads to fnm < 0 < l < nmsf , 
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where  finm is the degree of saturation of the stream which 
attains 9'nm. Thus, the (n,m) stream which is extremely 
saturated is deleted from the candidates which attains . 
On the other hand, criterion (2. 11) leads to 7e < lnm < 0 
nm<< 1. This shows that criterion (2. 11) is more 
efficient than the criterion in Theorem 1. 
     Let the nth phase be overlapping. In this case, the 
green period of the nth phase may comprise several stages 
and the priority of the (n,m) stream may vary with stages. 
Thus, many different circumstances can be thought out. 
To begin with, consider as a typical and practical example 
the circumstances in which the green period of the nth 
phase comprises three stages and the (n,m) stream is of 
the first priority in the first and the third stages and 
of the second priority in the second stage (see Fig. 1). 
Webster and Cobbe (1966) calls the first stage "late 
release" and the third stage "early cut-off". Denote by 
S length of the kth stage (k=1,2,3),that is, the kth 
green period and by Ik the intergreen period between the 
kth and the .(k+l) st stages. Moreover denote by tnrn the 
mean time it takes the vehicles of the first priority in 
the second stage to reach the conflict point with the 
(n,m) strea.ri from their stop lines, for a,m means the 
acceleration delay and can not represent tnm. It follows 
from (3. 1), or (3. 5), and (3. 2) that 
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(3. 6)  g = (S +I +a +=t -a ) + [S+c-  nm 1 1 nm nm nm2nmnm 
              -(32+anm){1-exp(-jaC)/(1-Ynm)} 
                -exp (-3n`m°Gnm)($~n~iT +aiLTII) / (1-Yr~m) 
                +(S3+ciiiaa+I2-cnm trm) 
Gn+crim anm [(S2+cnm){1-exp(4'neG)/(1-Si 
                                                          nm 
+exp (- 1moGnm) (st T +ani~i)/(1-,  ) J ' 
3 2 
where GriSk+ZIkand cnmand anmare the mean clearance 
time and the mean starting delay for the (n,m) stream of 
the first priority. In much the same way, the mean effective 
green time can be determined for all the other situations 
in which in some stages the (n,m) stream is of the second 
priority on. These results are omitted to avoid duplications 
but they imrly that the mean effecitve green time is a 
linear function of the lengths 6f the stages and the 
cycle time, and is strictly increasing in the lengths of 
the staes and nonincreasing in the cycle time; that is, 
if Gn.1:7SnkT1nk+and Inkk(1,...kn-1) are constants, i' 
then for the (n,m) stream, 
(3..7) gnm= gnm(3nl'Sn2'...'5nk
n,T)' 
                _ unmksnk vnmT + wnm' 
where u
nmk 0 and vnm.0.  In particular, for the (n,m) 
stream which belongs to the nonoverlapping phase, (3. 7) 
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reduces to 
(3. 8)g(G,T)               nm=nmn 
 unmGrivnmT + wnm, 
where u>0 0 and v
nnt 0. From (3. 5) , for stream (n,m) 
of the second priority, 
(3. 9)ulllexp(-7m,c )/(1-9-) , 
           vl79- exp()/(1-nrri) 
     andw nmcnma,un+ (cnmnm)1exp (-)/(1/ (1 
                       ilm) - 1}. 
Finally, by (3. 1), for stream (n,m) which is of the 
first priority throughout its green period, 
(3. 10)unm1,vl0 and wn_mcnus'nm
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7. 4.  Tii7nal settiff  to minimize the de rco of saturation 
     Many authors have dealt with the problem of optimal 
signal settings of fixed—cycle traffic lights. Most 
of including Web=ter (1958), Miller (1963b), Webster 
and Cobbe (1966) and Allsop (1971 a,b) use minimum 
overall delay as the criterion in deducing optimal 
signal settings. In this section, however, a new 
criterion of minimizing the degree of saturation is
adopted. Since the degree of saturation decides, as 
shown in Theorem 1, whether the intersection is 
undersaturated or not, this criterion seems suitable 
for congested intersections. The relation between this 
criterion and minimum overall delay will be discussed 
in the following sections. It is assumed in this 
section that each stream belongs to a fixed phase and 
all phases are nonoverlapping. Although this assumption 
restricts signal settings within narrow limits, most 
traffic lightsinstalled in intersections with 3 or 4 
arms satisfy this assumption and hence, many authors have 
made this assumption in deducing optimal signal settings. 
Optimal signal settings without this assumption will be 
dealt with in Section 7. 6. 
     Let one cycle of the traffic light comprise N 
nonoverlapping phases. Denote by Gn and In (n=1,2,—,N) 
the green time of the nth phase and the intergreen time 
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between the end of the green period of the nth phase and 
the beginning of the green period of the  (n(m.od.N)+1)st 
phase, respectively (see Fig. 2). Therefore, 
N (4. 1).~. G = T — I, 
x.1 n 
N 
where I = Z I > 0 and for all n, 
(4. 2)Gn2 0 . 
Moreover it is required that for T (> I), 
(4. =,)IS T<_T, 
where T is the maximum value of admissible cycle times. 
Suppose that for all streams, 
(4. 4)0<y , i<  1. 
This assumption loses no generality in view of (2. 8). 
It follows from (2. 5) and (3. 8) that the degree of 
saturation of the (n,n) stream,m .,f (G,T) is given by                     nn 
(4. 7)p1nr.(Gn'1)—ynmT/(unmGnvnmT +w~) . 
Hence, by (2. 7), the problem to be solved is : 
              subject to (4. 1) through (4. 3), 
where the N dimensional column vector G=(Gl,G2,•••,G~T) •
                      227
Denote  b;ry* the minimum value, if it exists, of this problem. 
     As noted in the preceding section, however, the degree 
of saturation is less efficient than the degree of 
undersaturation. Moreover, minimizing the degree of 
saturation is equivalent to maximizing the degree of 
undersaturation. In this sence, it is convenient to 
rewrite Problem (4. 6) in terms of the degree of 
undersaturation. It follows from (2. 10) and (3. 8) that 
the degree of undersaturation of the nth phase, )Zn(Gn,T) 
is given by 
(4. 7)?n(Gn,T)_ i {gnm(Gn,T)/yr,T 
Since gnm(Gn,T) are strictly increasing, continuous and 
concave in Gn, n(Gn,T) is also strictly increasing, 
continuous and concave in Gn(see, Mangasarian (1969), 
page 61). Thus,Problem (4. 6) is rewritten as: 
(4. 8)max mint~n(Gn,T)} 
               subject to (4. 1) through (4. 3). 
Denote by 7e* and (G*, T*) the maximum value and the optimal 
solutions, if they exist, of this problem. If ?* > 0, 
then y*. 1/'i* and (G*, T*) is the optimal solutions of 
Problem (4. 6) . If 'Z S 0, then P * > 1, y* i/?er and (G , T* ) 
is not the optimal solution of Problem (4. 6): from Theorem 
1 and (2. 11), however, both p* > 1 and 9r s 0 imply 
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that the intersection is oversaturated with any 
admissible  signal setting. Note that when the 
intersection is known to be oversaturated with all 
admissible signal settings, how much the intersection 
is oversaturated is of little importance. Clearly , 
Problem (4. 8) is equivalent to: 
(4. 9)max{ *(T)} 
               subject to (4. 3), 
where 
(4. 10)r(T) = max minin(Gn,T)1 
                       G 
               subject to .(4. 1) and (4. 2). 
Denote by G*(T) the optimal solution, if exists, of 
 Inner Laximization Problem (4. 10). 
     Now consider Inner Maximization Problera(4.10) for 
appropriately fixed T satisfying (4.3). Before discussing 
this problem,consider the following problem which is 
slightly more general than the above: 
(4. 11)m x minn€ f n (xn) } 
               subject to 
(4. 12) xria 
n=1 
(4. 13)and x = (xl,x2,. ,xN)e X, 
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where X  Is a subset of N dimesional Euclidean space and 
fn(xn)(n=1,2,•.., N) is strictly increasing in xn. 
Then it can be shown that the following lemma'holds 
for this generalized problem: 
Lemma  
Suppose that there exists a point x=(xl,x2,•••,XN) which 
satisfies (4. 12), (4. 13) and 
(4. 14) fl(5Z1)=f2(2)=...=fN(N). 
Then this point x is the unique optimal solution of 
Problem (4. 11) through (4. 13). 
Proof. 
Assume that there exists another point (x1,L2, •XN) 
#x which satisfies (4. 12) through (4. 14). Since there 
exists some n such that xn> xn(xn< xn) and all fn are 
strictly increasing funtions, it follows from (4. 14) 
that for all n, fnn) > fn(xn) (fnn)< fn(xn) )' 
Consequently, for all n, xn> xn(xn< xn) . By (4. 12) , 
this implies that a> a(a< a) . Therefore x is unique. 
Suppose that another point 7(=(7cl,x2,• • •,a7)}is a 
solution oC Problem (4. 11) through (4. 13); that is, 
for some . and all na , 
f(x ,e)> fn(an) Z f t(xe)=fn(xn) , 
where the first inequality is due to the uniqueness of 
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 Consequently xt.> Rt and xn.k xn. By (4. 12) , this 
implies that a> a. Hence a2 is the unique solution of 
Problem (4. 11) through (4. 13). The proof is concluded 
Let [n] denote the predominant stream of the nth phase; 
that is, 
(4. 15) 'n(Gn,T)=gn(Gn,T)/Y nT. 
Then by (3. 8), 
(4. 16) g(Gng) =unGri vnT + wn, 
where u
n> 0 and vnZ O. Here, it is to be noted that the 
predominant stream [n] may vary with Gn and T. From 
Lemma , in order to solve Problem (4. 10), it sufficies 
to show that a point G=(G1,G2,•••,GN), if it exists , is 
determined by (4. 1) and 
(4. 17) ~l(Gl,T)= ~2(G2'T)=..._ ~N(GN'1) 




Thus, by (4. 16) , for arbitrarily fixed n and all-e Vn, 
(4. 19) Gz={ Y unG+(ynvv —y vn) T+yt wn—y 1' }/ynut 
Substituting these equations into (4. 1) yields for 
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 n=1,2,..., 
                                TI 
(4. 20) Gn=(1-vn/un+(vn/y n)5~'yn/un) T        n=1n=1 
1~Iid             -( I-  ~ wn/un+(wn/Yn)n/un/{ (un/Yn) Z Y      n=1n=1n=1 
Therefore, the point G which satisfies (4. 1) and (4. 18) 
exists certainly by the strict increase and the continuity 
of gn(Gn, T) and is uniquely determined as (4. 20) , 
although formally.Now suppose that 
                                     T,T 
(4 . 21)/un< 1 
                                                   y n=1` 
and 
                                                      1~T
(4. 22)T > max-([ I  Zwn/un+(wn/Yn).E Yn 
n=1 n=1 
[1-Z,vn/un+(vn/Yn) ~. Yn/un] 
        n=1 n=1 
Then these assumptions imply that G satisfies (4. 2). 
Hence it follows from Lemmathat G given by (4. 20) is 
the unique solution G*(T) of Problem (4. 10). Moreover, 
by (4. 1), (4. 10) and (4. 17), 
r N 
(4. 23)(T) = {1- vn/un- ( I- Z wn/un) /T} / .>', yn/un. 
        n=1n=1n=1 
Nate that r(T) is the minimum value of the riht-hand 
sides of (4.23) with un, vn and wn replaced by u,, 
vn4 and wiofallstreams belonging to .the nth phase. 
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Theorem 2.  
Under Conditions (4. 21)  and (4. 22), Problem (4. 10) 
has the unique optimal solution given by (4. 20) and the 
maximum value given by (4. 23). 
It should be noted that the optimal solution G*(T) of 
Problem (4. 10) has been determined by (4. 1) and (4.18); (4 . 
means that the mean effective green times g
nshould be 
in proportion to the corresponding ratios of flow to 
saturation flow yn. This is just the well—known rule 
of thumb (see, for example, Highway capacity manual 
(1950), page 92, or Evans (1950), page 224). Moreover, 
Problem (4. 10) and Lemma chow that (4. 13) is derived 
from only the criterion of maximizing the degree of 
undersaturation, as long as mean effective green times 
are strictly increasing in green times. Note that 
continuity of gn leads to existence of G and Conditions 
(4. 21) and (4. 22) lead to feasibility of G. These 
facts explain that the rule of thumb mentioned above 
is derived from the criterion of maximizing the degree 
of undersaturation or, equally, that of minimizing the 
degree of saturation. 
Corollary 1.  
For a fixed cycle time, the criterion of minimizing the 
degree of cauration leads to the rule that the mean 
effective green times should be in proportion to the 
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18)
corresponding ratios of flow to saturation flow. 
     Let us assume that Conditions (4. 21) and (4. 22) 
are  satisfied at T=T. This means that there exists a 
set of T including T, say, ST on which (4. 3), (4. 21) 
and (4. 22) are satisfied. Suppose that for all TE ST, 
(4. 24)I >Zw/u 
n=1nn 
Since for all a, 7jn(G11,T) is continuous in both Gn and 
T and for TEST, 7? (T) is determined by (4. 1) and (4. 17), 
r(T) is continuous in TE ST. Moreover, (4. 23) and 
(4. 24) imply r(T) is strictly increasing in T E ST. 
It is clear that for T ST' r(T) is less than the right 
member of (4. 23). Consequently from (4. 9) and Theorem 
2 it follows that Problem (4. 8) has the unique optimal 
solution T*=T and G%=G*(T), which is given by (4. 20) 
with T replaced by T. Clearly, by (4. 23), 
~?N N 
(4. 25)  *_ {1— Z.,vn/uri ( I— ~ wn/un) /T }/ Z yn/un . 
n=1 n=1n=1 
Theorem 
Suppose that Conditions (4. 21) and (4. 22) are satisfied 
at T.T. Under Condition (4. 24), Problem (4. 8) attains 
the maximum value given by (4. 25) at T=T* and Gn°Gn (n=1, 
2,...,N), where 
(4. 26)T*= T 
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and 
 (4. 27)G*= {(1-Zv /u +( v /y )y /u )T- (I-,S'/u 
              nmin n n nnn nn=ln 
wn/yn) Z yn/un )} /{ (un/yn) Z,Jn/ n} • 
n=1n=1 
It follows from (4. 25) that 
      ]~NN                '7`im?*=(1-In/un)/Z yn/un•         -r- °°
n=n=1 
Since., (4. 24) implies ? is strictly increasing in 
T and 'V is not larger than the right hand side of (4. 25) 
with u
n, vn and w11 replaced by unm, vnm and w of any 
stream belong'ing to the nth phase, Theorem 3 leads to: 
Corollary 2.  
Suppose that (4. 24) is satisfied for all T > I. If 
I\~ 
(vn+yn)/un z 1 for sufficiently large T, 
n=1 
then the intersection is oversaturated with any possible 
signal setting. 
Let us assume that the total intergreen time I> 0 is 
predetermined in such a way that for all TE ST, 
(4. 28)I 2 Z wn/un+[m1x(vn/yn) (1-~.(w11+yn)/un) 1+~ 
where [•j+=:ax{0,•}. Clearly, (4. 28) implies (4. 24). 
Thus, Corollary 2 suggests the following condition should 
be made: for all TE ST, 
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 iJ 
(4. 29)X (vn+yn)/u11<1. 
 n=1 
By (4. 4), this condition is much stronger than (4. 21). ' 
Therefore from (4. 22) and Theorem 3 it follows that if 
(4. 30)T ? TO_mRx{ [ I_ Z wn/un+(w /yn)n_111/un1/ 
U 
                     [ 1.—, vn/un+(vn/yn),~yn/un 
n=1 n=1 
then (G*, T*) given by (4. 26) and (4. 27) is the unique 
solution of Problem (4. 8) . Put for T=T, 
(4. 31)T1=(I—,~w11/un)/(1-2: (v11+yn)/ur~) .
n=1 n=1 
Then (4. 4), (4, 16) and (4. 28) imply Tl> Tc. Thus, by 
(4. 25) , if T > T1, then r>1; ; criterion (2. 8) shows 
that the intersection is undersaturated with the optimal 
signal ssttin,g (G* , Tk) . Moreover, if TOsTsTl, then V<_1 
and the intersection is saturated with respect to at least 
one stream belonging to each phase: that is, the intersection 
is uncontrollable under constraint (4. 3), as long as no 
streams are allowed to queue up indefinitely. Put for 
T=T, 
(4. 32)T=(I---- wn/un)/(1-7 vn/un). 
n=1 n=l 
Then, by (4. 25), T>max (T0,T2) implies k >0. As noted 
in the remark following (4. 8), if 71* >0, then p*=1/70 
and (G*,T*) is the unique optimal solution of Problem (4. 6). 
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Therefore, if  T  >max(T0,T2),•  then 
(4. 33) / *=T Z (yn/un) / { (1—Zvn/un) T— (I—Zwn/un) . ' 
n=1 n=1n=1 
Note that T1>T2 and that T0,T1and T2 may be smaller 
than I. 
Theorem 4. 
Suppose that Conditions (4. 28) and (4. 29) are satisfied. 
If T>T1, then Problem (4. 6) attains the minimum value 
r<l at the unique optimal solution (G , T*) and the 
intersection is undersaturated with the optimal signal 
setting (C,'T*); If max(T0,T2)<T5T1, then Problem (4. 6) 
attains the minimum value f *_>1 at the unique optimal 
solution (G*,T*) and the intersection is oversaturated 
with the optimal signal setting (G*,T+); If T5max(T0,T2), 
then the intersection is extremely oversaturated with all 
admissible signal settings; where f'f is given by (4. 33), 
(Ci*,T#) is given by (4. 26) and (4. 27), T0, Tl and T2 
are defined by (4. 30) through (4. 32). 
     Let predominant streams of all phases be of the first 
prinr'ity_ This case is fundamental and almost all authors 
have restricted their discussion within this case. By 
(3. 10), for stream (n,m) of the first priority, 
(4. 34) Znl-n(Gn,T)=(Gn/ynm+wnm/ynm)/T. 
Since the differences of wnm are negligible for all streams 
                     237
 .of the first priority which belong to the nth phase, put 
wnm wn, for all (n,m) of the first priority'. 
Then since tim?(-wn,T)=0, the predominant stream of the nth 
    i phase is determined as: 
               for Gn z [-wn]+ and all T >I 
                                       (4. 35) yrimax { irpm1 
andfor 0<Gn<[-wn]+ and all T >I, 
(4. 36)yn=min{y21TTi1 , 
where max or min is taken over all streams of the first 
priority which belong to the nth phase. Nuwp:.ose that 
      ..N 
(4. .37)T>_L_I-Zwn. 
Tote that L=T2,because of (3. 10) and (4. 32). Therefore 
ZO and gn(Gn*, T*)>-0 implies Gn Z -wn. Thus, the predominant 
stream [n] at T=Tie, which is used in (4. 21) through (4. 33) 
is given by (4. 35) under (4. 37). Then Conditions (4. 28) 
and (4. 29) reduce to: 
(4. 38)Y=Z yn< 1 
n=1 
and 
(4. 39)I 2 Z wn+mnx (wn/yn) (1-Y) . 
Moreover, by (4. 30) and (4. 31), 
(4. 40) T0= L +Y max( wn/Yn) 
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and 
(4. 41)  T1=L/(1—Y). 
Hence it follows from Theorem 4 that under Conditions (4. 38) 
and (4. 39), if T > Tl, then the unique optimal solution of 
Problem (4. 6) is (G*,T*) and 
(4. 42) f*=YT/(T—L)<1, 
where T1 is given by (4. 40) , and T*=T and for n=1,2,--,N, 
(4. 43) Gn=yr1(T—L)/Y—wn. 
It is to be noted that y* >Y for all T*. Hence if T is not 
predetermined and for given value J'G such that 140>Y, it 
is required to set r =f'0, then by (4. 42), T* should be 
determined as 
(4. 44) T*=Lf0/(f0—Y). 
     Consider the case in which streams of the second 
priority or higher priorities are included in the 
predominant stream [n] which varies with Gn and T. 
Although it is possible to deal with this general case 
in a similar manner to the case discussed above, it seems 
to be rather complicated, because which stream to adopt 
as [n] at T=T* and G=G* must be determined. Thus, let 
us discuss directly Problem (4. 8) in what follows, because 
this problem is more efficient than Problem (4. 6). To 
                                                      with, (4. 7) and (4. 8) imply. that Problem (4. 8)
is equivalent to: 
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(4. 45) max  pz} 
           subject to (4. 1) through (4. 3) and for all 
n=1,2,...,N and all m=l,2,...,M
n, 
                    M(G ,T).                YnmT~2.<t'nrnn 
Consequently it follows from (3. 8) that Problem (4. 8) is 
equivalent to the following nonlinear 'programming problem: 
(4." 46) max { ' } 
T. ,'? 
             subject to 
                  yin!?T±vT-u G<w(n=1,2,...,N,m=1,2,...,Ni),  nnrimn-n..mn 
P, 
                  T-Z G=I, 
                        r_=1n 
I 5.T 
               and GnZ 0 (n=1,2,...,N). 
Put z =l/T and en= Gn/T (n=1, 2, ... , N) . Then this nonlinear 
programming problem can be rewritten as: 
(4. 47) min } 
                subject to 
                  -y
nm +unman+wnmt 2vnm (n=1, 2, ... ,N, m=1, 2,  , . . . 
N 2 en+It=1, 
n=1 
1/T t <_ 1/I 
                and On 0 (n=1,2,...,N). 
Clearly, this problem can be solved by linear programming 
(see, for example, Dantzig (1963) or Orchard-Hays (1968)). 
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Suppose that Conditions (4. 21), (4. 24) and (4. 30) are 
satisfied for all predominant streams which vary with  G 
at T=T. Then from Theorem 3 it follows that  Problem 
(4. 47) reduces to the following simple linear programming 
problem: 
(4. 48)max { 
N J 
              subject to 




                and enZ0 (n=1,2,...,N), 
where Z=1/T. Theorem 3 shows that this problem has the 
unique optimal solution. Let no and Itnm (n=l,2,..., , 
m=1,2,...,i,n) be the dual variables correspcnding to the 
equality constraint and the inequality constraints of 
(4. 48). The dual problem of (4. 48) (see, for example, 
Dantzig (1963), page 126) is: 
                     ,. N 
(4. 49)min{'iT0(1—Iz)+7Cn(tw—vn)1 
              subject to 
                  Tt 
                                     TT 
                         nvn-1' 
Tf nun0(,n= l, 2 B ... , N) 
                and Ttn0 (n=1,2,...,N), 
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where row vectors  -n  (  nl'  2'  •  •  •'~nP  ) and column vectors 
Zn=(Ynl'Yn2'...,ynM
n)'un-(unl'un2"...,unMn)'Vn-(vnl' 
vn2,...,vnl,1) and wx-(wnl'wn2,•~,w np,n)•Since Conditions 
(4. 21), (4. 24) and (4. 30) appear to be satisfied for 
practical cases, it suffices to solve Linear Programming 
Problem (4. 48) or (4. 49) in order to solve Problem 
(4. 6) or (4. 8). Finally it should be noted that all 
results in this section are valid with little modification 
for Problem (4. 6) with constraint T=T instead of (4. 3). 
In particular,Theorems 3 and 4, Corollaries 1 and 2 
Equations (4. 33), (4. 42) and (4. 43) and Problems (4. 48) 
and (4. 49) are valid without modification.
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 . 5. V!obstei.''s.~.o1)tio.lNsir'ninal setti            NNNNNJtiNNNNN /~.iNNI~.NI~G 
     In the  precedinc; section, the optimal signal setting 
based upon the criterion of minimizing the degree of 
saturation has been discussed on the probable assumption 
that each stream belongs to a fixed phase and all phases 
are nonoverlapping. On the same assumption, the optimal 
signal setting based upon the criterion of minimum 
overall delay is dealt with in this section. Webster 
(1953) discussed this type of optimal signal settings, 
although he dealt with only the predominant streams of 
the first priority, and developed the method of optimal 
signal setting, which is used popularly due to its 
simplicity and compatibility. The derivation of his 
method, however, seems to be slightly rough. The 
purpose of this section is to analyze his method in 
some detail. Throughout this section, the same notations 
as in the preceding section are used. 
     In order to proceed with the optimal signal setting 
mentioned above, it is essential to obtain the mean 
delay to all vehicles arriving at the intersection in 
unit time. Several theoretical results on the mean 
delay per vehicle at intersections controlled by fixed— 
cycle traffic lights have been obtained by Newell (1960, 
1965), Miller (1963), Buckley and Wheeler (1964), Darroch 
(1964) and ;.cNeil (1968). Their expressions for the mean 
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delay per vehicle, however, appear too complicated to 
deduce the optimal signal setting, except Miller's: 
his expression requires measurement of the variance 
 of arrivals. On the other hand, Webster (1958) derived a 
simple empirical formula from computer simulation and 
tested his formula by comparison with observed data. 
Thus, in what follows, Webster's delay formula is used: 
(5. 1)9C             dnm101T(1-gnm/T)2/2(1-gnmPnm/1) 
                  +21m/2 Ann(1-p ) ,nin 
where d is the mean delay per (n,m) vehicle. This 
formula can be rewritten in terms of S°nm as follows: 
(5. 2)dn,_`iT(1-ynm/I~)2/(1-ynm)                  m20 
            +f2/a(1-per)}•nm 
Note that this formula is valid only if 0<f< l; this 
condition implies yl <1. Denote by D(G,T) the overall 
mean delay of vehicles arriving in unit time when the 
signal setting is (G,T). Since Anmdn mis the total 
    .•. 
mean delay of (n,m) vehicles arriving in unit time, 
(5. 3) D(G,T)-20ZDn(Gn,T), 
n=1 
where for n=1,2,—,N,       
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                        M
n 
(5•4) Dn(Gn,T)=,~.'{nmT'(1—ynm/nm(Gn,T)  )2/(l—ynm) 
                       m=1 
+.)"nm(Gn'T)/(1-.p(Gn'T))1 rim
and for all m, fnm(Gn,T) is defined by (4. 5) and satisfies 
(5. 5)0<i(Gn,T)< 1. 
Suppose that constraint (4. 3) on T is imposed. Since 
(4. 1) and (4. 2) must be satisfied, the problem to be 
solved is: 
(5. 6)min { D(G,T) 
T,G 
              subject to (4. 1), (4. 2), (4. 3) and (5. 5). 
To begin with, it must be decided whether this problem has 
feasible solutions or not, that is, its consistency suet be 
decided. This question can be definitely answered-by solving 
Problem (4. 6) or (4. 8) or (4. 47). That is,if 0<ri-<1, 
then Problem (5. 6) has feasible solutions, otherwise it 
has no feasible solutions. The more precise result 
follows from  Theorem 4. 
Suppose that Conditions (4. 28) and (4. 29) are satisfied. 
Then Problem (5. 6) has feasible solutions, if and only 
if for predominant streams at T=T, 
1?v 
(5. 7)T >.T =  (I— Z wn/un)/(1—Z(vn±Yn) /un) 
n=1 n=1 
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In the sequel of this section, suppose that Conditions 
(4. 28), (4. 29) and (5. 7) are satisfied. Clearly, 
(4. 28) and (4. 29) imply that for all n and m, 
(5. 8)y (Gn,T) > ynm" 
 Moreover, y*(< l) can be obtained by solving Linear Pro- 
gramming Problem (4. 48) or (4, 49) which is considerably 
simpler than (4. 47). Since D(G,T) is continuous in 
both G and T and strictly increasing with respect to frim 
for fixed T, Problem (5. 6) has a minimum value. Denote 
by D and ((:,`i) the minimum value and the optimal solutions 
of Problem (5. 6). 
     It is clear that Problem (5. 6) is equivalent to: 
(5. 9)min{ D(T) 




              subject to (4. 1), (4. 2) and (5. 5). 
In order to decide whether Inner Minimization Problem 
(5. 10) for fixed T has feasible solutions or not, 
similarly to Problem (5. 6), it sufficies to solve: 
(5. 11)JrT)=min mnx{(Gn,T)j 
             subject to (4. 1) and (4. 2), 
where pn(Gi1,T) is defined by (2. 6). 
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Note that this problem reduces to Linear  Pro;ranming 
Problem (4. 48) or (4. 49) with Z replaced by 1/T. 
Define T1 as 
(5. 12)T1=inf{T; f*(T)<1, I<_TST}. 
Since r(T)=1/7r(T)  is continuous and strictly decreasing 
in T due to (4. 28), (5. 7) implies that T1 exists 
certainly. Note that T1 is not smaller than T1 given 
by (5. 7), because T1 is the maximum of I and the last 
member of (5. 7) defined for predominant streams at T=T1. 
For T such that T1< T<_T, define X(T) as the set composed 
of points G such that (4. 1), (4. 2) and (5. 5) are 
satisfied. Since (4. 28) and (4. 29) imply that (4. 2) 
is a non-binding constraint, the set X(T) is open and 
convex. It follows from (5. 4) that 
(5. 13) a Dnn' T) /O Gri -Z { 2knmunm(vn(Gn' T) -ynm) / 
                (1—ynrn)Jum(Gn'T)+unfa.13n(Gn'T)(2-~nm(Gn T))/ 
                 ynlaT (1- Pi m(Gn,T))21 
                                        and 
(5. 14)a2Dn(Gn~aGn=.~2.unsn/(1-ynyi)T 
                 +2uinm(Gn,T)(f'n~Gn'T)-3Pnrn(Gn,1)+3)/ 
                  y 
                   2 T2(1-J(G,T))3}. 
             nmrnmn 
Since by (5. 14), D(G,T) is strictly convex in GEX(T) and 
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for G on the boundary set of X(T),  D(G,T):=oo, Inner 
Minimization Problem (5. 10) for T such that T1<T<T has a 
unique optimal solution, which is denoted by G(T). 
Although Inner Nanimization Problem (5. 10) can be solved by 
dynamic programming .(_see, for example, Lehman and Dreyfus 
(1962), ..;inc and Ohno(1970 a,b) or separable pro. ra:aiing (see, 
for example, Dantzi (1963), pp. 482-490), these methods 
consume much time. Thus it may be practically important 
to develop a method which supplies a good approximate 
solution of Problem (5. 6), i.e. (5. 9) and (5. 10). 
Web;,ber (1958) considered a four—armed intersection 
with two—phases and calculated D(G,T) with only two 
perdominant streams for various values of cycle times 
and ratios of effective green times in order to find 
the properties of 7(T). His conclusion is that optimal 
solutions of Inner Minimization Problem (5. 10) are 
rather cicse to approximate solutions obtained by the 
rule of thumb that the mean effective green times should 
be in proportion to the corresponding ratios of flow to 
saturation flow. He derived the approximate equation of 
7(T) from substitutin. those approximate solutions for 
G(T) and, by differentiating the equation with respect 
to T, obtained the approximate solution of (7,). Thus, 
Corollary 1 implies that Webster's method may be regarded 
as the approximate method of the following strategy: 
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    nne 
 For T such that T1<T5-T, solve Problem (5. 11), that is, 
Linear Programming Problem (4. 48) or (4. 49) with t 
replaced by l/T, instead of Inner Minimization Problem 
(5. 10), to obtain the approximate solution G*(T) for 
7(T). Then solve One—dimensional Minimization Problem 
(5. 9) with n(T) estimated by D(G*(T),T). This approxima— 
tion strategy is more accurate and more useful than 
Webster's method particularly in case several streams 
including ones of the second priority belon ,g to each 
pho.s . It has not been shown, however, under what 
conditions this strategy or Webster's method supplies a 
good approximation to the optimal solution of Problem 
(5. 6). That is, it is open to question under what 
conditions G*(T) becomes a good approximate value of 
the optimal solution G(T). In order to discuss this 
problem, put 
(5. 15) AG(T)=G(T)—G*('T). 
Clearly, 
n7 
(5. 16) ZAG11(T)=0 
n=l 
and by the classical Lagrange multiplier method (see, 
for exa'ele,.Hadley (1964), PP.60-`. ), AG(T) satisfies 
for all of .Q 
(5. 17)aD11(Gn(T)+AGn(T),T)/aryn=a=t(G*(T)+~G2(T),T)/aGia 
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Define  'G11(T)  n=1,  2,  •  •  •,N) by f11(Gn(T),T)=1 for the nth 
predominant stream at (G(T),T). Since Gri(T) and 
r*(T)=fn(Gn(T),T) (n=1,2,—,N) are given by (4. 27) 




(5. 13)AGn(T)> -ynT(1-f'*(T)/un? (T), 
since Gn(T) must satisfy r1(Gn(T),T) <1 and,f'11(Gn,l) 
is strictly decreasing in Gn. Therefore, (5. 16) and 
(5. 18) imply 
                             T7 
(5. 19)m .x{I&G,1(T)11 < (Z;yn/un)T(12(T) )/1(T). 
                             1 Suppose that for an appropriately small positive mumber 
Sl , 
(5. 20)1-1)*(T)5 S. 
Then fror:. (4. 16) , (4. 33) and (5. 19) , 
(5. 21)ma1x{~AGn(T)I} < (1-;vn/un)TY'l. 
                                        n- 
Hence, under Condition (5. 20), (5. 17) can be approximated 
as follows . for all n#  
(5. 22)aDl/aG11+( a2Dn/aGn)AG1(T) 
=aD /aGe+(a2D. /aGi)AGt(T), 
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whereaD''/aGnandaDn/aGndenote aDn(Gn(`T),T)/aGn and 
 a  Dn(Gxn(T),T)/aGn. Solving (5. 16) and (5. 22) yields , 
for n=1,2,...,N, 
(5. 23) 6.Gn(T)={Z(aDo*/aG—aDn/aGn)/a2D.e/aG.}/ 
                    1 
                         t= 
                             ii 
              (a2Dn/aGn){ Z1/(D/aG2)~ • 
                                      =1 
SinceaD*/aGn> 0 for alln, (5. 23) leads to 
(5. 24) IAGn(T)I =IZ IZ(aD/aGt-aD1/aGn)/ 
n=1n-1 t=1 
                                                                    i~                D/aG21/(2Dn/aGn)/{.~ 1/ 
n=1 
(v Dn/aGn , 
A feasible solution G is said to be an E-near-optimal  
solution of Inner i+inimization Problem (5. 10), if for 
positive number E, 
(5. 25)n(T)-GnI5.t . 
n=l 
Therefore, since from (5. 24), 
(5. 26)IoGn(T)ISmaIaDn/aGri aDz/aG$I ---l/(aDn/aGn) 
  1n=1 
and by (5. 14), 
(5. 27) l/( a2Dn/aGn)<(ynT2/2un)(1-Pv(T))3/(f';E(T))4, 
Condition (5. 20) implies that G*(T) is an s-near-optimal 
solution, if 
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(5. 28)IaDn/aG11aDZ/aGel (~,y/2un)T2          m;Sl_F.(1-F1)4. 
 n=1 
 Since fr pm (5. 13) and (5. 20) , 
(5. 29) max I aDn/a G aDk /age 
< ma (un/y;1 u4/yL +Z n]unm(r)(2-?) (1-p*) 2/ m#[ 
           ynm(1-f* )2(p)3(2-r)-Zuzl~(pk)3(2-pQk)(1-p;~)2/                                                  k
k[t]  
yZk(l-fk)2(r)3(2-P*)I/Tsl, 
where 5)* and ja'nm denote pr(T) and fLr(Gn(T),T), it follows 
f2- from (5.~3)that G*()is and. -near-o;atimalsolution of
Inner ,:in.i :a_:-,ation Problem (5. 10) , i  is sufficiently
small, that is, the intersection is nearly oversaturated.
Now a feasible solution G is said to be an s-optimal  
solution of Inner Minimization Problem (5. 10), if for 
(5. 30) 1z(T)-D(G,T)IS~.. 
Since D(G,T) is strictly convex in GEX(T), 
ID(T)-D(G T),T)I <) E (aDn/aGn)AGn(T)` 
n=1 
It follows from (5. 23) that 
(5. 31) MT)-D(G*(T),TA< 90. m; IaD/aGn-aDt/agel. 
 Dn/aGn) /( a2Dr/aGn) . 
                                  n=1 
Thus, G*(T) is an z-optimal solution under Condition (5. 20), 
if 
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                                N1JIn 
 (5  • 32)FIdaDn/aGn- aD~ /aG,~!±{~Yn/un)m=.1_unm/ynm~ T Sl 
S 4E(1-1)4, 
because due to (5. 13) and (5. 14), 
Mn 
(5 • 33) `aDn/aGn'/( a2Dn/aGn)S(Yn/un) 2 (u m/Ynm)T 
                                               m=1 
(1-f (T))/2. 
In the above, Condition (5. 20) has been assumed. However, 
even if (5. 20) is not satisfied, pG(T) given by (5. 23) 
will remain valid, because, in fact, maax{QGn(T)} is 
expected to be not so large, as shown also by examples of 
Webster (1958) and Allsop (1971a). Thus, (5. 24), (5. 26) 
and (5. 31) will remain valid without Condition (5. 20). 
Now consider the practical case that all streams (n,m) 
satisfy 
(5. 34)yn~1+0.05`srrim 0.7• 
For this case, the direct calculation of (5. 13) and (5. 14) 
yields 
nl                              n





since T is considerably larger than the other parameters. 
Therefore, from (5. 26), (5. 31), (5. 35) and (5. 36) it 





that  in case of (5. 34), 
N 
  1AGn(T)1..5.1Fici zu(1-Y/f'')/(1-Y) 
n=1m 
- .~ Ttku.Zk(1-Y.ek/n.k)/(1-Ytk)\• 
N Z [1/{Z u2 /(1-Y )} I
n=1 m
Suppose that 





< T mati Zu(1-y _/*)/(1-y) n,.m~nmnmnmPnmn n 
- Z XikuZk(1-Ytk/Pik)/(1-Ytk)1 
       N 
        [{Z Ananunm(l-ynm/Pn)/ (1-Ynra) /{Z 
n=1 m 
2         2nmunm/(1-Ynm)/1. 
   or all streams (n,m) and E2 such that 
nax Y I+, 
nm 
   0' 05~pti ynms0.05+32. 
of (5. 38) and (5. 39) leads to 
  (T)-D( s%(T),T)I<T(0.05+42)2mnx{ZAnrnunn/ 
m
                  N 
(1—ynm)(Ynm+0.0 5 )} Z [{Z Anmunm/ (1—Ynm) (Ynlnn 
n=1 m 
m 
      munm/ (1-ynm) . 
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+0.05)1/
This means  G  (T) is an s—optimal solution of Inner
Minimization Problem. (5.10), if E2 is appropriately s_;.1all, that
is, the int':section is moderately undersaturated.
particular, if the number of streams belonging to 
phase is equal and if any stream belonging to each 
has the same parameters y, A , u, v and w as the corresponding 
stream belonging to another phase, then by Theorem 4 and 
(5. 13) , 11a$) aDn/a Gn- aD/aG \=0 . Due to (5. 16) and 
(5. 17), this implies that G*(T) is the. optimal solution 
of Inner I~inimization Problem (5. 10).
  In 
each 
  hase
     The above discussion has justified the approximation 
strategy or Webster's method to some extent. Thus, let 
us deal with this strategy in more detail. Since 
Problem (5. 11) reduces to Linear Programming Problem 
(4. 48) or (4. 49) with Z replaced by 1/T, ?*(T) and 
G*(T) for all T such that T1<TST can be obtained by 
parametric linear programming. Moreover, the interval 
of cycle time during which the predominant streams at 
G*(T) do not change can be easily determined by parametric 
linear pro;7rarmin g, because the predominant streams at 
G*(T) correspond to the basic variables of Dual Problem 
(4. 49) witht replaced by 1/T. Denote by M(T) the 
minimum valueof cycle times at which the predominant 
streams at G*(T) are preserved. It is clear that for some 
T' such that 'T1<_                T'T,G*(T) is twice continuously 
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differentiable at  T  E(M(T'),T'). Consequently, D(G*(T),T) 
is also twice continuously differentiable at TE(M(T'),T') 
and 
Mn 
(5. 41) dD (G* (T) , T) /dT= Z Z IA_ (1-Ynrn/Pnm) (1-ynm/ 
n=1 m=1 
                 frim2A /T)/(1-Ynm)-1~nm(f)3(2-f)/ 
                     yn mT2(1-1* )2}, 
NN 
where A =y_u(I-Zw/u)/(u Zy/u )±(uw-uw)/u. 
nmnm nm1-1
=1.nnnn=1 n nnmnnnmn 
9oreover, the direct calculation of d2D(G* (T) , T)/dT2 shows 
that D(Gf(T),T) is strictly convex in TE('.`(T' ),T' ). Thus, 
the approximation strategy leads to the following 
algorithm: 
Step 1. 
Step 2. Solve Problem (5. 11), Li ear Probramming
Step 3. 
Step 4.
        dT=O, Tk~<T<T"'}, where  dD(G*(T),T)/dT is given 
        by (5. 41). 
Step 5. Reset T as what attains miniD(G(T),T),D(G*(`.T' ), ' )I 
Step 6. If Tk+l_Tl, then (G*(T),T) is an approximate 
          solution of (5.. 6). Otherwise, set k as k+l and 
         return to Step 2. 
It is to be noted tnat if the right-hand term in (5. 26) 
(or (5. 31)) for (6-*('T' ),T') in Step 4 is less than E in 
all iterations, then (G* (T) , T) is an E -near-optimal (or 
E-optimal) solution of Problem (5. 6) . Moreover, if these 
right-hand terms are not small, then (G* (T) +AG (T) , T) will 
give a more accurate value to the solution of Proble l (5. 6) 
than (G*(T'),T), whereAG('i7) is given by (5. 23). 
     Let us take only those predominant streams of all 
phases into account that are of the first priority. This 
is the case discussea by Webster (1958). In this case, 
Dn(Gn,T) defined by (5. 4) reduces to 
(5. 42) Dn(Gn,Z')=TT(1-yn/f(Gn,T))2/(1-yn) 
                    +2(Gn,T)/(1-rn(Gn,T)), 
where predominant stream [n] is invariant with (Gn,T) such 
that Gn2[-wn]+ and TzI, and is given by (4. 35). Moreover, 
under Conditions (4. 38) and (4. 39), ?*('T) and G*(T) are 
given by .('4. _ 42) and (4. 43) , respectively, with T replaced 
by T, for T>T1, where T1 is given by (4. 41). Since 
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 r(T)21 for T such that IST<T1, T1 defined by (5. 12) is 
identical with T1. Consequently, it follows from (4. 42), 
(5. 3) and (5. 42) that D(G*(T),T) is twice continuously 
differentiable in T such that T1=T1< Ts.T and 
                             rt 
(5. 43)dD(G(T),T)/dT=2o[,~{i(YT-ynT+y,~L)(YT-ynT-ynL)/ 
(1—y)Y2T2}—NY2LT(2T—YT-2L)/(T—L)2(T—YT—L)2]. 
Since as noted in the above, D(G*(T),T) is strictly convex 
in T such that Tl< T<_T, if a root of dD(G* (T) , T)/d1=O exists 
between T1 and T, then the root is just the solution of 
the approximation algorithm mentioned above. Since 
it is difficult to solve (5. 43), Webster (1958) adopted an 
approximate solution of ('5. 43) as his optimal setting 
of cycle time. His optimal cycle time, however, seems to 
be shorter for light traffic and considerably longer for 
heavy traffic than the optimal cycle time given by the 
present approximation algorithm,which is the exact solution 
of (5. 43).
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7. 6.  .0  timal  siznal setting•s: Overlanopin,r; -ohascs 
     In this section, optimal signal settings are discussed 
in which each phase is permitted to be overlapping. To 
begin with, it is assumed that each phase is composed of 
one or more specified stages and each stream, which belongs 
to a specified phase, has a given priority in each stage of 
the phase. Let one cycle of the traffic light,be composed 
 of stages. Denote by S,_(k=1,2, • • •,K) the ,Treen time of 
the kthbythe.2     ~:~~ ~~_~-•c andb,, I.th~intergreenperiodbetween the 
                                                   A. 
.. t .'.1athe  
   -( ~~(,1od.._)+l)st stages, as mentioned in Section         ,.,.1.nd~.. 
Therefore, for K dimensional column vector S=(3l,S2,...,S-~) 
the signal setting to be determined is complctel 
epresented by (S,T) (see, Fig. 1). Clearly, 
l- 
(6. 1).2; Sk=T-I, 
k=1 
where I= Z I-_ and for all k, 
r_                 1'.= 1 
(6. 2)SkZO. 
In order to simplify the suffixes used in this section, let 
n_-1 
us number the (n,m') stream as m=1.Ii-.-m' and call it the 
i-1 
mth stre— 1. Thus the suffix urn used in the preceding 
sections reduces to m. Put 1:1=Ln and definep(m=l, 
n-
2, ... , T, h=1, 2, ... ,1) as one if the mth stream has right-
of-way in the kth stage and as zero, otherwise. Then, 
n-1 n 
for all n and a such that Z i .<mZ ;.'i, 
i=1 1 i=1 
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7. 3.
 IL              Gn=Zpmk Sk+ZIk' 
where the  last sum is over k such that p
m,k=1 and pmk+1=1 ' 
From (3. 7) it follows that the effective green time of 
the mth stream at (S,T), g
m(S,T) can be written as 
(6. 3)g(S T)=ZUmkpmkSkvmT+tvm, 
where umk> 0 and v
m2 O. 
Consequently, by (2. 5), 
                           Ir 
(6. 4)fin( S,T.)_yMT/'(Z nkpmkSk-vmT+Wm) . 
k=1 
It can be assumed similarly to (4. 4) that for all m, 
(6. 5) 0<ym<1. 
Suppose that constraint (4. 3) on T is imposed. Then, in 
much the same way as in Section 4, the optimal signal 
setting based upon the criterion of minimizing the degree 
of saturation can be obtained by solving the following 
problem: 
                             I<. 
(6. 6) max{m~iln(Z umkpmkSkT.} 
           T,S k=1 
            subject to (4. 3), (6. 1) and (6. 2). 
Denote by AK and (S*,T*) the maximum value and the optimal 
solutions of this problem. The minimum value of the 
degree of saturation, l* is given by ,.p=ipj except for 
abnormal cases that rS0. Put Z=1/T and ®ly-SI,y/T
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...,K). Then, (6. 6) reduces to the following linear 
 programming problem: 
(6. 7)max {                    Q
. 
              subject to 
IT 
                wmt-ym)?+X umkpmkek~vm(m=1, 2 • • •,ItiI) 
                          k=1 
T.` 
I t +Z, Ak 
k=1 
1/TSt l/I 
                and ekzo (k-1,2,•••,K). 
Since this problem has feasible solutions, (S*, T) and .P* 
can be obtained by linear programming. Now suppose that 
(6. 8)I >I< mnx[vrm]+/min{Zumkpmk 
Denote by * (T) =1/i) (T) and S* (T) the maximum value and 
the optimal solution of the inner maximization problem 
defined similarly to (4. 10) . That is, for 1 satisfying 
(4. 3) , 
(6. 9) )?* (T )=;:q1:11 Z umk Pink Sli( T)/ym1+wm/yinT-vm/ym 
1-.-1 
where S *(T) satisfies (6. 1) and (6. 2). Since 
SL=(T+oT)S(T)/T+oTI/HT (k=1,2,—,H)     satisfy (6. 1) with 
    ,and 1   replaced by(T-~-~'1) and(6.2),from(6.3)- (... 9) 
it follows that for 4T>0, 
7z*(T+al)minf Z u~;;:::Il.Sk/ym(T+A'T)+w,n/ym(T+4T)-vm/yn 
k=1 
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 Zr(T)+{AT/KT(T+AT)  m  11 (,~ 
k=1 
Thus, under (C 8),r(T) 
Hence, under
(6. 10)
    ~A 
where'C=1/T. 
problem of ( 6 
(6. 11)
whereT[0 is thedualv 
constraint and 
correspondingtothem 
if (6. 8) is satisfied
Umkpmk) I—Kvim} /yjn>x(T) .
 Programming Problem (6. 10) or (6. 11) in order to solve 
Problem (6. 6) or (6. 7). 
     Let us deal with the optimal signal setting based 
on the criterion of minimal overall delay. Put for 
17)1(3, 2) given by (6. 4) , 
(6. 12) DiL(S,T)=Tml(1—Ym/fm(S,T))2/(1—Ym)12(S,T)/ 
(1—fm(S,T)) 
and 
(6. 13) D(S,`'')=2U~,Dm(ST) 
m=1 
Similarly to (5. 5), f'm(S,T) must satisfy 
(6. 14)0 < fr (S,T) <,1. 
Assuming constraint (4. 3) on T, the problem to be solved 
is: 
(6. 15)min {D(S,T) 1 
              subject to (4. 3), (6. 1), (6. 2) and (6. 14). 
This problem can be solved by the method of feasible directions 
(Zoutendijk (1960)) or the gradient projection method (Rosen 
(1960)) or sequential unconstrained minimization 
technioues (Fiacco and McCormick (1968)) . Allsop (1971a) 
discussed this problem and developed a method for 
solving i t . 'Tis method is very close to the method of 
feasible directions. All of the above methods may take much 
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time to solve Problem (6. 15). Thus it may be worth 
 developlr.; a method which supplies a good approximation 
of the optimal solutions of Problem (6. 15) . The results 
in Section 5 suggest that the approximation strategy in 
the section will supply a good approximation of Problem 
(6. 15). Suppose that Condition (6. 8) is satisfied. 
The approximation strategy leads to the following 
algorithm: 
Step 1. Solve Linear Programming Problem (6. 10) or(6. 11). 
         If p*l or S 0, then Problem (6. 15) has no feasible
          solutions. Otherwise, set k=1 and I1=T=T and go 
         to Step 2. 
Step 2. Solve (6. 10) or (6. 11) with z replaced by 1/Tk 
         by parametric linear programming and obtain.' .(Tk)
         defined in Section 5 and for TE[iv:(Trl),T`], p*(T)
         and S*(T). 
Step 3. If 0<f*(M(Tk))<1 and M(Tk)?I, then set Tk+1=1k) . 
Otherwise, set Tk+1=T1, where T1 is defined by 
        (5. 12). 
Step 4. Solve 
min {D(S*(T),T)} 
T 
              Subject to Tk+11 Ts.Tk 
         and set T' as its optimal solution. 
Step 5. Reset T as what attains min 1D(S*(7),T),D(S*(T' ),'1" )1 
Step 6. IfTk+1=T1, then (S*(T),T) is an approximate 
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         solution of (6. 15). Otherwise, set k as  k-i-1 
         and return to Step 2. 
Note that the one dimensional minimization problem in 
Step 4 can be solved by direct search or Rosenbrock's 
method (1960) or Powell's method (1964). Although 
Condition (6. 8) is assumed in the above algorithm, the 
approximation algorithm without (6. 8) is very similar 
to the above. This approximation algorithm may be useful, 
since it is difficult to apply Webster's method to signal 
settings with overlapping phases. 
     In the above optimal signal settings have been 
dealt with in which each stream belongs to a fixed phase 
composed of one or more specified stages. Let us briefly 
discuss more general optimal signal settings, in which 
only priority is fixed for each stream. That is, if the 
mth stream is predetermined to be of the first priority, 
then it is not obstructed by the other streams in its 
green period: if the mth stream is predetermined to be 
the ith (i=2,3,•") priority, then it is not obstructed 
by another stream except ones of the higher priorities 
in its green period. Note that if in a part of the green 
period of the mth stream of the ith priority, no streams of 
the higher priorities have right—of—wag, then the mth stream 
becomes in effect of the first priority in the part of 
its green period. Let one cycle of the traffic light 
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begin at the beginning of the green period of the first 
stream. Denote by Gm  (m=1,2,•••,M) the length of the 
green period of the mth stream and by xm(m=1,21---,M) 
the time from the beginning of the cycle to the beginning 
of the mth green pe:'iod. Let Am (m=1,2,---,M) be the 
fixed positive length of the amber period of the mth 
stream, which follows its green period. Then the signal 
setting is completely represented by (G,x,T) for M 
dimensional column vectors G=(G1,G2,•••,G,~1) andx_(x1,1i2, 
x1) (see, Fig. 3). Clearly, 
(6. 16) x1=0 and Oxm<T (m=2,3,•.•,ivi). 
Moreover, 
(6. 17) OSGm<_T—Am ( =1,2,---,M). 
It follows from the assumption on priority that if the 
trajectories of the mth and the t th streams of the same 
priority intersect, then their green periods must not be 
overlapping. Therefore, for all such m and t and 
sufficiently large R, 
x xQ +Gm+AmSRzmt , 
xt +Gt +At —x` T_<R zmz , 
(6. 18)xt —xm+GeA2 <_R (1— zmt) , 
                xM+G,n+Axp—TR(1—zmt )
and 'z 0 or 1. 
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These inhibition constraints may be  imposed for streams 
of different priorities in view of safety. If the mth 
stream is of the first priority, then from (3. 8) and 
(3. 10), its mean C: ective green time gm(G,x,T) at 
signal setting (G,x,T) is given by. 
(6. 19)gm(G,x,T)=Gm+wn l- 
For the mth stream of the second priority on,gry(G,x,T) is 
a combination of the form of (3. 1) and that of (3. 5). 
Suppose that for some positive constant I, constraint 
(4. 3) on T is imposed. Then the optimal signal setting 
based upon the criterion of minimizing the degree of 
saturation can be obtained by solving the following 
problem: 
(6. 20)max { 'z 1 
G,x;T,'/ 
           subject to (4. 3), (6. 16) through (6. 18) and 
gnl(G,x,T)2yr0T (m=1,2,...~T,i). 
Hence, if only streams of the first priority are taken 
into account, then by (6. 19), Problem (6. 20) reduces to 
the following mixed integer programming problem: 
(6. 21)max 7Z.} 
              subject to 
1/TSz<1/I, 
0.8rSl—Amt (m=1,2,•••, ), 
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 1•0 and Osgm 1 (m=2,3,•••,M), 
                  ®Mw1t—ym'j2.0 (m=1,2, ... ,E1), 
                   mE+em+Alnt<—Rzm~, 
Ie+ Ot+AtT—®1<_Rzm., 
t—gm-Fet+AttSR(1—znat) , 
Lm+em+I-rnt— $-1 S R(1—zmt) 
                and z
m~=0 or 1, 
where `t =l/'T , 6ril=GM/T and rn=xm/T . Finally, the optimal 
signal settin based upon the .critesion of minimum overall 
.delay can be obtained by solving the following; problem: 
(6. 22) min {D(G,x,T)1 
                 VT                   G
,l 
            subject to (4. 3), (6. 16) through (6. 18) and 
                0<f(G,x,T)<1 (m=1,2, ...,P,i), 
where f m(G,x,T)_ymT/gnl(G,x,T) and D(G,x,T) is defined by 
(6. 12) and (6. 13) with fm(S, T) replaced by,rrl(G, x, T) . 
The approximation strategy mentioned in Section 5 will supply 
a good approximation of optimal solutions of this problem. 
In particaln.r, when only streams o i.' the first priority are 
taken  into consideration, the approximation strate~;;;r leads to 
method that approximates 4ixed Integer Nonlinear Programming 
Problem (6. 22) by combination of Mixed integer Programming 
Problem (6. 21) with Z fixed at 1/T and a one dimensional 
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the
minimization problem similar 
above.
 4 
to that in Step 4 mentioned
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7.  7. Concluding remarks  
     In Sections 7. 2 and 7. 3, under rather practical 
assumptions, the oriteria f:or,undcrsaturation of the whole 
intersection are derived and mean effective ;c;reen times of 
streams of low priorities are determined. Note that the 
sufficiency of the criterion remains validin case ' of 
dependent arrivals, because as shown in Chapter 5, Condi— 
tion (2. 2) is sufficient for a fixed—cycle traffic light 
queue with dependent arrivals to be undersaturated. The 
criterion may be important in design of intersections. 
     In Sections 7. 4 on, the optimal signal settings based 
upon the criterion of minimizing the degree of saturation 
and that of minimum overall delay are dealt with by use of 
results in •ections '7. 2 and 7. 3. Note that theses optimal 
signal settings take streams both of the first priority 
and of lower priorities into account. It is shown that 
the criterion of minimizing the degree of saturation 
leads to tha well—known rule of thumb and that this 
criterion is closely related to the criterion of overall 
minimum delay. The approximation algorithms for the 
optimal si7nal settingbased upon the criterion of minimum 
overall delay are presented, which are combination of 
linear programming or mixed integer programming and one— 
dimensional minimization technique and are a refinement of 
','lebster's (1958) method. Conditions for the approximation 
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algorithm  to supply a good approximation are obtained in 
case of nonoverlappin_f phases. In case of overlapping 
phases, or intersections with complicated layout, these 
approximation algorithms will supply a good approximation 
in considerably short computation time. It is hoped to 
make practical trials of these approximation algorithms. 
Note that all results in Sections 7. 4 on remain valid with 
simple modi:: ication for optimal signal set ti nj,s with the 
  010 1 
constraint GSG 4G (n=1,2,• • •,N) or SI <_S,_<_S _(k=1,2,...,?) 
    nn— n.~. ~. 
instead of the constraint G?0 (n=l, 2, • • • ?) or Sk 0 (k=1, 
2,...,K), where Gnand Gn~~ Ll(SkandS1)are the maximum and 
 n the minimum green times of the nth phase (the kth stago).
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 Chapter 8. Conclusion 
     In tho past decade , traffic problems such as air 
pollution, traffic congestion, traffic noise and traffic 
accidents have begun to give not only a technological but 
also3Ociolo _Lcal challenge in various countries in the 
world. The theory of traffic flow is one of the main 
appro`cnes to the traffic problems . This thesis has been 
devoted to showing many fundamental results for several 
basic problems in the theory of traffic flow . stated 
in Chapter 1, these problems are classified into the 
following main subjects: traffic flow, traffic cueues and 
traffic control. Chapters 2 and 3 are concerned with 
"traffic flow" . In Chapter 2, the low density 
inhomogeneous composed Poisson traffic flow on a road 
with an intersection is discussed and various 
tr .nsfor 1ations between distributions of time pr ocessee, 
those of space processes and those of observation 
Processes are obtained. In Chapter 3, the most general 
low den: Lty inhomogeneous traffic flow is dealt with and 
it is shown that all time, space and observation processes 
can be expressed in terms of stochastic i.ltc rals of 
initial processes . This means that distributions of all 
processes are completely determined by the initial 
distributions. Loreover this applications to the low 
density homogeneous Foisson traffic flow lead to results 
                      273
for the  observation process which were obtained roy Weiss 
and Herman (1962) and Renyi (1964) and to the well-known 
relation between time and space velocity distributions 
which was derived intuitively. It is to be noted that 
the transformations between initial distributions and 
distributions of time and space processes are of 
practical importance, because if initial distributions 
are know.;, then distributions of all time and space 
processes can be determined. It is easy to extend the 
resits obtained in Chapters 2 and 3 to a traffic flow 
on a road network in an urban area. Throughout Chapters 
2 and 3, the interactions between vehicles are assumed 
to be no,7 iible. It is to be hoped that the present 
discussion will be extended to a media'a density traffic 
flow in which the interactions between vehicles can not 
-.
3.c disre : r dcd. 
Chapters 4, and 6 are concerned with "traffic 
queues". In Chapter 4, it is shown that the fixed-cycle 
tre. i . - t queue and the vehicle-actuated one reduce 
to the coene salized model of the GI/G/1 queueing process, 
and necessary and sufficient conditions are derived 
under which their stationary distributions exist. 
Besides, the successive approximation method of the 
stationary distributions is presented. In Chapter 5 
these results are extended to the traffic liht queues 
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 with dependent arrivals. Moreover, the results obtained 
in Chapters 4 and 5 are extended to the trafL'ic light 
queues with departure headways dependin; ; upon positions 
in Chapter 6. It should be noted that this condition on 
departure headways is experimentally substantiated. In 
Chapter 6, the stationary queue length distribution of 
the fixed-cycled traf Lic light queue is also obtained. 
It is hoped that this result will be extended to a 
stationary distribution of an actual vehicle-actuated 
traffic li,-;ht queue. 
     Chapter 7 is concerned with "traffic control". In 
the chapter, criteria for undersaturation of the whole 
intersect.ion are derived and the optimal settings 
of the fixed-cycle traffic light based upon the criterion 
of ininimisi:.g the degree of saturation of the whole 
intersection and that of minimum overall delay are dealt 
;~ith. I ~ is shown that the former cri ~cri::.1leadsto 
the weil-hnovn rule of thumb for optimal sprit and that 
it is closely related to the latter criterion. Moreover 
aP•proxir of Lon al,morilh,,ls for the opti'al cic nal setting 
based upon the latter criterion arc ,~rcc^nte , which _re 
ref_,_I e ..cnt of •,7ebc ber' s method. It is ho pod to make 
orectical trials or those approximation al.:.orithms. our 
-nut= sfi:ort should be directed to develop cficiont 
tl<'_L LC control systems. For this purpose, results 
                                               275











 }Crcv/i2E2c1in1  
     Thu ae or 9041E eeee to express his sincere 
z2Jiec atic to ProJc§so- Pisashi 2i2a for hLs persistent 
Jardaeee 9e? 224/ helpful and invaluaOle s 22estioac 
toward the development 02 ibe %KeEic . 
The :1_61101' also wish to express his thanks to 
2r ciatc £2ofcoeor Toshiharu Hasegawa for his constant 
csccjrsaeoejt ald onre2 discussions. 
The work in Chapter 2 was done while the author 
was a research assistant of Osaka University. The 
author is Tfatoful to Professor Toshio ?ajisaza of 
Osaka Jni7S'sity for his generous support of the work 
fi7CJ in this period. Concerning the work in Chapter 3, 
the author is indebted to Professor Akira Ueda for 
helpful discussion about c0smic particles. Concerning 
the work in Chapter 7, the author ismuch indebted to 
Dr. IoshihLd; Ibaraki for valuable discussions about 
mathematical programming and to Dr. J. Lewis for his 
assistance in prepariw2 the manuscript. His thanks are 
also due to the other members of Prof. »ine's Laoorat0ry.
277
 A endix I 
Consid6r a traffic flow composed of vehicles with 
velocity vl and with velocity v
2. Let viE Ki(i=1,2), 
for disjoint sets 1Kil. Suppose that x(1
1) and x(I2) 
are independent and E(x(Ii) )= Xi, 0, for 0 < a<1, 




Let I=[0,1), I=[—i,—i+l), vi=i and t=1. It follows 




p(z;x1(I))=p(z; Zx(Ii,Ki))= p(z;x(Ii, 
i=1i=1 
By (L2), J1dF1(v,I)=aA1/{a(1_A2)+2}.  Hence, E1(v,I) 
1 cannot satisfy property (E).
Ki))•
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 APPENDIX II  
     The block of the (n ,m) stream consists of the 
maximum of the time intervals during which the queues of 
the first priority at the beginning of the green period 
discharge and the time intervals blocked by vehicles of 
the first priority which pass through the intersection 
without delay. Denote by b
nm) and b(2) the mean lengths 
of the maximum discharge time and of the sum of blocked 
time intervals, respectively. Clearly , 
(A. 1) bnmb(1b(2)                bnm. 
     Let tie (n,. ) stream be one of the streaos of the 
first priority which obstruct the (n,m) stream and 
denote by t
nt its discharge time in stationary states 
which is measured at its stop line and by E(-) the 
expectation of - with respect to the stationary probability 
P. From (2. 2) and (3. 1), this means that 
(A. 2)y T< Gn+ cn~— art. 
In order to find 1(t nt),consider the modified process 
which represents the total remaining departure headway 
of the (n,.e) queue under the situation that the signal 
would re:: ain indefinitely green after the beginning of 
the green period. Denote by tilt the discharge time for 
this modified process (see, Fig. A). Then 
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(A. 3)  L(tnk) - ant=yne(T-G
n-cnt+E(tnt))+q ^ 
where qne is the stationary mean value of the total 
remaining departure headway at the beginning , of the 
cycle. Consequently, 
(A. 4) E(t )= {yn$(T-G -cn~) +an~+qn2~ (1-yn) . 
Since t17t s Gn+ ant almost surely (a. s .
2) and if x < G
n+ ant' then1tnk•_X)=PL~nAs xS , 
(A. 5)"(tnt) = E(t)- (x-Gi1c ) dP{ Lnk<_ x . 
                                      n+0/it 
On the other hand, in the same way as in (A. 3), 
             D 
                   (x-G-cnP) dP {tn~< x} =q+y       nnQ ( x 
    Gr +cn/n+cno 
             -Gric ) dP{tnz < x . 
This equation yields 
(A. 6)(x.-Gn-c)dP ~n~s4=gn~/(1-yn~,) 
           JG+c 
           nnQ 
The combination of Equations (A. 4) through (A. 6) leads 
to 
(A. 7) E(tn~)={yn~(T-G21cn2)+a}                                   nk/(l-ynt). 
Since E(tllt) is equal to the mean blocked time of the (n, 
m) stream by the saturation flow of the (n,Z) stream, b(1) 
is given by 
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 =S (A. 8) onm(1)max{E(tnt)~' 
where max is taken over all streams  (n,2) of the first 
priority that obstruct the (n,m) stream. It is to be 
noted that, precisely speaking, b(1)= E{max tn~1 but 
this exact expression is too complicated to be used in 
the analysis of the optimal signal settings. Since the 
differences between the mean starting delays or the mean 
clearance times of streams of the first priority are 
usually negligible, it is legitimate in most cases to 
set the stream which attains b(11) as the stream which 
attains the maximum y—value. Put 
(A. 9)Yn:—max{ynAs 
and denote by anm and cnm the mean starting delay and 
                                             attains g themean clearance time of the streamwhich~n,. 
Therefore, 
(A. 10) b(1)={nm(T—Gncnm)+anm /(1—yn ).                    nm
Note that71111.,and cnmare constant even if T or Gn 
varies. 
In order to find bI(22),supposethat the (n,m) 
vehicle at the head of the queue can not move during 
the time interval of constant length o(. immediately 
before any vehicle of the first priority has passed the 
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conflict point with the (n,m) stream.  Following Oliver 
(1962), time intervals longer than °(,nnbetween successive 
arrivals of vehicles of the first priority are called 
gaps. Thus the (n,m) vehicle at the head of the queue 
can not move until the gap appears. This kind of problem 
has been discussed as the highway merging problem by many 
authors. Put 
(A. 11)jvam =ZT , 
where the sum is over all streams (n,Q) of the first 
priority that obstruct the (n,m) stream.. According to 
Oliver (1962 a), Tanner (1962), Weiss and iiaradudin (1962) 
and others, the mean intergap headway is given by 
(A. 12)exp(Tnmd)/ - • 
Since one intergap headway is composed of one gap and 
one blocked time interval, the mean length of the blocked 
interval in each intergap headway is given by 
(A. 13)exp ( im°41-im) / Anal 1/ ~nm • 
Thus, by (A. 12) and (A. 13), 
(A. 14)b)=1—exp04,)}(GnLco)) 
Note that this equation is correct only when the 
arrivals of the vehicles of the first priority are 
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Poisson processes. When  the arrivals are , eneralizecl Poisson 
processes, as is the present case, Tn~, in (A. 11) should 
be replaced theoretically by An.2 divided by the mean 
member of (n,Z) vehicles which arrive simultaneously. 
In this paper, however, jnm is defined by (A. 11) , 
because the arrival of the group of vehicles raises 
actually the blocked time interval of rather longer length 
than the arrival of a single vehicle and (A. 10) is 
underestimated. Thus, the combination of (A. 1), (A. 10) 
and (A. 14) yields 
(A. 15) onm (Gn+e nm)1-exp(-j °(`m)/(1-9-) nm 
                    +exp(f'm) (YT+an)/(1-~) .                                         nm
In the above, it is assumed that an+44<_ ; otherwise, 
the difference between right-hand and left-hand terms is 
ne,cliible.
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