Consider a smooth affine algebraic variety X over an algebraically closed field k, and let a finite group G act on X. We assume that char k is greater than dim X and |G|. An explicit formula for multiplication on the Hochschild cohomology of a crossed product
Introduction
Let X be a smooth algebraic variety. It is well-known ( [1] , [4] , [6] ) that the groups Ext * X×X (O ∆ , O ∆ ) where ∆ denotes the diagonal (these groups will be further referred to as Hochschild cohomology HH * (X)) may be interpreted in terms of multivector fields on X:
as vector spaces ( [6] , Thm. 8.4, [1] , Corr. 4.2). For affine X this becomes an algebra isomorphism
where the multiplication is given by the cup product in the left hand side, and the wedge product in the right hand side. Our goal is to extend this result to the situation of a smooth affine algebraic X with an action of a finite group G.
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Main results
Let X be a smooth affine algebraic variety over an algebraically closed field k of characteristic greater than dim X and |G|. Denote by A = Γ(X, O X ) the algebra of regular functions on X, let B = k[G] ⋉ A be crossed product algebra with multiplication defined by ga = a g g, where a g denotes the result of g-action on a. Denote by π g the operator of symmetrization by g: if g has order k, then
Theorem 1 (cf. [7] , Theorem 3.11)
A similar result was proven in [3] , [5] :
, [5] ) For a complex symplectic vector space V with a symplectic linear action of a finite group G one has
as graded vector spaces.
Here Ω k (Y ) denotes the space of differential k-forms on Y . One can easily see that in presence of a symplectic form there is an isomorphism
so Theorem 2 is a special case of Theorem 1.
Theorem 3 The multiplication on HH
The sum in the RHS is taken over all g and h such that X Another description of the multiplication in HH * (B) was given in [8] . When X is a symplectic variety, the formula simplifies in the following way:
Theorem 4 Let X be a symplectic variety with a symplectic form ω, and let the action of G be symplectic. Then
G as vector spaces. The multiplication is given by
Preliminaries
Define an A-bimodule Ag as a submodule Ag = {ag | a ∈ A} in B. The following proposition was proved in [2] :
In fact, the complexes C * (B, B) and (
The multiplication is defined on the Hochschild cochains, hence on (C * (A, B)) G . To write it down in a convenient basis one should extend it to C * (A, B) (possibly losing cohomological properties beyond G-invariants). We have a following lemma-definition:
Lemma 1 The multiplication on the Hochschild cochains
given by the map
coincides with the multiplication that comes from the isomorphism with HH * (B).
The proof is a direct computation.
The local case
In this section let X be a linear space
is the polynomial algebra. Let the action of the group G on X be linear. For g ∈ G denote by V g the space of g-invariant vectors in V , and by (V g ) ∨ the subspace of V generated by eigenvectors of g with eigenvalues different from one. The matrix of g is diagonalizable, so
2.
The cohomological map
Proof. Choose a basis {v 1 , . . . , v n } in V so that v 1 , . . . , v n−dg are g-invariant and span V g , and v n−dg+1 , . . . , v n are eigenvectors of g with eigenvalues
) can be computed as the cohomology of the complex
with zero differential. Then the proposition is straightforward. . The situation of a vector space with a linear action of a finite group has a nice property: the Koszul complex Λ * V ⊗ k[V ]g is a direct summand in the Hochschild complex
, and the complex formed by the cohomology (with zero differential)
] is in turn a direct summand in the Koszul complex (here we use the fact that
). Now the map µ from Lemma 1, combined with the projection, gives
that coincides with the multiplication in the G-invariant part. In the setting of Proposition 2 this map may be computed directly. To do this in a convenient way, we need following lemma:
But the operator Id −h is the projection onto (V h ) ∨ , hence (Id −h)v = 0 and v ∈ V h . By the same argument v ∈ V g , and since v was an arbitrary element of V gh , we have
Proposition 3 The map
µ : Λ i−dg V g ⊗ Λ dg (V g ) ∨ ⊗ Λ j−d h V h ⊗ Λ d h (V h ) ∨ → Λ i+j−d gh V gh ⊗ Λ d gh (V gh ) ∨ which is zero if V gh = V g ∩ V h and sends (ξ 1 ⊗ ξ 2 ⊗ f ) ⊗ (ν 1 ⊗ ν 2 ⊗ e) to (−1) dg (j−d h ) π gh ξ 1 ∧ π gh ν 1 ⊗ ξ 2 ∧ ν 2 ⊗ (f e)| V gh otherwise,
induces the multiplication on the G-invariant part, which coincides with the cup product.
Proof. The maps
may be written down as follows:
As for the maps in the inverse direction, they are quite complicated, but since ψ i,g are computed only on linear functions, we can only consider the linear parts of cochain maps:
which are of the form
Hence the product ψ i+j,gh µ(φ i,g ⊗ φ j,h ) of two vector fields
Then if ξ and ν are taken in the cohomology, ξ contains Λ top (V g ) ∨ , and ν contains Λ
, and the product is automatically zero; if (
Then the product may be rewritten as (−1)
Note that for any vector w ∈ V we have w − w g ∈ (V g ) ∨ , so after taking the wedge product with
, hence the product simply equals (−1)
, and we are done. . If V carries a symplectic form ω, and the action of G is symplectic, then for all g the forms ω| (V g ) ∨ are nondegenerate, and we can construct nonzero elements
∧dg/2 . Using sections s g , another canonical isomorphism can be established:
multiplication is given by the wedge product: the product of two vector fields
ξ g ∈ Λ i−dg V g ⊗ k[V g ] and ξ h ∈ Λ i−d h V h ⊗ k[V h ] is zero if V gh = V g ∩ V h and (−1) dg(j−d h ) ξ g ∧ ξ h otherwise.
The affine case
Now we can return to the case of smooth affine algebraic X and A = k[X] its algebra of regular functions. The group G acts algebraically on X; for g ∈ G denote by X Note that the normal bundle N X X g m is naturally embedded into the restriction T X| X g m as a subbundle generated by g-semiinvariant vectors.
Proposition 5
1.
The cohomological map
Proof. It is convenient to switch to the language of coherent sheaves. By definition
). Our main tool in the proof of the proposition will be the following lemma:
Lemma 4 Let F, G be coherent sheaves on an algebraic variety Y , let f : F → G a morphism of coherent sheaves. Then f is an isomorphism (resp. injective) iff for any point y ∈ Y in a formal neighborhood of y it becomes an isomorphism (resp. injective).
Then the proof goes as follows: we construct the maps of sheaves on X × X:
then apply Lemma 4 to prove that φ is an isomorphism and φ ′ is an inclusion; then we can take the composition map ψ = φ ′′ • φ −1 • φ ′ and after applying Lemma 4 once more, see that ψ is an isomorphism.
Let us define the maps: φ ′ is the functorial map arising from
⊗n ⊗ O X×X (in fact, the bar resolution) and construct the map φ i :
where RHS is a well-defined function on ∆ g m . By an easy calculation, the image of φ lies in the kernel of the differential in the bar resolution, so it induces a map φ :
When g = 1 this map is the famous Hochschild-Kostant-Rosenberg isomorphism [4] , which appears in this exact form in [6] , 4.6.1.1.
To proceed, we need one more lemma:
Lemma 5 If the order |G| of a finite group G is prime to the characteristic of the ground field k, then any action of G on a formal polydisc over k is equivalent to a linear action.
Now for x ∈ X × X − ∆ g all the considered sheaves are zero in the formal neighborhood of x, and for x ∈ ∆ g m , which corresponds to a point x ∈ X g m , the action of G on the formal neighborhood of x ∈ X is linear by Lemma 5, and we are in the situation of Proposition 2 with V = T x X. All previous constructions of cohomology groups and their maps commute with the transition to the formal neighborhood, and in the formal neighborhood the statements follow from Proposition 2. Then we can apply Lemma 4 to finish the proof. 
