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INTRODUCTION
The choice of an appropriate discretization strategy is of crucial interest while designing a numerical method. Indeed, this choice defines the spectrum of conceivable simulations handled by the numerical platform. Mostly, two approaches can be applied for the domain discretization: Cartesian grids or unstructured meshes.
Generally, solvers on Cartesian grids can provide a better accuracy than solvers on unstructured meshes as superconvergence may apply. Nevertheless, this approach encounters several bottlenecks for real life applications that reduce the accuracy of the method (and its convergence order). Cartesian grids cannot directly manage complex geometries and moving bodies. To remedy this, embedded grids technique or overlapping grids can be used but they suffer a loss of accuracy and convergence. As regards mesh refinement, Cartesian grids are limited to non-conforming tree-like refinement, commonly called AMR, which becomes very expensive in 3D. Moreover, the extension to anisotropic refinement is not possible.
On the other hand, unstructured meshes are free of these blocking points thanks to the flexibility of tetrahedral meshes. With a body-fitted technique, they can handle complex geometries [4] , moving bodies [5] and highly automatic anisotropic mesh adaptation [6] . Moreover, recent results tend to prove that unstructured mesh adaptation improves the convergence order of numerical schemes. However, this strategy requires advanced meshing techniques.
As engineering offshore problems involve complex geometries (e.g. boat, oil platform,...) and require a continuous progress in the simulation of systems coupling structures and fluids with interfaces, the latter strategy has been selected. This paper presents an Eulerian Level-Set approximation on unstructured meshes for the numerical simulation of an unsteady flow with an interface. The incompressible Navier-Stokes equations are solved by a projection finite element method and the advection of the interface is solved by a finite volume scheme.
The extension to moving geometries is performed within the Arbitrary Lagrangian Eulerian framework. The displacement of the body is given by a fluid/structure interaction model. The displacement is propagated to all vertices of the mesh by means of a spring analogy method. The position of the body is then updated by deforming the mesh. When the mesh is too distorted, the domain is remeshed.
The improvement in capturing small scale details thanks to local refinement can be determinant for the final overall accuracy. Indeed, local numerical errors can be of paramount impact on the accuracy of the predictions in multi-fluid and free surface flows. A typical example of a physical phenomenon where improving the accuracy is significant is the slamming of an obstacle on a liquid surface. The contact of a body with the liquid is a complex event with high pressure variations. These remarks motivate the use of mesh adaptation.
In this paper, the metric-based mesh adaptation is presented. Two approaches are proposed for the mesh size prescription. The first one uses simple geometric criteria. The mesh is refined close to the body and around the initial interface area. The second method employs advanced error estimates and mesh adaptation algorithm dedicated to time dependent problems. The mesh is adapted to compute accurately the dynamic of the flow and to accurately capture the interface position. The mesh adaptation algorithm enables us to predict the phenomenon evolution and to automatically refine all the regions of interest.
This adaptive numerical platform is applied to two simulations for which experiments are available. The first simulation aims at analyzing the accuracy of the approximation for problems like wave slamming with a fluid-structure interaction for large displacement. A numerical convergence is studied thanks to a sequence of almost embedded meshes. The second problem is interested in predicting accurately violent interface motions. In both cases, the positive impact of the mesh adaptation is clearly illustrated and a good agreement with experiments is observed.
NUMERICAL MODEL Bi-fluid Navier-Stokes equations
The flow modeling relies on a Level Set formulation [7, 8] of a two-fluid incompressible flow as introduced in [9] . Let us consider the model problem of two incompressible immiscible fluids moving in a closed vessel Ω under the influence of gravity and without interface tension. Moreover, we assume no-slip wall condition. Then, the bi-fluid incompressible Navier-Stokes system reads:
where U denotes the fluid velocity, p the pressure, ρ the density, g the gravity volumic force, ν(ρ) the viscosity and n the boundary normal. In this formulation, the density takes only two real positive values ρ l and ρ g in two subdomains separated by an interface, so does the viscosity. This interface is assumed to be smooth enough to have a welldefined normal. To fix the ideas, ρ l is the liquid density and ρ g is the gas density.
In this work, we only consider a two-fluid inviscid model, i.e., ν g = ν l = 0, as we assume that the impact of the viscosity can be neglected. The inviscid Navier-Stokes system (1-4) is rewritten in the Level Set framework . We consider a smooth function φ the level set (iso-value) 0 of which always represents the interface. The interface is then defined by the Heaviside step function H applied to φ:
The density is constant in each fluid and can be rewritten as a function of φ:
is then replaced by the interface advection equation:
and the governing equations for the fluid velocity U and the pressure p, i.e., Relations (1) and (2), are reformulated:
Numerical resolution
The bi-fluid Navier-Stokes equations are solved with a second-order accurate in time and space mixed finite element finite volume method using the solver ANANAS TM .
System of equation (6-7) is solved explicitly with a projection finite element method [9] . At first, the moment is explicitly predicted thanks to Equation (6) by omitting the pressure term:
where φ i is the finite element basis function and |C i | the vertex stencil volume. Then, the projection step is performed. It evaluates the pressure using the predicted velocity and update the velocity by imposing the null divergence constraint, Relation (7). The following elliptic system:
is solved by a finite element method. And finally, we set:
Finally, the surface is advected by means of Equation (5). This equation is solved by a vertex-centered finite volume scheme [10] .
Fluid/structure coupling
For the fluid/structure coupling, the interaction of the rigid body Γ within the fluid is taken into account by the boundary condition:
where U Γ is the velocity of the body and n |∂ Γ the normal to the body. The body displacement within the fluid is governed by three second-order ordinary differential equations (EDOs):
where the two-dimensional position of the body is defined by two coordinates x and y and an angle θ. These equations involve the force resulting from the fluid F fluid , the gravity force g and the moment of the fluid force M fluid . The force resulting from the fluid and the moment are given by:
where x is the vector from the current point on the surface to the body center of gravity. The resolution of these EDOs is achieved by a numerical integration using a high-order Runge-Kutta explicit scheme.
At each time step, once the displacement of the rigid body has been evaluated, it is propagated into the whole domain in order to move the object inside the mesh. More precisely, solving the three EDOs provides a displacement vector for each vertex lying on the rigid body. Then, this displacement is propagated to all vertices of the mesh using a spring analogy method [5] . The idea of this method is to consider springs along each edge that constraint the internal vertices displacement. This vector field prescribes the global mesh deformation to handle the body displacement. The mesh deformation only requires to move mesh vertices and not the whole regeneration of the mesh.
When the mesh is too distorted according to element quality criteria, the domain is remeshed and the simulation is restarted with this new good quality mesh. To restart the simulation, the solution field is interpolated with a secondorder scheme [11] . Notice that remeshing does not occur at each time step of the flow solver, it is only done when the quality criterium is violated.
UNSTRUCTURED MESH ADAPTATION
The flexibility of unstructured meshes enables us to adapt the mesh in regions of interest where a control of the error can be of paramount impact. Indeed, mesh adaptation provides a way of controlling the accuracy of the numerical solution by modifying the domain discretization according to size and/or directional constraints. It is well known that mesh adaptation captures accurately physical phenomena in the computational domain while reducing significantly the cpu time, see for a successful application to compressible flows [4, 6] . The proposed approach is the metric-based mesh adaptation.
The generation of adapted meshes uses the notion of length in a metric space [12] . The introduction of a metric tensor M (a n × n symmetric definite positive tensor where n is the space dimension) redefines the dot product that underlies the notion of distance used in mesh generation algorithms, it thus modifies edge length computations. The main idea is to prescribe the mesh size thanks to a metric and to automatically adapt the mesh by generating a unit mesh with respect to this metric. In other words, the mesh is such that all edges have a length close to one in the metric and such that all elements are almost regular.
Two strategies to define the metric field are presented in this work. For the wedge simulation, a simple geometric strategy is utilized. And, a complete mesh adaptation procedure involving advanced error estimates is considered for the 3D dam break.
A geometric strategy
In this approach, the metric is simply defined geometrically as a function of the body (here, the wedge) and of the interface at rest. A small constant size h is specified around the wedge and around the fluid surface at rest until a given distance d. Then, this size is progressively increased while being propagated in the rest of the domain. It results in local refinements around the wedge and local refinements around the fluid surface at rest. The parameter h will enable us to perform convergence analysis in the result section.
During the wedge displacement, each time the mesh becomes too distorted, it is regenerated adaptively using the metric described above.
Multi-scales mesh adaptation
Two error estimates are considered for the mesh adaptation.
The mesh is first adapted to compute accurately the dynamic of the flow. The considered error estimate aims at minimizing the global interpolation error in norm L 2 , thus it is independent of the problem at hand [6] . The momentum is utilized as an adaptive variable. The optimal metric reads:
where H ρU is the Hessian of ρU, ε is the prescribed error threshold and n the space dimension.
The mesh is, at the same time, adapted to the interface because representing accurately interface curvature is important for the solution accuracy. This adaptation is based on a metric for the solution iso-lines. This metric is given by: The left-picture of Figure 1 exemplifies the adaptation to the iso-lines of a function. A metric dedicated to the interface M ls is obtained by restricting this metric to the iso-line 0 and by defining a proper mesh size growth in the rest of the domain. The right-picture of Figure 1 displays the adaptation to the interface.
Both estimates are taken into account thanks to a metric intersection operation [4] :
Figure 1. LEFT, ANISOTROPIC MESH ADAPTATION TO ISO-LINES. RIGHT, ANISOTROPIC MESH ADAPTATION TO ISO-LINES RE-STRICTED TO THE INTERFACE.
Mesh adaptation scheme Mesh adaptation is a nonlinear problem. Therefore, an iterative procedure is required to solve this problem. For stationary simulations, an adaptive computation is carried out via a mesh adaptation loop inside which an algorithmic convergence of the mesh-solution couple is sought. At each stage, a numerical solution is computed on the current mesh with the flow solver and is analyzed with the error estimates described above. A metric field is then exhibited. Next, an adapted mesh, i.e., a unit mesh, is generated with respect to this metric. Mesh generators use all the meshing operations to adapt the mesh and a vertex insertion procedure based on an generalization of the Delaunay technique in a metric space [13, 14] . Finally, the solution is linearly interpolated on the new mesh [11] . This procedure is repeated until the convergence of the mesh-solution couple is achieved.
To solve the non-linear problem of mesh adaptation for unsteady simulations, an algorithm generalizing the mesh adaptation scheme has been proposed in [4] . This procedure, based on the resolution of a transient fixed point problem for the mesh-solution couple at each iteration of the mesh adaptation loop, predicts the solution evolution in the computational domain. Knowing then the solution evolution throughout a short period of time (a large number of solver time steps), the mesh is suitably adapted in all regions where the solution progresses so as to preserve its accuracy. To this end, a metric intersection in time procedure is introduced in the metric construction, thereby the time variable is implicitly introduced in the error estimate. Consequently, this scheme controls the spatial and the time error throughout the computation.
IMPACT OF 2D WEDGE ON A FREE SURFACE
The presented numerical method is applied to the asymmetric 2D impact of a wedge-body in the water. Initially, the wedge is falling under the gravity and, after the impact, its motion results from its interaction with the water. A detailed description of this test case is given in [1, 2] .
For this simulation, the geometric mesh adaptation strategy has been applied. A sequence of three quasi embedded meshes containing respectively 3 069, 10 432 and 37 146 vertices has been generated. They correspond to a division by two of spatial step size. This sequence will enable us to study the convergence of the method. During the simulation, when the mesh becomes too distorted due to the displacement of the wedge, the adapted mesh is regenerated with the same geometric and size criteria. Meshes obtained with this strategy are depicted in Figure 2 for several physical times. These computations have been performed in few hours on a workstation. Figure 3 shows the computed interface at the moment of the impact for the finer mesh. The predictions for the interface and for the velocities (cf. Figure 4) are smooth which emphasize the good stability of the numerical methods. This stability persists long after the complete immersion of the wedge, see Figure 7 which presents the evolution of the interface in the whole computational domain. ation from experimental data is only of a few percents for the finest resolution. In Figure 5 the angular acceleration of the wedge as a function of the time is plotted. The mesh convergence is illustrated. The results on the finest mesh show a good tendency but the solution does not match the experimental data, notably the experimental output oscillates more. 
IMPACT OF A 3D WATER COLUMN ON A OBSTACLE
This three-dimensional example is presented in order to validate the proposed method on a long-time simulation involving a 3D complex interface. The problem consists in a water column falling in a parallelepipedic box containing a cubic obstacle. This experiment has been performed by the Maritime Research Institute Netherlands (MARIN) 1 . Water height and pressure measurements are available on a series of points as functions of time. The experiment involves a violent transient flow with a very complex interface when the water impacts the obstacle and the opposite wall (at physical time close to 2 seconds). Then, the flow returns to a smooth sloshing mode. Several calculations of this case have been presented in the litterature, for instance see [3] . They show that long-term accuracy is a difficult challenge.
For this computation, the 3D parallel version of the method has been run on a cluster with 28 processors to solve the CFD part. The mesh adaptation and the mesh partition are done on one processor. In these conditions, the CFD solver still consumes 90 percents of the total CPU time.
The simulation has been run until physical time 6 seconds which corresponds to four back and forth wave movements. As regards mesh adaptation, the multi-scales approach described above has been applied. 60 mesh adaptation have been performed. That is to say, the simulation time interval has been split into 60 short period of time of 0.1 seconds. At each adaptation, the mesh is adapted to compute the solution evolution during the short period. first sensor, Figure 8 , measures the water height. It corresponds to the sensor H3 in the experiment. We notice a good agreement with the experimental data. The amplitude and the slope of the water height jumps are well captured in our simulation. The second sensor, Figure 9 , corresponds to the pressure sensor at point P1. It points out very good agreement between the simulation and the experiment for the whole simulation, i.e., until 6 sec. The position and the amplitude of the two pressure jumps are very well capture.
The interface obtained in this simulation is depicted in Figure 10 at physical time 0.8, 2.0 and 5.6 seconds. The violence of the transient flow at the impact is illustrated at time 0.8 seconds and the complexity of the simulation, notably by the presence of several tubes in the flow, is demonstrated by the interface "geometry" at time 2 seconds. The bottom picture shows the return to equilibrium of the flow.
Associated adapted meshes used to compute these solutions are presented in Figure 12 . We clearly notice the mesh refinement in the neighboring region of the interface. It is important to note that a consistent discretization error has been used during the whole computation thanks to the mesh adaptation strategy. In other word, at each adaptation for a given short period of time, the mesh size is optimal to compute the solution. This is emphasized in Figure 11 which plots the evolution of the number of vertices with respect to the physical time. We observe that the mesh size is highly dependent of the flow behavior. At the beginning of the simulation and for physical time greater than 3 seconds when the flow is smooth, adapted meshes with only 50 000 vertices have been generated to achieve the prescribed accuracy. On the contrary, an adapted mesh with almost 860 000 vertices has been generated just before t = 2 seconds to simulate accurately the breaking wave after the impact on the wall. 
CONCLUDING REMARKS
A method for computing 3D bi-fluid flow coupled with mesh adaptation has been presented. The mesh is a priori unstructured enabling the method to be applied to a large class of geometries with moving bodies, including small and large scales geometrical features.
Small scales of the solution are accurately captured with a reasonable complexity thanks to the mesh adaptation. The time dimension is taken into account by the choice of a constant-error criterion. This means that when the flow complexifies with time, so does the mesh, the final accuracy being a priority with respect to the less pertinent cost limitation criterion. Another advantage of the mesh adaptation is to specified the optimal mesh size for the given accuracy at each time period. A size variation factor of more than ten has been observed in the 3D test case throughout the computation. It points out the amount of unnecessary work that have been canceled by the mesh adaptation. The con-trol of a global space-time error model carries better final results and enables us to have an increased confidence in the predictability.
Future works will mainly consider anisotropic mesh adaptation. Anisotropic multi-scales mesh adaptation has been successfully applied to steady CFD problems [6] . The extension to unsteady multi-fluids flows is currently addressed.
