Abstract. In this paper, we present and evaluate a novel method for feature selection for Multiclass Support Vector Machines (MSVM). It consists in determining the relevant features using an upper bound of generalization error proper to the multiclass case called the multiclass radius margin bound. A score derived from this bound will rank the variables in order of relevance, then, forward method will be used to select the optimal subset. The experiments are firstly conducted on simulated data to test the ability of the score to give the correct order of relevance of variables and the ability of the proposed method to find the subset giving a better error rate than the case where all features are used. Afterward, four real datasets publicly available will be used and the results will be compared with those of other methods of variable selection by MSVM.
Introduction
In a classification problem, the relevant variables are not known a priori. The importance of selection is justified by the possibility of existence of correlated, noise and/or redundant variables which usually give significant error rates [34, 36] . Indeed, the variables selection essentially allows to improve the performances of classification models by using only the variables that are important for the studied problem, reduce time and cost of calculation and facilitate understanding of the process generating information.
These advantages are to be exploited for large dimensions problems and especially when the number of variables is very large compared to the number of observations. This is the case, for example of the problems related to DNA microarray gene expression profiles, where genes are considered as variables and the number of observations is generally low for cost reasons. Indeed, some studies suggest that only a small number of genes is sufficient [22, 35] and for a binary classification problem, 50 genes are usually sufficient [7] . * Corresponding author. E-mail: achchab@estb.ac.ma.
There are generally three categories of methods for variables selection [2, 12, 17] : Filter, Wrapper and Embedded. In the first category, the selection is made a priori before the estimation of forecasting model, it consists in testing each variable independently of others and then order them according to a given criterion. The Wrapper methods select variables after developing model and thus take into account the influence of variables on the performances of the model. The last category (Embedded) incorporates the selection of variables during the learning process.
In the context of SVM, binary or multiclass, the developed models do not allow an automatic selection of variables and use all available ones.
In binary case, several approaches were proposed to show the possibility of variable selection with SVM. These approaches can be grouped into two categories. The first one, containing embedded methods, consists in modifying the optimization program of SVM, so as to integrate the selection in the classification process. The second one, derives criteria from SVM to do selection (wrapper approaches).
Within the first category, several new forms of SVM were been proposed, the L 0 SVM [32] , L 1 SVM [3, 39] , combination of L 0 and L 1 SVMs [23] and the F ∞ -norm SVM [40] are examples of these forms. Sim-
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ilarly, by deriving criteria from SVM, various approaches were presented, including the Recursive Feature Elimination algorithm SVM-RFE of Guyon et al. [13] using the margin as a selection criterion and Rakotomamonjy's approach [26] , considered as extension of SVM-RFE, using the upper bounds of the generalization error specifics to SVM. In the multiclass case, as extension of the approaches of the first category, Wang and Shen [30, 31] replaced the L 2 -penalty in the MSVM model of Lee et 
Similarly, Zhang et al. [37] proposed a sup-norm penalty which is more efficient and easier to implement than that given by the L 1 MSVM solution. Other methods were also been proposed in this context [11, 21] .
Moreover, and as extension of SVM-RFE, several techniques were presented, based either on a decomposition method, selecting the variables for each pair of classes and then extend the results to the multiclass case [5, 24, 27] or on a direct approach, considering all classes simultaneously [4, 38] .
However, in spite of the significant number of the proposed extensions to the multiclass case and their good performance compared to some existing techniques, no method is best or optimal [8, 38] and the issue is still relevant.
Studying the various extensions, we note that although the theoretical bases and the good performance of Rakotomamonjy's approach [26] in selecting the relevant attributes in the binary case, no study, to our knowledge, has used an upper bound of the generalization error proper to the multiclass case to select the optimal subset of variables.
In this paper, we propose a new method for ranking and selecting the relevant variables in the multiclass case (assigning one class to each example), based on the upper bound of the generalization error called the Radius Margin bound (RM) [10] . This bound is specific to the multiclass case and only applicable to the hard margin MSVM LLW model [19] i.e., without training error and to the MSVM 2 model of Guermeur et al. [10] .
The multiclass RM bound is presented as an extension of the binary radius margin bound [29] while taking into account the characteristics of the multiclass case. It was proposed and used by Guermeur et al. [10] for model selection. In this paper, we will use it for model and variables selection for a hard margin MSVM LLW model.
The proposed method consists of three steps: firstly, and since we work with the MSVM LLW model, we choose its optimal parameters that minimize the multiclass RM bound in the presence of all variables (model selection); secondly, we rank the variables in order of relevance, and finally, proceeding by forward method, we choose the optimal subset minimizing the error calculated on a validation set.
The rest of the paper is organized as follows: Section 2 presents the MSVM LLW model and the RM upper bound of the generalization error. The proposed procedure for variable ranking and optimal subset' selection is given in Section 3. The data used, results of experiments and comparisons are presented in Section 4 followed by a general conclusion and some perspectives of this work.
MSVM LLW model and RM bound
In the framework of Multiclass SVM (MSVM), we are interested in q categories classification problems (2 < q < ∞). The goal is to estimate q decision functions f k (x) and to classify the observations according to the classification rule:
The estimation of the decision functions is done using a set of pairs of independent and identically distributed observations (x i , y i ), i = 1, . . . , n, called training set, where x is the description of an object belonging to the descriptions space X described by 'P ' variables and Y is the set of categories 'y' identified by their indices [1, q] .
Several approaches were proposed in the context of MSVM, belonging either to the category of decomposition or direct methods [9] .
In this work, we will test the performance of the multiclass RM bound to perform the variables selection for a hard margin MSVM LLW model. This section will briefly present the properties of this model and describe the RM bound.
The MSVM LLW model
As all direct approaches [6, 10, 33] , the MSVM LLW model solves the multiclass problem directly without decomposition, estimating 'q' decision functions simultaneously by solving one optimization program. It is considered as the most theoretically based of MSVM models [19] as it is the only one that implements asymptotically the Bayes decision rule. The optimization problem is to solve, subject to the constraint q k=1 f k = 0, the objective function of the form:
(1)
• • The second term λ q k=1 p j =1 w 2 kj (λ ∈ R, determined by cross-validation), measures the ability or the complexity of the hypothesis space, also equal to the inverse of the k separators' margins to maximize. Problem solving is done using the Lagrangian, and the nonlinear transformation of the data will be replaced by a kernel function.
The multiclass radius margin bound
The multiclass RM upper bound of the generalization error that we will use is a direct extension of the two-class radius margin bound. Used for model selection, it is considered as the easiest and the most popular of the generalization error's upper bounds.
Guermeur et al. [10] demonstrate that the number of errors denoted L n , resulting from the application of leave-one-out cross-validation procedure for a hard margin q-category MSVM LLW model trained on d n , is upper bounded as follows:
• d n : the training sample,
• n: the size of the training sample,
• q: the number of categories,
• D n : the diameter of the smallest sphere containing the data set in the original or feature space, • α * ik : the Lagrange parameters resulting from the resolution of the optimization program (1).
Since the value given by leave-one-out cross validation is an almost unbiased estimator of the generalization error, a variable is considered as relevant according to its influence on this error by measuring its contribution to minimize the second term of (2) which is the RM bound.
The proposed procedure for variables ranking and optimal subset' selection
The multiclass RM bound is generally used for model selection; it means to choose the optimal parameters of the MSVM model. These parameters to optimize are: C, representing the weight of the training errors and σ the parameter of the Gaussian kernel. 1 Note that a large value of C means a big weight of errors and thus get closer to a hard margin learning, and, conversely, a small value reflect acceptance of errors and therefore a soft margin learning.
The idea in this article is to extend the Rakotomamonjy's method of variable selection to the multiclass case using the multiclass RM bound while selecting model using this same bound.
The proposed procedure is based on a score called zero-order score proposed for two class problems [26] , whose value will rank variables. The zero-order score of a variable is the value of a criterion (the RM bound in our case) when this variable is removed. We will consider a variable as most relevant when its suppression greatly increases the value of the bound and therefore, contributes to the minimization of the generalization error.
The RM bound (2) depends on three factors: the number of categories q, the diameter of the smallest sphere containing data D n and the Lagrange parameters α * ik . The first element 'q' is constant and independent of the number of variables, in contrast to the two other parameters D n and α * ik . Indeed, an object is represented by its coordinates in space, so its position changes necessarily by removing a variable and thus the diameter of the sphere. Similarly, when removing a variable, data which are inputs to estimate the model change, and therefore α * ik , model outputs, change too. Thus, the
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research of the relevant variables will be based on the product:
Once the order of relevance of the variables is established, and given that an exhaustive research of the optimal subset is very complicated even impossible for high dimensional data, we proceed to choose the optimal subset using the forward method. For this, we construct a sequence of models/subsets by incorporating each time a variable in decreasing order of relevance and we choose the subset giving the error rate minimum calculated on a validation set.
The proposed procedure for ranking and selecting relevant variables, for a hard margin MSVM LLW model, follows the three following steps:
Step 1 (Choice of the parameters of MSVM LLW model). In this step, we choose the parameters of the hard margin MSVM LLW model which minimize the multiclass RM bound, and therefore the generalization error, in presence of all variables. These parameters that will be used in the next step to rank variables.
The SVM method is based on the idea of finding a linear separator in a specific space, so if data are not linearly separable, i.e. a linear separator doesn't exist in the original space, we move to a called feature space by projecting data in another space of higher dimension so as to find a linear separator. This transformation of the data is done using the kernel functions [14, 29] . Thus, to choose the optimal parameters of the hard margin MSVM LLW model, we work, first, in the original space using a linear kernel. In this case, there will be only the value of the parameter C to determine. If we are unable to work without training error, we proceed to change the space of the data and work with a Gaussian kernel as first choice. In this case, we have to set the values of the two parameters C and σ .
Step 2 (Variables ranking). In this step, we rank variables in order of relevance according to the values of their zero-order scores. For this, we re-estimate, removing each time a variable, the MSVM LLW model and we compute the value of the product (3).
The variables with highest scores are the most relevant given that their suppression increases the value of the multiclass RM bound and thus the value of the generalization error.
Step 3 (Choice of the optimal subset of variables). The last step is to choose the optimal subset. For this, we construct, using forward method, a sequence of models. The first one contains the first relevant variable, the second one contains the first two relevant variables and so on until we integrate all the variables in decreasing order of relevance. Then, we calculate the error rates on a validation set. The model giving the minimum error rate is chosen as the best model with the optimal number of variables.
Note that for the first two stages, parameters selection and variables ranking, we must work without training error, as these two steps are based on the RM bound which is applicable to a hard margin MSVM LLW model. By contrast, it is not mandatory to do so in
Step 3, because we no longer use the RM bound. Indeed, we conduct simulations with combinations of values of C and σ until we find the values that minimize the validation error.
Also, we insist on the idea that the main contribution of this article is in giving the order of relevance of variables which was not been done on the multiclass case with direct approaches of MSVM before. That means that we can change the third step and use another method to select the optimal subset from the order given in second step, here we use forward method but backward method or other procedures can also be used.
Experimental results and comparisons
In this section, we present the tests showing the ability of the score based on the RM bound to rank variables and, therefore, to select the optimal subset. Six datasets are considered, including two simulated databases and four real sets. For all data sets, several simulations are conducted to find the parameters of the MSVM LLW model minimizing the multiclass RM bound (Step 1) and to select the optimal subset (Step 3). Simulations and results have been obtained using the MSVMpack of Lauer et al. [18] allowing to train the MSVM LLW model and giving the parameters α * ik as output. The diameter D n of the smallest sphere containing the data has been calculated using the hard margin Support Vector Data Description (SVDD) algorithm [1, 28] .
Simulated data
The used data are linearly separable in original or features space. Each observation is described by P variables (x 1 , x 2 The 2 relevant variables are generated from a mixture Gaussian. The remaining variables are independent and identically distributed generated from N(0, 1).
Example 1
The data of this first example are generated as described by Zhang et al. [37] , with n 1 = 250 observations as training set, n 2 = 1000 observations as validation set and n 3 = 50000 observations as testing set, q = 5 equally weighted classes (each class has the same number of observations) and P = 10 variables with (x 3 , x 4 , . . . , x 10 ) are 8 noise variables and (x 1 , x 2 ) are relevant for all classes generated from a mixture Gaussian as follow: for each class k, the two variables are generated independently from N(μ k , σ 2 I 2 ), with σ = √ 2 and for k = 1, 2, . . . , q:
To estimate the parameters of the hard margin MSVM LLW model in the presence of all variables (based on the training set), we first worked with a linear kernel. The results show that this kernel did not allow to train the model without error. We then tried a Gaussian kernel which gave a zero training error.
The model estimation using a Gaussian kernel requires to set the values of the parameters C and σ . For C, high values are used in order to penalize errors and therefore obtain a hard margin model. Simulations showed that the value C = 1000 allows learning without error for different values of σ .
To set the value of σ , we have conducted several simulations to select the value that, keeping zero training error, minimizes the generalization error via its upper bound RM (2). The term (q−1) 3 q being constant, we choose the value that minimizes the product (3). The simulations results are described in Table 1 . The minimum of the upper bound is reached for σ = 2.5. The model will therefore be estimated with C = 1000 and σ = 2.5.
The second step is to test the ability of the zero-order score to give the order of relevance of variables. For this purpose, we calculate, each time removing a variable, the n i=1 max 1 k q α * ik and the diameter D n of the smallest sphere enclosing the data in features space, using the parameters chosen in Step 1. The results are reported in Table 2 .
The most relevant variable is the one that maximizes the value of the zero-order score which is equal to the value of the product D 2 n n i=1 max 1 k q α * ik when the variable is removed. The order of relevance of variables obtained according to Table 2 is as follows:
The proposed score has successfully classify the first two variables which are the most relevant in the first two ranges. After ranking variables, we estimate the models to select the one that minimizes the validation error (using the validation set) and gives the optimal subset. For this, we build 10 databases: the first contains the first relevant variable, the second contains the first two relevant variables. . . etc. And in order to select the optimal parameters, we try different values of C and σ for each model.
The results of seven combinations of C and σ are presented in Fig. 1 . The best subset for all combinations contains the first two variables.
The best combination giving the minimum error rate is C = 100 and σ = 2. Table 3 shows the errors obtained with those values according to the number of used variables on the validation set.
The last step is to calculate the testing error rate on the test sample of 50000 observations using the set of the two first variables and the parameters chosen from Table 3 Validation error rates with C = 100 and σ = 2
Used variables
Validation error in %
45.9
48.8 validation (C = 100 and σ = 2). The final training sample contains data used in training and validation (N = 1250). The testing error rate resulting is 39.57%. Using all features the testing error rate is 53.74%.
Example 2
In the simulation example in Section 4.1.1, the two first variables are relevant for all classes, however, in reality, some variables might be important for one class, and not for another. In this section, we will study this case and see if our score is able to identify the relevant variables.
For this, we generate a second dataset with the same characteristics as the first one (n 1 = 250 observations, n 2 = 1000 observations, n 3 = 50000 observations, and P = 10 variables) except that the relevant variables x 2 and x 3 are as follow: x 2 is relevant only for the classes 2 and 4, x 3 is relevant only for the classes 1, 3, 5 and x 3 is more relevant than x 2 as it's important for 3 classes. The 8 remaining variables are noise ones.
The numerous simulations (as done in the first example (Table 1) ) have allowed to choose the type of kernel (Gaussian) and to set the values of parameters C and σ (C = 1000 and σ = 2) that allow to work without training error, require a reduced calculation time and minimize the value of the RM bound. Table 4 presents the order of relevance of variables according to the values of zero-order score and reveals that the score has successfully classified x 3 in the first position and x 2 in second position. Table 5 presents the obtained error rates using C = 10 and σ = 2 according to the number of used variables on the validation set (n 2 = 1000 observations). The best subset is the one containing the first two relevant variables.
The last step is to calculate the testing error rate on the test sample of 50000 observations using the set of the two first variables and the parameters chosen from validation (C = 10 and σ = 2). The final training sample contains data used in training and validation (N = 1250). The testing error rate resulting is 40.16% which is better than that obtained using all features (45.24%).
Real data
We divide this subsection on three parts, in the first example we will compare the performances of our approach according to the number of variables with those given by maximum relevance approach [25] using a real dataset from UCI repository. In the second and third examples, we will compare the classification results given by our approach to those of other methods of variables selection by multiclass SVM. Table 5 Validation error rates with C = 10 and σ = 2
Used variables
38.90
42.60
45.30
Example 1
In this section we compare the performances in classification of our approach to those of the well known ranking approach maximum relevance consisting in ranking variables according to the relevance to the target class using mutual information [25] .
For this, we will use the waveform data set from UCI repository containing 5000 observations, 40 variables and 3 classes. All of the 40 attributes include noise, the first 21 are important for class separation and the last 19 are noise variables with mean 0 and variance 1.
After having ranked the 40 variables in order of relevance by maximum relevance approach and radius margin based approach, on a training set of 3000 observations, we compare the performances of the two methods according to the number of used variables in decreasing order of relevance, using a validation set of 1000 observations.
The minimum validation error rate using the maximum relevance method is 33.5% obtained using the first five variables among the 21 relevant ones, however, our approach based on the radius margin bound gave a better error rate 28.7% using the first six variables among the 21 relevant ones.
In the testing step, based on the remaining 1000 observations, the five variables of the maximum relevance approach give an error rate of 33.1% and the six features of our approach give 28.7% (see Fig. 2 ).
Example 2
The large dimensional dataset on which we test the performances of our approach is the children cancer data set [16] classifying the small round blue cell tumors (SRBCTs) into four classes, namely neuroblastoma (NB), rhabdomyosarcoma (RMS), non-Hodgkin lymphoma (NHL), et Ewing (EWS) using cDNA gene expression profiles. (genes). It was presented for the first time by Khan et al. [16] and has been used in the context of variable selection by multiclass SVM by Zhang et al. [37] . We split the 63 observations into 50 for training and 13 for validation, then, we standardize the training set to have zero mean and unit variance. The validation and test sets are standardized based on the training set parameters.
Afterward, in order to reduce the computation time, we select 200 genes by the filter approach MRMR (Maximum Relevance Minimum redundancy) [25] , known for its good performance in terms of reducing the number of variables in large dimensions. These 200 genes on which we apply our approach.
After model selection, we proceed to rank the 200 features in order of relevance, then, using forward method, we select the best subset giving the error rate minimum on the validation set and the best combination of C and σ . Table 6 summarizes the results obtained with the selected combination (C = 10 and σ = 2) and the best subset containing the first 9 genes.
The proposed approach based on the multiclass RM bound predicts correctly the classes of the unseen 20 test observations using the first 9 genes.
Comparing these classification results to those of some previous studies on this data set, we deduce that they are far better in terms of the number of genes needed and the recognition rates obtained. Indeed, selecting variables for multiclass SVM using adaptive sup-norm regularization (Adp-supII), Zhang et al. [37] , obtained one error, using the first 47 genes and using the L1 norm, 63 genes were required. Furthermore, using Neural Networks (NN), getting a zero error rate was possible using the first 96 genes [16] . However, some studies criticize the use of filters as pre-processing step and claim that some times the good results are due to the use of these filter.
In order to verify that the results obtained are not due to the preprocessing step selecting 200 genes by MRMR filter, we apply directly our approach based on the RM bound to the 2308 genes.
As before, we select the parameters minimising the RM bound in presence of all variables, then we rank them in order of relevance and we select, based on the validation set, the best subset and the best combination of C and σ using forward method. The results are presented in Table 7 .
The results of classification show the effectiveness of our approach to select a very reduced subset of variables which give good classification rates on unseen data in large dimension.
A summary of the classification results for SRBCT dataset is presented in Table 8 .
Example 3
For this last example, we will test the performances of our approach on two real datasets from UCI repository and we will compare the obtained testing errors to those obtained by the method of Li et al. presented in [20] .
The datasets are soybean-s and stepp-order data containing both 47 samples, 35 variables and 4 classes. For comparison, we will apply the same steps as Li et al. For this, we first transform the attributes into the interval [−1, 1], then, we split the datasets into two equal parts in terms of the number of observations per class, the first part for training and validation and the second for testing. Such split is performed several times. For each dataset, after having chosen the parameters minimizing the RM bound for the hard margin MSVM LLW , we rank the variables in order of relevance based on the training sets, then, we select the optimal subsets and the parameters using the validation sets. Finally, the testing error is calculated on the test sample. Table 9 lists the results obtained.
The numbers of the selected variables are given in average from the different splits. The results in terms of the testing error rates give the average errors with their corresponding standard deviation.
In comparison to the case where all the features are used, the results confirm that our approach can increase significantly the recognition rate and reduce the number of variables.
Furthermore, comparing these results to those of Li et al., we note that the proposed method produce a slightly better result for the soybean dataset. For the stepp-order data, the obtained error rate is not far from that obtained in [20] .
Conclusion and perspectives
The results of the studies on variable selection by multiclass SVM show the effectiveness of using this technique to reduce the dimensions and to improve the classifications accuracy. In this paper, we proposed a new approach, based on the multiclass radius margin upper bound of the generalization error, to give the order of relevance of the variables and the optimal subset. As a result, the proposed method gives the correct order of relevance of variables for the simulated data, and significantly reduces the error rate for all used data sets.
In fact, one of the advantages of our method is that it uses the MSVM LLW model which is the most theoretically based of MSVM models [19] and as a wrapper approach, selecting the variables after the estimation of the model, takes into account the influence of each variable on the performance of the estimated model.
A constraint for the application of our procedure in very large dimensions consists in the required computation time, which is important given the need to re-estimate the MSVM model for each variable in order to calculate the zero order scores. To deal with this problem, as done in the second real example, we propose to combine our approach with an appropriate filter method which will filter a big number of noise variables before applying the radius margin bound. The results obtained on some high dimensional cancer datasets were very good in terms of the obtained testing error rate. 
