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Abstract
In this paper, we present several characterizations of the classes of naturally submodular
digraphs and naturally submodular bi-directed graphs. For each class, one characterization is
given in terms of forbidden digraph congurations and the other in terms of graph decomposition.
For the class of bi-directed graphs, an additional characterization in terms of the xed-order
property is also derived. ? 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let G = (V; A) be an undirected (resp., directed) graph and let S V . An S-Steiner
tour in G is a cycle (resp., directed cycle), not necessarily simple, that includes all
vertices of S. For a xed vertex v2V , S V , and a nonnegative weighting of the
arcs, let f(S) denote the value of a minimum weight S [ fvg-Steiner tour. A graph
(resp., directed graph) is called naturally submodular if for any xed vertex v and any
nonnegative arc weights, the function f is submodular.
Herer [6] has shown that trees are naturally submodular, and Herer and Penn [7]
have provided several interesting characterizations of naturally submodular undirected
graphs. For example, they showed that an undirected graph is naturally submodular
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if and only if it has the xed order property, 1 or if and only if it is a 1-sum of
outerplanar graphs and complete graphs on four vertices.
In this paper we extend Herer and Penn’s analysis to directed graphs or digraphs and
to bi-directed graphs or bi-digraphs. For each class we provide two characterizations
of naturally submodular digraphs, one in terms of forbidden digraph congurations and
the other in terms of graph decomposition. More explicitly, we prove that naturally
submodular digraphs are 1-sums of a certain type of outerplanar digraphs, and naturally
submodular bi-digraphs can be characterized in terms of the xed-order property, and
that this latter property is not a characteristic of naturally submodular digraphs.
There are two major reasons for our interest in naturally submodular digraphs. One
springs from optimization problems arising in vehicle routing and production=distribution
networks. The other is related to the problem of allocating the traveling cost of a server
to customers which are located in the vertices of a network.
Problems arising from vehicle routing, inventory=distribution systems and production
systems are practical, yet notoriously hard. The TSP-type cost (or length) function plays
a major role in some of these problems to the extent that cost functions therein are
either TSP-type or contain ingredients which are TSP-type. It has been observed that
in many cases imposing submodularity on the cost functions improves the tractability
of these problems. For example, Herer and Roundy [8] have developed a heuristic for
the one warehouse multi-retailer distribution problem with TSP-type vehicle routing
costs, whose worst case performance is bounded by a factor that depends on how well
a TSP tour length can be approximated by a submodular function. See also Federgruen
et al. [2].
Submodularity plays a prominent role in cost allocation problems. Indeed, in the
cooperative game theoretic methodology approach to cost allocation, it is assumed that
the cost data can be represented by a joint cost function c(S), which is dened for all
subsets S N of potential customers and which represents the least cost of serving the
customers in S. This setting of cost allocation naturally denes a cooperative game,
(N ; c), with the set of potential customers N as the player set and the cost function
c() as the characteristic function. Therefore, the various solution concepts, introduced
in cooperative game theory, can be evaluated as possible cost allocation schemes.
Employing this approach to the problem of allocating the cost of a server traveling
on a network, one realizes that if the underlying network is naturally submodular,
then the corresponding game is convex. A convex game has many desirable properties
[13,10]. For example, the core of a convex game is always nonempty [13], although in
general, the core of a game 2 may be empty. Examples of convex games can be found
in Littlechild and Thompson [9], Megiddo [11] and Granot et al. [4,5].
The plan of this paper is as follows. In Section 2, some notation and preliminaries
are given. In Section 3, we characterize naturally submodular digraphs in terms of for-
bidden digraph congurations and graph decomposition, and we develop a linear-time
1 See Section 2 for denitions of the xed order property and other concepts mentioned in the introduction.
2 The core of a game (N ; c) is C[(N ; c)] = fx:
P
j2S xj6c(S); S N;
P
j2N xj = c(N )g.
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algorithm for recognizing naturally submodular digraphs. In Section 4, a characteriza-
tion of all naturally submodular bi-digraphs is given. The xed-order property is shown
not to be a dening property for naturally submodular digraphs. However, if we restrict
our attention to bi-digraphs, a subclass of directed graphs, we show that the xed-order
property is again a dening property. Finally, Section 5 provides a brief summary and
some suggestions for future research.
2. Notation and preliminaries
In this paper, standard graph theory terminology is being used whenever possible.
Thus, basic denitions are omitted and the reader is referred to any standard text on
graph theory, e.g., Bondy and Murty [1]. As a notational convention, denote by V (G)
and E(G) the vertex set and the edge set of a graph G, respectively. Similarly, if G
is a digraph, write A(G) for its arc set.
An edge e is said to be subdivided when it is deleted and replaced by a path of
length two connecting its end vertices. A subdivision of a graph G is a graph that
can be obtained from G by a sequence of edge subdivisions. Although dened for
undirected graphs, this concept can be naturally and easily extended to digraphs.
Let G and H be two graphs. A 1-sum of G and H is dened as the graph derived
from G and H by coalescing one vertex in G with another vertex in H . The newly
formed vertex will be referred to as the 1-sum vertex, or the link vertex. Clearly, with
dierent choices of vertices to coalesce, dierent 1-sums of G and H may be produced.
Inductively, we may dene 1-sums of more than two graphs. Similarly, we may also
dene 1-sums of digraphs.
A directed walk in a digraph G from vertex v0 to vertex vk is a sequence W =
v0a1v1a2v2 : : : akvk of alternating vertices and arcs, such that for 16i6k, the tail and
the head of ai are vi−1 and vi, respectively. The vertices v0 and vk are the origin and
terminus of W , respectively, and all other vertices are the internal vertices. The length
or the graphic length of W is k. A directed walk W is closed if its origin and terminus
are the same. If the vertices v0; v1; v2; : : : ; vk are distinct, W is called a directed path
and it is called a directed cycle if, in addition, v0 = vk . A directed path having only
one arc will be referred to as a trivial path. A digraph G is strongly connected if
there is a directed path from any vertex to any other vertex in G.
Let G=(V; A) be a digraph and let S be a subset of V . An S-Steiner tour in G is a
closed directed walk, W , whose vertex set, V (W ), contains S. We refer to a V -Steiner
tour in G as a Steiner tour or simply a tour in G. Observe that, in general, an S-Steiner
tour W may visit a vertex in V (W ) more than once. A complete vertex description
of an S-Steiner tour W lists the vertices of V (W ) in the order they are visited by W ,
and may contain some duplications. A condensed description of W is obtained from its
complete vertex description by eliminating duplicate vertices, and thus it is an ordered
list of vertices of V (W ) in which each vertex appears precisely once. Since duplications
can be eliminated arbitrarily, one can associate more than one condensed description
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with an S-Steiner tour. In fact, a Steiner tour has a unique condensed description if
and only if it is a directed cycle.
A weight assignment, w, for a digraph G = (V; A) is a mapping w :A! R+, where
R+ is the set of all nonnegative real numbers. In dierent contexts, weight assign-
ments for G may have dierent interpretations. For example, in the context of the
traveling salesman problem (TSP), w(e) is the length of arc e; in the context of
commodity distribution or ow, w(e) stands for the cost of traveling or sending one
unit of a commodity along arc e. For a given weight assignment w for G and a
xed vertex v0, v0 2V , which would sometimes be referred to as a central warehouse,
one can associate a set function, f : 2V ! R, which assigns every subset S; S V ,
the sum of weights of all arcs in an optimal (S [ fv0g)-Steiner tour of G (optimal
in the sense that the sum of the weights is minimal among all (S [ fv0g)-Steiner
tours). We refer to f as the Steiner tour function associated with w and v0. Since
weight assignments are nonnegative, their associated Steiner tour functions must be
monotone.
A function f : 2V ! R is said to be submodular if f(S\T )+f(S[T )6f(S)+f(T )
for all S; T 2 2V . A graph=digraph is said to be naturally submodular if the associated
Steiner tour function is submodular for any weight assignment and any choice of the
central warehouse.
Let G = (V; A) be a digraph, w a weight assignment for G; v0 2V a choice of the
central warehouse, and let W be an optimal Steiner tour through V . The digraph G
is said to have the xed-order property with respect to w and v0 if for every S V
there exists an optimal Steiner tour W (S) of S [ fv0g and a corresponding condensed
description of W (S) wherein the vertices of S appear in the same order as they appear
in W . G is said to have the xed-order property if it has the xed-order property with
respect to any weight assignment and any choice of the central warehouse.
A digraph is said to be a bi-digraph if whenever an arc e = (i; j) is in the graph
then so is the reversed arc (j; i). Thus, a bi-digraph can be derived from an undirected
graph by replacing each edge in the graph by two oppositely directed arcs joining the
same pair of vertices. A bi-directed cycle is the bi-digraph derived from a cycle; and
a bi-directed arc is the bi-digraph derived from an edge.
3. Characterizations of naturally submodular digraphs
In this section we develop characterizations for naturally submodular digraphs. The
main result of this section (Theorem 3.10) provides two characterizations for naturally
submodular digraphs, one in terms of forbidden digraph congurations and the other
in terms of graph decomposition. We start by presenting some structural results of
digraphs.
Let G=(V; A) be a digraph and C a directed cycle in G. C is said to be a maximal
cycle of G if there exists no other directed cycle C0 in G such that V (C)V (C0).
We dene two simple digraphs, F1 and F2, as shown in Fig. 1 below.
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Fig. 1. The Digraphs F1 and F2.
Fig. 2. The Layout of C and P.
Lemma 3.1. Let G be a digraph which does not contain a subdivision of F1; and let
C; C1 and C2 be maximal directed cycles of G. Then;
(1) For any two distinct vertices; v1; v2 2V (C); there does not exist a nontrivial path
in G connecting v1 and v2 which does not use any vertex in C other than v1 and
v2.
(2) Either V (C1) = V (C2) or jV (C1) \ V (C2)j61.
Proof. (1) Suppose, on the contrary, that there exists a nontrivial path P connecting
two vertices v1 and v2 of C which does not use any other vertex in C. Assume rst
that v1 and v2 are adjacent in C, say (v1; v2) is an arc in C. Since, by assumption,
C is a maximal cycle of G, it follows that P must be a directed path from v2 to
v1. Hence, since C contains at least three vertices, G must contain a subdivision of
F1 (see Fig. 2(a)). If v1 and v2 are not adjacent in C, then G contains a subdivision
of F1 regardless of the direction of P (see Fig. 2(b)). So in either case we reach a
contradiction.
(2) Suppose V (C1) 6= V (C2) and jV (C1) \ V (C2)j>2. Since both C1 and C2 are
maximal, it follows that V (C1) * V (C2). Thus, there exists a vertex v such that
v2V (C1) and v =2V (C2). Let P be the section of C1, say from v1 to v2, which contains
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v and V (P) \ V (C2) = fv1; v2g. Such a P clearly exists since jV (C1) \ V (C2)j>2.
Moreover, since v2V (P), by using P and C2, we obtain a contradiction to the rst
part of the lemma. Hence, jV (C1) \ V (C2)j61 as claimed.
Let C be a cycle of a digraph G. The subgraph of G induced by C, denoted by
G(C), is the subgraph of G induced by the vertex set V (C).
Lemma 3.2. Let G be a strongly connected digraph which does not contain a subdi-
vision of F1. Let C = fC1; : : : ; Ckg be the family of all maximal cycles of G. Then;
G is a 1-sum of all subgraphs induced by cycles in C.
Proof. The lemma results from the following three assertions:
(1)
S k
i=1 G(Ci) is a 1-sum of G(C1); : : : ; G(Ck);
(2) V (
S k
i=1 G(Ci)) = V ; and
(3) A(
S k
i=1 G(Ci)) = A.
Since G is strongly connected, each vertex (resp., arc) of G belongs to at least
one maximal cycle of G. Thus (2) and (3) follow. We prove (1) by induction on
k. For k = 1, (1) is trivial. Assume k > 1 and that (1) holds as long as the to-
tal number of maximal cycles is less than k. Consider G1 =
S k
i=2 (G(Ci)). From the
induction hypothesis, each connected component of G1 is a 1-sum of some of the
G(Ci)’s. To show that G is a 1-sum of G(C1); : : : ; G(Ck), it remains to show that
G(C1) touches each connected component of G1 at a unique vertex. To that end,
suppose, on the contrary, that G(C1) touches some component of G1 at two distinct
vertices, say, v1 and v2. From Lemma 3.1(2), v1 and v2 must be on two distinct max-
imal cycles, say, Ci and Cj, respectively. Now, there is a directed path P1 from v1
to v2 in G(C1), and a directed path P2 from v2 to v1 in the connected component of
G1 containing G(Ci) and G(Cj). Let C0 be the directed cycle consisting of P1 and
P2. Now, C0 must be contained in a maximal cycle of G. However, C0 cannot be
contained in any cycle in fC2; : : : ; Ckg since v1 and v2 are on two dierent cycles,
nor can it be contained in C1 since P2, which connects two vertices on two dierent
cycles, must contain at least one other vertex not in C1. Contradiction, and the lemma
follows.
Lemma 3.3. Let G be a digraph which does not contain a subdivision of F2. If C is
a directed cycle in G; then G(C); the subgraph induced by C; is outerplanar with C
being its outer cycle; i.e.; on the boundary of its outer region.
Proof. Draw G(C) in such a way that C is on its outer boundary. (Note that we do
not mean a planar embedding at this point, although at the end of this proof it will
become clear that such a drawing of G(C) is indeed a planar embedding of G(C)). To
complete the proof, it suces to show that there do not exist four vertices v1, v2, v3
and v4 on C, which are traversed by C in the order listed and such that both pairs v1
and v3, and v2 and v4 are each connected by an arc. The latter would not occur since
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Fig. 3. The Layout of C and C1.
otherwise G(C) would contain a subdivision of F2, which contradicts our assumption.
Two directed cycles C1 and C2 in a digraph G, with V (C1) 6= V (C2), are said to be
in harmony if they visit their common vertices in the same order. A digraph G is said
to be harmonic if every pair of cycles therein is in harmony. Note that a bi-directed
cycle is harmonic since the only two cycles (with more than two vertices) it contains
have the same vertex set.
Lemma 3.4. If a digraph G does not contain a subdivision of F1 and F2; then every
directed cycle C of G induces a harmonic digraph.
Proof. Let C be any directed cycle in G. From Lemma 3.3, G(C) is an outerplanar
graph with C its outer cycle. Hence to prove G(C) is harmonic, it is sucient to show
that every other directed cycle of G(C) is in harmony with C. Suppose, on the contrary,
that a cycle C1 in G(C) is not in harmony with C. Let V (C1)=fv1; : : : ; vkg and assume
that C1 visits them in this given order. Since G(C) is outerplanar and a cycle does
not cross itself, C must traverse all vertices of V (C1) in a reversed order. Now, since
V (C) 6= V (C1) and V (C1)V (C), there exists v2V (C) such that v =2V (C1). Without
loss of generality, let us assume that v is on the segment of C which travels from
v2 to v1. Hence the layout of C and C1 is as depicted in Fig. 3 above. But, clearly,
the digraph in Fig. 3 contains a subdivision of F1, which is a contradiction. Therefore,
G(C) is harmonic as claimed.
Combining Lemmas 3.2{3.4 leads to the following theorem.
Theorem 3.5. Let G be a strongly connected digraph. Then; G does not contain a
subdivision of F1 and F2 if and only if G is a 1-sum of harmonic digraphs; each of
which is outerplanar with a directed cycle on its outer boundary.
Proof. A harmonic outerplanar digraph which has a directed cycle on its outer bound-
ary does not contain a subdivision of F1 and F2. Thus, the suciency follows, since if
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each component of a 1-sum does not contain a subdivision of F1 and F2, neither does
the 1-sum itself. The necessity is implied by Lemmas 3.2{3.4.
In the next three lemmas, we restrict our attention to an outerplanar digraph G
which has a directed cycle C on its outer boundary. Further, it will be assumed in
the next three lemmas, without loss of generality, that the directed cycle C traverses
all vertices of G. That is, G is not a 1-sum of outerplanar graphs. In Lemma 3.9 the
analysis is extended to digraphs which are 1-sum of outerplanar digraphs. Lemma 3.6
is a structural result for G, while Lemmas 3.7 and 3.8 study the structure and prop-
erties of G when it is further assumed to be harmonic. For that purpose we need to
introduce some notation. Name the vertices of G, 1; 2; : : : ; n, in the order the directed
cycle C traverses them. For any closed directed walk, W , in G denote by DW the
lexicographically minimum condensed description of W . Then, W is called an ordered
closed di-walk if the vertices of V (W ) appear in an increasing numerical order in DW ,
and otherwise it is called an unordered di-walk. A directed cycle in G is called a
reversed cycle if it visits its vertices in a reversed numerical order. Thus, if C is a
reversed cycle and V (C)=fi1; : : : ; ikg, i1<i2<   <ik , then DC =(i1; ik ; ik−1; : : : ; i2).
Clearly, a reversed cycle contains at least three vertices.
Suppose W is a directed walk and W1 and W2 are two non overlapping segments of
W which have the same origin and terminus. Then, a swap of the segments W1 and
W2 in W will result with another directed walk of the same length as W . A directed
walk in G is said to be inherently unordered if each directed walk derived from it
by segments swapping is unordered. As a further notational convention, for i< j, let
[i; j] = fi; i + 1; : : : ; j − 1; jg.
Lemma 3.6. Let G be an outerplanar digraph with a directed cycle C on its outer
boundary which traverses all vertices of G. Then; if G contains an inherently un-
ordered closed di-walk; it contains a reversed cycle.
Proof. Let W be the class of all inherently unordered closed di-walks in G which are
of the shortest graphic length. Let T 2W be such that DT is lexicographically smaller
than any other DW ; W 2W. Suppose V (T )=fi1; : : : ; ikg and i1<i2<   <ik . Starting
from the vertex i1 and following the track of T , let is be the rst vertex on T such
that the next vertex visited by T is not is+1, but rather a vertex it ; t > s+1. Note that
such a vertex is does exist, since otherwise T must be ordered. Hence, (is; it) is an arc
in G as shown in Fig. 4 below. Since i1<i2<   <ik , the rst s entries in DT are
i1; : : : ; is.
We show next that T is a reversed cycle. Since T is assumed to be an inherently
unordered closed di-walk of the shortest graphical length, to prove that T is a reversed
cycle it suces to show that T contains a reversed cycle. Now, if T contains a directed
walk P of length 2 or more from it to is such that all its internal vertices are in
[is+1; it−1], then clearly f(is; it)g [ P contains a reversed cycle. In the following, we
assume T does not contain such a directed walk, and complete the proof by showing
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Fig. 4. The Layout of C and T .
Fig. 5. The Layout of P1.
that all other cases result in a contradiction. We consider two cases, depending on
whether is+1 is the (s+ 1)th entry in DT .
Case 1: is+1 is the (s+ 1)th entry in DT . Let P1 be the segment of T starting with
is and the arc (is; it) and ending at is+1. Observe rst that P1 must be a directed path.
Otherwise, by deleting arcs from P1 one can obtain a graphically shorter directed path
from is to is+1, and thus derive from T another inherently unordered closed di-walk
which is graphically shorter than T , leading to a contradiction. So the layout of P1
should be as shown in Fig. 5(a). We claim that in this case A(T ) does not contain any
arc which starts at is and terminates at some vertex in [is+1; it−1]. Indeed, suppose on
the contrary that (is; x)2A(T ) for some x2 [is+1; it−1]. Since G is outerplanar, x must
be on P1. Replacing the segment of P1 from is to x by (is; x) will shorten P1, and thus
shorten T . This is a contradiction since the shortened T is still inherently unordered.
Therefore, all vertices in [is+1; it−1], which are visited by T , must be visited by
segments of T which are closed walks based at it and use only vertices in [is+1; it].
The other vertices in [it+1; ik ] visited by T must be visited by either segments of T
which are closed walks based at it or by a directed walk from it to i1, none of which
uses vertices in [is+1; it−1]. Now, if T visits some vertex in [it+1; ik ] before it visits
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some vertex in [is+1; it−1], then by swapping appropriate closed directed walks based at
it , one can derive from T a tour of the same graphic length but with lexicographically
smaller condensed description. This implies that, by the choice of T , we can assume
that it visits all vertices in [is+1; it−1] before it visits any vertex in [it+1; ik ]. Let W1
be the segment of T starting from it when it is about to visit a vertex in [is+1; it−1],
ending at it when it nishes visiting all vertices in [is+1; it−1]. Let W2 be the remainder
of T after W1 is removed. Clearly, W2 is a closed directed walk as well, and V (W2)=
([i1; is] [ [it ; ik ]) \ V (T ). Since both W1 and W2 are graphically shorter than T , by
the assumption that T is inherently unordered with the minimum graphic length, they
both must be ordered tours after some segments swapping. But, since W1 and W2 have
only one vertex, it , in common, it follows that T is also ordered after some segments
swapping. This is a contradiction.
Case 2: is+1 is not the (s+1)th entry in DT . Let ip, p>s+1, be the vertex in DT
immediately following is. Clearly, p6t. Let P1 be the segment of T starting with is
followed by the arc (is; it) and ending with ip. As in Case 1, P1 must be a directed path
as shown in Fig. 5(b), and A(T ) does not contain any arc starting at is and terminating
at a vertex in P1 other than it .
Now, let W1 be the segment of T starting from it when T rst visits it , and ending at
it when T is about to visit some vertex outside of [is+1; it−1] (recall that T is a closed
walk, and thus has to return to i1). W1 is a closed di-walk (possibly of graphical length
0), and is graphically shorter than T , so it must be an ordered di-walk after possibly
some segments swapping. This implies that is+1 is not on W1. Otherwise, one can derive
by segments swapping a closed di-walk from T which has a condensed description like
(i1; : : : ; is; is+1; : : :), and which contradicts our assumption that DT is lexicographically
minimum.
Since is+1 is on T , T must visit it. Since G is outerplanar and T does not contain
directed walks from it to is whose internal vertices are all in [is+1; it−1], there are only
three ways for T to visit is+1. That is, either through a closed directed walk W2 starting
at it , or through a directed walk P2 starting at is and ending at a vertex x on P1, or
through a closed directed walk W3 starting at is. By swapping W1 and W2 in the rst
case, and swapping P2 and the segment of P1 from is to x in the second case, and
swapping W3 and the empty segment of T (i.e., of graphical length 0) from is to is
after T rst visits is in the third case, one produces a tour of the same length as T but
with a lexicographically smaller condensed description. This again is a contradiction
to the choice of T .
Lemma 3.7. Suppose a digraph G is harmonic and outerplanar with a directed cycle
C on its outer boundary which traverses all the vertices of G. Assume that we number
the vertices starting with the central warehouse. Then; the following holds:
(1) If there does not exist in G an optimal Steiner tour of V (G) for some weight
assignment; which traverses vertices in the same order as C does; then G is a
bi-directed cycle.
(2) G has the xed order property.
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Proof. (1) Suppose G does not have an ordered optimal Steiner tour of V (G) for some
weight assignment. Then, G contains inherently unordered tours. From Lemma 3.6, G
contains a reversed cycle T . Thus, since G is harmonic, V (T ) = V (G). Therefore, G
must be a bi-directed cycle since it contains both an outer cycle and a reversed cycle.
(2) A bi-directed cycle clearly has the xed-order property. So, we only need to
consider the case where G is not a bi-directed cycle. From the rst part of this lemma,
G has an ordered optimal tour of V (G) for any weight assignment and any choice of
the central warehouse. Thus, to prove that G has the xed-order property, it suces to
show that G has an ordered optimal S-Steiner tour for any proper subset S of V (G)
and for any weight assignment. However, this follows from Lemma 3.6. Indeed, if G
does not have an ordered optimal S-Steiner tour for some S V (G), then G contains
inherently unordered tours. Thus, as in (1), Lemma 3:6 implies that G contains a
reversed cycle, which contradicts the assumption that G is harmonic and is not a
bi-directed cycle.
Lemma 3.8. Let G be a harmonic and outerplanar digraph with a directed cycle
C on its outer boundary that traverses all the vertices of G. Then G is naturally
submodular.
Proof. Let f be the Steiner tour function associated with some (arbitrary) weight
assignment and assume that we number the vertices starting with the central warehouse.
To prove that G is naturally submodular, we need to show that f is submodular. That
is, prove that for any S; T V (G),
f(S \ T ) + f(S [ T )6f(S) + f(T ): (1)
For any S; T V (G), let m(S; T ) =minfjSnT j; jTnSjg. We prove that inequality (1)
is valid for any S; T V (G) by induction on m(S; T ). If m(S; T )=0, that is either S T
or T  S, then f(S \ T ) + f(S [ T ) = f(S) + f(T ). So, suppose that inequality (1)
is valid for m(S; T )<k (k>1), and let S; T V (G) be such that m(S; T )=k. Assume,
without loss of generality, that jSnT j= k, and i2 SnT . We consider two cases.
Case 1: f(T [ fig) = f(T ). Let T1 = T [ fig. Clearly, S \ T1 = (S \ T ) [ fig,
S [ T1 = S [ T , m(S; T1) = k − 1, and thus, by the inductive hypothesis, inequality (1)
is valid for S and T1. Hence,
f(S \ T ) + f(S [ T )6f(S \ T1) + f(S [ T1) since f is monotonic
6f(S) + f(T1) since inequality (1) is valid for S; T1
= f(S) + f(T ) since f(T1) = f(T ):
Case 2: f(T [ fig) 6= f(T ). In this case, i is not on any optimal (T [ f1g)-Steiner
tour in G. Let W (S) (resp., W (T )) be an optimal (S [ f1g)-Steiner tour (resp., (T [
f1g)-Steiner tour) in G. Further, let s=maxfk 2V (W (T )) : k < ig, t=minfk 2V (W (T ))
:k > ig, I=fk 2V (W (S)) : s<k < tg, s0=maxfk 2V (W (S)) : k < j for all j2 Ig and
t0 =minfk 2V (W (S)) : k > j for all j2 Ig. All these constants are well dened if we
assume n+1=1. Assume i1 and i2 are the minimum and the maximum elements of I ,
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respectively. Clearly, s06s< i16i2<t6t0. Further, we claim that, in order to prove
that (1) is satised by S and T , we may assume that s; t 2T , s0; t0 2 S and I  S. To
see this, let S 0=S[ I [fs0; t0g and T 0=T [fs; tg. Clearly, since fs0; t0g[ I W (S) and
fs; tgW (T ), f(S 0)=f(S) and f(T 0)=f(T ). Now, suppose that S 0 and T 0 satisfy (1).
That is, f(S 0\T 0)+f(S 0[T 0)6f(S 0)+f(T 0). However, f(S 0)=f(S) and f(T 0)=f(T )
and by the monotonicity of f(), f(S \T )+f(S [T )6f(S 0 \T 0)+f(S 0 [T 0). Thus,
establishing the validity of inequality (1) for S 0 and T 0 will imply its validity for S
and T as well.
Now, let PS(s0; i1), PS(i1; i2), and PS(i2; t0) be the segments of W (S) from s0 to i1,
from i1 to i2, and from i2 to t0, respectively. Let PT (s; t) be the segment of W (T )
from s to t. Further, let Popt(s; i1), Popt(i2; t) and Popt(s0; t0) be shortest directed walks
in G (with respect to the given weight assignment) from s to i1, from i2 to t and from
s0 to t0, respectively. Since G is outerplanar, and since s06s< i1<t; PS(s0; i1) must
cross PT (s; t) at some vertex. Suppose PS(s0; i1) crosses PT (s; t) at vertex k1. Since
V (W (S)) contains no vertices in [s0 + 1; i1 − 1] [ [i2 + 1; t0 − 1], it follows that either
k16s0 or k1>t0. Thus, either k1<i2<t6t0 or i2<t6t06k1. In either case, again
since G is outerplanar, PS(i2; t0) must cross the (k1; t)-segment of PT (s; t) at some
vertex, say, k2. Observe that one can get a directed walk from s to i1 by joining the
(s; k1)-segment of PT (s; t) with the (k1; i1)-segment of PS(s0; i1), a directed walk from
i2 to t by joining the (i2; k2)-segment of PS(i2; t0) with the (k2; t)-segment of PT (s; t),
and a directed walk from s0 to t0 by joining the (s0; k1)-segment of PS(s0; i1) with the
(k1; k2)-segment of PT (s; t) and with the (k2; t0)-segment of PS(i2; t0). Let w(P) denote
the total arc weights of all arcs in a walk P, then the following inequality holds:
w(Popt(s; i1)) + w(Popt(i2; t)) + w(Popt(s0; t0))
6w(PS(s0; i1)) + w(PS(i2; t0)) + w(PT (s; t)): (2)
Next, let S1 = SnI . Then, S \ T = S1 \ T; S [ T = S1 [ T [ I , and SnT = (S1nT )[ I .
Therefore, since G has the xed-order property (Lemma 3.7), it follows from the
denition of s; s0; i1; i2; t and t0 that
f(S) =f(S1) + w(PS(s0; i1)) + w(PS(i1; i2))
+w(PS(i2; t0))− w(Popt(s0; t0)); (3)
f(S [ T ) =f(S1 [ T ) + w(Popt(s; i1)) + w(PS(i1; i2))
+w(Popt(i2; t))− w(PT (s; t)): (4)
Thus,
f(S \ T ) + f(S [ T )
=f(S1 \ T ) + f(S1 [ T ) + w(Popt(s; i1)) + w(PS(i1; i2))
+w(Popt(i2; t))− w(PT (s; t)) by Eq: (4) and since S \ T = S1 \ T
6f(S1) + f(T ) + w(Popt(s; i1)) + w(PS(i1; i2)) + w(Popt(i2; t))
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−w(PT (s; t)) since; by induction; inequality (1) is valid for S1 and T
6f(S1) + f(T ) + w(PS(s0; i1)) + w(PS(i1; i2)) + w(PS(i2; t0))
−w(Popt(s0; t0)) by inequality (2)
=f(S) + f(T ) by Eq: (3):
This completes the inductive proof of the lemma.
Lemma 3.9. A 1-sum of two naturally submodular digraphs is also naturally sub-
modular.
Proof. Let G1 and G2 be two naturally submodular digraphs, and let G be a 1-sum
of G1 and G2 with v being the link vertex. For any weight assignment, w, and an
arbitrary choice of the central warehouse, say v0, let f be the associated Steiner tour
function. If v0 is in G1, then for any S V ,
f(S) = f1(S \ V1) + f2(S \ V2);
where
f1(S \ V1) =
(
f1(S \ V1) if S \ V2 = ;;
f1((S \ V1) [ fvg) if S \ V2 6= ;
and f1 (resp., f2) is the Steiner tour function of G1 (resp., G2) associated with the
weight assignment w and the central warehouse being located at v0 (resp., v). Similarly,
if v0 is in G2, then,
f(S) = f01(S \ V1) + f 02(S \ V2);
where
f 02(S \ V2) =
(
f02(S \ V2) if S \ V1 = ;;
f02((S \ V2) [ fvg) if S \ V1 6= ;
and f01 (resp., f
0
2) is the Steiner tour function of G1 (resp., G2) associated with the
weight assignment w and the central warehouse being located at v (resp., v0). By
assumption, f1; f2; f01 ; f
0
2 are submodular. Further, one can verify that the submodularity
of f1 and f02 imply that f1 and f2
0 are submodular. Therefore, f is a submodular
function.
The main result of this section and its proof follows.
Theorem 3.10. LetG be a strongly connected digraph. Then; the following are
equivalent:
(i) G is naturally submodular;
(ii) G does not contain a subdivision of F1 or of F2;
(iii) G is a 1-sum of harmonic digraphs; each of which is outerplanar with a directed
cycle on its outer boundary.
80 D. Granot et al. / Discrete Applied Mathematics 100 (2000) 67{84
Fig. 6. F1 and F2 are not naturally submodular.
Proof. To show that (i) implies (ii), we only need to verify that both F1 and F2 are
not naturally submodular. To that end, consider the weight assignments for F1 and F2
given by the numbers beside the arcs in Fig. 6 above. Assume that for both graphs
vertex 1 is chosen to be the central warehouse and let f1 and f2 be their associated
Steiner tour functions, respectively. Let S = f2; 3g and T = f3; 4g. It is easy to check
that f1(S) =f1(T ) =f1(S \ T ) = 3; f1(S [ T ) = 6; f2(S) =f2(T ) =f2(S \ T ) = 3 and
f2(S [ T ) = 4. Then,
f1(S \ T ) + f1(S [ T ) = 9>f1(S) + f1(T ) = 6
and
f2(S \ T ) + f2(S [ T ) = 7>f2(S) + f2(T ) = 6:
Therefore, both f1 and f2 are not submodular, which implies that both F1 and F2 are
not naturally submodular.
Further, by Theorem 3.5, (ii) implies (iii), and by Lemmas 3.8 and 3.9, (iii)
implies (i).
Observe that if G is merely connected and not strongly connected, there may ex-
ist some sets S for which an S [ fvg-Steiner tour does not exist. In fact, for a
graph G which is a directed path, an S [ fvg-Steiner tour does not exist for any
S. Therefore, we restricted the characterization in Theorem 3.10 to strongly connected
digraphs.
Remark 3.11. From Lemma 3.7 and Theorem 3.10, we observe that a naturally sub-
modular digraph necessarily has the xed-order property. Unfortunately, the reverse
does not hold. Indeed, the digraph F2 has the xed-order property for any weight
assignment and any choice of the central warehouse, but, as shown in the proof of
Theorem 3.10, F2 is not naturally submodular.
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Next, we demonstrate below that one can recognize in linear time whether a digraph
G0 is naturally submodular. Indeed, let G^
0
be the underlying undirected graph asso-
ciated with G0. By Tarjan [14], the biconnected components of G^
0
can be generated
in linear time. If the set union of the node sets of these biconnected components is
not equal to the node set of G^
0
, we conclude that G0 is not naturally submodular.
Otherwise, let G^ be a biconnected component of G^
0
. If G^ is not outerplanar, which
can be checked in linear time [12], G0 is not naturally submodular. Otherwise, let G
be the directed graph associated with G^. Then, it is easy to show that one can check
in linear time whether G has a directed cycle on its outer boundary which traverses
all vertices in G.
It remains to show that if G is a directed outerplanar graph with a directed cycle
C; C=(V (C); E(C)), on its outer boundary which traverses all vertices in G, then one
can recognize in linear time whether G is harmonic.
Let us number the nodes of G; f1; 2; : : : ; ng, in a clockwise order. We will assume
that C visits these nodes in a clockwise order. For any three nodes j1; j2 and i, we
will say that j1 is smaller than j2 with respect to i, denoted j1
i
< j2, if the directed path
from j1 to j2, contained in C, does not contain node i. If j1
i= j2 then j1 coincides with
j2. We will refer to a directed cycle in G which visits its nodes in a clockwise (resp.,
non clockwise) order as an ordered (resp., unordered) cycle. Thus C is an ordered
cycle, and G is harmonic if all directed cycles therein are also ordered cycles.
Let C1 be a directed cycle in G whose arc set contains at least one arc of C. Then,
one can easily verify that since G is outerplanar and C is an ordered cycle, C1 is also
an ordered cycle. Thus, unordered cycles in G do not contain arcs of C. Therefore,
G=(V (G); E(G)) is harmonic if and only if G0=(V (G); E(G)nE(C)) does not contain
unordered cycles.
Consider node i in G0. If i is either an isolated node or its degree is one therein, it
can be eliminated. Otherwise, let j1; j2; : : : ; jk ; k>2, be the nodes which are adjacent
to i in G0. Assume that jv
i
< jv+1; v= 1; : : : ; k − 1. We need to consider the following
cases.
Case 1: (i; j1)2E(G0) (Arc (i; j1) is directed from node i to node j1). Suppose there
exists a directed cycle, C0, containing arc (i; j1). Since G is outerplanar with C at its
outer boundary, and since there does not exist another node w adjacent to i which is
smaller than j1 with respect to i, all nodes of C0 must be clockwise between j1 and
i. Moreover, again, since G is outerplanar with C at its outer boundary, C0 must visit
all its vertices in a clockwise order. We conclude that arc (i; j1) is not contained in an
unordered cycle, and therefore can be eliminated from G0.
Case 2: (j1; i)2E(G0) and (j2; i)2E(G0) (Both arcs are directed towards i). Again,
G is outerplanar with C at its outer boundary, and there does not exist another node
w adjacent to i in G0, which is smaller than j1 with respect to i. Therefore, if there
exists an unordered cycle C0 = (V (C0); E(C0)) in G0 which contains arc (j1; i) it must
also contain node j2 and C00 = (V (C0)nfj1g; (E(C0)nf(j1; i)g) [ f(j2; i)g) is also an
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unordered cycle in G0. Thus, G is harmonic if and only if G= (V (G); E(G)nf(j1; i)g)
is harmonic, and we can delete arc (j1; i) from G0.
Case 3: (j1; i)2E(G0) and (i; j2)2E(G0). In this case, we need to check whether
there exists an unordered cycle which contains arcs (j1; i) and (i; j2). Since G is outer-
planar with C at its outer boundary, any other arc (w; v) contained in such a directed
cycle must satisfy that j1
i
6 v
i
<w
i
6 j2. By examining all such arcs, we can verify
whether there exists a directed path from j2 to j1 in G0. If such a path exists, we
conclude that G is not harmonic. Otherwise, we can delete arcs (j1; i); (i; j2), and all
directed arcs (v; w); j1
i
6 v
i
<w
i
6 j2, and proceed to examine other arcs incident to i,
if such arcs exist.
By examining all nodes in G0 whose degree is at least two in the manner described
above, we can recognize whether G is a harmonic directed outerplanar graph with a
directed cycle on its outer boundary which traverses all vertices in G. Since the above
approach examines each arc precisely once, we conclude that such a recognition can
be done in linear time. Thus, one can recognize in linear time whether a directed graph
is naturally submodular.
4. Characterizations of naturally submodular bi-digraphs
In this section, we provide characterizations for naturally submodular bi-digraphs.
Recall that bi-digraphs are digraphs with some symmetry restrictions on arcs contained
therein (see denition in Section 2). This additional restriction turns out to simplify
the characterization of naturally submodular bi-digraphs.
First we present an example of a bi-digraph which is not naturally submodular.
Example 4.1. Consider the bi-digraph F3 dened in Fig. 7 below. The numbers be-
side the arcs indicate a weight assignment and node 0 is chosen to be the central
warehouse v. Let f be the associated Steiner tour function, and let S = f1; 2g and
T =f2; 3g. It can be easily veried that f(S)=f(T )=f(S \T )=3 and f(S [T )=4.
Therefore,
f(S [ T ) + f(S \ T ) = 4 + 3>f(S) + f(T ) = 6
which implies that F3 is not naturally submodular.
Let us refer to the graph associated with F3 without the arc weights also as F3.
Theorem 4.2. Let G be a bi-digraph. Then; the following are equivalent:
(1) G is naturally submodular;
(2) G does not contain a subdivision of F3;
(3) G is a 1-sum of bi-directed cycles and bi-directed arcs;
(4) G has the xed order property.
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Fig. 7. A bi-diagraph which is not naturally submodular.
Proof. Statements (1) and (3) are equivalent by Theorem 3.10 and the fact that a
harmonic outerplanar bi-digraph with a directed cycle on its outer boundary is either
a bi-directed arc or a bi-directed cycle. To prove that (2) implies (3)), observe that
a bi-digraph contains a subdivision of F3 if and only if it contains a subdivision of
F1. Thus, from Lemma 3.2, if G does not contain a subdivision of F3, then it is a
1-sum of subgraphs (of G) induced by maximal (directed) cycles of G. But, a sub-
graph induced by a directed cycle in a bi-digraph is either a bi-directed arc, or a bi-
directed cycle, or a bi-directed graph which contains a subdivision of F3. Therefore, (2)
implies (3).
Statement (3) implies (4) since bi-directed cycles and bi-directed arcs have the
xed-order property, and a 1-sum of digraphs which have the xed order property also
has the xed order property.
Finally, to show that (4) implies (2) it is sucient to verify that the graph F3 in
Fig. 7 above does not have the xed order property. Indeed, with the indicated weight
assignment and with node 0 as the central warehouse, 0 ! 1 ! 2 ! 3 ! 0 is an
optimal Steiner tour of V =f0; 1; 2; 3g. But, it is easy to verify that there is no optimal
Steiner tour for f1; 2g which starts at node 0 and visits nodes 1 and 2 in this given
order.
It is interesting to note the eect of asymmetry in the arc-length function on sub-
modularity. The bi-digraph displayed in Fig. 7 could be viewed as if it was derived
from a K4 graph with one missing edge, by replacing each undirected edge therein
by two oppositely-directed arcs. By Herer and Penn [8], the Steiner-tour set function
induced by K4 or by K4 with one missing edge is submodular. Therefore, if in Fig. 7
the lengths of any two oppositely directed arcs are constrained to be equal, the result-
ing digraph would be naturally submodular. However, as it was demonstrated above,
if this restriction is removed and, for example, the length of arc (2; 0) can dier from
the length of arc (0,2), the bi-directed graph ceases to be naturally submodular.
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5. Summary and future research
We provided in this paper characterizations of naturally submodular digraphs in terms
of forbidden digraph congurations and graph decompositions. We further demonstrated
that one can recognize in linear time naturally submodular digraphs.
We note that, in our paper, submodularity is dened with respect to the Steiner tour
set function. However, similar studies can be carried out with respect to dierent set
functions. For example, Granot et al. [4] have characterized graphs and digraphs for
which the set function induced by the Chinese postman tour is submodular. Other nat-
ural choices for set functions can be derived from, e.g., ow, connectivity or covering
problems.
Further, as noted earlier, a submodular set function gives rise to a convex game,
which has nice game theoretical properties. In Granot et al. [3], the convex game
induced by the Steiner tour set function dened on an undirected cycle was studied.
However, as demonstrated in Section 4, a bi-directed cycle will also give rise to a
convex game. Thus, it is interesting to further determine which of the results derived
by Granot et al. [3] are still valid for the more general bi-directed cycle.
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