proved that, for any fixed e > 0,~(n) = 0(n2+C). We thus achieve a running time of 0(n2+' ). for the precise definition. The collection of trapezoids thus obtained is C(R). ) Elements of C(R) are denoted by A. Let 3 be the set of all possible regions A, that is, all A that arise in C(R) for some subset R~S.
To every A E % we assign subsets D(A) and K(A) of S. We call the set D(A) the defining set of A and we call the set K(A) the killing set of A. We also require AGF: region with a given number of conflicts appears in a sample.
They use this to give a bound on the complexity of (<k)-levels in arrangements of lines. Using these bounds, they finally obtain their bound for higher moments.
We proceed in reverse: we first proved a theorem bounding the higher moments, and now use it to bound the complexity of (<k)- The vertical decomposition scheme that we use for arrangements of triangles in 3-space is defined analogously to its planar counterpart-see Section 6.1 for details. We denote the maximum complexity of the vertical decomposition of a single cell in an arrangement of m triangles by~(m).
De Berg et al. [dBGH94] proved that +(n) is lower bounded by 0(n2a2(n)) and upper bounded by 0( TZ2+' ), for any constant e >0. Each R, is a random sample of S of size n/(2k + 1), so from Theorem 2 we can conclude that there is a constant C2 such that E[~CO(A)2] < C2(2k + 1)2 LI(R,).
AGC(R, )
The upper bound now follows from the fact that LI (Ri ) = 0( fia(~)).
For the lower bound we use an example from Shar~r [Sha91]. Let S' be a set of n/(k/2 + 1) segments that define a single cell of complexity 0(~cr(~)).
If we replace every segment s c S' by k/2 + 1 parallel segments which are close enough to s, then we obtain a set S of n segments that define a (<k) -cell of complexity @(nka(n/k)).
(ii) The proof is similar to the planar case; it uses the vertical decomposition of the single cells defined by the samples R,.
•1
Remark. Sharir [Sha91] proved bounds on (<k) -sets in arrangements of curves and surfaces. When the curves are infinite then his (<k) -sets are the same as our (<k) -cells. Sharir's proof is based onthe theory of Clarkson and Shor, so it cannot deal with (<k) -cells of Jordan arcs or surface patches.
Our proof, on the other hand, also applies to such situations.
As an example, consider a set of n arcs of bounded degree in the plane such that any pair intersects at most s times. The complexity of a single cell in such an arrangement is 0(~s+2(n))
[ The clean-up step. Let VObe the node in g whose trapezoid contains the origin. (This trapezoid can either be maintained during the update steps, or we can simply check all nodes of g to find it. ) Perform a graph traversal on~to identify the connect ed component of g cent aining VO, and delete the other components from g. Color all the nodes of the history graph red that correspond to nodes of g which are not in the same component as vO.
In the next section we give a general analysis of lazy randomized algorithms. This analysis is then used to prove that the expected running time of the above single face algorithm is O(ncr(n) log n). Anticipating this result we state the following theorem.
Theorem 4 Given a set of n Line segments in iR2, the face in the arrangement t con t~"ning the origin can be computed in O(ncr(n) log n) expected time using O(na(n)) storage.
Remarks. Let S be a set of n objects (a set of line segments, say), and let fi be a set of regions (trapezoids defined by at most four of the segments). The idea is that the set C(R, R') corresponds to the structure maintained by the lazy algorithm:
in our analysis R will be the current subset and R' will be the subset for which the last clean-up was performed.
To illustrate these definitions, we apply them to our line segments example. 
Here T(R) is
Theorem 5 Let 3 < T < n and let p be the largest power of two that is less than T. The expected size of C, is at most T(T, p). The expected number of regions in C, \ Cr-l is bounded by 0(~r(r, p/2)).
The expected totaJ conflict size of these regions is bounded as
Proofi
The first claim follows immediately from the definition of T(T, p). The other two results follow from the following bound, which holds for constant d~O:
To prove (7), let q := p/2, and fix a set S* C S of size g. We The expectancy on the left hand side is still with respect to all random permutations of S with Sq == S*. Taking the average over all possible choices of S* c S proves equation (7).
•l
5.2
The analysis of the single face algorithm
We apply the abstract analysis given above to bound the expected running time of the lazy randomized incremental algorithm for computing a single face that we presented in the previous section.
Here S is the given set of n line segments and 3 is the set of trapezoids that can be defined by any four of them.
Thus condition (i') holds with b = 4. As mentioned above, we define T(R), for R~S, to be the set of all trapezoids in the vertical decomposition of the full arrangement A(R).
Clearly, condition (ii') holds for T(R). Our clean-up steps are modeled using the set M ( R), which we define to cent ain all trapezoids that lie in the single face of A(R) containing the origin.
Then C, = 7(S,) n M (Sp), where p is the largest power of two smaller than r, is exactly the set of trapezoids present after the insertion of S. (but before doing any cleanup step).
Notice that the single face shrinks when extra segments are added, so condition (iii') is satisfied.
We first bound the function r(r, q), for 1 < g < n and g < r < 4g. Thus we have to bound the expected number of trapezoids in the trapezoidation 'T(St) that lie in the single face of A(Sq) containing the origin, for q < t < r < 4q. To bound the running time, we have to consider two different steps. First, consider the update steps. During update step r we spend time to find the trapezoids of C,- 
This finishes the proof of Theorem 4. Theorem 7 Given a set of n triangles in three-space, the cell in the arrangement t con t~"ning the origin can be com- By Theorem 6(ii) we obtain the following corollary.
Corollary 8 Given a set of n triangles in three-space, the cell in the arrangement t con t a"ning the origin can be computed in 0(rz2+' ) expected time using 0(n2t' ) storage, for any fixed e > 0. in O(nd-l + n log n) time using O(nd-' ) storage.
Extensions
We believe that our technique can be useful for a number of other problems as well. For example, the best known algorithm for computing all non-convex cells in an arrangement of triangles in 3-space runs in 0(n8f3 log1413 n) time [AS90], although the total complexity of these cells is known to be 0(n713 log n).
If the maximum complexity of the verticaJ decomposition of m cells in an arrangement of n triangles is close to the maximum complexity of the cells themselves, which is O(n2 log2 n + nm213 log n), then we immediately obtain an algorithm with a running time close to 0(n713 ).
