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We give a new diagram about uniform decay, empty essential spectrum and various func-
tional inequalities, including Poincaré inequalities, super- and weak-Poincaré inequalities,
for transient birth–death processes. This diagram is completely opposite to that in ergodic
situation, and substantially points out the difference between transient birth–death pro-
cesses and recurrent ones. The criterion for the empty essential spectrum is achieved. Some
matching suﬃcient and necessary conditions for weak-Poincaré inequalities and super-
Poincaré inequalities are also presented.
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1. Introduction
During last thirty years, a lot of attentions have been devoted to various functional inequalities (see [4,11,12,6,7,14]).
One of their main motivations is by using functional inequalities to describe the decay to equilibrium of the process or the
system. In this paper, we deal with these related topics about transient birth–death processes on half line. Fix an integer N:
0 < N ∞ and E = {k: 0  k < N + 1}. Consider a birth–death process on E with birth rates bi > 0 (0  i < N + 1) and
death rates ai > 0 (0 < i < N + 1). Deﬁne
μ0 = 1, μi = b0 · · ·bi−1
a1 · · ·ai , 1 i < N + 1. (1.1)
Its inﬁnitesimal operator Ω is given by
Ω f (i) = bi( f i+1 − f i) + ai( f i−1 − f i), i ∈ E and fN+1 = 0 if N < ∞.
The corresponding Dirichlet form (D,D(D)) is
D( f ) =
∑
i∈E
μibi( f i − f i+1)2 and D(D) =K ‖·‖D1 ,
where K = { f : f has a ﬁnite support} and ‖ f ‖D1 = D( f ) + ‖ f ‖22 := D( f ) + μ( f 2). We always assume that the process is
transient, i.e.
∑N
i=0(μibi)−1 < ∞.
The main contribution of the present paper is the following result.
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172 J. Wang / J. Math. Anal. Appl. 364 (2010) 171–185Theorem 1.1. For transient birth–death processes above, we have the diagram for various functional inequalities and related notions:
Weak-Poincaré Inequality Strong Decay
↘↘ ↙↙
Empty Essential Spectral
⇓
Poincaré Inequality
⇓
Super-Poincaré Inequality.
Here, the Poincaré inequality means
‖ f ‖22  CD( f ), f ∈K . (1.2)
As usual, the super-Poincaré inequality is given by
‖ f ‖22  rD( f ) + β(r)μ
(| f |)2, r > 0, f ∈K , (1.3)
where β is a non-increasing and positive function on (0,∞); the weak-Poincaré inequality is deﬁned as follows
‖ f ‖22  α(r)D( f ) + r‖ f ‖2∞, r > 0, f ∈K ,
where α is also a non-increasing and positive function on (0,∞). The process is called strong decay iff it exists γ > 0,
where γ is the exponential rate of the uniform decay, i.e.
γ = sup{ε > 0: there exists c < ∞ such that for any t  0, ‖Pt‖∞→∞  ce−εt},
and Pt is the semigroup corresponding to Dirichlet form (D,D(D)). The essential spectrum of −Ω consists of points of the
spectrum which either are accumulation points of the spectrum or correspond to the eigenvalues with inﬁnite multiplicity.
Denote by σess(Ω) the essential spectrum of −Ω .
As shown by the diagram in Theorem 1.1, the relations among these inequalities for transient birth–death processes
are completely opposite to those in ergodic cases (see [7, Fig. 1.1]). The weak-Poincaré inequality and the strong decay
are stronger than σess(Ω) = ∅, but they are incomparable. All the opposite implications do not hold in general. Thus, the
diagram is complete in this sense. Just as [7, Fig. 1.1], the application of Theorem 1.1 is obvious. For example, one can
further study contractive properties of the semigroups in various situations, based on the diagram in Theorem 1.1. We
believe that Theorem 1.1 also holds for a class of transient processes including diffusions. This paper is the ﬁrst step in this
direction.
The remainder of this paper is organized as follows. In the next section, we prove a criterion for σess(Ω) = ∅. Then, we
intend to obtain a matching suﬃcient and necessary condition for the super-Poincaré inequality (1.3) and related inequal-
ities, including Orlicz–Sobolev inequalities and F -Sobolev inequalities. A criterion for weak Poincaré inequality is given in
Section 3. Based on all these results, the detailed proofs of Theorem 1.1 with some additional conclusions are presented
in Section 4. Our results are not only related to recent developments in [6,15,16], but also are based on previous works
about functional inequalities such as [2–6,8,11,12]. However, there exist a number of differences in transient settings and
birth–death processes.
2. Empty essential spectrum and super-Poincaré inequalities
2.1. Empty essential spectrum
In order to introduce the super-Poincaré inequality (1.3), in this section we study transient birth–death processes whose
generators admit an empty essential spectrum. Since for ﬁnite state space it is clear that σess(Ω) = ∅, we constrict ourselves
on N = ∞.
Theorem 2.1. For transient birth–death processes, σess(Ω) = ∅ iff limn→∞ δn = 0, where
δn = sup
i>n
(
h−1i − h−1n
) ∞∑
j=i
μ jh
2
j and hi =
∞∑
k=i
1
μkbk
. (2.1)
According to [15, Theorem 1.1 and Proposition 3.1], the Poincaré inequality (1.2) holds iff
δ0 < ∞. (2.2)
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the other hand, the argument of [15, Lemma 3.1] yields that
δn  2δ′n := 2 sup
i>n
hi
i∑
k=n
μk.
Hence, if
lim
n→∞ δ
′
n = 0, (2.3)
then σess(Ω) = ∅. Note that, two simple suﬃcient conditions imply (2.3):∑
i0
μihi < ∞ and
∑
i0
(
μi + 1
μibi
)
< ∞.
Theorem 2.1 mainly follows from the argument of [8, Theorem 1.2], thanks to (2.2) and the super-Poincaré inequality
μ
(
f 2
)
 rD( f ) + β(r)μ(φ| f |)2, r > 0, f ∈D(D), (2.4)
where φ is a positive function in L2(μ) and β is a decreasing function on (0,∞). Based on Theorem 2.1 and [8, Theo-
rem 1.2], one could state and prove the characterization of σess(Ω) = ∅ for general birth–death process on Z. All the details
are left to interested readers.
2.2. Orlicz–Sobolev inequalities, F -Sobolev inequalities and super-Poincaré inequalities
In the last subsection, the super-Poincaré inequality (2.4) has been used to study the essential spectrum of transient
birth–death processes. Another super-Poincaré inequality closely related to (2.4) is just the one given by (1.3). The inequal-
ity (1.3) can be applied to investigate contractive properties of the related semigroups and high orders eigenvalues of the
corresponding Markov generator. See [14, Chapter 3] for more details on these topics. For the sake of completeness, in this
part we also discuss Orlicz–Sobolev inequalities, Nash-type inequalities and F -Sobolev inequalities.
2.2.1. Orlicz–Sobolev inequalities ⇒ Nash-type inequalities ⇒ super-Poincaré inequalities
We ﬁrst recall some necessary notations from [10]. A function Φ : R → [0,∞] is a Young function if it is convex even
such that Φ(0) = 0 and limx→∞ Φ(x) = ∞. A specially useful nice Young function, termed an N-function, is a continuous
Young function such that Φ(x) = 0 iff x= 0, and limx→0 Φ(x)/x = 0, limx→∞ Φ(x)/x = ∞ while Φ(R) ⊂ R+. Given a Young
function and a measure μ on E , we deﬁne an Orlicz space (LΦ(μ),‖ · ‖Φ) as follows
L
Φ(μ) =
{
f : E → R measurable and
∑
i∈E
Φ(α f i)μi < ∞ for some α > 0
}
,
and
‖ f ‖Φ = sup
{∑
i∈E
| f i gi|μi:
∑
i∈E
Φc(gi)μi  1
}
,
where Φc is the Legendre transform of Φ , i.e. Φc(y) := sup{x|y| − Φ(x); x 0} for y ∈ R.
Our starting point is the following result, taken from [16, Theorem 1.1].
Theorem 2.2. For every Young function Φ , let AΦ be the optimal constant in the Orlicz–Sobolev inequality∥∥ f 2∥∥
Φ
AΦD( f ), f ∈K . (2.5)
Then
sup
i∈E
‖1[0,i]‖Φ
N∑
k=i
1
μkbk
=: BΦ AΦ  4BΦ := 4 sup
i∈E
‖1[0,i]‖Φ
N∑
k=i
1
μkbk
. (2.6)
Example 2.1. Let Φ(x) = |x|ν/(ν−2) for ν > 2. Then, (2.5) becomes
‖ f ‖22ν/(ν−2)  C1D( f ), f ∈K , (2.7)
which is the classical Sobolev inequality of dimension ν . It is well known that (2.7) is equivalent to the Nash inequality
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Deﬁne Ψ (x) = xν/(ν+2) for x > 0. (2.8) reads as
‖ f ‖22  A2/(ν+2)Ψ
(
D( f )
)
, f ∈K and ‖ f ‖1 = 1.
Since Ψ (x) = infr>0(rx + cr−ν/2) for some c > 0, the equality above is just the super-Poincaré inequality (1.3) with β(r) =
c1r−ν/2 (c1 > 0).
Motivated by Example 2.1, we ﬁrstly deduce the Nash-type inequality from the Orlicz–Sobolev inequality (2.5), then
obtain a suﬃcient condition about the super-Poincaré inequality (1.3).
Proposition 2.3. Let Φ be an N-function and Ψ (x) = x2/ψ(|x|) be a Young function with ψ : R+ → R+ increasing, satisfying
ψ(0) = 0 and limx→∞ ψ(x) = ∞. Assume that the Orlicz–Sobolev inequality (2.5) holds. Then, for any ε ∈ (0,1),
‖ f ‖22θ
(
ε‖ f ‖22/‖ f ‖2Ψ
)
 2(1− ε)−1AΦD( f ), f ∈K , (2.9)
and
‖ f ‖22  rD( f ) + β(r)‖ f ‖2Ψ , r > 0, f ∈K , (2.10)
where θ = Φ∗−1 ◦ Ψ ◦ ψ−1 , β(r) = 2sups>0(θ˜−1(s) − rs/(4AΦ)), θ˜ (x) = xθ(x) and Φ∗ is the complementary pair of Φ .
Proposition 2.3 follows from the proof [11, Theorem 29] and [14, Proposition 3.16]. It generalizes [1, Theorem 3.3], where
ψ(x) = x. We call the inequality (2.9) a Nash-type inequality since for Φ(x) = |x|ν/(ν−2) and Ψ (x) = ψ(x) = x, (2.9) is just the
standard Nash inequality (2.8). According to [1, Theorem 3.4], the Nash-type inequality (2.9) implies the ultracontractivity
property of the related semigroup Pt from ‖ · ‖Ψ to ‖ · ‖∞. Furthermore, Proposition 2.3 immediately yields the following
assertion.
Corollary 2.4. For transient birth–death processes, if
BΦ := sup
i∈E
‖1[0,i]‖Φ
N∑
k=i
1
μkbk
< ∞
for some N-function Φ , then the super-Poincaré inequality (1.3) holds with
β(r) = 2 sup
s>0
(
θ−1(s) − rs/(16BΦ)
)
and θ(x) = xΦ∗−1(x).
The example below improves the conclusion in Example 2.1.
Example 2.2. Let ψ(x) = xα for α ∈ (0,1] and Φ(x) = |x|p/p with p > 1. Then θ(x) = q1/qx(2−α)/(qα) with p−1 + q−1 = 1.
Thanks to Proposition 2.3, if supi∈E(
∑i
k=0 μk)1/p
∑
k=i(μkbk)−1 < ∞, then the super-Poincaré inequality (2.10) holds with
Ψ (x) = x2−α and β(r) = cr−q/((2−α)+q(α−1)) for some c > 0. When α = 1, it extends Example 2.1 by taking p = ν/(ν − 2)
with ν > 2. On the other hand, if ψ(x) = logβ(1 + x) for β > 0, then under the previous condition the super-Poincaré
inequality (2.10) holds with Ψ (x) = x2 log−β(1+ x) and β(r) = c log(e + r−1) (c > 0).
Remark 2.5. Theorem 2.2 is proved in [16, Theorem 1.1] by Chen’s variational formulas. Another different viewpoint to
obtain Theorem 2.2 is using capacity, which is a powerful tool for our works in the remainder of this paper. In details, by
[5, Theorem 1.1], we know that the optimal constant in the Orlicz–Sobolev inequality (2.5) satisﬁes BB AΦ  4BB, where
BB = sup
compact K
‖1K ‖Φ
Cap(K )
and Cap(K ) = inf{D( f ): f ∈K , f |K  1}.
Following the proof of [5, Corollary 4.1],
BB = BΦ = sup
i∈E
‖1[0,i]‖Φ
N∑
k=i
1
μkbk
, (2.11)
which means that both capacity tool and the approach in [16] provide the same conclusions about the Orlicz–Sobolev
inequality (2.5). For readers’s convenience, we prove (2.11) lately. We stress two important characteristics about Cap(K ).
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max{i ∈ E: i ∈ K }.
(2) For any i, m ∈ E with i <m, deﬁne
f (i,m)k =
⎧⎨⎩
1, 0 k i,∑m
l=k(μlbl)−1/
∑m
l=i(μlbl)−1, i + 1 < km,
0, m+ 1 < k < N + 1.
Then, the function f (i,m) is non-negative, strictly decreasing on [i,m], and
Cap
([0, i])= ( N∑
k=i
1
μkbk
)−1
= lim
m→N−1 D
(
f (i,m)
)
.
To conclude this section, we give the detailed proof of (2.11), which is mainly motivated by that of [5, Corollary 4.1].
Note that, another natural approach by using [5, Corollary 4.1] to verify (2.11) is based on the reverse approach and the
approximation method introduced in [15, Section 4.1].
Proof of (2.11). Note that for any f ∈ K , | f | ∧ 1 ∈ K and D( f )  D(| f |)  D(| f | ∧ 1). So, in the deﬁnition of Cap(K )
one can replace f |K  1 by 1K  f  1. The character of birth–death processes yields that to compute isoperimetric con-
stant ‖1K ‖B/Cap(K ), it suﬃces to consider the ﬁnite set K having the form K = {n, . . . ,m}. See part (2) in the proof of
[5, Corollary 4.1] for details. We now ﬁx this type ﬁnite set K and compute Cap(K ). Given f ∈ K such that 1K  f  1
and supp( f ) ⊂ {0, . . . ,M} with M < N + 1. We have
D( f ) =
n−1∑
i=0
μibi( f i+1 − f i)2 +
M∑
i=m
μibi( f i+1 − f i)2,
where fM+1 = 0. Then, for any 0 i  n− 1 or m+ 1 i  M,
∂D( f )
∂ f i
= −2μibi vi + 2μi−1bi−1vi−1,
where vi = f i+1 − f i . The condition ∂D( f )/∂ f i = 0 gives us
v j = μ j−1b j−1
μ jb j
v j−1, 0 j  n− 1 andm+ 1 j  M.
Hence, v j = μ0b0v0/(μ jb j) for 0 j  n− 1 and v j = μmbmvm/(μ jb j) for m j  M. Therefore,
f i = 1−
n−1∑
k=i
vk = 1−
n−1∑
k=i
μ0b0v0
μkbk
, 0 i  n;
f i = 1+
i−1∑
k=m
vk = 1+
i−1∑
k=m
μmbmvm
μkbk
, m i  M.
Since fM+1 = 0, fM = −vM and
−vM = −μmbmvm
μMbM
= 1+
M−1∑
k=m
μmbmvm
μkbk
.
That is,
μMbMvM = −
(
M∑
i=m
1
μibi
)−1
.
Then,
D( f ) =
n−1∑
i=0
μibi v
2
i +
M∑
i=m
μibi v
2
i 
M∑
i=m
μibi v
2
i =
(
M∑
i=m
1
μibi
)−1
.
This equality holds iff vi = 0 for all 0 i  n− 1, i.e., f |[0,max K ] = 1. Letting M → N gives us
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(
N∑
i=m
1
μibi
)−1
.
Thus,
BB = sup
ﬁnite K
‖1K ‖B
Cap(K )
= sup
0nm
‖1[n,m]‖B
Cap([n,m]) = supm0‖1[0,m]‖B
N∑
i=m
1
μibi
,
which is just our required assertion. 
2.2.2. Super-Poincaré inequalities
Now, we return to the super-Poincaré inequality (1.3), and use the following form instead
‖ f ‖22  CrD( f ) + β(r)μ
(| f |)2, r > 0, f ∈K . (2.12)
The result below presents a matching suﬃcient and necessary condition for the super-Poincaré inequality (2.12) directly.
Theorem 2.6. Let C be the optimal constant in (2.12). Then
1
2
sup
i∈E
N∑
k=i
1
μkbk
{
sup
K⊂[0,i]
μ(K )
/
β−1
(
1/
(
4μ(K )
))}
 C  4 sup
i∈E
N∑
k=i
1
μkbk
{
sup
K⊂[0,i]
μ(K )
/
β−1
(
1/μ(K )
)}
. (2.13)
In particular, when the function x → xβ−1(x) is increasing,
1
2
sup
i∈E
N∑
k=i
1
μkbk
i∑
k=0
μk
/
β−1
[
1
/(
4
i∑
k=0
μk
)]
 C  4 sup
i∈E
N∑
k=i
1
μkbk
i∑
k=0
μk
/
β−1
(
1
/ i∑
k=0
μk
)
. (2.14)
Proof. (a) The ﬁrst part is motivated by the proof of [2, Lemma 9]. By the Hölder inequality, it holds that μ(| f |)2 =
inf{∑i∈E μi f 2i hi: h > 0 and μ(h−1) 1}. Let ‖ f 2‖S,β(s) = ‖ f ‖22 − β(s)‖ f ‖21. Then∥∥ f 2∥∥S,β(s) = sup{∑
i∈E
μi f
2
i
(
1− β(s)hi
)
: h > 0 and μ
(
h−1
)
 1
}
= sup
{∑
i∈E
μi f
2
i gi: g < 1 and μ
(
(1− g)−1) β(s)−1}. (2.15)
In what follows, we consider ‖1A‖S,β(s) for ﬁnite set A. The best choice is to take g is −∞ on Ac in order to save on the
constriction μ((1− g)−1) β(s)−1. So,
‖1A‖S,β(s) = sup
{∑
i∈A
μi gi: g < 1 and
∑
i∈A
μi(1− g)−1i  β(s)−1
}
.
We conclude that
‖1A‖S,β(s) = μ(A)
(
1− β(s)μ(A)).
Note that
‖1A‖S,β(s) = μ(A) − inf
{∑
i∈A
μihi: h > 0 and
∑
i∈A
μih
−1
i  β(s)
−1
}
.
For any t > 0,
∑
i∈A μihi + t
∑
i∈A μih
−1
i  2
√
tμ(A), which gives us∑
i∈A
μihi  sup
t>0
(
2
√
t
∑
i∈A
μi − tβ(s)−1
)
= β(s)(μ(A))2.
The equality holds by taking hi = β(s)∑i∈A μi for all i ∈ A. Therefore,
inf
{∑
μihi: h > 0 and
∑
μih
−1
i  β(s)
−1
}
= β(s)(μ(A))2.
i∈A i∈A
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Bβ = sup
s>0
sup
ﬁnite set K
‖1K ‖S,β(s)
sCap(K )
.
Following the proof of [5, Theorem 1.1], we get C  4Bβ .
Next, assume that the super-Poincaré inequality (2.12) holds. For any ﬁnite set K , let f ∈ K such that 1K 
f  1. From part (a), we have ‖1K ‖S,β(s) = μ(K )(1 − β(s)μ(K )). By choosing gi = 1 − 2β(s)∑i∈K μi for i ∈ K , gi =
1− 2β(s)∑i∈supp( f )\K μi for i ∈ supp( f ) \ K and gi = −∞ for i ∈ supp( f )c , it follows from the deﬁnition (2.15) that
‖1K ‖S,2β(s) =
∑
i∈K
μi gi 
∥∥ f 2∥∥S,β(s)  CsD( f ).
Thus,
‖1K ‖S,2β(s)  Cs inf
{
D( f ): f ∈K , 1K  f  1
}= CsCap(K ),
which in turn gives us that
C  sup
s>0
sup
ﬁniteset K
‖1K ‖S,2β(s)
sCap(K )
= B2β.
(b) Remark 2.5(2) yields
Bβ = sup
i∈E
N∑
k=i
1
μkbk
{
sup
K⊂[0,i]
μ(K ) sup
s>0
1− β(s)μ(K )
s
}
.
Noticing that
sup
s>0
1− β(s)μ(K )
s
= sup
s>β−1(1/μ(K ))
1− β(s)μ(K )
s
 1
β−1(1/μ(K ))
,
we ﬁnd
Bβ  sup
i∈E
N∑
k=i
1
μkbk
{
sup
K⊂[0,i]
μ(K )/β−1
(
1/μ(K )
)}
.
On the other hand, it holds that
sup
s>0
1− 2β(s)μ(K )
s
= sup
s>β−1(1/(2μ(K )))
1− β(s)μ(K )
s
 1
2β−1(1/(4μ(K )))
.
Therefore,
B2β 
1
2
sup
i∈E
N∑
k=i
1
μkbk
{
sup
K⊂[0,i]
μ(K )/β−1
(
1/
(
4μ(K )
))}
,
which proves the ﬁrst required assertion (2.13). When the function xβ−1(x) is non-decreasing,
sup
K⊂[0,i]
μ(K )/β−1
(
1/μ(K )
)= i∑
k=0
μk
/
β−1
(
1
/ i∑
k=0
μk
)
and
sup
K⊂[0,i]
μ(K )/β−1
(
1/
(
4μ(K )
))= i∑
k=0
μk
/
β−1
(
1
/(
4
i∑
k=0
μk
))
.
The second inequality in (2.14) also follows. The proof is complete. 
178 J. Wang / J. Math. Anal. Appl. 364 (2010) 171–1852.2.3. Super-Poincaré inequalities ⇒ F -Sobolev inequalities
In this section, we consider the F -Sobolev inequality∑
i∈E
μi f
2
i F
(
f 2i /μ
(
f 2
))
 CF D( f ), f ∈K , (2.16)
where F : [0,∞) → [0,∞) is a non-decreasing function with F (0) = 0.
Theorem 2.7. Let CF be the optimal constant in (2.16). Then,
1
16
(
N∑
k=i
1
μkbk
)
sup
K⊂[0,i]
μ(K )F
(
1/
(
4μ(K )
))
 CF  32
(
N∑
k=i
1
μkbk
)
sup
K⊂[0,i]
μ(K )F
(
4/μ(K )
)
. (2.17)
Suppose furthermore that the function F (x)/x is non-increasing on x > 0. Then, (2.17) is nothing else but
1
16
sup
i∈E
i∑
k=0
μk F
(
1
/(
4
i∑
k=0
μk
))
N∑
k=i
1
μkbk
 CF  32 sup
i∈E
i∑
k=0
μk F
(
4
/ i∑
k=0
μk
)
N∑
k=i
1
μkbk
. (2.18)
To prove Theorem 2.7, we ﬁrstly present suﬃcient conditions for the F -Sobolev inequality (2.16) in terms of a comparison
between capacity of sets and their measure. The following result mainly follows from the argument of [4, Theorem 12] with
some modiﬁcations. We give a proof of it for the sake of completeness.
Proposition 2.8. Assume that there exist ρ > 1 and κ > 0 such that for any compact K ,(
ρ/(
√
ρ − 1))2μ(K )F( ρ
μ(K )
)
 κ Cap(K ). (2.19)
Then the F -Sobolev inequality (2.16) holds with CF = 2κ.
Proof. For any f ∈ K , we can choose a non-increasing function g ∈ K such that f i  gi and | f i+1 − f i |  |gi+1 − gi |
for all i ∈ E . Here, fN+1 = gN+1 = 0 if N < ∞. See the proof of Proposition 3.4 below for this construction. For any k ∈ Z,
deﬁne Ωk = {i ∈ E: f 2i  ρkμ( f 2)} and Ω˜k = {i ∈ E: g2i  ρkμ( f 2)}. Then, Ωk ⊂ Ω˜k and the Chebyshev inequality gives
μ(Ωk) ρ−k. Next, since xF (x) is a non-decreasing function,∑
i∈E
μi f
2
i F
(
f 2i
μ( f 2)
)
=
∑
k∈Z
∑
i∈Ωk\Ωk+1
μi f
2
i F
(
f 2i
μ( f 2)
)
μ
(
f 2
)∑
k∈Z
μ(Ωk)ρ
k+1F
(
ρk+1
)
.
According to (2.19) and the estimation above, we have
μ(Ωk)F
(
ρk+1
)= μ(Ωk)F( ρ
μ(Ωk)
)
 κ(√ρ − 1)2ρ−2 Cap(Ωk)
 κ(√ρ − 1)2ρ−2 Cap(Ω˜k).
Since g is a non-increasing function, Ω˜k−1 ⊇ Ω˜k = {i: 0 i  ak} for some ak ∈ E . Let us consider the function
g(k) = 1Ω˜k +
g −√ρk−1μ( f 2)√
ρkμ( f 2) −√ρk−1μ( f 2)1[ak+1,ak−1].
It is equal to 1 on Ω˜k . Then
Cap(Ω˜k)
1
ρk−1μ( f 2)(√ρ − 1)2
ak−1∑
i=ak
μibi(gi+1 − gi)2.
Combining these estimates gives us∑
i∈E
μi f
2
i F
(
f 2i
μ( f 2)
)
μ
(
f 2
)∑
k∈Z
ρk+1κ(√ρ − 1)2ρ−2 Cap(Ω˜k)
 κ
∑
k∈Z
ak−1∑
i=ak
μibi(gi+1 − gi)2
 2κD(g) 2κD( f ).
The required assertion follows. 
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Proof of Theorem 2.7. Due to Remark 2.5(2), for any ﬁnite set K , Cap(K ) = Cap([0,max K ]). Taking ρ = 4 in (2.19) gives
the required upper bound in (2.17). Now, assume the F -Sobolev inequality (2.16) is satisﬁed. Following the argument of
[14, Theorem 3.3.1], we know that the super-Poincaré inequality (1.3) holds with β(r) = F−1(4CF r−1). Then, the ﬁrst in-
equality in (2.13) yields the lower bound in the desired assertion (2.17) about CF .
If F (x)/x is non-increasing, then
sup
K⊂[0,i]
μ(K )F
(
1/μ(K )
)= i∑
k=0
μk F
(
1
/ i∑
k=0
μk
)
and
sup
K⊂[0,i]
μ(K )F
(
1/
(
4μ(K )
))= i∑
k=0
μk F
(
1
/(
4
i∑
k=0
μk
))
.
The proof is complete. 
To end this section, we mention two important and interesting cases.
(1) Nash inequality with ν > 2. According to Example 2.1, the Orlicz–Sobolev inequality (2.5) holds with Φ(x) = xν/(ν−2) .
The F -Sobolev inequality (2.16) holds with F (x) = x2/ν . The super-Poincaré inequality (1.3) holds with β(r) = cr−ν/2 for
come c > 0. Combining (2.6) and (2.18) with (2.14), we know that all conditions are equivalent and are also sharp up
to constants.
(2) Logδ-Sobolev inequality with δ ∈ (0,1]. At this moment, we prefer to consider the F -Sobolev inequality (2.16) with
F (x) = c logδ(1 + x) for some c > 0, or the super-Poincaré inequality (1.3) with β(r) = exp(cr−1/δ) − 1 with c > 0.
Thanks to (2.18) and (2.14), both conditions are also equivalent.
3. Orlicz–Poincaré inequalities and weak-Poincaré inequalities
In this part, we consider the weak-Poincaré inequality introduced in [12]:
μ
(
f 2
)
 Cα(r)D( f ) + r‖ f ‖2∞, r > 0, f ∈K , (3.1)
where α is a non-increasing and positive function on (0,∞). The following result presents a criterion for it.
Theorem 3.1. Let C be the optimal constant in (3.1). Then
sup
i∈E
i∑
k=0
μk
N∑
k=i
1
μkbk
/(
2α
(
i∑
k=0
μk
/
2
))
 C  32 sup
i∈E
i∑
k=0
μk
N∑
k=i
1
μkbk
/
α
(
i∑
k=0
μk
)
. (3.2)
If the function α satisﬁes the doubling condition (i.e. α(2x) cα(x) for any x > 0 and some c ∈ (0,1)), then
c sup
i∈E
i∑
k=0
μk
N∑
k=i
1
μkbk
/(
2α
(
i∑
k=0
μk
))
 C  32 sup
i∈E
i∑
k=0
μk
N∑
k=i
1
μkbk
/
α
(
i∑
k=0
μk
)
. (3.3)
According to Theorem 3.1, we give the relationship between the weak-Poincaré inequality (3.1) and the Poincaré inequal-
ity (1.2).
Corollary 3.2. For transient birth–death processes, we have the following statements.
(1) If the process is not D-regular, i.e.
∑
i∈E (μi + (μibi)−1) < ∞, then the weak-Poincaré inequality (3.1) holds.
(2) The weak-Poincaré inequality (3.1) implies the Poincaré inequality (1.2). The opposite implication also holds when limr→∞ α(r) >
0.
Proof. Since α is non-increasing, it holds that for any i ∈ E ,
α(1/2) α
(
i∑
μk
/
2
)
 α
(
i∑
μk
)
 α
(
N∑
μk
)
. (3.4)k=0 k=0 k=0
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sup
i∈E
i∑
k=0
μk
N∑
k=i
1
μkbk
/
α
(
i∑
k=0
μk
)

[∑
i∈E
(
μi + 1
μibi
)]2/
α
(
N∑
k=0
μk
)
< ∞,
which yields the ﬁrst required assertion. Noticing that the criterion for the Poincaré inequality (1.2) is
sup
i∈E
i∑
k=0
μk
N∑
k=i
1
μkbk
< ∞,
which gives us the second conclusion, due to (3.4). We mention here that the condition limr→∞ α(r) > 0 in Corollary 3.2(2)
is necessary. For example, let bi = b > 0 (i  0) and ai = a > 0 (i  1) with b > a. It is easy to see that the Poincaré
inequality (1.2) holds. However, by (3.2), one could verify that for any decreasing function α with limr→∞ α(r) = 0, the
weak-Poincaré inequality (3.1) does not hold. 
To prove Theorem 3.1, we ﬁrstly provide an equivalent form of the weak-Poincaré inequality in terms of a comparison
between capacity of sets and their measure. For simplicity, we replace Cα(r) in (3.1) with α(r). We begin with a necessary
condition for (3.1), which immediately follows from the argument of [3, Theorem 1].
Proposition 3.3. Assume that the weak-Poincaré inequality (3.1) holds. Then for any ﬁnite set K , we have
Cap(K ) sup
r∈(0,μ(K ))
μ(K ) − r
α(r)
.
If the function α satisﬁes the doubling condition with constant c ∈ (0,1), then it holds that for any compact K ,
Cap(K ) cμ(K )
2α(μ(K ))
.
Next, we turn to a suﬃcient condition. Though the proposition below is similar to [3, Theorem 2], its proof requires
some delicate modiﬁcations.
Proposition 3.4. Assume that γ is a non-increasing positive function on (0,∞). If for every ﬁnite set K ,
Cap(K ) μ(K )
γ (μ(K ))
,
then the weak-Poincaré inequality (3.1) holds with α(r) = 32γ (r) for r > 0.
Proof. (a) Without loss of generality, we only consider non-negative function f . For any f ∈ K with f  0, choose a
non-increasing function g ∈ K on E such that ‖g‖∞ = ‖ f ‖∞ , f i  gi and | f i+1 − f i |  |gi+1 − gi| for all i ∈ E . Here,
fN+1 = gN+1 = 0 if N < ∞. Actually, for f ∈ K , there exists l ∈ E such that supp( f ) ⊂ {i: 0  i  l}. Let τ0 = 0, τ1 =
sup{i ∈ [0, l]: f i = ‖ f ‖∞} and τk+1 = sup{i ∈ [τk + 1, l]: f i = supτk+1il f i} for k  1. Based on this construction, there
exists k0 such that τk0 = l. Deﬁne g on E such that g|[0,τ1] = fτ1 , g|[τi−1+1,τi ] = fτi for all 2  i  k0 and g|[l+1,N+1) = 0.
Then, the function g satisﬁes all the required conditions.
(b) For any s > 0, let c = inf{t  0: μ(g2 > t)  s}. If c = 0, then for any ε > 0, μ(g2 > ε)  s. Letting ε → 0, we get
μ(g2 > 0) s. Then μ( f 2)μ(g2) =∑i: g2i >0 μi g2i  s‖g‖2∞ = s‖ f ‖2∞. Hence, the weak-Poincaré inequality (3.1) holds.
If c > 0, then μ(g2  2c) s and μ(g2  c/2) s. Let ρ  4 and for integer k 0, deﬁne Ωk = {g2  2cρk}. Then,
μ
(
f 2
)
μ
(
g2
)= ∑
i∈Ω0
μi g
2
i +
∑
k<0
∑
i∈Ωk\Ωk+1
μi g
2
i
μ(Ω0)‖g‖2∞ +
∑
k<0
2cρk+1μ(Ωk)
 s‖ f ‖2∞ + 2c
∑
k<0
ρk+1μ(Ωk).
Since g is a decreasing function and g ∈ K , we have Ωk−1 ⊃ Ωk = {i: 0 i  ak} for some ak ∈ E . Then, by the condition
in Proposition 3.4 and the monotonicity of γ , we have
μ(Ωk) γ
(
μ(Ωk)
)
Cap(Ωk) γ
(
μ(Ω−1)
)
Cap(Ωk) γ (s)Cap(Ωk) for all k−1.
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g(k) = 1[0,ak] +
√
g −√2cρk−1√
2cρk −√2cρk−1 1[ak+1,ak−1],
we get
Cap(Ωk) D
(
g(k)
)
 1
2cρk−1(√ρ − 1)2
ak−1∑
i=ak
μibi(gi+1 − gi)2.
(c) According to all the inequalities, we obtain
μ
(
f 2
)
 s‖g‖2∞ + 2cγ (s)
∑
k<0
ρk+1 Cap(Ωk)
 s‖ f ‖2∞ + γ (s)
∑
k<0
2cρk+1
2cρk−1(√ρ − 1)2
ak−1∑
i=ak
μibi(gi+1 − gi)2
 s‖ f ‖2∞ +
2ρ2
(
√
ρ − 1)2 γ (s)D(g)
 s‖ f ‖2∞ +
2ρ2
(
√
ρ − 1)2 γ (s)D( f ).
Optimizing on ρ  4 gives us the required assertion. 
Proof of Theorem 3.1. By Proposition 3.3, we have seen that the weak-Poincaré inequality (3.1) ensures that for all ﬁnite
set K , it holds that Cap(K )μ(K )/(2Cα(μ(K )/2)). Now, let K = {k: 0 k i} for i ∈ E . Then, Remark 2.5(2) yields
Cap(K ) =
(
N∑
k=i
1
μkbk
)−1
,
and so
C 
i∑
k=0
μk
N∑
k=i
1
μkbk
/(
2α
(
i∑
k=0
μk
/
2
))
.
The required assertion about the lower bound of C follows from taking the supremum with respect to i ∈ E.
For the upper bound, let B be an upper bound of C in (3.2). According to Proposition 3.4, it suﬃces to prove that for any
ﬁnite set K ,
Cap(K ) 32μ(K )
Bα(μ(K ))
.
Also due to Remark 2.5(2), for any ﬁnite set K , Cap(K ) = Cap([0,max K ]). On the other hand, the function x → x/α(x) is
non-decreasing function on (0,∞). Thus, it is enough to prove that for any i ∈ E ,
B  32
i∑
k=0
μk
N∑
k=i
1
μkbk
/
α
(
i∑
k=0
μk
)
,
which is just the required assertion. The proof is complete. 
As for the fact that super-Poincaré inequalities are connected with Orlicz–Sobolev inequalities, weak-Poincaré inequalities
are related to Orlicz–Poincaré inequalities, which have been studied in [13]. Here, Orlicz–Poincaré inequalities are
‖ f ‖2(Φ)  CD( f ), f ∈K , (3.5)
where Φ is continuous, even and strictly increasing in | · |, Φ(0) = 0 and s2/Φ(s) ↑ ∞ as |s| ↑ ∞. Particularly, [13, Theo-
rem 4.1] states that the weak-Poincaré inequality (3.1) is equivalent to the Orlicz–Poincaré inequality (3.5) in two typical
situations, which correspond to the algebraic and the sub-exponential convergence of the related semigroups Pt . In details,
for algebraic case, α(r) = crθ for θ > 0 in (3.1) and Φ(x) = |x|2/(1+θ) in (3.5). For sub-exponential case, α(r) = c logδ(1+ r−1)
with δ > 0 and Φ(x) = cr2 log−δ(e + r2). The function α satisﬁes the doubling condition in both situations. Therefore,
by (3.3), Theorem 3.1 is sharp in these two important settings. One can further present some suﬃcient conditions for the
Orlicz–Poincaré inequalities (3.5) by the arguments in Section 2.2.1 and [13, Theorem 4.1].
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In the section, we will present detailed proofs and some necessary counterexamples for Theorem 1.1. Note that, if the
process is not D-regular (i.e.
∑
i∈E(μi + (μibi)−1) < ∞), then all the notions in the diagram hold, and so the relationships
among them are equivalent. We restrict ourselves for transient and D-regular birth–death processes on E = {i: 0 i < ∞}.
Particularly, it holds that
∑
i∈E μi = ∞.
(a) In most interesting situations, weak-Poincaré inequalities ⇒ empty essential spectrum.
Here, most interesting situations mean that weak-Poincaré inequalities hold with limr→∞ α(r) = 0. Otherwise, according
to Corollary 3.2(2), weak-Poincaré inequalities become Poincaré inequalities.
Proposition 4.1. Assume that limr→∞ α(r) = 0. Then, weak-Poincaré inequalities ⇒ empty essential spectrum. Suppose
limr→∞ α(r) > 0. Then, empty essential spectrum ⇒ weak-Poincaré inequalities. However, both of the opposite implications are
not true.
Proof. (1) Assume that limr→∞ α(r) = 0. Noticing that α is decreasing, for any i, we have
h−1i
∞∑
j=i
μ jh
2
j  α
(
i∑
j=0
μ j
/
2
)
h−1i
∞∑
j=i
μ jh
2
j
/
α
( j∑
k=0
μk
/
2
)
 2α
(
i∑
j=0
μ j
/
2
)
sup
i∈E
hi
i∑
j=0
μ j
/
α
( j∑
k=0
μk
/
2
)
 2α
(
i∑
j=0
μ j
/
2
)
sup
i∈E
hi
i∑
j=0
μ j
/
α
(
i∑
j=0
μ j
/
2
)
,
where the second inequality follows from the following fact proven in [15, Lemma 3.1]:
a−1i
∞∑
j=i
b ja
2
j  2 sup
i∈E
ai
i∑
j=0
b j, ai,bi > 0, ai > ai+1, i = 0,1,2, . . . .
If the weak-Poincaré inequality holds, then, by (3.2),
sup
i∈E
hi
i∑
j=0
μ j
/
α
(
i∑
j=0
μ j
/
2
)
< ∞.
Letting i → ∞ gives us the ﬁrst required assertion by Theorem 2.1.
Now, we take an example to show that the opposite implication does not hold. For any decreasing function α with
limr→∞ α(r) = 0, choose birth rates
bi = (i + 1)−1
√
α(i/2) − (i + 2)−1
√
α
(
(i + 1)/2), i  0.
So,
∞∑
k=i
b−1k = (i + 1)−1
√
α(i/2), i  0.
Set death rates ai = bi−1 for i  1 and a0 = 1. Then, μi = 1 for i  0, and
i∑
j=0
μ j
∞∑
j=i
1
μ jb j
=√α(i/2) → 0 as i → ∞.
However,∑i
j=0 μ j
∑∞
j=i(μ jb j)−1
α(
∑i
j=0 μ j/2)
= 1√
α(i/2)
→ ∞ as i → ∞.
Therefore, according to Theorems 2.1 and 3.1, for this example, the essential spectrum is empty but any weak-Poincaré
inequality (3.1) with limr→∞ α(r) = 0 does not hold.
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second conclusion follows from the assertion (b) below. 
(b) In general case, empty essential spectrum ⇒ Poincaré inequalities.
This relationship has been pointed out in the remark after Theorem 2.1. For the opposite implication, we consider the
birth–death process with birth rates bi = (i + 1)2 (i  0) and death rates ai = i2 (i  1). Then, μi = 1 for i  0 and
sup
i0
∞∑
k=i
1
μkbk
i∑
k=0
μk = sup
i0
(i + 1)
∞∑
k=i
1
(k + 1)2 < ∞.
However,( ∞∑
k=i
1
μkbk
)−1 ∞∑
j=i
μ j
( ∞∑
k= j
1
μkbk
)2
→ 1 > 0 as i → ∞.
Due to Theorem 2.1 and [6, Theorem 3.1], for this process the inequality (1.2) holds but σess(Ω) = ∅.
(c) For more interesting cases, Poincaré inequalities ⇒ super-Poincaré inequalities.
Here, more interesting cases mean that the super-Poincaré inequality (2.12) holds with a decreasing function β , which
satisﬁes that x → xβ−1(x) is increasing on x > 0. Two typical functional inequalities included are log-Sobolev inequalities
and Nash inequalities with ν > 2.
Proposition 4.2. If x → xβ−1(x) is increasing on x > 0, then Poincaré inequalities ⇒ super-Poincaré inequalities. In particular, for
transient birth–death processes, Poincaré inequalities ⇒ log-Sobolev inequalities and Nash inequalities with ν > 2. In addition, when
limr→0 β−1(r) < ∞, super-Poincaré inequalities ⇒ Poincaré inequalities. However, in general this implication is not true.
Proof. Noticing that β is decreasing, we have
sup
i∈E
N∑
k=i
1
μkbk
i∑
k=0
μk
/
β−1
(
1
/ i∑
k=0
μk
)
 1/β−1(1) sup
i∈E
N∑
k=i
1
μkbk
i∑
k=0
μk,
which yields the required assertion by (2.14). Taking β(r) = cr−ν/2 with ν > 2, the super-Poincaré inequality (1.3) is just the
Nash inequality (2.8). An example in the proof of [16, Corollary 1.1] has shown that the Nash inequality (2.8) holds but not
does the Poincaré inequality (1.2). For readers’s convenience, we give another example for general case that super-Poincaré
inequalities do not imply Poincaré inequalities.
It is clear that if limr→0 β−1(r) < ∞, then super-Poincaré inequalities imply Poincaré inequalities. Now, assume that
limr→0 β−1(r) = ∞. Consider a birth–death process with
bi = 1
i + 1β
−1
(
1
i + 1
)
− 1
i + 2β
−1
(
1
i + 2
)
, i  0,
and ai = bi−1. Then, μi = 1 for i  0 and
sup
i∈E
∞∑
k=i
1
μkbk
i∑
k=0
μk
/
β−1
(
1
/ i∑
k=0
μk
)
< ∞.
However,
sup
i∈E
∞∑
k=i
1
μkbk
i∑
k=0
μk = sup
i∈E
β−1
(
1
i + 1
)
= ∞.
The second desired conclusion follows. 
(d) In general, uniform decay ⇒ empty essential spectrum. However, uniform decay  weak-Poincaré inequality.
Firstly, we recall that it has been proved in [9, Corollary 1.9] the transient birth–death process is uniform decay iff
∞∑ 1
μkbk
k∑
μ j < ∞. (4.1)k=0 j=0
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∞∑
k=i
1
μkbk
i∑
j=0
μ j 
∞∑
k=i
1
μkbk
k∑
j=0
μ j,
which gives us
Proposition 4.3. Assume that the transient birth–death process is uniform exponential decay. Then σess(Ω) = ∅. However, the opposite
implication is not true.
Proof. We only need to study the opposite implication. Consider the birth–death process with birth rates bi = (i + 1)
for i  0 and death rates ai = (i + 1)e−2i for k  1. Then, μi = e−i(i + 1)−1 for i  0. Noticing that the function f (x) =
e2x(x+ 1)−1 is increasing on (0,∞), we have
i∑
j=0
e2 j( j + 1)−1 ≈
i+1∫
1
e2x(x+ 1)−1 dx≈ e2i(i + 1)−1.
Thus,
∞∑
k=i
1
μkbk
i∑
k=0
μk =
∞∑
k=i
e2k
i∑
k=0
e2k(k + 1)−1 ≈ (i + 1)−1 as i → ∞,
and
∞∑
k=0
1
μkbk
k∑
i=0
μi =
∞∑
k=0
e−2k
k∑
i=0
e2i(i + 1)−1  const
∞∑
k=0
(k + 1)−1 = ∞,
which provides the required assertion by (4.1). 
Combining Proposition 4.3 with the proof of Proposition 4.1(2), the uniform exponential decay implies weak-Poincaré
inequalities hold with limr→∞ α(r) > 0. However, the situation is changed when limr→∞ α(r) = 0.
Proposition 4.4. For transient birth–death process, the uniform decay and weak-Poincaré inequalities with any α(r) satisfying
limr→∞ α(r) = 0 are incomparable.
Proof. We ﬁrstly continue to study the example in the proof of Proposition 4.3. Take α(r) = 1/ log(1+ r) for r > 0. Then∑∞
k=i(μkbk)−1
∑i
k=0 μk
α(
∑i
k=0 μk)
≈ e
−2i · e2i(i + 1)−1
α(e2i(i + 1)−1) ≈
(i + 1)−1
(i − log(i + 1))−1 ≈ 1 as i → ∞,
which yields the weak-Poincaré inequality with such α(r), thanks to Theorem 3.1. According to the conclusion of this
example in the proof of Proposition 4.3, we have shown that weak-Poincaré inequality  uniform decay.
Now, we take an example such that the process is uniform decay but does not satisfy the weak-Poincaré inequality with
limr→∞ α(r) = 0. Choose rates (ai,bi) such that
ai = ei−1(
√
α)−1
(
e−i+1
)/[
(
√
α)−1
(
e−i
)− (√α)−1(e−i+1)]
and
bi = ei(
√
α)−1
(
e−i
)/[
(
√
α)−1
(
e−i
)− (√α)−1(e−i+1)].
Then,
μ0 = 1,
i∑
k=0
μk ≈ (
√
α)−1
(
e−i
)
for i  1,
and
1
μibi
≈ e−i/(√α)−1(e−i) for i  0.
Then,
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j=0
1
μ jb j
j∑
k=0
μk ≈
∞∑
j=0
[
e− j/(
√
α)−1
(
e− j
) · (√α)−1(e− j)]≈ ∞∑
j=0
e− j < ∞.
However,∑∞
k=i(μkbk)−1
∑i
k=0 μk
α(
∑i
k=0 μk)
≈
∑∞
k=i[e−k/(
√
α)−1(e−k) · (√α)−1(e−i)]
α((
√
α)−1(e−i))
≈ ei → ∞ as i → ∞.
Our second required assertion follows by Theorem 3.1 and (4.1). 
We end with a remark about transient birth–death processes with Dirichlet boundary at 0.
Remark 4.5. The left point 0 is a Neumann (i.e. reﬂective) boundary for the processes in Theorem 1.1. Naturally, we can
consider various functional inequalities about transient birth–death processes with Dirichlet boundary at 0. The variational
formulas for Poincaré-type inequalities have been studied in [16, Section 2]. In particular, we have proved the equivalence
of the criteria between Poincaré-type inequalities with Dirichlet boundary at 0 and those with Neumann boundary at 0.
Motivated by these facts and Theorem 1.1, we conclude that
For transient birth–death processes with Dirichlet boundary at 0, it holds that
Weak-Poincaré Inequalities ⇒ Poincaré Inequalities ⇒ Super-Poincaré Inequalities.
The oppositive implications are not satisﬁed in general. The criteria about these inequalities can be derived by following
the arguments of previous sections. These works are also easily generalized to whole line case.
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