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Développement d’un système de détection bas-bruit polyvalent et 
de références d’hydrogène pour l’étude de réactions nucléaires 





Cette thèse porte sur la mesure de sections efficaces de réactions nucléaires d’intérêt 
astrophysique à des énergies inférieures à la barrière coulombienne. Plus précisément, nous 
avons étudié la réaction de capture radiative 13C(p,γ)14N présente dans le cycle CNO. Étant 
donné que la section efficace diminue avec l’énergie, l’étude de ces réactions nucléaires à 
basses énergies devient compliquée car les mesures sont beaucoup plus sensibles aux sources 
de bruit extérieures, notamment la radioactivité naturelle et les rayonnements cosmiques 
(muons). Afin de réduire ces différentes sources de bruits, nous avons développé un système 
polyvalent de détection de rayonnements gammas bas-bruit composé de deux blindages : l’un 
blindage passif, l’autre actif. Le premier consiste en un château de plomb alors que le second 
est réalisé par l’anti-coïncidence entre le détecteurs gamma et plusieurs scintillateurs plastiques 
entourant le château de plomb. De plus, afin de diminuer le risque de production de réactions 
nucléaires parasites lors des mesures, réactions induites par le faisceau de protons sur des 
éléments de la ligne (collimateurs, fentes, etc.) ou sur des impuretés présentes dans la cible, 
nous avons choisi de travailler en cinématique inverse. Cela se fait en inversant les noyaux 
cibles et incidents, et donc en envoyant du 13C sur de l’hydrogène. Cette méthode de travail 
nous a amené à réaliser des cibles en hydrogène stables sous faisceaux d’ions et présentant une 
pureté isotopique proche de 100%. Pour ce faire, nous avons implanté de l’hydrogène dans une 
matrice de silicium amorphisé. Enfin, un tout nouveau bout de ligne (doigt froid, jeu de fentes, 
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chaîne d’acquisition numérique, etc.) a également été mis au point. À l’aide de tous ces 
développements, des mesures de sections efficaces ont pu être réalisées jusqu’à une énergie de 
150 keV dans le système centre de masse, énergie encore jamais atteinte en cinématique inverse 
pour la réaction 13C(p,γ)14N. Enfin, à l’aide d’un traitement théorique, des extrapolations à 
basses énergies ont été réalisées afin d’obtenir des données utiles pour les astrophysiciens. 
Notons que ce système polyvalent de détection bas-bruit peut être utilisé à d’autres fins comme 
la mesure de profils de concentration d’éléments légers par réactions nucléaires résonantes ou 
la détection de matériaux très faiblement radioactifs. 
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This Ph.D. thesis deals with cross-sections measurements of nuclear reactions 
presenting an astrophysical interest at energies below the Coulomb barrier. More precisely, we 
studied the 13C(p,γ)14N reaction present in the CNO cycle. Since the cross-section decreases 
with energy, the study of nuclear reactions at low energies becomes complicated because 
measurements are highly sensitive to external noises, mainly natural radioactivity and cosmic 
rays (muons). In the aim to reduce these sources of noises, we developed a polyvalent low-
background gamma detection setup composed of two shields: a passive one and an active one. 
The first one consists in a lead castle and the second one is realized by anticoincidence between 
the gamma detector and plastics scintillators surrounding the lead castle. Furthermore, in order 
to decrease the risk to produce parasitic nuclear reactions during measurements, reactions 
induced by the interaction between the protons beam and beam line elements (collimators, slits, 
etc.) or impurities in the target, we chose to work in reverse kinematics. This is done by 
inverting incident and target nucleus, so by sending 13C on hydrogen. This working method led 
us to carry out hydrogen targets that are stable under beam irradiation and presenting a nearly 
100% isotopic purity. To do this, we implanted 1H in an amorphized silicon matrix. Finally, a 
new end-of-line (cold trap, slits, digital acquisition chain, etc.) has also been developed. Using 
all these developments, cross section measurements have been made up to an energy of 150 
keV, energy never reached  in reverse kinematics for the 13C(p,γ)14N reaction. To finish, with 
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the help of a theoretical treatment, low energy extrapolation were made to obtain useful data 
for astrophysicists. It should be note that this polyvalent low-background detection setup can 
be used for other applications such as measuring concentration depth profiles of light elements 
by resonant nuclear reactions or detecting very low-level radioactive materials. 
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 Depuis tout temps, l’homme a cherché à comprendre, pouvoir expliquer, mais 
également prédire les phénomènes qui l’entourent. Afin de réaliser cela de manière rigoureuse, 
il a développé plusieurs disciplines regroupées sous le nom de « Sciences ». Parmi ces sciences, 
nous retrouvons la physique, du grec « physikos » qui signifie la science de la nature1. Le 
« premier » physicien reconnu fut Aristote, qui émit l’hypothèse que l’univers était divisé en 
deux parties, d’un côté la voute céleste, statique et plongée dans de l’éther et d’autre part le 
système solaire supposé mobile dans le temps, avec la Terre située au centre du tout. Tout cet 
univers était selon lui, composé de quatre éléments à savoir : l’eau, la terre, le feu et l’air. 
Depuis lors, les modèles ont évolué, suite notamment au développement de nouvelles théories 
et d’outils expérimentaux.  
La physique expérimentale, comme son nom l’indique, a pour but de réaliser des 
expériences relativement complexes afin de collecter des résultats. Ces derniers peuvent alors 
servir pour infirmer ou confirmer un modèle théorique, être stockés dans des bases de données, 
ou encore être utilisés afin d’établir les propriétés physico-chimiques d’un matériau (couches 
minces, etc…). Bien évidemment, cette liste est très loin d’être exhaustive. Lors de ces 
mesures, les scientifiques sont amenés à faire face à du bruit, autrement dit une perturbation de 
la mesure. L’origine de ce dernier peut être multiple (électronique, vibrationnel, etc.) mais a 
toujours la même conséquence : la superposition d’informations au signal que l’on souhaite 
mesurer. Il est donc important de réduire au maximum les sources de bruits pouvant interférer 
avec le système d’acquisition, afin d’obtenir des mesures plus propres et réduire les incertitudes 
sur ces dernières. Dans le cas de la spectrométrie gamma [1], il existe deux sources principales 
de bruit : la radioactivité naturelle et le rayonnement cosmique. Si aucune précaution n’est 
prise, ces deux phénomènes peuvent interagir avec le détecteur gamma et ainsi perturber les 
spectres de rayonnements. Afin de réduire ces sources de bruits, des systèmes de détection bas-
bruit ont été développés. Ces derniers se composent de différents blindages dont le but est de 
diminuer au maximum l’impact des sources de perturbations sur les mesures.   
L’astrophysique nucléaire, c’est-à-dire l’étude des réactions nucléaires ayant lieu au 
cœur des étoiles, fait partie des applications pour lesquelles un système de détection bas-bruit 
est généralement requis. En effet, la température des étoiles étant de plusieurs dizaines, voire 




centaines de millions de kelvins, l’énergie thermique transmise aux particules est seulement de 
quelques keV (à titre de comparaison, les énergies généralement utilisées avec les accélérateurs 
de particules sont de quelques MeV). À ces faibles énergies de collisions, les sections efficaces 
(c’est-à-dire les probabilités de réalisation des réactions) sont très petites, ce qui rend les 
mesures très sensibles aux bruits. Pour remédier à cela, il est nécessaire d’utiliser un système 
de détection bas-bruit. Au problème de bruit, il faut ajouter le fait qu’expérimentalement, il est 
très rare d’atteindre les énergies de collisions ayant lieu au sein des étoiles. Comment est-il 
alors possible de rendre compte de ce qui se passe à ces basses énergies ? Les astrophysiciens 
utilisent alors un traitement numérique afin d’extrapoler les mesures des physiciens nucléaires 
aux énergies d’intérêt astrophysique.  
Il s’avère que le  LARN dispose déjà d’un système de détection bas-bruit utilisé par G. 
Genard lors de sa thèse [2]. Ce dernier l’avait développé notamment afin d’étudier des réactions 
nucléaires d’intérêt astrophysique, dont la réaction 13C(p,γ)14N en cinématique inverse. Depuis 
lors, ce système a été amélioré dans le but d’atteindre des énergies encore plus basses que celles 
obtenues par Genard et al.[3] pour cette réaction. C’est donc dans cette optique que nous avons 
réalisé ce travail.  
Nous commençons tout d’abord ce travail par une mise en contexte et état de l’art afin 
de permettre au lecteur de bien saisir les motivations ainsi que la contribution de ce travail. 
Ensuite, dans la première partie de ce travail, nous présentons les sources de bruits avec 
lesquelles nous avons été en présence ainsi que les différents moyens pour les réduire. Dans la 
deuxième partie, le nouveau système de détection bas-bruit sera décrit de même que toutes les 
autres modifications réalisées afin de mesurer les sections efficaces à basses énergies dans les 
meilleures conditions possibles. Ces descriptions une fois terminées, nous caractériserons alors 
notre nouveau système et comparerons ses caractéristiques avec celles d’autres systèmes. 
La troisième partie présente les cibles utilisées lors de nos mesures. Comme nous avons 
choisi d’utiliser la cinématique inverse, c’est-à-dire d’envoyer des 13C sur de l’hydrogène, nous 
avions besoin de cibles contenant de l’hydrogène. La production de ces cibles de même que 
leur caractérisation sont présentées dans cette partie. Notons que cette partie peut tout à fait 
constituer un sujet à part car l’utilisation de telles cibles ne se limite pas à l’astrophysique 





Ces développements expérimentaux étant présentés, nous pouvons alors passer à la 
quatrième partie, celle portant sur l’étude de la réaction 13C(p,γ)14N en cinématique inverse, 
c’est-à-dire 1H(13C ,γ)14N  . Après quelques rappels sur l’astrophysique nucléaire, nos résultats 
de mesures sont présentés. A ceux-ci est ajouté le traitement numérique permettant d’obtenir 
des paramètres aux énergies de Gamow. Nous terminerons par les conclusions et les 
perspectives. 
Afin de ne pas alourdir ce manuscrit, certaines explications, jugées secondaires, ont été 
placées en annexe. Ainsi, nous retrouverons les chemins de désintégration des quatre familles 
radioactives en annexe I. L’annexe II reprend quant à elle le fonctionnement de l’accélérateur 
de particules ALTAÏS. Les techniques d’analyses utilisées au cours de ce travail sont décrites 
en annexe III. L’implantation ionique est présentée de façon très générale en annexe IV. Dans 
la même optique, les principes de base de la spectroscopie Raman sont présentés à l’annexe V. 
Finalement l’annexe VI introduit brièvement les principes de base de la théorie de la matrice 

















II. Mise en contexte et état de l’art 
 
 L’astrophysique nucléaire provient de la fusion de deux termes : l’astrophysique et la 
physique nucléaire. La première étudie les phénomènes ayant lieu dans des astres, et plus 
particulièrement au cœur des étoiles. Ces dernières constituent le site de multiples réactions 
nucléaires donnant lieu à la production d’énergie ainsi qu’à la nucléosynthèse (production 
d’éléments plus lourds que l’hydrogène). Afin d’expliquer ou même de prédire les différents 
processus se déroulant à l’intérieur des étoiles, les astrophysiciens ont développé des modèles 
d’évolutions stellaires. Cependant, pour que ces modèles soient les plus représentatifs 
possibles, ces derniers nécessitent certains paramètres, dont les sections efficaces (c’est-à-dire 
les probabilités de réalisation) des différentes réactions ayant lieu au sein de l’étoile. C’est ici 
que le physicien nucléaire entre en jeu. Grâce à des accélérateurs de particules, ce dernier peut 
reproduire ces différentes réactions et ensuite fournir ses mesures aux astrophysiciens, 
notamment par des publications qui alimentent des bases de données. 
 Toutefois, l’obtention de ces données n’est généralement pas aisée car le taux de 
réaction stellaire présente un maximum à très basse énergie (c’est ce que l’on appelle l’énergie 
de Gamow) [4]. Cette fenêtre d’énergie correspond au recouvrement entre la distribution de 
Maxwell-Boltzmann qui décrit la vitesse des particules à une température donnée (plusieurs 
centaines de millions de kelvins dans les étoiles) et la probabilité de passer à travers la barrière 
coulombienne de l’autre (effet tunnel). Cette énergie varie d’une réaction à l’autre, mais se 
trouve globalement entre 5 et 250 keV. Pour avoir accès au taux de réaction stellaire, il faudrait 
pouvoir mesurer les sections efficaces à ces énergies. Le problème est que la section efficace 
de réaction diminue avec l’énergie, ce qui réduit considérablement les taux de détection. Cette 
chute du taux de comptage rend les mesures beaucoup plus sensibles aux sources de bruits 
extérieures (interférences avec les évènements à mesurer). En conséquence, il n’est 
généralement pas possible d’obtenir des valeurs de sections efficaces aux énergies de Gamow. 
Pour pallier cela, les physiciens nucléaires mesurent les sections efficaces à l’énergie la plus 
basse possible et réalisent ensuite des extrapolations aux énergies de Gamow. Ces 
extrapolations ne se font pas sur la section efficace, mais sur une autre grandeur (directement 
reliée à la section efficace) que l’on appelle le facteur astrophysique (ou facteur S). Ce dernier, 
contrairement à la section efficace, varie beaucoup moins avec l’énergie (sauf dans le cas d’une 
résonance) et est donc plus facile à extrapoler. Afin de réaliser ces extrapolations, plusieurs 
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théories ont vu le jour, chacune d’elles ayant ses caractéristiques. Parmi ces théories, on peut 
notamment citer la théorie de la matrice R qui est assez répandue. 
Comme mentionné ci-dessus, la diminution de la section efficace avec l’énergie a 
comme conséquence une sensibilité accrue face au bruit. Ce bruit a pour origines principales 
la radioactivité naturelle et le rayonnement cosmique (principalement des muons). Ces deux 
sources (comme toute source de bruit) ont comme répercussion une diminution du rapport 
signal sur bruit, ce que l’on cherche généralement à maximiser lorsque l’on effectue des 
mesures. Afin de réduire ces interférences, des systèmes de détection bas-bruit ont vu le jour. 
Ces derniers se composent de différents blindages dont le but est de diminuer au maximum 
l’impact des sources de perturbations sur les spectres. La composition de ces systèmes bas-
bruit dépend principalement de l’utilisation que l’on souhaite en faire, mais également de leur 
coût. Il existe donc toute une série de systèmes de détection bas-bruit en fonction des 
laboratoires. Généralement, afin de supprimer le bruit dû à la radioactivité naturelle, on entoure 
le détecteur par un matériau avec un numéro atomique élevé [5]. On parle alors de blindage 
passif. En revanche, pour les muons, ces derniers étant fort pénétrants, plusieurs centaines de 
mètres de roches sont nécessaires pour les arrêter. Certains laboratoires se trouvent donc sous 
une montagne ou encore dans des mines, comme c’est par exemple le cas de LUNA [6], situé 
à 1400 mètres sous la roche. Comme il n’est souvent pas possible de se placer profondément 
sous terre, une alternative possible réside dans l’utilisation d’un blindage actif. Cela consiste à 
entourer le détecteur principal par un autre détecteur (généralement un scintillateur) et de les 
mettre en anti-coïncidence. Ainsi, si un muon traverse le scintillateur et ensuite le détecteur 
principal, son signal sera retiré du spectre. Ces systèmes de détection actifs sont ceux qui sont 
par exemple utilisés dans le laboratoire LENA [7] ou même dans le nôtre (LARN) [3]. Il est 
évident que l’utilisation de ces systèmes de détection bas-bruit n’est pas limitée à 
l’astrophysique nucléaire, mais possède un champ d’application beaucoup plus vaste (mesure 
d’activité radioactive, analyse sensible d’éléments, etc.).  
Revenons à l’astrophysique nucléaire. Nous nous sommes tournés vers la réaction 
13C(p,γ)14N. Cette réaction fait partie du cycle CNO qui est un des deux processus disponibles, 
l’autre étant la chaîne p-p, pour réaliser la fusion de l’hydrogène en hélium au sein des étoiles 
[8] et ainsi libérer l’énergie qui permettra en outre de faire rayonner l’astre. Les étoiles qui se 
trouvent sur la séquence principale du diagramme d’Hertzsprung-Russel2 (Figure 1) « brûlent » 
                                                          




leur hydrogène situé au cœur de l’astre. Il est donc intéressant d’étudier ce processus en détail. 
La réaction 13C(p,γ)14N précède la réaction la plus lente du cycle, à savoir la réaction 
14N(p,γ)15O. Elle fournit donc la quantité de 14N disponible pour cette dernière réaction. De 
plus, mis à part son rôle dans la fusion de l’hydrogène, la réaction 13C(p,γ)14N entre directement 
en compétition avec la réaction 13C(α,n)16O, principale source de neutrons au sein d’une étoile 
et participant ainsi à la nucléosynthèse des éléments de masse élevée (slow-process) [9]. Du 
point de vue de ses caractéristiques, la réaction 13C(p,γ)14N  présente une résonance à 511 keV 
qui domine la section efficace jusqu’aux basses énergies. Jusqu’à présent, aucune autre 
résonance significative n’a été notée. Cette résonance a lieu sur l’état d’énergie à 8.06 MeV du 
14N. La désexcitation vers l’état fondamental peut se faire directement (80 % des cas) [10] ou 
alors en passant par des états intermédiaires. L’énergie de Gamow de cette réaction se trouve 
aux alentours de 25 keV. C’est donc la valeur du facteur astrophysique à cette énergie qui est 




Figure 1: Diagramme d’Hertzsprung-Russel permettant de classer les étoiles. Ref : https://www.futura-sciences.com 
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La réaction 13C(p,γ)14N a déjà fait l’objet de plusieurs publications, apportant ainsi des 
mesures du facteur S allant de 900 keV jusqu’à 90 keV dans le centre de masse (voir Figure 2) 
[3,11–14]. La plupart de ces travaux ont été réalisés en cinématique directe, c’est-à-dire en 
envoyant des protons sur des cibles contenant du 13C. Alors que pour les mesures sur une large 
plage d’énergies, comme celles obtenues par Vogl [12] ou King et al. [11], différentes 
conditions expérimentales ont dû être employées. King et al. ont par exemple dû utiliser deux 
accélérateurs de particules et Vogl a quant à lui travaillé avec des H2+ à partir de 150 keV pour 
obtenir des courants élevés. Parmi tous ces auteurs, King est le seul à avoir étudié tous les 
modes de désexcitation du noyau de 14N. Les autres se sont uniquement focalisés sur la 
transition entre le niveau à 8.06 MeV et l’état fondamental. Au niveau du système de détection, 
seuls Genard et al. [3] ainsi que Vogl ont utilisé un système de détection bas-bruit. Le blindage 
actif utilisé par Vogl couvre presque totalement le détecteur de gamma. Dans le cas de Genard 
et al., seul un scintillateur plan placé au-dessus du blindage passif était utilisé. Dans les deux 
cas, ils utilisaient un blindage passif en plomb.  
Enfin, Genard et al. sont les seuls à avoir étudié cette réaction en cinématique inverse 
(c’est-à-dire en envoyant du 13C sur une cible d’hydrogène) par la réaction 1H(13C,γ)14N. Nous 
pouvons toutefois citer le travail de Galster et al. [15] qui ont également étudié cette réaction 
en cinématique inverse, mais dont le but du travail n’était pas d’atteindre des énergies d’intérêts 
astrophysiques. La cinématique inverse a le net avantage, par rapport à la cinématique directe, 
de réduire le risque de réactions nucléaires parasites induites par les ions incidents. En effet, la 
charge de ces derniers étant plus élevée lors de l’utilisation de la cinématique inverse, la 
barrière coulombienne entre les ions incidents et les ions rencontrés (autres que ceux de la 
cible, de l’hydrogène dans ce cas-ci) augmente également. Leurs mesures s’étendent de 550 à 
230 keV. Une particularité supplémentaire des mesures réalisées par Genard et al. est qu’elles 
se trouvent systématiquement en-dessous de celles obtenues par King et al. et Vogl. Il est 
difficile de dire si cette différence provient d’erreurs systématiques de la part de Genard et al., 
ou bien s’il s’agit de l’utilisation de la cinématique inverse car aucune autre donnée en 















Une des raisons pour laquelle la cinématique inverse n’est que très peu utilisée dans 
l’étude de cette réaction provient très certainement du fait que cette méthode de travail nécessite 
des cibles qui contiennent de l’hydrogène. Il existe actuellement plusieurs types de cibles. Il y 
a tout d’abord les cibles gazeuses [16] qui ont l’avantage d’être stables dans le temps mais qui 
présentent une faible concentration en hydrogène par unité de volume et contiennent du 
deutérium (150 ppm) qui est une source importante de bruit. En effet, étant donné que le 
deutérium possède la même barrière coulombienne que l’hydrogène, l’atome de 13C incident 
ne peut pas faire la différence entre les deux. De plus, comme le deutérium se casse facilement 
car son énergie de liaison est faible (Eb = 2.204 MeV), il peut également générer des neutrons. 
Il faut aussi mentionner le fait que ce type de cible est assez encombrant et nécessite des vides 
différentiels ou encore des fenêtres d’entrées dégradant l’énergie du faisceau incident. Les 
cibles solides sont quant à elles beaucoup plus compactes et permettent généralement d’obtenir 
des plus hautes concentrations en hydrogène par unité de volume. Citons entre autres les cibles 
créées par plasma [17,18] qui possèdent une bonne homogénéité ainsi qu’une haute 
Figure 2: Valeurs du facteur S obtenues dans le cadre des travaux de Vogl [12], King et al.[11], Hester et al. [13], Genard et 
al. [3] et Woodburry et al.[14] dans l’étude de la réaction 13C(p,γ)14N. Les valeurs du facteur S correspondent à la transition 
du niveau à 8.06 MeV vers le niveau fondamental. 
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concentration, mais dont le principal désavantage repose sur la présence de différentes 
impuretés amenées dans la cible lors de leur fabrication. Mentionnons également les films 
plastiques [19,20] qui présentent une excellente homogénéité et une concentration en 
hydrogène bien connue mais qui ne restent pas stables sous irradiation. Cette instabilité est due 
à la désorption de l’hydrogène lors de l’irradiation. Ce phénomène est d’autant plus fort que 
les intensités des faisceaux incidents sont élevées, comme c’est le cas de ceux utilisés pour 
l’astrophysique nucléaire. Enfin, Il est possible de réaliser des cibles en hydrogène par 
implantation ionique [21,22]. Cette technique a l’avantage de sélectionner isotopiquement le 
matériau implanté, assurant ainsi une pureté isotopique proche de 100% (à cause de la 
contamination de surface). 
En ce qui concerne le facteur astrophysique à basse énergie, plusieurs traitements ont 
également été réalisés. Ces traitements font, soit partie d’un même travail, comme c’est le cas 
de King et al., de Vogl ou encore de Genard et al.[23], mais peuvent également se baser sur des 
données déjà existantes. Ainsi, Mukhamedzhanov et al. [24] se sont basés sur les données de 
King et al. afin d’extrapoler eux-mêmes le facteur astrophysique. Dans la même optique, 
Chakraborty et al. [25] ont quant à eux utilisé les données de King, mais aussi celles de Genard 
et celles obtenues par Zeps et al. [26]. Ces derniers ont étudié une résonance à 1225 keV 
pouvant avoir une influence sur l’extrapolation du facteur astrophysique à basse énergie. Nous 
pouvons également citer le travail de Li et al. [27], qui pour leur part ont utilisé uniquement les 
données de King et al. et de Zeps et al.. Comme pour les valeurs expérimentales, les valeurs 
obtenues pour le facteur S par l’extrapolation présentent une certaine dispersion. Toutefois, les 
barres d’erreurs semblent se croiser. Seule la valeur obtenue par Genard et al. est plus basse 
que toutes les autres, même en tenant compte des barres d’erreurs.  
Dans le cadre de ce travail, nous avons choisi d’étudier la réaction 13C(p,γ)14N en 
cinématique inverse grâce à un système de détection bas-bruit. Notre système consiste en une 
version améliorée de celui utilisé par G. Genard au cours de sa thèse [2]. Nous avons donc 
comme objectif de mesurer le facteur astrophysique à des énergies inférieures à celles atteintes 
par G. Genard, c’est-à-dire 230 keV (dans le système centre de masse). Ces améliorations 
portent notamment sur le blindage actif du système mais également sur la chaîne d’acquisition. 
En effet, à côté du challenge que représentent les mesures à basses énergies, nous avons 
également dû relever le défi de transposer une chaîne d’acquisition analogique relativement 




L’utilisation de la cinématique inverse se justifie par plusieurs arguments. Tout 
d’abord, pour des raisons matérielles car notre accélérateur est mieux adapté pour fournir des 
hautes intensités faisceaux en ions 13C qu’en protons aux énergies d’intérêt astrophysique (nous 
reviendrons sur ce point plus tard). Ensuite, par rapport à la cinématique directe, la cinématique 
inverse présente le net avantage de réduire le bruit dû aux réactions nucléaires parasites.  Enfin, 
comme notre système a été amélioré, nous pouvons nous attendre à descendre plus bas en 
énergie que Genard et al.. Ceci aurait deux conséquences. Premièrement, cela permettrait 
d’obtenir les premiers résultats à plus basse énergie en cinématique inverse. Deuxièmement, 
cela permettrait aussi d’essayer de déterminer si l’écart entre les différentes données mentionné 
ci-dessus est propre aux mesures réalisées par G. Genard (erreurs systématiques) ou bien 
provient de l’utilisation cinématique inverse. Le cas échéant, il y aurait lieu de déterminer 
pourquoi ces deux méthodes de travail fournissent des résultats différents dans l’étude de la 
réaction 13C(p,γ)14N. 
Une autre motivation de ce travail porte sur le développement de nouvelles cibles en 
hydrogène. Comme pour G.Genard au cours de son doctorat [2], elles ont été réalisées par 
implantation ionique en raison des multiples avantages de cette technique. Cependant, même 
si les cibles obtenues par G. Genard présentaient toutes les caractéristiques d’un standard, rien 
ne prouve que l’optimum ait été atteint. Ainsi, un deuxième objectif de ce travail porte sur 
l’augmentation de la quantité d’hydrogène retenue dans ces cibles par rapport à ce qu’avait 
obtenu G. Genard, tout en gardant leurs caractéristiques initiales (pureté isotopique, stabilité 
sous faisceau, reproductibilité, etc.). En outre, indépendamment de leur utilisation pour 
l’astrophysique nucléaire, ce type de cible peut tout à fait être utilisé comme référence en 
hydrogène pour l’analyse par faisceaux d’ions. Ainsi, l’amélioration de ces cibles constitue 
déjà un aboutissement en soi. Finalement, G. Genard réalisait ses cibles à l’aide d’un 
implanteur situé à l’Institut National de Recherche Scientifique (INRS-EMT) à Varennes, 
Canada. Le troisième objectif de ce doctorat est d’arriver à produire ces cibles à l’université de 
Namur, dans le Laboratoire d’Analyse par Réactions Nucléaires (LARN), uniquement à l’aide 
de notre accélérateur de particules. Cette tâche représente un beau défi technique car en plus 
de la caractérisation, nous pourrions produire ces cibles nous-mêmes en utilisant la même 
machine et deviendrions ainsi complètement autonomes.  
Grâce à un traitement de la matrice R, nous pourrons obtenir le facteur S aux énergies 
pour lesquels le taux de réaction nucléaire est maximum, fournissant une valeur supplémentaire 
aux astrophysiciens. Étant donné que ces mesures sont réalisées en cinématique inverse et à 
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plus basses énergies que G. Genard, la valeur obtenue par le facteur S en sera d’autant plus 
significative. De plus, d’après l’article de Chakraborty et al., des mesures supplémentaires sont 
nécessaires, justifiant l’apport scientifique de ce travail. 
Finalement, mis à part G. Genard, cette réaction a été étudiée avec un dispositif bien 
particulier, surtout au niveau de l’accélérateur. L’originalité de notre travail réside dans le fait 
qu’une réaction astrophysique est étudiée avec un matériel à priori non consacré à ce type 
d’applications. En effet, à travers ce travail, nous montrerons qu’il est tout à fait possible de 
réaliser des mesures astrophysiques à très basses énergies sans pour autant devoir investir dans 






















III. Première partie : Les sources de bruits pour la spectrométrie 
gamma 
Toutes les mesures expérimentales sont entachées de bruit venant perturber les spectres. 
Ce bruit, comme nous allons le voir dans ce chapitre, tire son origine de différentes sources 
(sources radioactives, rayonnement cosmique, électronique, etc.). Il est donc important 
d’identifier et prendre en compte ces différentes sources afin de réduire au maximum leur 
contribution. Les différentes sources de bruits seront d’abord présentées, suivies par les 
solutions permettant de les réduire. 
III.1. Sources de bruits 
III.1.1. La radioactivité naturelle 
La radioactivité se retrouve partout dans notre environnement propre. Cette dernière est 
due à l’instabilité de certains noyaux qui se désintègrent vers des états plus stables. Lors de 
cette désintégration, ces derniers peuvent émettre des rayonnements de type alpha, bêta ou 
gamma. Ces noyaux radioactifs tirent leur origine de 4 grandes familles, à savoir la famille du 
Thorium ℎ , la famille de l’Uranium-Radium  , la famille de l’Uranium 	  , et enfin 
celle du Neptunium 
  (voir annexe I), tous les quatre initialement présents sur Terre lors 
de sa formation (environ 4.5 109 années). Chacune de ces familles possède sa propre chaîne de 
désintégration et est donc responsable de la présence d’une grande partie des noyaux instables 
avec des temps de demi-vie relativement longs (de quelques dizaines de jours à plusieurs 
milliards d’années). Notons toutefois que les éléments de la famille du Neptunium ont presque 
totalement disparu, ceci à cause de son court temps de vie du 237Np par rapport à l’âge de la 
terre (2.14 106 ans, premier élément de la chaîne [28]).  
Outre les noyaux instables produits par ces quatre familles, d’autres éléments instables 
sont présents autour de nous. C’est le cas notamment du  , qui peut se désintégrer en   
par désintégration β+ suivie de l’émission d’un gamma de 1460 keV avec un temps de demi-
vie de 9 108 ans. On retrouve par exemple ce potassium 40 dans le corps humain, où il contribue 




Ces 5 éléments étant présents lors de la formation de la Terre, nous les retrouvons dans 
la plupart des minerais et dans les matériaux de construction [30] (le béton par exemple). Ils 
constituent la source la plus importante de bruit par rayonnements gammas. Comme le montre 
la Figure 3, ces gammas possèdent une énergie allant de quelques dizaines de keV à environ 3 
MeV (2614 keV pour le   ) [31].  Cependant, l’intensité de cette radioactivité dépend de 
l’environnement. Par exemple, les sols granitiques sont connus pour présenter l’activité la plus 
importante [32]. Toutefois, une partie de ces éléments, comme le 222Rn, peut tout à fait se 
retrouver dans l’atmosphère suite à de la diffusion. Ce dernier constitue la plus importante 
source de radioactivité dans l’air (60 Bq /m³ [33]) et sa désintégration, de même que celles de 
ses noyaux filles, représentent une importante source de bruit. De plus, il peut arriver que le 
222Rn (ainsi que ses noyaux filles) vienne se déposer sur des surfaces (plus majoritairement des 
verres ou plastiques car ils sont isolants [5]). Dans ce cas, si une de ces surfaces fait face à un 




Figure 3: Spectre de la radioactivité naturelle obtenu par un détecteur HPGe situé dans la salle d’expériences du LARN 
(temps d’acquisition : 63 heures). 





















Il est donc commun de retrouver tous ces éléments (mis à part le   ) dans le béton 
utilisé pour construire les bâtiments, dont les laboratoires (sauf dans le cas où les matériaux ont 
été choisis spécialement pour éviter une trop grande activité radioactive), ainsi que dans l’air 
ambiant.  
III.1.2. Le rayonnement cosmique 
Le rayonnement cosmique primaire désigne des particules très énergétiques (entre 104 
jusqu’à 1010 GeV), principalement des protons (79%) et des alphas (15%), le reste étant des 
noyaux lourds comme l’oxygène, le carbone ou le fer [34]. Lorsque ce flux de particules 
interagit avec la haute atmosphère (aux alentours de 13 km d’altitude), cela crée une gerbe de 
particules (on parle alors de rayonnement secondaire) dont la majeure partie est constituée de 
mésons pi. Ces derniers se désintègrent en formant majoritairement des muons (70-80 % du 
flux total au niveau de la mer) [35,36]. Le reste du flux est formé de protons, de neutrons 
(composante « lourde ») mais également d’électrons, de positrons et de photons (composante 
« légère »). Le flux de muons au niveau de la mer est de l’ordre de 1µ/min/cm²  et son intensité 
suit une distribution en cos2(θ) [34] (avec θ = 0° qui correspond au  zénith). Cependant, ce flux 
n’est pas constant dans le temps, et dépend notamment de l’activité magnétique de la Terre, de 
l’activité du Soleil (cycles de 11 ans) et même de la température terrestre (effet de densité) 
[37]. De plus, le flux de muons dépend de l’altitude. Il sera plus important en haute altitude 
qu’au niveau de la mer car la quantité de matière traversée sera plus faible. Enfin, les muons 
sont des particules instables qui se désintègrent après 2.197 µs3 par l’équation : 
  =>   +  +   . (1) 
 
En supposant que ces derniers sont produits à 15 km d’altitude et que leur vitesse est 
celle de la lumière, ils ne devraient normalement pas atteindre la surface de la Terre et ne 
pourraient donc pas être détectés, ce qui n’est en pratique pas le cas. Cependant, comme leur 
vitesse est proche de la lumière (0.999 c), il faut considérer un traitement relativiste dans lequel 
intervient la dilatation du temps ou la contraction des distances. Grâce à cette approche, il 
devient alors possible d’expliquer l’observation des muons à la surface terrestre. 




Les muons et les neutrons constituent la source de bruit la plus importante. En ce qui 
concerne la composante légère du rayonnement cosmique, elle est rapidement stoppée par les 
bâtiments (ou le plomb) entourant le détecteur.  
Les muons peuvent interagir avec le milieu environnant du détecteur via plusieurs 
mécanismes. Tout d’abord par interaction électromagnétique car ils peuvent interagir 
directement avec le détecteur et y déposer une certaine partie de leur énergie. Cela dépend de 
la géométrie du détecteur, de sa composition et de manière dont le muon le traverse, mais les 
énergies déposées peuvent atteindre plusieurs dizaines de MeV. Il est bien sûr évident que cette 
perturbation sera d’autant plus importante que le volume du détecteur sera grand. Il est 
également possible que le muon soit freiné dans le matériau, ce qui a pour conséquence la 
production de paires électrons-positrons qui, en se recombinant, vont produire deux 
rayonnements de 511 keV. En plus de ces gammas, il faut également ajouter le Bremsstrahlung 
produit par le ralentissement du muon dans la matière. 
Un autre type d’interaction est la capture directe si les matériaux en question possèdent 
des numéros atomiques élevés. Dans ce cas, il y a la création de radioéléments ainsi que de 
neutrons rapides (neutrons tertiaires). Ces neutrons peuvent alors produire, suite à des réactions 
de type (n,γ), (n,p), (n,α) ou encore (n,2n), des gammas supplémentaires ou même des radio-
isotopes avec des temps de vie courts qui vont saturer le spectre d’acquisition [30,38,39]. En 
ce qui concerne les neutrons provenant du flux secondaire, ces derniers ont le même type de 
conséquence sur les spectres d’acquisition que ceux issus du flux tertiaire.  
III.1.3. Le transport faisceau et la nature de l’échantillon 
Cette source de bruit est particulière car elle est créée par la mesure elle-même. Prenons 
le cas d’une particule A venant collisionner une particule B pour former un noyau composé C*. 
Ce dernier peut alors se désexciter via différentes voies (émission de gammas, de particules, 
…). Cependant, si l’on s’intéresse uniquement à un mode de désexcitation en particulier, les 
autres voies de désexcitation peuvent interférer avec notre mesure. Par exemple, si notre intérêt 
se porte sur la détection d’un gamma d’énergie E0 et que les autres voies de désexcitation 
émettent des gammas d’énergies proches ou supérieures, alors ces derniers vont intervenir dans 
le taux de détection des gammas d’énergie E0 à travers le fond Compton ou encore par les pics 




 À côté des perturbations liées aux voies de désexcitation, il faut ajouter les produits 
des réactions qui peuvent avoir lieu tout au long du transport faisceau. Chaque fois que ce 
dernier rencontre un matériau (collimateur, BPM, fentes, …) il peut créer des interactions 
coulombiennes ou même nucléaires. Dans le cas de la détection de gammas, ces réactions 
parasites peuvent alors interférer avec le spectre. Ce phénomène est d’autant plus important 
que l’énergie des ions incidents est élevée et que leur numéro atomique est faible. Outre via le 
transport du faisceau, elles peuvent également avoir lieu dans la cible elle-même. Cela peut 
provenir de la matrice, du substrat ou encore d’impuretés présentes dans la cible. Ces impuretés 
peuvent soit se trouver en surface suite à une contamination (de surface) ou bien en volume 
lors de la fabrication de la cible. Dans le cas de mesures présentant des faibles taux de 
comptages, comme c’est le cas des mesures en astrophysique nucléaire, ces réactions parasites 
s‘avèrent très gênantes [40,41]. Dans certains cas, il est même possible que ces produits de 
réactions endommagent le détecteur lui-même (réactions produisant des neutrons).  
III.1.4. Le bruit électronique 
Cette dernière source de bruit est celle pour laquelle il est le plus compliqué de se 
prémunir et pourtant son effet est loin d’être négligeable. Le bruit électronique peut dégrader 
la résolution du détecteur et peut être une source de temps mort. Ce bruit peut notamment 
provenir des différents appareils électriques entourant le détecteur (alimentation à découplage, 
pompe turbo-moléculaire, etc.). Si de longs câbles sont utilisés et qu’ils sont mal placés, des 
effets d’antenne apparaissent et interfèrent avec le signal [31]. L’impédance des câbles joue 
également son rôle. Si deux câbles possédant des impédances différentes sont raccordés, le 









III.2.1. La radioactivité naturelle 
Afin de réduire le flux de gammas (issus de la radioactivité naturelle) perçu par le 
détecteur, il est nécessaire d’entourer ce dernier par des matériaux présentant un numéro 
atomique élevé et une activité radioactive faible. En effet, plus le numéro atomique d’un 
élément est élevé, plus la probabilité d’interaction entre ce dernier et un gamma l’est également. 
Il existe trois types d’interaction: l’effet Compton (σ~Z), l’effet photoélectrique (σ~Z5) et la 
création de paires électron-trou (σ~Z2). Suivant le numéro atomique du matériau et l’énergie 
du gamma incident, un type d’interaction va prédominer sur les autres. Notons que dans le cas 
de la création de paires électrons-positron, l’énergie du photon incident se doit d’être supérieure 
à 1022 keV. 
Le mercure (Z = 80) est un bon candidat. De plus, de par son état liquide, il peut être 
distillé de manière à l’épurer au maximum mais a le désavantage de devoir être stocké dans un 
récipient dont l’activité radioactive est également faible. Une autre alternative est l’utilisation 
du fer (Z = 26) qui, malgré un numéro atomique plus faible, présente un coût très réduit et est 
facilement usinable. Cependant du fer d’avant la seconde guerre mondiale doit être choisi car 
il contient moins d’éléments radioactifs [30,42] que le fer actuellement fournis. Ces 
contaminants radioactifs sont apportés lors de la production du métal. D’autres éléments plus 
exotiques, comme le tungstène (Z = 74) ou le tantale (Z = 73) pourraient également être 
sélectionnés, mais ces derniers sont difficiles à usiner. Finalement, le plomb (Z = 82) est 
l’élément le plus utilisé de par son faible coût et son usinage aisé. De plus, il présente une 
section efficace de capture neutronique faible et forme difficilement des radio-isotopes suite 
aux interactions avec les muons [5]. La Figure 4 montre l’atténuation des gammas dans le 
plomb en fonction de leur énergie. Ces données sont obtenues sur base du programme Xmudat 
disponible sur le site de l’Agence Internationale de l’Energie Atomique (IAEA) [43]. Il apparaît 
nettement qu’aux énergies propres à la radioactivité naturelle [0-3 MeV], les effets Compton 







Pourtant, le plomb contient du 210Pb, un isotope instable. Ce dernier, responsable de 
l’activité intrinsèque du plomb, est radioactif et possède un temps de demi-vie de 22 ans. Par 
exemple, lors de sa désintégration en 210Bi, un β- de 1.16 MeV est émis, ayant comme 
conséquence une large production de rayons X par Bremsstrahlung dans le plomb. Étant issu 
de la famille du 238U, le 210Pb se retrouve tout naturellement dans le plomb lui conférant une 
activité de l’ordre de 2500 Bq /Kg [5]. Il est cependant possible de le raffiner afin d’obtenir 
une activité pouvant atteindre moins de 1 Bq/Kg, avec les conséquences économiques que l’on 
peut imaginer. Un autre moyen d’obtenir un plomb basse activité est d’utiliser du « vieux » 
plomb, c’est-à-dire du plomb qui a été produit il y a longtemps et qui actuellement présente 
une activité très faible (jusqu’à 20 Bq /kg). Ce dernier est assez rare, étant donné qu’il est extrait 
d’anciennes canalisation ou de bateaux grecs, égyptien ou romain détruits en mer il y a environ 
2000 ans ou plus. 
 
 
Figure 4: Coefficient d’absorption pour des photons dans le plomb. Les courbes ont été obtenues grâce au programme 
XmuDat (https://www-nds.iaea.org/publications/iaea-nds/iaea-nds-0195.htm). 

































 Généralement, une épaisseur de plomb comprise entre 10 et 15 cm suffit à réduire la 
radioactivité naturelle de deux ordres de grandeur [35,44]. Au niveau du sol, il n’est pas 
conseillé d’utiliser une épaisseur plus importante. Hormis un coût plus élevé, cela amène un 
Bremsstrahlung plus important suite aux muons traversant le plomb. En plus de cela, comme 
expliqué un peu plus haut, les muons peuvent produire des neutrons rapides par spallation [45] 
étant donné le numéro atomique élevé du plomb.  
 En ce qu’il concerne le radon, le mieux est d’étanchéifier l’endroit où se trouve le 
détecteur grâce à des feuilles métalliques les plus fines possibles. Effectivement, le métal 
convient mieux que le plastique car le radon peut diffuser à travers ce dernier [46]. De plus, les 
plastiques étant composés principalement de C, H et O, il est possible d’y retrouver du 14C ainsi 
que du 3H qui peuvent également produire des gammas. Le tout doit être mis en surpression, 
avec par exemple de l’azote, afin d’éviter toute entrée d’air possible. Une autre solution 
consiste à laisser un flux constant d’azote sec suffisant de manière à limiter la quantité d’air 
aux alentours du détecteur [47]. Il est également possible d’étanchéifier la pièce dans laquelle 
se trouve le système de mesure et de renouveler l’air grâce à un système de ventilation [48,49]. 
Dans le cas où le radon contamine une surface, seul un nettoyage à l’acide (par exemple de 
l’acide nitrique) permet de le retirer [5]. 
III.2.2. Le rayonnement cosmique 
Les muons étant fort pénétrants, il est compliqué de les stopper. Leur parcours moyen 
étant de l’ordre de 2kg/cm² [5], plusieurs centaines de mètres de roches sont nécessaires pour 
les arrêter. Pour cette raison, plusieurs laboratoires sont installés dans des mines [50] ou sous 
la montagne. C’est notamment le cas de LUNA (Laboratory for Underground Nuclear 
Astrophysics), situé en dessous de la montagne grand Sasso en Italie à une profondeur de 
1400m (3600 m.w.e.4) [51]. Le flux de muons est alors diminué de 6 ordres de grandeur [6] 
mais cela n’est pas le seul avantage puisque le flux secondaire de neutrons, de même que le 
flux de neutrons produits suite à l’interaction des muons avec le plomb est également réduit. 
Ceci est résumé à la Figure 5 qui montre qu’une profondeur de 10 m.w.e. suffit à stopper le 
flux de neutrons secondaire. En revanche, le flux de neutrons tertiaire reste quant à lui 
important. Pour ce dernier une profondeur de 100 m.w.e. est requise pour obtenir une 
                                                          
4 Equivalent épaisseur en eau. La conversion est basée sur la densité des matériaux. 
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diminution d’un peu plus d’un ordre de grandeur. Malgré le net avantage de se placer sous le 
sol, cela requiert évidemment des investissements fort élevés. 
Une autre solution, afin de s’affranchir des muons, est d’utiliser un blindage actif. Ce 
dernier consiste à placer un détecteur sensible aux rayonnements cosmiques, comme un 
scintillateur, tout autour du détecteur de gammas et de mettre les deux détecteurs en anti-
coïncidence. Comme les muons sont fortement pénétrants, ils passeront facilement à travers 
les deux détecteurs. Ainsi, si l’on détecte un évènement dans le scintillateur puis peu de temps 




Grâce à ce type de blindage, il est également possible de s’affranchir des gammas 
produits par le flux de neutrons tertiaires. Si le temps de vie des radio-isotopes produits est 
inférieur à la fenêtre de temps utilisée pour l’anti-coïncidence, alors les gammas émis par ces 
derniers ne seront pas pris en compte. Toujours dans le but de diminuer le bruit provenant de 
ce flux de neutrons tertiaire, il est possible de placer des modérateurs/absorbeurs de neutrons 
(de type polyéthylène boraté). Ces derniers doivent être idéalement placés entre les couches de 
Figure 5: Flux du rayonnement cosmique secondaire en fonction de la profondeur. Le flux des neutrons tertiaires produits 
dans du plomb a également été ajouté. Les composantes nucléiques sont composées à 97 % de neutron. Image provenant de 
Heusser et al. [5] 
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plomb constituant le blindage passif de manière à ce que ces dernières puissent absorber les 
gammas émis par les neutrons [33]. De plus, cette configuration permet d’atténuer le bruit 
amené par les radio-impuretés présentes dans les modérateurs. 
Finalement, un dernier moyen de nettoyer le spectre est d’utiliser des techniques de 
coïncidences de type gamma-gamma, comme c’est le cas de LENA [7] ou des détecteurs 
Euroball [52] et Gammasphere [53]. Ce type de coïncidence est très utile pour l’étude de 
réactions nucléaires ou de désintégration radioactive dans lesquelles le noyau excité retombe à 
son état fondamental en émettant plusieurs gammas d’énergies différentes. Ainsi, il est possible 
de synchroniser plusieurs détecteurs de manière à ce qu’un évènement soit validé si et 
seulement si plusieurs gammas provenant de la chaîne de désintégration sont détectés dans un 
certain laps de temps. Le désavantage de cette technique est que, si le facteur de branchement 
correspondant à un certain mode de désexcitation est faible, le taux de détection le sera 
également. 
III.2.3. Le transport faisceau et la nature de l’échantillon 
Afin de limiter les réactions nucléaires parasites générées lors du transport faisceau, 
une solution simple et efficace consiste à revêtir les éléments de collimation (fentes, 
collimateurs) par un matériau présentant un Z élevé et radioactivement stable. Les collimateurs 
sont donc généralement dorés et les extrémités des fentes sont quant à elles constituées de 
rouleaux en tungstène. De plus, il faut éloigner au maximum du détecteur ces endroits de 
collimation. 
Au niveau de la cible, il doit tout d’abord y avoir un choix sur la matrice utilisée. 
Idéalement, il faudrait une cible uniquement constituée de l’élément B, mais cela n’est 
évidemment pas toujours possible. Si ce n’est pas le cas, comme la nature de la matrice est 
connue, il est facile de prévoir quelles réactions auront lieu.  
Par contre, ce n’est pas le cas des impuretés qui peuvent soit se trouver en surface ou 
alors dans la cible elle-même. Dans le cas des impuretés en surface, ces dernières proviennent 
principalement d’hydrocarbures ou de vapeur d’eau, et sont donc constituées en majeure partie 
d’hydrogène, de carbone et d’oxygène. Nous pouvons donc prévoir le type de réactions 
parasites qui auront lieu. Afin de limiter cette contamination de surface, le mieux est de nettoyer 
l’échantillon une fois ce dernier placé dans la chambre d’analyse. Cela peut se faire par exemple 
par décapage plasma. Il faut également veiller à ce que le vide résiduel de la chambre soit 
propre et faible. Un doigt froid (c’est-à-dire un bon conducteur thermique) est donc placé et 
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refroidit avec de l’azote liquide (-196° C) à proximité de l’échantillon. Par condensation, les 
molécules venant frapper ce doigt froid vont rester accrochées à ce dernier. En ce qui concerne 
les impuretés en volume, il faut limiter leur présence lors de l’élaboration de la cible. Cela n’est 
pas toujours évident car la réalisation de la cible peut se faire en plusieurs étapes, chacune 
d’elles pouvant potentiellement amener de nouvelles impuretés. 
Enfin, comme dit précédemment, la probabilité de créer ces réactions parasites 
augmente si le numéro atomique de l’ion incident est faible. Le noyau A franchira d’autant plus 
facilement la barrière coulombienne du noyau B que son numéro atomique sera faible. Ainsi, 
il est beaucoup plus probable de créer des réactions parasites avec un faisceau de protons 
qu’avec un faisceau de carbone. La solution consiste à envoyer des ions lourds sur une cible 
contenant des éléments légers. Cette inversion cible /faisceau incident est connue sous le nom 
de cinématique inverse. 
III.2.4. Le bruit électronique 
Pour diminuer le bruit électronique, il est indispensable de réduire les longueurs de 
câbles utilisées et d’éviter au maximum les boucles de masse. Ceci n’est pas toujours évident 
car les systèmes d’acquisition ne se trouvent généralement pas dans la même pièce que celle 
où a lieu l’expérience. De plus, il faut veiller à utiliser des câbles de bonne impédance, quitte 
à forcer l’impédance d’entrée des modules en plaçant des résistances en parallèle au niveau des 
connexions. Il est également recommandé d’utiliser des câbles blindés afin d’éviter toute 
perturbation électromagnétique. Si possible, il est aussi utile d’utiliser une seule baie 
d’alimentation pour tous les modules électroniques de manière à ce que ces derniers possèdent 
la même masse. 
Il existe également de plus en plus de modules qui numérisent directement le signal à 
la sortie du détecteur [54,55]. Le fait de numériser directement le signal réduit fortement le 
bruit électronique par rapport à une chaîne d’acquisition analogique. En effet, le signal doit 
passer à travers moins de modules et de câbles que dans le cas analogique. De plus, ces modules 
peuvent être placés juste à côté du détecteur de manière à réduire le plus possible les longueurs 
de câbles. Finalement, le transfert des données entre ces modules numériques et l’ordinateur 
d’acquisition peut se faire par fibre optique, ce qui réduit de nouveau les interférences 
électromagnétiques sur les données. 
33 
 
IV. Deuxième partie : développement expérimental d’un système de 
détection bas-bruit utilisé pour l’astrophysique nucléaire 
IV.1. Développement du système de détection bas-bruit 
IV.1.1. Développement expérimental 
Dans le but de réduire les différentes sources de bruits mentionnées dans la première 
partie, nous avons mis au point un dispositif de détection « bas-bruit ». Celui-ci est constitué 
d’un blindage passif (dénommé château de plomb) et d’un blindage actif, chacun de ces deux 
blindages ayant un objectif bien particulier. Comme nous le verrons dans ce chapitre, le 
blindage passif sert à limiter le bruit provenant de la radioactivité naturelle tandis que le 
blindage actif est utilisé pour minimiser le signal dû au rayonnement cosmique. Rappelons que 
ce dispositif est en fait l’amélioration d’un système précèdent. Un accent sera donc mis sur la 
comparaison des performances de blindage entre ces deux systèmes. En outre de ces différents 
blindages, le bout de ligne (comme son nom l’indique, il s’agit de la fin de la ligne de transport 
faisceau, là où se produisent les réactions nucléaires étudiées) a également été retravaillé de 
manière à réduire certains effets indésirables (carbone « build-up », erreur sur l’intégration de 
courant, etc.) pouvant induire des erreurs lors de mesures. Ces améliorations seront également 
présentées dans ce chapitre. 
IV.1.1.1. Le détecteur de gamma 
Le choix du détecteur de rayon gamma est très important. Suivant les caractéristiques 
souhaitées (haute efficacité de détection, bonne résolution, temps de réponse, prix, etc.) tout un 
panel de détecteurs existe. Les détecteurs souvent utilisés pour leur haute efficacité de détection 
et leurs prix sont les scintillateurs inorganiques, typiquement le NaI(Tl) (iodure de sodium dopé 
au thallium) ou le BGO (Bi4Ge3O12). Ce type de détecteur est aussi bien sensible aux photons 
qu’aux particules chargées et son principe de fonctionnement est basé sur l’émission de lumière 
provenant de la recombinaison entre paires électron-trou. Cependant, il présente une faible 
résolution en énergie, ce qui, dans le cas de mesures bas-bruits, n’est pas du tout adéquat. Pour 





Dans notre cas, nous avons opté pour un détecteur High Purity Germanium (HPGe) car 
ce dernier présente une excellente résolution en énergie (2.11 keV à une énergie de 1332 keV) 
comme illustré à la Figure 6. Nous voyons clairement sur cette figure que la résolution d’un 
HPGe est bien supérieure à celle d’un détecteur NaI(Tl). Toutefois, pour des détecteurs de 
tailles identiques, une meilleure résolution implique une moins bonne efficacité de détection, 













Le principe de fonctionnement du détecteur HPGe est différent de celui des 
scintillateurs. Il s’agit d’une diode semi-conductrice (dopée p ou n) polarisée en sens inverse 
de manière à obtenir une zone déplétée importante. Ainsi, on peut facilement atteindre des 
zones déplétées de quelques centimètres, ce qui est nécessaire pour la détection de gammas de 
hautes énergies. Le principe de détection du photon est le suivant : le gamma incident, par effet 
photo-électrique avec le cristal de germanium, produit un photoélectron dont l’énergie 
cinétique est égale à la différence entre l’énergie du gamma et le gap du semi-conducteur 
(différence d’énergie entre la bande de valence et celle de conduction). Ce photoélectron va 
alors ioniser la matière, créant ainsi des paires électron-trou qui seront ensuite collectées à 
Figure 6: Comparaison d’un spectre pris part un détecteur NaI(Tl) (noir) et un HPGe (rouge). Les sources gamma utilisées 
sont du 137Cs et du 60Co. 



















travers le détecteur. Le nombre de paires électron-trou qui sont produites dépend de l’énergie 
du photoélectron mais aussi de la valeur du gap. Dans le cas du germanium, le gap est de l’ordre 
de 0.67 eV à 77 K [1], ce qui lui confère une très bonne résolution. Ainsi, l’énergie déposée 
par le gamma est directement proportionnelle au courant collecté. Ce courant est alors 
transformé en tension (ce qui sort du préamplificateur) dont l’amplitude est proportionnelle à 
l’énergie déposée dans le détecteur. Cependant, il ne peut pas opérer à température ambiante. 
En effet, de par son faible gap, l’agitation thermique suffit à créer un grand nombre de paires 
électron-trou, ce qui peut endommager le détecteur si ce dernier est sous tension. C’est 
pourquoi le détecteur doit être systématiquement refroidi à l’azote liquide. Notons qu’un 
jumper permet de régler le gain entre la charge collectée au niveau du cristal et la tension de 
sortie du préamplificateur. Ce jumper peut prendre deux positions (haut gain et faible gain) et 
suivant cette dernière, la résolution du détecteur est directement impactée. Nous reviendrons 
un peu plus tard sur ce détail. Hormis le fait que ce détecteur doit être refroidi pour fonctionner, 
ce type de détecteur est très coûteux.  
Notre détecteur HPGe consiste en un cristal de germanium cylindrique possédant un 
diamètre de 86 mm et une hauteur de 88 mm, le tout pour un volume actif de 506 cm³ (il faut 
retirer le volume de l’électrode centrale). Comme le montre la Figure 7, le cristal se trouve à 
une distance de 30 cm du Dewar (récipient permettant le stockage de l’azote liquide), ce qui 
permet de l’insérer complètement dans le château de plomb (ce dernier est décrit plus loin dans 
cette partie). Il présente une résolution annoncée par l’usine de 2.3 keV pour un rayonnement 
de 1332 keV issu d’une source de 60Co. Cette valeur a été confirmée expérimentalement.  
De par son volume important, il présente une efficacité relative de 132%, ce qui signifie 
que, pour des gammas de 1332 keV issus d’une source de 60Co placée à 25 cm, il détecte 1,32 
fois plus de gamma qu’un cristal de NaI(Tl) de 3 X 3 pouces. Cette dernière caractéristique a 
été vérifiée par G. Genard à l’aide de simulations Monte-Carlo[2]. Il avait alors trouvé une 
efficacité relative de 137 %.  
Finalement, tout détecteur étant composé de différents matériaux, il faut veiller à ce que 
ces derniers présentent une activité radioactive la plus faible possible (dans le cadre d’un 
système bas-bruit). Le détecteur que nous utilisons a été choisi afin que l’activité des matériaux 














IV.1.1.2. Blindage contre la radioactivité naturelle ou blindage passif 
Comme montré à la Figure 3, la radioactivité naturelle présente un spectre de 
rayonnements gammas entre 0 et 3 MeV.  Afin de réduire ce signal et de maximiser l’absorption 
des rayonnements, nous avons également vu qu’il était nécessaire d’utiliser des matériaux 
présentant un numéro atomique élevé. Nous avons donc utilisé un château de plomb (Z=82) 
composé de 100 mm de plomb basse activité (50 Bq /kg) suivi de 20 mm de plomb ultra-basse 
activité (10 Bq/kg). Les rayons X et les neutrons produits dans le plomb par les rayonnements 
cosmiques, de même que la radioactivité provenant des familles U et Th présente dans le 
plomb[56],  ont été limités par une couche de 2 mm de cuivre suivie de 4 mm de plexiglas qui 
ont été ajoutées dans l’enceinte (voir Figure 8). Le tout forme un parallélépipède, avec une base 
carrée de 498 mm et une hauteur de 424 mm, posé sur rail pour faciliter le déplacement du 
château lors des expériences. Ce type de blindage est dit « passif » car il utilise simplement de 








L’espace vide permet d’accueillir un détecteur et éventuellement le bout de ligne. Le 
détecteur peut être introduit ou retiré facilement du château grâce à un support coulissant sur 
roulements à billes. Afin de minimiser l’accumulation de radon dans le château de plomb, un 
flux d’azote est introduit à l’aide d’un tuyau passant par le support du détecteur. De l’autre côté 
de l’entrée du détecteur se trouve un trou permettant d’amener le bout de ligne dans le château 
et ainsi de choisir la distance détecteur - porte-échantillon (voir Figure 9). Ce trou peut être 
comblé par un bouchon présentant la même composition que le château. Dans ce cas, il est 
possible d’isoler complètement le détecteur de l’environnement extérieur, ce qui est pratique 








Figure 8: Schéma des différentes couches composant le château de plomb 
Figure 9: Intérieur du château de plomb. Sur la gauche, orifice par lequel est introduit le détecteur. Sur la droite, orifice à 
travers lequel le bout de ligne est inséré dans le château et qui peut être fermé à l’aide d’un bouchon. 
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IV.1.1.3. Blindage actif 
Pour minimiser le bruit dû aux rayonnements cosmiques, nous avons opté pour un 
blindage actif. Ce mode de travail nécessite l’utilisation de plusieurs (au moins deux) détecteurs 
mis en anti-coïncidence. Nous avons choisi des scintillateurs plastiques (EJ-200 de chez 
Scionix) de 2.5 cm d’épaisseur. Comme mentionné plus haut, ces détecteurs sont sensibles aux 
particules chargées ainsi qu’aux photons. De plus, ils présentent un faible coût et une forme 
modulable de manière à s’adapter facilement au système expérimental. Ce type de scintillateur 
est composé de deux éléments : le polyvinyltoluène (PVT) et l’anthracène. Le premier (que 
l’on nomme généralement solvant) est un matériau de synthèse que les photons ou les particules 
vont venir ioniser et donc y déposer leur énergie. Le PVT va alors transmettre son énergie au 
second composé, l’anthracène (généralement appelé soluté) qui possède trois cycles 
benzéniques lui conférant des propriétés de scintillations lors de l’ionisation par un photon ou 
une particule chargée [57]. Une fois les électrons des cycles benzéniques excités, ils peuvent 
se désexciter en émettant des photons qui, de par leur longueur d’onde, ne seront pas réabsorbés 






Figure 10: Spectre typique d’émission et d’absorption lumineuse dans un scintillateur plastique [57]. 
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Les photons sont ensuite détectés par une photocathode couplée à un tube 
photomultiplicateur par l’intermédiaire d’un guide d’onde et de réflecteurs au sein du 
scintillateur. Comme il s’agit ici principalement de fluorescence, le temps de réponse de ce 
type de détecteur est de l’ordre de la nanoseconde, ce qui leur donne une excellente résolution 
temporelle. Le pouvoir d’arrêt des muons dans ce type de scintillateur est de l’ordre de 2 
MeV/cm [58]. On s’attend donc à pouvoir différencier le signal des muons de celui de la 
radioactivité naturelle (max 3 MeV). C’est ce que l’on appelle la discrimination (Figure 12a). 
Cette dernière est très importante dans notre cas car il est indispensable de pouvoir différencier 
les photons des muons afin de ne pas réaliser d’anti-coïncidence accidentelle.  
Les muons possédant une distribution en cos2(θ) (θ =0° étant l’angle zénithal) [36], le 
détecteur central doit être recouvert au maximum (dans notre cas, l’HPGe) par les scintillateurs. 
Précédemment, un blindage actif fut développé par Genard et al [3]. Ce dernier n’était constitué 
que d’un seul scintillateur plan de 500 mm de côté et de 25 mm d’épaisseur, le tout couvrant 
un angle de 49.6° par rapport au centre du détecteur HPGe. Afin d’élargir l’angle solide de 
détection de muons, nous avons remplacé ce scintillateur par trois scintillateurs: un 
hémicylindrique et deux plans (voir Figure 11). Les deux scintillateurs plans sont montés sur 
vérins pneumatiques de manière à les soulever pour faciliter l’introduction et l’extraction de la 
ligne ou du détecteur dans le château de plomb. Le scintillateur hémicylindrique est quant à lui 
posé entre les deux scintillateurs plans, de manière à recouvrir le reste du château de plomb. 
Cependant, ce blindage n’est pas parfait parce qu’il est nécessaire d’insérer à la fois le bout de 
ligne dans le château et le détecteur. Il n’est donc pas possible de recouvrir intégralement la 
surface du château. Toutefois, comme les muons possèdent une distribution en cos²(θ), nous 
nous attendons à ce que le nombre de muons arrivant à l’horizontal soit très faible, et que donc 
leur contribution le soit également. La Figure 11 montre clairement que la couverture angulaire 
est beaucoup plus importante avec notre système qu’avec l’ancien et nous espérons donc une 
meilleure efficacité de blindage contre les muons.  
Le choix d’un scintillateur hémicylindrique peut poser question car un scintillateur plan 
aurait également pu faire l’affaire avec l’avantage de présenter un prix réduit. Cette forme 
hémicylindrique a été choisie pour des raisons didactiques. En effet, ce dispositif de détection 
bas-bruit est non seulement utilisé par les chercheurs, mais également par les étudiants afin de 
mesurer la distribution en cos²(θ) des muons. Pour ce faire, il est nécessaire d’avoir un 




Au niveau de l’électronique, le scintillateur courbe est équipé d’un guide de lumière 
(en queue de poisson) relié à une photocathode couplée à un tube photomultiplicateur et un 
préamplificateur, tandis que les deux scintillateurs plans sont chacun couplés directement à une 
photocathode et un tube photomultiplicateur. À la Figure 12a, on observe clairement la 
discrimination obtenue à l’aide du scintillateur plan utilisé avec l’ancien système. Cette 
discrimination est beaucoup plus compliquée à obtenir avec les scintillateurs de notre système. 
En effet, pour le scintillateur hémicylindrique (Figure 12b), le signal des muons est confondu 
avec celui de la radioactivité naturelle car la quantité d’énergie déposée par les muons dépend 
fortement du lieu d’interaction et de l’épaisseur de scintillateur traversée. Nous sommes donc 
obligés de prendre une partie du signal correspondant à la radioactivité naturelle afin de tenir 
compte de tous les muons susceptibles de traverser le détecteur HPGe, quitte à augmenter la 
probabilité d’obtenir des anti-coïncidences fortuites. Dans le cas des deux scintillateurs plans, 
il est également difficile d’obtenir clairement la discrimination car ils ne possèdent pas de 
préamplificateur. Afin de remédier à ce problème, nous avons mis chacun des deux 
scintillateurs à plat et placé une source de 60Co (gamma de 1173.24 et 1332.53 keV) pour 
« calibrer » les scintillateurs (grâce au front Compton) et fixer la région d’intérêt correspondant 
Figure 11: À gauche, ancien blindage actif avec un seul scintillateur. À droite, nouveau blindage actif composé de trois 
scintillateurs (en noir) : un hémicylindrique et deux plans de part et d’autre du château de plomb. 
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aux muons. Connaissant la surface des scintillateurs et le flux de muons dans le laboratoire 
(mesuré par G. Genard [2]), nous avons pu vérifier cette région d’intérêt en mesurant le nombre 





Avant de passer à la suite, il est légitime de se demander si un tel blindage contre les 
rayonnements cosmiques est réellement nécessaire dans le cas de notre détecteur. Autrement 
dit, quel est le nombre de muons qui vont traverser (et donc interagir) avec le détecteur, et 
quelle sera l’énergie moyenne déposée. Nous savons que le nombre de muons au niveau de la 
mer est de l’ordre de 1µ/min/cm². Gilles Genard a mesuré un taux de 0.6µ /min/cm² au niveau 
du laboratoire LARN. Cette réduction du flux est aisément expliquée par l’épaisseur de béton 
que constituent les 5 étages situés au-dessus de la salle d’expérience. Pour notre détecteur, si 
on le considère comme plan (vu du dessus) avec les dimensions décrites précédemment, cela 
nous donne un taux de détection de l’ordre de 45 muons par minute. Intéressons-nous 
maintenant à l’énergie moyenne déposée par un muon traversant le détecteur en sachant que le 
pouvoir d’arrêt des muons dans le germanium est de l’ordre de 7.3 MeV/cm [58]. Notre 






























Figure 12: Discrimination dans le cas de : à  gauche : un  scintillateur plan de 25 mm d’épaisseur. à droite : un scintillateur 
hémicylindrique de 25 mm d’épaisseur. Sur la figure de gauche, la ligne en pointillé fait la séparation entre le rayonnement 
provenant de la radioactivité naturelle (à gauche) et les rayonnements cosmiques (à droite). 
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détecteur ayant une hauteur de 84mm et étant positionné à l’horizontale lors des acquisitions, 
l’énergie moyenne perdue par un muon le traversant de part en part est de l’ordre de 60 MeV. 
Toutefois, notre détecteur étant cylindrique, il est tout à fait possible qu’un muon passe à travers 
une partie moins épaisse du détecteur, et y dépose ainsi une quantité d’énergie plus faible 
pouvant interférer avec les mesures. Ces quelques chiffres nous montrent qu’il est absolument 
nécessaire de se défaire des évènements provenant des rayonnements cosmiques, et donc que 
l’utilisation d’un blindage actif dans notre cas est indispensable. 
IV.1.1.4. Chaîne d’acquisition  
Pour rendre le blindage actif opérationnel, les détecteurs seuls ne sont pas suffisants car 
il faut également pouvoir les relier entre eux afin de savoir s’il faut ou pas effectuer l’anti-
coïncidence. Ceci est réalisé par la chaîne d’acquisition. Cette dernière, comme nous le verrons, 
a évolué au cours de ce travail. En effet, nous avons démarré avec une chaîne d’acquisition 
analogique pour terminer sur un système entièrement numérique. Pour des raisons 
pédagogiques, nous présenterons le principe de fonctionnement de l’anti-coïncidence dans le 
cas de la chaîne analogique, le cas de la chaîne numérique étant fort semblable mais moins 
visuel. 
IV.1.1.4.a Système analogique et anti-coïncidence 
Le principe de l’anti-coïncidence est le suivant : pour qu’un muon atteigne le détecteur 
HPGe, il doit passer à travers un des scintillateurs qui recouvrent ce dernier (nous supposons 
une couverture du blindage actif de 4pi sr) de manière à ce que si nous obtenons un signal en 
sortie d’un scintillateur et que, peu de temps après, nous en observons un en sortie de l’HPGe, 
c’est qu’il s’agit très probablement d’un évènement extérieur ayant traversé les deux détecteurs 
et dans ce cas, nous supprimons cet évènement du spectre. En pratique, le temps de réponse 
des différents détecteurs n’est pas le même et le traitement des signaux dans la chaîne 
d’acquisition peut induire des retards. Voyons comment faire pour pallier ces problèmes avec 
la chaîne d’acquisition analogique (Figure 13). 
Commençons par les scintillateurs. Ces derniers, comme expliqué ci-dessus, possèdent 
des temps de réponse très courts (l’ordre de la nanoseconde) et nécessitent donc une 
électronique adaptée. Pour les deux scintillateurs plans, chaque sortie est reliée à un 
amplificateur rapide (modèle 2015 A) qui fournit un signal de sortie de type TTL (signal 
rectangulaire d’amplitude constante) dès que l’amplitude du signal d’entrée est supérieure à un 
seuil fixé par l’utilisateur (mode discrimination). Cela permet de profiter de la discrimination 
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entre la radioactivité naturelle et les muons (Figure 12). Ces deux signaux sont ensuite inversés 
et envoyés dans une unité logique « ou » (module 1). Dans le cas du scintillateur courbe, le 
signal en sortie du préamplificateur est introduit dans un amplificateur (modèle 2111). Ce 
dernier permet de mettre en forme le signal provenant du scintillateur courbe avant de l’envoyer 
dans un Constant Fraction Discriminator (CFD) qui permet de filtrer les impulsions en entrées 
et de sortir un TTL (positif ou négatif) si le signal d’entrée dépasse un seuil fixé par l’utilisateur. 
Comme pour les ampli 2015 A, ce module a pour objectif de supprimer les informations 
provenant de la radioactivité naturelle dans le scintillateur courbe. La sortie du CFD est ensuite 
injectée dans une unité logique « ou » (module 2 avec les signaux provenant de l’unité logique 
précédente (celle correspondant aux deux scintillateurs plans). Ainsi, à chaque fois qu’un muon 
traversera un des trois scintillateurs, nous retrouverons un signal en sortie du module 2. 
 Pour le détecteur HPGe, comme précédemment expliqué, il faut tenir compte du temps 
de traitement du signal par le détecteur qui est beaucoup plus long (quelques microsecondes). 
La sortie du préamplificateur est introduite dans un amplificateur (modèle 2026). Ce dernier 
possède deux sorties identiques (avant et arrière) par lesquelles le signal du préamplificateur 
est amplifié et mis en forme (une gaussienne généralement). Ces deux sorties sont introduites 
dans l’ADC (Analogic to Digital Converter) afin d’être numérisées et traitées (mise sous forme 
de spectres) par le programme d’acquisition (ici MPA-3). Un autre type de sortie de 
l’amplificateur, l’ICR, émet systématiquement un signal TTL lorsqu’une impulsion entre dans 
l’amplificateur. Ce signal, d’abord rendu négatif par un inverseur, va être mis en forme et 
allongé pour être ensuite inséré dans une troisième unité logique (module 3) effectuant un 
« ET ». L’autre entrée de cette unité sera utilisée pour introduire le signal TTL provenant du 
« ou » des trois scintillateurs (éventuellement retardé par un module de délais). Ainsi, si un 
muon traverse un des scintillateurs et passe ensuite par l’HPGe, les signaux respectifs des deux 
détecteurs arriveront en même temps au niveau du module 3 et un signal TTL sera alors émis, 
indiquant la coïncidence entre les deux évènements. Dans le cas où le muon ne passerait qu’à 
travers les scintillateurs ou bien d’un gamma détecté par l’HPGe, aucun signal ne sortira de 
cette unité logique. 
 Finalement, le signal en sortie du « ET » (module 3), moyennant une mise en forme, 
va être utilisé pour « gâter » une des deux entrées de l’ADC. Cela signifie que si un signal 
provenant de l’HPGe arrive dans l’ADC quand ce dernier est « gâté », alors l’ADC ne 
numérisera pas le signal. De cette manière, dans le cas d’un muon traversant le scintillateur et 
l’HPGe, le signal TTL du « ET » ainsi que le signal entrant dans le canal de l’ADC arriveront 
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en même temps et l’évènement ne sera pas numérisé par l’ADC, il n’apparaîtra donc pas dans 
le spectre. L’utilisation simultanée d’une entrée « gatée » et d’une autre qui ne l’est pas permet 





Figure 13: Chaîne d’acquisition analogique pour l’anti-coïncidence. 
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IV.1.1.4.b. Système numérique 
Contrairement au système analogique qui met le signal en forme avant de se faire 
numériser par l’ADC (Analogic to Digital Converter), le système numérique digitalise 
directement le signal après le détecteur (ou son préamplificateur). Nous ne rentrerons pas dans 
les détails du module, mais voici brièvement son mode de fonctionnement (une description 
bien plus complète se trouve dans la référence [59] et dans les références internes). Une fois le 
signal entré, ce dernier passe à travers un filtre RC-CR² qui réalise une intégration suivie d’une 
double différentiation. Ce filtre permet notamment de réduire le bruit sur les signaux en lissant 
les variations rapides. Ensuite, grâce à un algorithme (DPP-PHA  pour Digital Pulse Processing 
for Pulse Height Analysis), basé sur celui de Jordanov [60], ce signal est transformé en un 
trapèze dont la hauteur est directement proportionnelle à l’énergie déposée dans le détecteur. 
Cette hauteur est ensuite associée à un numéro de canal. 
Le fait de digitaliser l’impulsion directement en sortie du préamplificateur présente 
plusieurs avantages. Tout d’abord, plus vite le signal est digitalisé, moins il sera exposé aux 
sources de bruits électroniques extérieures. Par exemple, dans le cas de la chaîne analogique, 
le signal en sortie du préamplificateur doit au moins passer par un amplificateur avant d’être 
entré dans un ADC. Le signal est donc susceptible de subir des perturbations suite aux effets 
d’antennes, aux boucles de masse ou même aux réfexions lorsqu’il passe par les câbles reliant 
les différents modules. Dans le cas de la chaîne d’acquisition numérique, la connexion entre 
les modules électroniques et l’ordinateur d’acquisition est réalisée par des fibres optiques. Cela 
a pour avantage d’augmenter le flux de données transportées et rend le signal beaucoup moins 
sensible aux effets mentionnés juste ci-dessus. Cependant, le détecteur doit quand même être 
relié au module digital et est donc susceptible d’être exposé à ces effets. Pour remédier à cela, 
les modules digitaux sont placés le plus près possible des détecteurs (~ 20 cm pour le HPGe).  
Un autre avantage de ces modules est la stabilité de l’électronique au cours du temps. 
En effet, lors de longues acquisitions (comme c’est le cas dans l’étude de mesures de sections 
efficaces à très basse énergie) il est indispensable que le gain du système (autrement dit son 
étalonnage en énergie) soit stable dans le temps. Ce gain peut être amené à varier lorsque, par 
exemple, certains éléments de la chaîne d’acquisition se mettent à chauffer, phénomène 
d’autant plus probable lorsque de nombreux modules se trouvent les uns à côté des autres dans 
une baie d’alimentation NIM (Nuclear Instrumentation Module), là où le refroidissement se 
fait moins bien. Les systèmes numériques que nous utilisons étant autosupportés, il est tout à 
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fait possible de les mettre dans un endroit dégagé assurant ainsi le bon refroidissement du 
système. Ceci nous amène à un autre avantage du système numérique : l’encombrement. En 
effet, les systèmes analogiques requièrent des modules qui doivent être placés dans des baies 
NIM. Ces baies NIM sont généralement placées dans de grosses armoires (2.0 X 1.0 X 0.6 m³) 
afin de pouvoir les empiler sur la hauteur. Ces armoires sont encombrantes et difficilement 
déplaçables. Dans le cas de nos systèmes numériques, ces derniers consistent en des boîtiers 
de 154 X 50 X 164 mm³ pour une masse de 680 g, ce qui les rendent donc compacts et 
facilement déplaçables le long des lignes d’analyses. Finalement, comme les paramètres de 
mise en forme du signal (amplification, temps de montée, temps de descente, etc.) sont réglés 
par ordinateur, il est possible de sauvegarder les configurations et de pouvoir les charger 
facilement, ce qui n’est pas le cas avec les systèmes analogiques.   
 
Figure 14: Chaîne d’acquisition numérique dans le cas de l’anti coïncidence. 
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Dans notre cas, afin de réaliser l’anti-coïncidence, nous avons utilisé deux modules 
numériques de chez Caen utilisant tous deux l’algorithme DPP-PHA [54], la seule différence 
étant la tension d’entrée, ±10 V (nommons-le numérisateur 1) pour l’un et ±2.25 V (nommons-
le numérisateur 2) pour l’autre. Le numérisateur 1 est utilisé pour numériser les signaux 
provenant des trois scintillateurs et le numérisateur 2 ceux de l’HPGe. Pour l’HPGe, afin de 
conserver un spectre avec et un autre sans anti-coïncidence, nous avons séparé le signal de 
sortie du préamplificateur en deux, chacun d’eux rentrant dans un des canaux d’acquisition du 
numérisateur 2. Le numérisateur 1 est réglé pour qu’à chaque fois qu’une impulsion provenant 
des scintillateurs dépasse un seuil fixé par l’utilisateur, un signal TTL soit émis au niveau de 
la sortie GPO (General programmable Purpose Output) [54] du module. Ce signal est ensuite 
entré dans le numérisateur 2 et mis en anti-coïncidence avec un des deux canaux correspondant 
à l’HPGe. Notons que dans notre chaîne d’acquisition, le signal provenant du GPO passe par 
un module de délai avant d’être introduit dans le numérisateur 2. Ce petit module 
« analogique » supplémentaire est requis car les numérisateurs ne sont pas synchronisés entre 
eux. La Figure 14 schématise cette chaîne d’acquisition. 
IV.1.2. Caractérisation du système de détection bas-bruit 
 
Après avoir décrit le système de détection bas-bruit, il est maintenant intéressant 
d’étudier ses performances. Attardons-nous d’abord sur le blindage passif. La Figure 15 montre 
un spectre pris avec le détecteur à l’extérieur (Figure 15a) et dans le château de plomb (Figure 
15b) pour des temps d’acquisitions respectifs de 63 et 48 heures. Pour l’acquisition à l’intérieur 
du château, ce dernier a été complètement fermé grâce au bouchon mentionné plus haut. Sur la 
Figure 15, on observe clairement une diminution, voire la suppression des pics ainsi que du 












Afin de donner une valeur à cette atténuation, nous avons comparé l’intensité de 
certaines raies pour les deux acquisitions (Tableau 1). Nous observons que pour les pics 
considérés, l’atténuation est de l’ordre de trois ordres de grandeur. Notons que certains pics 
restent présents, comme c’est le cas du 40K (situé à 1460.8 keV) ou le pic de recombinaison à 
511 keV. Ce dernier est majoritaire par rapport aux autres pics car il provient de la 
recombinaison de paires électron-positron principalement produites dans le plomb suite aux 
particules cosmiques. De plus, comme mentionné précédemment, le plomb utilisé possède sa 
propre activité et est donc susceptible de générer des rayonnements gammas qui vont interagir 
avec le détecteur. Il n’est donc pas étonnant de retrouver le pic du 208Tl, qui provient de la 
famille du 232Th et qui se situe à 2614 keV et ce, malgré l’épaisseur de cuivre situé entre le 
plomb et le détecteur. En effet, pour réduire d’un facteur 100 un gamma de 2614.6 keV (gamma 
provenant de la désintégration du 208Tl, famille du 232Th), il faudrait une épaisseur de 13 cm de 
Cuivre…5 
                                                          
5 Calculs réalisés grâce au logiciel Xmudat, téléchargeable sur le site de l’agence internationale de l’énergie 
atomique (https://www-nds.iaea.org/publications/iaea-nds/iaea-nds-0195.htm) 
Figure 15: Spectre du détecteur HPGe à l’extérieur (a) et à l’intérieur (b) du château de plomb pendant 63 et 48 heures 





























Tableau 1: Comparaison du taux de comptage (par heure) pour certains pics gamma à l’extérieur, dans le château de plomb, 
et dans le château de plomb avec le blindage actif en insérant un flux d’azote. Les temps d’acquisition sont de 63 heures pour 
l’extérieur et 48 heures pour les acquisitions avec blindage passif et avec blindage passif et actif. Les rapports sont obtenus 
en divisant les taux correspondant aux configurations blindage passif et passif plus actif par le taux de comptage à l’extérieur.  
 
Nous pouvons également nous intéresser à l’effet du flux d’azote à travers le château 
de plomb. La Figure 16 montre la superposition de deux spectres, avec et sans flux d’azote, 
normalisés par rapport au temps d’acquisition. De par l’importante atténuation des pics à 
travers le château de plomb, il n’est pas évident de dégager une tendance. Cependant, nous 
pouvons observer une atténuation (voir Tableau 2) des pics situés à 609.3 et 1764.5 keV qui 
proviennent tous les deux de la série du radon ou de ses produits de désintégration [1]. Cette 
atténuation est de l’ordre de 90 et 80 % (sur les spectres avec blindage passif et actif) pour les 
pics respectifs à 609.3 et 1764.5 keV. Notons que ces valeurs sont sujettes à de grandes erreurs 
vu la faible statistique de comptage. Ce résultat montre bien qu’un flux continu d’azote au sein 
du château permet de réduire le signal provenant de la désintégration du radon ainsi que de ses 
produits. Une statistique de comptage plus élevée confirmerait cette atténuation sur davantage 
de pics. En effet, la plupart d’entre-deux sont noyés dans le bruit de fond, et ne peuvent être 










214Bi (238U) 40K 214Bi (238U) 208Tl (232Th) 
Externe 1437.5 ± 4.8 3781.0± 7.7 1464.8 ± 4.8 1495.2 ± 4.9 2572.8 ± 6.4 
Blindage passif 91.7 ± 14 2.0 ± 0.2 4.2 ± 0.2 1.9 ± 0.2 3.2 ± 0.2 
Rapport (63.8  ± 1.0) 10-3  (5.3 ± 0.5) 10-5  (2.8 ± 0.2) 10-4 (1.2 ± 0.1) 10-3 (1.2 ± 0.1) 10-3 
Blindage actif 14.1 ± 0.5 1.6 ± 0.2 4.4 ± 0.3 1.5 ± 0.2 3.1± 0.2 
Rapport (9.8 ± 0.4) 10-3  (4.4 ± 0.5) 10-5 (3.0± 0.2) 10-4 (1.0 ± 0.1) 10-3 (1.2 ± 0.1) 10-3 
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Tableau 2: Rapports des taux de comptage pour différents gammas correspondant à la série du radon lors d’acquisitions avec 
























0.086 ± 0.018 0.24 ± 0.06 
Figure 16: Spectres avec et sans flux d’azote à l’intérieur du château de plomb avec le blindage actif pour des temps 
d’acquisition respectifs de 17 et 13 heures. Les spectres ont été normalisés par rapport au temps. 





















 Sans flux d'azote




Passons à présent au blindage actif. La Figure 17a montre une superposition des 
spectres à l’extérieur et à l’intérieur du château de plomb, avec et sans blindage actif, sur une 
région d’intérêt entre 0 et 12 MeV. Pour ces deux dernières acquisitions, nous nous sommes 
placés dans les conditions de mesures de réactions nucléaires, c’est-à-dire que le bouchon qui 
sert à fermer le château de plomb a été remplacé par le bout de ligne. Le détecteur est, par 
conséquent, moins blindé contre la radioactivité extérieure. Sur cette figure, on observe 
clairement l’influence du blindage actif sur la région d’énergie supérieure à 3 MeV, c’est-à-





Figure 17: (a) Taux de comptage (par seconde et par ROI, Region Of Interest, de 100 keV) obtenu par  le détecteur HPGe 
sans blindage (carrés bleus), avec blindage passif (cercles rouges) et avec blindage passif et actif (triangle noir)pour une 
région d’intérêt entre 0 et 12 MeV. (b) Taux de comptage (par seconde et par ROI de 100 keV) obtenu par le détecteur HPGe 
avec blindage passif (cercles rouges) et avec blindage passif et actif (triangles noir) pour une région d’intérêt entre 0 et 65 
MeV. Les barres d’erreurs sont statistiques. Notons que pour ces deux acquisitions, le bouchon du château de plomb a été 
remplacé par le bout de ligne, de manière à reproduire les conditions de mesures de sections efficaces. 














































Cependant, nous remarquons également une diminution du signal en dessous de 3 MeV 
entre les spectre pris sans et celui avec le blindage actif. Nous pourrions penser que cela est dû 
à des anti-coïncidences accidentelles, ce que nous souhaitons éviter. Pourtant, si l’on revient à 
la Tableau 1, on observe que pour les pics à 1460.8 et 2614.6, le rapport entre les taux de 
comptages blindage passif/Ext et blindage actif et passif/Ext sont fort proches les uns des 
autres. Cela signifie que l’ajout du blindage actif n’apporte pas, ou très peu d’anti-coïncidences 
accidentelles. En effet, si tel était le cas, alors le taux de comptage avec le blindage actif devrait 
être beaucoup plus bas (on enlève des bons évènements). Ceci nous indique donc que les seuils 
choisis pour les scintillateurs sont corrects, c’est-à-dire que nous ne sélectionnons que les 
muons et pas la radioactivité naturelle. Dans le cas des gammas à 609.3 et 1765.8 keV, le taux 
de comptage est tellement faible que les valeurs des rapports sont entachées d’erreurs 
statistiques importantes.  
Nous pouvons également noter, dans le cas du blindage actif et passif, un plateau situé 
entre 2.5 et 7 MeV. Dans cette région d’énergie, il semblerait que le nombre d’évènements 
détectés soit le même et ce quelle que soit l’énergie. L’origine de ce plateau n’est pas claire, 
mais plusieurs hypothèses peuvent être émises. Nous pourrions tout d’abord penser que cela 
provient du fait que la couverture angulaire du blindage actif n’est pas totale. De cette façon, 
un certain nombre de muons arrivant avec une incidence rasante (thêta élevé) pourraient passer 
en dessous des scintillateurs plans et interagir quand même avec le détecteur HPGe. Ces muons 
ne pourraient traverser qu’une petite portion du détecteur et donc ne laisser qu’une « faible » 
partie de leur énergie. Par exemple, un muon ne traversant seulement que 1 cm de l’HPGe 
perdrait dans ce dernier environ 7 MeV. Afin de vérifier cette hypothèse, il faudrait augmenter 
la couverture angulaire du blindage actif, ou autrement dit, ajouter des scintillateurs 
supplémentaires. 
Une seconde hypothèse est de considérer que ce plateau vient de réactions produites 
par des neutrons secondaires, c’est-à-dire des neutrons produits par interaction entre les muons 
et le plomb (spallation), qui pourraient alors induire des réactions nucléaires avec 
l’environnement du détecteur et/ou avec le détecteur lui-même [30,61] et dont les produits 
seraient en partie détectés par le détecteur. Une manière de vérifier cette hypothèse serait de 
modifier l’épaisseur du blindage en plomb et d’observer d’éventuels changements dans le 
spectre d’acquisition.  
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La Figure 17b présente une acquisition dans le château de plomb, avec et sans blindage 
actif, sur une plus grande gamme d’énergie, entre 0 et 66 MeV. On observe clairement un pic 
aux alentours de 60 MeV qui, comme discuté précédemment, correspond à l’énergie moyenne 
perdue par un muon traversant le détecteur de haut en bas. Nous observons que ce pic disparaît 
avec le blindage actif, confirmant ainsi le bon fonctionnement de ce dernier. Un résumé de 
l’efficacité du blindage actif en fonction de la gamme d’énergie est présenté à la Tableau 3. 
Notons que pour les acquisitions sur la plage d’énergie 0-66 MeV, celle réalisée à l’extérieure 
n’apparaît pas pour une raison de lisibilité des spectres.   
Tableau 3: Taux de comptage (par heure) à l’extérieur et à l’intérieur du château de plomb, avec ou sans blindage passif. 
Les acquisitions ont été prises dans les conditions de mesures de réactions nucléaires, c’est-à-dire avec le bout de ligne dans 
le château de plomb. 
ROI (MeV) 0.3 – 3.0 3.0 – 66.0 MeV 
Taux de 
comptage 
Sans A-C6 Avec A-C Gain(%) Sans A-C Avec A-C Gain 
Extérieur 2.28E+05 / / 3.88E+03 1.32E+02 97% 
Blindage passif 3.73E+03 1.72E+03 54% 3.25E+03 1.32E+02 96% 
Gain (%) 98% / / 16% / / 
 
Pour la région entre 0.3 et 3.0 MeV, notre blindage actif réduit d’un peu plus de 50 % 
le taux de comptage. Nous remarquons également que notre blindage passif diminue d’environ 
deux ordres de grandeur le taux de comptage. En ce qui concerne la région entre 3.0 et 66.0 
MeV, l’efficacité de notre blindage actif est de 97%, ce qui est plutôt encourageant. Nous 
voyons également que le château de plomb n’est pas efficace pour atténuer le rayonnement 
cosmique. Il est compliqué d’estimer théoriquement les valeurs de réduction auxquelles nous 
devrions nous attendre car le détecteur HPGe étant loin d’être ponctuel, il est difficile d’estimer 
le nombre total de muons le traversant, ainsi que leur manière de passer à travers le cristal. De 
plus, le bâtiment dans lequel se trouve le système n’est pas symétrique (plus haut que large). 
Une solution pour estimer cette efficacité théorique consisterait à utiliser des simulations de 
type Monte-Carlo [62–64]. 
                                                          
6 A-C pour Anti-Coïncidence, autrement dit, avec le blindage actif. 
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Il est maintenant temps de comparer notre système de détection bas-bruit à l’ancien, 
mais également à d’autres systèmes existants. La Figure 18 compare l’efficacité de l’ancien 
système (blindage passif et actif) avec l’actuel. Sans grande surprise, nous voyons que le taux 
de détection du bruit de fond est plus faible avec le nouveau dispositif. Cela est tout à fait 
compréhensible vu l’augmentation de la couverture du blindage actif. Nous observons 
cependant que la réduction du taux de comptage dépend de l’énergie et est minimum au niveau 
de 7 MeV. Ceci est très certainement relié au plateau déjà observé à la Figure 17a et pour lequel 
certaines hypothèses ont été émises mais non vérifiées. La Tableau 4 regroupe des valeurs de 
taux de détection de bruit de fond pour différents systèmes et pour différentes gammes 















Attardons-nous d’abord sur les gammes d’énergie inférieures à 3 MeV. Nous 
remarquons que, par rapport à des systèmes se trouvant à la surface, notre système présente des 
taux de détections similaires. Ceci n’est pas très surprenant car ces systèmes sont équivalents 
au nôtre, c’est-à-dire qu’ils possèdent les mêmes types de blindages passifs. Dans les trois cas, 
le blindage actif recouvre entièrement le blindage passif. Pour des profondeurs 



















Figure 18: Comparaison du taux de comptage de bruit de fond avec l’ancien (carrés noirs) et le nouveau (cercles creux) 
système bas-bruit avec les blindages passifs et actifs. 
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d’enfouissement allant jusqu’à 10 m.w.e.7, nous voyons que les taux de comptage obtenus dans 
les autres laboratoires sont du même ordre de grandeur que le nôtre, pourtant moins évolué. 
Par exemple, pour celui de Gastrich et al. [30], le laboratoire est entouré par un blindage en 
métal qui permet d’augmenter l’absorption des rayonnements cosmiques. Dans le cas de Sivers 
et al. [65], en plus d’avoir un blindage actif de 4π, le blindage passif se trouve dans un caisson 
hermétique servant de blindage contre le radon. Notons que comme notre système se trouve au 
sous-sol d’un bâtiment de 5 étages, nous supposons que c’est comme s’il se trouvait à une 
profondeur de 6 m.w.e.. Cette valeur est bien sûr surestimée car le bâtiment n’est pas 
symétrique. Le système le plus similaire au nôtre est PRISNA. En effet, ce dernier se trouve 
sous une épaisseur de 6 m.w.e. et dispose de 5 scintillateurs qui recouvrent entièrement le 
blindage passif (excepté le dessous). Ce blindage passif est, quant à lui, constitué de 10 cm de 
plomb basse activité suivi d’une couche de 8 cm de polyéthylène boraté et enfin de 4 cm de 
plomb archéologique (ne contenant donc pas ou très peu de 210Pb). De plus, afin d’éviter toute 
contamination en radon, leur pièce d’analyse est étanchéifiée par une barrière physique couplée 
à un système de renouvellement de l’air. Nous voyons que les taux de comptage des deux 
systèmes sont équivalents. Dans le cas du système présenté par Heusser et al. [33] nous 
remarquons que leur taux de comptage est inférieur au nôtre de plus d’un ordre de grandeur. 
Ce système, en plus de se trouver dans le sol, présente un double blindage actif (à l’extérieur 
et à l’intérieur du blindage passif) qui permet de récupérer les muons qui n’auraient pas été 
détectés par le premier blindage. Leur blindage passif est également plus élaboré que le nôtre, 
c’est-à-dire qu’ils alternent des couches de plomb avec celles de polymères afin de thermaliser 
et absorber les neutrons. De plus, les éléments utilisés dans le détecteur présentent une très 
faible activité radioactive. Dans le cas du système de Semkov et al.[48], nous retombons de 
nouveau sur un même taux de détection. Cela vient probablement du fait que ce système 
n’utilise qu’un seul scintillateur (situé juste au-dessus du blindage passif) comme blindage 
actif. Enfin, par rapport aux dispositifs bas-bruit enterrés profondément (à partir de 500 
m.w.e.), les performances atteintes par notre système sont bien moindres. Ceci s’explique 
notamment par le fait que les rayonnements cosmiques doivent pénétrer plus de matière avant 
d’arriver au détecteur et sont donc plus fortement atténués. D’ailleurs, ces systèmes ne 
possèdent pas de blindage actif, la quantité de matière au-dessus d’eux atténuant de plusieurs 
ordres de grandeur le flux de rayonnement cosmique. 
                                                          
7 Water meter equivalent. Il s’agit d’exprimer l’épaisseur de matière par rapport à un équivalent en eau. 
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Tableau 4: Taux de comptage (cps/min/kg) pour différents systèmes de détection bas-bruit [30,48]. Pour chaque système, nous 
comparons leur taux de comptage à celui obtenu avec notre système et ce, sur la même plage d’énergie. Notre système étant 
situé au sous-sol d’un bâtiment de 5 étages, nous considérons qu’il se trouve sous terre, à une profondeur de 6 m.w.e.1. 
Profondeur1 Blindage actif 
Région 
d'intêret (keV) Ce travail
2 Autres labos² Lieu Auteurs 
Niveau du 
sol 
1 sc. plastique 100-2000 4.75E+00 4.63E+00 Washington 
(USA) 
Miley et al. [66] 
Niveau du 
sol 
6  sc.  plastiques 30-2700 6.52E+00 9.81E+00 Bruyères-le-
chatel (France) 
Laurec et al. [67] 
Niveau du 
sol 
4 sc. Plastiques 
dans le château 
de plomb 
40-3000 6.23E+00 1.58E+01 Hiroshima 
(Japon) 
Shizuma et al. 
[68] 
1 m.w.e. 6  sc. plastiques 40-2700 5.89E+00 5.69 ± 0.14 Seibersdof 
(Autriche) 
Schwaiger et al. 
[69] 
6 m.w.e 5 sc plastiques 27-2700 6.18E+00 8.87 ± 0.52 Bordeaux 
(France) 
Prisna [49,70] 
10  m.w.e. 6  sc. plastiques 100-2700 6.65E+00 1.201 ± 0.14 Garching 
(Allemagne) 
Sivers et al. [65] 
10  m.w.e. 4  sc. plastiques 40-2700 5.05E+00 2.5284 ± 0.0035 Dortmund 
(Allemagne) 
Gastrich et al. [30] 
15 m.w.e. 7 sc. Ext et 6 sc 
int. 
40-2700 6.18E+00 0.242 ± 0.002 Heidelberg 
(Allemagne) 
Heusser et al. [33] 
≤ 33  m.w.e. 1 sc. plastique  sur 
le dessus 
50-2700 6.18E+00 7.66E+00 New-York 
(USA) 
Semkow et al. 
[48] 
500  m.w.e. / 40-2700 6.18E+00 0.168 Mole (Belgique) Koehler et al. [47] 
3800  m.w.e. / 40-2700 6.18E+00 0.0458± 0.0007 Assergi (Italie) Heusser et al. [33] 
4800  m.w.e. / 40-2700 6.18E+00 0.1292± 0.0001 Modane 
(France) 
Reyss et al. [71] 
Niveau du 
sol 
1  sc. plastique 3000-5000 3.08E-01 4.07E-01 
Kiev (Ukraine) 




5  sc. plastiques 3000-9000 6.24E-01 1.00E+00 Durham (USA) Longland et al. [7] 
6  m.w.e. 1  sc. plastiques 3000-9000 6.24E-01 1.60E+00 Namur 
(Belgique) 
Genard et al. [3] 
 
1
 L’épaisseur est exprimée en équivalent d’hauteur d’eau 
² Taux de comptage détecté par minute et normalisé par la masse (en kg) du détecteur 
³ Il s’agit ici d’un détecteur de type CdWO4 et non pas d’un HPGe 
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Venons-en maintenant aux régions d’énergie supérieure à 3 MeV. Malheureusement 
pour la comparaison, il n’existe à notre connaissance que très peu de données dans cette gamme 
d’énergie. Par rapport aux données disponibles, nous voyons cependant que notre système est 
plutôt performant. Dans tous les cas, nous présentons un taux de comptage inférieur aux autres 
systèmes de détection bas-bruit. Notons que dans le cas de Kasperovych et al.[56], ces derniers 
n’ont pas utilisé un détecteur HPGe mais un scintillateur de type CdWO4. En ce qui concerne 
Longland et al.[7], leur système est similaire au nôtre, mis à part que le blindage actif se trouve 
à l’intérieur du blindage passif et que ce dernier est principalement composé d’aluminium. De 
plus, ces derniers ont placé un détecteur NaI(Tl) autour de leur détecteur HPGe afin de réaliser 
des coïncidences γγ. Si l’on prend en compte cette amélioration, leur taux de comptage atteint 
la valeur de 2.9E-1 cps/min/kg. Finalement, par rapport à notre ancien système, nous voyons 
que nous avons gagné presqu’un facteur 4 au niveau du taux de comptage.  
Nous pouvons donc conclure que, malgré la simplicité et le faible coût de notre système 
bas-bruit, les performances atteintes par ce dernier rivalisent avec celles obtenues par des 
systèmes plus complexes et certainement plus coûteux. De plus, la plupart d’entre eux sont 
destinés à la mesure d’échantillons radioactifs, et ne sont pas conçus pour étudier des réactions 
nucléaires avec les contraintes qui y sont associées (place pour le bout de ligne, déplacement 
aisé du système, etc.). Nous avons donc développé un système de détection bas-bruit aux 
performances intéressantes (suivant l’utilisation et le niveau de bruit de fond que l’on veut 
atteindre), mais qui est également polyvalent. 
En effet, en plus de son utilisation didactique, ce système peut servir pour l’analyse 
radioactive de divers échantillons, comme c’est le cas par exemple de ceux issus du 
démantèlement de casemates de cyclotrons ou encore même du futur démantèlement des 
centrales nucléaires. En effet, afin d’éviter tout risque de contamination radioactive lors de la 
destruction de telles infrastructures, il faut s’assurer de l’activité radioactive des différents 
éléments présents. Il s’avère que ce type de mesures ont déjà été réalisées et validées à l’aide 






Il est également envisageable d’utiliser ce système pour d’autres applications, comme 
par exemple le profilage de différents éléments par réactions nucléaires résonantes (voir 
Annexe III). En effet, par rapport à un système classique de profilage (sans blindages passif et 
actif), notre système offre quant à lui un meilleur rapport signal sur bruit, améliorant ainsi la 
limite de détection des différents éléments. Dans la Tableau 18 de l’Annexe III sont repris les 
éléments profilés avec les réactions nucléaires ainsi que les énergies de résonances. 
IV.1.3. Comparaison système analogique et digital 
 
Nous avons vu que, par rapport au système analogique, le système numérique présente 
beaucoup d’avantages d’ordre pratique. Cependant, dans notre cas, nous devons nous assurer 
que l’anti-coïncidence réalisée à l’aide des modules numériques fonctionne aussi bien que celle 
faite à partir des modules analogiques. Autrement dit, il faut que le taux de comptage du bruit 
de fond avec les blindages passif et actif soit au moins équivalent à celui obtenu avec la chaîne 
analogique.  
Les premières acquisitions avec le système de détection bas-bruit ont été réalisées avec 
la chaîne d’acquisition analogique au cours desquelles nous avons testé les deux positions du 
jumper situé au niveau du préamplificateur du détecteur HPGe. Comme expliqué en début de 
ce chapitre, la position de ce jumper a une influence sur la résolution de la chaîne d’acquisition : 
- Jumper haut (gain électronique élevé) : La résolution de la chaîne d’acquisition est de 
2.11 keV à 1332 keV. Nous dénommerons cette configuration comme haute résolution. 
- Jumper bas (gain électronique faible) :  La résolution de la chaîne d’acquisition est de 
3.96 keV à 1332 keV. Nous dénommerons cette configuration comme basse résolution. 
Il va de soi que nous cherchons à travailler avec la meilleure résolution possible, mais 
en comparant les taux de comptage de bruit de fond avec le système de détection bas-bruit, 
nous nous sommes rendu compte que ce dernier est plus faible en basse résolution qu’en haute! 
Cela peut s’expliquer par le fait qu’en haute résolution, les impulsions sortant du 
préamplificateur ont une amplitude beaucoup plus élevée qu’en basse résolution, et ce pour 
une même quantité d’énergie déposée dans le détecteur. Or comme les muons déposent une 
quantité importante d’énergie dans le détecteur, nous observons beaucoup plus de signaux 
saturés (voir Figure 19) en sortie du préamplificateur pour la configuration haute résolution. 
Ces impulsions saturées, lorsqu’elles passeront à travers l’amplificateur, seront également 
saturées en sortie de ce dernier ce qui va ensuite poser problème à l’entrée de l’ADC. 
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Effectivement, comme les impulsions saturantes sont en général plus larges que la fenêtre de 
« gate », cette dernière une fois terminée, l’ADC numérisera la « queue » du signal saturé, 
donnant lieu ainsi à des évènements qui sont en fait des artéfacts. 
 
 
Pour remédier à ce problème, nous pourrions augmenter la largeur de « gate », mais 
cela pourrait alors donner lieu à des anti-coïncidences accidentelles. Pour cette raison, nous 
avons décidé de travailler en basse résolution avec le système analogique, quitte à perdre en 
résolution, mais en limitant ainsi le nombre d’artéfacts liés à la saturation du préamplificateur. 
Figure 19: Signal non saturé(a) et saturé (b) en sortie du préamplificateur de l’HPGe. Pour les figures (c) et (d), il s’agit des 
signaux en sortie de l’amplificateur (en bleu) et de la porte gate (en jaune). En (c), tout le signal de l’HPGe est contenu dans 
la porte gate, il ne sera donc pas numérisé. En revanche, dans le cas de la figure (d), le signal de l’HPGe est plus large que 
la porte gate, et une partie sera donc numérisé, donnant lieu à un artéfact. 
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Nous sommes ensuite passés au système numérique et comme précédemment, nous 
avons réalisé l’anti-coïncidence pour les deux positions du jumper. Ces acquisitions ont été 
reportées sur la Figure 20 dans laquelle nous observons que le taux de comptage mesuré avec 
l’anti-coïncidence est identique, mis à part aux très basses énergies. Cette différence provient 
des seuils différents propres aux configurations du détecteur HPGe. De plus, si nous comparons 
ce taux de comptage à celui obtenu avec le système analogique en basse résolution, nous 
obtenons également un taux similaire (voir Figure 20). Cela signifie d’une part que l’on obtient 
le même niveau de performance, en terme d’anti-coïncidence, avec les deux systèmes, mais 
surtout qu’il est désormais possible d’utiliser l’HPGe en haute résolution dans notre système 
bas-bruit ! Et le fait de séparer en deux le signal de sortie du préamplificateur dans le cas de la 
chaîne numérique n’altère que très peu la résolution de la chaîne d’acquisition car, dans ce cas, 
la résolution passe de 2.11 à 2.37 keV à 1332 keV, ce qui reste toujours mieux que les 3.96 













 Analogique basse résolution
 Numérique haute résolution





















Figure 20: Taux de comptage pour le système bas-bruit avec le système analogique en basse résolution (carrés noirs), le 
système numérique en haute (cercles rouges) et basse (triangles bleus) résolution. 
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Il reste cependant un problème avec les modules numériques qui, jusqu’à présent, reste 
non résolu et qui porte sur le taux de comptage obtenu pour les acquisitions dans le château de 
plomb. Lorsqu’on compare le taux de comptage en haute et en basse résolution pour les spectres 
sans anti-coïncidence acquis avec le système numérique, nous obtenons des taux différents. De 
plus, cette différence n’est présente que pour certaines configurations, comme le montre la 
Figure 21. Sur cette figure, nous observons un taux de comptage plus élevé en basse qu’en 
haute résolution, et ce, lorsque la fenêtre d’acquisition est comprise entre 0 et 12 MeV. Si 
maintenant la fenêtre d’acquisition passe de 12 à 70 MeV (non illustré ici), alors les taux de 
comptage redeviennent similaires… Même si les spectres sans anti-coïncidences nous 
intéressent moins dans le cadre des mesures bas-bruit, il est quand même important de savoir 
lequel des deux modes nous donne le taux de comptage correct ! Pour cela, nous avons comparé 
ces acquisitions avec celles obtenues par le système analogique car nous bénéficions de 
plusieurs dizaines d’années d’expériences sur ce type de système, et contrairement au système 
numérique, il est possible de vérifier exactement ce qui se passe au niveau de la chaîne 
d’acquisition. Ceci n’est pas le cas avec le programme « MC2 analyser » utilisé avec les 
systèmes numériques pour l’acquisition de données. 





 Analogique basse résolution
 Analogique haute résolution
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Figure 21: Taux de comptage pour le système analogique en basse (carrés vert) et en haute (cercles rouges) résolution ainsi 
que pour le système numérique en basse (triangles creux) et en haute (croix bleues) résolution, le tout sans anti-coïncidence. 
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Nous remarquons alors (Figure 21) que les taux de comptage entre le système 
numérique haute résolution et analogique (basse et haute résolution) restent les mêmes et que 
seul celui correspondant au système numérique basse résolution se modifie. Nous avons donc 
choisi de croire le taux de comptage donné par le système haute résolution car ce dernier fournit 
un résultat similaire au système analogique.   
Nous pouvons conclure que le système numérique présente un net avantage par rapport 
à l’analogique, aussi bien au niveau de l’ergonomie que de la qualité des mesures effectuées. 
Cependant, le traitement des données par le système numérique reste actuellement obscur, et il 
faut rester vigilant quant aux résultats fournis par ce dernier. Il est donc fortement recommandé 



















IV.2. Développement pour des mesures d’intérêt astrophysique 
 Nous allons maintenant nous intéresser à l’application de notre système de détection 
bas-bruit pour la mesure de réactions nucléaires d’intérêt astrophysique. Comme il le sera 
expliqué un peu plus tard, ce type de réactions présente des sections efficaces très faibles aux 
basses énergies, c’est la raison pour laquelle un système bas-bruit est généralement nécessaire 
pour les étudier.  
Supposons la réaction nucléaire suivante : 
  +  =>   ∗ =>  + "  , (2) 
où l’on envoie des particules a sur un noyau b pour former un noyau composé C* dans un état 
excité (voir Annexe III). Ce noyau composé va alors se désexciter vers son état fondamental en 
émettant un ou plusieurs gammas selon des probabilités différentes définies par le facteur de 
branchement fb. Lors de la mesure de cette réaction, le nombre Nγ de rayonnements gammas 
d’énergie E détectés est donné par la formule suivante : 
 
$ = 
% & '( )* Ω ,-./0 12./01Ω   , (3) 
avec Ni le nombre de particules a venant frapper la cible, [Cx] la concentration atomique de b 
dans la cible, fb le facteur de branchement propre au gamma détecté, Ω l’angle solide formé 
par le détecteur, ε(E) l’efficacité intrinsèque du détecteur à l’énergie du gamma détecté et 
finalement  34.5036  la section efficace différentielle propre à la réaction étudiée.   
Nous voyons que le nombre d’évènements détectés ne dépend pas seulement de la 
réaction elle-même, mais aussi de paramètres propres à l’expérience que nous pouvons 
regrouper en trois parties : l’intensité du faisceau, la géométrie de détection et la cible utilisée. 
Une fois la réaction choisie, les valeurs de section efficace et de facteurs de branchement sont 
automatiquement fixées. En revanche, en fonction du cas étudié, nous pouvons jouer sur 
chacune des trois parties afin de maximiser le nombre d’évènements détectés. Enfin, il est bon 
de réduire au maximum les incertitudes propres à chacun des paramètres afin de minimiser 
l’erreur totale sur la mesure.  
Dans ce chapitre, nous allons présenter les différents développements réalisés dans le 
cadre de l’étude de la réaction 13C(p,γ)14N à basse énergie. Seule la mise au point des cibles ne 
sera pas abordée ici car elle constitue un chapitre à part entière. 
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IV.2.1. Développement du bout de ligne  
 Afin de réaliser des mesures au sein de notre système de détection bas-bruit, nous avons 
procédé à quelques modifications du bout de ligne. Ce dernier apparaît à la Figure 22. Sur cette 
figure (de gauche à droite), nous pouvons tout d’abord observer la présence d’un jeu de fentes 
rectangulaires avec deux axes indépendants dont le rôle est de définir la taille du faisceau, mais 
également de centrer correctement ce dernier. Ce jeu de fentes est séparé par une bride en 
céramique d’une croix 6 axes reliée à la masse, ce qui permet de capter une partie des électrons 
secondaires émis par les fentes suite au passage du faisceau. Sur cette croix, nous trouvons 
notamment le système de pompage, une jauge de pression, un doigt froid ainsi qu’un plongeur 
sur lequel est placé un détecteur PIPS8 (nous reviendrons sur ce dernier un peu plus loin).  
Le doigt froid consiste en un tube en cuivre de 30 cm de long (par rapport à 10 cm pour 
l’ancien) dont l’intérieur a été strié afin d’augmenter la surface de pompage. Un barreau en 
cuivre extérieur et relié au doigt froid peut être trempé dans de l’azote liquide afin de refroidir 
le tout. De plus, ce doigt froid est isolé électriquement du reste afin de pouvoir y appliquer une 
tension négative (voir section d’après). Enfin, une de ses extrémités s’arrête à 4 cm du porte-
échantillon, de manière à améliorer le vide aux alentours de ce dernier, et ainsi réduire le risque 
d’accumulation de carbone (« build-up ») lors de l’irradiation car l’amélioration du vide à 
proximité de la cible permet donc de réduire ce phénomène. 
Concernant le porte-échantillon, ce dernier vient se fixer sur un tube lui-même isolé 
électriquement du reste par une céramique. Il est construit de manière à pouvoir être refroidi 
lors des mesures car si les intensités faisceaux sont importantes, il est possible que l’échantillon 
chauffe et se détériore. Pour cette raison, notre porte-échantillon comporte un circuit interne 
dans lequel nous faisons passer du syltherm [72] qui est un très bon candidat car, en plus d’être 
caloporteur, il est également isolant, ce qui évite des problèmes lors de la lecture courant. Afin 
d’assurer un refroidissement optimal, ce fluide passe à travers un serpentin, lui-même plongé 
dans de la glace, de manière à éviter au mieux l’échauffement de l’échantillon. Dans le but 
d’obtenir un bon contact thermique entre l’échantillon et le porte-échantillon, nous avons placé 
entre ces derniers une feuille de carbone d’environ 0.35 mm d’épaisseur. Finalement, du point 
de vue de la géométrie, la distance entre l’extrémité (à l’air) du porte-échantillon et le capot du 
détecteur est de 3 mm. En tenant compte des épaisseurs du porte échantillon, de la feuille de 
                                                          
8 Pour Passivated Implanted Planar Silicon 
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carbone et de l’échantillon lui-même, nous obtenons une distance de 20.15 ± 1.0 mm entre la 




IV.2.2. Les intensités faisceaux 
Nous pouvons améliorer la statistique de détection en augmentant le nombre de 
particules incidentes (équation (3)), c’est-à-dire l’intensité du faisceau qui dépend directement 
du type d’accélérateur de particules utilisé. Dans notre cas, l’accélérateur de particules ALTAÏS9  
(voir Annexe II) permet d’obtenir des intensités de faisceaux protons correctes, de l’ordre de 
quelques µA en bout de ligne, pour des tensions d’accélération entre 200 et 1800 kV. 
Cependant, cette intensité diminue fortement (un ordre de grandeur) pour des tensions 
d’accélération inférieures. Ceci devient problématique si l’on souhaite réaliser les mesures en 
cinématique directe, c’est-à-dire en envoyant les protons sur le 13C. Par exemple, pour accélérer 
des protons à 300 keV, il faut une tension accélératrice d’environ 140 kV (voir Annexe II). 
C’est pour cette raison que, dans le cas des mesures en cinématique directe, les accélérateurs 
de type implanteurs sont privilégiés car ils génèrent des faisceaux de basse énergie avec des 
                                                          
9 Nous invitons le lecteur à lire l’annexe sur le fonctionnement d’ALTAÏS 
Figure 22: Schéma de principe indiquant les différents éléments du bout de ligne. La cage de Faraday est entourée par le 
cadre en pointillés. 
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intensités importantes (quelques centaines de µA) [41,73]. Pour remédier à ce problème, nous 
avons choisi de travailler en cinématique inverse. C’est-à-dire que nous envoyons du 13C sur 
de l’hydrogène. Cela a plusieurs avantages. 
D’une part, cela nous permet de retomber dans une gamme de tensions pour laquelle 
les courants obtenus sont élevés. En effet, si nous revenons à notre faisceau de protons de 300 
keV, cela correspond à une énergie dans le centre de masse de 278 keV (voir Annexe III). Pour 
atteindre une telle énergie (toujours dans le système centre de masse) avec des ions 13C, il faut 
accélérer ces derniers dans le système laboratoire à une énergie de 3892 keV, ce qui correspond 
à une tension terminale de l’ordre de 1272 kV en prenant l’état de charge 13C2+. Nous pouvons 
donc réaliser des mesures à très basses énergies dans le système centre de masse tout en restant 
dans un régime normal d’utilisation de notre accélérateur. 
 D’autre part, le fait d’utiliser des ions lourds va également permettre de réduire 
significativement le bruit dû au faisceau car plus le numéro atomique des éléments accélérés 
est élevé, moins il y de chance de produire des réactions nucléaires parasites. Ces réactions 
peuvent avoir lieu dans le système de collimation du faisceau (collimateurs, fentes, etc.), mais 
également dans la cible elle-même (substrat, impuretés présentes, etc.). Nous devrions donc 
obtenir des mesures plus propres, augmentant ainsi le rapport signal sur bruit. 
 Nous allons à présent voir ce qui a été développé afin de mesurer l’intensité du faisceau. 
Il existe différentes manières de déterminer le nombre de particules incidentes. Dans notre cas, 
nous avons opté pour une cage de Faraday. Ainsi, les ions chargés frappent la cible et la charge 
déposée par l’ion incident est collectée puis intégrée. Comme tous les ions incidents possèdent 
le même état de charge, il est alors possible de retrouver le nombre d’ions incidents, du moins, 
en théorie. Car en pratique, lorsqu’un ion vient frapper une surface, un ou plusieurs électrons 
secondaires peuvent être éjectés de la surface, ce qui a comme conséquence de fausser la charge 
intégrée et cet effet est d’autant plus important que nous travaillons avec des ions lourds [74–
76]. Enfin, les ions incidents peuvent également produire des électrons secondaires avec le vide 
résiduel [4], ce qui peut aussi amener des erreurs sur la lecture de courant. 
 Une cage de Faraday a donc été développée dans le but d’obtenir une lecture courant 
la plus fiable possible. Cette cage de Faraday et le bout de ligne sont représentés à la Figure 
22. Comme nous pouvons le voir sur cette figure, la lecture courant se fait sur tout un cylindre 
dont le fond constitue le porte-échantillon. Le fait d’allonger la cage de Faraday permet déjà 
de récupérer une partie des électrons secondaires émis [77]. Ensuite, le doigt froid est porté à 
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un potentiel de – 300V [78] ce qui a pour effet de repousser les électrons secondaires vers les 
parois où s’effectue la lecture courant. Lorsque le faisceau passe à travers le doigt froid, le 
risque de production d’électrons secondaires est donc réduit. Finalement, deux aimants 
permanents en néodyme ont été placés de part et d’autre du cylindre afin de piéger les électrons 
secondaires, mais également des ions positifs qui seraient émis de la surface de la cible lorsque 
celle-ci est frappée par le faisceau incident.  
Passons maintenant à la validation de la cage de Faraday. Pour cela, nous avons placé 
un détecteur PIPS présentant une faible zone déplétée car, comme il s’agit d’ions lourds, leur 
parcours dans la zone déplétée est faible. De plus, ce type de jonction présente un moindre 
coût, ce qui est préférable sachant que cette jonction va se détériorer plus rapidement à cause 
des ions lourds. Ce détecteur est placé sur un plongeur situé un peu avant le doigt froid (voir 
Figure 22) et forme un angle de 176. 4 ± 0.1 ° par rapport à la cible avec un angle solide de 
9.98 ± 0.11 10-2 msr. Connaissant ces paramètres, il est possible de déterminer le nombre de 
particules venues frapper l’échantillon grâce au programme SIMNRA [79] et de le comparer à 
celui obtenu par l’intégration de la charge électrique récoltée sur l’échantillon. La validation a 
été réalisée pour des ions 4He+ de 2 MeV, des ions 13C+ de 2.4 MeV et des ions 13C++ de 2.4, 
3.4 et 4.4 MeV car le nombre d’électrons secondaires émis dépend aussi bien de l’ion incident 
que de son énergie. La différence relative obtenue pour les deux méthodes d’intégration est de 
l’ordre de 3%, validant ainsi la cage de Faraday. 
Cependant, une dernière modification pourrait être effectuée afin d’améliorer le 
système. Il faudrait entourer le cylindre dans lequel nous réalisons la lecture courant par un 
second conducteur (isolé du premier par un isolant) et qui serait relié à la masse. Cela nous 
permettrait de blinder la lecture courant contre le bruit électromagnétique [80]. 
Malheureusement, cette amélioration serait difficile à mettre en place avec le bout de ligne 
actuel. 
IV.2.3. Géométrie et efficacité de détection 
 La géométrie de détection est également importante dans la statistique de comptage. En 
effet, plus le détecteur sera proche de la cible, plus son angle solide sera élevé et meilleure sera 
la probabilité de détection d’un gamma. Cependant, pour certaines applications, il peut s’avérer 
nécessaire d’éloigner le détecteur, afin de travailler à un angle de détection donné. C’est par 
exemple le cas si l’on souhaite déterminer expérimentalement la distribution angulaire d’un 
mode de désexcitation du noyau. Dans notre cas, comme mentionné plus haut, nous avons placé 
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notre détecteur au plus près de la cible, c’est-à-dire à une distance de 20.15 ± 1.0 mm. Comme 
il s’agit d’un grand détecteur, le calcul de l’angle solide n’est pas trivial car la distance entre le 
début et la fin du détecteur est de 88mm. Pour estimer cette valeur d’angle solide, nous avons 
donc découpé le détecteur sur la longueur en plusieurs tranches, calculé l’angle solide de 
chacune d’elles (en considérant la distance séparant le milieu de la tranche et la cible), et 
moyenné le tout pour obtenir une valeur approchée de l’angle solide Ω. La Tableau 5 reprend 
les différentes valeurs d’Ω en fonction du nombre de tranches.  
Tableau 5: Angle solide calculé en fonction du nombre de division du détecteur HPGe. Le nombre de décimal affiché est 
choisi pour rendre compte de la convergence uniquement. 









Nous voyons donc qu’à partir de 20 tranches, la variation de l’angle solide est inférieure 
à un pour mille. Nous considérerons alors un angle solide de 1.36 sr avec une erreur relative 
due aux imprécisions sur la distance cible – détecteur estimée à 3%. 
Vient maintenant l’évaluation de l’efficacité de détection du détecteur. Cette valeur est 
très importante si l’on souhaite déterminer des valeurs de sections efficaces absolues, ou encore 
la concentration d’un élément sans passer par un échantillon de référence. Nous avons déjà 
mentionné un peu plus haut l’efficacité relative de 132% de notre détecteur. Cependant, cette 
valeur ne nous est pas utile car elle ne tient pas compte de la géométrie et de l’environnement 
du détecteur. De plus, elle ne nous donne aucune information quant à sa variation avec l’énergie 






L’efficacité absolue à une énergie E est définie comme : 
 ,7./0 = 
3
   , (4) 
où Nd est le nombres de gammas détectés dans le « full energy peak » (Annexe III) et Ne le 
nombres de gammas d’énergie E émis au total par la source pour un temps donné. Ainsi, 
l’efficacité absolue d’un détecteur doit être recalculée pour chaque nouvelle géométrie et/ou 
environnement du détecteur. Lorsqu’on souhaite inclure l’angle solide dΩ du détecteur, nous 
parlons d’efficacité intrinsèque.  
Cette dernière est alors définie comme : 
 ,-./0 = 
3  49
  1Ω =  ,7./0  49 1Ω  . (5) 
Cette efficacité intrinsèque correspond au rapport entre le nombre de particule détectée (dans 
le full energy peak et le nombre de gamma atteignant le détecteur. Cette efficacité est 
généralement plus utilisée que l’efficacité absolue car elle ne dépend pas (explicitement) de 
l’angle solide et ni même de la géométrie de détection. Cependant, comme nous l’avons 
mentionné ci-dessus, le calcul de l’angle solide dans notre géométrie est compliqué. Pour cette 
raison, nous déterminerons l’efficacité absolue de notre détecteur. 
 Avant de déterminer l’efficacité absolue de notre détecteur dans nos conditions de 
mesures (distances de l’échantillon, taille du faisceau, etc.), nous l’avons d’abord fait dans le 
cas d’une source radioactive placée à la place de la cible. Il s’agit d’une source de 152Eu calibrée 
possédant une activité de 2.7 kBq et présentant un spectre de gammas entre 122 et 1408 keV 
[81] dont les rapports de branchements sont connus [82]. Il est important de noter que cette 
source possède un diamètre de 3 mm et ne peut donc être considérée comme ponctuelle, mais 
bien comme étendue au vu de la distance séparant la source du détecteur.  
Nous avons ensuite simulé une courbe d’efficacité absolue en fonction de l’énergie à 
l’aide du code Geant4 [83,84] et plus précisément à l’aide de la librairie Livermore [85]. Ainsi, 
le détecteur, la source et le château de plomb ont été modélisés. Dans le cas du porte 
échantillon, comme ce dernier est parcouru par du syltherm, nous avons utilisé une densité 
moyenne basée sur le rapport des volumes de syltherm et d’inox. Pour chaque énergie, 106 
gammas ont été générés au niveau de la source. Comme Geant4 « regarde » comment chaque 
gamma interagit avec le milieu, il suffit donc, pour obtenir l’efficacité intrinsèque, de compter 
le nombre de gammas qui ont déposé toute leur énergie dans le cristal de germanium, et de 
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diviser ce nombre par le nombre total de gamma émis. La comparaison des simulations et des 
résultats expérimentaux est donnée à la Figure 23a. Sur cette dernière, nous voyons que 
l’accord entre simulation et le mesures expérimentatles est excellent. La déviation aux basses 
énergies provient très probablement d’une mauvaise description du porte-échantillon et de la 
densité moyenne entre inox et syltherm. En effet, une erreur de description du milieu aura une 
plus grande influence sur les gammas de basses énergies car leur absorption est plus intense 
que les gammas de hautes énergies. Cette première partie nous a donc permis de valider nos 
simulations. 
  Nous sommes ensuite passés à la courbe d’efficacité absolue dans le cas des réactions 
nucléaires. La source de 152Eu a été remplacée par la cible et son diamètre par la taille du 
faisceau incident, en l’occurrence un carré de 5 X 5 mm² défini par les fentes. La courbe 
d’efficacité obtenue est donnée à la Figure 23b. Les barres d’erreurs prennent uniquement en 
compte les éventuelles erreurs sur les distances mesurées (épaisseur porte-échantillon, distance 
end-cap porte-échantillon, etc.) et sont de l’ordre de 3%.  
Nous avons vu à la Figure 23a que les simulations collent très bien aux valeurs 
expérimentales pour des énergies allant jusqu’à 1.4 MeV. La correspondance à plus haute 
énergie pourrait être vérifiée par des réactions nucléaires produisant des gammas d’énergies 
supérieures à 3 MeV [86] (au-delà de la radioactivité naturelle). Toutefois, Geant4 se basant 
sur les mécanismes physiques, nous pouvons faire confiance à l’allure de la courbe à plus haute 
énergie. Afin d’ajuster les efficacités fournies par Geant4, nous avons utilisé un polynôme de 
degré 8 de type : 
 log.>70 = ? @-.log./00-  ,-A   (6) 
avec E l’énergie en MeV, ainsi suggéré par Molnar et al [81]. Comme nous pouvons le voir sur 
la Figure 23b, l’ajustement est parfait, nous pourrons donc l’utiliser pour interpoler l’efficacité 




Figure 23: (a) Comparaison de l’efficacité absolue obtenue expérimentalement (cercles creux) et par Geant4 (carrés noirs) 
pour une source de 152Eu. (b) Efficacité absolue par Geant4 pour les conditions de mesures de réactions nucléaires. Ces 



































V. Troisième partie : développement de cible en hydrogène 
Comme nous l’avons mentionné dans la partie précédente, nous avons opté pour le 
travail en cinématique inverse. Cette méthode nécessite des cibles contenant de l’hydrogène 
qui doivent présenter plusieurs caractéristiques essentielles : 
- Pureté isotopique : Idéalement, les cibles ne doivent contenir que de l’hydrogène et pas 
de deutérium. En effet, ce dernier possédant la même barrière coulombienne qu’un 
noyau d’hydrogène, il peut être à l’origine de réactions nucléaires parasites; de plus, 
l’énergie de liaison du 2H est faible (2.204 MeV), il peut donc se casser facilement et 
induire du bruit non souhaité (neutrons). 
- Stabilité sous irradiation : il est intéressant de mettre de l’hydrogène dans une matrice, 
mais il faut encore que ce dernier ne migre pas lorsque l’échantillon est irradié.  
- Haute concentration atomique : dans l’équation (3), nous voyons que plus la 
concentration en hydrogène sera importante, plus le taux de détection sera élevé. Il est 
donc important de travailler avec des cibles possédant un pourcentage atomique élevé 
en hydrogène. 
- Cible mince : si l’on désire étudier une réaction nucléaire à une énergie définie, comme 
par exemple pour mesurer la section efficace, il faut veiller à ce que l’énergie perdue 
par l’ion incident à travers la cible soit faible par rapport à son énergie incidente. 
- Profil constant en profondeur : afin de réduire au minimum les incertitudes par rapport 
aux pouvoirs d’arrêts de la cible, il est nécessaire d’obtenir un profil constant en 
hydrogène en fonction de la profondeur. 
- Conducteur : il faut pouvoir intégrer le courant incident et donc évacuer les charges 
amenées par le faisceau afin d’éviter que l’échantillon ne se charge. 
- Reproductibilité : afin d’éviter une caractérisation systématique de chacune des cibles 
avant utilisation, il est important d’obtenir une méthode de production des cibles qui 
est facilement reproductible. 
Il existe dans la littérature deux types de cibles en hydrogène : les cibles gazeuses et les 
cibles solides qui présentent, comme nous allons le voir, chacune leurs propres caractéristiques. 
Les cibles gazeuses peuvent être avec ou sans fenêtre d’entrée [16,87–89]. Les cibles utilisant 
une fenêtre ont l’avantage de contenir le gaz dans un volume donné, en comparaison aux cibles 
gazeuses sans fenêtres pour lesquelles un système de pompage différentiel doit être ajouté. En 
revanche, la fenêtre d’entrée dégrade l’énergie des ions incidents, et peut même les arrêter si 
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leur énergie est trop faible, sans oublier la possibilité d’avoir du carbone « build-up ». Les 
cibles gazeuses sans fenêtre d’entrées ne sont quant à elles pas soumises à ces problèmes. De 
plus, avec ces dernières, il est possible de récupérer le gaz pompé pour le réinjecter de nouveau 
dans la cible, ce qui assure une bonne stabilité dans le temps, surtout pour les longues 
acquisitions. Qui plus est, cela limite les pertes de gaz et est utile dans le cas où les gaz utilisés 
sont rares, et donc chers [90]. Contrairement à ce que l’on pourrait penser, la quantité d’atomes 
présents (hydrogène dans notre cas) peut être tout aussi, voir plus élevée que celle présente 
dans des cibles solides. A titre d’exemple, une cellule cylindrique de 3 cm de rayon et 10 cm 
de long contenant de l’H2 sous une pression de 1 mbar présentera une densité surfacique de 5 
1017 at./cm², ce qui est tout à fait comparable à ce que l’on peut obtenir à l’aide d’une cible 
solide, comme nous le verrons plus tard. Cependant, par rapport à une cible solide, et à quantité 
d’atomes équivalente, le volume occupé par les cibles gazeuses est beaucoup plus important, 
ce qui rend la détermination de l’efficacité de détection beaucoup plus compliquée. A cela, des 
effets indésirables, comme la modification de la densité du gaz et donc de la densité surfacique 
suite à l’échauffement induit par le faisceau de particules [91], doivent être pris en compte.  
Les cibles solides peuvent être obtenues par PECVD [17,18], en utilisant un polymère, 
ou encore par implantation ionique [21,22]. Les cibles développées par PECVD sont 
intéressantes car elles peuvent contenir une concentration importante [21,92] en hydrogène 
ainsi qu’un profil constant en profondeur. Cependant, comme l’hydrogène contient du 
deutérium (150 ppm), ce type de cible n’est pas isotopiquement pur. Les polymères ont quant 
à eux l’avantage d’avoir une concentration en hydrogène très uniforme. Toutefois, l’hydrogène 
n’est pas stable et désorbe  facilement [19,20]. Ce type de cible n’est donc pas envisageable 
pour nos applications. Il reste, pour terminer, l’implantation ionique. Cette dernière, si elle est 
réalisée à l’aide d’un sélecteur magnétique, permet de faire une sélection en masse de l’ion 
implanté et donc assure une pureté isotopique proche de 100%. De plus, la profondeur 
d’implantation est facilement sélectionnée en modifiant l’énergie des ions incidents. 
Finalement, l’implantation ionique permet d’implanter sur des épaisseurs très fines, de manière 
à pouvoir faire des cibles minces. Pour ces raisons, cette dernière méthode a été sélectionnée 




V.1. Matrice utilisée 
 La matrice dans laquelle l’hydrogène sera implanté doit être sélectionnée de manière 
adéquate afin de réaliser des cibles stables et de concentration élevée. Dans notre cas, nous 
nous sommes basés sur les mêmes références que Gilles Genard [93], c’est-à-dire sur du 
silicium cristallin. Il a été montré que l’hydrogène implanté dans du silicium est stable sous 
irradiation [94,95] de par la présence de liaisons covalentes entre le silicium et l’hydrogène. 
Ces liaisons sont principalement de type Si-H2 (autrement dit un dimère adsorbé dans les plans 
du Si (100)) ainsi que V2H6, VH et VH4 [96] lorsque la matrice est cristalline. Lors du processus 
d’implantation, l’hydrogène va créer des dégâts dont des lacunes dans le réseau cristallin dans 
lesquelles il peut venir se placer pour former une liaison covalente [97,98]. S’il ne trouve pas 
de lacune libre, il forme du H2 [97] qui peut alors s’échapper facilement. Notons que, si la dose 
implantée est trop importante, il est possible que le H2 s’accumule et crée des bulles, c’est le 
blistering. Cet effet est à éviter pour nos applications car en plus d’amener de l’inhomogénéité 
dans notre échantillon, il est possible que ces bulles explosent suite à l’échauffement dû au 
faisceau. Ceci entraînerait alors une large perte d’hydrogène dans notre échantillon.    
Contrairement à Gilles Genard qui a choisi d’implanter de l’hydrogène dans du silicium 
cristallin (100) [93], nous avons décidé d’ajouter une étape supplémentaire avant l’implantation 
qui consiste à amorphiser le silicium. Cette stratégie permettrait la création de plus de sites 
vacants afin d’augmenter la quantité d’hydrogène retenue dans la matrice ainsi que la stabilité 
de ce dernier tout en évitant les problèmes de canalisation (voir paragraphes suivants). 
V.2. Amorphisation 
Le but de cette étape est de détruire la structure cristalline d’une galette de Si (100) sur 
plusieurs centaines de nanomètres d’épaisseur afin d’y créer le plus de défauts possibles. Des 
cibles composées d’une matrice amorphe ont déjà été produites par différents chercheurs via 
des méthodes de dépôt plasmas (PECVD, magnetron sputtering, etc.) en faisant croître des 
couches de type aSi-H [99,100] ou encore aC-H [92,101] et même a(C/Si)-H [102]. 
Nous avons tout d’abord choisi de réaliser l’amorphisation à l’aide d’ions 28Si+ car cela 
nous permet de travailler uniquement avec du silicium, et de ne pas insérer d’impuretés dans 
la matrice. Ensuite, une énergie de 170 keV pour les ions incidents a été déterminée à l’aide du 
logiciel SRIM [103] afin de créer une zone amorphe d‘environ 250 nanomètres d’épaisseur 
(nous verrons plus tard pourquoi cette épaisseur). Cependant, SRIM calcule le parcours des 
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ions sans prendre en compte la structure cristalline du silicium et ne considère donc pas des 
effets de canalisation [104,105], c’est-à-dire que les ions incidents passent entre les plans 
cristallins et ne créent que très peu de dégâts. Ce phénomène de canalisation apparaît pour des 
orientations spécifiques du cristal par rapport à la direction de l’ion incident. Or le silicium, de 
par sa structure de type diamant, présente énormément de plans et est généralement considéré 
comme une sorte de « gruyère ». Il y a donc de fortes chances de faire de la canalisation si l’on 
ne fait pas attention. Afin de remédier à ce problème, nous avons recherché l’orientation la plus 
adéquate afin de présenter à l’ion incident le moins de plans cristallins possibles. Pour ce faire, 
nous avons utilisé le programme ImplantCalculator10 qui permet d’afficher les plans cristallins 
vus par le faisceau incident en fonction des angles de twist et de tilt (voir Figure 24). Dans 
notre cas, nous avons retenu 5° et 7° pour les angles de twist et tilt, respectivement. Finalement, 
le dernier paramètre inconnu est la dose nécessaire à implanter avant d’obtenir une 
amorphisation complète. Plusieurs implantations de 28Si+ avec des doses allant de 1 à 8 1015 





                                                          
10 Disponible sur http://www.axcelis.com/ion-calculator 
Figure 24: Représentation des angles de tilt (à gauche) et de twist (à droite) dans le cas d’une orientation (100)  du cristal. 
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Les implantations ont été réalisées sur la ligne 10° droite de l’accélérateur du LARN 
(Figure 25). Cette dernière dispose de deux séries de plaques métalliques (verticales et 
horizontales) alimentées par des hautes tensions sinusoïdales qui permettent de balayer le 
faisceau aussi bien verticalement qu’horizontalement, assurant ainsi la réalisation 
d’implantations homogènes sur des surfaces de plusieurs cm². De plus, il est possible 
d’appliquer une tension d’offset sur une paire de plaques afin de dévier le faisceau et ainsi 
éviter que les ions neutres (et donc non balayés) ne viennent s’implanter dans l’échantillon. Un 
doigt froid situé près du porte-échantillon permet de réduire le dépôt de carbone à la surface de 
l’échantillon (carbone « build-up ») car ce dernier apporte à la fois des impuretés dans la 
matrice et forme également une couche supplémentaire au-dessus du silicium qui se révèlera 




Afin de s’assurer que les angles de twist et de tilt soient toujours bien respectés, nous 
avons développé un porte-échantillon de telle manière que le fond de ce dernier (là où l’on 
place l’échantillon) forme un angle de 7° par rapport au faisceau incident. Comme le porte-
échantillon est toujours placé de la même façon, des traits inclinés à 5° sur le fond de ce dernier 
permettent de placer correctement l’échantillon. Finalement, afin d’éviter une recristallisation 
du silicium dû à un échauffement par le faisceau [106], nous avons muni le porte-échantillon 
d’un système de refroidissement similaire à celui utilisé pour le bout de ligne dans le système 
de détection bas-bruit. Finalement, une tension négative de -300V est appliquée juste devant le 
Figure 25: Photo de la ligne d’implantation haute énergie utilisée pour réaliser les amorphisations du silicium. 
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porte-échantillon afin de supprimer les électrons secondaires et d’ainsi obtenir une valeur fiable 
de la dose implantée. 
Pour vérifier l’état d’amorphisation après implantation du 28Si, une analyse RBS des 
différents échantillons a été réalisée des conditions de canalisation afin de faire apparaître la 
couche amorphe. En effet, de cette manière, le taux de particules rétrodiffusées par la partie 
amorphe est beaucoup plus important que celui des particules rétrodiffusées par la partie 
cristalline. Ces mesures ont été réalisées à l’Institut des nanosciences de Paris (Paris, France) 
dans le laboratoire SAFIR (Système d’Analyse par Faisceaux d’Ions Rapides) dirigé par Ian 
Vickridge. Pour ces analyses, des ions 4He+ de 1.8 MeV et un détecteur PIPS à 165° ont été 




Sur cette figure, nous observons tout d’abord le spectre RBS pour un échantillon de Si 
(100) non implanté, obtenu dans des conditions de canalisation. Ensuite, pour les échantillons 
implantés, nous pouvons clairement distinguer la couche amorphe de la couche cristalline. Pour 










 1 10^15 at./cm²
 2 10^15 at./cm²
 4 10^15 at./cm²












Figure 26: Mesures RBS en conditions de canalisation pour du Si (100) non implanté (bleu claire) et implanté avec 1 (noir), 
2 (rouge), 4 (vert), et 8 (bleu foncé) 1015 at/cm². Un agrandissement a été réalisé sur le flanc montant du silicium afin de 
rendre compte de l’état d’amorphisation de ce dernier. Ces mesures ont été réalisées avec des 4He+ de 1.8 MeV et un détecteur 
PIPS placé à 165°. 
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une dose implantée de 1 1015 at.cm², le flanc montant du silicium n’est pas très net, ce qui 
signifie que l’amorphisation n’est pas totale. En revanche, à partir de 2 1015 at/cm², les flancs 
montants sont bien nets, preuve que l’amorphisation est totale. Ces résultats sont cohérents 
avec ceux fournis par le programme SUSPRE [107] puisque ce dernier prédit un taux 
d’amorphisation de 100 % et de 98% pour des doses implantées de 3 et 2 1015 at./cm² 
respectivement, le tout sur une profondeur de 250 nm. Finalement, nous n’observons pas de 
trace de carbone dans les échantillons, preuve que les amorphisations ont été effectuées 
proprement.  
Intéressons-nous maintenant à la profondeur d’amorphisation. Cette dernière est 
obtenue sur base des spectres RBS et est représentée à la Figure 27. Nous voyons que cette 
épaisseur est de l’ordre de 350 nm alors que les simulations de SRIM prédisaient un parcours 
de 250 nm. Ceci peut s’expliquer par le fait que lorsqu’un ion incident rencontre un atome de 
la matrice, ce dernier, lors de son déplacement, peut provoquer le déplacement d’un autre atome 
du réseau se trouvant sur son chemin, et ainsi de suite. C’est ce que l’on appelle une cascade 
de collisions (voir Annexe IV). Ainsi, des déplacements d’atomes à des distances éloignées du 
site de la première collision peuvent survenir. C’est également pour cette raison que l’épaisseur 











Figure 27: Épaisseur de la couche amorphisée (en nm) en fonction de la dose implantée. Les barres d’erreurs tiennent compte 
de l’étalonnage ainsi que de la résolution du détecteur. 
































En plus de cette cascade de collisions, nous ne pouvons pas exclure la possibilité de 
faire de la canalisation et ce, malgré les précautions prises avec les angles de twist et tilt. 
Idéalement, il faudrait s’assurer de l’incidence du faisceau pour être certains d’avoir un angle 
de tilt de 7°, ce qui n’est probablement pas le cas en pratique. Pour la suite de notre travail, 
nous avons donc choisi de travailler avec une dose implantée de 2 1015 at./cm². 
 
V.3. Implantations en hydrogène 
 Les implantations en hydrogène ont initialement été réalisées à l’INRS, avec le même 
dispositif que celui utilisé par Gilles Genard. Cependant, étant donné que cette facilité a été de 
moins en moins accessible, nous avons décidé de réaliser ces implantations avec notre 
accélérateur ALTAÏS. Comme nous le verrons, les conditions d’implantation ne sont pas les 
mêmes dans les deux laboratoires. En conséquence, les cibles réalisées dans chacun des 
laboratoires seront présentées séparément.  
V.3.1. Implantations à l’INRS  
 Comme la réalisation des cibles en hydrogène à l’INRS a fait l’objet d’une publication 
[108], seuls les résultats les plus pertinents seront présentés dans cette thèse. De plus, nos 
résultats seront régulièrement comparés avec ceux obtenus par Gilles Genard [93]  étant donné 
que nous nous sommes basés sur ses travaux afin de réaliser nos cibles en hydrogène. 
 Très brièvement, l’accélérateur utilisé est un implanteur de 30 kV muni d’une source 
RF. Ce dernier est muni d’un aimant permettant de réaliser une sélection en masse. La ligne 
d’implantation dispose de plaques métalliques verticales et horizontales permettant d’effectuer 
un balayage du faisceau. Enfin, un collimateur de 9 X 9 mm² permet de définir la taille de la 
surface d’implantation. Ce collimateur ainsi que son support sont portés à -300V afin de 
supprimer les électrons secondaires.   
Nous avons d’abord réalisé une étude de la dose retenue pour des ions H+ de 3 keV. En 
effet, nous implantons du H+ et non pas d’H2+ car ce dernier ne peut pas être différencié du 
deutérium. D’après SRIM, le parcours moyen des ions devrait être de l’ordre de 70 nm, ce qui 
fait qu’ils sont situés en plein milieu de la couche amorphisée. De plus, comme Gilles Genard 
avait également réalisé son étude de doses à cette énergie, il sera plus facile de comparer les 
résultats même si ce dernier avait implanté des H2+ pour son étude de dose. Les mesures ont 
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été réalisées par ERDA (voir Annexe III) avec des 4He+ de 2 MeV et l’échantillon tilté à 65°. 
Les résultats de cette étude sont présentés à la Figure 28. 
 
 
 Contrairement à ce qui avait été observé dans le silicium cristallin [93], aucune pseudo 
saturation n’est observée. Ceci peut s’expliquer par le fait que la couche de silicium étant 
amorphe, une quantité plus importante de liaisons pendantes auxquelles l’hydrogène peut se 
lier sont présentes (Figure 29). Du point de vue de la dose retenue, nous voyons qu’elle est 
similaire dans les deux matrices jusqu’à une dose implantée de 2.0 1017 at/cm². Pour des doses 
supérieures, il y a clairement une différence entre les deux. Cela peut également s’expliquer 
par le nombre plus élevé de lacunes disponibles dans la matrice amorphe que dans la cristalline. 
Dans le cas du cristallin, on observe clairement une saturation de la dose retenue, ce qui est 
plus difficile à estimer dans le cas de l’amorphe. Seule une étude avec des doses implantées 
plus élevées pourrait nous le confirmer. 
Figure 28: Étude de la dose retenue pour des ions H+ (carrés noirs) de 3  keV dans du silicium amorphisé. Les mesures ont 
été réalisées par ERDA avec des 4He+ de 2 MeV. Les barres d’erreurs en x tiennent compte de l’incertitude sur la surface 
implantée, et les barres d’erreurs en y prennent en compte l’erreur statistique ainsi que les incertitudes propres à la géométrie 
de détection et l’étalonnage du détecteur. Cette étude est comparée à celle réalisée par Gilles Genard avec des ions H2+de 3 
keV dans du silicium cristallin[93]. 
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Gilles Genard a montré qu’il est possible d’obtenir un profil constant en profondeur en 
réalisant des implantations successives à différentes énergies et doses. Sur base de ses 
expériences, nous avons décidé d’implanter 1.0 et 0.7 1017 at/cm² à 3.0 et 1.5 keV 
respectivement. Nous avons ensuite vérifié le profil de concentration en profondeur par RNRA 
(voire annexe III). Pour ce faire, nous avons utilisé la réaction 1H(15N,αγ)12C qui présente une 
résonance à 6385 keV. L’énergie des gammas émis suite à cette réaction est de 4.43 MeV.  
Cette résonance est surnommée la « Mona Lisa » des réactions résonantes de par sa largeur très 
étroite (1.8 keV) [109–111]. Le profilage a été effectué dans le système de détection bas-bruit 
décrit plus haut. La déconvolution a, quant à elle, été réalisée à l’aide du programme VAVLOV 
[112]. Ce dernier donne la concentration atomique en fonction de l’épaisseur (exprimée en 1015 
at./cm²). Dans notre cas, une feuille de Kapton a été utilisée comme standard [113] en prenant 
soin de réduire les intensités faisceaux afin d’éviter que ce dernier ne désorbe. 
 La Figure 30 présente le profil en profondeur pour un échantillon amorphisé implanté 
dans les conditions décrites ci-dessus, mais également pour un échantillon amorphisé non 
implanté et pour un échantillon cristallin implanté dans les mêmes conditions que l’amorphe. 
Intéressons-nous tout d’abord au profil en profondeur de l’échantillon amorphisé implanté. Le 
maximum de concentration atteint est de l’ordre de 35 %, ce qui est beaucoup plus important 
que les 18.5 % obtenus dans les cibles réalisées par Genard. Cependant, nous remarquons tout 




de suite que ce profil n’est pas plat et présente même au moins trois composantes : la première 
située à la surface aux environs de 100 1015 at./cm², la seconde (la plus importante) à une 
profondeur de 300 1015 at./cm², et la troisième vers 500 1015 at./cm². Les deux dernières 
composantes correspondent aux implantations à 1.5 et 3.0 keV. En ce qui concerne la première, 
elle est due à la contamination de surface.  
Afin d’évaluer l’importance de cette dernière, nous avons analysé (toujours en RNRA) 
un échantillon uniquement amorphisé. Son profil est représenté par les triangles bleus sur la 
Figure 30. Comme nous pouvons le constater, cette contamination peut atteindre une dizaine 
de pourcents (atomiques) pour une quantité absolue de l’ordre de 1016 at/cm² (déterminée par 
ERDA et RNRA). Cette contamination qui, comme nous le verrons plus tard, désorbe sous 
irradiation, provient principalement de vapeur d’eau et/ou hydrocarbures et contient 
nécessairement du deutérium qui est une source potentielle de bruit. Finalement, nous avons 
réalisé le profil en concentration pour un échantillon cristallin implanté dans les mêmes 
conditions que l’amorphe (cercles rouges sur la Figure 30). Il apparaît que la quantité 
d’hydrogène retenue dans l’amorphe est supérieure à celle dans le cristallin. Le rapport des 
aires est de 1.55 (sans tenir compte de la contamination de surface). Cela signifie que, pour une 
même dose implantée, la dose retenue dans l’amorphe est 1.55 fois supérieure. Cette différence 
a été confirmée par ERDA. Nous avons analysé trois échantillons amorphes et comparé leur 
teneur en hydrogène à celle d’un échantillon cristallin, les quatre ayant été implantés dans les 


















Tableau 6: Dose retenue pour 3 échantillons amorphisés et un cristallin implantés en H+ à 1.5 et 3.0 keV avec 0.7 et 1.0 




Echantillon Dose retenue (1017 at/cm²) Rapport sur le cristallin. 
A1 14.4 ± 0.8 1.5 
A2 14.5 ± 0.8 1.5 
A3 14.6 ± 0.8 1.5 
cristallin 9.8 ± 0.6 1.0 
Figure 30: Profils en profondeur de la concentration atomique en hydrogène obtenus par RNRA. Les carrés noir et les cercles 
rouges correspondent respectivement à du silicium amorphisé et cristallin implantés en H+. Dans les deux cas, ils ont reçu 
une dose de 0.7 et 1.0 1017at./cm² à respectivement 1.5 et 3.0 keV. La déconvolution a été réalisée à partir du programme 
VAVLOV.   
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 Si (100) implanté



















Nous observons que la dose retenue dans l’échantillon amorphe est supérieure (50%) à 
celle dans l’échantillon cristallin. Si l’on ne tient pas compte de la correction de la 
contamination de surface, nous retombons sur un rapport de 1.55, cohérent avec les résultats 
obtenus par RNRA. D’après ces résultats, nous pouvons donc conclure que, pour une même 
dose implantée, le silicium amorphe retient 50% d’hydrogène en plus que le cristallin. Comme 
évoqué précédemment, un nombre plus élevé de liaisons pendantes dans le silicium amorphisé 
par rapport au cristallin en est l’explication.  
De plus, nous voyons que les concentrations en hydrogène obtenues dans les 
échantillons amorphisés sont reproductibles, ce qui est une des caractéristiques recherchées 
pour nos cibles. La Figure 32 qui compare les profils en profondeur pour plusieurs échantillons 
amorphes confirme ceci. Les profils sont très nettement reproductibles mis à part le flanc 
montant. Cette différence est due à la contamination de surface. 
Afin de déterminer le type de mode de liaisons formées dans les matrices de silicium 
amorphes et cristallines, nous avons analysé en micro-Raman (voir Annexe V) deux 
échantillons de type amorphe et cristallin tous les deux implantés dans les mêmes conditions 
(ions H+ implantés avec des doses de 0.7 et 1.0 1017 at./cm² à des énergies de 1.5 et 3.0 keV) 
(Figure 31). En ce qui concerne le silicium cristallin, nous observons la contribution de quatre 
modes de liaisons, à savoir Si-H, Si-H2, Si-H3 et Si-H4 situés respectivement à 2000, 2100, 
2150 et 2200 cm -1, le mode Si-H2 dominant les autres. En revanche, dans le cas du silicium 
amorphisé, seuls deux pics à 2000 cm-1 et à 2100 cm-1 sont présents, correspondant 
respectivement à des modes de liaisons Si-H et Si-H2. Cela signifie que l’hydrogène se lie, dans 
le silicium amorphe, préférentiellement sous la forme Si-H, résultat cohérent avec la littérature 
[114].  
À première vue, cela pourrait paraître paradoxal de détecter plus de modes de liaisons 
dans le silicium cristallin que dans l’amorphe. Cependant, cette contradiction se lève si l’on 
raisonne en terme d’atomes de silicium disponibles pour se lier à l’hydrogène. Dans le silicium 
cristallin, la structure est très ordonnée, ce qui limite le nombre d’atomes de silicium auxquels 
l’hydrogène peut se lier. Il paraît donc normal que les atomes d’hydrogène aient plus tendance 
à se lier au même atome de silicium, ce qui amène à des modes de liaisons de type Si-H3 voir 
Si-H4. Toutefois, au fur et à mesure de l’implantation, les ions incidents vont causer des 
dommages dans la structure cristalline, formant plus de liaisons pendantes et donc plus de sites 
disponibles auxquels l’hydrogène pourra se lier. Dans cette configuration, nous retrouverons 
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plutôt des modes de liaisons de type Si-H ou Si-H2. Dans le cas du silicium amorphe, le nombre 
de liaisons pendantes étant déjà maximal, l’hydrogène dispose de toute une série de sites avec 




 Nous avons donc obtenu des cibles présentant une haute concentration en hydrogène et 
qui sont reproductibles. Cependant, deux critères importants doivent encore être validés : la 
pureté isotopique et la stabilité sous faisceau. Dans le cas de la pureté isotopique, cette dernière 
avait déjà été vérifiée et confirmée par Gilles Genard. Comme nous avons utilisé exactement 
le même matériel (c’est-à-dire la déviation magnétique), il y a de très bonnes raisons de penser 
que cette pureté isotopique est toujours maintenue.  

































Figure 31: Spectre micro Raman d’échantillons amorphe (en haut) et cristallin (en bas) implantés tous les deux dans les 
mêmes conditions (ions H+ de 1.5 et 3.0 keV avec des doses respectives de 0.7 et 1.0 1017 at./cm²). Les courbes en pointillé













Afin de vérifier la stabilité sous faisceau, nous avons de nouveau utilisé la réaction 
résonnante 1H(15N,αγ)12C qui permet d’être utilisée comme une sonde locale. En modifiant 
l’énergie des particules incidentes, il est possible d’étudier le comportement de l’hydrogène en 
surface et dans le volume de l’échantillon. Dans le but de savoir si l’hydrogène est stable ou 
pas sous irradiation, nous avons utilisé le mode LIST du programme d’acquisition. Chaque fois 
qu’un évènement est numérisé par l’ADC, il est écrit dans un fichier avec l’information 
temporelle. Il est ainsi possible de reconstruire le spectre d’acquisition en fonction du temps. 
Grâce au programme TMOWIN (développé par Gilles Genard), il est possible d’obtenir 
l’évolution du taux de comptage dans une région d’énergie en fonction de la charge intégrée. 
De là, on peut déduire la stabilité de l’hydrogène. La Figure 33  montre les résultats obtenus 
pour nos cibles d’hydrogène. Nous nous sommes placés en surface puis en volume. Dans les 
deux cas, nous avons utilisé des 15N3+ avec un courant électrique de 200 nA pour une taille de 
faisceau de l’ordre de 0.2 mm² et une charge intégrée de 450 µC. Il apparaît clairement que 
l’hydrogène en surface désorbe tandis que celui situé en volume est tout à fait stable. La 
désorption de l’hydrogène de surface n’est pas un problème en soi et a plutôt un impact positif 
car ce phénomène tend à réduire la contamination en deutérium de la surface et diminue donc 
le bruit amené par ce dernier.  
Figure 32: Profils RNRA pour 4 échantillons amorphes implantés en hydrogène dans les même conditions. La contamination 
de surface n’a pas été retirée. 







































Le but de ces cibles étant d’étudier la réaction 13C(p,γ)14N en cinématique inverse, nous 
avons réalisé un profil avant et après irradiation de 13C . Pour cela, nous nous sommes placés 
dans les mêmes conditions que celles utilisées lors de nos analyses, c’est-à-dire des ions 13C3+ 
de 7200 keV avec un courant de 2 µA (électrique) pour une surface d’environ 0.2 cm² et une 
charge intégrée de 2 mC, ce qui correspond à une densité de courant de 10µA/cm². Ces profils 
sont représentés à la Figure 34. On remarque une désorption de l’hydrogène en surface, 
confirmant ainsi nos résultats précédents. Cependant, nous notons également une légère 







Figure 33: Évolution du taux de comptage du signal hydrogène en surface (carrés blancs) et en volume (ronds noirs) pour du 
silicium amorphisé implanté en hydrogène. Les mesures ont été réalisées en utilisant des 15N 3+ de différentes énergies (6395 
keV pour la surface et 6437 keV en volume) avec un courant électrique de 200 nA pour une surface de 0.2 cm². La charge 
intégrée est de 450 µC. 






































En conclusion de cette première partie, nous sommes arrivés à développer des cibles en 
hydrogène présentant une haute concentration en hydrogène (35% max), une pureté isotopique 
de 100% (excepté pour la contamination de surface) ainsi qu’une stabilité sous faisceau en 
volume. Dans le cas d’irradiation par des faisceaux plus intenses, une désorption totale de 10% 
(dans nos conditions expérimentales) est observée mais cette perte peut être considérée comme 
faible par rapport à celle rencontrée pour des cibles de type films polymères (kapton, mylar, 
etc.). Même si par rapport aux standards développés par Gilles Genard, le profil en 
concentration obtenu n’est pas homogène, cela est largement compensé par la haute teneur en 





Figure 34 : Profils en hydrogène avant (carrés noirs) et après (triangles blancs) irradiation en13C3+. L’énergie des ions 
incident est de 7200 keV, pour 2 µA électriques et une charge totale de 2 mC. On observe clairement une désorption en surface. 
Une légère diminution de l’hydrogène en volume est également présente. 























V.3.2. Implantations au LARN 
 Nous avons également été amenés à réaliser des implantations en hydrogène au LARN. 
Ne disposant pas d’un implanteur basse énergie, nous avons effectué les implantations avec 
l’accélérateur ALTAÏS (Annexe II). Pour ce faire, nous nous sommes servi de la station 
d’irradiation à basse énergie, c’est-à-dire située avant la colonne d’accélération. Suivant le type 
de source utilisée, SNICS ou duoplasmotrons, les tensions d’extraction sont de 30 ou 20 kV, 
respectivement. Afin de maximiser les intensités faisceaux, nous avons utilisé la source 
duoplasmotrons en H+.   
Comme à l’INRS, les ions incidents sont défléchis avant d’être implantés. Cela est 
réalisé grâce à un aimant de 90°. Cependant, ce système ne dispose que d’une paire de plaques 
verticales, ce qui nous limite à un balayage uniquement vertical. Le faisceau doit donc être le 
plus large possible de manière à obtenir une implantation homogène en surface. Contrairement 
aux implantations réalisées à l’INRS, nous avons choisi une énergie de 5 keV. Ce choix 
provient d’un compromis entre l’intensité des faisceaux obtenus et le fait de continuer à 
travailler en cibles minces. Comme pour les implantations à 3 keV, nous avons réalisé une 
étude de la dose retenue. Celle-ci est présentée à la Figure 35, en même temps que celle réalisée 
à 3 keV dans le silicium amorphe et celle de Gilles Genard. Il apparaît très clairement que la 
quantité d’hydrogène retenue est beaucoup plus importante pour les implantations à 5 keV. 
L’explication repose sur le fait que l’implantation s’effectue sur une profondeur plus 
importante, et que dès lors il y a plus de liaisons pendantes ou de lacunes disponibles que dans 
le cas des implantations à 3 keV. Nous observons cependant une saturation à partir d’une dose 
implantée de 6.0 1017 at/cm². Au vu de cette étude, nous avons choisi de ne réaliser qu’une 
seule implantation de 3.0 1017 at./cm² à 5 keV. Cette dernière constitue un bon compromis entre 




















Comme le système d’implantation n’est pas le même que celui utilisé à l’INRS, nous 
avons vérifié si la pureté isotopique de nos implantations était bien de 100%. Pour cela, nous 
avons implanté un échantillon avec du H+ et un autre en H2+. Nous avons ensuite mesuré les 
deux échantillons grâce à la technique ERDA. Nous avons choisi de travailler avec des 4He+ 
de 2.13 MeV [115] de manière à se placer à une résonance de la section efficace du deutérium 
pour faire ressortir ce dernier dans les spectres. La Figure 36 compare les deux acquisitions. 
Dans le cas de l’implantation réalisée en H2, nous voyons clairement apparaître le signal du 
deutérium sur toute la profondeur d’implantation. Ce signal est absent dans le cas de 
l’implantation en H+, hormis en surface où il y a une contamination provenant de l’extérieur. 
Nous en déduisons que nos cibles sont isotopiquement pures. 
  
Figure 35: Études de doses réalisées dans le cas de Genard et al. (cercles creux), à l’INRS (croix) et au LARN (carrés noirs). 
Pour nos implantations, les barres d’erreurs sont basées sur les incertitudes géométriques (angle solide, section efficaces, 
etc.). Les barres d’erreurs horizontales viennent de l’incertitude sur la mesure de la surface de la tache d’implantation. 
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Concernant la stabilité sous faisceau, elle a été vérifiée par RNRA avant et après 
irradiation dans des conditions de mesures intenses, plus précisément en utilisant un faisceau 
de 13C+ de 2160 keV avec une charge intégrée de 54 mC et une intensité courant de 1.9 µA 
pour une taille de faisceau de l’ordre de 25 mm², ce qui correspond à une densité de faisceau 
de 8 µA/cm². Comme le montre la Figure 37, la désorption est globale, c’est-à-dire qu’elle se 
fait aussi bien en surface qu’en volume. Signalons que le profil a tendance à s’étaler en 
profondeur. Cela vient très probablement du fait que les 13C créent des dégâts dans la structure 
de même qu’un échauffement, ce qui amène un déplacement de l’hydrogène. Il y a également 
une partie de l’hydrogène qui diffuse et s’échappe au niveau de la surface. Notons également 
un léger épaulement dans le profil après irradiation au niveau de 100 1015 at.cm². Cela est dû 
au carbone « build-up », mais nous nous intéresserons à ce phénomène plus tard (voir section 
sur l’application à l’astrophysique). La perte totale est seulement de 11%, ce qui est tout à fait 
acceptable pour nos applications, sachant que nos conditions de travail sont intenses. 
 
 
Figure 36: Spectres ERDA dans le cas d’implantation en H+ (a) et en H2+ (b). Les spectres ont été obtenus avec des 4He+ de 
2130 MeV. Dans le cas de l’implantation en H2+, on note une présence importante de 2H dans toute l’implantation. Tandis 











































Nous nous sommes ensuite intéressés au profil en profondeur de concentration en 
hydrogène (toujours en RNRA, comme décrit plus haut). Sur la Figure 38, nous pouvons 
retrouver ce profil (triangles gris), mais également ceux correspondant aux cibles réalisées à 
3.0 et 1.5 keV dans le silicium amorphe (juste décrites dans la partie d’avant) et les cibles 
réalisées par Gilles Genard. Par rapport aux autres cibles, nous voyons que le profil obtenu par 
des implantations à 5 keV est plus large d’environ 25 %. En effet, l’énergie des ions incidents 
étant plus importante, cela augmente le parcours moyen des ions dans la matière. Cependant, 
comme nous le verrons plus tard, nous considérons toujours ces cibles comme minces. Du point 
de vue de l’homogénéité en profondeur, les implantations à 5 keV fournissent un profil un peu 
plus homogène (le plateau est un peu plus marqué) que les précédentes réalisées dans le 
silicium amorphe. Mais la grande modification par rapport aux anciennes cibles est la quantité 
d’hydrogène retenue. Par rapport aux cibles amorphes, le gain est de l’ordre de 1.4 tandis que 
pour les cibles développées et utilisées par G. Genard un gain de l’ordre de 2.6 est observé! 
Les résultats sont présentés à la Tableau 7. 
Figure 37: Profils de concentration en hydrogène avant (carrés noirs) et après (cercles creux) irradiation. Pour ce faire, nous 
avons utilisé un faisceau de 13C+ de 2160 keV avec une intensité moyenne de 1.9 µA sur une surface de 25 mm². La charge 
intégrée est de 54 mC et le vide dans le bout de ligne est de l’ordre de 2 10-7 mbar. 





























Tableau 7: Quantité totale d’hydrogène retenu dans le cas des cibles réalisées par G. Genard, à 1.5 et 3.0 keV dans du silicium 
amorphe et à 5.0 keV également dans du silicium amorphe. La dernière colonne reprend le rapport entre la quantité 
d’hydrogène retenue dans l’implantation à 5 keV sur celle dans les autres échantillons. Les incertitudes sont calculées sur 






retenue (1017 at.cm²) Rapport 5 keV /… 
c-Si (100) (G.G.) 0.85 ± 0.03 2.6 ± 0.19 
a-Si implanté à 3.0 et 1.5 keV 1.52 ± 0.07 1.43 ± 0.11 
a-Si implanté à 5.0 keV 2.18 ± 0.14 1 
Figure 38: Profils en profondeur de la concentration en hydrogène pour : Genard et al., c’est-à-dire à 3.0 et 1.5 keV avec des
doses respectives de 1.0 et 0 .6 1017 dans du silicium (100) cristallin (carré noirs) ; À 3.0 et 1.5 keV avec des doses respectives 
de 1.0 et 0.7 1017 at.cm² dans du silicium amorphisé (cercles creux) ; À 5.0 keV avec une dose de 3.0 1017 at./cm² dans du 
silicium amorphisé (triangles gris). Les barres d’erreurs tiennent compte de l’erreur statistique et des incertitudes sur les
pouvoirs d’arrêts. 











 a-Si 3.0 et 1.5 keV 






















De par tous ces résultats, nous pouvons conclure que les implantations réalisées à 5 keV 
dans du silicium amorphe sont les plus intéressantes car elles contiennent 2.6 fois plus 
d’hydrogène que les cibles réalisées par G. Genard pour ses expériences. Cela signifie donc 
que, pour des mêmes conditions de géométrie et de faisceau, et pour une même statistique de 
détection, le temps d’acquisition est réduit par 2.6. De plus, ces cibles sont isotopiquement 
pures et relativement stables dans nos conditions de travail. Nous observons une désorption de 
10 % qui est tout à fait acceptable dans le cadre de nos applications. En outre, le profil en 
hydrogène est relativement homogène, même si nous sommes encore loin des homogénéités 
(en profondeur) atteintes par les films polymères. Toutefois, ce « désavantage » est largement 
compensé par la concentration atomique obtenue (près de 35 % au pic de concentration) et la 
stabilité sous faisceau. Enfin, ces cibles restent considérées comme « minces » car la perte 
d’énergie de l’ion incident au travers de ces dernières est faible par rapport à son énergie 
incidente (environ 10%). Ceci permet de mesurer la section efficace à une énergie définie, ce 
qui n’est pas le cas avec des cibles épaisses où la section efficace est « moyennée » parce que 
la perte d’énergie de l’ion incident est importante par rapport à son énergie incidente.    Toutes 
ces caractéristiques nous amènent à choisir ce type de cible dans le cadre de nos études en 
cinématique inverse, et notamment pour l’étude des réactions d’intérêt astrophysique. 
Cependant, l’application de ces cibles ne se limite pas uniquement à l’astrophysique. Ce type 
de standard est également très utile en IBA11 comme référence en hydrogène (ERDA) en raison 
de sa conductivité électrique, sa stabilité et de sa structure amorphe, ce qui facilite grandement 
le dépouillement des résultats d’analyse. D’ailleurs, nous avons eu l’occasion de fournir 
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VI. Quatrième partie : Application à l’astrophysique nucléaire 
 L’astrophysique nucléaire consiste, comme son nom l’indique, en l’étude des 
phénomènes nucléaires présents en général dans l’univers, et plus particulièrement au sein des 
étoiles. L’idée quant à la présence de ce type de phénomènes au cœur des étoiles provient du 
physicien britannique Arthur Eddington. Jusqu’alors, aucun type de réaction (chimique, 
gravifique) ne pouvait modéliser le temps de vie des étoiles. Ce physicien proposa au début du 
XX siècle [116] que la source d’énergie pouvait provenir de la fusion de plusieurs noyaux. En 
effet, considérons la réaction de fusion suivante : 
 4   =>  B  + 2DE + 2F + 26.7 IJ  , (7) 
qui consiste en la fusion de quatre protons en un atome d’hélium. Appliquons cette équation à 
notre Soleil, en considérant que ce dernier est constitué uniquement de protons et que seulement 
10% (en masse) subissent la fusion. Connaissant la puissance rayonnée par le Soleil (3.84 1026 
W), nous pouvons en déduire un temps de vie de 10 milliards d‘années, ce qui est cohérent 
avec d’autres observations (météorites, géologie, etc.). De cette idée est née l’étude et la 
modélisation des réactions nucléaires au sein des étoiles.  
Citons tout d’abord le travail du physicien Bethe qui, en 1939, proposa un modèle de 
fusion de l’hydrogène dans les étoiles chaudes (T> 2 107 K) [117]. Ce modèle, appelé cycle 
CNO, se base sur la synthèse de l’hélium catalysée par des éléments plus lourds (carbone, azote 
et oxygène). Nous reparlerons de ce modèle un peu plus loin. Ensuite, en 1957, Burbidge, 
Burbidge, Fowler et Hoyle [8] de même que Cameron [118] publièrent simultanément des 
articles décrivant les processus de fusion des différents éléments au sein des étoiles dont la 
nucléosynthèse. Ces deux ouvrages posent les fondements de l’astrophysique nucléaire et font 
encore office de références à ce jour. Enfin, en 1988, Rolfs et Rodney publièrent un ouvrage 
intitulé « Cauldrons in the Cosmos » [4], qui de par son titre, décrit les étoiles comme de 
« grosses marmites » dans lesquelles sont synthétisés tous les éléments présents autour de nous. 
Cet ouvrage fait également office de « bible » dans le milieu de l’astrophysique nucléaire, nous 
y ferons donc souvent référence dans les pages à venir.  
Tous ces modèles d’évolution stellaire se basent sur des taux de réactions qui ne 
peuvent être obtenus que sur base des sections efficaces, et donc de mesures expérimentales. 
Ces mesures se faisant à des énergies stellaires, elles requièrent des dispositifs spécifiques du 
même type que notre système bas-bruit. Nous avons donc appliqué notre système aux mesures 
de sections efficaces à des énergies stellaires. 
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VI.1. Quelques notions d’astrophysique nucléaire 
 Afin de modéliser les mécanismes de nucléosynthèse au sein des étoiles, il est important 
d’avoir accès aux taux de réaction stellaire. Ce taux de réaction entre deux particules x et y est 
donné par : 
 
'K = 11 + M',K 
'
K〈2〉  , (8) 
avec Nx et Ny les nombres d’éléments respectivement envoyés et ciblés par unité de volume et 
δx,y le δ de Kronecker. Le terme 〈2〉, appelé taux de réaction par paire de particules, représente 
l’intégrale du produit entre la vitesse des particules ν, la distribution en vitesse (de type 
Maxwell-Boltzmann) et la section efficace σ(ν). C’est ce dernier paramètre qui est évalué lors 
des mesures expérimentales. À partir de la définition de la distribution de Maxwell-Boltzmann 
et en définissant l’énergie E dans le centre de masse comme  ² , nous pouvons écrire le taux 
de réaction stellaire par paire comme :  
 〈2〉 = Q 89S T  1.U0 T  V 2./0/ exp Q− /US 1/[  , (9) 
où μ est la masse réduite Q = \]\^\]E\^S et T la température en kelvin. 
Dans le cas des étoiles, la seule source d’énergie disponible est l’énergie thermique 
(c’est d’ailleurs pour cela que l’on utilise la distribution de Maxwell-Boltzmann dans 
l’équation (9)). Même si les températures atteintes sont de l’ordre de plusieurs dizaines de 
millions de kelvins, cela ne correspond qu’à une énergie de l’ordre de quelques keV dans le 
système centre de masse, ce qui reste bien en dessous de la barrière coulombienne (de l’ordre 
du MeV).  
Cependant, les réactions restent possibles si l’on tient compte de l’effet tunnel. La 
section efficace de réaction peut alors être estimée à: 
 2./0 ~ exp.−29`0  , (10) 




 De plus, d’un point de vue classique, la section efficace dépend des surfaces de la 
particule incidente et de la particule cible. Du côté quantique, cet aspect géométrique se 
retrouve à travers la longueur d’onde de de Broglie λ tel que : 
 2./0 ~πλ~ 1/  . (11) 
Finalement, nous pouvons réécrire 
 2./0 = h./0 1/ exp i− / T j  , (12) 
avec b défini comme *5b cT = 29` et S(E) défini comme le facteur astrophysique qui reprend 
tous les effets nucléaires. Ce facteur ayant pour avantage de varier très lentement en fonction 
de l’énergie (sauf en cas de résonance) par rapport à la section efficace, il est donc très utile 
pour extrapoler le taux de réaction stellaire à des énergies qu’il est difficile d’atteindre 
expérimentalement (très basses énergies). Si l’on regarde maintenant l’expression du taux de 
réaction stellaire par paire, celui-ci devient : 
 〈2〉 = k lm T  .no0p cT  q h./0 exp k− 5no − *5b cT m 1/[   . (13) 
Le facteur astrophysique variant très peu avec l’énergie, nous pouvons le considérer 
comme constant et le taux de réaction ne dépend plus uniquement que de la superposition entre 
l’effet tunnel et la distribution de Maxwell Boltzmann : 
 
〈2〉 ~ V exp i− /U − / T j 1/  .[  (14) 
Si l’on représente graphiquement le produit de ces deux fonctions, nous pouvons 
observer une fenêtre d’énergie, appelée fenêtre de Gamow, pour laquelle ce produit est 
maximal. Cette fenêtre est représentée à la Figure 39  dans le cas d’une collision 13C + p à une 















Sur cette figure, nous voyons clairement apparaître la fenêtre d’énergie pour laquelle le 
taux de réaction nucléaire est maximal. Le pic, appelé pic de Gamow, se trouve ici aux 
alentours de 25 keV pour une température de 20 106 kelvins, température typique du cycle 
CNO (voir plus loin). Ce pic peut être approximé par une gaussienne centrée en E0 et de largeur 
Δ tel que : 
 exp i− /U − / T j  ≅  stu'v w− x/ − /∆ 2T z
{ (15) 
avec 
 / = QU2 S T  (16) 
 
 
∆ =  43 T ./U0 T  (17) 
Figure 39: Distribution de Maxwell-Boltzmann à une température de 20 millions de kelvins (ligne noire), probabilité de 
pénétration à travers la barrière coulombienne dans le cas de collision 13C+p (ligne rouge) et produit des deux (ligne bleue). 
Nous voyons apparaitre le pic de Gamow ainsi que la fenêtre d’énergie pour laquelle le taux de réaction est maximal. 































De par l’équation (16) et en prenant des températures stellaires de l’ordre de 107 kelvins, 
nous voyons que l’énergie pour laquelle le taux de réaction stellaire par paire présente un  
maximum est relativement basse, de l’ordre de plusieurs dizaines de keV dans le système centre 
de masse. Généralement, il est assez difficile d’obtenir expérimentalement des valeurs de ce 
taux à l’énergie de Gamow correspondant aux températures stellaires car les sections efficaces 
deviennent très faibles. Les astrophysiciens nucléaires mesurent des sections efficaces aux 
énergies les plus basses possibles et extrapolent le facteur astrophysique à l’énergie de Gamow. 
C’est pour cette raison qu’il est plus facile de travailler avec le facteur astrophysique car, 
comme énoncé plus haut, ce dernier varie beaucoup moins avec l’énergie que la section 
efficace. S’il n’y a pas de résonance (connue ou supposée), le facteur astrophysique peut être 
extrapolé par : 
 h./0 ≅ h.00 + h~.00/ +   h.00/²  , (18) 
avec la notation pointée signifiant la dérivée par rapport à l’énergie. Ces termes sont obtenus à 
l’aide du fit des données expérimentales. Ainsi, il existe des bases de données comme NACRE  
ou EXFOR [119] dans lesquelles les chercheurs peuvent traiter ou déposer des résultats 
expérimentaux qui peuvent ensuite être utilisés par des astrophysiciens pour leurs modèles 
d’évolution stellaire. 
 Finalement, il reste un effet auquel il faut veiller lors de la détermination du taux de 
réaction stellaire par paire : il s’agit de l’effet d’écrantage des électrons autour du noyau. Dans 
les étoiles, la matière est dans un état de plasma et les atomes sont considérés comme totalement 
ionisés. En revanche, en laboratoire, les cibles sont généralement solides ou gazeuses (donc 
atomiques), et dès lors, le cortège électronique a une influence sur la barrière coulombienne 
vue par le noyau incident. En effet, en dehors de l’atome, cette barrière est nulle, tandis qu’une 
fois le cortège électronique passé, le potentiel perçu par le projectile vaut alors : 
 J =  149,  Q 1 − 1uS  , (19) 
avec Ra et Rn étant respectivement les rayons atomiques et nucléaires. Cependant, étant donné 
que le rapport  est de l’ordre de 10-5, cet effet d’écrantage est négligeable aussi longtemps 
que l’énergie du système est supérieure au potentiel d’interaction coulombien aux alentours du 
noyau, c’est-à-dire tant que   
 / >  149, u  (20) 
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Dans la situation réelle, c’est-à-dire dans les étoiles, même si les atomes sont totalement 
ionisés, il faut noter que ces derniers « baignent » dans une mer d’électrons. Lorsque l’énergie 
thermique est plus importante que l’énergie coulombienne entre les particules, les électrons ont 
tendance à s’agglomérer autour des noyaux, réduisant ainsi la barrière coulombienne. Ce 
phénomène a pour effet d’augmenter le taux de réaction au sein de l’étoile tel que : 
 
〈2F〉éué = )〈2F〉  , (21) 
où f fait référence à l’écrantage dû aux électrons et prend généralement des valeurs entre 1 et 2 




















VI.2. Mesure de la section efficace de la réaction 13C(p,γ)14N 
VI.2.1. Le cycle CNO et la réaction 13C(p,γ)14N 
 Comme l’a suggéré Bethe en 1939, le cycle CNO est un processus au cours duquel les 
étoiles réalisent la fusion de l’hydrogène. Cette fusion de l’hydrogène en hélium représente la 
première étape de la nucléosynthèse et correspond à la période pendant laquelle l’étoile va 
passer la plus grande partie de son temps. Si l’on se réfère au diagramme d’Hertzsprung-Russel 
(Figure 1), diagramme qui permet de classer les étoiles en fonction de leur luminosité et de leur 
température, les étoiles réalisant la fusion de l’hydrogène se trouvent dans la séquence 
principale, comme c’est le cas de notre Soleil. Une fois que cette fusion est terminée, les étoiles 
se contractent, leur température interne augmente, apparaît alors la fusion de l’hélium jusqu’à 
épuisement de ce dernier, et ainsi de suite. Au moment où la fusion de l’hydrogène est terminée, 
l’étoile sort de la séquence principale. C’est comme cela que l’on peut estimer à quelle étape 
de la nucléosynthèse se trouve une étoile. 
Revenons à la fusion de l’hydrogène. Cette fusion peut se faire suivant deux procédés : 
la chaîne p-p et le cycle CNO. Dans les deux cas, le bilan est le même, c’est-à-dire que 4 protons 
fusionnent pour donner une particule alpha accompagnée d’une libération d’énergie de 26.7 
MeV, de même que deux β+ et deux neutrinos électroniques νe (équation (7)). À la différence 
de la chaîne p-p qui peut se produire dans des étoiles ne contenant que de l’hydrogène, le cycle 
CNO réalise la fusion de l’hydrogène catalysée par le carbone. Cela signifie qu’il ne peut avoir 
lieu que dans les étoiles dans lesquelles ces éléments sont déjà présents. Comme le montre la 
Figure 40, ce cycle devient prédominant par rapport à la chaîne p-p lorsque la température de 

















Le cycle CNO « froid » est composé de 6 réactions (voir Figure 41) dont le bilan global 
en énergie est le même que celui de la chaîne p-p, c’est-à-dire de 26.73 MeV. Ce cycle CNO 
est qualifié de « froid » car il existe également un cycle CNO « chaud » à plus haute 
température (à partir de 108 K), dans lequel le cycle CNO « froid » est court-circuité par 
d’autres réactions [4]. Parmi toutes les réactions présentées à la Figure 41, la réaction (4)  est 
la plus lente, c’est donc elle qui va déterminer le temps de vie de l’étoile. C’est pour cette raison 








Figure 40: Taux de production d’énergie dans une étoile par la chaîne p-p et par le cycle CNO en fonction de sa température. 
A partir d’une température de 2 107 K, le cycle CNO prédomine. L’image provient de l’ouvrage « Cauldrons in the cosmos » 





Dans notre cas, notre intérêt s’est porté sur la réaction (3) car malgré qu’elle ne soit pas 
la plus lente, elle va néanmoins fournir l’étoile en 14N qui sera utilisé par la réaction (4) qui, 
comme exposé ci-dessus, est la plus lente du cycle. Il est donc impératif de connaître la 
concentration isotopique en 14N de l’étoile au cours de son évolution. Ensuite, cette réaction 
est également importante dans la nucléosynthèse des éléments ayant lieu par le s-process (slow 
process). Ce dernier intervient pour des éléments dont la section efficace de capture 
neutronique est plus importante que la probabilité de désintégration du noyau par β- (ces 
noyaux possèdent un long temps de demi-vie). Ainsi, ces noyaux peuvent capter un ou 
plusieurs neutrons avant de se stabiliser, formant ainsi des éléments plus lourds. Il s’avère 
qu’une des sources principales de neutrons (pour des étoiles ayant une masse égale ou 
inférieure à 3-4 masse solaire) est la réaction 13C(α,n)16O [124]. Il est donc pertinent d’étudier 





Figure 41: Description du cycle CNO froid.  
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Plusieurs auteurs se sont déjà effectivement intéressés à la réaction (3), ou autrement 
dit à la réaction 13C(p,γ)14N . Cette dernière est dominée par une résonance à 511 keV dans le 
système centre de masse qui correspond au niveau excité du 14N à 8.062 MeV (état 1-, T=1) 
[10], comme le montre la Figure 42. Il s’avère que cette résonance a déjà fait l’objet de 
plusieurs publications. En effet, son énergie de résonance, de même que sa largeur et son 
intensité ont été étudiées en détails, notamment par Galster et al. qui ont en plus regroupé les 
différentes études dans leur travail [15]. Une résonance un peu plus basse, à 416.5 keV est 
également présente, mais a une intensité et une largeur beaucoup plus faible que celle à 511 










































































De manière plus générale, la structure nucléaire du 14N a également fait l’objet de 
plusieurs publications. Ces dernières sont reprises dans les tables et bases de données de F. 
Ajzenberg-Selove [10]. Au niveau des transitions possibles lors de la résonance à 511 keV, les 
transitions entre isospin nul étant interdites [125], la désintégration du niveau à 7.67 MeV vers 
les niveaux inférieurs ne peut se produire (sauf éventuellement vers celui à 2.313 MeV, mais 
dont la probabilité est faible au vu de la différence de barrière angulaire). Comme nous le 
verrons plus tard, la transition qui nous intéresse est celle du niveau à 8.062 MeV vers l’état 
fondamental. Les spins et parités de ces états étant respectivement 1- et 1+, la multipolarité L 
de la transition sera comprise entre 0 et 2 d’après la règle de sélection [126] : 
 
 
- −  ≤  ≤ - +  
 9-9 = .−10 pour une transition électrique 
 9-9 = .−10E pour une transition magnétique  . 
(22) 
 
Comme la parité est modifiée lors de la désexcitation, la multipolarité de la transition 
doit être impaire dans le cas d’une transition électrique et paire dans le cas d’une transition 
magnétique. Dans notre cas, nous aurons donc affaire à une transition de type E1 ou M2 car la 
transition Δl=0 est interdite pour l’émission d’un photon. La transition E1 sera privilégiée de 
par son faible ordre. 
 La Figure 43 reprend les valeurs obtenues pour les facteurs astrophysiques dans le cas 
des travaux de King et al. [11], Hester et Lamb [13], Vogl [12], Woodbury et Fowler [14] et 
enfin Genard et al. [3]. Les données proviennent de NACRE et de EXFOR et représentent le 
facteur astrophysique total. King s’est intéressé à tous les modes de désexcitation possibles de 
même qu’à la dépendance angulaire. De plus, c’est lui qui couvre la plus grande gamme 
d’énergie, incluant la résonance à 511 keV. Hester de même que Vogl n’ont étudié quant à eux 
que la transition de l’état excité vers l’état fondamental, appliquant ainsi un facteur correctif de 
1.16 et 1.22 [127] respectivement. Notons que, dans le cas de Vogl, seule une partie de ses 
résultats n’a fait l’objet d’une publication avec Hebbard [127] et est comprise entre 140 et 400 
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keV. En revanche, les données mesurées au cours de sa thèse (et disponible sur EXFOR) 
couvrent une région d’énergie de 90 à 600 keV. Cependant, seules les valeurs de section 
efficace étant disponibles, nous nous sommes basés sur ces données et sur la formule (12) pour 
déterminer les valeurs du facteur astrophysique présentent à la Figure 43. Il faut noter que King 
et ses collaborateurs ont corrigé les valeurs obtenues par Hester suite à l’utilisation d’une 
mauvaise valeur du pouvoir d’arrêt par ces derniers. Woodbury et Fowler n’ont réalisé quant à 













En ce qui concerne Genard et al. [3], ces derniers n’ont également étudié que la 
transition vers l’état fondamental en utilisant un facteur de correction de 1.23. L’originalité de 
leur travail repose sur leur choix d’avoir travaillé en cinématique inverse. Malheureusement, 
leurs données s’arrêtent au niveau de 225 keV alors que les données disponibles les plus basses 
sont autour de 90 keV. Les valeurs obtenues pour le facteur astrophysique sont cependant 
systématiquement plus faibles que celles obtenues par les autres travaux à partir de 400 keV. 
Toutefois, avec King et Vogl, ils sont les seuls à avoir mesuré la section efficace au-delà de la 
résonance à 511 keV. Nous pouvons également citer le travail de Galster et al. [15] qui ont 
également étudié cette réaction en cinématique inverse. Cependant, leurs mesures ne servaient 
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Figure 43: Données expérimentales pour le facteur astrophysique de la réaction 13C(p,γ)14N obtenues sur NACRE et EXFOR 
Il s’agit des travaux de Vogl, Hester et al., Genard et al., King et al., ainsi que Woodbury et al..  
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qu’à valider une cible en hydrogène afin de mesurer la réaction 13N(p,γ)14O à l’aide de faisceau 
radioactif. Ils ne se sont donc pas intéressés à travailler à basse énergie mais uniquement à 
étudier la résonance à 511 keV.  
En conclusion, même si les données présentées à la Figure 43 suivent globalement la 
même tendance, elles présentent toutefois une forte dispersion pour des énergies inférieures ou 
égales à 400 keV. De plus, malgré que la cinématique inverse présente un net avantage au 
niveau de la propreté des spectres, cette dernière n’est que trop rarement utilisée.  
VI.2.2. Procédures expérimentales  
 Nous avons donc choisi de mesurer la section efficace de la réaction 13C(p,γ)14N en 
cinématique inverse. Pour ce faire, nous avons utilisé le système de détection bas-bruit décrit 
dans la seconde partie de ce travail. Concernant les cibles en hydrogène, étant donné que le 
développement de ces dernières s’est réalisé parallèlement à nos mesures de section efficace, 
nous avons eu l’occasion d’utiliser les trois types différents, à savoir :  
- Implantation de H+ à 1.5 et 3.0 keV dans du Si (100) avec des doses respectives de 
0.7 et 1.0 1017 at./cm². 
- Implantation de H+ à 1.5 et 3.0 keV dans du Si (100) amorphisé avec des doses 
respectives de 0.7 et 1.0 1017 at./cm². 
- Implantation de H+ à 5 keV dans du Si (100) amorphisé avec une dose de 3.0 1017 
at./cm². 
Le but de ces mesures était de tester l’amélioration de notre système bas-bruit par rapport à un 
travail déjà effectué précédemment, à savoir celui de Genard et al. [3]. L’un de nos objectifs 
était d’évaluer la possibilité de descendre plus bas en énergie que ne l’a fait G. Genard. De 
plus, notre système de détection bas-bruit étant relativement simple et polyvalent, il était 
intéressant de connaître ses limites.  
 Du point de vue expérimental, nous calibrions d’abord notre détecteur HPGe grâce à 
des sources gammas de 137Cs (661.65 keV) et de 60Co (1173.24 et 1332.53 keV), mais 
également à plus haute énergie en nous plaçant à la résonance de la réaction 19F(p,αγ)16O à 
872.11 keV qui nous permettait d’obtenir un gamma d’énergie de 6128.63 keV. Cette dernière 
réaction était réalisée sur un verre fluoré présentant un dépôt de SnO2 en surface qui nous 
permettait d’étalonner également la jonction mesurant les particules rétrodiffusées. Ensuite, 
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grâce au système de fentes, nous définissions la taille de nos faisceaux de 13Cq+ et de 15N3+ en 
plaçant un morceau de Kapton à la place de l’échantillon que nous brûlions avec le faisceau 
afin de vérifier la taille de la zone irradiée. Notons que la dimension du faisceau de 15N3+ était 
systématiquement plus petite que celle du 13Cq+( 2 X 2 mm² contre 5 X 5 mm², respectivement). 
Cette précaution nous assurait de toujours viser la zone irradiée par le 13C lors des profils 
d’hydrogènes. Il fallait également veiller à défocaliser le faisceau de 13C de manière à obtenir 
une tache d’irradiation la plus homogène possible car cela permet notamment de réduire les 
erreurs quant à la quantité d’hydrogène retenue après irradiation. Cette défocalisation a 
cependant comme désavantage de réduire les intensités faisceau sur l’échantillon. Après cette 
première phase, la cible était alors insérée dans le porte-échantillon et le doigt froid refroidi à 
la température de l’azote liquide. Dès qu’un vide correct était atteint (~4 10-7 mbar), nous 
réalisions un premier profil en hydrogène de la cible directement suivi par la mesure de la 
section efficace proprement dite avec les ions 13Cq+. Une fois la mesure finie ou stoppée, nous 
reprenions un second profil en hydrogène afin d’obtenir l’état de la cible, et donc la 
concentration en hydrogène après irradiation. Á la fin des mesures, le vide en bout de ligne 
était de l’ordre de 2 10-7 mbar. 
Il est important de signaler que toutes ces étapes étaient réalisées à l’aide de la même 
source d’ions. Pour ce faire, nous utilisions une poudre de K13C15N mélangée avec du TiH2 
ainsi que de la poudre d’argent, le tout placé dans la source SNICs de l’accélérateur. Grâce à 
cette cible, il était possible de changer facilement et rapidement d’ions incidents (de l’ordre de 
quelques minutes).  
La section efficace différentielle (c’est-à-dire par unité d’angle solide), par l’équation 
(3) peut s’écrire comme : 
 
34.503 = ) é  &(  .50 3  , (23) 
avec Nréel le nombre de gammas détectés corrigé par rapport aux rayonnements cosmiques), fc 
le facteur de correction (1.25 dans notre cas) qui vaut l’inverse du facteur de branchement et εi 
l’efficacité intrinsèque dépendant de l’énergie. Pour une énergie E donnée, la section efficace 
vaut : 
 2 =  q 343 .θ0.0 1Ωl   , (24)  
avec W(θ) la distribution angulaire des gammas associés à la transition étudiée et θ l’angle 
d’émission du gamma par rapport à l’incidence du faisceau car effectivement, l’émission 
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angulaire des gammas n’est pas nécessairement isotrope et dépend du moment angulaire relatif 
entre les deux particules incidentes. Dans le cas de la réaction 13C(p,γ)14, le protons et le carbone 
possèdent respectivement des spins de 1/2 + et 1/2 -. Le niveau résonnant étant de type 1-, le 
moment angulaire entre les deux particules doit être compris entre 0 et 2 (combinaison 
vectorielle ⃗ = s⃗ + ⃗  avec ⃗ le moment angulaire total du niveau résonant, s⃗ la combinaison 
des spins des ions incidents et ⃗  le moment orbital relatif entre les deux ions incidents). 
Cependant, la parité pii du niveau résonant doit valoir 9- = 99.−10 , avec pi1 et pi2 les parités 
des ions incidents. Ainsi, d’après cette dernière formule, le moment angulaire relatif ne peut 
valoir que 0 ou 2, ce qui se traduit par des ondes partielles de type s (L=0) ou d (L=2). Étant 
donné la barrière angulaire plus élevée dans le cas de l’onde d, la réaction sera dominée par 
l’onde partielle de type s, ce qui a pour conséquence de donner lieu à une émission isotrope des 
gammas lors de la désexcitation du niveau résonant.  Cela a par ailleurs été vérifié par King et 
al. dans leur travail (figure 6 dans [11]) de même que par Genard dans sa thèse [2]. Ainsi, la 
section efficace est indépendante de l’angle de détection et nous pouvons dès lors, par les 
équations  (23) et (24), écrire : 
 2 =  121Ω V .0 1Ω =l ) 
é  
 & ¡(  ,-./0 1Ω  49  . (25) 
En se rappelant l’équation (5), nous obtenons comme expression pour la section 
efficace : 
 
2 =  ) é  &(  ¢£.50  , (26) 
où εA est l’efficacité absolue obtenue par l’équation (6). Discutons à présent la manière dont 
nous avons évalué chacun de ces termes. 
VI.2.3. Résultats 
 
Nous nous sommes tout d’abord intéressés aux rapports de branchements associés aux 
différentes transitions possibles de l’état excité (celui à 8.062 MeV) vers l’état fondamental. 
Comme nous l’avons montré un peu plus haut, ces facteurs ne prennent pas tous la même valeur 
suivant les publications. Hebbard a utilisé un facteur de 1.22 alors qu’Hester proposait quant à 
lui un facteur de 1.16. Comme il n’existe pas (à notre connaissance) de base de données qui 
donne une valeur moyenne de ce facteur de branchement, nous avons décidé de le mesurer 
nous-mêmes. Pour cela, nous avons étudié les différentes voies de désexcitation en ne regardant 
que les évènements détectés dans le pic photoélectrique (full energy peak). Nos résultats sont 
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repris à la Tableau 8 ainsi que ceux obtenus par d’autres auteurs [2,10,11,128]. Nous pouvons 
observer que nos valeurs coïncident avec celles disponibles dans la littérature et que la 
transition vers l’état fondamental présente le facteur de branchement le plus important (de 
l’ordre de 80 %). Notons que ces premiers résultats valident notre courbe d’efficacité obtenue 
par Geant4. En effet, l’énergie des gammas détectés, comme indiqués à Tableau 8,  couvre une 
plage entre 2 et 8 MeV, signifiant ainsi que notre courbe d’efficacité est valide dans cette 
gamme d’énergie. 
 Dans notre cas, un facteur de branchement de 1.25 a été déterminé, ce qui est proche 
de ceux utilisés par Hebbard et al.[127] et Genard, à savoir 1.22 et 1.23 et identique à celui de 
Woodbury et al. [14]. Ce facteur de branchement a été mesuré à la résonance, mais il n’y a pas 
de raison qu’il reste constant avec l’énergie. Effectivement, si l’on se base sur les données 
obtenues par King et al.[11], le facteur de branchement (dans le cas de la transition vers l’état 
fondamental), varie de 81 à 63 %  pour des énergies respectives de 513 et 112 keV. Nous avons 
considéré que le facteur de branchement que nous avons déterminé présentait une bonne 
approximation tout au long de nos mesures. 
 
Tableau 8: Facteurs de branchements (en %) pour les différentes transitions gamma issues de l’état excité de 8.062 MeV du 
14N  [128]. Dans le cas de notre travail et de celui de G. Genard, les incertitudes prennent en compte l’erreur statistique et  




Ce travail Genard. [2] King [11] Zeps [128] Selove [10] 
2371 4.16 ± 0.18 3.67 ± 0.13 5.17 ± 1.08 4.52 ± 0.40 3.5 ± 0.11 
2956 0.66 ± 0.04 0.17 ± 0.02 0.64 ± 0.12 0.79 ± 0.40 0.25 ± 0.15 
3143 2.27 ± 0.11 2.93 ± 0.11 2.23 ± 0.23 1.66 ± 0.40 1.86 ± 0.14 
4110 11.00 ± 0.46 10.42 ± 0.34 13.03 ± 1.08 12.6 ± 0.63 12.69 ± 0.40 
5745 1.22 ± 0.08 1.37 ± 0.07 1.84 ± 0.27 1.19 ± 0.71 1.4 ± 0.14 






Nréel est obtenu par : 
 
é  =  
¤ − 
' = 
¤ − ¥ ∆/ ¦'   , (27) 
avec Ntot le nombre d’évènements total détectés dans la région d’intérêt et Next le nombre de 
rayonnements cosmiques estimés dans cette même région d’intérêt. Ce dernier est égal au 
produit entre le temps d’acquisition t, la largeur de la région d’intérêt ∆E et le taux de détection 
de rayonnement cosmique estimé next  par keV et par seconde. Ce taux de détection, déjà 
présenté à la Figure 18,  vaut 1.47 ± 0.27 10-6 coups/keV/s (erreur basée sur la statistique de 
comptage) contre les 6.33 10-6  coups/keV/s qu’obtenait G. Genard avec l’ancien système. De 
par l’élargissement des pics dû à l’effet Doppler (voir Figure 44), d’autant plus important que 
nous travaillons en géométrie proche, les régions d’intérêt utilisées sont de l’ordre d’une 
centaine de keV et se limitent au pic photoélectrique (full energy peak). Nous pourrions penser 
qu’afin d’augmenter la statistique de comptage, il suffit d’élargir cette région d’intérêt au fond 
Compton ainsi qu’aux pics d’échappements. Cependant, en procédant de la sorte, il s’avère que 
le rapport signal sur bruit devient plus faible et les calculs d’efficacité de détection deviennent 













Figure 44: Spectre de la réaction 13C(p,γ)14N en cinématique inverse pris à la résonance. Un zoom a été réalisé aux niveaux 
des gammas correspondant à la transition vers l’état fondamental. Nous observons une dissymétrie au niveau du pic due à 
l’effet Doppler ainsi qu’un déplacement vers les hautes énergies. 


































Le terme [CH] est le plus délicat à estimer notamment à cause du fait que, comme nous 
l’avons vu dans la troisième partie, l’hydrogène désorbe dans nos conditions de manipulation. 
Ross et Richard ont proposé une désorption suivant une double-exponentielles inverses [95], 
mais malheureusement, de par les faibles taux de comptages obtenus lors de nos acquisitions, 
il n’était pas évident de fitter cette désorption avec ce modèle. Nous avons choisi d’utiliser 
comme concentration la moyenne entre la quantité initiale et finale de l’échantillon en 
supposant une désorption linéaire de l’hydrogène, ce qui constitue bien entendu une 
simplification du modèle proposé par Ross et Richard. 
 Nous avons mesuré la section efficace sur une plage d’énergie de 7200 à 2160 keV dans 
le système laboratoire. Le Tableau 9 reprend les différentes valeurs mesurées ainsi que certains 
paramètres pour nos points de mesure. Notons tout d’abord que l’énergie indiquée dans le 
centre masse a été corrigée par rapport à l’épaisseur de la cible (ceci est décrit un peu plus loin). 
Afin d’obtenir une erreur statistique faible (de l’ordre de 3 %), nous avons essayé à chaque fois 
de comptabiliser environ 1000 évènements réels (c’est-à-dire en ayant retiré les rayonnements 
cosmiques) sauf pour les énergies égales ou inférieures à 3600 keV. Pour ces points, le nombre 
d’évènements varie de 576 pour 3600 keV à 16 pour le point à 2160 keV, ce qui a bien sûr 
comme conséquence d’augmenter l’erreur statistique jusqu’à 36%. Pour chacune des mesures, 
nous avons également indiqué le nombre de rayonnements cosmiques à retirer ainsi que le 
rapport signal sur bruit. Nous voyons que ce dernier prend une valeur de 1000 aux alentours de 
la résonance pour atteindre seulement 2 à 2160 keV, ce qui peut être expliqué par le fait que la 
section efficace chute à basse énergie et que donc les temps d’acquisitions augmentent. En 
effet, les taux de détection passent de 2500 coups/heure pour la résonance à seulement 0.5 
coups/heure pour l’énergie la plus basse, ce qui rend nos mesures beaucoup plus sensibles aux 
rayonnements cosmiques. Parallèlement à cela, nous notons une augmentation des intensités 
faisceaux lorsque l’énergie diminue, dû à la modification de l’état de charge des ions 13C qui 
passent de 3+ à 2+ à 5600 keV et de 2+ à 1+ à 2800 keV. Il est en effet plus facile d’enlever un 
électron que deux (et même trois) dans le stripper de l’accélérateur. Nous pouvons toutefois 
observer une diminution des intensités faisceaux lors du passage à 2800 keV malgré le 
changement d’état de charge. Cette diminution provient d’une modification du régime de 
travail de l’accélérateur et des conditions de focalisation du faisceau. Cependant, 
l’augmentation des intensités faisceaux n’est pas suffisante pour compenser la diminution de 




 Il est intéressant de s’attarder sur les points à 5600 et 5200 keV car il s’avère qu’il faut 
moins de particules incidentes à 5200 keV pour détecter plus ou moins le même nombre 
d’évènements qu’à 5600 keV, ce qui nous ferait penser que la section efficace devrait être plus 
importante à 5200 qu’à 5600 keV. Or aucune résonance n’a été observée à ces énergies. Cet 
effet est dû au fait que le détecteur a été rapproché du porte-échantillon pour le point à 5200 
keV (ainsi que pour ceux qui suivent), augmentant ainsi l’angle solide et donc la statistique de 
détection pour une même charge intégrée. 
Finalement, le nombre de séries indique la quantité de cibles utilisées afin de récolter 
le nombre total d’évènements réels. Seulement, même si les cibles en hydrogène sont assez 
reproductibles, elles ne contiennent pas nécessairement la même quantité d’hydrogène, ce qui 
peut paraitre problématique lorsque plusieurs cibles sont utilisées pour mesurer une valeur de 
la section efficace à une énergie donnée. Nous pouvons tenir compte de cela en modifiant la 
formule (26) par : 
 
2 =  ) §é¨©ª«¬ &(«¬  ¢£  , (28) 
avec 
 
é o¤ = ? 
é --A  , 
5­ = ? 
-  

-A ¥ & ¡(5­ = ∑ 
é 
--A & ¡(- ∑ 
é --A   . (29) 
 
Cette formule permet de normaliser la quantité d’hydrogène par le nombre d’évènements réels 
détectés. Notons que d’une énergie à l’autre, même pour les hautes énergies où la section 
efficace est importante, nous veillions à utiliser une nouvelle cible en hydrogène. Nous 
travaillions ainsi avec des cibles « fraiches », pour lesquelles aucunes désorption d’hydrogène 









Tableau 9: Récapitulatif des données jugées importantes lors de nos mesures des sections efficaces de la réaction 13C(p,γ)14N 



























7200 512.3 5.53E+15 6.14E-01 0.4 1 999 1 1.00E+03 3.20% 
6900 490.2 7.33E+15 6.03E-01 0.54 1 1024 1 1.00E+03 3.10% 
6800 484.4 2.22E+16 8.51E-01 1.16 1 1010 2 5.10E+02 3.10% 
6600 469.1 4.75E+16 8.55E-01 2.47 1 1064 3 3.50E+02 3.10% 
6400 455.1 1.04E+17 9.79E-01 4.72 1 1235 6 2.10E+02 2.90% 
6200 440.7 1.52E+17 1.11E+00 6.09 1 1091 8 1.40E+02 3.00% 
6000 425.9 2.25E+17 1.00E+00 9.97 1 994 12 8.30E+01 3.20% 
5600 397.5 5.29E+17 1.24E+00 19.02 3 1065 19 5.60E+01 3.10% 
5200 368.4 4.33E+17 1.70E+00 11.33 3 1043 12 8.70E+01 3.10% 
4800 340.3 7.68E+17 1.78E+00 19.19 4 1051 28 3.80E+01 3.10% 
4400 311.5 1.34+18 1.58E+00 37.67 9 1033 35 3.0+01 3.20% 
3600 259 2.01E+18 1.87E+00 47.71 5 576 48 1.20E+01 4.40% 
2800 193.1 1.50E+18 1.09E+00 61.38 6 180 36 5.00E+00 8.80% 
2590 176.8 9.39E+17 1.38E+00 30.24 3 55 14 3.90E+00 16.00% 








À titre de comparaison, nous avons repris les valeurs des rapports signaux sur bruits 
obtenus par Genard et al. ainsi que les nôtres à la Tableau 10. Nous observons que nos rapports 
sont toujours supérieurs à ceux obtenus par Genard et al. d’un facteur allant de 1.0 à 2.8 même 
si, d’après la différence d’efficacité de blindage, nous devrions nous attendre plutôt à un facteur 
de 4.3. Ceci s’explique par le fait que le rapport signal sur bruit ne dépend pas seulement de 
l’efficacité du blindage, mais également de la géométrie de détection et des intensités faisceaux. 
C’est par exemple le cas pour nos propres mesures lors du passage de 5600 keV à 5200 keV 
où le rapport augmente au lieu de diminuer avec l’énergie. 
 
 
Tableau 10: Comparaison des rapports signal/bruit obtenus dans ce travail et par Genard et al.  






7200 999 ± 50 1000 1.00 
6800 505 ± 33 256 1.97 
6600 355 ± 30 127 2.79 
6400 206 ± 17 112 1.84 
6200 136 ± 11 91.6 1.49 
6000 82.8 ± 7.3 55.6 1.49 
5600 56.1 ± 5.8 29.4 1.91 
5200 85.9 ± 8.4 32.3 2.66 
4800 37.5 ± 2.8 21.9 1.71 
4400 30.4 ± 3.3 14.5 2.10 
3600 12.0 ± 1.4 5.12 2.34 
2800 5.0 ± 1.1 / / 
2590 3.9 ± 1.2 / / 








Passons maintenant au calcul de l’énergie de la réaction dans le centre de masse, c’est-
à-dire qu’il faut déterminer l’énergie moyenne de la particule au moment où la réaction a lieu. 
En effet, lorsque l’ion incident (en l’occurrence du 13C dans notre cas) arrive dans la cible, la 
réaction nucléaire peut aussi bien avoir lieu en début qu’en fin de profil. Ainsi, nous définissons 
l’énergie moyenne d’interaction comme :  
 /t¤K = / − ∆/2   , (30) 
où E0 est l’énergie incidente de l’ion et ∆E sa perte d’énergie dans la cible. Pour avoir accès à 
ce dernier terme, nous faisons la moyenne de la moitié de l’énergie perdue dans le profil avant 
et après irradiation. Grâce à la déconvolution du spectre RNRA, nous connaissons le profil de 
concentration en hydrogène (et donc en silicium) et nous pouvons dès lors calculer la perte 
d’énergie de l’ion incident à travers celui-ci. Cependant, comme nous l’avons montré dans la 
partie 3, le profil en concentration n’est pas constant avec la profondeur et le pouvoir d’arrêt 
de l’ion ne sera donc pas le même suivant l’endroit où il se trouve dans le profil. Pour remédier 
à cela, nous avons développé un programme dont le principe est le suivant : le profil en 
profondeur est découpé en tranches et pour chacune de ces tranches, notre programme 
détermine le pouvoir d’arrêt suivant les concentrations données par la déconvolution. Il calcule 
alors la perte d’énergie de l’ion dans cette tranche et la soustrait à l’énergie qu’avait l’ion avant 
d’entrer dans cette tranche. L’utilisation de ce programme permet de déterminer la perte 
d’énergie de l’ion à travers tout le profil de manière plus précise.  
Un autre phénomène dont il faut tenir compte dans la détermination de l’énergie 
moyenne est présenté à la Figure 45. Cette dernière présente des profils en hydrogène avant et 
après irradiation pour différentes valeurs de vides au niveau du bout de ligne. Dans le cas de la 
Figure 45(a), le vide est de l’ordre de 5 10-7 contre 2 10-7 mbar pour la Figure 45(b) avec des  






En ce qui concerne le cas (a), nous voyons clairement un plateau entre 0 et 100 keV qui 
n’apparaît pas dans le cas (b). Ce plateau est en fait dû à une couche de contamination de 
carbone. Afin de s’en assurer, nous avons procédé à des analyses XPS et NRA, non présentées 
ici, qui nous ont confirmé qu’il s’agissait bien de carbone. D’où provient cette couche de 
carbone ? Et pourquoi n’apparaît-elle pas de la même manière partout ? C’est le phénomène de 
carbone « build-up » qui en est responsable. Lorsque le faisceau incident arrive près de 
l’échantillon, il se peut qu’il heurte une particule ou une molécule provenant du vide résiduel, 
l’entraînant ainsi jusqu’à la surface de l’échantillon et ayant pour conséquence la croissance 
d’une couche de carbone au niveau du point d’impact du faisceau. La Figure 45 montre que ce 
phénomène dépend très fortement du vide au niveau de l’échantillon. Il est donc crucial de 
travailler avec les vides les plus bas possibles car, comme montré à la Figure 45, dans des 
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 Après 56 mC
Figure 45: (a) Profils en hydrogène avant (carrés rouges) et après irradiations (étoiles bleues) pour un vide en bout de ligne 
de 5 10-7 mbar ;(b) Profils avant (carrés rouges) et après irradiations (étoiles bleues) pour un vide en bout de ligne de 2 10-7
mbar. Les irradiations ont été réalisées en 13C+our des charges intégrées de 44 (a) et 56 (b) mC. Les abscisses correspondent 
à la différence entre l’énergie du faisceau incident et celle de la résonance, c’est-à-dire 6385 keV. Sur la figure (a), nous 
observons clairement un plateau entre 0 et 100 keV qui correspond à une couche de carbone (contenant de l’hydrogène)
formée en surface. Cette dernière n’apparait pas sur la figure (b). 
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conditions de vide très bas, nous limitons très fortement le « carbon build-up » par rapport à 
des vides moyens, même avec des charges intégrées plus importantes. C’est dans cette optique 
que nous avons développé le doigt froid présenté dans la partie 2. 
Au niveau de la perte d’énergie des ions incidents au sein de la couche de carbone, cette 
dernière est également déterminée par le programme cité ci-dessus. Comme le montre la Figure 
45, cette couche de carbone contient aussi de l’hydrogène susceptible de réagir avec les ions 
incidents. Il faut donc ajouter cette quantité à celle contenue dans le silicium et considérer 
comme cible totale la couche de carbone « hydrogénée » et le silicium implanté. Dans notre 
cas, nous avons supposé que cette couche de carbone croît linéairement avec la charge intégrée 
même si ce n’est pas réellement le cas car il faut garder à l’esprit que cette couche se forme au 
cours du temps, et que sa vitesse de croissance dépend des intensités faisceaux ainsi que du 
vide résiduel qui sont des paramètres variant au cours de la mesure. 
Nous pouvons à présent passer aux résultats proprement dits, c’est-à-dire aux valeurs 
de sections efficaces. Ces dernières ne prennent en compte que la désexcitation issue de l’état 
à 8.062 MeV vers l’état fondamental et sont présentées à la Figure 46 en même temps que 
celles de Vogl [12], King et al. [11] ainsi que Genard et al. [3].  
De manière générale, nous voyons que nos résultats suivent la même tendance que les 
données fournies dans la littérature, c’est-à-dire une diminution de la section efficace avec 
l’énergie avec une chute plus marquée pour des énergies inférieures à 200 keV. Du point de 
vue de nos valeurs mesurées, ces dernières sont en très bon accord avec la littérature pour des 
énergies entre 450 et 500 keV. Pour des énergies situées entre 250 et 450 keV, nos données 
sont plus basses que celles obtenues par Vogl [12] et King et al. [11], mais se superposent 
presque parfaitement (les barres d’erreurs se recouvrent) aux valeurs de Genard. A partir de 
200 keV, nos barres d’erreurs croisent celles obtenues dans les travaux de Vogl et de King. Il 
faut cependant rester prudent dans nos observations car la statistique de comptage de nos trois 
derniers points est faible, amenant des erreurs importantes (37% pour le point à 150 keV). 
Enfin, en ce qui concerne la résonance à 511 keV, même si cette dernière n’a pas été étudiée 
en totalité lors de ce travail, nous voyons que la position du maximum semble être en accord 
avec celle mesurée par Vogl et King même si nous ne disposons pas de leurs barres d’erreurs 
sur l’énergie. Les résultats de Genard et al., semblent quant à eux légèrement décalés vers les 















Passons à présent au facteur astrophysique. Ce dernier est présenté à la Figure 47 et 
correspond à la transition entre le niveau à 8.062 MeV et l’état fondamental. A nos données 
sont ajoutées celles de King et al. [11], Genard et al. [3], Hester et al.[13],Vogl [12] ainsi que 
le point à 129 keV obtenu par Woodbury et al. [14]. Comme mentionné plus haut, ce facteur 
varie beaucoup moins avec l’énergie que la section efficace, sauf en cas de résonance. Comme 
pour la section efficace, nos valeurs se superposent parfaitement bien avec celles obtenues par 
Genard et al. [3].  
 
Figure 46: Section efficace obtenue pour la réaction 13C(p,γ)14N en cinématique inverse (ce travail et Genard et al) ainsi 
qu’en cinématique directe par Vogl et King. Les données correspondent à la transition entre le niveau de 8.062 MeV et l’état 
fondamental. 
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En revanche, entre 250 et 450 keV, nos valeurs se trouvent systématiquement en 
dessous de celles obtenues par King et al. ainsi que Vogl, même si les barres d’erreurs se 
recouvrent pour la plupart des points, alors que sous les 250 keV, nos mesures retombent en 
accord avec la littérature. En effet, nos barres d’erreur reprennent les points obtenus par King 
et Vogl et les valeurs du facteur astrophysique se stabilisent, comme c’est le cas pour les autres 
travaux. 
 Etant donné que nous avons réalisé nos mesures dans le même laboratoire que Genard 
et al., il n’est pas impossible qu’une erreur systématique (due par exemple au détecteur ainsi 
qu’à l’accélérateur) soit à l’origine de ce décalage entre 250 et 450 keV. De plus, il se peut 
également que nous ayons surestimé l’efficacité de notre détecteur ainsi que la quantité 
d’hydrogène retenu dans nos cibles. D’autres effets, comme la convolution entre la largeur de 
la cible et la section efficace, ont également tendance à moyenner la valeur de la section 
efficace. 
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Figure 47: Facteur astrophysique de la réaction 13C(p,γ)14N obtenu par nos mesures en cinématique inverse (croix mauves). 
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Nous ne pouvons pas attribuer cette différence aux rayonnements cosmiques car Vogl 
a également utilisé un blindage actif avec une couverture angulaire presque égal à 4π sr, et il 
obtient des résultats similaires à ceux de King et al. qui n’ont, quant à eux, pas utilisé de 
blindage actif.  
Il faut également noter que, mis à part ce travail, aucune barre d’erreur sur l’énergie 
n’est publiée dans la littérature, ce qui est plutôt étonnant. Pourtant, dans sa thèse, Genard a 
estimé cette incertitude à 6 %, mais cela n’apparaît pas dans son article ni sur EXFOR. Il serait 
intéressant d’obtenir les barres d’erreurs pour les autres travaux afin d’observer ou non un 
recouvrement de ces dernières au niveau des énergies de réaction. 
Une dernière explication de cette différence pourrait être l’utilisation de la cinématique 
directe. Des gammas produits par des réactions nucléaires parasites pourraient interférer avec 
le spectre d’acquisition. Si ces gammas ont une énergie égale ou supérieure à celle des gammas 
étudiés, ils vont alors augmenter le taux de détection dans la région d’intérêt étudiée et donc la 
section efficace. Lorsque l’on se trouve à la résonance, cet effet est réduit car le taux de 
comptage est élevé. De même qu’aux basses énergies, la probabilité de réaliser des réactions 
nucléaires parasites est beaucoup plus faible. Cette explication est d’autant plus crédible par le 
fait que nos données se superposent parfaitement à celles de Genard qui a également utilisé la 
cinématique inverse. Cependant, il faudrait encore repérer la ou les réactions possibles pouvant 
émettre des gammas d’énergies supérieures à 8 MeV, ce qui n’est pas évident. En effet, les 
deux auteurs (à savoir King et al. [11] et Vogl [12]) ont tous les deux utilisé des méthodes de 
dépôt sous vide pour réaliser leur cible de 13C en choisissant du tantale (Z=73) comme substrat, 
ce qui limite déjà très sérieusement le bruit amené par ce dernier. Si l’on considère les 
contaminants de base, autrement dit du 12C (amené par carbone « build-up ») et éventuellement 
du 16O (présent dans le vide lors des dépôts), les gammas émis par ces derniers lors de captures 
radiatives, c’est-à-dire de type (p,γ), ont des énergies respectives de l’ordre de 0.6 et 2.3 MeV 
[10,129]. Ces énergies sont bien inférieures à celle des gammas qui sont détectés (8 MeV) pour 
évaluer la section efficace de la réaction, dans le cas où l’on n’étudie que la transition vers 
l’état fondamental. Cette justification semble donc peu probable. 
A ce stade-ci, nous pourrions nous demander quel est l’intérêt de ce travail. En effet, il 
existe déjà des données qui descendent plus bas en énergie que les nôtres et nous n’apportons 
donc pas réellement de nouveaux résultats. L’originalité de notre travail vient du fait que nous 
sommes parvenus à mesurer des sections efficaces sur près de 5 ordres de grandeur avec la 
122 
 
même installation. De plus, même si nous ne l’avons pas réalisé dans ce travail, Genard et al. 
ont montré qu’il est possible d’obtenir également des points au-delà de la résonance. Dans le 
cas de King et al., deux accélérateurs ont été nécessaires pour obtenir toutes leurs données et 
en ce qui concerne Vogl, ce dernier a utilisé non un faisceau de protons mais de H2 à partir de 
140 keV, et ce, afin de garder des courants élevés. Ceci a pour conséquence d’irradier la cible 
avec du deutérium qui interfère avec l’H2 et qui est une source de bruit, notamment à travers la 
réaction 13C(2H,α)11B [12]. 
Nous avons démontré qu’il est possible de réaliser des mesures sur une très large 
gamme d’énergies sans pour autant devoir se mettre sous une montagne ou utiliser des 
accélérateurs spécifiques. Il est bon de rappeler que notre accélérateur ALTAIS est un 
accélérateur polyvalent, c’est à dire qu’il n’est pas entièrement dédié à l’astrophysique 
nucléaire et ne présente donc pas les mêmes caractéristiques que ceux utilisés dans cette 
branche. À titre d’exemple, les courants obtenus lors de nos mesures sont de l’ordre de 3-4 µA 
au maximum, largement inférieurs à ceux utilisés par Vogl [12] (~40 µA) ou par King et al. 
[11] (~100 µA). Enfin, du point de vue de l’originalité de la mesure, nous sommes les premiers 
à descendre à des énergies de l’ordre de 150 keV en cinématique inverse.  
VI.2.4 Évaluation des incertitudes 
 
Intéressons-nous à présent à la détermination des barres d’erreur. De manière générale, 
l’incertitude absolue sur une fonction f(x1 ,x2,…,xn), où les xi sont n variables indépendantes les 
unes des autres (et dont les fluctuations sont indépendantes les unes des autres), est donnée 
par : 
 2 = x? ¯Q M)Mv-S 2-°

-A z  T   , (31) 
où σi est l’erreur absolue sur la variable xi. L’erreur relative totale est obtenue en divisant 
l’erreur absolue par la fonction. L’équation  (31) devient alors 
 2 = x? 2--A z
 T   , (32) 




En se basant sur les équations (26) et (32), l’erreur relative totale sur la section efficace est 
donnée par  : 
 24 = ¯k2 2 m + k2 2 m + Q2&( 2 S + Q2 2 S + k2 2 m°
 T   . (33) 
Voyons à présent ce que vaut chacune de ces erreurs relatives dans le cas de nos 
expériences.  
Nr est obtenu à partir de la différence entre le nombre total d’évènements détectés et le 
nombre supposé de rayonnements cosmiques. Comme il s’agit également de deux variables 
indépendantes, nous pouvons donc écrire : 
 2 = .2¤  + 2 0 T   , (34) 
où 2¤  et 2 sont des erreurs purement statistiques. Ainsi, 2¤   est égal à ±
¤  qui 
correspond à l’erreur absolue sur le nombre total d’évènements détectés (signal et bruit 
confondus). 2 , quant à elle, est égale à l’erreur absolue sur le taux next de rayonnements 
cosmiques détectés (par keV et par seconde), multipliée par le temps d’acquisition t et la largeur 
de la ROI ∆E dans laquelle les évènements sont comptabilisés, c’est-à-dire le pic de 
photoélectrique. Dans notre cas, l’erreur absolue sur next vaut 2.7 10-7 cps/keV/sec. Nous 
pouvons donc réécrire l’équation (34) comme : 
 2 = &
¤ + .¥ ∆/ 2.7 100( T  (35) 
L’erreur relative a donc tendance à augmenter lorsque les temps d’acquisition deviennent 
importants et surtout quand le rapport signal sur bruit diminue.  
 Passons ensuite à N0. Comme expliqué dans la deuxième partie, l’intégration de courant 
a été validée en comparant le nombre de particules venant frapper l’échantillon à l’aide d’un 
détecteur PIPS avec la charge totale récoltée sur l’échantillon. Ceci nous a permis d’estimer 
une erreur sur la lecture courant de 3%. 
 En ce qui concerne la concentration en hydrogène [CH], il est difficile d’évaluer 
précisément l’erreur. Si l’on tient compte de l’homogénéité de la tache d’implantation, cette 
dernière a été estimée à 5% grâce à l’ERDA. Il faut également tenir compte de la référence 
utilisée pour la déconvolution des profils RNRA qui, dans notre cas, était du Kapton dont la 
concentration en hydrogène est bien connue (25.6 %). Afin que ce dernier ne désorbe pas12, 
                                                          
12 Ceci a été vérifié en utilisant le mode List du programme MPA-3 
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nous avons utilisé des courants très faibles, ce qui nous rend beaucoup plus sensibles aux 
courants de fuites. Nous estimons ainsi une erreur due à la référence de 2%. Enfin, l’erreur 
relative due à l’intégration du profil, et donc de la statistique de comptage, est estimée à 6%, 
ce qui nous donne une erreur totale de 8%. Nous n’avons pas tenu compte ici de l’incertitude 
suite à la désorption de l’hydrogène. Cette dernière est compliquée à estimer car en plus de la 
désorption de l’hydrogène, il faut également prendre en compte l’hydrogène apporté sur 
l’échantillon suite au processus de « carbon build-up ». 
Du point de vue des incertitudes quant à l’efficacité de détection déterminée par 
GEANT4, nous pouvons d’abord citer celles sur la géométrie (c’est-à-dire la distance totale 
entre l’échantillon et le cristal de germanium). Afin de la déterminer, nous avons étudié l’effet 
des incertitudes des distances sur l’angle solide qui nous a donné une erreur de l’ordre de 3%. 
L’erreur sur les données fournies par Geant4 est de 0.1%.  À cela, il faut ajouter les incertitudes 
sur les sections efficaces d’interaction qui sont de l’ordre de 2.2% [130,131]. Le tout forme 
donc une erreur de 3.7% à laquelle nous devons ajouter celle sur l’extrapolation des données 
de GEANT4 par le polynôme de degré 8. Le R² étant de 0.99994, une erreur totale de 4 % est 
obtenue. 
Enfin, il faut tenir compte de l’erreur sur le calcul du facteur de branchement. Pour 
l’estimer, nous avons pris en compte l’erreur statistique ainsi que l’erreur sur l’efficacité de 
détection. Nous voyons donc que ε et fc  ne sont pas tout à fait indépendants. Cependant, par la 
suite, nous ferons l’hypothèse qu’ils le sont, ce qui nous donne une erreur de 4.1%. 
Concernant le facteur astrophysique, par l’équation (12), nous pouvons écrire que : 
 2² = ¯QMhM2S 24 + QMhM/S 25°
 T   , (36) 
avec k³²³4m = ²4 et l’on peut montrer que k³²³5m = ²5 i1 −  ´5µ5 j où EG = b² est appelée l’énergie 
de Gamow. Nous obtenons alors pour l’erreur relative sur le facteur astrophysique l’expression 
suivante : 
 2² = 2²h = ¶k242 m + ·1 − 12 ¸/¹/ º
 k25/ m»
 T   . (37) 
L’erreur sur l’énergie possède deux contributions. Tout d’abord, celle venant de 
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l’accélérateur : la haute tension de ce dernier présente une variation (appelé également ripple) 
de ± 120 V autour de la valeur demandée par l’utilisateur. Cette variation induit des erreurs 
absolues dépendant de l’état de charge q de l’ion, à savoir de l’ordre de 0.120 (1+q) keV (voir 
Annexe II). Ainsi, pour des 13C3+ de 7200.00 keV et des 13C+ de 2600 keV, les erreurs absolues 
seront respectivement de 0.48 et 0.24 keV, ce qui correspond à des erreurs relatives inférieures 
à 0.01% qui sont clairement très faibles. Idéalement, il faudrait également tenir compte de la 
perte d’énergie des ions à travers le stripper de l’accélérateur. En effet, comme il s’agit d’ions 
lourds possédant une énergie d’entrée de l’ordre du MeV, cette dernière doit très probablement 
être dégradée lors du passage dans le canal. Cependant, il est très compliqué d’estimer cette 
perte d’énergie car cela requiert la connaissance de la pression dans le canal d’échanges, à 
laquelle nous n’avons pas accès. De plus, cette perte d’énergie est plus ou moins importante 
suivant l’état de charge de l’ion. Par exemple, pour une tension de 1500 kV et une pression 
dans le stripper de 10 Pa [132], la perte d’énergie des ions 13C- est de l’ordre de 24 keV, ce qui 
correspond à des incertitudes sur l’énergie finale de 0.4% à 0.8% pour des ions 13C3+ et 13C1+, 
respectivement. Il reste l’incertitude sur l’étalonnage de l’accélérateur, ce dernier étant réalisé 
chaque année, qui est de l’ordre de 0.1%. 
La seconde contribution vient de l’estimation de la perte d’énergie moyenne du faisceau 
incident dans la cible. Cette perte varie entre 140 et 250 keV suivant les cibles utilisées et de 
leur dégradation suite à l’irradiation. Cette perte d’énergie est bien entendu entachée 
d’importantes erreurs, notamment au niveau de la déconvolution au niveau des profils (nous 
devons supposer un profil constant), mais également à cause des erreurs sur les pouvoirs 
d’arrêt. Nous avons estimé l’erreur sur la perte d’énergie à environ 15%. Cependant, comme 
nous travaillons en cibles minces, cette perte d’énergie reste faible par rapport à l’énergie totale 
de l’ion incident. Par exemple, pour des ions de 2610 keV, la perte d’énergie est de l’ordre de 
240 keV, et ne représente qu’environ 10% de l’énergie totale. Ainsi, en tenant compte de cela, 
nous obtenons des erreurs relatives de l’ordre de 2%.  En définitive, une erreur totale de 3% 






Tableau 11: Résumé des différentes erreurs relatives utilisées pour le calcul de l’erreur totale sur les sections efficaces et sur 
le facteur astrophysique. 
2  3.0% 2&( 8.0% 2¢ 4.0% 2¼ 4.1% 25 3.0% 
 
 
La Tableau 11 reprend les valeurs des différentes erreurs. Nous obtenons une erreur de 
l’ordre de 11% pour les sections efficaces qui monte jusqu’à 37% lorsque la statistique de 
comptage diminue, comme dans le cas de la mesure à 2160 keV. Le facteur astrophysique 
présente quant à lui des erreurs de l’ordre de 14-15 % pour les points à plus haute énergie. En 
revanche, lorsque l’énergie diminue, cette erreur peut aller jusqu’à 42%. La Tableau 12 reprend 
nos valeurs de sections efficaces et de facteur astrophysique ainsi que les erreurs associées. 
Sur base de la Table 11 et des données disponibles sur NACRE et EXFOR, nous 
pouvons maintenant comparer nos barres d’erreur avec la littérature. En ce qui concerne les 
données de Genard et al. [3], nos barres d’erreur sont légèrement supérieures même si nous 
avons considéré les mêmes sources d’erreur : 11% dans leur travail contre 14% pour nous au 
niveau du facteur astrophysique. Cela provient simplement du fait que nous avons estimé des 
valeurs d’incertitude différentes.  
Du point de vue de King et al. [11], leurs barres d’erreur pour le facteur astrophysique 
sont également plus petites que les nôtres (13 % à 150 keV contre 42 % pour nous) selon les 
données fournies dans EXFOR. Ces erreurs sont comprises entre 1 et 2 % jusqu’à 400 keV puis 
augmentent jusqu’à 16 % à 112.4 keV. Leur calcul de barre d’erreur ne prend en compte que 
la correction de l’énergie effective du faisceau incident, l’efficacité de détection et 
probablement l’erreur statistique. Malheureusement, le détail des calculs n’est pas fourni, ce 
qui nous empêche de placer des incertitudes sur l’énergie.  Toutefois, comme l’a fait remarquer 
G. Genard, les données disponibles dans NACRE donnent des barres d’erreur de l’ordre de 
12% sur toute la gamme d’énergie, ce qui semble plus réaliste et est en accord avec nos valeurs. 
Cependant, pour les valeurs du facteur astrophysique à basse énergie (à partir de 200 keV), les 
données de King semblent se disperser et les barres d’erreurs ne se recouvrent pas assez pour 
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avoir des données cohérentes entre-elles. 
Dans le cas d’Hester et al. [13], leurs barres d’erreur pour le facteur astrophysique vont 
de 14% pour le point à 140 keV jusqu’à 70 % pour le point à plus basse énergie. Ces derniers 
ont pris en considération les incertitudes sur l’intégration de courant, l’efficacité de détection, 
l’erreur statistique ainsi que l’énergie. Finalement, Vogl [12] n’a considéré que les incertitudes 
sur la statistique, l’efficacité de détection et l’épaisseur de la cible. Dans son cas, nous avons 
calculé nous-mêmes les valeurs du facteur astrophysique à partir de ses données de section 
efficace et ces dernières sont du même ordre que celles de King et al. [11], c’est-à-dire 12%. 
Toutefois, jusqu’à une centaine de keV, ses données semblent cohérentes (les barres d’erreurs 
se chevauchent), contrairement à King. Seul le point à 85 keV ne semble pas cohérent avec les 
autres.  
En conclusion, malgré l’obtention de barres d’erreur un peu plus élevées que celles de 
la littérature, notre travail n’en est en aucun cas approximatif. Au contraire, nous avons pris en 
compte le plus grand nombre de sources d’erreurs dans le souci d’être le plus rigoureux 
possible. Toutefois, en ce qui concerne les trois derniers points à basse énergie, nous voyons 
très clairement les limites de nos mesures à travers les barres d’erreur importantes par rapport 














Tableau 12: Récapitulatif des données obtenues dans le cas de la réaction 13C(p,γ)14N. Les valeurs correspondent à la 



























7200 512.3 15.4 8.04E-04 8.7E-05 10.8% 1.26E+03 1.8E+02 14.1% 
6900 490.2 14.7 3.77E-04 4.1E-05 10.8% 6.74E+02 9.6E+01 14.2% 
6800 484.4 14.5 2.17E-04 2.3E-05 10.8% 4.02E+02 5.7E+01 14.3% 
6600 469.1 14.1 9.83E-05 1.1E-05 10.7% 2.02E+02 2.9E+01 14.4% 
6400 455.1 13.7 5.55E-05 5.9E-06 10.7% 1.26E+02 1.8E+01 14.5% 
6200 440.7 13.2 3.35E-05 3.6E-06 10.7% 8.43E+01 1.2E+01 14.6% 
6000 425.9 12.8 2.12E-05 2.3E-06 10.8% 5.98E+01 8.9E+00 14.8% 
5600 397.5 11.9 9.48E-06 1.0E-06 10.7% 3.40E+01 5.1E+00 15.1% 
5200 368.4 11.1 4.22E-06 4.5E-07 10.8% 2.00E+01 3.1E+00 15.5% 
4800 340.3 10.2 2.62E-06 2.8E-07 10.8% 1.68E+01 2.7E+00 15.9% 
4400 311.5 9.3 1.39E-06 1.5E-07 10.8% 1.27E+01 2.1E+00 16.4% 
3600 250 7.5 4.26E-07 4.8E-08 11.2% 1.03E+01 1.9E+00 18.1% 
2800 193.1 5.8 1.17E-07 1.6E-08 13.5% 1.07E+01 2.3E+00 21.4% 
2588 177.9 5.3 6.66E-08 1.3E-08 19.0% 9.69E+00 2.5E+00 25.8% 










VI.2.5. Traitement par la théorie de la matrice R 
 
 Le taux de réaction stellaire étant maximal à l’énergie de Gamow, il est intéressant de 
connaitre la valeur du facteur astrophysique à cette énergie. Toutefois, dans le cas  de la réaction 
13C(p,γ)14N, cette énergie est de l’ordre de 25 keV pour une température de 2.0 107 kelvins, 
bien inférieure aux énergies auxquelles nous avons réalisé nos mesures. Afin d’obtenir une 
valeur du facteur astrophysique à basse énergie, nous avons extrapolé nos résultats à l’aide de 
la théorie de la matrice R. Même si les barres d’erreur pour les trois derniers points sont 
importantes, il est intéressant de procéder à cette extrapolation et de comparer nos résultats à 
ceux de la littérature. Pour le lecteur non initié à cette théorie, nous lui conseillons vivement 
de se familiariser avec cette dernière au travers de l’Annexe VI. 
 Nous avons choisi un paramètre a de 6.8 fm, comme pour Genard et al. [23], ce qui 
correspond assez bien à la somme des rayons des noyaux de 13C et p (4.6 fm), même si, 
théoriquement, les résultats obtenus par la matrice R ne doivent pas dépendre de ce paramètre 
a. Afin de réaliser un fit réaliste, nous avons ajouté à nos données celles de Genard et al. car, 
en plus d’être les plus similaires aux nôtres, elles couvrent toute la résonance à 511 keV, ce qui 
nous a permis de contraindre davantage l’ajustement des paramètres. Les points de King et al. 
n’ont pas été pris en considération lors des traitements de la matrice R mais ont simplement été 
ajoutés afin de comparer le comportement de nos extrapolations au-dessus de la résonance. Les 
résultats de nos traitements sont représentés à la Figure 48 où chacune des courbes a été obtenue 
en ajustant les paramètres de manière à minimiser le χ2. Les paramètres obtenus et/ou fixés 
sont repris à la Tableau 13. 
Avant de discuter de ces résultats, il est bon de faire une parenthèse quant à la 
signification physique de ces différents paramètres. L’énergie de la résonance, la plus intuitive, 
correspond à l’énergie pour laquelle la section efficace est maximale. La largeur particule Γp, 
ou largeur totale, caractérise la largeur de cette résonance (en unité d’énergie). Ainsi, une valeur 
élevée de Γp signifie que la résonance sera large, c’est-à-dire qu’elle aura une influence 





Enfin, la largeur gamma Γγ, est reliée à l’intensité de la section efficace à la résonance 
par la relation : 
 2 = ½¾9 .2 + 10.2s + 10.2s + 10 ΓÀΓ$ΓÀ = ½¾9 Á"ΓÀ   , (38) 
 
avec λB la longueur d’onde de de Broglie calculée à l’énergie de la résonance, ωγ qui 
correspond à la force de la résonance et Γ la largeur totale. J, I1 et I2 représentent respectivement 
le moment angulaire total de l’état excité du noyau composé et les spins des particules en 
collision. Ainsi, une valeur élevée de Γγ  correspondra à une valeur importante de la section 
efficace à la résonance. 
Nous pouvons à présent discuter des différents traitements. La courbe rouge représente 
le cas le plus simple, c’est-à-dire que nous avons uniquement considéré un seul pôle 
correspondant à la résonance à 511 keV sur le niveau 1- à 8062 keV et pour lequel nous avons 
obtenu un χ2 de 0.42.  Aucune autre contribution (pôle à plus haute énergie, ANC13) n’a été 
prise en compte. Cette situation correspond en fait à l’approximation de la résonance de Breit-
Wigner. Même si la résonance semble bien décrite, nous observons que le fit sous-estime les 
valeurs expérimentales de King au-dessus de la résonance ainsi que les nôtres à basse énergie. 
La courbe bleue est quant à elle obtenue en ajoutant un second pôle correspondant à 
l’état 0- situé à 8790 keV qui présente une large résonance à 1225 keV. Ce pôle a été introduit 
afin de simuler l’influence de la queue de cette résonance sur les points à basses énergies. De 
plus, cet état étant 0-, la transition vers l’état fondamental correspond à une onde s (l=0), ce qui 
limite la barrière de moment angulaire et rend son effet non négligeable. Afin de rendre compte 
de l’influence respective de ces deux pôles, nous avons ajouté les composantes de chacun d’eux 
sur la Figure 48. Comme nous pouvons le voir, le premier pôle (celui à 511 keV) convient très 
bien pour décrire la résonance. En revanche, nous voyons également que le second pôle permet 
de « relever » la courbe bleue aux énergies éloignées (inférieures et supérieures) de la 
résonance à 511 keV. Le fait de travailler avec deux pôles permet de réduire le χ2 à 0.25. Notons 
que, pour ce second pôle, les paramètres correspondant à la résonance ont été fixés aux valeurs 
fournies dans la littérature [10].  
                                                          
13 Voir Annexe VI 
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Nous aurions également pu déterminer en plus les paramètres caractérisant la résonance 
à 1225 keV. Nous aurions alors dû fitter 6 paramètres pour un ensemble de données qui ne 
décrit même pas cette résonance à 1225 keV, avec le risque de tomber sur une série de 
paramètres qui, certes, donneraient une valeur réduite du χ2, mais dont les valeurs ne 

















Figure 48: Traitements avec la matrice R de nos données avec celles de Genard et al. pour a = 6.8 fm. Celles de King n’ont pas 
été prises en compte pour le traitement et ne sont là qu’à titre indicatif., Dans le cas du traitement utilisant 2 pôles, les contributions 
des résonances à 511 et 1225 keV ont été ajoutées respectivement en tirets noirs et verts.  















 Fit R matrice: 1 pôle
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Er (keV)      Γp(keV)        Γγ(eV) 
                 Pôle 2 
Er (keV)  Γp(keV)  Γγ(eV) 
Pôle 3 
Er (keV)    Γp(keV)    Γγ(eV) 
Rouge 0.42 511.4±0.6 36.0±1.2 6.76±0.16 / / / / / / 
Bleu 0.25 511.2±0.5 34.6±1.2 6.66±0.16 1225* 410* 41* / / / 
Mauve 0.44 511.2* 34.6* 6.70* 1225* 410* 41* 7450 2000 220 
*
 Paramètres fixés lors du traitement de la matrice R. 
 
Malgré la faible valeur de χ2 pour la courbe bleue, nous remarquons que l’extrapolation 
à basse énergie ne suit pas exactement la même tendance que nos points expérimentaux, 
notamment pour les trois derniers à basse énergie. Il semblerait que nos données aient tendance 
à se stabiliser alors que le fit continue à diminuer avec l’énergie. Ceci pourrait s’expliquer par 
le traitement lui-même. En effet, même si nous avons considéré deux pôles, cela ne signifie pas 
que nous avons pris en compte tous les effets. Il existe d’autres phénomènes à plus hautes 
énergies qui ont probablement un effet sur le comportement du facteur astrophysique à basse 
énergie. Afin d’en tenir compte, nous avons ajouté un troisième pôle à très haute énergie. 
Comme ce dernier est censé représenter tous les effets à plus hautes énergies, il ne correspond 
pas nécessairement à un niveau réel du noyau. Le fait qu’il soit placé à haute énergie permet 
de simuler la partie non-résonante (réaction directe) de la section efficace à basse énergie.  
Dans notre cas, nous avons choisi un pôle situé à 15 MeV dont les paramètres ont été 
optimisés afin de passer au mieux par les trois derniers points, tout en essayant de garder un χ² 
faible. Ce traitement est représenté par la courbe mauve pour laquelle nous voyons tout de suite 
que l’introduction de ce pôle supplémentaire a pour effet de faire remonter la courbe mauve 
au-dessus de la bleue aux basses énergies. Cependant, le fit aux plus hautes énergies (aux 
alentours de 400 keV) est un peu moins bon, ce qui nous amène à un χ2 de 0.44. Il est important 
de noter ici que le calcul du χ2 ne tient compte que des barres d’erreur selon Y, et non selon X. 
C’est très probablement pour cette raison que le χ2 associé à la courbe mauve est plus élevé 
que celui de la courbe bleue. 
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Dans le but d’améliorer la qualité du traitement, la meilleure solution consisterait à 
élargir le plus possible la plage d’énergie à traiter, même si cela nécessite beaucoup de données 
expérimentales qui ne sont pas nécessairement disponibles. Une autre possibilité pour 
améliorer le traitement par la matrice R serait de traiter simultanément les réactions de capture 
radiative et de diffusion élastique, c’est-à-dire 13C(p,p)13C. Cela permettrait de mettre des 
contraintes supplémentaires sur les paramètres de fit, notamment sur la largeur Γ des protons 
[133].  
Il se peut également que ce comportement (c’est-à-dire la différence entre les points 
expérimentaux et le fit à basse énergie) provienne de nos résultats eux-mêmes. Cependant, 
l’allure de notre courbe suit celle obtenue par Genard et al. et nos points à basses énergies (à 
partir de 200 keV) sont cohérents avec ceux de la littérature. Il n’est donc pas évident de dire 
si ce sont ces derniers points qui posent problème, ou bien l’allure de la section efficace. 
Comme mentionné plus haut, seules d’autres mesures en cinématique inverse à ces énergies 
nous permettraient de trancher. 
Dans les trois cas présentés ci-dessus, aucun ANC n’a été considéré. Cela vient du fait 
que, comme le niveau à 8.06 MeV est assez proche du niveau fondamental (état fort lié), cette 
contribution extérieure peut être considérée comme négligeable. Pour la suite de cette section, 
nous utiliserons la courbe bleue même si elle ne rend pas exactement compte du comportement 
des trois derniers points à basse énergie. Ce choix est principalement basé sur le χ2, mais 
également sur le fait que, dans le cas de la courbe mauve, les paramètres associés au troisième 
pôle ont été choisis de manière à améliorer le fit, sans nécessairement se baser sur des choix 
physiques. 
Pour vérifier si les paramètres obtenus pour le premier pôle (donc la résonance à 511 
keV) ont un sens physique, nous les avons comparés à ceux disponibles dans la littérature. La 
Tableau 14 compare nos paramètres avec ceux utilisés par d’autres. Au niveau de l’énergie de 
la résonance et de sa largeur, nous remarquons tout de suite que nos résultats sont en accord 
avec la littérature car les barres d’erreurs se recouvrent. Seules les valeurs obtenues par King 
et al. [11] sont plus élevées. Ceci se voit notamment sur la Figure 43 par le décalage en énergie 
des maxima de la résonance. En ce qui concerne la force de la résonance, notre valeur fait partie 
des plus faibles (à peu près 20% en dessous de celle déterminée par King et al.). De nouveau, 
cela s’observe par la différence d’intensité entre nos données et celles de King (voir Figure 47).  
134 
 
Les données obtenues par Galster et al. (ici moyennées) sont très intéressantes parce 
que ces derniers ont étudié cette résonance en cinématique inverse et directe. Pour les mesures 
en cinématique inverse, ils ont utilisé une cible gazeuse (cible mince) ainsi qu’un film polymère 
(cible épaisse) et il en ressort que les valeurs obtenues pour la force de la résonance en 
cinématique inverse dans le cas de la cible gazeuse sont systématiquement plus petites que 
celles mesurées en cinématique directe (en moyenne 7.5 ± 2.1 eV pour la cible gazeuse contre 
9.1 ± 1.2 eV pour la cinématique directe). Dans le cas de film polymère, la valeur de la force 
de résonance est plus élevée (9.3 ± 3.2 eV). Cependant, comme nous pouvons le voir, les barres 
d’erreur se recouvrent, indiquant ainsi des résultats similaires pour les deux méthodes. 
 
Tableau 14: Paramètres obtenus pour la résonance à 511 keV de la réaction 13C(p,γ)14N par traitement de la matrice R avec 
a = 6.8 fm. Les autres résultats sont issus des travaux de Genard et al.[23] et de Galster et al.[15] . 
Référence ER (keV) Γp (keV) Γγ (eV) 
Ce travail 511.2±0.6 34.6±1.2 6.66±0.16 
Genard et al. [23] 511.3 ± 0.5 34.5 ± 1.1 6.2 ± 0.2 
King et al. [11] 517.8 ± 0.5 40 ± 1 8.8 ± 1.1 
Seagrave et al. [134] ~511 30.2 ± 0.9 ~8.6 
Galster et al. [15] 511.5± 1.2 33.8 ± 1.2 8.5 ± 1.2 
Ajzenberg-Selove [10] 512 ± 1 30 ± 1 9.2 ± 2.2 
 
Enfin, il est intéressant de vérifier l’influence du paramètre a sur le traitement des 
données. Pour ce faire, nous nous sommes placés dans les conditions de la courbe bleue, et 
avons remplacé la valeur du paramètre a par 4.6 fm, ce qui correspond à la somme des rayons 
des deux noyaux. Les résultats sont présentés à la Figure 49. Nous observons, contrairement à 
la théorie, que la valeur de a possède une influence sur les extrapolations, surtout aux basses 
énergies. Toutefois, si l’on se réfère aux barres d’erreur sur les paramètres obtenus pour la 
résonance à 511 keV, nous voyons que ces dernières croisent les barres d’erreurs de ceux 
obtenus pour le traitement avec a = 6.8 fm (Tableau 15). La grande différence provient du χ² 
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qui passe de 0.25 à 0.50 pour des valeurs respectives de a de 6.8 et 4.6 fm, même si, pour cette 
dernière, le traitement passe tout de même à travers nos barres d’erreurs (comme pour celui 
avec a = 6.8 fm, sauf pour les points à 177.9 et 147. 8 keV), ce qui signifie que nos barres 
d’erreurs sont adaptées. Pour des raisons de χ², nous conserverons une valeur du paramètre a 





















 a=4.6 fm (2 pôles)
 a=6.8 fm (2 pôles)
 Genard et al.
 King et al.
 Ce travail
Figure 49: Traitement de la matrice R dans le cas de la réaction 13C(p,γ)14N pour des valeurs du paramètre a de 4.6 fm 
(courbe bleue) et 6.8 fm (courbe rouge). Pour ces traitements, nous avons utilisé nos données ainsi que celles de Genard et 




Tableau 15: Paramètres obtenus pour la résonance à 511 keV en utilisant des valeurs du paramètre a de 4.6 et 6.8 fm. Pour 
ce traitement, un second pôle correspondant à la résonance à 1225 keV a été utilisé. Les paramètres de cette dernière ont été 
fixés dans les deux cas. 
 
Courbe a (fm) χ² 
Pôle 1 
Er (keV)      Γp(keV)        Γγ(eV) 
                 Pôle 2 
Er (keV)  Γp(keV)  Γγ(eV) 
Bleue 4.6 0.50 511.3±0.6 36.8±1.2 6.77±0.16 1225* 410* 41* 
Rouge 6.8 0.25 511.2±0.5 34.6±1.2 6.66±0.16 1225* 410* 41* 
*
 Paramètres fixés lors du traitement de la matrice R. 
 
Par ces extrapolations, nous avons à présent accès à une valeur du facteur astrophysique 
à n’importe quelle énergie en dessous de la résonance, et notamment à celle correspondant au 
pic de Gamow. Puisque nous nous sommes intéressés uniquement à la transition de l’état excité 
vers l’état fondamental, la valeur obtenue pour le facteur astrophysique ne correspond qu’à 
cette transition, et non à la réaction totale. Comme la courbe bleue présente le χ² le plus faible, 
nous nous sommes basés sur cette courbe pour déterminer les différentes valeurs du facteur 
astrophysique et avons obtenu S(0 keV) = 3.73 ± 0.71 keV.b et S(25 keV) = 3.96 ± 0.75 keV.b 
avec une erreur relative de 19%. L’évaluation de cette dernière n’est pas évidente. Si l’on fait 
varier les paramètres de la résonance à 511 keV en fonction de leurs erreurs absolues données 
à la Tableau 14 afin de déterminer l’erreur la plus importante en insérant différentes 
combinaisons dans le programme de traitement, nous obtenons une erreur de 5%. Il est clair 
que cette incertitude constitue une borne supérieure. A cette incertitude, nous ajoutons celle 
portant sur nos points de mesures [25]. Étant donné que, lors du traitement de la matrice R, les 
points expérimentaux possèdent leur propre « poids » (inversement proportionnel aux barres 
d’erreurs), il ne serait pas correct d’utiliser l’incertitude correspondant aux points présentant la 
plus faible statistique de comptage (autrement dit la plus grande incertitude et donc le plus 
faible poids lors du fit). Nous avons donc considéré une erreur de 18 %, qui correspond au 
point à 3600 keV pour lequel la statistique de comptage est encore importante. L’incertitude 
totale est donc de 19 %. 
Il est bien entendu intéressant de comparer notre valeur à celles présentes dans la 
littérature (Tableau 16). Nous avons délibérément divisé cette table en deux parties. Dans la 
première, nous présentons les valeurs du facteur astrophysique obtenues à l’aide de données 
provenant d’un seul travail. D’autres auteurs ont quant à eux utilisé des données provenant de 
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plusieurs travaux, moyennant ainsi les erreurs systématiques et élargissant l’étendue des 
mesures. Leurs résultats sont repris dans la partie du bas. 
Commençons par la partie du haut avec King et al. [11] qui ont obtenu une valeur de 
5.25 keV.b. Cette valeur est proche de celle obtenue par Mukhamedzhanov et al.[24] qui ont 
eux-mêmes utilisé les données obtenues par King et al. sauf qu’à la différence de ces derniers, 
ils ont utilisé des ANC et ont également pris en compte la résonance située aux alentours de 
1225 keV [135], ce qui leur a donné  une valeur de 5.16 ± 0.72 keV.b. Vogl, ainsi que Genard 
et al. ont calculé des valeurs respectives de  5.5 ± 0.8 et 3.94 ± 0.59 keV.b. Nous obtenons donc 
la valeur la plus basse, même si nos barres d’erreurs croisent celles des autres travaux. Ceci est 
très probablement lié au fait que nos valeurs de section efficace sont également plus faibles que 
celles obtenues par King et al et par Vogl. Nous remarquons toutefois que nous sommes assez 
proches de la valeur de Genard et al., résultat peu surprenant puisque nos données se 
superposent quasi parfaitement et que nous avons utilisé le même nombre de pôles.  
Passons à présent à la partie du bas de la  Tableau 16.  Li et al. [136] ont utilisé les 
données de King et de Zeps [26] pour calculer le facteur astrophysique à basse énergie. En 
effet, ces deux travaux couvrent respectivement les résonances à 511 et 1225 keV, ce qui 
permet d’élargir la gamme d’énergie et ainsi de contraindre un peu plus les paramètres de fit. 
Ils ont obtenu une valeur de 5.78 ± 0.48 keV.b à 0 keV. Chakraborty et al. ont quant à eux 
utilisé deux ensembles de données. Le premier reprend les mesures de King et al. ainsi que 
celles de Zeps et al. [26] tandis que le second ajoute à ces dernières celles obtenues par Genard 
et al.. A ces données, ils ont également utilisé des ANC. Ce qui rend leur travail très pertinent 
est qu’ils ont traité simultanément les données de capture radiative avec celles de diffusion 
élastique (provenant de Hebbard et al. [127]). Comme mentionné plus haut, cela permet de 
mettre des contraintes supplémentaires sur les paramètres de fit, notamment sur la largeur Γ  
de la résonance. Pour les deux ensembles de données, ils ont obtenu des facteurs astrophysiques 
valant respectivement 4.72 ± 0.86 et 4.23 ± 0.82 keV.b. Finalement, Moghadasi et al. ont, de 
leur côté, calculé un facteur astrophysique de 5.8 ± 0.7 keV.b. Pour arriver à cette valeur, ils 






Tableau 16: Résumé des différentes valeurs du facteur S obtenues pour la transition de l’état à 8.06 MeV vers l’état 
fondamental. Mise à part celles de Vogl et les nôtres, toutes les autres données sont tirées de la publication de Moghadasi 
[124]. La double ligne sépare les auteurs ayant utilisé un seul ensemble de données partie du haut) de ceux en ayant utilisé 
plusieurs (partie du bas). 
Auteurs S(0) keV.b 
Vogl 5.5 ± 0.8 
King et al. 5.25 
Genard et al. 3.94 ± 0.59 
Mukhamedzhanov et al. 5.16 ± 0.72 
Ce travail 3.73 ± 0.71 
Chakraborty et al. I 4.72 ± 0.86 
Chakraborty et al. II 4.23 ± 0.82 
Li et al. 5.78 ± 0.48 
Moghadasi et al. 5.8 ± 0.7 
 
Dans le but d’obtenir la valeur du facteur astrophysique en prenant en compte toutes 
les transitions, nous avons multiplié la valeur obtenue pour le facteur astrophysique par le 
facteur de correction (l’inverse du facteur de branchement) que nous avons déterminé, c’est-à-
dire 1.25. Ceci nous amène à une valeur de 4.66 ± 0.88 keV.b à 0 keV et 4.95 ± 0.94 keV.b à 
25 keV (énergie du pic de Gamow pour une température proche de 2.0 107 kelvins).  
 
Tableau 17: Résumé des différentes valeurs du facteur S total pour la réaction 13C(p,γ)14N à 25 keV. Les résultats au-dessus 
de la double ligne proviennent d’un seul ensemble de mesures tandis que ceux en dessous ont été obtenus en utilisant 
plusieurs ensembles de données. 
 
Auteurs Stot (25 keV) keV.b 
Ce travail 4.95 ± 0.94 
King et al. [11] 7.7 ± 1.0 
Genard et al. [23] 5.12 ± 0.80 
Mukhamedzhanov et al. [24] 8.0 ± 1.2 
Li et al. [27] 8.20 ± 0.51 
Chakraborty et al. I [25] 7.1 ± 1.1 
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La Tableau 17 reprend les valeurs du facteur astrophysique total pour différents travaux. 
Comme pour la Tableau 16, nous avons séparé les résultats obtenus sur base d’un ensemble de 
données (partie du haut) à ceux calculés à partir de plusieurs ensembles de mesures. Genard, 
King, Mukhamedzhanov avaient obtenu respectivement des valeurs de 5.12 ± 0.8, 7.7 ± 1.0 et 
8.0 ± 1.2 keV.b à 25 keV. Les valeurs obtenues par King (de même que par Mukhamedzhanov) 
sont les plus élevées. La valeur obtenue par Chakraborty et al., dans le cas du premier ensemble 
de données, est de 7.1 ± 1.1 keV.b. à 25 keV. Enfin, Li et al. ont, quant à eux, trouvé une valeur 
de 8.2 ± 0.51 keV.b. Comme précédemment, nous remarquons que notre valeur est la plus 
basse de toutes. Toutefois, si l’on considère les barres d’erreur, ces dernières se superposent 
uniquement avec celles de Genard et de Chakraborty. Notons que, contrairement à ce travail et 
celui de G. Genard, les autres auteurs mentionnés à la Tableau 17 ont pris en compte toutes les 
transitions possibles, ce qui peut très certainement expliquer les différences d’amplitudes et le 
non recouvrement des barres d’erreurs pourtant observé dans les valeurs correspondant à une 
seule transition. De plus, nous avons supposé un facteur de branchement constant avec 
l’énergie, ce qui n’est pas le cas en réalité. Enfin, nous voyons que notre incertitude (relative) 
sur le facteur astrophysique est la plus importante de celles présentées à la Tableau 17. Ceci est 
principalement dû à la dispersion de nos données à basse énergie ainsi qu’à la faible statistique 
















VII. Conclusions et perspectives 
 
 Au cours de ce travail, nous nous sommes efforcés d’améliorer un système de détection 
bas-bruit préexistant et avons appliqué ce dernier à l’astrophysique nucléaire et plus 
précisément à la réaction 13C(p,γ)14N présente dans le cycle CNO. Dans le cadre de cette 
application, nous avons décidé de travailler en cinématique inverse, et ce, afin de profiter aux 
mieux des performances de l’accélérateur Tandetron ALTAÏS et de réduire le bruit induit par le 
faisceau. Le choix de cette méthode nous a amenés à un autre développement important : la 
réalisation de cibles en hydrogène. L’ensemble de ces améliorations nous a permis d’atteindre 
des énergies pour lesquelles les sections efficaces n’ont jamais encore été mesurées en 
cinématique inverse. De plus, les résultats obtenus sont cohérents avec la littérature. 
Cependant, il serait dommage de s’arrêter ici. 
Au niveau du système de détection bas-bruit, nous avons augmenté la surface de 
couverture du blindage actif avec comme conséquence l’amélioration de l’efficacité de 
blindage contre les muons en atteignant un taux de suppression de 97%. Par ailleurs, un flux 
d’azote a également été ajouté de manière à limiter le bruit du radon présent dans l’air. Les 
performances de notre nouveau système ont été comparées à celles d’autres laboratoires. Il en 
est ressorti que notre système est aussi efficace, voire plus, que certains systèmes de détection 
bas-bruit, pour des niveaux d’enfouissement plus ou moins équivalents. Signalons que, grâce 
à ce travail, la chaîne d’acquisition est dès à présent numérique.  
 Comme mentionné dans la première partie, il est inutile d’augmenter l’épaisseur de 
plomb composant le blindage passif. L’alternative envisagée consiste à le remplacer par du 
plomb présentant une activité encore inférieure à 5 Bq /Kg. Concernant le blindage actif, ce 
dernier pourrait être amélioré en plaçant des scintillateurs supplémentaires, notamment en 
dessous du château de plomb mais également sur les côtés et en dessous des deux scintillateurs 
plans. Toutefois, la distribution angulaire des muons étant en cos²(θ), le gain serait faible, mais 
cela pourrait permettre de réduire le nombre de gammas détectés par l’HPGe qui sont produits 
par le flux de neutrons tertiaires. Une autre amélioration intéressante, mais plus coûteuse serait 
de placer un second détecteur en vue de réaliser des coïncidences γγ. Comme l’ont montré 
Longland et al. [7], ce type de système est très efficace pour être quitte des rayonnements 
cosmiques et de la radioactivité naturelle. De plus, grâce aux systèmes numériques, 
l’encombrement (en terme de modules de traitements des signaux) que cette modification 
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apporterait ne serait pas très significatif, seule la mise au point de la chaîne d’acquisition 
deviendrait plus complexe. 
Du point de vue de la réalisation des cibles en hydrogène, nous sommes arrivés à 
augmenter la quantité d’hydrogène d’un facteur 2.6 par rapport à ce qu’avait obtenu Gilles 
Genard. En plus de cette haute concentration, nos cibles présentent toutes les caractéristiques 
(bonne stabilité sous faisceau, pureté isotopique et reproductibilité) pour être utilisées dans les 
conditions de mesures de section efficaces. De surcroît, nous sommes parvenus à réaliser et 
caractériser ces cibles à l’aide de notre accélérateur de particule ALTAÏS, nous rendant ainsi 
tout-à-fait autonomes. Enfin, en dehors de l’astrophysique, ces cibles peuvent également servir 
de référence en hydrogène pour l’analyse par faisceau d’ions.  
Le point critique concernant ces cibles est le temps d’implantation ainsi que 
l’homogénéité de la tache. Ceci pourrait être solutionné par l’ajout de plaques déflectrices 
horizontales à basse énergie, un peu avant la cage de Faraday. Cependant, à cause du peu 
d’espace disponible, cela semble difficilement envisageable. La solution idéale serait de 
disposer d’un implanteur basse énergie possédant deux paires de plaques déflectrices.  
Nous pourrions également envisager l’amélioration des cibles de références en 
hydrogène. Nous pourrions combiner l’implantation d’hydrogène à plusieurs énergies 
différentes de manière à augmenter la concentration d’hydrogène. De cette manière, il serait 
possible d’augmenter la dose actuellement retenue d’un facteur 3, et donc un facteur 10 par 
rapport aux cibles utilisées par G. Genard [137]. Il faudrait cependant veiller à ce que nous 
restions dans des conditions de cibles minces, c’est-à-dire que l’énergie perdue par l’ion 
incident dans la partie implantée en hydrogène soit négligeable par rapport à son énergie 
incidente. Malheureusement, ce développement n’a pas pu être réalisé par manque de temps. 
Afin de limiter le bruit induit par le faisceau, nous avons décidé de travailler en 
cinématique inverse. Le bout de ligne a donc été entièrement repensé, ce qui a mené au 
développement d’un nouveau doigt froid (très certainement plus performant que l’ancien) et 
l’ajout d’un jeu de fentes permettant un meilleur contrôle du point d’impact du faisceau. Le 
facteur limitant lors de nos mesures est finalement l’intensité faisceau obtenue avec notre 
accélérateur. En effet, ces dernières sont de l’ordre de plusieurs micro-ampères alors que les 
intensités habituellement utilisées pour l’étude des réactions astrophysiques sont de l’ordre de 
quelques centaines de micro-ampères. Une solution serait de transformer notre accélérateur en 
un accélérateur haut courant, mais cette amélioration ne nous permettra pas de gagner un 
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facteur 100 sur nos intensités faisceaux. Pour ce faire, il faudrait investir dans un accélérateur 
prévu à cet effet. À noter que même si nous arrivons à obtenir de telles valeurs de courants, il 
n’est absolument pas certain que nos cibles tiennent le coup sous de telles intensités. Le 
développement d’un type de cible qui soit stable sous des très hautes intensités faisceaux 
devrait alors être pensé. Parallèlement à cela, le système de refroidissement de l’échantillon 
devrait être rendu plus efficace. On pourrait par exemple utiliser de l’azote liquide afin de 
refroidir le porte-échantillon et peut-être même repenser ce dernier.  
Comme mentionné dans la seconde partie, une amélioration de la cage de Faraday 
pourrait également être effectuée, même si cette dernière est déjà performante. Cette 
amélioration nécessiterait de repenser la fin de la ligne faisceau mais pourrait permettre 
l’élaboration d’un système de nettoyage de l’échantillon sous vide, de manière à réduire, voire 
éliminer, la contamination de surface. 
Du point de vue de nos mesures de sections efficaces, nos résultats sont en accord avec 
ceux disponibles dans la littérature. Gilles Genard avait déjà validé l’utilisation de la 
cinématique inverse à basse énergie. De notre côté, nous sommes parvenus à descendre plus 
bas en énergie que ce dernier, jusqu’à atteindre les limites de notre système de détection bas-
bruit. Au niveau des barres d’erreurs, les nôtres sont du même ordre de grandeur (même si un 
peu supérieures) que celles obtenues par King et al.[11] et Genard [3]. Le fait que les barres 
d’erreurs pour les trois derniers points soient fort élevées par rapport aux autres mesures vient 
de la faible statistique de comptage. Pour améliorer celle-ci, il faudrait disposer de plus de 
temps faisceau et donc utiliser un accélérateur dédié à l’astrophysique. 
En ce qui concerne l’extrapolation du facteur astrophysique, nous obtenons une valeur 
plus basse que pour les autres travaux, y compris celui de Genard et al.. Cependant, de par la 
faible statistique de comptage, nos barres d’erreur rejoignent celles des autres travaux, ce qui 
rend compte de la modestie de nos mesures. 
Nous pourrions nous demander quelle est finalement la contribution de notre travail car 
King et al. ainsi que Vogl ont étudié cette réaction sur une plus large gamme que la nôtre, et 
avec des résultats cohérents. L’originalité de notre mesure vient du fait que l’on a montré qu’il 
est possible de mesurer des valeurs de section efficace sur cinq ordres de grandeur en utilisant 
les mêmes conditions expérimentales, ce qui n’est pas le cas des deux autres. De plus, nous 
avons réalisé ces mesures à l’aide d’un accélérateur polyvalent qui ne présente donc pas les 
mêmes caractéristiques (principalement l’intensité faisceau) que ceux utilisés pour 
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l’astrophysique nucléaire. Enfin, mis à part Gilles Genard qui était limité par son système et 
Galster [15] qui a uniquement étudié la résonance à 511 keV, nous sommes les premiers à 
descendre aux alentours de 150 keV en cinématique inverse. Il importe de mentionner que nos 
données, de même que celles de G. Genard, sont systématiquement plus faibles (à haute 
énergie) que celles prises en cinématique directe. Ceci peut être dû à des erreurs systématiques 
semblables pour les deux travaux, car nous avons utilisé le même matériel que celui de G. 
Genard et le même type de cible.  
Il se pourrait également que la cinématique directe surestime les valeurs de la section 
efficace et ce, à cause des réactions nucléaires parasites pouvant avoir lieu au niveau de la cible 
ou à travers le système de collimation. Cependant, il faudrait alors déterminer quelles sont les 
réactions, ayant lieu à relativement faible énergie, susceptibles d’émettre des gammas 
d’énergies supérieures à 8 MeV. Il est clair que, dans le cas précis de cette réaction, l’utilisation 
de la cinématique inverse semble moins nécessaire car, comme nous l’avons vu, les principales 
réactions nucléaires parasites produisent des gammas dont l’énergie (2.3 MeV au maximum) 
est bien inférieure à celle des gammas que nous avons détectés (8 MeV). Toutefois, dans le cas 
de l’étude de réactions dont les principaux gammas ont une énergie comparable à celle due aux 
réactions parasites, il est certain que les mesures en cinématique inverse sont beaucoup plus 
propres. 
Il serait intéressant d’encore étudier cette réaction en cinématique inverse, mais dans 
un autre laboratoire, et ce, afin d’éviter les erreurs systématiques. Cette démarche permettrait 
notamment de savoir si l’infériorité de nos valeurs à partir de 250 keV est due au travail en 
cinématique inverse, ou à un autre paramètre (erreur systématique, cibles utilisées, etc..). Une 
autre possibilité serait d’effectuer des mesures en cinématique directe au LARN. Cela 
permettrait de fournir une piste quant à l’origine de la différence de valeur entre les sections 
efficaces obtenues en cinématique directe et en cinématique inverse. 
Enfin, il faut mentionner que l’utilisation de ce système de détection bas-bruit ne se 
limite pas à l’astrophysique nucléaire. Ce système peut aussi être utilisé pour l’analyse sensible 
d’éléments, comme l’a démontré Gilles Genard au cours de sa thèse. Ce système a, en outre, 
fait l’objet d’une collaboration avec l’IRE-ELIT dans la mesure d’activité de différents 
échantillons provenant du démantèlement d’une casemate de cyclotron. Il est aussi utilisé pour 
des manipulations plus ponctuelles, comme le profilage d’éléments (19F, 15N, 30Si, etc.) par 
réactions nucléaires résonantes ou encore pour vérifier la présence de nanoparticules de 
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silicium au sein de cellules. Ce système de détection bas-bruit pourra également être utilisé 
dans le cadre du démantèlement des centrales nucléaires. 
  
En conclusion, le LARN dispose dès à présent d’un système de détection bas-bruit plus 
performant que l’ancien et tout aussi polyvalent. Ses caractéristiques en font un système 
pouvant contribuer à la réalisation de projets aussi bien fondamentaux qu’appliqués. A ces 
projets, nous pouvons également ajouter les différentes améliorations mentionnées ci-dessus 
qui représentent un beau défi technique. L’utilisation de ce système ne s’arrêtera donc pas avec 
























Annexe I : Les familles radioactives 
 
Nous présentons ici les quatre grandes familles radioactives, c’est-à-dire le 238U, 235U, 
232Th et le 237Np, ainsi que leur mode de désintégration vers un élément stable. Les éléments 
de ces familles se désintègrent par émission soit d’une particule alpha soit d’un β-. Seules les 
trois premières familles sont encore présentes sur Terre. La quatrième, le 237Np n’est plus 








Figure 50: Chaîne de désintégration du 232Th (Thorium 232). De par son nombre de nucléons, le noyau final atteint est le 
208Pb (Plomb 208). Le nombre de nucléons des éléments de cette famille est un multiple de 4. 












































Figure 52: Chaîne de désintégration du 238U (Uranium 238). De par son nombre de nucléons, le noyau final atteint est le 
206Pb (Plomb 206). Le nombre de nucléons des éléments de cette famille est un multiple de 4 plus 2. 
Figure 51: Chaîne de désintégration du 237Np (Neptunium 237). De par son nombre de nucléons, le noyau final atteint est le 
209Bi (Bismuth 209). Le nombre de nucléons des éléments de cette famille est un multiple de 4 plus 1. 
















































































































Figure 53: Chaîne de désintégration du 235U (Uranium 235). De par son nombre de nucléons, le noyau final atteint est le 
207Pb (plomb 207). Le nombre de nucléons des éléments de cette famille est un multiple de 4 plus 3. 
















































Annexe II : ALTAÏS 
 
Le LARN dispose d’un accélérateur de particules dénommé ALTAÏS (pour 
Accélérateur Linéaire Tandetron pour l’Analyse et l’Implantation des Solides) muni d’une 
haute tension pouvant atteindre 2 MV. Son principe de fonctionnement est indiqué sur la Figure 
54. 
Sur cette figure, on voit que l’on dispose d’une source d’ions SNICs (Source of 
Negative Ions by Cesium Sputtering) et d’une source duoplasmotron. Pour la source SNICs, 
les éléments sont introduits sous forme de poudre comprimée dans des creusets en cuivre, ce 
qui permet d’accélérer à peu près tous les éléments du tableau de Mendeleïev, mis à part les 
gaz nobles ainsi que les éléments non-stables dans le temps. Cette poudre est ensuite portée à 
un potentiel négatif Vc afin d’être pulvérisée par des ions Cs+. Les éléments éjectés sont alors 
accélérés, grâce à une tension d’extraction négative Ve, vers un premier électroaimant courbé 
à 90° (noté LE). 
 Pour ce qui est de la duoplasmotron, cette dernière est une source gazeuse et est 
notamment utilisée pour produire des faisceaux d’hélium ou d’hydrogène. Les ions produits 
étant positifs, ils sont alors dirigés vers un canal d’échange dans lequel ils subiront un transfert 
de charges et en sortiront chargés négativement. De même que pour la source SNICs, les ions 
sont alors dirigés vers l’aimant LE. Cet électroaimant a pour but de sélectionner la masse de 
l’élément à accélérer grâce à la force de Lorentz Â⃗ = ÃJ⃗  Ä @⃗ . En effet, comme les ions 
incidents ont tous la même énergie cinétique (on ne considère que l’état de charge une fois 
négatif), la sélection en masse peut donc se faire à travers la vitesse. Etant donné qu’il s’agit 
d’un électroaimant, il suffit d’injecter la valeur correcte de courant afin d’obtenir la bonne 
valeur de champ magnétique.  
Une fois cet aimant passé, l’ion négatif est alors accéléré par la haute tension positive 
Vt du terminal jusqu’au milieu de la colonne d’accélération. Arrivé là, l’ion (alors négatif) de 
masse Mi passe à travers un canal (noté stripper) dans lequel de l’azote est injecté. L’ion subit 
alors des collisions avec ce gaz et peut perdre un à plusieurs électrons et même se fragmenter 
en un ion de masse Mf. Devenu alors positif, il subira une seconde accélération jusqu’à la fin 





A la fin de la colonne d’accélération, l’ion entre alors dans un second électroaimant 
(HE) qui va alors le diriger vers une des quatre lignes d’analyse se trouvant de part et d’autre 
de l’aimant à des angles de 10° et 30°. En plus de diriger l’ion dans la ligne d’analyse, cet 
aimant a également pour rôle de sélectionner l’énergie de l’ion en question. En effet, l’énergie 
de ce dernier à la fin de la colonne d’accélération dépend de son état de charge et de sa masse 
après le stripper. Il existe également une cinquième ligne qui se trouve dans le prolongement 
de la colonne d’accélération. Cependant, suite à ce qui vient d’être expliqué, il n’est pas 







Figure 54: Schéma du principe de fonctionnement de l’accélérateur de particule ALTAÏS. Notons qu’une seule des 5 lignes 
d’analyses n’est affichée. 
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La formule donnant l’énergie à la fin de la colonne d’accélération est la suivante : 
 
 
/ = .J + J0 II- + .1 II- + Ã0 J ÂÅ  . (II-1) 
Il faut noter que, dans le cas de la source duoplasmotron, Vc est nul car il n’y a pas de 
pulvérisation. Il existe cependant un facteur entre la valeur de la haute tension appliquée et 
celle de la consigne (introduite par l’utilisateur). Ce facteur, appelé facteur d’étalonnage et noté 
FC, est déterminé une fois par an et permet de s’assurer de travailler à la bonne énergie [138]. 
La focalisation du faisceau se fait grâce à des lentilles et des quadrupôles électrostatiques le 
long du parcours des ions. La position du faisceau peut également être vérifiée à certains 
endroits (juste après l’aimant LE et en début de chaque ligne d’analyses) par un BPM (Beam 
Profiler Monitoring). Enfin, afin d’assurer un libre parcours important des ions à travers la 
colonne d’accélération, cette dernière est maintenue à un vide de l’ordre de 10-7 mbar grâce à 
deux pompes turbo moléculaires couplées à une pompe primaire. D’après l’équation (II-1), 
nous voyons que la masse de l’ion en sortie de l’accélérateur peut être différente de celle en 
entrée. En général, cette particularité des tandems n’est pas utilisée, sauf pour quelques cas 
précis, comme les faisceaux en azote. En effet, l’ion N- se neutralise trop rapidement que pour 
être accéléré [139]. Pour pallier cela, des ions CN- sont extraits de la source SNICs car ces 
derniers sont stables. Au niveau du stripper, une partie des ions CN- sont cassés et transformés 
en Np+ et Cq+ (avec p et q des entiers) et le faisceau souhaité (ici des Np+) peut être sélectionné 














Annexe III : Techniques d’analyses par faisceaux d’ions 
Le but de cette annexe est de présenter dans les grandes lignes les différentes techniques 
d’analyses par faisceaux d’ions utilisées au cours de ce travail. Pour plus de détails, le lecteur 
pourra se tourner vers des ouvrages de références [140,141] sur lesquels nous nous sommes 
basés pour écrire cette annexe. 
Rutherford Backscattering Spectroscopy (RBS) 
 La technique RBS est basé sur la détection, à un angle donné, de particules incidentes 
diffusées suite à une collision élastique avec un noyau contenu dans une cible. La dénomination 
« rétro » vient du fait que l’angle de détection est supérieur à 90° par rapport au faisceau 
incident. C’est Rutherford qui, en 1910 avec ses collègues Geiger et Mardsen, fut le premier à 
décrire et à modéliser la diffusion des particules à des angles supérieurs à 90° [142,143]. Pour 
ce faire, il étudia la diffusion de particules alpha sur une feuille d’or. C’est pour cette raison 
qu’à ce jour, même si les moyens technologiques ont bien évolué, cette technique d’analyse 
porte son nom. 
 En pratique, on envoie des particules légères (généralement des protons ou des 4He+) 
sur un échantillon que l’on souhaite analyser. Ensuite, grâce à un ou plusieurs détecteurs PIPS14 
placés à des angles supérieurs à 90 ° (par rapport au faisceau incident), on détecte les particules 
incidentes rétrodiffusées par les éléments présents dans l’échantillon. En fonction de la masse 
de l’élément présent dans l’échantillon, l’énergie des particules rétrodiffusées sera plus ou 
moins grande.  
Cette technique est utilisée pour déterminer la composition en éléments lourds (par 
rapport aux particules incidentes) d’un échantillon qui contient principalement des éléments 
légers. En effet, pour des raisons de cinématique, une particule 4He+ ne peut pas être 
rétrodiffusée par un atome d’hydrogène. Grâce à cette technique, il est possible d’obtenir un 
profil en profondeur des concentrations absolues des éléments présents dans l’échantillon. La 
profondeur d’analyse dépend de l’énergie des ions incidents et de leur nature. Généralement, 
elle peut aller jusqu’à un ou deux microns, même si ces chiffres dépendent grandement des 
matériaux analysés. Cette technique est donc idéale pour l’analyse de couches minces. De plus 
dans la plupart des cas, cette technique, de même que toutes celles que nous allons présenter 
                                                          
14 Pour passivated Implanted Planar silicon. Il s’agit en fait de semi-conducteur. 
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dans cette annexe, est non destructive car le nombre d’ions incidents est négligeable par rapport 
à la concentration atomique de la cible. 
L’avantage de cette technique est que, si les particules incidentes n’ont pas une énergie 
trop importante (afin de ne pas induire de réactions nucléaires), la section efficace, et donc le 
taux de particules rétrodiffusées, peut être obtenue à l’aide d’une relation très simple. De par 
cette spécificité, cette technique peut non seulement être utilisée pour l’analyse de matériaux, 
mais également afin de déterminer le nombre de particules incidentes sur un échantillon. Cette 
dernière information ne peut être obtenue que si la composition de l’échantillon est connue et 
qu’il n’y a pas d’effet de canalisation (voir amorphisation dans la troisième partie).  
Elastic Recoil detection Analysis (ERDA) 
 L’ERDA, comme son nom l’indique, est basée sur le recul de noyau induit par des 
particules incidentes. Contrairement au RBS, cette technique consiste à détecter des ions émis 
vers l’avant suite à des collisions avec le faisceau incident. Les premiers à avoir utilisé cette 
technique sont l’Ecuyer et al. en 1976 [144]. Ces derniers ont obtenu des profils en 
concentration d’hélium à l’aide d’un faisceau de chlore. 
En pratique, on envoie un faisceau de particules lourdes (par rapport à la masse de 
l’élément à profiler) sur un échantillon à analyser. On détecte ensuite les particules diffusées 
élastiquement vers l’avant (angles inférieurs à 90°) toujours à l’aide de détecteurs PIPS. Ainsi, 
contrairement au RBS pour lequel les angles de détection sont supérieurs à 90°, les angles 
utilisés pour l’ERDA sont plus faibles, de l’ordre de 30° ou moins. Afin que les particules 
éjectées puissent atteindre le détecteur, il faut généralement travailler en incidence rasante, 
c’est-à-dire incliner l’échantillon par rapport au faisceau incident (Figure 55). Notons que cette 
incidence du faisceau a comme conséquence de produire beaucoup d’électrons secondaires, 
faussant ainsi la lecture courant. Il est donc recommandé de placer un détecteur en position 
arrière afin de contrôler le nombre de particules incidentes par la technique RBS. 
Le flux de particules éjectées vers l’avant est composé notamment des éléments à 
mesurer mais également des ions diffusés élastiquement vers l’avant sur des éléments lourds 
de la cible et qui ne nous intéressent pas ici. Afin de supprimer ces derniers, une solution 
consiste à placer un absorbeur devant le détecteur. L’épaisseur de ce dernier est ajustée de 
manière à stopper les particules diffusées élastiquement et laisser passer les particules plus 
légères qui ont subi un recul élastique. Cette variante de l’ERDA avec filtre conduit cependant 
à une dégradation de l’énergie des particules de recul dans l’absorbeur et la résolution en 
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profondeur du profil de concentration est altérée. D’autres méthodes, comme le filtre 
magnétique [145], ou bien du TOF-ERDA [146] peuvent être utilisées pour remplacer cet 
absorbeur.   
La Figure 55 représente un exemple de géométrie de détection dans le cas d’analyse 
RBS et ERDA. Nous voyons très clairement que le détecteur pour le RBS est placé à un angle 
supérieur à 90° (et même proches de 180°) tandis que celui pour l’ERDA est placé à 30° vers 
l’avant. Les techniques ERDA et RBS sont complémentaires et permettent d’obtenir des profils 
en concentration d’éléments de manière quantitative. 
 
 
Resonant Nuclear Reaction Analysis (RNRA) 
Cette méthode d’analyse est différente des deux précédentes car elle est basée sur la 
détection des produits de réactions nucléaires et non sur la diffusion. Supposons que l’on envoie 
une particule a sur une particule A avec une énergie cinétique ELab. L’énergie ECM alors 
disponible pour la réaction est donnée par : 
 /\ = I7Iu + I7  /u*  . (III-1) 
En effet, toute l’énergie cinétique du noyau a ne pourra pas être utilisée pour la réaction 
car une partie de cette énergie est requise pour déplacer le centre de masse du système a + A. 
L’énergie cinétique ELab peut être décomposée en une partie utilisée pour déplacer le centre de 
Figure 55: Exemple de géométrie de détection utilisée dans le cas d’analyses RBS et ERDA utilisant des détecteurs placés 
respectivement à 170 et 30° par rapport au faisceau. Le détecteur ERDA dispose d’un absorbeur afin d’éviter que les particules 
incidentes ne soient détectées. 
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masse et une autre pour le mouvement relatif. On parle alors d’énergies dans le système 
laboratoire et dans le système centre de masse. Dans ce dernier cas, la quantité de mouvement 
du centre de masse est nulle, c’est-à-dire que l’on considère que les deux particules avancent 
l’une vers l’autre. L’énergie cinétique des deux particules est alors totalement utilisée pour la 
réaction étant donné que le centre de masse ne se déplace pas. Le système laboratoire est quant 
à lui, le système de l’accélérateur dans lequel la quantité de mouvement associée au centre de 
masse des particules a et A est non nulle car la cible est au repos. 
Lors de la collision entre A et a, on peut former un noyau composé, c’est-à-dire que les 
nucléons des deux particules incidentes se rassemblent pour ne plus former qu’un seul noyau, 
notons le C, tout en oubliant d’où ils proviennent. Ce noyau composé peut alors se désexciter 
par différentes voies. Cela peut être, par exemple, par émission gamma, ou encore en émettant 
une ou plusieurs particules. Il est donc possible que le noyau composé C se désintègre en deux 
particules b et B avec éventuellement un ou plusieurs gammas si le noyau B se trouve dans un 
état excité. Notons que, pour pouvoir former un noyau composé, il faut que l’énergie cinétique 
transmise au système a + A soit égale ou supérieure à la Q-value définie comme : 
 Æ = .I7 +  I¾ − I0Å . (III-2) 
Si l’énergie totale du système a + A correspond exactement à l’énergie d’un des niveaux 
excités du noyau composé, alors la probabilité d’induire la réaction est plus importante et donc 
la section efficace devient maximale et on a une résonance. Cette situation est schématisée à la 
Figure 56. Dans cette dernière, nous voyons que, pour une énergie cinétique Ea, l’énergie totale 
du système a + A dans le système centre de masse correspond à celle du niveau C*.  
La largeur de cette résonance dépend de la distribution en énergie de l’état excité. Ce 
type de réaction s’avère très utile pour profiler un élément en volume. En effet, la résonance 
peut agir comme une sonde locale et en augmentant l’énergie du faisceau incident, il est 
possible de faire varier la profondeur à laquelle cette résonance aura lieu, donc de déplacer 
cette sonde. La résolution de la concentration en fonction de la profondeur sera d’autant 
meilleure que la résonance sera étroite. Cette méthode permet d’obtenir directement l’allure du 
profil en profondeur. Cependant, afin d’avoir accès à la concentration absolue, il est nécessaire 






Des exemples de réactions résonantes sont donnés à la Tableau 18. Parmi elles, nous 
retrouvons la réaction 1H(15N,αγ)12C qui permet  de profiler l’hydrogène grâce à une intense 
résonance à 6385 keV [109–111]. Cette réaction, surnommée la « Mona Lisa » des réactions 
résonantes de par sa largeur très étroite (1.8 keV), a largement été utilisée au cours de ce travail. 
En pratique, les atomes d’hydrogène et d’azote forment un noyau composé d’16O, qui va 
ensuite se désintégrer en émettant une particule alpha ainsi qu’un noyau de 12C dans un état 







Figure 56: Production d’un noyau composé C* suite à la collision entre deux  noyaux A et B. Nous voyons que ce noyau 
composé peut se désexciter suivant différentes voies. 
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Tableau 18: Liste non exhaustive d’éléments pouvant être profilés par RNRA. Les données sont issues des travaux d’Amsel 
et al. [147] ainsi que de Terwagne et al.[148]. 
Élément Réaction Energie de résonance (keV) 
1H 1H(15N,αγ)12C 6385 
14N 14N(α,γ)18F 1531 
15N 15N(p,αγ)12C 429.6 
19F 19F(p,αγ)16O 340.5 
23Na 23Na(p,αγ)20Ne 1416.8 
27Al 27Al(p,αγ)28Si 991.9 
29Si 29Si(p,γ)30P 413.9 
30Si 30Si(p,γ)31P 620.4 
 
Particles Induced Gamma ray Emission (PIGE) 
Lors d’une réaction nucléaire, il est possible que le noyau composé se désexcite en 
émettant un ou plusieurs gammas entre les différents niveaux excités. La technique PIGE 
consiste à induire et à détecter ces rayonnements gammas.  
La Figure 57 présente un spectre d’émission gamma de la réaction 19F(p,αγ)16O pris à 
l’aide d’un détecteur Ge(Li) avec des protons de 1.2 MeV. Cette réaction produit notamment 
des gammas de 6.131, 6.916 et 7.115 MeV. Dans la partie gauche de ce spectre, nous 
distinguons tout d’abord le pic photoélectrique (full energy peak) qui correspond au cas où 
toute l’énergie du photon (ici 6.131 MeV) a été récupérée par le détecteur. On y voit également 
les pics de premier et second échappement, décalés respectivement de 511 et 1022 keV du pic 
photoélectrique, respectivement noté 1 esc. et 2 esc.. Ce phénomène est dû aux recombinaisons 
électron-positron qui ont lieu aux bords du détecteur. Il est alors possible qu’un gamma (ou les 
deux) s’échappe du détecteur emportant ainsi une énergie de 511 ou 1022 keV. On observe 
également le fond Compton qui, comme son nom l’indique, est dû aux photons subissant l’effet 
Compton dans le détecteur. Cette technique d’analyse permet également d’obtenir la 
composition d’un échantillon. Cependant, comme pour la technique RNRA, la détermination 




Le spectre de détection de gammas peut également être modifié par l’effet Doppler. 
Ceci est notamment le cas lorsque le temps de vie du noyau composé (ou de son état excité) 
est relativement court par rapport au temps qu’il faut au noyau composé pour s’arrêter. Il est 
alors possible que ce dernier émette un gamma alors qu’il est toujours en mouvement. Dans ce 
cas, suivant la position du détecteur, l’énergie du gamma détecté sera différente (plus grande 
ou plus petite) de celle correspondant à la transition entre deux niveaux d’énergie. L’énergie 
E’ du gamma détecté en fonction de l’angle θ formé par le détecteur est donnée par : 
 /Ç = i/ − /2IÅj k1 + ÈÅ cos.0m  , III-3 
où v est la vitesse du noyau composé lorsqu’il émet le rayonnement gamma. Notons que le 
terme de gauche tient également compte de l’effet de recul du noyau lors de l’émission du 






Figure 57: Spectre d’émission gammas de la réaction 19F(p,αγ)16O. On y distingue clairement les pics photoélectriques (γ1,γ2 
et γ3),le fond Compton, ainsi que les pics de premier (1 esc..) et second échappement (2 esc.) associés aux pics 
photoélectriques. Notons que la partie droite du spectre a été amplifié d’un facteur 100 afin de faire apparaitre les gammas 
de 6.916 et 7.115 MeV, ainsi que leur pic de premier échappement. Cette image est tirée de l’ouvrage de G. Deconninck [141]. 
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L’influence du temps de vie de l’état excité sur l’effet Doppler est montré à la Figure 
57. Les temps de vie des niveaux de 6.121, 6.916 et 8.111 MeV sont respectivement de              
1.7 10-11, 8 10-15 et 7 10-15 secondes. On observe que les pics gammas (photoélectrique et 
d’échappements) sont beaucoup plus étroits pour le niveau à temps de vie long (i.e. 6.121 MeV) 
que pour les deux autres niveaux à temps de vie court. Cet élargissement des pics, dû à l’effet 
Doppler, est d’autant plus marqué si l’on travaille en géométrie proche, c’est-à-dire quand 
l’angle solide couvert par le détecteur est grand. Dans ce cas, on détecte aussi bien les gammas 
émis vers l’avant que vers l’arrière, ce qui a comme conséquence d’élargir les pics détectés. 
Un autre exemple de déformation du pic se trouve à la Figure 44 où le détecteur est placé juste 
après la cible, couvrant ainsi un angle solide proche de 2π. Dans ce cas, le flanc correspondant 
aux plus hautes énergies est très raide tandis que du côté des basses énergies, le pic présente 
une queue plus ou moins étalée. Ce phénomène provient simplement de la distribution 


















Annexe IV : Implantation ionique 
 
L’implantation ionique, comme son nom l’indique, consiste à envoyer des ions d’une 
énergie fixée dans une matrice choisie par l’expérimentateur. L’ion incident, une fois dans la 
matrice, va alors perdre son énergie suite à des collisions avec les noyaux ou les électrons de 
la matrice, jusqu’à s’arrêter. La profondeur d’implantation des ions dépend de la nature de l’ion 
lui-même, de son énergie et de la matrice dans laquelle il est implanté. Cette profondeur suit 
une certaine distribution qui peut souvent être approximée par une gaussienne [141].  
Toutefois, lorsqu’un ion entre dans une matrice, il ne sera pas nécessairement retenu 
par cette dernière. En effet, il a également une certaine probabilité d’être rétrodiffusé ou encore 
de pulvériser la cible (dont des ions déjà implantés). Ainsi, pour chaque type d’ions, il existe 
une dose de saturation, c’est-à-dire une dose pour laquelle la quantité d’ions retenus n’évolue 
plus, et ce, même si l‘on augmente la dose implantée. Comme pour la profondeur 
d’implantation, cette saturation dépend du type d’ions incidents, de leur énergie et de la 
matrice. 
Une fois dans la matrice, il est possible que l’ion incident entre en collision avec un 
noyau, entraînant ainsi la formation de défauts ou de lacunes au sein de la matrice. Si l’énergie 
des ions incidents est suffisante, il est également possible que l’atome de la matrice, qui a été 
déplacé suite à la collision avec l’ion incident, déplace à son tour d’autres atomes environnant. 
De même si, après sa première collision, l’ion incident dispose toujours d’une certaine énergie, 
il peut alors entrer de nouveau en collision avec un autre noyau, provoquant un nouveau 
déplacement. Il se crée alors des cascades de déplacements d’atomes [149]. Ainsi, lors 
d’implantations réalisées au sein d’une matrice cristalline (comme par exemple du silicium), il 
est possible d’amorphiser (c’est-à-dire de détruire) plus ou moins fort la structure de 
l’échantillon.  
 Il existe toute une série d’implanteurs qui se différencient notamment par leur gamme 
d’énergie ainsi que par leur type de source (rf, filament, tube à décharge, etc.) [149,150]. Afin 
de réaliser des implantations homogènes, il est conseillé d’utiliser des plaques de déflexions 
électrostatiques de manière à balayer le faisceau horizontalement et verticalement. 
Généralement, ces plaques sont suivies d’un collimateur ou d’un système de fentes permettant 
de sélectionner la taille de la tache d’implantation. Ce type de système permet donc de réaliser 
des implantations homogènes et reproductibles. Cependant, son désavantage est que les 
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intensités faisceaux sont réduites d’un facteur deux. L’ajout d’un aimant de déflection après la 































Annexe V : Spectroscopie (micro)Raman 
 
 La spectroscopie Raman est un mode d’analyse optique basé sur la diffusion inélastique 
d’un faisceau monochromatique par un échantillon. Cette méthode d’analyse fournit 
notamment des informations sur la structure chimique d’un matériau et sur sa configuration 
cristalline (amorphe ou ordonnée).  
En pratique, lorsqu’un photon est absorbé par une molécule, cette dernière peut être portée vers 
un état « virtuel » [151]. À partir de ce moment, trois situations sont possibles (voir Figure 58) : 
- La molécule retombe dans son état vibrationnel initial en émettant un photon de 
fréquence ν0 égale à l’énergie du photon incident. Ceci correspond à une diffusion 
élastique également appelée diffusion de Rayleigh. 
 
- La molécule retombe sur un état vibrationnel d’énergie plus élevée que celle de son état 
initial. La fréquence du photon émis est alors égale à ν0-νr, où νr est la fréquence 
correspondant à l’énergie de l’état vibrationnel final. Il s’agit alors de diffusion Raman, 
dont la fréquence émise est appelée fréquence Stokes, induisant les pics Stokes dans le 
spectre Raman. 
 
- La molécule excitée se trouvait initialement sur un état vibrationnel excité de fréquence 
νr, et retombe sur un état fondamental. Dans ce cas, la fréquence du photon émis vaut 
ν0 + νr. Cette fréquence est appelée fréquence anti-Stokes, induisant le pic anti-stokes 
dans le spectre Raman. Ce pic étant moins intense que le Stokes, ce dernier sera 
préférentiellement utilisé dans l’analyse Raman. 
 
Notons que le nombre de photons subissant la diffusion Raman est de 1 sur 108. Pour cette 
raison, il est utile de placer un filtre de Notch afin d’absorber les photons dus à la diffusion de 
Rayleigh [152]. 
 
Figure 58: Schéma de principe de l’émission des raies Rayleigh, Stokes et anti-Stokes. 
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 Dans notre cas, nous avons utilisé un laser possédant une longueur d’onde de 514 nm, 
couplé à un spectromètre confocal Renishaw RM 3000 équipé d’une caméra digitale ainsi que 
























Annexe VI : la matrice R 
 
 Nous allons ici décrire brièvement le principe du traitement par la matrice R. Il ne s’agit 
bien entendu que d’une grossière description, le but étant de faire comprendre au lecteur les 
grandes idées de ce formalisme. Pour une description plus rigoureuse, nous redirigeons le 
lecteur vers les ouvrages dont nous nous sommes inspirés pour rédiger cette annexe, à savoir 
l’ouvrage de Lane et Thomas [154] faisant office de référence pour la théorie de la matrice R 
ainsi que les livres de P. Descouvemont [155,156]. 
 Comme mentionné dans la quatrième partie, il est intéressant d’obtenir une valeur du 
facteur S aux énergies correspondant au taux de réaction stellaire maximal. Cependant, la 
section efficace diminuant avec l’énergie, il n’est généralement pas possible d’obtenir des 
mesures à ces énergies. Ainsi, il est commun d’extrapoler les mesures obtenues jusqu’aux 
énergies désirées. Cela peut se faire à l’aide de la théorie de la matrice R. 
 Cette théorie a vu le jour en 1947 avec Wigner et Eisenbud [157]. Ces derniers ont 
proposé une théorie dont les paramètres permettent d’inclure un sens physique dans celle-ci. 
De plus, ils ont formulé cette théorie de manière à ce que la dépendance en énergie soit la plus 
explicite possible. Cette méthode permet de traiter aussi bien des réactions faisant intervenir 
des noyaux composés ou encore des réactions dites « directes ». Dans ce type de réaction, les 
deux noyaux ne fusionnent pas, comme c’est le cas du noyau composé, mais s’interpénètrent 
au cours de la collision avec comme éventuelle conséquence un échange d’un ou plusieurs 
nucléons. Les premières réactions directes ont été remarquées en 1953 par Feshbach alors que 
ce dernier étudiait la formation de noyaux composés à l’aide de neutrons [158]. 
 Le principe de la matrice R consiste à résoudre l’équation de Schrödinger dans le cas 
de collisions entre deux particules. Pour ce faire, l’espace de configuration est divisé en deux 
régions : une région externe, dans laquelle seules les interactions de types coulombiennes sont 
prises en compte, et une région interne (sphérique) reprenant les différentes interactions au sein 
du noyau. Le rayon de la partie interne est fixé à une valeur a, qui correspond généralement à 
la somme des rayons des noyaux présents. Notons que le résultat obtenu ne devrait pas 





 Les calculs algébriques étant complexes, cette théorie fait apparaître des quantités 
intermédiaires sous formes de matrices. On distingue notamment la matrice R obtenue à l’aide 
de la formule suivante :  
  = ? "ËÌ/- − /-   , VI-1 
où l’on définit les pôles du noyau composé. Chacun de ces pôles (c’est-à-dire les états 
d’énergies) est paramétré par son énergie Ei et sa largeur réduite "ËÌ. Ces paramètres calculés 
(notation tiltée afin de les distinguer de ceux mesurés) peuvent être reliés aux paramètres 
expérimentaux par les relations : 
 /- = /- + "ËÌh./-0 
"ËÌ = "-1 − "-hÇ./-0  , 
 
VI-2 
où Eir et γi sont respectivement l’énergie de résonance et la largeur réduite. S représente quant 
à lui le facteur de déplacement et S’ sa dérivée par rapport à l’énergie. L’évaluation des 
paramètres calculés à partir de ceux mesurés peut se faire en développant linéairement le 
facteur de déplacement en fonction de l’énergie Eir (approximation de Thomas) tel que : 
 h./0 ≈ h./-0 + ./ − /-0 h′./-0 VI-3 
C’est cette dernière étape qui représente la plus grande difficulté dans le traitement de 
la matrice R. Théoriquement, il faudrait prendre tous les pôles pour le traitement, et donc tous 
les niveaux, même les plus denses. Cependant en pratique, on utilise seulement quelques pôles, 
voir un seul si la réaction est dominée par une seule résonance. Dans ce cas, un second pôle à 









Grâce à ces trois matrices, il est possible d’avoir accès à la matrice de collision U. 
Notons que cette dernière n’est pas propre au traitement de la matrice R, mais se retrouve dans 
tout traitement quantique. Chaque élément de cette matrice15 est défini comme étant 
l’amplitude de la fonction d’onde de sortie du noyau suite à un bombardement de flux unitaire 
[154]. La section efficace est donc directement proportionnelle au carré de cette matrice. 
Dans le cas de la capture radiative, la section efficace est décrite comme : 
 2 = 9U² 2- + 1.2s + 10.2s + 10 |$|  , VI-4 
avec Uγ la matrice de capture, I1 et I2, les spins des noyaux en collisions et Ji celui de l’état 
résonant du noyau composé. Notons que la matrice de collision Uγ  peut être décomposée en 
une composante interne et externe telles que: 
 $ = -$ + '$   . VI-5 
Cependant, ces termes ne sont pas indépendants. Ainsi, Uγext dépend de la matrice U, 
qui elle-même dépend de la matrice R et donc des paramètres calculés qui entrent eux-mêmes 
dans l’expression de Uγint. Notons que Uγext, est proportionnel à un terme C que l’on nomme 
Asymptotic Normalisation Coefficient (ANC) qui peut être obtenu de manière expérimentale 
[159]. La partie extérieure est associée aux mécanismes de capture directe et est généralement 
négligée dans le cas des états fortement liés [155]. 
 Si l’on ne considère qu’un seul pôle et que l’on néglige la composante extérieure, 
l’expression de la section efficace devient : 
 σ = ÑÒ² ÓÔE.ÕbE0.ÕcE0 Öb× Öb,Ø×.ÙÙb0c E|Ú |cÛÌ c  , VI-6 
Avec L un élément de matrice complexe. 
Il est intéressant de comparer cette expression à celle obtenue par Breit-Wigner : 
  
2 = 9U² 2- + 1.2s + 10.2s + 10 Γ Γ,$./ − /-0 + Γ 4T   , 
VI-7 
                                                          
15 Si l’on ne considère qu’une seule voie d’entrée et de sortie, cette matrice ne comporte qu’un seul élément, 
et devient donc simplement un nombre. 
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où ΓÜ  Γ,$×  dans l’équation (VI-6) représentent respectivement la largeur totale et celle associée 
au gamma, calculées toutes les deux pour le pôle considéré. Nous retrouvons dans l’équation 
(VI-7) leurs équivalents mesurés. Ces deux expressions pour la section efficace sont 
équivalentes à condition que les relations (VI-2) soient respectées. A celles-ci, il faut en plus 
en ajouter une supplémentaire qui est : 
 Γ,$ = Γ,$×1 + "Ì hÇ./-0 VI-8 
Nous voyons qu’en fait l’expression de Breit-Wigner n’est qu’une bonne 
approximation de la section efficace. Cependant, cette dernière formule n’est valide qu’à des 
énergies proches de la résonance, et présente des déviations importantes lorsque l’on s’en 
éloigne. Afin d’obtenir un fit correct, plusieurs solutions sont possibles. On peut tout d’abord 
optimiser les paramètres utilisés dans la matrice R. On peut également considérer un pôle 
d’énergie plus élevée comme mentionné précédemment. Enfin, la meilleure des solutions 
consiste à considérer une contribution extérieure, c’est-à-dire en mettant une valeur non nulle 
pour les ANC. Finalement, même si le résultat final ne devrait pas dépendre en théorie de la 
valeur de a, il s’avère que ce dernier peut tout de même avoir une influence. Ceci provient du 
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