We propose an extended Gaussian mixture model for the distribution of causal effects of common single nucleotide polymorphisms (SNPs) for human complex phenotypes, taking into account linkage disequilibrium (LD) and heterozygosity (H), while also allowing for independent components for small and large effects. Using a precise methodology showing how genome-wide association studies (GWAS) summary statistics (z-scores) arise through LD with underlying causal SNPs, we applied the model to multiple GWAS. Our findings indicated that causal effects are distributed with dependence on a SNP's total LD and H, whereby SNPs with lower total LD are more likely to be causal, and causal SNPs with lower H tend to have larger effects, consistent with the influence of negative pressure from natural selection. The degree of dependence, however, varies markedly across phenotypes.
INTRODUCTION
There is currently great interest in the distribution of causal effects among trait-associated single nucleotide polymorphisms (SNPs), and recent analyses of genome-wide association studies (GWAS) have begun uncovering deeper layers of complexity in the genetic architecture of complex traits [15, 8, 40, 41] . This research is facilitated by using new analytic approaches to interrogate structural features in the genome and their relationship to phenotypic expression. These analyses take into account the fact that different classes of SNPs have different characteristics and play a multitude of roles [29] . Along with different causal roles for SNPs, which in itself would suggest differences in distributions of effect-sizes for different sets of causal effects, the effects of minor allele frequency (MAF) of the causal SNPs and their total correlation with neighboring SNPs (total linkage disequilibrium, TLD [14] ) are providing new insights into the action of selection on the genetic architecture of complex traits [8, 38, 41] .
Here we present a unifying approach, using Bayesian analysis on GWAS summary statistics, to explore the role of TLD on the distribution of causal SNPs, and the impact of MAF on causal effect size, while simultaneously incorporating multiple effect-size distributions. Treating each of these factors independently is likely to provide a misleading assessment. Thus, we posit a model for the prior distribution of effect sizes, and building on previous work [15] , fit it to the GWAS summary statistics for a wide range of phenotypes. From the estimated set of model parameters for a phenotypes, we generated simulated genotypes and calculated the corresponding z-scores. With a wide range of model parameters across real phenotypes, the specificity of the model parameters for a given phenotype are narrowly defining of the distribution of summary statistics for that phenotype. We find that the detailed distribution of GWAS summary statistics for real phenotypes are reproduced to high accuracy, while many of the parameters used to setup a simulated phenotype are accurately reproduced by the model. The distribution of causal SNPs with respect to their TLD will be shown to vary widely across different phenotypes.
In earlier work [15] we presented a Gaussian mixture model to describe the distribution of underlying causal SNP effects (the "β" simple linear regression coefficients that indicate the strength of association between causal variants and a phenotype). Due to extensive and complex patterns of linkage disequilibrium between SNPs, many non-causal SNPs will exhibit a strong association with phenotypes, resulting in a far more complicated distribution for the summary z-scores. The basic model for the distribution of the causal β's is a mixture of non-null and null normal distributions, the latter (denoted N (0, 0)) being just a delta function: β ∼ π 1 N (0, σ 2 β ) + (1 − π 1 )N (0, 0) (1) where π 1 is the polygenicity, i.e., the proportion of SNPs that are causal (equivalently, the prior probability that any particular SNP is causal), and σ 2 β is the discoverability, i.e., the variance of the non-null normal distribution, which was taken to be a constant across all causal SNPs. The distribution of z-scores arising from this shows strong heterozygosity and total LD dependence (Eqs. 21 and 29 in [14] ). Implementing this relatively simple model (Eq. 1) and applying it to GWAS summary statistics involved a good deal of complexity, but resulted in remarkably good estimation of the overall distribution of z-scores, as demonstrated by the fit between the actual distribution of z-scores for multiple phenotypes and the model predictions, visualized on quantile-quantile (QQ) plots.
Given that GWAS, due to lack of power, consistently failed to discover the SNPs that explain the bulk of heritability, the objective of the model was to characterize the likely large number of causal SNPs of weak signal that evaded detection -and likely would explain missing or hidden heritability. Thus, the model was not intended to accurately predict the tails of the distribution of zscores, which for large enough GWAS would correspond to already discovered SNPs (i.e., whose summary p-values reached genome-wide significance), and involved the simplifying assumption that the bulk of causal effects roughly followed the same Gaussian. Nevertheless, the predicted distributions captured the main characteristics of the SNP associations for many phenotypes. For some phenotypes, however, the fit was relatively poor, and even for phenotypes where the overall fit was good, a breakdown of the z-score distributions for SNPs stratified by heterozygosity and total LD indicated some unevenness in how well the tails of the sub-distributions were predicted. Additionally, recent work by others [40] indicated that it is important to take SNP heterozygosity into account as a component in discoverability, and that an additional Gaussian distribution for the β's might be appropriate if large and small effects are distributed differently [41] . These approaches, however, were not combined (the former involving a single causal Gaussian incorporating heterozygosity, the latter involving two Gaussians with no heterozygosity dependence). An extra complexity is that total LD might play an important role in the distribution of causal effects [8] . It is unclear how all these factors impact each other.
METHODS
In the current work, we sought to extend our earlier work to incorporate multiple Gaussians, while taking into account total LD and selection effects reflected in heterozygosity, in modeling the distribution of causal β's. Note that this is independent of the need to correctly take heterozygosity and total LD into account when building a distribution for z-scores even when the distribution of causal effects (β's) does not depend on these factors, as in our earlier work [14] . The appropriate methodology calls for using an extensive reference panel that likely involves all possible causal SNPs with MAF greater than some threshold (e.g., 1%), and regard the z-scores for typed or imputed SNPs -a subset of the reference SNPs -as arising, directly or through LD, from the underlying causal SNPs in the reference panel.
Since the single causal Gaussian, Eq. 1, has provided an appropriate starting point for many phenotypes, it is reasonable to build from it. With additional terms included, if it turns out that this original term is not needed, the fitting procedure, if implemented correctly, should eliminate it. Also, anticipating extra terms in the distribution of causal β's, we introduce a slight change in labeling the Gaussian variance (σ 2 β → σ 2 b ), and write the distributions for the causal component only -it being understood that the full distribution will include the last term on the right side of Eq. 1 for the prior probability of being null.
Given that for some phenotypes there is strong evidence that rarer SNPs have larger effects, we next include Supplementary Table S9 for parameter values). These functions can be summarized by three quantities: the maximum value, p c1 , which occurs at L = 1; the total LD value, L = mc, where pc(mc) = p c1 /2, give by the gray dashed lines in the figure; and the total LD width of the transition region, wc, defined as the distance between where pc(L) falls to 95% and 5% of p c1 given by the flanking red dashed lines in the figure. Numerical values of p c1 , mc, and wc are given in Table 1 Nominal -logˆh 2 =0.07 Empirical -log 1 0 (q)ˆh 2 =0.08 Empirical -log 1 0 (q)ˆh 2 =0.52 Empirical -log 1 0 (q)ˆh 2 =0.41 Empirical -log 1 0 (q)ˆh 2 =0.09 
Schizophrenia Figure 2 : QQ plots of (pruned) z-scores for qualitative phenotypes (dark blue, 95% confidence interval in light blue) with model prediction (yellow). See Supplementary Material Figures S14 to S21. The value given for p c1 is the amplitude of the full pc(L) function, which occurs at L = 1; the values (mc, wc) in parentheses following it are the total LD (mc) where the function falls to half its amplitude (the middle gray dashed lines in Figure 1 are examples), and the total LD width (wc) of the transition region (distance between flanking red dashed lines in Figure 1 ). Similarly for p d1 (m d , w d ), where given. h 2 b , h 2 c , and h 2 d are the heritabilities associated with the "b", "c", and "d" Gaussians, respectively. h 2 is the total SNP heritability, reexpressed as h 2 l on the liability scale for binary phenotypes. Parameter values are also given in Table 1 and heritabilities are also in Table 3 ; numbers of causal SNPs are in Table 2 . Reading the plots: on the vertical axis, choose a p-value threshold for typed or imputed SNPs (SNPs with z-scores; more extreme values are further from the origin), then the horizontal axis gives the proportion, q, of typed SNPs exceeding that threshold (higher proportions are closer to the origin). See also Supplementary Figure  S1 , where the y-axis is restricted to 0 ≤ −log 10 (p) ≤ 10.
a term that reflects this: a Gaussian whose variance is proportional to H S , where H is the SNP's heterozygosity and S is a new parameter which, if negative, will reflect the noted behavior [40] . With the addition of the new term, the total prior probability for the SNP to be causal is still given by π 1 . Thus, extending Eq. 1, we get:
(ignoring, as noted, the null component (1 − π 1 )N (0, 0)), where p c (0 ≤ p c ≤ 1) is the prior probability that the SNP's causal component comes from the "c" Gaussian (with variance H S σ 2 c ), and p b ≡ 1−p c is the prior probability that the SNP's causal component comes from the "b" Gaussian (with variance σ 2 b ). This extension introduces an extra three parameters p c , σ c , and S, assumed for the moment to be the same for all SNPs. Setting p c ≡ 1 recovers the model distribution assumed in [40] , and additionally setting π 1 ≡ 1 recovers the model distribution assumed in [28] .
If the "c" Gaussian is capturing larger effects from rarer SNPs, reflecting selection pressure, it is reasonable to inquire if the prior probability for a causal SNP's contribution from the "c" Gaussian is total LD-mediated -with lower probability for a SNP that has large total LD (TLD). Thus, instead of treating p c as a constant, we explore the possibility that it is larger for SNPs with weaker TLD. This can be accomplished by means of a generalized sigmoidal function that will have a maximum at very low TLD, might maintain that maximum for all SNPs (equivalently, p c is a constant), or decrease in amplitude slowly or rapidly, possibly to 0, for SNPs with higher TLD. Such a function of TLD can be characterized by three parameters: its amplitude (at L = 1), the TLD at the midpoint of the sigmoidal transition, and the width of the sigmoidal transition (over a wide or narrow range of TLD). We use the following general form with three parameters, y max , x mid , and x width :
defined in the range −∞ < x < ∞, for which y(x) is monotonically decreasing and bounded 0 < y(x) < y max , with 0 ≤ y max ≤ 1; −∞ < x mid < ∞ locates the mid point of the overall sigmoidal transition (y(x mid ) = y max /2), and 0 < x width < ∞ controls its width (y(x) smoothly changing from a Heaviside step function at x mid as x width → 0 to a constant function as x width → ∞). Examples are shown in Figure 1 ; parameter values are in Supplementary Table  S9 . Mathematically, the curve can continue into the "negative TLD" range, revealing a familiar full sigmoidal shape; since we are interested in the range 1 ≤ x ≤ max(TLD), below we report the actual mid point (e.g., m c ) and width (e.g., w c defined below) of the transition that occurs in this range. Let the variable L be the TLD of a SNP. Then
where p c (L) is the sigmoidal function (0 ≤ p c (L) ≤ 1 for all L) given by y(x) in Eq. 3 for L = x ≥ 1, which numerically can be found by fitting for its three characteristic parameters.
As a final possible extension, we add an extra term -a "d" Gaussian -to describe larger effects not well captured by the "b" and "c" Gaussians. This gives finally:
Depending on the phenotype and the GWAS sample size, it might not be feasible, or meaningful, to implement the full model. In particular, for low sample size and/or low discoverability, the "b" Gaussian is all that can be estimated, but in most cases both the "b"and "c" Gaussians can be estimated, and β will be well characterized by Eq. 4.
As we described in our previous work [14] , a z-score is given by a sum of random variables, so the a posteriori pdf (given the SNP's heterozygosity and LD structure, and the phenotype's model parameters) for such a composite random variable is given by the convolution of the pdfs for the component random variables. This facilitates an essentially exact calculation of the z-score's a posteriori pdf arising from the underlying model of causal effects as specified by Eqn. 1, 4, or 5. In our earlier work on the "b" model we gave an expression, denoted G(k), for the Fourier transform of the genetic contribution to a z-score, where k is the running Fourier parameter. The extra complexity in the "c" and "d" models here requires a modification only in this term, which we describe in the Supplement. In addition to the parameters presented above, we also include an inflation parameter σ 0 : if z u denotes uninflated GWAS z-scores and z denotes actual GWAS z-scores, then σ 0 is defined by z = σ 0 z u [14] . The optimal model parameters for a particular phenotype are estimated by minimizing the negative of the log likelihood of the data (z-scores) as a function of the parameters. This is done with the "b" model as before [14] , and then proceeding iteratively with the more complex models, with many extensive single and multiple parameter searches (to avoid being trapped in local minima) until all parameters simultaneously are at a convex minimum.
The total SNP heritability is given by the sum of heritability contributions of each SNP in the reference panel from each of the relevant Gaussians. In the Bayesian approach, we do not know the value of the causal effect of any particular SNP, but we assume it comes from a distribution, β(H, L), which characterize our ignorance of it, where H is the SNP's heterozygosity and L is its total LD. For a specific Gaussian ("b", "c", or "d") in our model, the contribution of the SNP to heritability is given by the prior probability that the SNP is causal with respect to that Gaussian, times the expected value of the square of the effect size, E(β 2 ), times H [14] . For the "c" Gaussian, for example, the prior probability that the SNP is causal is π 1 p c (L), and E(β 2 ) is just the variance, H S σ 2 c . Thus, the contribution of this SNP to the overall heritability associated with the "c" Gaussian, h 2 c , is π 1 p c (L)H S σ 2 c H. Below we report the sums over all such contributions. The number of causal SNPs associated with the "c" Gaussian, n c , is given by summing π 1 p c (L) for each reference panel SNP, and similarly for the other Gaussians. All heritabilities and discoverabilities are, as before, corrected with respect to the inflation parameter, i.e., divided by σ 2 0 . All code used in the analyses, including simulations, is publicly available on GitHub [13, 12] .
Data Preparation
We analyzed summary statistics for fourteen phenotypesgenotypes (in what follows, where sample sizes varied by SNP, we quote the median value): (1) (13) high-density lipoprotein (N = 94,295) [36] ; and (14) total cholesterol (N = 94,579) [36] . Most participants were of European ancestry. For our reference panel, as before [14] we used the 1000 Genomes phase 3 data set for 503 subjects/samples of European ancestry [5, 4, 34] . (A spreadsheet giving data sources is provided in the Supplement.)
In Figures 2 and S1 we report effective sample sizes, N ef f , for the case-control GWASs. This is defined as N ef f = 4/(1/N cases + 1/N controls ), so that when N cases = N controls , N ef f = N cases + N controls = N , the total sample size, allowing for a straightforward comparison with quantitative traits.
In estimating heritabilities on the liabilty scale for the qualitative phenotypes [14] , we assumed prevalences of: BIP 0.5% [21] , SCZ 1% [32] , CAD 3% [25] , UC 0.1% [3] , CD 0.1% [3] , AD 14% (for people aged 71 and older in the USA [24, 1] ), and ALS 5 × 10 −5 [20] .
Confidence intervals for parameters were estimated using the inverse of the observed Fisher information matrix (FIM). The full FIM was estimated for up to eight param- Nominal -log 1 0 (p)ˆh 2 =0.08
Model Null 
Intelligence Empirical -log 1 0 (q)ˆh 2 =0.11 Empirical -log 1 0 (q)ˆh 2 =0.21 Empirical -log 1 0 (q)ˆh 2 =0.18 Phenotype Table 1 : Model parameters for phenotypes, case-control (upper section) and quantitative (lower section). π 1 is the overall proportion of the 11 million SNPs from the reference panel that are estimated to be causal. pc(L ≥ 1) is the prior probability multiplying the "c" Gaussian, which has variance H S σ 2 c , where H is the reference SNP heterozygosity. Note that pc(L) is just a sigmoidal curve, and can be characterized quite generally by three parameters: the value p c1 ≡ pc(1) at L = 1; the total LD value L = mc at the mid point of the transition, i.e., pc(mc) = p c1 /2 (see the middle gray dashed lines in Figure 1 , which shows examples of the function pc(L)); and the width wc of the transition, defined as the distance (in L) between where the curve falls to 95% and 5% of p c1 (distance between the flanking red dashed lines in Figure  1 ). Note that for AD Chr19, AD NoC19, and ALS Chr9, π 1 is the fraction of reference SNPs on chromosome 19, on the autosome excluding chromosome 19, and on chromosome 9, respectively. For bipolar disorder, Crohn's disease, ulcerative colitis, and total cholesterol p d (L) = p d1 for all L. Examples of H S multiplying σ 2 c are shown in Supplementary Material Figure S3 . Estimated Bayesian information criterion (BIC) values for three models (B, C, and D) are shown in Supplementary material Table S3 : the 3-parameter model B with only the "b" Gaussian (π 1 , σ b , σ 0 ); the 8-parameter model C with both the "b" with "c" Gaussians (Eq. 4); and the 12-parameter model D with "b", "c" and "d" Gaussians (Eq. 5). 95% confidence intervals are in Supporting Materials Tables S4-S6 Table 2 : Numbers of causal SNPs. n causal is the total number of causal SNPs (from the 11 million in the reference panel); n b , nc, and n d are the numbers associated with the "b", "c", and "d" Gaussians, respectively. 95% confidence intervals are in Supporting Materials Table S7 .
eters used in Model C, and for the remaining parameters that extend the analysis to Model D the confidence intervals were approximated ignoring off-diagonal elements. Additionally, the w d parameter was treated as fixed quantity, the lowest value allowing for a smooth transition of the p d (L) function to 0 (see Supporting Material Figure  S8 ; for BIP, CD, UC, and TC, however, the function p d (L) was a constant (=p d (1) ). For the derived quantities h 2 and n causal , which depend on multiple parameters, the covariances among the parameters, given by the off-diagonal elements of the inverse of the FIM, were incorporated. Numerical values are in Supporting Material Tables S4-S8 .
RESULTS

Phenotypes
Summary QQ plots for pruned z-scores are shown in Figure 2 for seven binary phenotypes (for AD we separate out chromosome 19, which contains the APOE gene), and in Figure 3 for seven quantitative phenotypes (including two separate GWAS for height), with model parameter values in Table 1 ; breakdowns of these summary plots with respect to a 4×4 grid of heterozygosity×total LD (each grid a subset of a 10×10 grid) are in Supplementary Material Figures S14-S32. For each phenotype, model selection (B, C, or D) was performed by testing the Bayesian information criterion (BIC) -see SI Table 1 .
The distributions of z-scores for different phenotypes are quite varied. Nevertheless, for most phenotypes analyzed here, we find evidence for larger and smaller effects Table 3 : Heritabilities: h 2 is the total additive SNP heritability, reexpressed on the liability scale as h 2 l for the qualitative traits (upper section). h 2 b , h 2 c , and h 2 d are the heritabilities associated with the "b", "c", and "d" Gaussians, respectively. 95% confidence intervals are in Suporting Materials Table S8 .
being distributed differently, with strong dependence on total LD, L, and heterozygosity, H.
Our model estimates polygenicity as a one-dimensional function of L. We find that polygenicity is dominated by SNPs with low L. However, the degree of restriction varies widely across phenotypes, depending on the shapes and sizes of p c (L) and p d (L) in Eq. 5, the prior probabilities that a causal SNP belongs to the "c" and "d" Gaussians. These prior probabilities are shown in Figure 1 and SI Figures S6-S8 . Taking into account the underlying distribution of reference SNPs with respect to heterozygosity, these distributions lead to a varied pattern across phenotypes of the expected number of causal SNPs in equallyspaced elements in a two-dimensional H ×L grid, as shown for height (2014) in Figure 4 C, and for all phenotypes in SI Figures S10-S13 (third columns). Further, for any given phenotype, the effect sizes of causal variants come from distributions whose variances can be widely different -by up to two orders of magnitude. Thus, given the prior probabilities (p b , p c , and p d ) by which these distributions are modulated as a function of L, we are able to estimate the expected effect size per causal SNP, E(β 2 ), in each H × L grid element, as shown in Figure 4 D and SI Figures S10-S13 (fourth columns). In general, depending on the shapes and sizes of p c (L) and p d (L), SNPs with lower L have larger E(β 2 ). However, the selection parameter S in the "c" Gaussian has a large impact on E(β 2 ) as a function of H (see SI Figure S3 ). As a result, for most phenotypes, we find that the effect sizes for low MAF causal SNPs (H < 0.05) are several times larger than for more common causal SNPs (H > 0.1). We find that heritability per causal SNP is larger for lower L, a general pattern that follows from at least one of the prior probabilities, p c (L) or p d (L), being non-constant. However, because heritability per causal SNP is proportional to H, we find that, even with negative selection parameter, S (and thus larger E(β 2 ) for lower H), the heritability per causal SNP is largest for the most common causal SNPs (H > 0.45).
Simulations
To test the specificity of the model for each real phenotype, we constructed simulations where, in each case, the true causal β's (a single vector instantiation) for all reference panel SNPs were drawn from the overall distribution defined by the real phenotype's parameters (thus being the "true" simulation parameters). We set up simulated phenotypes for 100,000 samples by adding noise to the genetic component of the simulated phenotype [14] , and performed a GWAS to calculate z-scores. We then sought to determine whether the true parameters, and the component heritabilities, could reasonably be estimated by our model. In SI Figures S4 and S5 we show the results for the simulated case-control and quantitative phenotypes, respectively. Overall heritabilities were generally faithful to the true values (the values estimated for the real phenotypes), though for Crohn's disease the simulated value was overestimated. Note that for the case-control simulated phenotypes, the heritabilities on the observed scale, denotedĥ 2 in SI Figure S4 , should be compared with the corresponding values in Figure 2 , not withĥ 2 l , which denotes heritability on the liability scale, i.e., adjusted for population prevalence. Polygenicities and discoverabilities were also generally faithfully reproduced. However, for ALS restricted to chromosome 9, and BMI, the selection parameter was incorrectly estimated, owing to the weak signal in these GWAS and very low polygenicity (small number of causal SNPs) for the "c" Gaussian.
DISCUSSION
We propose an extended Gaussian mixture model for the distribution of underlying SNP-level causal genetic effects in human complex phenotypes, allowing for the phenotypespecific distribution to be modulated by heterozygosity, H, and total LD, L, of the causal SNPs, and also allowing for independent distributions for large and small effects. The GWAS z-scores for the typed or imputed SNPs, in addition to having a random environmental and error contribution, arise through LD with the causal SNPs. Thus, taking the detailed LD and heterozygosity structure of the population into account by using a reference panel, we are able to model the distribution of z-scores and test the applicability of our model to human complex phenotypes.
Complex phenotypes are emergent phenomena arising from random mutations and selection pressure. With many underlying causal variants, coming from a multitude of functional categories [29] , it is likely that different variants will experience different evolutionary pressure -negative, neutral, or positive -due at least to pleiotropic roles.
Here, we find evidence for markedly different genetic architectures across diverse complex phenotypes, where the polygenicity (or, equivalently, the prior probability that a SNP is causal) is a function of SNP total LD (L), and discoverability is multi-component and MAF dependent.
In contrast to previous work modeling the distribution of causal effects that took total LD and multiple functional annotation categories into account while implicitly assuming a polygenicity of 1 [8] , or took MAF into account while ignoring total LD dependence and different distributions for large and small effects [40] , or took independent distributions for large and small effects into account (which is related to incorporating multiple functional annotation categories) while ignoring total LD and MAF dependence, here we combine all these issues in a unified way, using an extensive underlying reference panel of ∼11 million SNPs and an exact methodology using Fourier transforms to relate summary GWAS statistics to the posited underlying distribution of causal effects [14] . We show that the distributions of all sets of phenotypic z-scores, including extreme values that are well within genome-wide significance, are accurately reproduced by the model, both at overall summary level and when broken down with respect to a 10×10 H ×L grid -even though the various phenotypic polygenicities and per-causal-SNP heritabilities range over orders of magnitude.
Selection pressure can be assessed by measuring the extent of long-range LD, given heterozygosity and local recombination rates. In general, the signature of positive selection is higher heterozygosity of variants given the extent of LD (or higher extended LD, given the heterozygosity). Negative selection acts to keep variants (mutations) deleterious to fitness at low frequency (or ultimately remove them), a process that is facilitated by higher recombination rates [11] . There are more ways of being wrong than being right: any given mutation is more likely to be deleterious to, rather than aid, fitness. Since weakly deleterious variants will take a while to be removed, recent variants are likely to be deleterious [19] . In addition, the larger the effect of a deleterious variant the more efficient negative selection will be, which all suggests that the lower the MAF the larger the effect size. On the other hand, older variants, being old, are likely to have been positively selected (perhaps pleiotropically with a fitness-related trait), and over time will acquire LD with recent variants [8] . So when negative selection is operating, we should expect to find more and more effects with larger and larger effect size at lower total LD and lower heterozygosity.
It was found in [8] -which, in addition to analyzing total LD, modeled allele age and recombination ratesthat common variants associated with complex traits are weakly deleterious to fitness, in line with the earlier model result that most of the variance in fitness comes from rare variants that have a large effect on the trait in question [7] . Thus, larger per-allele effect sizes for less common variants is consistent with the action of negative selection. Further, based on a model equivalent to Eq. 2 with p c ≡ 1, it was argued in [40] , using forward simulations and a commonly used demographic model [9] , that negative values for the selection parameter, S, which leads to larger effects for rarer variants, is a signature of negative selection. Similar results were found for the related infinitessimal model (p c ≡ 1 and π 1 ≡ 1) in [28] .
We find negative selection parameter values for most traits, which is broadly in agreement with [40] with the exception of BMI, which we find can be modeled with two Gaussians with no heterozygosity dependence, though it should be noted that the polygenicity for the larger-effects Gaussian (the "c" Gaussian with the S parameter) is very low, amounting to an estimate of only 68 common causal SNPs of large effect. A similar situation (S ≃ 0) obtains with ALS restricted to chromosome 9; here, the sample size is relatively low, leading to a weak signal, and we estimate only 7 common causal SNPs associated with the "c" Gaussian.
Generally, we find evidence for the existence of genetic architectures where the per causal-SNP heritability is larger for more common SNPs and/or for SNPs with lower total LD. But the trend is not uniform across phenotypes -see SI Figures S10-S13, second columns. The observedscale heritability estimates given by h 2 b correspond to our earlier estimates [14] . The new final values presented here result from a model that gives better fits between data and model prediction of the summary and detailed QQ plots, and thus constitute more accurate estimates of SNP heritability. For 2010 and 2014 height GWASs, we obtain very good consistency for the model parameters and therefore heritability, despite considerable difference in apparent inflation. The 2018 height GWAS has a much larger sample size (almost three quarters of a million); the slightly different parameter estimates for it might arise due to population structure not fully captured by our model [31, 2] .
For most traits, we find strong evidence that causal SNPs with low heterozygosity have larger effect sizes (S < 0 in Table 1 ; the effect of this as an amplifier of σ 2 c in Eq. 5 is illustrated in Supplementary Material Figure S3 ) -see SI Figures S10-S13, fourth columns. Thus, negative selection seems to play an important role in most phenotypesgenotypes. This is also indicated by the extent of the region of finite probability for variants of large effect sizes (which are enhanced by having S −0.4) being relatively rare (low H), which will be greater for larger p c1 , the amplitude of the prior probability for "c" Gaussian (see SI Figures S6 and S7) .
The "b" Gaussian in Eq. 4 or 5 does not involve a selection parameter: effect size variance is independent of MAF. Thus, causal SNPs associated with this Gaussian are likely undergoing neutral (or very weakly negative) selection. It should be noted that in all traits examined here, whether or not there is evidence of negative selection (S < 0), the effect size variance of the "b" Gaussian is many times smaller -sometimes by more than an order of magnitude -than that for the "c" Gaussian. Thus, it appears there are many causal variants of weak effect undergoing neutral (or very weakly negative) selection. For the ten phenotypes where the "d" Gaussian could be implemented, its variance parameter was several times larger than that of the "c" Gaussian. However, the amplitude of the prior probability for the "d" Gaussian, p d1 , was generally much smaller than the amplitudes of the prior probabilities for the "b" or "c" Gaussians, which translated into a relatively small number of causal variants with very large effect associated with this Gaussian. (Due to lack of power, in four instances -BIP, CD, UC, and TC -p d (L) was treated as a constant, i.e., independent of L.) Interestingly, intelligence had the highest number of causal SNPs associated with this Gaussian, while the extent of total LD for associated SNPs was also liberal (m d = 561; see also SI Figure S8 ). It is possible that some of these SNPs are undergoing positive selection, but we did not find direct evidence of that.
We find a diversity of genetic architectures across multiple human complex phenotypes. We find that SNP total LD plays an important role in the likelihood of the SNP being causal, and in the effect size of the SNP. In general, we find that lower total LD SNPs are more likely to be causal with larger effects. Furthermore, for most phenotypes, while taking total LD into account, we find that causal SNPs with lower MAF have larger effect sizes, a phenomenon indicative of negative selection. Additionally, for all phenotypes, we found evidence of neutral selection operating on SNPs with relatively weak effect. We did not find direct evidence of positive selection. Future work will explore SNP functional annotation categories and their differential roles in human complex phenotypes.
