INTRODUCTION
============

Educators must often measure the effectiveness of their instruction. We designed, developed, and preliminarily evaluated a multiple-choice assessment tool that requires students to apply what they have learned to evaluate scientific abstracts. This examination methodology offers the flexibility to both challenge students in specific subject areas and develop the critical thinking skills upper-level classes and research require. Although students do not create an end product (performance), they must demonstrate proficiency in a specific skill that scientists use on a regular basis: critically evaluating scientific literature via abstract analysis, a direct measure of scientific literacy. Scientific abstracts from peer-reviewed research articles lend themselves to in-class testing, since they are typically 250 words or less in length, and their analysis requires skills beyond rote memorization. To address the effectiveness of particular courses, in five different upper-level courses (Ecology, Genetics, Virology, Pathology, and Microbiology) we performed pre- and post-course assessments to determine whether students were developing subject area competence and if abstract-based testing was a viable instructional strategy.

Assessment should cover all levels in Bloom's hierarchy, which can be accomplished via multiple-choice questions ([@b2-jmbe-14-275]). We hypothesized that by comparing the mean scores of pre- and posttest exams designed to address specific tiers of Bloom's taxonomy, we could evaluate the effectiveness of a course in preparing students to demonstrate subject area competence. We also sought to develop general guidelines for preparing such tests and methods to identify test- and course-specific problems.

PROCEDURE
=========

Two abstracts were selected by each instructor based on direct knowledge of the literature or after consulting content located in PubMed, Google Scholar, or other databases. Each exam, either A or B, consisted of the abstract and five multiple-choice questions relating to the abstract. See [Appendix 1](#SD1){ref-type="supplementary-material"} for references used, sample abstracts, and questions. Within the first week of a class, students were given either exam A or B. Initial tests were collected, not discussed with the class, and graded by a centralized grader (see [Appendix 1](#SD1){ref-type="supplementary-material"} for protocol). Approximately 80% into each course, students were given the alternate test such that all students took both tests. The means of pre- and posttest scores were computed. A dependent *t*-test analysis (paired samples) was performed to determine if the differences in pre- and posttest mean scores were significant; *t*-test analysis was also used to confirm that the A and B test versions did not produce statistically different means (i.e., to insure that neither the A nor the B test was more difficult).

Our procedures and consent form received approval from Louisiana Tech University's Human Subjects Use Committee (HUC 688). We tested students enrolled in Biological Sciences courses at Louisiana Tech University. A total of 155 students participated. All participants signed the study's Informed Consent form.

CONCLUSIONS
===========

Abstract-based assessment was implemented during the previous two years in a genetics class ([@b3-jmbe-14-275]). The abstract assessment evolved to the five-question format used in this study, in which two questions address knowledge explicit in the abstract, while, in the remaining three questions, the answers were implicit, requiring critical thinking skill at higher levels of Bloom's taxonomy. Instructors designed tests based on this model to extend abstract-based assessment to their courses as part of this study. Students took both tests A and B designed for their classes to avoid score improvement simply due to repeated exposure.

We viewed a successful assessment as one that produced a significant increase from the pretest mean to the posttest mean. We assumed a priori and made an effort to insure that test questions were specifically aligned with one or more course objectives. Two courses, Genetics and Microbiology ([Table 1](#t1-jmbe-14-275){ref-type="table"}), met these criteria as the difference in the means of pre- and posttests produced a *p* value \< 0.05. We considered the lack of a significant difference of means as indicating a problematic test. In two courses, no significant difference in pre- and posttests means was observed, and in one course (Virology) a significant difference occurred, albeit in a negative direction. Analyses of these assessments were very informative.

###### 

Means of abstract test scores.

  **Discipline**   **Pretest**   **Posttest**   ***p*-value**
  ---------------- ------------- -------------- -----------------------------------------------------
  Ecology          3.88          3.81           0.4
  Genetics         2.02          2.5            0.02^[a](#tfn1-jmbe-14-275){ref-type="table-fn"}^
  Microbiology     2.71          3.57           0.0001^[a](#tfn1-jmbe-14-275){ref-type="table-fn"}^
  Pathology        2.79          3              0.2
  Virology         4.15          3.6            0.04^[a](#tfn1-jmbe-14-275){ref-type="table-fn"}^

Differences between compared means were significant (*p* \< 0.05). Note: the pre-/posttest difference was negative for Virology and positive for the others.

Our first observation on problematic tests was that, when the initial pretest mean is too high ([Table 1](#t1-jmbe-14-275){ref-type="table"}; 3.88 for Ecology and 4.15 in Virology), then insufficient range remains in the assessment to detect or measure improvement. Two strategies can be used to address this situation: revise questions to raise the difficulty and/or add more questions, particularly those addressing critical thinking levels.

The Pathology course had a pretest mean (2.79) very similar to the Microbiology course (2.71), yet the Pathology pre- and posttest means were not significantly different. Retrospectively we see two problems with the Pathology assessment: the critical thinking questions were too difficult (or theoretical) and the number of students in the class provided too small a sample for a five-question assessment (n = 22 for Pathology vs. n = 42 for Microbiology). More questions, combined with revision or replacement of problematic questions identified by item analysis, would likely remedy the problem ([@b1-jmbe-14-275]).

We present a method for measuring learning outcomes in five upper-level classes using multiple-choice tests. This method requires the application of course content to the interpretation and analysis of unfamiliar literature to determine instructional effectiveness. We conclude that five carefully designed multiple-choice questions can adequately cover a range of levels of understanding in interpreting an abstract's content, even though instructors might prefer more questions. The combination of using a scientific abstract, which students must both comprehend and evaluate, with the convenience and short grading time of a multiple-choice format, offers an effective mode of assessment that educators should consider adding to their assessment suite. In addition, scientific abstracts can be incorporated into courses to transition students from working with textbooks to working with primary literature.

SUPPLEMENTAL MATERIALS
======================

1.  Appendix 1: Abstracts used, sample tests, and testing protocol

Supplemental materials available at <http://jmbe.asm.org>
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