Abstract. We consider semigroup dynamical systems defined by several polynomials over a number field K, and the orbit (tree) they generate at a given point. We obtain finiteness results for the set of preperiodic points of such systems that fall in the cyclotomic closure of K. More generally, we consider the finiteness of initial points in the cyclotomic closure for which the orbit contains an algebraic integer of bounded house. This work extends previous results for classical obits generated by one polynomial over K obtained initially by Dvornicich and Zannier (for preperiodic points), and then by Chen and Ostafe (for roots of unity and elements of bounded house in orbits).
1. Introduction and statements 1.1. Motivation. Let K be a field and let f 1 , . . . , f s ∈ K(X). We define recursively (1.1)
where f i (F k−1 ) = {f i (g) | g ∈ F k−1 }, i = 1, . . . , s.
In other words, ∪ k≥1 F k is the semigroup generated by f 1 , . . . , f s under composition.
For an element α ∈ K, we define
We note that for s = 1, F k (α) is just k-th iterate of f 1 at α, that is, f represents the k-th compositional iterate of f 1 . Moreover, in this case, ∪ k≥0 F k (α) = {f (k) 1 (α) | k ≥ 0} is just the classical forward orbit of f 1 at α.
For s = 2, the forward orbit of α can be seen as the binary tree represented below, in which the level k ≥ 1 is given by the set F k (α).
✏ ✏ ✮ P P q ✏ ✏ ✮ P P q
P P q ✏ ✏ ✮ P P q ✏ ✏ ✮ ✏ ✏ ✮ P P q ✏ ✏ ✮ P P q . . . . . . . . . . . . . . .
We are particularly interested in the case when f 1 , . . . , f s ∈ K[X]. This structure has recently been considered when studying irreducibility of compositions of polynomials, see [4, 7, 8] .
In this paper we are looking at the presence of algebraic integers of bounded house in the sets (1.2) for univariate polynomials defined over a number field K, generalising recent work of [1, 3, 12] . In particular, we prove that for any A ≥ 1, unless the polynomials f 1 , . . . , f s are special (in a sense to be defined in the next section), there are at most finitely many elements α in the cyclotomic closure K c such that the sets F k (α) contain at least one algebraic integer of bounded by A house for any k ≥ 1.
A special case of elements of bounded house is given by preperiodic points of a given polynomial. In this case, several points of view can be adopted in generalising the notion of preperiodicity from classical dynamics (s = 1): one in which two elements are equal along a connected path in the tree and one in which two elements are equal in the whole tree at different levels. For precise definitions see Section 1.3 below.
The initial motivation of this work is a result of Dvornicich and Zannier [3, Theorem 2] on the finiteness of preperiodic points of a univariate polynomial defined over a number field K, falling in the cyclotomic closure K c ; see also [9, Theorem 34] for a multivariate case. More concretely, they prove that a polynomial f ∈ K[X] has finitely many preperiodic points in K c , unless f is conjugated to monomials or Chebyshev polynomials. We shall obtain a similar result in the case of semigroup dynamics.
Our approach extends that of [12] , and its generalisation due to Chen [1] . Namely, it utilizes [1, Theorem 2.5], which is obtained following the ideas and technique of [3] , including a theorem about cyclotomic points on varieties [3, Theorem 1] and an extension of Loxton's result [10, Theorem 1] in representing cyclotomic integers as short combination of roots of unity [3, Theorem L] . This is used in conjunction with various bounds on valuations of elements in (semigroup) orbits.
1.2. Notation, conventions and definitions. We use the following notations:
⋄ Q: the algebraic closure of Q; ⋄ U: the set of all roots of unity in C;
⋄ K: a number field; ⋄ K c = K(U): the cyclotomic closure of K; ⋄ | · |: the usual absolute value in C; ⋄ α : the "house" of α, that is, the maximum of absolute values |σ(α)| of the conjugates σ(α) over Q of an algebraic number α; ⋄ H A : the set of algebraic integers of house at most A; ⋄ T d : the Chebyshev polynomial of degree d; it is uniquely determined by the equation
We recall that by the celebrated result of Kronecker any algebraic integer of house 1 is a root of unity, that is, H 1 = U.
We call the set of polynomials {f 1 , . . . , f s } special if there exist linear polynomials ℓ, ℓ 1 , ℓ 2 ∈ Q[X] such that at least one of the following conditions is satisfied:
• For some i = 1, . . . , s, one has
• For some 1 ≤ i = j ≤ s, one has
If none of these conditions is satisfied for any linear polynomials ℓ, ℓ 1 , ℓ 2 ∈ Q[X] , then we call the set {f 1 , . . . , f s } non-special. Remark 1.2. We note that the second condition of Definition 1.1 is equivalent, by [11, Corollary 2.9] , to saying that there exist linear poly-
Remark 1.3. We also note that for d i > 2, i = 1, . . . , s, we can simplify Definition 1.1 by requesting only the second condition also for i = j. Indeed, this follows from Lemma 2.1 below (which in turn follows from Lemma [11, Lemma 3.13] or Lemma [6, Lemma 3.9]).
For A ≥ 1 and polynomials f 1 , . . . , f s ∈ K[X], we define
Moreover, for i 1 . . . , i k ∈ {1, . . . , s}, we use the notation
and define f i 1 ...i k (X) = X if k = 0.
1.3. Periodicity and preperiodicity in semigroup dynamics. In this section we define the notion of preperiodic point in the orbit (tree) ∪ k≥0 F k (α) of an element α ∈ Q, extending the usual notion from classical dynamics generated by only one polynomial. In the semigroup case, there can be multiple ways to interpret this notion. Firstly, one can view preperiodic points as those α such that
for some k ≥ 0, ℓ ≥ 1 and i 1 , . . . , i k ∈ {1, . . . , s}. That is, two elements in a given connected path in the tree of α are equal, or in other words, some element in the orbit of α is "periodic". We denote by Π the set of α ∈ Q being preperiodic in this sense, that is,
Secondly, and more generally, one can call α a preperiodic point if we have an arbitrary collision (at different levels in the tree)
We denote by Π the set of α ∈ Q being preperiodic in this second sense, that is,
We have the inclusion Π ⊆ Π. [1, 12] . In turn, this comes from the cyclotomic version of the Hilbert's Irreducibility Theorem due to Dvornicich and Zannier [3, Coroolary 1].
We also have results analogous to [3, Theorem 2] , which consider the finiteness of preperiodic points in the semigroup case falling in K c .
Remark 1.8. Since Π is a set of uniformly bounded house only in terms of f 1 , . . . , f s and K, we note that Theorem 1.7 also follows directly from Theorem 1.4 under the condition that f i (K c ) ∩ H A is finite for i = 1, . . . , s. However, this latter condition is not needed for achieving the finiteness of Π ∩ K c , see the proof of Theorem 1.7.
We also prove that the set of preperiodic points as defined by (1.6) is a set of bounded house. For our methods to work with this definition, we restrict to the case where the polynomials f 1 , . . . , f s all have the same degree, in order to control the house of an arbitrary preperiodic point.
In fact, we generalise further to points which have a semigroup iterate which can be written as a linear combination of elements in earlier levels of the tree, with coefficients of bounded house. This gives a result in the vein of Northcott's theorem, see [13, Theorem 3.12] .
For A ≥ 1 and α ∈ Q, we define
where
all have degree d, and set
We have the inclusion Π ⊆ Π ⊆ Σ A for any A ≥ 1.
be polynomials of the same degree d ≥ 3 and let A ≥ 1. Then Σ A is a set of bounded house, and there exists a positive integer D, depending only on f 1 , . . . , f s and K, such that DΣ A is a set of algebraic integers.
Remark 1.10. (Polynomials of different degrees)
We note that, if deg f i = deg f j for some i = j then more conditions are needed for Theorem 1.9 to hold. For example, one needs to ensure that the polynomials f 1 , . . . , f s are compositionally independent, that is,
for any k = n and any i 1 . . . i n , j 1 . . . j k ∈ {1, . . . , s}. We note that when deg f i = d for all i = 1, . . . , s, this is automatically satisfied since the polynomials in the equation above have different degrees.
It is still of interest studying the subset of Π defined by 2 + 5 and f 2 (X) = X 2 . Their result includes also collisions at same level k = t, which is in fact the most difficult case. Remark 1.12. (Rational function analogues) One can likely extend Theorems 1.4, 1.7 and 1.9 to rational functions h i = f i /g i ∈ K(X), i = 1, . . . , s, for which ∞ is an attracting point. That is, deg f i > deg g i + 1 (see [1, 12] ). However, as for the case s = 1, these techniques do not seem to work when deg f i ≤ deg g i + 1.
Preliminaries

Polynomial decompositions.
In this section we describe the polynomials for which the second iterate is, up to composition on both sides with linear polynomials, a monomial or Chebyshev polynomial, which is given by [6, Lemma 3.9 ]. This will motivate the first condition of Definition 1.1.
Proof. Part (ii) is given by [6, Lemma 3.9], so we prove only (i). Since
, we obtain that there exists an element α ∈ Q * such that
Composing (2.1) with ℓ and ℓ −1 , we obtain
Thus, the equation above becomes
Comparing the coefficients of X d−1 in the left and right hand sides above, we conclude that v = 0, which implies that For each number field K and B and E be as in Lemma 2.2, we define the function
We then have the following result due to Chen [1, Theorem 2.5].
Lemma 2.3. Let f ∈ K c (X) be nonconstant and let B and E be as in Lemma 2.2.
is a finite set unless there exist a nonconstant S ∈ K c (X), integers n i , roots of unity β i ∈ U, and e i ∈ E such that
, the rational function S in Lemma 2.3 must necessarily be a Laurent polynomial, as f (S(X)) can only have 0 as a pole.
In particular, the following holds for the polynomial case, see [ 
is a Laurent polynomial of length at most L K (A) as in Lemma 2.3. Thus, "most" polynomials of large degree satisfy the condition of Theorem 1.4. 
and let α ∈ Q be such that
for some non-archimidean absolute value |·| v of K (normalised in some way and extended to K = Q). Then
where f i 1 ...in is defined by (1.4) .
Proof. The proof follows the same computations as in [12, Lemma 2.5] by induction on n ≥ 1. However, as [12, Lemma 2.5] appears only for monic polynomials, we repeat the computations. For n = 1 we need to prove that |f i 1 (α)| v > |α| v . We note that
where the last inequality follows from (2.3). Hence,
The result now follows since d i 1 ≥ 2.
We assume now the statement true for iterates up to n − 1. Hence for β = f i 1 ...i n−1 (α) we have
Applying the same argument as above with β instead of α and with f in instead of f i 1 , we obtain the result.
In the proof of Theorem 1.4 we apply Lemma 2.2 to values of polynomials from F k defined by (1.1) at elements of K c . For this reason we need to control the growth of the house of such compositions, which is presented below. However it is convenient to start with estimating the absolute value of such elements, which is an Archimidean version of Lemma 2.5. Lemma 2.6. Under the notation of Lemma 2.5, let α ∈ C be such that
Proof. We again use induction over n. For n = 1, by the triangle inequality, we have |f
where the last inequality follows since |α| > 1. We conclude that
which gives the conclusion for n = 1, since d i 1 ≥ 2. The implication from n − 1 to n follows the exact same lines.
Corollary 2.7. Under the notation of Lemma 2.5, let A ∈ R be positive and define
where the maximum runs over all embeddings σ of K in C. Let α ∈ Q be such that, for some k ≥ 1 and some i 1 , . . . , i k ∈ {1, . . . , s}, we have
Proof. This follows immediately from Lemma 2.6, see also [12, Corollary 2.8]. Indeed, assume that f i 1 ...i ℓ (α) > L for some ℓ < k. This means that there exists a conjugate of f i 1 ...i ℓ (α), which we denote by
is the composition of polynomials f i j , j ≤ ℓ, in which we replace the coefficients a i,l of f i by σ(a i,l ). We apply now recursively Lemma 2.6 with the polynomials σ(f i j ), j = ℓ + 1, . . . , k, and the point σ (f i 1 ...i ℓ (α)) to conclude that |σ (f i 1 ...i k (α)) | > A, which is a contradiction with our assumption.
We also require the following, which will allow us to apply Lemma 2.3 in the proof of Theorem 1.4.
. Then there exists a positive integer D, depending only on f 1 , . . . , f s such that for any i 1 , . . . , i n ∈ {1, . . . , s} and α ∈ K c , if f i 1 ...in (α) is an algebraic integer, then Dα and Df i 1 ...ir (α), r = 1, . . . , n − 1, are algebraic integers.
Proof. We use the notation from Lemma 2.5 for the coefficients of f 1 , . . . , f s . Let α ∈ K c and i 1 , . . . , i n ∈ {1, . . . , s} be such that β := f i 1 ...in (α) is an algebraic integer. For any non-archimedean place v of K, we must have
v } for all r = 1, . . . , n−1. Otherwise, by Lemma 2.5, we get that |β| v > 1, which contradicts the fact that β is an algebraic integer.
Hence, taking D to be a positive integer such that Da 
Proofs of main results
3.1.
Proof of Theorem 1.4. Since there are finitely many γ ∈ H A in the images of f 1 , . . . , f s , it suffices to fix γ ∈ H A , and prove that there are finitely many α ∈ K c such that γ ∈ F k (α) for some k ≥ 1. Assume for contradiction that there are infinitely many such α ∈ K c . Let M be a positive integer as defined in (3.1) below. If k ≤ M, then obviously there are finitely many α ∈ K c such that
) for some ℓ ≥ 1 and some fixed i 1 , . . . , i M ∈ {1, . . . , s}.
Thus, by Lemma 2.8, there exists a positive integer D depending only on f 1 , . . . , f s such that D · f i 1 ...i M (α) is an algebraic integer for infinitely many α ∈ K c . Moreover, where L is defined as in Corollary 2.7, the house of D · f i 1 ...i M (α) for such α is at most DL. Therefore,
and so, by Lemma 2.3, there exists a rational function S ∈ K c (X), integers n i , roots of unity β i ∈ U, and e i ∈ E (where E is as in Lemma 2.2) such that
We now want to apply Lemma 2.9, either with g
• S to conclude that we must have which contradicts our choice of M. It is enough to show that one of S, f i 1 • S, f i 1 i 2 • S and f i 1 i 2 i 3 • S is not of the forbidden form. Assume all have this form, that is
Note that we must have
Since the left-hand side of this equation is invariant under
As above, since the left-hand side is invariant under
Using the last relation in (3.2), similar computation as above shows that there exists another linear polynomial L 4 such that
3), (3.4) and (3.5) we conclude that
1 . Applying now Lemma 2.1, we obtain a contradiction with the first condition of Definition 1.1. If at least two of i 1 , i 2 and i 3 are distinct, we obtain a contradiction with the second condition of Definition 1.1.
Also, we note that in the above we could have considered only f i 1 and f i 2 if d 1 , d 2 > 2 since Lemma 2.1 (ii) applies in this case.
Case II: a 1 b 1 = 0. We may assume that b 1 = 0, and so S(X) = L 4 (Z), where Y = X m 1 and L 5 (X) = a 1 X + c 1 . Since Lemma 2.1 (i) applies for degree two as well, it is enough to consider only the first three relations in (3.2) .
Then, from (3.2),
Since the left-hand side is a polynomial in Y , we have b 2 = 0, and thus
As in the previous case, we obtain again a contradiction with the fact that the set {f 1 , . . . , f s } is non-special.
3.2.
Proof of Theorem 1.7. Suppose Π is infinite, and let M be a positive integer defined as in (3.1) depending only on the polynomials f 1 , . . . , f s and K. Since the number of solutions to f i 1 ...in (α) = f i 1 ...i k (α) with M ≥ n > k and i 1 , . . . , i n ∈ {1, . . . , s} is finite, we must have infinitely many α ∈ K c satisfying the above with n > M. Hence, there exist some fixed indices i 1 , . . . , i M ∈ {1, . . . , s} such that there are infinitely many α ∈ K c with f
with i M +1 , . . . , i M +ℓ ∈ {1, . . . , s}.
If k ≤ M, then composing the above identity with f i k+1 ...i M we obtain 
and so we deduce from Lemma 2.6 that
and thus a contradiction.
Moreover, similar to Lemma 2.8, we have for any finite place v of K, If M < k < ℓ+M, then since f i 1 ...i k (α) ∈ Π∩K c , as above, we obtain that f i 1 ...i k (α) ≤ L with L defined as in Corollary 2.7. Applying now Corollary 2.7, and the fact that M < k, we obtain that f i 1 ...i M (α) ≤ L. Moreover, as above, for any finite place v of K,
However, since M < k, we also have that
since otherwise, by Lemma 2.5, we have
and thus a contradiction. We finally obtain that D · f i 1 ...i M (α) is an algebraic integer for a positive integer D as above.
We conclude that
and from this point the proof to obtaining a contradiction with Definition 1.1 is the same as in the proof of Theorem 1.4.
3.3. Proof of Theorem 1.9. To prove Theorem 1.9, we begin by proving that Σ A is a set of bounded house. Let α ∈ Σ A , say 
Final comments and questions
Certainly we would like to find explicit conditions on the polynomials f 1 , . . . , f s ∈ K[X] such that the set Σ A ∩ K c is finite. Moreover, Theorem 1.9 applies only to polynomials having the same degree d ≥ 3, thus obtaining an analogue for polynomials of different degrees, including degree two, would be of great interest.
A particular case would be to describing polynomials
2 (α) ∈ U for some n, k ≥ 1} < ∞. (We note that for preperiodicity we only need n = k, however it would be interesting to consider the case n = k as well.)
We note that the approach of the results in this paper seem not to apply in this case.
We are also interested in extending such results to division groups. Let Γ be a finitely generated subgroup of K * and let K Γ = K(Γ), where Γ is the division group of Γ, that is, Γ = {α ∈ Q | α n ∈ Γ for some n ≥ 1 }.
We note that when Γ = {1}, then Γ = U and K Γ = K c . The first step of course is studying this for preperidioc points of one polynomial, before attempting to tackle this in the semigroup case.
