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Abstract. Conjugate gradient methods are effective in solving linear equations and solving non-linear optimization. In this 
work we compare our new conjugate gradient coefficient kE with classical formula under strong Wolfe line search; our 
method contains sufficient descent condition. Numerical results have shown that the new  kE  performs better than classical 
formula. 
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INTRODUCTION 
 
 The nonlinear conjugate gradient method is modeled to solve the following unconstrained optimization problem:  
   
nRxxf ),(min ,              (1)           
where RRf n o: is continuously differentiable function, there are different methods for solving (1), but 
conjugate gradient methods are known method, the iterative formula of the conjugate gradient methods is expressed 
as  
 kkkk dxx D 1 ,               (2)          
where kx  is current iterate point and kD the step size, which is computed by carrying line search, and kd is the 
search direction given by 
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where kE  and kg are parameter and the gradient respectively of  f  at kx . Some common formulas for kE , are 
given below 
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where kg and 1kg are the gradient of f  at the point kx and 1kx  respectively. The Fletcher-Reeves method (FR), 
[1] with exact line search was proved to be globally convergent on general function by Zoutendijk [3]. After which, 
Al-baali [9] extended this result to the strong Wolfe-Powell line search [7]. He also proved that the sequence of 
gradient norm kg could be bounded away from zero when 
 ¦
t
f
n
k kd0
1
.                                                                                    (4) 
Some current reviews on nonlinear conjugate gradient methods can be found in Hager and Zhang [10], Nazareth 
[11], Nocedal[5], Wei et al [4].Since the exact line search is usually costly and impractical, and the strong Wolfe 
line search is always considered for the implementation of non-linear conjugate gradient methods. It focus on find a 
step size satisfying the strong conditions 
k
T
kkkkkk dgxfdxf GDD d )()( ,   (5) 
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where 10  VG . 
In this study, we propose a new CG method with a simple formula for kE . Section 2; is for our algorithm that 
contain new parameter. Section 3; the sufficient descent conditions is proved.  Section 4; some exciting numerical 
result is presented by comparing our new method with other CG method. Finally, our discussion and conclusion are 
presented in Section 5 and Section 6 respectively. 
 
The Algorithm and New Proposed Method 
 
 Not quite long, M. Rivaie et al [6] proposed a new non-linear conjugate gradient formula such as 
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Using the above formula, we propose a new modified kE  is defined by 
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Algorithm 2.1 
Step 1: Given 0,0 t HnRx , set 00 gd  if  Hd0g  then stop.                         
Step 2: Compute kD  by applying strong Wolfe line search. 
Step 3: kkkk dxx D 1 if Hd1kg then stop.        
Step 4: Compute kE  based on FR, PRP, RMIL and AMRI and generated kd  by (3). 
Step 5: Set 1 kk go to Step 2. 
 
Sufficient Descent Condition 
 
 For this section, we defined sufficient descent condition of AMRIkE  . The sufficient descent condition is given as 
follows 297
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In the First instances, we can prove AMRIk 1E as non- negative 
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Then, we can simplified AMRIk 1E  
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The following lemma, we need to prove sufficient descent condition 
Lemma 1. Let kx be generated by algorithm 2.1, with 8
1V , then for all 0tk  we have 
2d
k
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d
g
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Proof. The proof is by induction. For 21,0
0
0   
d
g
k , hence (12) holds for .0 k  
Now we suppose (12) holds for some value of 0tk . Rearrange (3) and multiplying with Tkg 1 , we have 
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It follows from (6) and properties of the absolute, we get 
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Since    01 tAMRIkE , we get 
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By substituting (11) and using Cauchy inequality, we get 
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By applying the induction hypothesis (12) we get 
2
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There fore 
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Hence, the (12) holds true for 1k .The proof is completed.■ 
 
Theorem 1. Suppose that kg  and kd are generated by the method of form (2), (3) and (8), and step size kD
determined by strong Wolfe line search (5) and (6). If 
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still holds. Hence, the sufficient descent condition (9) holds as .0zkg  
Proof. The proof is by induction. The results is true for 0 k   
Now suppose that (19) is true for some values 0tk . From (3) we get 
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From the strong Wolfe line search, we have 
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Since 01 tAMRIkE , then 
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By applying the induction hypothesis (19) we get 
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Substituting (11) in (22) we get 
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This shows that the result holds for 1k . The proof is completed.■ 
 
NUMERICAL RESULTS AND DISCUSSION 
 
 As for this section, we did some numerical experiments to test Algorithm 2.1; we utilize some of the test 
problem considered in Andrei [8] as shown in table 1, to analyze the efficiency of our new formula as regard with 
other CG methods FR, PRP and RMIL. The comparisons are depending on the number of iterations and CPU time. 
The step size kD satisfies the strong Wolfe conditions, with 410 G and 001.0 V , 610|||| kg as stopping 
criteria. All problems discussed in table 1 are solved by MATLAB version 7.10.0 (R 2010a) subroutine 
programming. The CPU processor used was Intel® CoreTM i3-2328M(2.2GHZ,3MB L3 Cache), having 6GB DDR3 
RAM. The performance results I given in Figure 1 and Figure 2, respectively based on the performance profile done 
by Dolan and More [2].In their performance profile, they introduced the notion of a ways to evaluate and relate the 
performance of the set of solvers S on a test p  , we assume that we have sn solvers and pn problem, for each 
problem p  and solver s , they put 
spt , = computing time required to solve problems p   by solver s  (the number of iteration or CPU time) 
TABLE (1). A list of problem functions 
No Functions n Initial points 
1 Six hump camel 2 (8,8),(-8,-8),(10,10), (-10,-10) 
2 Booth 2 (10,10),(25,25),(50,50), (100,100) 
3 Treccani 2 (5,5),(10,10),(50,50),(100,100) 
4 Zettl 2 (5,5),(10,10),(20,20),(50,50) 
5 Rosenbrock 2,4,10,100,500,1000,10000 (13,13,…,13),(16,16,…,16),(20,20,…,20),(30,30,…,30) 
6 Penallty 2,4,10 (3,3,…,3),(6,6,…,6),(10,10,…,10),(30,30,…,30) 
7 Diagonal 2 2,4,10,100,500 (8,8,…,8),(16,16,…,16),(30,30,…,30),(45,45,…,45) 
8 Shallow 2,4,10,100,500,1000,10000 (10,10,…,10),(25,25,…,25),(50,50,…,50),(100,100,…,100) 
9 Tridiagonal1 2,4,10,100,500,1000,10000 (10,10,…,10),(12,12,…,12),(17,17,…,17),(20,20,…,20) 
10 Raydan 1 2,4,10,100 (1,1,…,1),(3,3,…,3),(5,5,…,5),(-10,-10,…,-10) 
11 White & Holst 2,4,10,100,500,1000,10000 (3,3,…,3),(-3,-3,…,-3),(6,6,…,6),(9,9,…,9) 
12 Quadrtic QF2 2,4,10,100,500,1000 (5,5,…,5),(7,7,…,7),(10,10,…,10),(100,100,…,100) 
13 Diagonal 4 2,4,10,100,500,1000,10000 (2,2,…2),(5,5,…,5),(10,10,…,10),(15,15,…,15) 
14 Denschnb 2,4,10,100,500,1000,10000 (5,5,…,5),(8,8,…,8),(13,13,…,13),(25,25,…,25) 
15 Hager 2,4,10,100 (3,3,…,3),(10,10,…,10),(15,15,…,15),(30,30,…,30) 
16 Fletcher 4,10,100,500 (3,3,…,3),(5,5,…,5),(7,7,…,7),(9,9,…,9) 
17 Quartic 2,4,10,10000 (5,5,…,5),(20,20,…,20),(40,40,…,40),(50,50,…,50) 
18 Extended Beale 2,4,10,100,500,1000,10000 (1,1,…,1),(3,3,…,3),(13,13,…,13),(30,30,…,30) 
19 Himmelblau 2,4,10,100,500,1000,10000 (10,10,…,10),(50,50,…,50),(100,100,…,100),(200,200,…,200) 
20 Quadratic Penalty 2,4,10 (3,3,…,3),(5,5,…,5),(10,10,…,10),(20,20,…,20) 
21 Perturbed Quadratic 2,4,10,100 (3,3,…,3),(5,5,…,5),(17,17,…,17),(19,19,…,19) 
22 Freudenstein& Roth 2,4,10,100 (2,2,…,2),(10,10,…,10),(20,20,…,20),(50,50,…,50) 
23 Extended Maratos 2,4,10,100 (1,1,…,1),(3,3,…,3),(5,5,…,5),(8,8,…,8) 
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Figure 1. Performance profile based on the number of iteration 
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Figure 2. Performance profile based on the CPU time 
 
There is need for baseline for comparisons; we relate the performance on problem p   by solver s  with the best 
performance by any solver on this problem, that we apply the performance ratio  
^ `Sst tr sp spsp  :min , ,,  301
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We assume that parameter spM rr ,t  for all sp,  is chosen, and Msp rr  ,  if and only if solver s  does not solve 
problem p . The performance of solver s  on any given problem could be of interest, but we would wish to achieve 
overall assessment of the performance of the solver. If we define 
 
^ `trPpsize
n
tp sp
p
s d ,:1)(
 
 
then )(tps  is the probability for solver Ss  that a performance ratio spr ,  is within a factor Rt  of the best 
possible ration. The function sp is the cumulative distribution for the performance ratio. The performance profile 
> @1,0: oRps  for  a solver is non-decreasing, piecewise constant function, continuous from the right at each 
break point, the value of   )1(sp  is the probability that the solver will win over the rest of the solvers, in general, a 
solver with high value of )(tp  or at the top right of the figure illustrated the best solver . 
 From Figure 1 and 2 describe that the performance of these methods is relative to the number of iteration and 
CPU time respectively. We show that our proposed method is better when compared with FR which solves 80% of 
test problem, RMIL which solves 96%, PRP is faster than our new method but solves 98% of test problem; our new 
formula solved 100% of the test problem functions.  
 
CONCLUSIONS 
 
 In this paper we proposed a new and simple kE that contains sufficient descent condition. Numerical results have 
shown that the new kE performs better than FR, PRP and RMIL. In the future, we plan to test our new formula by 
applying another in exact line search, scaling and three terms Conjugate gradients.     
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