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ABSTRACT 
In an earlier paper we exploited the displacement structure of Cauchy-like 
matrices to derive for them a fast O( n2) implementation of Gaussian elimination with 
partial pivoting. One application is to the rapid and numerically accurate solution of 
linear systems with Toeplitz-like coefficient matrices, based on the fact that the latter 
can be transformed into Cauchy-like matrices by using the fast Fourier, sine, or cosine 
transform. However, symmetry is lost in the process, and the algorithm given is not 
optimal for Hermitian coefficient matrices. In this paper we present a new fast O(n’) 
implementation of symmetric Gaussian elimination with partial diagonal pivoting for 
Hermitian Cauchy-like matrices, and show how to transform Hermitian Toeplitz-like 
matrices to Hermitian Cauchy-like matrices, obtaining algorithms that are twice as fast 
as those in the earlier work. Numerical experiments indicate that in order to obtain 
not only fast but also numerically accurate methods, it is advantageous to explore the 
important case in which the corresponding displacement operators have nontrivial 
kernels; this situation gives rise to what we call partially reconst~~c&k matrices, 
which are introduced and studied in the present paper. We extend the transformation 
technique and the generalized Schur algorithms (i.e., fast displacement-based imple- 
mentations of Gaussian elimination) to partially reconstructible matrices. We show by 
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a variety of computed examples that the incorporation of diagonaE pivoting methods 
leads to high accuracy. We focused in this paper on the design of new numerically 
reliable algorithms for Hermitian Toeplitz-like matrices. However, the proposed 
algorithms have other important applications; in particular, we briefly describe how 
they recursively solve a boundary interpolation problem for J-unitary rational matrix 
functions. Published by Elsevier Science Inc., 1997 
1. INTRODUCTION 
1.1. Toeplitz Linear Systems 
Linear systems of equations with Hermitian Toeplitz coefficient matrices 
of the form T = [tj_j]16i,jrn appear in a variety of applications in the 
sciences and engineering; a partial list can be found in [3]. They can be 
rapidly solved in only 0(n2> operations by the well-known Levinson and 
Schur algorithms, which however often produce very inaccurate results for 
indefinite matrices. The reason is the recursive nature of the above algo- 
rithms, which sequentially process all leading submatrices, breaking down if 
some of them are singular. If one encounters nonsingular, but ill-conditioned 
submatrices, then near-breakdowns occur, resulting in the loss of accuracy. 
Recently, lookahead approaches have been suggested to overcome the 
above difficulty by exploring (lookahead) steps in which one jumps from one 
well-conditioned submatrix to another. Several versions of lookahead Levin- 
son and Schur algorithms have been designed; see, e.g., 113, 18, 20, 7] and 
references therein. However, the arithmetic complexity of these algorithms 
depends upon the number of ill-conditioned leading submatrices, and in the 
worst case one has to perform 0(n3> arithmetic operations, thus losing 
superiority in speed over the standard algorithms. 
An alternative fast and stable algorithm was recently developed in [24], 
based on the transformation of a Toeplitz-like matrix to a Cauchy-like matrix 
(cf. [39, 23, 2611, followed by a fast implementation of Gaussian elimination 
with partial pivoting (fast GEPP) for the resulting Cauchy-like matrix. A large 
set of numerical experiments in [24] showed that the GKO algorithm has 
reliable numerical behavior, and can be recommended for solving large 
indefinite Toeplitz-like systems. 
Because of its importance in the sequel, we shall briefly review the GKO 
algorithm here. However, before doing so we introduce the necessary nota- 
tion; see, e.g., the recent review [37]. 
1.2. Displacement Structure 
A matrix R is said to have a displacement structure if it satisfies a 
so-called displacement equation of the form 
RRA* -FAA* = GB*, (1.1) 
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where R, A, F and A are lower triangular matrices, and the so-called 
generator matrices (G, B} have a small number, say (Y, of columns. If the 
matrices R, A, A, F are simple in form, say they are shift or diagonal 
matrices, and the number (Y is smaller than 72, then the structure of R is 
conveniently captured by the 2 cyn entries of {G, B). The smallest possible CY 
is called the displacement rank of R. Particular choices for R, A, A, F lead 
to the definitions of the basic structured classes of Toeplitz-like, Hankel-like, 
Vandermonde-like, and Cauchy-like matrices and to several other classes of 
structured matrices. In particular, Toeplitz-like matrices can be defined by 
using a displacement equation of the form 
Z,R - RZ_, = GB* (1.2) 
where Z+ is a &circulant lower shift matrix having ones on the first 
subdiagonal, 4 in the (1, n) position, and zeros elsewhere. Analogously 
Cauchy-like matrices will be defined here via the displacement equation 
D,R - RD, = GB*, (1.3) 
with diagonal D,, D,. The reason for the above designations is the easily 
verified fact that the corresponding displacement ranks of an arbitrary 
Toeplitz matrix T = [ti_j]l ~ i, j d n and of a Cauchy matrix C = [l/( xi - 
Yj)ll<i,j<n are (Y < 2 and (Y = 1, respectively. 
1.3. The GKO Algorithm 
The GKO algorithm, mentioned above, consists of the following two 
steps: 
(1) Transformation of a Toeplitz-like matrix to a Cauchy-like matrix. 
(2) Running a fast GEPP algorithm for this Cauchy-like matrix. 
The development of the GKO algorithm is based on the well-known fact that 
2, is diagonalized by the (scaled) discrete Fourier transform matrix 9, i.e., 
where A, and D+ are certain diagonal matrices. Therefore the transforma- 
tion (cf. [39, 23, 26, 241) of a Toeplitz-like matrix R in (1.2) into a 
Cauchy-like matrix S’RD-‘P is reduced to just performing 2 CY FFTs on the 
columns of (G, B}: 
h,+-RDI;S+*) - (9RD~:9+)~h_, = (FG)(XZL,B)*. (1.5) 
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This observation allowed efficient implementation of GEPP for the obtained 
Cauchy-like matrix. 
1.4. A Problem: Loss of Symmetry 
The weakness of the definition of Toeplitz-like matrices via equation (1.2) 
is that it ignores the symmetry of R, in the sense that one still has two 
(different) generator matrices {G, B); and as a result the Cauchy-like matrix 
9RD~~~ in (1.5) is no longer Hermitian. At first glance, the design of a 
symmetry-preserving transformation seems to cause no additional difficulties, 
because there are many equivalent forms of displacement equations for 
Toeplitz-like matrices. For example, for a Hermitian R one can simply return 
to the +yclic displacement equation 
Vzh( R) = R - Z, RZ; = GIG*, (1.6) 
where J is a (Y X LY signature matrix, so the structure of R is now captured 
by the an entries of only one generator matrix G.’ For any 141 # 1 the 
identity (1.4) can be used to transform a Hermitian Toeplitz-like matrix R 
into a Hermitian Cauchy-like matrix SW@ RD,$.!+@, satisfying 
= (9-D+G) *] * (9D4G)*. (1.7) 
Then instead of fast GEPP (exploited in the GKO algorithm), which would 
destroy the Hermitian character of 9D, RD$F, we could now implement a 
(symmetric) Gaussian elimination algorithm with Bunch-Kaufman pivoting 
[B]. The Bunch-Kaufman scheme is a symmetry-preseruing partial pivoting 
technique for general Hermitian matrices, and it is the algorithm of choice in 
LAPACK, which is renowned for the numerical reliability of the algorithms 
recommended. Using a fast implementation of the Bunch-Kaufman factoriza- 
tion algorithm for Hermitian Cauchy-like matrices, one can rapidly compute 
the factorization SW+ RD$F = PLDL* PT with unit lower triangular L and 
block-diagonal D (with each diagonal block having size 1 or 2; see section 5 
‘Such a displacement equation was mentioned in the concluding remarks of the first 
“displacement” papers [32, 331, and it was recently studied closely in [I] and in [21]. In [23] we 
used it to transform Cauchy-like matrices and Vandermonde-like matrices to Toeplitz-like 
matrices to speed up matrix-vector multiplication. See also [IO, pp. 199, 2001 for the presentation 
of these results of [231. 
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for the details); this factorization allows one to solve the associated linear 
system in 0(n2) operations. For any choice of 4 in (1.6) the resulting 
algorithm is about twice as fast as the original GKO algorithm. 
The problem is that while the different choices of 4 are all theoretically 
equivalent, the corresponding computational schemes have different numeri- 
cal properties. Our experiments indicate that choices with 141 # 1 are 
impractical, often leading to overflows, and losing accuracy for reasonably 
well-conditioned Toeplitz systems. By extensive testing we found that algo- 
rithms corresponding to the choice Q, = 1 allow good numerical properties. 
1.5. Partially Reconstmctible Matrices 
However the choice 4 = 1 in (1.6) complicates the analysis, because both 
the displacement operators, Vz,<*>: Cnx” + CnXn in (1.6) and VA,<*> : Cflx” 
--f C”X” in (1.7), acting in the linear space Cnx”, now have nontrivial 
kernels (i.e., nonempty nullspaces). Following a suggestion of Georg Heinig, 
we refer to such R as partially reconstmctible matrices, because now only 
part of the information on R is contained in its generator {G, J} on the 
right-hand side of (1.6). In order to develop accurate algorithms we extended 
several results of displacement structure theory to partially reconstructible 
matrices. We showed how partially reconstructible Toeplitz-like matrices can 
be efficiently transformed to partially reconstructible Cauchy-like matrices, 
while preserving a Hermitian structure. We also showed that the displace- 
ment structure of partially reconstructible matrices is inherited by their Schur 
complements, and extended to partially reconstructible matrices the generul- 
ized Schur algorithms (corresponding to discrete-time and continuous-time 
Lyapunov displacement operators, defined in Section 2 below), for the usual 
theory see the review 1371. We showed that for partially reconstructible 
Cauchy-like matrices symmetric and Bunch-Kaufman pivoting can be adopted 
by these fast triangularization algorithms, thus leading to fast O(n2) imple- 
mentation of symmetric Gaussian elimination with Bunch-Kaufman pivoting 
(fast SGEBKP) for these matrices. Finally, we verified by a large number of 
tests that the resulting algorithms provide high relative accuracy. 
Although we focused in this paper on the use of the fast SGEBKP 
algorithms to design new accurate Hermitian Toeplitz-like solvers, these 
algorithms have other important applications in system theory. For example, 
partially reconstructible Cauchy-like matrices appear in the context of the 
boundary homogeneous interpolation problem for ]-unitary rational matrix 
functions, which in turn parametrizes all solutions for boundary nonhomoge- 
neous interpolation problems with norm constraints, including the classical 
boundary Nevanlinna-Pick mat&al interpolation problem; see [6]. The fast 
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SGEBKP algorithms for Cauchy-like matrices of this paper suggest a recur- 
sive and computationally efficient solution to the above interpolation prob- 
lems, over the right half plane and over the unit disk. 
1.6. Contents 
The paper is structured as follows. In the next section we study a 
discrete-time Lyapunov displacement operator with a nontrivial kernel, and 
introduce partially reconstructible Toeplitz-like and Cauchy-like matrices. We 
further suggest an efficient method to transform partially reconstructible 
Toeplitz-like matrices into partially reconstructible Cauchy-like matrices, 
both defined via discrete-time Lyapunov displacement operators. 
Then in Section 3 we show how a discrete-time Lyapunov displacement 
equation can be transformed into a continuous-time one, and vice versa, 
without changing the solution R. We show that in many cases (e.g., for 
Cauchy-like matrices) such transformation can be performed with linear 
complexity, thus allowing one to exploit any form (discrete-time or continu- 
ous-time) of displacement equation as convenient. 
In Section 4 we extend to partially reconstructible matrices the general- 
ized Schur algorithms for continuous-time Lyapunov and discrete-time Lya- 
punov displacement operators with nontrivial kernels. We further simplify 
these algorithms for partially reconstructible Cauchy-like matrices. 
In Section 5 we incorporate diagonal pivoting techniques into these 
algorithms. The results of our numerical experiments are described in Section 
6. In Section 7 we briefly outline how to use the fast SGEBKP algorithms for 
partially reconstructible Cauchy-like matrices to obtain a recursive solution 
for the boundary homogeneous interpolation problem for l-unitary rational 
matrix functions. Some concluding remarks are presented in the last section. 
2. DISCRETE-TIME LYAPUNOV DISPLACEMENT OPERATORS 
2.1. Displacement Structure 
Let F be a given n x n matrix. Following [15], introduce in the linear 
space CnX” of all n X tr complex matrices the displacement operator 
VF(.):CnXn + C”‘” by 
V,(R) =R-FRF*, (2.1) 
where the asterisk stands for conjugate transpose. Often VJ*> is called a 
discrete-time Lyapunov displacement operator (the names Toeplitz-like and 
BUNCH-KAUFMAN PIVOTING 257 
symmetric Stein displacement operator are also in use), to distinguish it from 
the so-called continuous-time Lyapumw displacement operator, which will he 
considered in the next section. 
Let R E Cnx” be a Hermitian matrix, and p and q be the numbers of 
strictly positive and strictly negative eigenvalues of V,(R), respectively. Then 
one can factor (nonuniquely) 
V,(R) = RFRF* = GIG*, E caXa, (2.2) 
with some rectangular G E C”’ u, where (Y = p + q. The matrices (G, J} 
are called the V,-generator of R, and (Y = rank V,(R) is called the Vr-dis- 
placement rank of R. A matrix R is said to have a V,-displacement structure 
if its Vr-displacement rank (Y is small compared to the size. As is now well 
known, Toeplitz, Hankel, Toephtz-plus-Hankel, Vandermonde, Chebyshev- 
Vandermonde, Cauchy, Pick, and Loewner matrices, Bezoutians, and many 
other important matrices encountered in applications have a displacement 
structure. Below we restrict ourselves to Toeplitz-like and Cauchy-like matri- 
ces, the formal definitions of which will be given below. 
2.2. Partially Reconstmctible Matrices 
In the literature on displacement structure, the operator V,(*> in (2.1) is 
generally assumed to be invertible, so that the V,-generator {G, J} contains 
all the information on R. However, displacement equations with a kernel 
(nullspace) of low dimension appear in certain problems; see, e.g., 114, 21, 
221. The task addressed in the present paper, i.e., a fast and accurate 
implementation of symmetric Gaussian elimination with diagonal pivoting for 
Cauchy-like matrices, which can be then utilized for Toeplitz-like matrices, 
exhibits another case where one gains by considering a displacement equation 
with a nontrivial kernel. Therefore 3 = Ker V,(m) is assumed below to be 
nontrivial. In the latter situation a matrix R with displacement structure (2.2) 
will be called a partially reconstructible matrix, because only part of the 
information on R is contained in its V,-generator (G, J}. To extend the 
definition of a VP-generator to partially reconstructible matrices, let us 
represent R E CnXn as 
R=R,+R,l (2.3) 
with respect to the orthogonal decomposition 
C nxn =_y@XI. (2.4) 
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A partially reconstructible matrix R is uniquely determined by the three 
matrices {G, 1, Rx} in (2.2>, (2.3), so we shall call them a V,-generator of R. 
To complete the above definition, one should specify for CnX” the inner 
product in which the decomposition (2.4) is orthogonal. Here we choose 
(A, B) = tr( B*A), A, B E CnXn, (2.5) 
where tr( A) denotes the sum of all diagonal entries of A. Note that the latter 
inner product induces the Frobenius norm in CnX”: 
(A, A) = tr( A*A) = 5 t laij12 = llA[lt (A = [‘ijll<,,j<n)* i=l j=l 
When 2 = Ker 0, = {0}, all the information about the n2 entries of R is 
efficiently stored in only an + 2 entries of {G, I}. However, if Z = Ker V, 
is nontrivial, then R, is a full n X n matrix, and at first glance the 
representation of a partially reconstructible matrix R by its generator 
{G, J, R,} is no longer efficient. As one can realize, however, for the main 
structured classes, 3 = Ker V, has low dimension, and moreover, the matrix 
R, has a simple form (say, circulant, or diagonal matrix), which in turn can 
be described by a smaller number of parameters. In the next two subsections 
we shall specify these definitions for Toeplitz-like and for Cauchy-like par- 
tially reconstructible matrices. 
2.3. Partially Reconstructible Toeplitz-like Matrices 
Here we shall use 
&l(R) = R - Z,RZ:, 
where 
I 0 . . 0 1 1 0 0 z, = 0 1 
. . . . 
4 *** 
. . 
;, ..: 0’ 1’ (j 
(2.6a) 
(2.6b) 
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is the lower circulant shift matrix. It is easy to check that the V,,-displacement 
rank of an arbitrary Hermitian Toeplitz matrix does not exceed 2: 
1 1 
-i -z 
I 1 0 [ I 0 -1 
[ 
1 
1 x 1 
t; -t,_, *** q-1 -t, 
--ii t; -t,_, -** t,*_l -t, 1 
(2.7) 
By analogy with (2.7), any matrix with a low (not just < 2) V,,-displacement 
rank will be called a Toeplitz-like matrix. As is well known (see, e.g., [21]), the 
kernel of Vzl<*> in (2.6) is th e subspace of all circulants, i.e., 
g = {Circ(c) : c E C”) C C”‘” 
where 
cn-1 
CO 
Cll-2 
. . . CP Cl 
C n-l *-* CT2 
. . 
Cl co c,-1 
. . . 
Cl co 
(2.8) 
Given arbitrary R E C”‘“, the next lemma and corollary show how to 
compute in O( n2> arithmetic operations the decomposition of R with respect 
to c nXn=g@gl* 
LEMMA 2.1. Let B c C”‘” denote the subspace of all &-culant mat+ 
ces, use an inner product in CnXn defined by (2.51, and let R = [r,] E CnXn 
be arbitrary. Th en R _L g if and only if for k = 1,2,. . . , n we have 
Cy= lri+k_ 1, i = 0 (here the indices are integers module n, i.e., ifk > n, then 
k := k - n). 
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Briefly, a matrix R is orthogonal to all circulants if and only if for each of 
its circulant diagonals, the sum of the entries is zero. 
Proof. It is easy to check that (Z:, R) = Cr=lri+k_l,i. Since {I, Z,, Zf, 
. . . , Z;- ‘} for a basis in %?? c C”’ “, the assertions follow. ??
COROLLARY 2.2. With e c C”’ n as above, a matrix R = [ rijll d i, j d n E 
Cnx” is decomposed with respect to C” Xn = 53 GB %? ’ as 
R = R, + R,I, (2.9) 
with 
R, = Circ(c,,c, ,..., c,_i), where ci- 1 
and the indices are again integers module n. 
Here we may remark that R, in (2.9) is the optimal Frobenius-norm 
circulant approximant of R. Such approximants are often used as precondi- 
tioners in iterative methods. For example, when R = [ ti_j] is a Toeplitz 
matrix, then (2.10) reduces to the well-known example [12] 
c, = (n - i)ti + iti_, 
E 
(i = O,l,..., n - 1). (2.11) 
n 
2.4. Partially Reconstructible Cauchy-like Matrices 
Here we choose the displacement operator 
V,,( R) = R - DfRD; , where I+ = dag(fi,fi,. . . ,fn>. (2.12) 
A matrix with low Vo;displacement rank is called a Cauchy-like matrix. 
For our purposes in the present paper the numbers fi are assumed to be on 
the unit circle (the case of arbitrary f;: is studied, for example, in [28, 22, 241). 
It is a trivial exercise to check that the kernel of Vn,<*> in (2.12) is the 
subspace 
9 = {diag(f) :fE C”} C CnXn 
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of all diagonal matrices.’ Here are the counterparts of Lemma 2.1 and 
Corollary 2.2 for Cauchy-like matrices. 
LEMMA 2.3. Let 9 c CnX” be as above, and the inner product in C nx n 
be defined by (2.5); and let R = [rij] E CnXn be arbitrary. Then R 19 if 
and only if its main diagonal is zero. 
COROLLARY 2.4. Let 9 c CnX” stands for the subs-pace of all diagonal 
matrices. Then a matrix R = [rij] E C”‘” is decomposed with respect to 
C nxn =a @gL m 
R=R,+R,i, where R, = diag( rll, rz2,. . . , r”,). (2.13) 
Clearly, R, in (2.13) is the optimal Frobenius-norm diagonal approxi- 
mant of R. 
2.5. Transformation of Partially Reconstructible Toeplitz-like Matrices 
into Partially Reconstructible Cauchy-like Matrices 
As mentioned in the introduction, Cauchy-like matrices allow the incorpo- 
ration of pivoting into fast algorithms, so they are attractive from the 
numerical point of view. It turns out that Toeplitz-like, Hankel-like, Toeplitz- 
plus-Hankel-like, Vandermonde-like, and Chebyshev-Vandermonde-like ma- 
trices can all be transformed into Cauchy-like matrices by applying the fast 
Fourier, cosine, or sine transform to the columns of their generators; see, 
e.g., [24, 341 for the details. In particular, the transformation to a Cauchy-like 
matrix allowed us to design in [24] a new, fast and accurate Toeplitz solver 
GKO. However, the symmetry of the matrix was lost in the process. In order 
to design (in Sections 4, 5) an accurate algorithm that preserves, and also 
exploits, the symmetry of the matrix, we describe below the transformation of 
a partially reconstructible Toeplitz-like matrix into a partially reconstructible 
Cauchy-like matrix. 
To this end recall that the lower circulant shift matrix 2, is diagonal- 
ized by the (normalized) discrete-Fourier-transform matrix ST = (l/ 
~)[w(‘-lxj-l)lIci,jcrr, which is a unitary matrix. Moreover, 
2, =s*D,S, with D, = diag(l,w,w’, . . . ,w”-l), (2.14) 
’ Partially reconstmctible Cauchy-like matrices appear in certain tangential rational matrix 
interpolation problems, where the presence of nontrivial kernel of V,(.) means that the 
corresponding (Y X (I rational matrix function shares poles and zeros at the same points; see, 
e.g., [22]. 
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where o = ezai/” is the primitive nth root of unity. With this notation the 
following statement holds. 
LEMMA 2.5. Let Z,, D, E CnXn be us in (2.14), and let R = [rij] E 
C nXn be a partially reconstructible Toeplitz-like matrix, given by a Vz,-gener- 
ator {Gvz,, J, Circ(c>), i.e., 
V,,(R) = R - Z,=: = GvJG&, 
and ci = (l/nXE;=,ri+~_,. Then W is a partially reconstructible 
Cauchy-like matrix, satisfying 
Vnl<- 1 = (- 1 - D, - (- > . DT = Gv,,lG&,~ 
with a V,,-generator (GvDl,], diag(d)), where 
G % = FGvz and d= 6%. 1 (2.15) 
Proof. The first equality in (2.15) follows immediately by comparing 
R - Z,RZ; = G,JG$ 
21’ R - D,RD; = GvD,JG*,D,, 
and (2.14). To prove the second equality in (2.15), let 
R = Circ(c) + R,l 
be the decomposition (2.9) of R. As is well known, any circulant matrix is 
diagonalized by the discrete Fourier matrix, and moreover, diag(d) = 9. 
Circ(c) *P; see, e.g., [16]. Thus 
9RF+ = diag(d) +9X,19’+. (2.16) 
Since any unitary similarity preserves the inner product in (2.51, the equality 
(2.16) can be recognized as the decomposition (2.13) of the Cauchy-like 
matrix YRP. and the assertions of the lemma follow. ??
2.6. Implementation Details 
Let R be a Toeplitz-like matrix given by its Vz,-generator {GvZ , J, Circ(c)). 
Lemma 2.5 allows us to efficiently compute the VD,-generaior (Gv, , J, 
diagfd)) of the C auchy-like matrix 9Rp*, i.e., one avoids the operation: on 
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the entries of matrices, and manipulates only their generators: 
(1) The computation of GvD requires applying CY FFTs of order n to the 
columns of the generator GvZ of R, see, e.g., the first equality in (2.15). 
(2) The computation of d !1n (2.15) in fact requires one Fn of order only 
n/2, thanks to the property stated next. 
COROLLARY 2.6. Let R E C”‘” be anu Hermitian matrix, and the 
” 
entries of c = [c,, cl *** c,_ 1]T be gi; 
even vector, i.e., 
c = QE, where Q = 
ven by (2.10). Then c is a conjugate- 
. . ** ** . . . . . (2.17) 
Here the bar denotes the operation of componentwise conjugation. 
It is well-known that the FFT of a conjugate-even vector of order n can 
be performed by the application of the FFT of order n/2. Moreover, being 
the discrete Fourier transform of a conjugate-even vector, d in (2.15) is a real 
vector, which is not surprising, given the fact that the components of d are 
the diagonal entries of the Hermitian matrix 9RP. 
Therefore, the transformation of a partially reconstructible Toeplitz-like 
matrix into a partially reconstructible Cauchy-like matrix can be computed in 
CY + i FFTs, where (Y is the corresponding displacement rank. 
2.7. Further Simplijkations for Toeplitz Matrices 
We conclude this section with several remarks showing that when R is 
Toeplitz, its transformation into a Cauchy-like matrix can be achieved more 
cheaply than above. Indeed, from (2.7) and (2.11) it follows that for a 
Hermitian Toeplitz matrix T its V,,-generator is given by {G, J, T@}, where 
G=[r+$e, ’ 1, r - Fe, Tg = Circ(c), (2.18) 
where r = [0, t, - t,*_l, t, - r,*_,, . . . , t,_, - tg,t,_, -tT]‘, e,, isthefirst 
unit vector, and the entries of the vector c E C” are given by (2.11). 
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The Hermitian Toeplitz structure implies the following property, useful 
for efficient transformation of T into a Cauchy-like matrix. 
COROLLARY 2.7. Let T E C”‘” be a Hermitian Toeplitz matrix, and a 
triple of matrices in (2.18) be its generator. Then r will be a conjugate-odd 
vector, i.e., 
r= -QF, (2.19) 
with Q defined in (2.17). 
Thus the first generator matrix Gv D, of the Cauchy-like matrix 97’9+ can 
be computed by applying only one FFT to the vector r in (2.18). In 
accordance with Corollary 2.7, r is a conjugate-odd vector, and hence the 
computation of 9i- can be done via only one FFT of order n/2. Also the 
conjugate-oddness of r implies that the entries of is := 9r are purely 
imaginary numbers. Hence the first equality in (2.15) reduces to 
G =[t+is v4 -t + is], (2.20) 
where 
t = -& 1 a*’ 11’ 
is a real vector. Thus one sees that the entries of the second column of GvD 
are obtained from the entries of the first column by conjugating and changing 
the sign. As we shall see in Section 3, this property of GvD is inherited under 
Schur complementation, thus allowing a more efficient implementation of the 
corresponding generalized Schur algorithm. 
Finally, the conclusion is that the transformation of a Hermitian Toeplitz 
matrix into a hermitian Cauchy-like matrix is reduced to performing of two 
FFTs of order n/2. 
3. CONTINUOUS-TIME LYAPUNOV DISPLACEMENT OPERATOR 
It has been just shown how partially reconstructible matrices can be 
defined via the discrete-time Lyapunov displacement operators of the form 
(2.1), and moreover, how partially reconstructible Toeplitz-like matrices can 
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be transformed into partially reconstructible Cauchy-like matrices, while 
preserving Hermitian structure. Below we equivalently define the same 
classes of partially reconstructible matrices using an alternative so-called 
continuous-time Lyapunov displacement operators. The goal of this section is 
to state a counterpart of Lemma 2.5, namely to provide a recipe for 
transforming a partially reconstructible Toeplitz-like matrix, defined via a 
discrete-time Lyapunov displacement operator, into a partially reconstructible 
Cauchy-like matrix, defined via a continuous-time Lyapunov displacement 
operator. 
Both the transformations in Lemma 2.5 and those proposed here will be 
used below to devise a variety of different algorithms for solving linear 
systems with Hermitian partially reconstructible Toeplitz-like matrices. More- 
over to devise such algorithms, it will be more convenient to exploit an 
alternative [to (2.1)] form of the displacement operator; this form is consid- 
ered below. 
3.1. Continuous-Time Lyapunov Displacement Operator 
In this subsection we consider an alternative continuous-time Lyapunov 
displacement operator of the form 
AA(R) =AR+RA* (3.1) 
(the names Hankel-like and symmetric Sylvester displacement operator are 
also in use). Although A,(.) diff ers from V,<*> in (2.0, both displacement 
operators can be used for introducing the same types (i.e., Toeplitz-like, 
Cauchy-like, etc.) of displacement structure. This is seen, for example, from 
the following two simple lemmas, which allow us to change the form of the 
displacement equation from the discrete-time form 
V,(R) = R - FRF* = GVFJG$ 
to the continuous-time form 
A*( R) = AR + RA* = GhAJGtA, 
(3.2) 
(3.3) 
and vice versa, while keeping the same solution R. 
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LEMMA 3.1. Let F E C”‘” be arbitrary, and set 
A = (~1 + F) * (71 - F)-‘, (3.4) 
where T is any number such that 171 = 1 is chosen to guarantee the 
invertibility of the second factor in (3.4). Let the displacement operators V, 
and A, be defined by (3.2) and (3.3) respectively. Then 
(i) Ker V, = Ker AA. 
(ii) For any R E C”‘” specified by 
AA-generator is {GAA, J, Rx}, where 
GA, = &(rZ - 
the V,-generator (Gv,, J, R,}, its 
F) -lGv6. (3.5) 
In particular, the VP-displacement rank and the A,-displacement rank of R 
are the same. 
Proof. Both assertions follow from the identity 
2+Z-F)-‘.(R-FRF*)+*Z-F*)-’ 
=(~Z-F)-l+Z+F)~R+R+*Z+F*)+*Z-F*)-l. ??
This lemma originates in the Mobius transformations between the unit 
disk and the right half plane; see e.g., [31, p. 1801. The above lemma shows 
that the classes of partially reconstructible Toeplitz-like and Cauchy-like 
matrices can be equivalently introduced via the continuous-time Lyapunov 
displacement operators (3.1) via a circulant matrix, 
A= n-2 >r n-3 
and a diagonal matrix 
(3.6) 
respectively. 
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times one has to perform the step (4.1) with an 2 X 2 block R,,. The choice 
of the size m of the pivot R,, depends upon the particular pivoting strategy; 
this issue will be addressed in Section 4 below. 
When the kernel of a displacement operator is trivial, then it is well 
known that the displacement structure of a matrix is inherited by its Schur 
complements. This fact allows one to avoid directly computing the (n - m)’ 
entries of the Schur complement R, = R,, - RzlR;r’R$, in (4.0, and to 
compute instead only the O(a(n - m>> entries of its generator. Algorithms 
of this type have been called generalized Schur algorithms, because the 
classical Schur algorithm [42] belongs to the class. In this section we allow the 
displacement equation to have a nontrivial kernel, and show that also in this 
case Schur complements inherit a displacement structure. We further extend 
the generalized Schur algorithms to partially reconstructible matrices defined 
via discrete-time (Section 4.21, and continuous-time (Section 4.1) Lyapunov 
displacement operators. Before doing so, let us give a general scheme for 
devising such algorithms. 
A GENERAL SCHEME FOR GENERALIZED SCHUR ALGORITHMS FOR PARTIALLY 
RECONSTRUCTIBLE MATRICES, DEFINED VIA EITHER DISCRETE-TIME OR CON- 
TINUOUS-TIME LYAPUNOV DISPLACEMENT OPERATORS. 
Input: A generator {G,, 1, R,) of R, E C”‘” in (4.1), where G, E C”’ a. 
Output: The block LDL* decomposition of R,. 
Steps: 1. If n = 0 then stop. 
2. Choose size m for the pivot R,, E CmXm. 
3. Recover from (G,, J, R,,) the entries of the first m columns 
Ru 
[ 1 R,, 
of R,. 
4. Write down the first m x m bloc,k diagon? entry II,, of the 
r 
matrix D and the first m columns 
1 
L I R,, R,’ of the matrix L in 
the LDL* decomposition of R,. 
5. Compute a generator {G,, 1, Rx21 of the Schur complement R,: 
5.1. Compute G, E C(n-m)Xu. 
5.2. Compute Rx2 E C(n-m)x(n-m). 
6. Set n := n - m, and repeat the steps l-6 for the Schur com- 
plement R,, given by its generator {G,, J, Rx*). 
In order to implement the above general scheme for a particular displace- 
ment structure, one has to specify the computations in steps 2, 3,5.1, and 5.2, 
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which depend upon the form of displacement equation. In the next two 
subsections these steps are specified for continuous-time Lyapunov and 
discrete-time Lyapunov displacement operators. 
4.2. Generalized Schur Algorithms for Partially Reconstructible 
Matrices, Defined via a Continuous-Time Lyapunov Displacement Equation 
The following lemma from [22, 241 is the basis for generalized Schur 
algorithms corresponding to partially reconstructible matrices, defined via 
continuous-time Lyapunov displacement operators. 
LEMMA 4.1. Let A E CnXn be a block lower triangular matrix, R, E 
Cnxn be a Hermitian matrix, satisfying a continuous-time Lyapunov dis- 
placement equation of the form 
AA(R) = AR, + R, A* = G,JG;, (4.2) 
with some G, E CnXu, and some Hermitian matrix J E C”‘“. Let the 
matrices in (4.2) be partitioned as 
Zj the upper b$ block R,, E CmXm of R, is invertible, then the Schur 
complement R, = R,, - R,,R;‘R& E C(“-m~X~“-‘“~ satisfies 
A, R, + R, A,, = G, JG;, (4.3) 
with 
G, = G,, - R,,Rii’% (4.4) 
Proof. Substituting (4.1) into (4.21, and then multiplying by 
Z 0 
-R,,R;/ Z 1 
from the left and by 
Z - R,,‘R$l 
0 Z 1 
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from the right, we obtain 
($1 - 4, * R, 1 [ 
Cl1 
* 
-3. G,, - R,, - R,’ 1 ’ 
where ? denotes an irrelevant entry. Equation (4.4) then follows by equating 
the lower right block entries. ??
4.3. Generalized Schur Algorithm for Partially Reconstructible 
Cauchy-like Matrices, Defined via Continuous-Time Lyapunov 
Displacement Equation 
As was mentioned above, in order to devise a generalized Schur algorithm 
for a particular displacement structure, one has to specify steps 2, 3, 5.1, and 
5.2 in the general scheme of Section 4.1. Here we do so for the continuous- 
time Lyapunov displacement equation with diagonal matrix A, namely 
A,,( R,) = D,R, + RID,* = GJG; with 0, = diag( a,, a2,. . . , a,,), 
(4.5) 
where for our purposes in the present paper we restrict ourself to purely 
imaginary a,. 
It is easy to verify to check that Ker ADS is the subspace B E C”’ ’ of all 
diagonal matrices. Furthermore, by Corollary 2.4, the matrix R, in (2.13) is 
simply the diagonal part of R,, which we shall denote by R, = 
diag(d(l’), d$“, . . . , d’,‘)). 
CONTINUOUS CAUCHY ALGORITHM. Let R, E C”‘” be a Cauchy-like 
matrix given by its hoa-generator {G,, J, diag(d,)}. Then steps 2, 3, 5.1, and 
5.2 above can be implemented as follows: 
2. The size m will be chosen to be 1 or 2, to enhance the stability of the 
algorithm; we postpone the discussion till Section 4. 
3. From (4.5) it is easily seen that the nondiagonal entries of the first m 
columns of R, = [rij] are given by the formula 
gi3gT 
r., = - 
‘J a, + a; ’ (4.6) 
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where gi is the ith row of G,. The diagonal entries of R, are simply 
stored in diag(d,). 
5.1. The matrix G, is computed by the formula (4.4). 
5.2. The diagonal part Rx2 = diag(di’), dh2), . . . , dL2)) of the Schur 
complement R, = R,, - R R-‘R& is obtained by comput- 21 11 
ing only the diagonal entries in diag(d,) - R,,R,I’R&, 
namely: 
1 
If m = 1 then d@) = d$‘) - rkllrtI. 
If m = 2 then d(k2) = di’) - [rkl 
The complexity of computing the factorization PR,PT = LDL* is 4cxn2 
arithmetic operations, or 4an parallel operations with n processors. 
If R = XI’.‘. is a partially reconstructible Cauchy-like matrix, trans- 
formed from a Toeplitz matrix, then the complexity of its triangular factoriza- 
tion by the continuous Cauchy algorithm is 12n2 operations. 
4.4. Generalized Schur Algorithms for Partially Reconstructible 
Matrices Defined via a Discrete-Time Lyaponov Displacement Equation 
Here we use the results of the previous subsection to derive an algorithm 
for the discrete-time Lyapunov displacement operator. Here is the counter- 
part of Lemma 4.1. 
LEMMA 4.2. Let F E CnXn be a block lower triangular matrix, and 
R, E CnXn be a Hermitian matrix, satisfying a discrete-time Lyapunov 
displacement equation of the form 
V,(R) = R, - FR,F* = GJG; (4.7) 
for some G, E CnXa and some Hermitian matrix] E C ux a. Let the matrices 
in (4.7) be partitioned as 
lf the upper left block R,, E CmX m of R, is invertible, then the Schur 
complement R, = R,, - R A-‘R& E C(n-m)x(n-m) satisfies 21 11 
R, - 5, R, FZ2 = G,]G;, (4.8) 
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G, = G,, - [(TZ - F,)R,,R,’ - F&Z - F,,)-‘G,l, (4.9) 
where r is any number on the unit circle which is not an eigenvalue of F,. 
Proof. A relatively quick method to prove (4.9) is to use the connection 
between discrete-time and continuous-time Lyapunov displacement opera- 
tors, described by Lemma 3.1. More precisely, let us convert (4.7) into (4.21, 
then perform one step of the generator recursion (4.4), and finally convert 
(4.3) back to (4.8). To this end let us rewrite (4.7) as 
V,l(R,) = R, - F,R,F: = GvJC+~ (4.10) 
and set A, = (~1 + F,) . (~1 - F,)-‘, where T is some number on the unit 
circle, to guarantee the invertibility of the second factor in the latter 
expression. Clearly, A, is a lower triangular matrix: 
A, = 
(71 + Fu) * (71 - FJ’ 0 = I ’ ? (~1 + F,,) . (~1 - Fz2)-l (4.11) 
where by ? we denote an irrelevant entry. Then by Lemma 3.1 
AAl( R,) = A,R, + R, A; = GAJG:~,. (4.12) 
where the matrices GVF in (4.10) and GA,, are related by 
I 
or in the partitioned form 
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Then by Lemma 4.1 the Schur complement R, satisfies 
with 
G AA2 = GA~,.s, - R21R,1'GAA, ,,* (4.14) 
Comparing the form of A,, in (4.11) with (3.4), one sees that 
VFJ 4) = R, - FZI R, G = GvJGC ., > fi2 
with 
CVF 2 = $bz - F22)GA,,* (4.15) 
Hence, multiplying (4.14) by (l/ fix71 - Fz) from the left, and using 
(4.131, one obtains (4.9). The lemma is now proved. ??
Equation (4.9) is a generalization of the result in [36], where it appeared 
for the case of invertible displacement operators V,(e). 
4.5. Generalized Schur Algotithm for Partially Reconstmctible 
Cauchy-like Matrices, Defined via a Discrete-Time Lyapunov 
Displacement Equation 
Here are the specializations of steps 2, 3, 5.1, and 5.2 of the general 
scheme in Section 4.1 for the case of a discrete-time Lyapunov displacement 
equation with diagonal matrix F, i.e., 
Vgf( R,) = R, - DfRIDjf = G, JGT with Df= diag(f,,f,,...,f,), 
(4.16) 
where for our purposes in the present paper we restrict ourself to unit 
magnitude fi . 
DISCRETE CAUCHYALGORITHM. Let R, E CnXn beacauchy-likematrix 
given by its Vnlgenerator {G,, 1, diag(d,)}. Then steps 2, 3, 5.1, and 5.2 of 
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the generalized Schur algorithm can be implemented as follows: 
2. The size m will be chosen to be 1 or 2, to enhance the stability of the 
algorithm; we postpone the discussion till Section 5. 
3. From (4.16) it is easily seen that the nondiagonal entries of the first m 
columns of R, = [rij] are given by the formula 
(4.17) 
where gi is the ith row of G,. The diagonal entries of R, are simply 
stored in diadd,). 
5.1. 
5.2. 
The matrix G, is to be computed by (4.91, which is specified here 
to 
G, = G,, - hag(T-f,+,,...,r-f,) 
* G,,, (4.18) 
The diagonal part R, = diag(d,) of the Schur complement R, = 
%2 - &Kl’%i is obtained by computing only the diagonal 
entries in diag(d,) - R,,R,‘R&, namely: 
If m = 1 then d@) = df) - vki Lt-fi. 
If m = 2 then d@) = d(kl) - [ rkl 
The complexity of the above algorithm is 6an2 operators, or 6an parallel 
operations with n processors. 
4.6. Further Simplications for Toeplitz Matrices 
Let R = FT.. be a partially reconstructible Cauchy-like matrix, trans- 
formed from a Toeplitz matrix. Then by (2.20) its Vafgenerator (G,, J, 
diag(d,)l has a nice pattern: 
G,=[g -E], g E C”. 
A straightforward computation by (4.18) shows that since 1~1 = Ifi\ = .** =
lfnl = 1, this pattern is inherited by the generator G, of the Schur comple- 
ment. This means that it is sufficient to apply (4.18) only to compute the first 
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column of G,, its second column is then obtained free. Therefore, if the 
discrete Cauchy algorithm is used as part of a Hermitian Toeplitz solver, the 
complexity of 12n2 operations for triangular factorization of R = m3@ is 
exactly the same as if the continuous-Cauchy algorithm were employed. 
5. SYMMETRIC AND BUNCH-KAUFMAN PIVOTING FOR 
CAUCHY-LIKE MATRICES 
5.1. Diagonal Pivoting with Partially Reconstmctible 
Cauchy-like Matrices 
A single step (4.1) of standard symmetric Gaussian elimination is valid if 
the upper left block A,, is invertible. Now, to enhance the accuracy of 
computations, it is recommended to precede (4.1) with symmetric row and 
column permutations (diagonal pivoting) 
R, + PRIP*. (5.1) 
Assume now that R, is a partially reconstructible Cauchy-like matrix, 
given by its generator (G,, J, diag(d,)). H ere we do not specify a particular 
form (i.e., discrete-time or continuous-time) of displacement operator. Since 
both the continuous Cauchy and discrete Cauchy algorithms only work on the 
entries of the generators, to incorporate diagonal pivoting we have to express 
(5.1) in terms of the appropriate manipulations on the generator {G,, J, 
diag(d,)} of R,. Multiplying the corresponding displacement equation by a 
permutation P, one immediately sees that (5.1) is equivalent to the following 
updating: 
F+-PF (or A+-PA), G, +- PC,, d, + Pd,. (5.2) 
If the permutation P is known, then (5.2) can be immediately incorporated 
into both continuous Cauchy and discrete Cauchy algorithms. However, in 
the known pivoting schemes one chooses the permutation P by analyzing the 
entries of R,, which are not available in these fast algorithms. Therefore, in 
order to incorporate a particular pivoting scheme, one has to recover by (4.6) 
or (4.17) the necessary entries of R, from its generator. The key question 
here is how many entries of R, have to be examined to decide on the 
permutation. For example, in the Bunch-Parlett scheme [9] one has to scan 
all n(n + 1)/2 entries of the n X n symmetric matrix, so the overall com- 
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plexity of the algorithm would jump to 0(n3) operations. Below we describe 
two schemees that require scanning only O(n) entries of the matrix at each 
step, which will not slow down fast 0(n2) algorithms.3 
5.2. Symmetric Pivoting 
Symmetric pivoting employs only 1 X 1 elimination steps, and it is based 
on the observation that the diagonal of P,R, Pr is a reordering of the 
diagonal of R,. This technique moves the maximal magnitude entry on the 
main diagonal to the (1,l) position. Since the main diagonal of a partially 
reconstructible Cauchy-like matrix is a part of its generator, therefore the 
incorporation of symmetric pivoting into the continuous Cauchy and discrete 
Cauchy algorithms does not require any additional computations. 
Symmetric pivoting technique is useful with positive definition matrices, 
for which it is equivalent to complete pivoting [25], but clearly this method 
fails with indefinite matrices in the case of a zero main diagonal. Moreover, 
even if the main diagonal will never become zero during elimination, sym- 
metric pivoting cannot ensure stability, so the continuous Cauchy and dis- 
crete Cauchy algorithms with symmetric pivoting will likely break down 
numerically for indefinite matrices. 
5.3. Bunch-Kaufman Pivoting 
This method is the one of choice in LAPACK [38]. At each step the 
Bunch-Kaufman algorithm scans only two columns of the matrix R, = 
[rij]r a i, j $ n to determine the size m (i.e., 1 or 2) of R,, and the permutation 
matrix P, in (4.1). To understand the Bunch-Kaufman technique it helps to 
consider the matrix 
’ In [221 an interpretation of partial and diagonal pivoting techniques is given in terms of a 
reordering of the interpolation points (i.e., the poles and zeros) for a rational (Y x (Y matrix 
function corresponding to the partially reconstructible Cauchy-like matrix; cf., e.g., the footnote 
in Section 2.2. See also Section 7 below. 
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and to note that the pivot R,, is either 
Tll A* 
r11 or rtt Or 
[ I h ’ Ttt 
THE BUNCH-KAUFMAN ALGORITHM. 
A = IT, 1l = max(lr,,,I,..., Ir,,,ll 
if A #b 
if ]r, r] > cub 
m’= 1; P=I 
else 
(+= IrJ = mdlr,,,l,... ,ll;-l,tl,If-t+l,tl ,... ,lr,,,l) 
if ol~~,~l > ah2 
s=l;P=Z 
else if II; tI > Lyu 
m = 1 ‘and choose P so (PR, P*)I, 1 = rt, t 
else 
m = 2 and choose P so (PR, P*)2, 1 = rt, p 
end 
end 
end 
The value of the constant (Y = (1 + m)/8 is determined to bound the 
element growth [8, 21; this method has been recently proven to be backward 
stable in [29]. 
Since the Bunch-Kaufman algorithm requires knowledge of the entries of 
only one more column of R, (the first column should be computed in any 
case), this pivoting technique can be incorporated into both the continuous 
Cauchy and discrete Cauchy algorithms at the additional cost of 2 on2 
operations. 
6. NUMERICAL RESULTS 
We applied the algorithms developed in the present paper to solving 
Hermitian Toeplitz systems of equations, and performed a large number of 
numerical experiments to compare them to other available algorithms. In the 
description of the results we shall use the abbreviations in Table 1. 
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TABLE 1 
ALGORITHMS 
GEPP 0(n3) Gaussian elimination with partial pivoting. The driver routine 
sgesv Of LAPACK. 
SGEBKP 0(n3) Symmetric Gaussian elimination with Bunch-Kauffman pivoting. 
The driver routine s spsv of LAPACK. 
Levinson O(n’) The classical Levinson algorithm. 
Schur O(n’) The classical Schur algorithm for positive definite Toeplitz 
matrices, or its immediate modification to compute the LDL* 
factorization for indefinite Toeplitz matrices. 
GKO O(n’) The algorithm of [24]; transformation to a Cauchy-like matrix, 
and then running a fast GEPP. 
disc-C O(n’) 
cant-C O(n’> 
Transformation to a Cauchy-like matrix, on the basis of 
Lemma 2.5 (for the implementation details see Sections 2.6, 
2.7), and then running the discrete Cauchy algorithm of 
Section 4.5 (see the implementation details in Section 4.6). 
Transformation to a Cauchy-like matrix, on the basis of 
Corollary 3.3 (for the implementation details see Sections 2.6, 
2.71, and then running the continuous Cauchy algorithm of 
Section 4.3. 
For the last two algorithms in Table 1 we used several pivoting tech- 
niques, the abbreviations for which appear in Table 2. 
Besides the standard routines from LAPACK for GEPP and SGEBKP, all 
the algorithms were implemented in single precision using the C language on 
a DEC 5000/133 RISC workstation (unit roundoff in single precision u = 
1.19 X 10e7), and for the FFT we use FORTRAN single-precision routines 
from FFTPACK. We considered the solution x of TX = b computed in double 
precision by GEPP as being exact, and for the solutions 2, computed by each 
TABLE 2 
PIVOTING TECHNIQUES 
WP Without pivoting. 
SP Symmetric pivoting; see, e.g., Section 5.2. 
BKP Bunch-Kaufman pivoting; see, e.g., Section 5.3. 
SBKP A combination of SP and BKP, i.e., one first maximizes the (1,l) entry by 
applying the symmetric pivoting step, and then performs the BKP step. 
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algorithm, we evaluated the fonvard, residual and backward errors by 
Ilx - x^llz IIT? - HI, IlTx^ - bllz 
e = II4 ’ ’ = Ml, ’ b= llbllz + llTll~tl~ll~ * 
For the disc-C and cant-C algorithms we also evaluated the componentwise 
matrix residual error 
mr = max(PLDL*PT -97II( 
Y 
to check the accuracy of triangular factorization. We now present the results 
of several numerical experiments. 
6.1. Positive Definite Toeplitz Matrices 
EXAMPLE 1 (The prolate Toephtz matrix). The prolate matrix is defined 
bY 
20 if k = 0, 
T, = [ti_j]lG., where t, = sin(2rwk) otheMTise (0 G o G i). 
ak 
Background on the prolate matrix can be found in [44]; we mention here only 
that it possesses remarkable spectral and conditioning properties. For small 
o, its eigenvalues are clustered around 0 and 1, which makes it extremely 
ill-conditioned. In fact k,(T,) = [l/p(n, w)]eYn, for some y and p(n, w), 
where k,(T) = llTl[ * IIT-‘(I is the spectral condition number. 
In this example we solved TX = [l - 1 1 - 1 se* IT for o = f . Table 3 
shows that in this case the condition number (computed in double precision) 
of the prolate matrix is indeed very large, making it a suitable example for 
testing different Toeplitz solvers. 
The data in Table 3 show that the norm of the solution (computed in 
double precision) is extremely large, reflecting the extreme ill-conditioning of 
the coefficient matrix. Correspondingly the forward and residual errors 
turned out to be drastically large for all compared algorithms. Table 4 
displays the backward error, which is smaller and allows better comparison of 
the algorithms. 
We shall analyze the data of Table 4 below. However, before doing so, let 
us describe the result of a test with another positive definite Toeplitz matrix. 
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EXAMPLE 2 (Gaussian Toeplitz matrix). This matrix has the form T, = 
Lti-jll< n where t, = a kZ, 0 < a < 1, with a close to 1. Background on such 
matrices can be found in [4O]. We mention here only that this positive 
definite matrix can arise as a discretization of Gaussian convolution and that 
l+a 
k2(TJ a (1 - a2)(1 - a4) . . . (1 - a2(n-‘9 . 
In order to aviod the situation of the previous example, where the 
ill-conditioning of the coefficient matrix is reflected in the growth of the 
solution norm (see, e.g., Table 3), here we chose a right-hand side b by 
accumulation, b = T. [l 1 0.. llT. Table 5 displays some useful information 
for such Gaussian Toeplitz systems. 
In Tables 6 and 7 we list the measurements of the corresponding 
backward and the residual errors. 
The analysis of the data in Tables 4-7 suggests the following conclusions 
for positive definite Toeplitz matrices. 
(1) Tables 4 and 6 confirm the analytical results of [4] on the backward 
stability of the classical Schur algorithm for positive definite matrices.4 
Moreover, one sees that with positive definite Toeplitz matrices the classical 
Schur algorithm produces the smallest backward error among all the com- 
pared algorithms. 
(2) Recall that the positive d e ml f ‘t eness of a Toeplitz matrix is equivalent 
to the fact that the corresponding reflection coefficients belong to the interval 
( - 1, 1). Cybenko proved in [ll] that if the reflection coefficients belong to 
the smaller interval (0, l), then the Levinson algorithm is guaranteed to 
produce a residual comparable to that of stable Cholesky factorization. Varah 
observed in [44] that the prolate matrix is an example where the reflection 
coefficients are of both signs (so Cybenko’s results are not applicable), and 
where the Levinson algorithm produces a residual about lo3 times larger 
than with the standard numerically stable algorithms. In [24] we presented 
two more such examples with positive definite Toeplitz matrices with sign-al- 
ternating reflection coefficients, for which the Levinson algorithm produced 
large residuals. The coefficient matrix in one of these examples was a 
Gaussian Toeplitz matrix, and the data in Table 7 on the residual error of the 
Levinson algorithm reinforce the conclusions of [44] (see also [24]). Moreover 
the data on the Levinson algorithm in Table 4 for IZ > 130 and in Table 6 
suggest that if the reflection coefficients are of both signs, then not only the 
’ See also [24] for a numerical example showing some limitations of the results of [4], which 
in fact are only valid for not extremely ill-conditioned matrices. 
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residual, but also the corresponding backward error, for this algorithm is 
larger than that of the standard GEPP and SGEBKP. The numerical compar- 
ison of the classical Levinson and Schur algorithms indicates that the 
widespread use of the better-known Levinson algorithm in engineering and 
scientific applications may be not appropriate from the numerical point of 
view; the Schur algorithm can be much better. 
(3) Pivoting (even for positive definite matrices) plays a crucial role in 
achieving high accuracy with the cant-C and disc-C algorithms; without 
pivoting they are not reliable, will give less correct digits, and often encounter 
overflows, denoted by NaN in Table 4. 
(4) Tables 4 and 6 show that the cent-C and disc-C algorithms have 
different numerical behavior for positive definite matrices. Moreover, the 
disc-C algorithm displayed the best numerical performance among all the 
compared transformation-and-pivoting algorithms. The algorithm disc-C pro- 
duces approximately the same accuracy when combined with the BK pivoting 
or with SP pivoting. 
(5) The accuracy of the cant-C algorithm is more significantly dependent 
upon the choice of pivoting strategy. The standard BK pivoting technique is 
not the optimal choice, and the corresponding backward error is not as 
favorable as that for the disc-C algorithm. However the cant-C algorithm with 
SP pivoting does quite satisfactory results. 
6.2. Indefinite Hermitian Toeplitz Matrices 
EXAMPLE 3 (Random symmetric Toeplitz matrix). Here we generated a 
Toeplitz matrix with random entries in the interval (- 1, 11, and solved a 
linear system TX = [l 1 *-* I]. For 10 < n < 150 the condition number of 
such T usually varies from 10 to 10’. The measurements of the forward error 
are reported in Table 8. 
The analysis of the data in Table 8 suggests the following conclusion: 
(1) Although th e c assical 1 Levinson and Schur algorithms are much faster 
than GEPP and SGEBKP, they cannot provide the same accuracy for 
indefinite matrices. 
(2) The data confirm the observation of [24] that the accuracy shown in 
practice by the GKO algorithm is about the same as the one of standard 
numerically stable methods. 
(3) Pivoting plays a profound role in achieving high accuracy with the 
disc-C and cant-C algorithms for indefinite Toeplitz matrices. In fact, without 
pivoting these algorithms fail to compute even one correct digit for n > 50 
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and encounter overflows, denoted in the table by NaN. BK pivoting almost 
always gives satisfactory results; however, the case n = 90 shows that occa- 
sionally the forward error for the cant-C and disc-C algorithms can jump. 
(4) In practice the use of the SBKP pivoting allows to avoid such jumps, 
and both disc-C and cant-C show almost the same high accuracy as the GKO 
algorithm. However, the latter is the most reliable among the compared fast 
algorithms for indefinite Toeplitz matrices. 
(5) The GEPP algorithm is slightly more accurate than the SGEBKP 
algorithm. Therefore it is not surprising that the same fact holds valid for 
their fast implementations, and that the GKO algorithm is a little bit more 
accurate than the disc-C + SBKP and cant-C + SBKP algorithms. 
(6) Table 9 shows that the algorithm disc-C provides a more precise 
triangular factorization for Cauchy-like matrix flp then the algorithm 
cant-C, and that the SBKP is the best pivoting strategy for this case. 
EXAMPLE 4 (The Chebyshev-Toeplitz matrix). The data in Table 8 show 
that the classical Levinson and Schur algorithms provide less accuracy with 
random indefinite Toeplitz matrices than do the other algorithms that were 
compared. However, note that the Levinson algorithm computes the triangu- 
lar factorization for T-l, while the classical Schur algorithm computes the 
triangular factorization for T itself. Both factorizations can be used for 
iterative refinement, which will not increase by much the 0(n2) complexity 
of these algorithms, but will provide more accurate solutions. Another possi- 
bility of enhancing the computed solution is to explore a lookahead approach, 
which is based on the observation that the reason for the lack of the accuracy 
is the recursive nature of the Levinson and Schur algorithms, which sequen- 
tially process all leading submatrices, and break down numerically if some of 
them are near-singular. In the lookahead versions for these two algorithms, 
one jumps over such ill-conditioned submatrices, which often produces 
satisfactory results. However, both the iterative refinement and lookahead 
enhancements have limitations, and here is an example for which neither of 
them will work. 
Consider a symmetric 2n X 2n Chebyshev-Toeplitz matrix T, whose first 
row is given by 
T,_,(a) 0 -*a 
The well-known recurrence relations for Chebyshev polynomials {Tk( x)} 
imply that for k = 3,4, . . . , n all k X k leading minors of T are zero. Thus 
the classical Levinson and Schur algorithms both break down, so there is 
nothing to refine. Furthermore, using any of the lookahead algorithms, one 
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has to jump over half of the matrix, thus performing O(n3) operations, thus 
failing to achieve any superiority in speed over the slow GEPP and SGEBKP 
algorithms. On the other hand Table 10 shows that even for Chebyshev- 
Toeplitz systems the fast O(n’) GKO, disc-C, and cant-C algorithms provide 
very satisfactory results. Here the parameter defining the coefficient matrix is 
given by a = 0.2, and the right-hand side b was computed by accumulating 
Ts for x with components randomly distributed (- 1, 1). 
The classical Schur and Levinson algorithms indeed fail, whereas for 
other compared algorithms the data in Table 10 are very similar to those in 
Table 8, thus leading to the same conclusions. 
‘i. RECURSIVE SOLUTION FOR BOUNDARY HOMOGENEOUS 
INTERPOLATION PROBLEM FOR J-UNITARY RATIONAL 
MATRIX FUNCTIONS 
7.1. Bounda y Homogeneous Interpolation Problem for J- Unita y 
Rational Matrix Functions. Continuous Time 
In this paper we have focused on the use of the discrete Cauchy and 
continuous Cauchy algorithms to design new fast and accurate Toeplitz-like 
solvers. However, these algorithms also have other important applications in 
the framework of rational matrix interpolation theory. We shall pursue the 
full details elsewhere, but it seems to be important and instructive to reveal 
these connections and to briefly outline the main points here. 
It is known (see [6]) that many boundary rational matrix interpolation 
problems with norm constraints, including the celebrated boundary matrix 
Nevanlinna-Pick interpolation problem, can be reduced to the construction of 
a rational matrix function O(z) that is J-unitary on the imaginary axis, i.e., for 
those z E i R that are not poles of O( z 1 we have 
[O( g]* *] * O(z) = ]. 
The problem is the following. 
(7.1) 
BOUNDARY HOMOGENEOUS INTERPOLATION PROBLEM FOR / UNITARY RA- 
TIONAL MATRIX FUNCTIONS. Given n points a,, . . . , a,, on the imaginary axis 
iR, n 1 x a row vectors ‘pl,. . . , cp,, and n real numbers pI, . . . , p,, 
construct a J-unitary rational (Y X cr matrix function O(Z) with value I at 
infinity such that: 
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(1) For k = 1,2,. . . , n, both O(z) and O(z)-’ have a simple pole at ak, 
i.e., in the neighborhood of ak we have 
1 
e(z) = R_l,k * - 
z - ak 
+ [andytic at a,.], 
where 
ResZZak @( 2) := R_ l,k 
is one-dimensional; and with a similar decomposition at ak for 6!)(z)-‘. 
(2) The points a,, . . . , a, are the only poles of O( z>-l. 
(3) For k = 1,2,. . . , n, 
Iml ResZZak O(Z)-’ = span{ (Pk}, 
i.e., R_,,, = qk * t)k for some (Y x I column vector r/+. 
(4) For k = 1,2,. . . , n, 
‘Pk. l_/(Pk = - Pk ’ 
(7.2) 
(7.3) 
where (Pi 1 is a row vector such that the row vector function 
[ (Pk + (Pk,lb - ak)]o(z) 
is analytic at ak with value 0 at ak. The numbers pI, . . . , p, are called 
coupling number-... 
The equality (7.1) is kn own to imply that the poles of O(Z) are given by 
* -af. If the zeros {ak) of O(Z) [i.e., the poles of O(z)-‘], and the 
p-o;:; i-b;, of O(z) would be two disjoint sets, then the analyticity of O(Z) 
at (ak} would allow us to express (7.2) as the standard left tangential 
interpolation conditions 
qJiO(Ui) = 0 (i = 1,2 ,..., n). (7.4) 
We however consider in this section the less studied case where the zeros lie 
on the imaginary axis, i.e., ak = -a: E iR, so that O(Z) has zeros and poles 
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at the same points. In this situation O(z) is no longer analytic at {uk), so the 
interpolation conditions have to be captured by the more delicate and more 
general formulation used in (7.2). 
The solution of the above boundary homogeneous matrix interpolation 
problem (as given, e.g., in [6]), can be formulated in our language as follows. 
Define 
A, = diag(a,, . . . , uk), 
d, = [ -P1 -P2 *.- -Pn]. (7.5) 
If there exists a nonsingular partially reconstructible Cauchy-like matrix R,, 
with a A,,-generator {G,, J, diag(d,)]--i.e., if 
(1) R, satisfies 
A,R, + R, A; = G,]Gy (7.6) 
so that the rows (Pi in (7.5) are necessarily J-neutral vectors (i.e., qkJ& = 0), 
and 
(2) the diagonal part of R, is given by the coupling numbers, diag(R,) = 
d&$--p,,..., -p,)- 
then the unique solution for the above-stated interpolation problem is given 
by the (so-called global state-space) formula 
O(z) = I -JGT(zZ - A,)-lR;‘G,. (7.7) 
Because this formula explicitly involves R, I, where R, has to be found from 
(7.6) this solution, as it stands, cannot be regarded as a computational 
procedure for obtaining a solution O(z). For example, evaluating the value 
O(z) at a given point z requires 0(n3) operations, if standard matrix 
inversions methods are employed. In the next subsection we shall clarify how 
the O( an’) continuous Cauchy algorithm suggests a more convenient repre- 
sentation for O(z), allowing us to further evaluate O(z) in only 0( on) 
operations. 
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7.2. Cascade Decomposition 
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The continuous Cauchy algorithm of Section 4 conveniently represents 
the same O(Z) as a cascade 
O(Z) = O,( Z)O,( 2) ‘.. O,( 2) 
where each J-unitary factor O,(Z) has the same form as in (7.7) 
(7.8) 
O{(Z) = I -Jti’(rZ -AL)-%&, (7.9) 
except that instead of the n X n matrices A, and R,, we now have only 
1 X 1 or 2 X 2 matrices & and fii. More precisely, given the data in (7.51, 
then the first recursive step of the continuous-Cauchy algorithm represents 
O(z) in (7.7) as the product of two (J-unitary on iR) factors 
O( 2) = O,( Z)W,( Z). (7.10) 
The particular form of the factors in (7.10) depends upon the size m of the 
block elimination step in step 2 of the continuous Cauchy algorithm (see 
Section 4). If m = 1, O(z) is a first-order section 
1 1 
O,(Z) =z-]~~‘--‘--’ ‘pl. 
2, - a1 PI 
(7.11) 
The quantities {a,, cpl, pl} appearing in (7.11) are simply borrowed from 
(7.5), so that a, E iR, and ‘pl is a J-neutral vector; such factors (7.11) are 
called Brune sections in the engineering literature, (see, e.g., [17]). If m = 2, 
O(Z) is a second-order section- 
I 
1 
0 
O,(z) =z-J[‘PT d] Z--a, 1 
0 - 
z - a, 
(7.12) 
Again the quantities {a,, u2, ql, ‘pz, pl, pJ are borrowed from (7.51, and rzl 
is the entry of the first column of R, computed in step 3 of the continuous 
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Cauchy algorithm. Summarizing, in both cases m = 1 and m = 2, the first 
cascade factor O,(z) is constructed without computation from the input data 
of the algorithm. 
We next clarify how to obtain the data describing the “quotient” W,(Z) in 
(7.10). To this end recall that the continuous Cauchy algorithm in both cases 
m = 1 and m = 2 computes the AAp-generator (G,, J, d21 of the Schur 
complement R,. As was shown in [22], the J-unitary quotient W,(z) is given 
bY 
W,(z) = I -JG;(zI -A,)-iR,‘G,, (7.13) 
Since (G,, 1, d,) is an input of the second recursive step of the continuous 
Cauchy algorithm, the latter further computes the factorization W,(z) = 
O,(z)W,(z), and thus after at most tr steps we shall obtain in O((w n2) 
operations the whole factorization (7.8). 
7.3. Incorporation of Pivoting 
Observe that the matrix O(z) in (7.7) can be equivalently written as 
O(z) = I -J(PG)*@ - (PAPT)]-‘(PRPT)-l(PG), 
where P is any permutation, i.e., one can reorder the interpolation data 
{ak, pko,, pk} in (7.5) at will. In particular this means that the cascade decom- 
position (7.8) for a given O(x) is highly nonunique, because at each recursive 
step of the continuous Cauchy algorithm we have a variety of choices for the 
zero and pole ak of the next cascade factor Ok(z). Though all theoretically 
equivalent, these decompositions have different numerical properties. More- 
over, because the reordering of interpolation data (ak , (Pk, &) is equivalent to 
row and column permutation of a partially reconstructible Cauchy-like matrix 
R, + PR,PT (cf. [22]>, the continuous Cauchy algorithm combined with 
diagonal pivoting suggests not only a recursive, but also an accurate, solution 
for the above boundary homogeneous interpoaltion problem for J-unitary 
rational matrix function. 
7.4. Discrete-Time Case 
Analogously the discrete Cauchy algorithm with diagonal pivoting suggests 
an accurate recursive solution for the analogous boundary homogeneous 
interpolation problem of Section 7.1, with interpolation points fi, . . . , fk on 
the unit circle. The solution is now reduced to finding a rational matrix 
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function 9(z) that is now J-unitary on the unit circle, i.e., 
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for those \ z( = 1 that are not poles of O(z). The solution for such problems 
is given by the global state-space formula [6] 
‘I’(z) = [I -JG;(zZ - F1)-lR;'F;*G1]D,, (7.14) 
where 
Da = Z - JGTR, ‘( Z - aF:)-'G,, 
(Y is any number on the unit circle such that Z - CYFT is nonsingular, and R, 
is a nonsingular partially reconstructible Cauchy-like matrix, satisfying a 
discrete-time Lyapunov displacement equation 
R, - F,R,F; = GJGT, 
where 
'pl 
F, = diag(f,,...,f,), G,= : . II 40, 
Again, the formula (7.14) explicitly involves R,‘, and it does not provide yet 
an efficient computational procedure. In fact such a procedure is suggested 
by the discrete Cauchy algorithm for the LDL* factorization of R,, which in 
fact computes a convenient decomposition of ‘P(z) into the cascade 
9’(z) = 1Ir,( ZpIq z) a*- W,(z) (7.15) 
of the first-order and second-order J-unitary on the circle sections. The 
formulas for the factors have the same form as in (7.14), and for brevity are 
omitted here. 
However it is instructive to get more insight into the relation between the 
discrete Cauchy and continuous Cauchy algorithms. To this end recall that 
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since W( z> in (7.14) is J-unitary on the circle, 
Z-1 
O(z) = 9 75 ( 1 (7.16) 
is a ]-unitary on iR rational matrix function, having a state-space realization 
o(z) = I +Jh-G*(7*1 - F*)-‘(d - A)-?-‘&(71 - F)G, (7.17) 
where A = (71 + F)(TZ - F)-“. By inspecting the formula (7.17) and 
Lemma 3.1, one sees that the latter lemma converts the J-unitary-on-the-circle 
rational matrix function q(z) in (7.14) into the J-unitary-on-iR rational 
matrix function O(z) in (7. I7), which satisfies, in fact, the same interpolation 
conditions; cf. (7.10). Moreover the two cascades (7.15) and (7.8) for O(z) in 
(7.17), computed by the discrete-Cauchy and continuous-Cauchy algorithms, 
respectively, are essentially the same, with the sections 
related as in (7.17) and (7.14). 
This observation gives a factorization interpretation for the derivation in 
Section 4 of the discrete Cauchy algorithm from the continuous Cauchy 
algorithm (recall that the proof of Lemma 4.2 was based on Lemma 3.1, 
transforming a discrete-time Lyapunov displacement equation into a continu- 
ous-time one). Indeed, in the language of this section, our aim in Lemma 4.2 
was to obtain the formulas for factorization of 9(z) in (7.14) into the product 
W) = Al (7.18) 
of factors ]-unitary on the circle. We used Lemma 3.1 to convert this desired 
factorization problem (7.18) into 
+g = +g. $S), (7.19) 
where all factors are now J-unitary on iR, so the formulas for the factors in 
(7.19) are described by Lemma 4.1. Using these formulas and Lemma 3.1, we 
again obtain the decomposition in (7.18). Summarizing, the continuous 
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Cauchy and discrete Cauchy algorithms compute essentially the same cascade 
decompositions, which are related to each other via an appropriate change of 
variable (i.e., via the Miibius transformation of the interior of the unit disk 
onto the right half plane; see Section 3). 
8. CONCLUDING REMARKS 
In an earlier paper [24] we designed a fast O(n’) Gaussian elimination 
with partial pivoting algorithm for Cauchy-like matrices, and as an application 
suggested a new fast Toeplitz-like solver GKO. A backward error analysis for 
the GKO algorithm appeared in [43], where the bound for the backward 
error involved (along with the usual eZement growth term) a so-called 
generator growth term. Since the corresponding bound for the standard 
O(n3) GEPP algorithm involves only the element growth term, this analysis 
indicated that the GKO algorithm may be less accurate if during elimination 
the entries of the generators grow faster than do the matrix entries. However, 
current experiments do not reveal actual examples of Toeplitz matrices for 
which such generator growth does indeed occur. Moreover in [19], Ming Gu 
showed how potential generator growth can be suppressed by incorporated 
into the GKO algorithm of steps consisting of QR factorization of the 
generator, at the expense of O(n’) additional operations. 
In this paper we focused on Hermitian matrices, and implemented fast 
0(n2> symmetric Gaussian elimination with diagonal pivoting for partially 
reconstructible Cauchy-like matrices. Although there are many theoretically 
equivalent schemes of that kind, not all of them have good numerical 
properties. By extensive testing we found several numerically accurate algo- 
rithms that are about twice as fast as the original GKO algorithm (which does 
not preserve symmetry). The high accuracy of the new algorithms is achieved 
by allowing the corresponding displacement equations to have nontrivial 
kernels (i.e., nontrivial nullspaces). This situation gives rise to the class of 
partidly reconstructible matrices, introduced and studied in this paper. We 
extended to partially reconstructible matrices the transformation technique, 
and the generalized Schur algorithms, corresponding to the continuous-time 
and discrete-time Lyapunov displacement operators. An application of these 
algorithms combined with diagonal pivoting to accurate recursive solution of 
certain boundary homogeneous interpolation problems was described in 
Section 7. 
Finally we note that it is likely that the results of [43] (which contains a 
general methodology for the error analysis of the GKO-like algorithms) and 
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of 1191 can be extended to partially reconstructible matrices and to the new 
Toeplitz solvers proposed in the present paper, a useful topic for further 
investigation. 
After the j?rst five sections of this paper were finished and we had 
pelformed numerical tests, the authors received from Thomas Huckle a 
preprint [30/, which also presents a symmet y-preserving variant of the GKO 
algorithm. The scheme of 1301 transforms a symmetric Toeplitz (but not any 
Toeplitz-like) matrix to a Hermitian Cauchy-like matrix, for which it imple- 
ments scalar elimination steps only. For this reason, Huckle’s algorithm is 
limited to positive o!ejnite Toeplitz matrices. In the present paper we show 
how to transform any Hermitian Toeplitz-like matrix to a Hermitian Cauchy- 
like matrix, for which we implement not only scalar, but also block, elim- 
ination steps. This allows us to incorporate the Bunch-Kaufmn pivoting 
procedure, and to propose a group of algorithms applicable to indefinite 
Toeplitz-like matrices. Recently Georg Heinig informed us that Adam Bo- 
janczyk and he are also pursuing a symmety-exploiting transformation-and- 
pivoting algorithm [27]. 
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