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Abstract—We propose a distributed algorithm based on Alter-
nating Direction Method of Multipliers (ADMM) to minimize the
sum of locally known convex functions using communication over
a network. This optimization problem emerges in many applica-
tions in distributed machine learning and statistical estimation.
We show that when functions are convex, both the objective
function values and the feasibility violation converge with rate
O( 1
T
), where T is the number of iterations. We then show that if
the functions are strongly convex and have Lipschitz continuous
gradients, the sequence generated by our algorithm converges
linearly to the optimal solution. In particular, an ǫ-optimal
solution can be computed with O(√κf log(1/ǫ)) iterations, where
κf is the condition number of the problem. Our analysis also
highlights the effect of network structure on the convergence
rate through maximum and minimum degree of nodes as well as
the algebraic connectivity of the network.
I. INTRODUCTION
A. Motivation
Many of today’s optimization problems in data science
(including statistics, machine learning, and data mining) in-
clude an abundance of data, which cannot be handled by
a single processor alone. This necessitates distributing data
among multiple processors and processing it in a decentral-
ized manner based on the available local information. The
applications in machine learning [1], [2], [3], [4], [5] along
with other applications in distributed data processing where
information is inherently distributed among many processors
(see e.g. distributed sensor networks [6], [7], coordination
and flow control problems [8], [9]) have spearheaded a large
literature on distributed multiagent optimization.
In this paper, we focus on the following optimization
problem:
min
x∈Rd
n∑
i=1
fi(x), (1)
where fi : Rd → R is a convex function. We assume fi is
known only to agent i and refer to it as a local objective
function.1 Agents can communicate over a given network
and their goal is to collectively solve this optimization. A
prominent example where this general formulation emerges
is Empirical Risk Minimization (EMR). Suppose that we have
M data points {(xi, yi)}Mi=1, where xi ∈ Rd is a feature vector
and yi ∈ R is a target output. The empirical risk minimization
is then given by
min
θ∈Rd
1
M
M∑
i=1
L(yi, xi, θ) + p(θ), (2)
1We use the terms machine, agent, and node interchangeably.
for some convex loss function L : R×Rd×Rd → R and some
convex penalty function p : Rd → R. This general formulation
captures many statistical scenarios including:
• Least-Absolute Shrinkage and Selection Operator
(LASSO):
min
θ∈Rd
1
M
M∑
i=1
(yi − θ′xi)2 + τ ||θ||1.
• Support Vector Machine (SVM) ([10]):
min
θ∈Rd
1
M
M∑
i=1
max{0, 1− yi(θ′xi)}+ τ ||θ||22.
Suppose our distributed computing system consists of n ma-
chines each with k = M/n data points (without loss of
generality suppose M is divisible by n, otherwise one of
the machines have the remainder of data points). For all
i = 1, . . . , n, we define a function based on the available
data to machine i as
fi(θ) =
1
k
ik∑
1+(i−1)k
L(yi, xi, θ) + p(θ).
Therefore, the empirical risk minimization (2) can be written
as minθ∈Rd
1
n
∑n
i=1 fi(θ), where function fi(θ) is only avail-
able to machine i, which is an instance of the formulation (1).
Data is distributed across different machines either because
it is collected by decentralized agents [11], [12], [13] or
because memory constraints prevent it from being stored in
a single machine[5], [14], [15], [16]. The decentralized nature
of data together with communication constraints necessitate
distributed processing which has motivated a large literature in
optimization and statistical learning on distributed algorithms
(see e.g. [17], [18], [19], [20], [21]).
B. Related Works and Contributions
Much of this literature builds on the seminal works [22],
[23], which proposed gradient methods that can parallelize
computations across multiple processors. A number of recent
papers proposed subgradient type methods [24], [25], [26],
[27], [28], [25], [29] or a dual averaging method [30] to design
distributed optimization algorithms.
An alternative approach is to use Alternating Direction
Method of Multipliers (ADMM) type methods which for
separable problems leads to decoupled computations (see e.g.
[31] and [32] for comprehensive tutorials on ADMM). ADMM
has been studied extensively in the 80’s [33], [34], [35]. More
recently, it has found applications in a variety of distributed
settings in machine learning such as model fitting, resource
allocation, and classification (see e.g. [36], [37], [38], [39],
[40], [41], [42], [43], [44]).
In this paper we present a new distributed ADMM algorithm
for solving problem (1) over a network. Our algorithm relies
on a novel node-based reformulation of (1) and leads to an
ADMM algorithm that uses dual variables with dimension
given by the number of nodes in the network. This results in
a significant reduction in the number of variables stored and
communicated with respect to edge-based ADMM algorithm
presented in the literature (see [45], [46]). Our main contribu-
tion is a unified convergence rate analysis for this algorithm
that applies to both the case when the local objective functions
are convex and also the case when the local objective functions
are strongly convex with Lipschitz continuous gradients. In
particular, our analysis shows that when the local objective
functions are convex (with no further assumptions), then the
objective function at the ergodic average of the estimates gen-
erated by our algorithm converges with rate O( 1T ). Moreover,
when the local objective functions are strongly convex with
Lipschitz continuous gradients we show that the iterates con-
verges linearly, i.e., the iterates converge to an ǫ-neighborhood
of the optimal solution after O(√κf log(1ǫ )) steps, where
κf is the condition number defined as L/ν, where L is the
maximum Lipschitz gradient parameter and ν is the minimum
strong convexity constant of the local objective functions. This
matches the best known iteration complexity and condition
number dependence for the centralized ADMM (see e.g. [47]).
Our convergence rate estimates also highlight a novel depen-
dence on the network structure as well as the communication
weights. In particular, for communication weights that are
governed by the Laplacian of the graph, we establish a novel
iteration complexity O
(√
κf
√
d4max
dmina2(G)
log
(
1
ǫ
))
, where dmin
is the minimum degree, dmax is the maximum degree, and
a(G) is the algebraic connectivity of the network. Finally,
we illustrate the performance of our algorithm with numerical
examples.
Our paper is most closely related to [45], [46], which
studied edge-based ADMM algorithms for solving (1). In
[46], the authors consider convex local objective functions and
provide an O( 1T ) convergence rate. The more recent paper
[45] assumes strongly convex local objective functions with
Lipschitz gradients and show a linear convergence rate through
a completely different analysis. This analysis does not extend
to the node-based ADMM algorithm under these assumptions.
In contrast, our paper provides a unified convergence rate
analysis for both cases for the node-based distributed ADMM
algorithm. Our paper is also related to [48], [47] that study the
basic centralized ADMM where the goal is to miminize sum
of two functions with a linearly coupled constraint. Our work
is also related to the literature on the converge of operator
splitting schemes, such as Douglas-Rachford splitting and
relaxed Peaceman-Rachford [49], [50], [51], [52], [53], [54],
[55], [56], [57].
C. Outline
The organization of paper is as follows. In Section II we
give the problem formulation and propose a novel distributed
ADMM algorithm. In Section III, we show some preliminary
results that helps us to show the main results. In Section IV we
show the sub-linear convergence rate. In Section V we show
the linear convergence rate of our algorithm. Finally, in Section
VI we show the effect of network on the convergence rate and
provide numerical results that illustrate the performance of our
algorithm, which leads to concluding remarks in Section VII.
All the omitted proofs are presented in the appendix.
II. FRAMEWORK
A. Problem Formulation
Consider a network represented by a connected graph G =
(V,E) where V = {1, . . . , n} is the set of agents and E is the
set of edges. For any i, let N(i) denote its set of neighbors
including agent i itself, i.e., N(i) = {j | (i, j) ∈ E} ∪ {i},
and let di denote the degree of agent i, i.e., |N(i)| = di + 1.
We let dmax = maxi∈V di and dmin = mini∈V di.
The goal of the agents is to collectively solve optimization
problem (1), where fi is a function known only to agent i.
In order to solve optimization problem (1), we introduce a
variable xi for each i and write the objective function of
problem (1) as ∑ni=1 fi(xi), so that the objective function is
decoupled across the agents. The constraint that all the xi’s
are equal can be imposed using the following matrix.
Definition 1 (Communication Matrix). Let P be a n × n
matrix whose entries satisfy the following property:
For any i = 1, . . . , n, Pij = 0 for j /∈ N(i). We refer to P as
the communication matrix.
Assumption 1. The communication matrix P satisfies
null(P ) = span{1}, where 1 is a n× 1 vector with all entries
equal to one and null(P ) denotes the null-space of the matrix
P .
Example 1. If Pij < 0 for all j ∈ N(i) \ {i}, summation
of each row of P is zero, and the graph is connected, then
Assumption 1 holds. As a particular case, the Laplacian matrix
of the graph given by Pij = −1 when j ∈ N(i) \ {i} and
zero otherwise, and Pii = di is a communication matrix that
satisfies Assumption 1.
We next show that the constraint that all xi’s are equal can
be enforced by the linear constraint Ax = 0, where x =
(x1, . . . , xn) where each xi is a sub-vector of dimension d
and A is a dn× dn matrix defined as the Kronecker product
between communication matrix P and Id, i.e., A = P ⊗ Id.
Lemma 1. Under Assumption 1, the constraint Ax = 0
guarantees that xi = xj for all i, j ∈ V .
Using Lemma 1, under Assumption 1, we can reformulate
optimization problem (1) as
min
x∈Rnd
F (x) (3)
s.t. Ax = 0,
where F (x) =
∑n
i=1 fi(xi).
Assumption 2. The optimal solution set of problem (3) is non-
empty. We let x∗ denote an optimal solution of the problem
(3).
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B. Multiagent Distributed ADMM
In this section, we propose a distributed ADMM algorithm
to solve problem (3). We first use a reformulation technique
(this technique was introduced in [58] to separate optimiza-
tion variables in a constraint, allowing them to be updated
simultaneously in an ADMM iteration), which allows us to
separate each constraint associated with a node into multiple
constraints that involve only the variable corresponding to one
of the neighboring nodes. We expand the constraint Ax = 0
so that for each node i, we have
∑
j∈N(i) Aijxj = 0, where
Aij = Pij ⊗ Id is a d × d matrix. We let Aijxj = zij ∈ Rd
to obtain the following reformulation:
min
x, z
F (x)
s.t. Aijxj = zij , for i = 1, . . . , n, j ∈ N(i),∑
j∈N(i)
zij = 0, for i = 1, . . . , n. (4)
For each equality constraint in (4), we let λij ∈ Rd be
the corresponding Lagrange multiplier and form the aug-
mented Lagrangian function by adding a quadratic penalty
with penalty parameter c > 0 for feasibility violation to the
Lagrangian function as
Lc(x, z, λ) = F (x) +
n∑
i=1
∑
j∈N(i)
λ′ij(Aijxj − zij)
+
c
2
n∑
i=1
∑
j∈N(i)
||Aijxj − zij ||22.
We now use ADMM algorithm (see e.g. [59]). ADMM
algorithm generates primal-dual sequences {xj(t)}, {zij(t)},
and {λij(t)} which at iteration t+ 1 are updated as follows:
1) For any j = 1, . . . , n, we update xj as
xj(t+ 1) ∈ argminxj∈RdLc(x, z(t), λ(t)). (5)
2) For any i = 1, . . . , n, we update the vector zi =
[zij ]j∈N(i) as
zi(t+ 1) ∈ argminzi∈ZiLc(x(t + 1), z, λ(t))., (6)
where Zi = {zi |
∑
j∈N(i) zij = 0}.
3) For i = 1, . . . , n and j ∈ N(i) we update λij as
λij(t+ 1) = λij(t) + c(Aijxj(t+ 1)− zij(t+ 1)).
(7)
One can implement this algorithm in a distributed manner,
where node i maintains variables λij(t) and zij(t) for all j ∈
N(i) ([46]). However, using the inherent symmetries in the
problem, we can significantly reduce the number of variables
that each node requires to maintain from O(|E|) to O(|V |).
We first show that for all t, i, and j ∈ N(i), we have
λij(t) = pi(t). This reduction shows that the algorithm need
not maintain dual variables λij(t) for each i and its neighbors
j, but instead can operate with the lower dimensional node-
based dual variable pi(t). The dual variable pi(t) can be
updated using primal variables xj(t) for all j ∈ N(i). The
second observation is that zij(t) = Aijxj(t) − yi(t), where
Algorithm 1 Multiagent Distributed ADMM
• Initialization: xi(0), yi(0), and pi(0) all in Rd, for any
i ∈ V and matrix A ∈ Rnd×nd.
• Algorithm:
1) for i = 1, . . . , n, let
xi(t+ 1) ∈ argminxi∈Rdfi(xi) +
∑
j∈N(i)
(p′j(t)Ajixi
+
c
2
||yj(t) +Aji(xi − xi(t)||22).
2) for i = 1, . . . , n, let
yi(t+ 1) =
1
di + 1
∑
j∈N(i)
Aijxj(t+ 1).
3) for i = 1, . . . , n, let
pi(t+ 1) = pi(t) + cyi(t+ 1)
• Output: {xi(t)}∞t=0 for any i ∈ V .
yi(t) =
1
di+1
(
[A]i
)′
x(t) and
(
[A]i
)′
= (Pi1, . . . , Pin) ⊗ Id.
This reduction shows that the algorithm need not maintain
primal variables zij(t) for each i and its neighbors j, but
instead can operate with the lower dimensional node-based
primal variables yi(t), where yi(t) is node i’s estimate of the
primal variable (obtained as the average of primal variables of
his own neighbors). The aforementioned reductions are shown
in the following proposition.
Proposition 1. The sequence {xi(t)}∞t=0 for i = 1, . . . , n
generated by implementing the steps presented in Algorithm
(1) is the same as the sequence generated by the ADMM
algorithm.
The steps of the algorithm can be implemented in a
distributed way, meaning that each node first updates her
estimates based on the information received from her neigh-
boring nodes and then broadcasts her updated estimates to
her neighboring nodes. Each node i maintains local variables
xi(t), yi(t), and pi(t) and updates these variables using
communication with its neighbors as follows:
• At the end of iteration t, each node i sends out pi(t) and
yi(t) to all of its neighbors and then each node such as j
uses yi(t) and pi(t) of all i ∈ N(j) to update xj(t+ 1)
as in step 1.
• Each node j sends out xj(t + 1) to all of its neighbors
and then each node such as i computes yi(t + 1) as in
step 2.
• Each node i updates pi(t+ 1) as in step 3.
Using this algorithm agent i need to store only three variables,
xi(t), yi(t), and pi(t) and update them at each iteration. Also,
each agent need to communicate only with (broadcast her
estimates to) its neighbors. Therefore, the overall storage re-
quirement is 3|V | and the overall communication requirement
at each iteration is |E|.
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III. PRELIMINARY RESULTS
In this section, we present the preliminary results that we
will use to establish our convergence rate. we define
∂F (x) = {h ∈ Rnd : h = (h1(x1)′, . . . ,∇hn(xn)′)′
, hi(xi) ∈ ∂fi(xi)},
where for each i, ∂fi(xi) denotes subdifferential of fi at xi,
i.e., the set of all subgradients of fi at xi. In what follows,
for notational simplicity we assume d = 1, i.e., in (3) x ∈ R.
All the analysis generalizes to the case with x ∈ Rd. We first
provide a compact representation of the evolution of primal
vector x(t) that will be used in the convergence proof. This
is a core step in proving the convergence rate as it eliminates
the dependence on the other variables yi(t) and pi(t). Let M
be a n × n diagonal matrix with Mii =
∑
j∈N(i) A
2
ji and D
be a n× n diagonal matrix with Dii = di + 1.
Lemma 2 (Perturbed Linear Update). The update of Algo-
rithm 1 can be written as
x(t+ 1) =− 1
c
M−1h(x(t+ 1)) +
(
I −M−1A′D−1A)x(t)
−M−1(A′D−1A)
t∑
s=0
x(s),
for some h(x(t+ 1)) ∈ ∂F (x(t+ 1)).
Lemma 2 shows x(t+1) can be written as a perturbed linear
combination of {x(s)}ts=0 with the perturbation being the term
− 1cM−1h(x(t + 1)). The intuition behind the convergence
rate analysis is that the linear term that relates x(t + 1) to
x(0), . . . ,x(t) guarantees that the sequence x(t) converges to
a consensus point where xi(t) = xj(t) for all i, j ∈ V ; and
the perturbation term − 1cM−1h(x(t+1)) guarantees that the
converging point minimizes the objective function F (x) =∑n
i=1 fi(xi).
IV. SUB-LINEAR RATE OF CONVERGENCE
In this section, we show the sublinear rate of conver-
gence. We define two auxiliary sequences that we will use
in proving the convergence rates. Since A′D−1A is positive
semidefinite (see Lemma 6 in the appendix), we can define
Q = (A′D−1A)1/2. In other words, we let Q = V Σ1/2V ′,
where A′D−1A = VΣV ′ is the singular value decomposition
of the symmetric matrix A′D−1A. We define the auxiliary
sequences
r(t) =
t∑
s=0
Qx(s),
and
q(t) =
(
r(t)
x(t)
)
.
We also let
G =
(
I 0
0 M −A′D−1A
)
.
Next, we show a proposition that bounds the function value
at each iteration.
Proposition 2. For any r ∈ Rd and t, the sequence generated
by Algorithm 1 satisfies:
2
c
(F (x(t + 1))− F (x∗)) + 2r′Qx(t+ 1)
≤ ||q(t) − q∗||2G − ||q(t+ 1)− q∗||2G − ||q(t)− q(t+ 1)||2G,
where q∗ =
(
r∗
x∗
)
.
In order to obtain O(1/T ) convergence rate, we consider
the performance of the algorithm at the ergodic vector defined
as xˆ(T ) = (xˆ1(T ), . . . , xˆn(T )), where
xˆi(T ) =
1
T
T∑
t=1
xi(t),
for any i = 1, . . . , n. Note that each agent i can construct
this vector by simple recursive time-averaging of its estimate
xi(t). Let (x∗, rˆ) be a primal-dual optimal solution of
min
Qx=0
F (x).
Since null(Q) = null(P ), under Assumption (1), the optimal
primal solution of this problem is the same as of the original
problem (3) Next, we show both objective function and
feasibility violation converges with rate O( 1T ) to the optimal
value.
Theorem 1. For any T , we have
|F (xˆ(T ))− F (x∗)| ≤ c
2T
(||x(0)− x∗||2M−A′D−1A)
+
c
2T
(
max{||r(0)− 2rˆ||22, ||r(0)||22}
)
.
We also have
||Qxˆ(T )||2 ≤ 1
2T
(||x(0)− x∗||2M−A′D−1A)
+
1
2T
(
2||r(0)− rˆ||22 + 2
)
.
This theorem shows that the objective function at the
ergodic average of the sequence of estimates generated by
Algorithm 1 converges with rate O( 1T ) to the optimal solution.
We next characterize the network effect on the performance
guarantee.
Theorem 2. For any T , starting form x(0) = 0, we have
|F (xˆ(T ))− F (x∗)| ≤ c
2T
||x∗||22λM +
2
cT
U2
λ˜m
,
and
||Qxˆ(T )|| ≤ 1
2T
||x∗||22λM +
1
2T
(
2 + 2
U2
c2λ˜m
)
,
where U is a bound on the subgradients of the function F
at x∗, i.e., ‖v‖ ≤ U for all v ∈ ∂F (x∗), λ˜m is the smallest
non-zero eigen value of A′D−1A, and λM is the largest eigen
value of M −A′D−1A.
Remark 1. Both the optimality of the objective function value
at the ergodic average and the feasibility violation converge
with rate O( 1T ). Our guaranteed rates show a novel depen-
dency on the network structure and communication matrix
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through λ˜m and λM . Therefore, for a given function, in order
to obtain a better performance guarantee we need to maximize
λ˜m and minimize λM . In Section (VI) we show that these
terms depend on the algebraic connectivity of the network and
provide explicit dependencies solely on the network structure
when the communication matrix is the Laplacian of the graph.
V. LINEAR RATE OF CONVERGENCE
In order to show the linear rate of convergence, we adopt
the following standard assumptions.
Assumption 3 (Strongly convex and Lipschitz Gradient).
For any i = 1, . . . , n, the function fi is differentiable and has
Lipschitz continuous gradient, i.e.,
|∇fi(x)−∇fi(y)| ≤ Lfi ||x− y||2, for any x, y ∈ Rd,
for some Lfi ≥ 0. The function fi is also strongly convex
with parameter νfi > 0, i.e., fi(x) − νfi2 ||x||22 is convex.
We let ν = min1≤i≤n νfi and L = max1≤i≤n Lfi , and
define the condition number of F (x) (or the condition number
of problem (3)) as κf = Lν . Note that when the functions are
differentiable, we have
∇F (x) = (∇f1(x1)′, . . . ,∇fn(xn)′)′ ∈ Rnd.
Assumption 3 results in the following standard inequalities
for the aggregate function F (x).
Lemma 3. (a) Under Assumption 3, for any x,y ∈ Rnd, we
have
(∇F (x) −∇F (y))′(x− y) ≥ ν||x− y||22.
(b) Under Assumption 3, for any x,y ∈ Rnd, we have
(∇F (x) −∇F (y))′(x− y) ≥ 1
L
||∇F (x)−∇F (y)||22.
(c) Under convexity assumption, for any x,y ∈ Rnd and
h(x) ∈ ∂F (x) we have
(x− y)′h(x) ≥ F (x)− F (y).
Under Assumption (3) we show that the sequence generated
by Algorithm (1) converges linearly to the optimal solution
(which is unique under these assumptions). The idea is to use
strong convexity and Lipschitz gradient property of F (x) in
order to show that the G-norm of sequence q(t)−q∗ contracts
at each iteration, providing a linear rate.
Theorem 3. Suppose Assumptions 1, 2, and 3 hold. For any
value of the penalty parameter c > 0 and β ∈ (0, 1), the
sequence generated by Algorithm 1 {x(t)}∞t=1 satisfies
||x(t)− x∗||22 ≤
(
1
1 + δ
)t
||q(0)− q∗||22,
where
δ ≤ min
{
2βν
cλM (1 +
2
λ˜m
)
,
(1 − β)cλ˜m
L
}
,
and λ˜m is the smallest non-zero eigen value of A′D−1A, λM
is the largest eigen value of M −A′D−1A.
The rate of convergence in Theorem 3 holds for any choice
of penalty parameter c > 0. In other words, for any choice
of c > 0, the convergence rate is linear. We now optimize
the rate of convergence over all choices of c and provide an
explicit convergence rate estimate that highlights dependence
on the condition number of the problem.
Theorem 4. Suppose Assumptions 1, 2, and 3 hold. Let
{x(t)}∞t=1 be the sequence generated by Algorithm 1. There
exist c > 0 for which we have
||x(t)− x∗||22 ≤ ρt||q(0)− q∗||22,
where the rate ρ < 1 is given by
ρ =
(
1 +
1
2
√
2λ˜2m
λM (2 + λ˜m)
1
κf
)−1
.
Remark 2. This result shows that within O
(√
κf log
(
1
ǫ
))
iterations, the estimates {x(t)} reach an ǫ- neighborhood of
the optimal solution. Our rate estimate has a √κf dependence
which improves on the linear condition number dependence
provided in the convergence analysis of edge-based ADMM
in [47]. The network dependence in our rate estimates is
captured through λ˜m and λM . In particular, the larger λ˜m
and the smaller λM results in a faster rate of convergence.
In Section (VI) we will explicitly show the network effect in
the convergence rate and provide numerical results that illus-
trate the performance for networks with different connectivity
properties.
VI. NETWORK EFFECTS
We can choose communication matrix P (and the corre-
sponding matrix A) in the Algorithm 1 to be any matrix
that satisfies Assumption (1). One natural choice for the
matrix P is the Laplacian of the graph which leads to having
Aij = Aji = −1 for all j ∈ N(i) \ {i} and Aii = di. Using
Laplacian as the communication matrix we can now capture
the effect of network structure in the convergence rate.
A. Network Effect in Sub-linear Rate
The following proposition explicitly show the networks
dependence in the bounds provided in Theorem 2.
Proposition 3. For any T , starting form x(0) = 0 and using
standard Laplacian as the communication matrix, we have
|F (xˆ(T ))− F (x∗)| ≤ c
2T
||x∗||22
(
4d2max
)
+
2
cT
U2
2dmax
a(G)2
,
and
||Qxˆ(T )|| ≤ 1
2T
||x∗||22
(
4d2max
)
+
1
2T
(
2 +
2U2
c2
2dmax
a(G)2
)
,
where U is a bound on the subgradients of the function F
at x∗, i.e., ‖v‖ ≤ U for all v ∈ ∂F (x∗) and a(G) is the
algebraic connectivity of the graph.
Therefore, highly connected graphs with larger algebraic
connectivity has a faster convergence rate (see e.g. [60], [61]
for an overview of the results on algebraic connectivity).
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Iteration number
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x
(t
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−
x
∗
||
2
10-8
10-6
10-4
10-2
100
102
d=15
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d=10
Fig. 1: Performance of Algorithm 1 for three d-regular graphs
with d = 10, 20, 30. The y axis is logarithmic to show the
linear convergence rate.
B. Network Effect in Linear Rate
The following proposition explicitly show the networks
dependence in the bound provided in Theorem 4.
Proposition 4. Suppose Assumptions 1, 2, and 3 hold. Using
standard Laplacian as the communication matrix, in order
to reach an ǫ-optimal solution O
(√
κf
√
d4max
dmina2(G)
log
(
1
ǫ
))
iterations suffice.
Both of our guaranteed rates for sub-linear and linear
rates depends on three parameters dmax, dmin and a(G). The
convergence rate is faster for larger dmin and smaller dmax.
Finally, the convergence rate is faster for larger algebraic
connectivity a(G).
Example 2. To provide more intuition on the networks
dependence, we focus on d-regular graphs with matrix P equal
to Laplacian of the graph. In this setting, we have: λ˜m = a(G)
2
d+1
and λM = d(d+1), where a(G) is the algebraic connectivity
of the graph. Thus in this case the iteration complexity is
O
(√
κf
√
d3
a2(G) log
(
1
ǫ
)) (note that this bound matches the
one provided in Proposition 4). For d-regular graphs there
exist good expanders such as Ramanujan graphs for which
a(G) = O(d) (see e.g. [62]). In Figure 1, we compare the
performance of our algorithm for several regular graphs. The
choice of function is F (x) = 12
∑n
i=1(x − ai)2 where ai
is a scalar that is known only to machine i (where ai = i
for i = 1, . . . , n). The communication matrix used in these
experiments is the Laplacian of the graph. This problem
appears in distributed estimation where the goal is to estimate
the parameter x∗, using local measurements ai = x∗ +Ni at
each machine i = 1, . . . , n. Here Ni represents measurements
noise, which we assume to be jointly Gaussian with mean
zero and variance one. The maximum likelihood estimate is
the minimizer x∗ of F (x).
VII. CONCLUSION
We proposed a novel distributed algorithm based on Alter-
nating Direction Method of Multipliers (ADMM) to minimize
the sum of locally known convex functions. We first showed
that ADMM can be implemented by only keeping track of
some node-based variables. We then showed that our algorithm
reaches ǫ-optimal solution in O
(
1
ǫ
)
number of iterations for
convex functions and in
(√
κf log
(
1
ǫ
))
iterations for strongly
convex and Lipschitz functions. Our analysis shows that the
performance of our algorithm depends on the algebraic con-
nectivity of the graph, the minimum degree of the nodes, and
the maximum degree of the nodes. Finally, we illustrated the
performance of our algorithm with numerical examples.
APPENDIX
A. Proof of Lemma 1
Consider the k-th coordinate of all xi’s and form a n × 1
vector xk. From Ax = 0 and the fact that A = P ⊗ I , we
obtain that Pxk = 0. This shows that xk ∈ null(P ). Using
Assumption 1, we have xk ∈ span({1}), which guarantees that
all entries of xk are equal. Similarly, for any k = 1, . . . , d, the
k-th entries of all xi’s are equal. This leads to xi = xj for all
i, j ∈ V .
B. Proof of Lemma 2
Using the first step of Algorithm (1) for i, we can write
xi(t+ 1) as
hi(x(t+ 1)) +
∑
j∈N(i)
Ajipj(t)
+ c
∑
j∈N(i)
Aji(yj(t) +Ajixi(t+ 1)−Ajixi(t)) = 0, (8)
where hi(x(t+1)) = f ′i(xi(t+1)) for differentiable functions
and hi(x(t + 1)) ∈ ∂fi(xi(t + 1)) in general. We next use
second and third steps of Algorithm (1) to write pi(t) and
yi(t) in terms of (x(0), . . . ,x(t)). Using the update for j, we
have∑
j∈N(i)
pj(t)Aji =
∑
j∈N(i)
Aji
t∑
s=0
c
di + 1
t∑
s=0
([A]j)′x(s)
= c
t∑
s=0
[A′D−1Ax(s)]i. (9)
Moreover, we can write the term
∑
j∈N(i) Ajiyj(t) based on
the sequence (x(0), . . . ,x(t)) as follows∑
j∈N(i)
Ajiyj(t) =
∑
j∈N(i)
Aji
1
dj + 1
([A]j)′x(t)
= [A′D−1Ax(t)]i. (10)
Substituting (9) and (10) in (8), we can write the update of
xi(t + 1) in terms of the sequence (x(0), . . . ,x(t)), which
then can compactly be written as
cMx(t+ 1) = −h(x(t+ 1)) + c (M −A′D−1A)x(t)
− c(A′D−1A)
t∑
s=0
x(s),
where h(x(t + 1)) = ∇F (x(t + 1)) if the functions are
differentiable and h(x(t + 1)) ∈ ∂F (x(t + 1)) in general.
Left multiplying by 1cM
−1
, completes the proof.
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C. Proof of Proposition 2
We first show a lemma that we will use in the proof of this
proposition. The following lemma shows the relation between
the auxiliary sequence r(t) and the primal sequence x(t).
Lemma 4. Suppose Assumptions 1 and 2 hold. The sequence
{x(t), r(t)}∞t=0 satisfies
(M −A′D−1A)(x(t + 1)− x(t))
= −Qr(t+ 1)− 1
c
h(x(t + 1)),
for some h(x(t+ 1)) ∈ ∂F (x(t+ 1)).
Proof: Using Lemma 2 we have
M(x(t+ 1)− x(t)) = −1
c
h(x(t + 1))
− (A′D−1A)x(t) − (A′D−1A)
t∑
s=0
x(s).
We subtract (A′D−1A)x(t+1) from both sides and rearrange
the terms to obtain
(M −A′D−1A)(x(t + 1)− x(t))
= −A′D−1A
t+1∑
s=0
x(s) − 1
c
h(x(t+ 1)).
Using QQ = A′D−1A, yields
(M −A′D−1A)(x(t + 1)− x(t))
= −Qr(t+ 1)− 1
c
h(x(t + 1)).
Back to the proof of Proposition 2: Using Lemma 7 and
Lemma 3 part (c), we have that
2
c
(F (x(t+ 1))− F (x∗)) + 2r′Qx(t+ 1)
≤ 2
c
(x(t + 1)− x∗)′h(x(t+ 1)) + 2r′Qx(t+ 1)
= 2(x(t+ 1)− x∗)′(−Q(r(t+ 1)− r)
− (M −A′D−1A)(x(t+ 1)− x(t)))
= 2(r(t+ 1)− r(t))′ (−r(t+ 1) + r)
− 2(x(t+ 1)− x∗)′(M −A′D−1A)(x(t + 1)− x(t))
=
(||r(t)− r∗||22 − ||r(t+ 1)− r||22 − ||r(t) − r(t+ 1)||22)
+ (||x(t) − x∗||2(M−A′D−1A) − ||x(t+ 1)− x∗||2(M−A′D−1A)
− ||x(t) − x(t+ 1)||2(M−A′D−1A))
= ||q(t)− q∗||2G − ||q(t+ 1)− q∗||2G − ||q(t)− q(t+ 1)||2G.
D. Proof of Theorem 1
Taking summation of the relation given in Proposition 2
from t = 0 up to t = T , we obtain that
T∑
t=0
F (x(t)) − F (x∗) + cr′Qx(t) ≤ c
2
||q(0)− q||2G.
Using convexity of the functions and Jensen’s inequality, we
obtain
F (xˆ(T ))− F (x∗) + cr′Qxˆ(T ) ≤ c
2T
||q(0)− q||2G.
Letting r = 0, yields
F (xˆ(T ))− F (x∗)
≤ c
2T
(||x(0)− x∗||2M−A′D−1A + ||r(0)||22) . (11)
From saddle point inequality, we have
F (x∗) ≤ F (xˆ(T )) + crˆ′Qxˆ(T ), (12)
which implies
F (x∗)− F (xˆ(T )) ≤ crˆ′Qxˆ(T ). (13)
Next, we will bound the term rˆ′Qxˆ(T ). We add the term
crˆ′Qxˆ(T ) to both sides of (12) to obtain
crˆ′Qxˆ(T ) ≤ F (xˆ(T ))− F (x∗) + 2crˆ′Qxˆ(T ). (14)
Again, using Proposition 2 to bound the right-hand side of
(14), we obtain
cr∗′Qxˆ(T ) ≤ c
2T
(||x(0)− x∗||2M−A′D−1A + ||r(0)− 2rˆ||22) .
(15)
Using (15) to bound the right-hand side of (13), and then
combining the result with (12), we obtain
|F (xˆ(T ))− F (x∗)| ≤ c
2T
(||x(0)− x∗||2M−A′D−1A)
+
c
2T
(
max{||r(0)− 2rˆ||22, ||r(0)||22}
)
.
We next bound the feasibility violation. Using Proposition 2
with r = rˆ+ Qxˆ(T )||Qxˆ(T )|| , we have
F (xˆ(T ))− F (x∗) + cr∗′Qxˆ(T ) + c||Qxˆ(T )||
≤ c
2T
(||x(0)− x∗||2M−A′D−1A)
+
c
2T
(
||r(0)− rˆ− Qxˆ(T )||Qxˆ(T )|| ||
2
2
)
.
Since (x∗, rˆ) is a primal-dual optimal solution, using saddle
point inequality, we have that
F (xˆ(T ))− F (x∗) + crˆ′Qxˆ(T ) ≥ 0.
Combining the two previous relations, we obtain
||Qxˆ(T )||2 ≤ 1
2T
(||x(0)− x∗||2M−A′D−1A)
+
1
2T
(
||r(0)− rˆ− Qxˆ(T )||Qxˆ(T )|| ||
2
2
)
.
Since
||r(0)− rˆ− Qxˆ(T )||Qxˆ(T )|| ||
2
2 ≤ 2||r(0)− rˆ||22 + 2,
we can further bound ||Qxˆ(T )|| as
||Qxˆ(T )||2 ≤ 1
2T
(||x(0)− x∗||2M−A′D−1A)
+
1
2T
(
2||r(0)− rˆ||22 + 2
)
.
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E. Proof of Theorem 2
We first show a lemma that bounds the norm of dual optimal
solution of (16).
Lemma 5. Let x∗ be an optimal solution for problem (3).
There exists an optimal dual solution r˜ for problem
min
cQx=0
F (x), (16)
that satisfies
||r˜||22 ≤
U2
c2λ˜m
,
where U is a bound on the subgradients of the function F at
x∗, i.e., ‖v‖ ≤ U for all v ∈ ∂F (x∗), and λ˜m is the smallest
non-zero eigen-value of A′D−1A.
Proof: There exists an optimal primal-dual solution for
problem (16) such that (x∗, rˆ) is a saddle point of the
Lagrangian function, i.e., for any x ∈ Rn,
F (x∗)− F (x) ≤ crˆ′Q(x− x∗). (17)
Note that (x∗, rˆ) satisfies saddle point inequality if and only
if it satisfies the inequality given in (17). Equation (17) shows
that crˆ′Q ∈ ∂F (x∗). Let crˆ′Q = v′ ∈ ∂F (x∗). We will use
this rˆ to construct r˜ such that cr˜′Q = v′ and hence we would
have
F (x∗)− F (x) ≤ cr˜′Q(x− x∗),
meaning (x∗, r˜) satisfies the saddle point inequality. This
shows that (x∗, r˜) is an optimal primal-dual solution (see
section 6 of [59]). Moreover, we choose r˜ to satisfy the
statement of lemma.
Let Q =
∑r
i=1 uiσiv
′
i be the singular value decomposition
of Q, where rank(Q) = r. Since crˆ′Q = v′, v belongs to the
span of {cv1, . . . , cvr} and can be written as v = c
∑r
i=1 civi
for some coefficients ci’s . Let r˜ =
∑r
i=1
ci
σi
ui. By this choice
of r˜ we have cr˜′Q = c
∑r
i=1 civi = v
′
. This choice also
yields
||r˜||2 =
r∑
i=1
c2i
σ2i
≤
r∑
i=1
c2i
λ˜m
=
1
σ2min
r∑
i=1
c2i
=
1
c2λ˜m
||v||2 ≤ 1
c2λ˜m
U2,
where we used the bound on the subgradient to obtain the
last inequality. Since r˜′Q = v′ ∈ ∂F (x∗), (x∗, r˜) satisfies the
saddle point inequality.
Next, we use this lemma to analyze the network effect.
Using Theorem 1 with zero initial condition, we have
|F (xˆ(T ))− F (x∗)| ≤ c
2T
||x∗||2M−A′D−1A +
2
cT
U2
λ˜m
,
and
||Qxˆ(T )|| ≤ 1
2T
||x∗||2M−A′D−1A +
1
2T
(
2 + 2
U2
c2λ˜m
)
.
Using ||x∗||2M−A′D−1A ≤ λM ||x∗||22 completes the proof.
F. Proof of Lemma 3
For any i, since fi(x) − νfi2 ||x||2 is convex, ∇(fi(x) −νfi
2 ||x||2) is monotone and we have
〈∇fi(x)−∇fi(y), x− y〉 − νfi ||x− y||2 ≥ 0.
Since ν ≤ νfi , we obtain
〈∇fi(x)−∇fi(y), x− y〉 − ν||x− y||2 ≥ 0,
which results in
(∇F (x) −∇F (y))′(x− y) ≥ ν||x − y||22,
this completes the proof of part (a). We now prove part (b).
For any x, y ∈ Rn, we have
fi(y) = fi(x) +
∫ 1
0
〈∇fi(x+ τ(y − x)), y − x〉 dτ
= fi(x) + 〈∇fi(x), y − x〉
+
∫ 1
0
〈∇fi((1− τ)x + τy)−∇fi(x), y − x〉 dτ
≤ fi(x) + 〈∇f(x), y − x〉
+
∫ 1
0
||∇fi((1− τ)x + τy)−∇fi(x)||||y − x||dτ
≤ fi(x) + 〈∇fi(x), y − x〉+ Lfi ||y − x||2
∫ 1
0
τdτ
= fi(x) + 〈∇fi(x), y − x〉+ Lfi
2
||y − x||2.
Let φx(y) = fi(y) − 〈∇fi(x), y〉. Note that φx(y) has
Lipschitz gradient with parameter Lfi . Moreover, we have that
miny φx(y) = φx(x), since
∇φx(y) = ∇fi(y)−∇fi(x)
is zero for y = x. Therefore, using the previous relation, we
have that
φx(y)− φx(x) = fi(y)− fi(x)− 〈∇fi(x), y − x〉
≥ 1
2Lfi
||∇φx(y)|| = 1
2Lfi
||∇fi(y)−∇fi(x)||2.
Using the previous relation , we have
fi(y)− fi(x) − 〈∇fi(x), y − x〉 ≥ 1
2Lfi
||∇fi(y)−∇fi(x)||2.
We also have
fi(x) − fi(y)− 〈∇fi(y), x− y〉 ≥ 1
2Lfi
||∇fi(y)−∇fi(x)||2.
We add the two preceding relations to obtain
〈∇fi(x)−∇fi(y), x− y〉 ≥ 1
Lfi
||∇fi(y)−∇fi(x)||2,
for any i = 1, . . . , n. Combining this relation for all i’s
completes the proof.
Finally, we prove part (c). Let h = (h′1, . . . , h′n)′. By definition
of subgradient, for any i ∈ V we have
hi(xi(t+ 1))
′(xi − yi) ≥ fi(xi)− fi(yi).
Taking summation of this inequality for all i = 1, . . . , n shows
that
h(x)′(x− y) ≥ F (x)− F (y).
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G. Proof of Theorem 3
We first show two lemmas that we use in the proof
of this theorem. The first lemma shows that both matrices
M −A′D−1A and A′D−1A are positive semidefinite and the
second lemma shows a relation between the sequences q(t),
r(t), and x(t) same as the one shown in Lemma 7.
Lemma 6. The matrices M − A′D−1A and A′D−1A are
positive semidefinite.
Proof: Both matrices are clearly symmetric. We first show
M −A′D−1A is positive semidefinite. By definition, we have
[M −A′D−1A]ii = Mii −
∑
l
AliAli
1
dl + 1
=
∑
l
A2li
dl
dl + 1
.
We also have
[M −A′D−1A]ij = −
∑
l
AliAlj
1
dl + 1
.
Therefore,∑
j 6=i
|[M −A′D−1A]ij | =
∑
j 6=i
|
∑
l
AliAlj
1
dl + 1
|
≤
∑
l
|Ali | 1
dl + 1
|
∑
j 6=i
Alj | =
∑
l
A2li
1
dl + 1
,
where we used the fact that
∑n
j=1Alj = 0, for any l.
Therefore, by Greshgorin Circle Theorem, for any eigen value
µ of M −A′D−1A, for some i we have
|µ− [M −A′D−1A]ii| ≤
∑
j 6=i
|[M −A′D−1A]ij |,
which leads to
µ ≥ [M −A′D−1A]ii −
∑
j 6=i
|[M −A′D−1A]ij |
≥
∑
l
A2li
(
dl − 1
dl + 1
)
≥ 0,
where we used the fact that dl ≥ 1 that evidently holds. We
next show that A′D−1A is positive semidefinite. We have
[A′D−1A]ii =
∑
l
A2li
1
dl + 1
We also have∑
j 6=i
|[A′D−1A]ij | =
∑
j 6=i
|
∑
l
AliAlj
1
dl + 1
|
≤
∑
l
|Ali | 1
dl + 1
|
∑
j 6=i
Alj | =
∑
l
A2li
1
dl + 1
.
Since [A′D−1A]ii ≥
∑
j 6=i |[A′D−1A]ij |, similarly, by
Greshgorin Circle Theorem, the matrix A′D−1A is positive
semidefinite.
Lemma 7. Suppose Assumptions 1 and 2 hold. For differen-
tiable functions, the sequence {x(t), r(t)}∞t=0 satisfies
(M −A′D−1A)(x(t + 1)− x(t))
= −Q(r(t+ 1)− r∗)− 1
c
(∇F (x(t+ 1))−∇F (x∗)),
for some r∗ that satisfies Qr∗ + 1c∇F (x∗) = 0. Moreover, r∗
belongs to the column span of Q.
Proof: Using Lemma 2 for differentiable functions we
have
M(x(t+ 1)− x(t)) = −1
c
∇F (x(t + 1))
− (A′D−1A)x(t) − (A′D−1A)
t∑
s=0
x(s).
We subtract (A′D−1A)x(t+1) from both sides and rearrange
the terms to obtain
(M −A′D−1A)(x(t + 1)− x(t))
= −A′D−1A
t+1∑
s=0
x(s)− 1
c
∇F (x(t+ 1)).
Using QQ = A′D−1A, yields
(M −A′D−1A)(x(t + 1)− x(t))
= −Qr(t+ 1)− 1
c
∇F (x(t + 1)).
We next show there exist r∗ such that Qr∗ + 1c∇F (x∗) = 0.
First note that both column space (range) and null space of
Q and A′D−1A are the same. Since span(Q) ⊕ null(Q) =
R
n
, we have ∇F (x∗) ∈ span(Q) ⊕ null(Q) = span(Q) ⊕
span{1} as null(Q) = span{1}. Since 1′∇F (x∗) = 0, we
can write ∇F (x∗) as a linear combination of column vectors
of Q. Therefore, there exist r such that 1c∇F (x∗) = −Qr.
Let r∗ = ProjQr to obtain Qr = Qr∗ where r∗ lies in the
column space of Q. Part (b) simply follows from the same
lines of argument.
Back to the proof of Theorem 3: Note that since M −
A′D−1A is positive semidefinite,
〈., .〉 : R2n × R2n 7→ R
〈q1,q2〉 = q′1Gq2,
where
G =
(
I 0
0 M −A′D−1A
)
is a semi-inner product.2 We first show that for a δ given by
the statement of theorem, we have
||q(t+ 1)− q∗||2G ≤
(
1
1 + δ
)
||q(t)− q∗||2G. (18)
2This means it satisfies conjugate symmetry, linearity and semipositive-
definiteness (instead of positive-definiteness).
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Using Lemma (3) and Lemma (7), we have
2
c
ν||x(t + 1)− x∗||22
≤ 2
c
(x(t + 1)− x∗)′(∇F (x(t + 1))−∇F (x∗))
= 2(x(t+ 1)− x∗)′(Q(r∗ − r(t+ 1)))
+ 2(x(t+ 1)− x∗)′(M −A′D−1A)(x(t) − x(t+ 1))
= 2(r(t+ 1)− r(t))′(r∗ − r(t+ 1))
+ 2(x(t+ 1)− x(t))′(M −A′D−1A)(x∗ − x(t+ 1))
= 2(q(t+ 1)− q(t))′G(q∗ − r(t+ 1))
= ||q(t)− q∗||2G − ||q(t+ 1)− q∗||2G − ||q(t)− q(t+ 1)||2G.
(19)
Again, using Lemma (3) and Lemma (7), we have
2
c
1
L
||∇F (x(t+ 1))−∇F (x∗)||22
≤ ||q(t)− q∗||2G − ||q(t+ 1)− q∗||2G − ||q(t)− q(t+ 1)||2G.
(20)
Using (19) and (20), for any β ∈ (0, 1), we have
β
2
c
ν||x(t + 1)− x∗||22
+ (1− β)2
c
1
L
||∇F (x(t+ 1))−∇F (x∗)||22 (21)
≤||q(t)− q∗||2G − ||q(t+ 1)− q∗||2G − ||q(t)− q(t+ 1)||2G.
(22)
This yields to
||q(t)− q∗||2G − ||q(t+ 1)− q∗||2G
≥ ||q(t) − q(t+ 1)||2G + β
2
c
ν||x(t+ 1)− x∗||22
+ (1− β)2
c
1
L
||∇F (x(t+ 1))−∇F (x∗)||22. (23)
Comparing this relation with (18), it remains to show
||q(t)− q(t + 1)||2G + β
2
c
ν||x(t+ 1)− x∗||22
+ (1 − β)2
c
1
L
||∇F (x(t + 1))−∇F (x∗)||22
≥ δ||q(t+ 1)− q∗||2G,
which is equivalent to
||q(t) − q(t+ 1)||2G + ||x(t+ 1)− x∗||22νt
c
I−δ(M−A′D−1A)
+ (1− β)2
c
1
L
||∇F (x(t+ 1))−∇F (x∗)||22
≥ δ||r(t+ 1)− r∗||22. (24)
Using Lemma (6), in order to show this inequality it suffices
to show
||x(t+ 1)− x∗||22νt
c
I−δ(M−A′D−1A)
+ (1− β)2
c
1
L
||∇F (x(t+ 1))−∇F (x∗)||22
≥ δ||r(t+ 1)− r∗||22. (25)
Since both r(t+1) and r∗ are orthogonal to 1 and null(Q) =
span({1}), using Lemma (7), we obtain
δ||(r(t + 1)− r∗)||22 ≤
δ
λ˜m
||Q(r(t+ 1)− r∗)||22
≤ δ
λ˜m
||(M −A′D−1A)(x(t + 1)− x∗)
− 1
c
(∇F (x(t + 1))−∇F (x∗))||22
≤ 2δ
λ˜m
||(M −A′D−1A)(x(t + 1)− x∗)||22
+
2δ
λ˜m
||(∇F (x(t + 1))−∇F (x∗))||22
≤ 2δλM
λ˜m
||x(t + 1)− x∗||2M−A′D−1A
+
2δ
λ˜m
||(∇F (x(t + 1))−∇F (x∗))||22 (26)
Comparing (26) and (25), it suffices to have
δ ≤ min
{
2βν
cλM (1 +
2
λ˜m
)
,
(1− β)cλ˜m
L
}
.
This shows that (18) holds. Using (18) along with (19)
completes the proof.
H. Proof of Theorem 4
The largest possible δ that satisfies the constraint given in
Theorem 1 by maximizing over β ∈ (0, 1) is the solution of
2βν
cλM (1 +
2
λ˜m
)
=
(1 − β)cλ˜m
L
, (27)
which is β∗ = c
2λM (2+λ˜m)
2νL+c2λM (2+λ˜m)
. This in turn shows that the
maximum δ is equal to δ = 2β
∗ν
cλM (1+
2
λ˜m
)
. We now maximize
δ over choices of c, leading to
δ∗ =
1
2
√
2λ˜2m
λM (2 + λ˜m)
1
κf
.
I. Proof of Proposition 3
The bound provided in Theorem 2 depends on λ˜m. We have
that
λ˜m ≥ 1
dmax + 1
a(G)2,
where a(G) is the algebraic connectivity of the graph which
is the smallest non-zero eigenvalue of the Laplacian matrix.
Moreover, we have that
||M −A′D−1A||2 ≤ dmax(dmax+1) + 4d
2
max
dmin + 1
.
Plugging these two bounds in Theorem 2 an using the fact
that dmin ≥ 1 completes the proof.
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J. Proof of Proposition 4
Using Theorem 4, for large enough κf (small enough δ∗)
we have 1log(1+δ∗) ≥ 1δ∗ , in order to have ||x(t) − x∗||2 ≤ ǫ,
we need to have
t ≥ 1
log 1ρ
(
2 log(
1
ǫ
)− log( c
∗
2ν
||q(0)− q∗||2G)
)
≥ √κf
2
√
λM (2 + λ˜m)√
2λ˜m
(
2 log(
1
ǫ
)− log( c
∗
2ν
||q(0)− q∗||2G)
)
.
(28)
This shows that O
(√
κf
√
λM (2+λ˜m)
λ˜m
log(1ǫ )
)
iterations suf-
fice to have ||x(t) − x∗||2 ≤ ǫ. This bound depends on λ˜m
and λM . We have the following bounds
1
dmin + 1
a(G)2 ≥ λ˜m ≥ 1
dmax + 1
a(G)2.
and
λM ≤ dmax(dmax+1) + λmax(A)
2
dmin + 1
.
Using these two bounds along with λmax(A) ≤ 2dmax, we
obtain
λM (2 + λ˜m)
λ˜2m
≤ 16 d
4
max
dmina2(G)
.
Plugging this bound into (28) completes the proof.
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