Complete intersections and Gorenstein ideals  by Green, Edward L
JOURNAL OF ALGEBR.4 52, 264-273 (1478) 
Complete Intersections and Gorenstein Ideals 
EDWARD L. GREEN* 
Department of Mathematics, Virginia Polytechnic Institute, and 
State University, Blacksburg, Virginia 24061 
Communicated by D. Buchsbaum 
Received August 30, 1977 
All rings considered in this paper are noetherian commutative K-algebras, 
where K is a fixed field. A ring R is a Gorenstein ring if the injective dimension 
of R is finite. In a ring R, we say an ideal I is Gorenstein (respectively, zero 
dimensional) if R/I is Gorenstein (resp., zero dimensional). We say an ideal I 
is a complete intersection in R if I can be generated by an R-sequence. These 
concepts are related in that if an ideal I in a Gorenstein ring R is a zero dimen- 
sional complete intersection then it is also a zero dimensional Gorenstein ideal [3]. 
Both types of ideals play important roles in both algebraic geometry and 
commutative ring theory. The underlying goal of this paper is to demonstrate 
the utility of studying these ideals from a different point of view, one which has 
basically been overlooked. We are led to employ techniques which use only the 
tools of linear algebra and hence have the advantage of being algorithmic. 
The first main result of the paper is to give a simple method for determining 
when a zero dimensional Gorenstein ideal in a polynomial ring over k is in fact 
a complete intersection. Secondly, restricting our attention to homogeneous 
ideals, we show that if I is a homogeneous zero dimensional complete intersection, 
I must contain a polynomial of “small” degree; whereas this need not be true 
of homogeneous zero dimensional Gorenstein ideals. 
1. Blrsrcs AND NOTATION 
Unless otherwise stated, k will denote an arbitrary fixed field and R will 
denote the commutative polynomial ring k[X, ,..., x ] in n variables. We let J 
be the maximal ideal (xi ,..., x ) and Md be the set of monomials x:1 ... x”, such 
that a, + ... $ a, = d. Set M = (Jb, Mi . Suppose u: R -+ k is a k-linear 
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map. We let I(o) be the largest ideal contained in ker(o). The ideal 1(u) may also 
be described as the set of fE R such that the ideal (f ) is contained in ker(u). 
Setting V(u) = (m E M 1 u(m) # 0} we see that u: R --+ k is determined by the 
restriction u: V(u) -+ K* = K - (O} and conversely given a set map u: V + K* 
where V C M we get a uniquely defined linear map 6: R -+ k such that V(‘(6) = V 
and b restricted to I’ is a. We also have V(u) is a finite set if and only if /’ C I(u) 
for some 7 > 0. 
It is an easy consequence of a classical result [l, 61.31 that 
(1.1) if u: R -+ K is a K-linear map with Jr C I(u) for some r > 1, then 
R/l(u) is a zero dimensional Gorenstein ring. 
(1.2) if R/I is a zero dimensional Gorenstein ring and J’ C I for some r 
then I = I(u) for some K-linear map u: R + k. 
Thus a study of zero dimensional Gorenstein ideals in R containing a power 
of J can be achieved by the study of linear maps u: R + k with V(u) finite. 
It is natural to ask what data about R/I(u) and I(u) can be easily obtained from 
knowledge of a: V(u) -+ K*. This is the point of view we take in this paper. 
(For a study of noncommutative Frobenius algebras from a similar point of 
view see [2].) The reader at this time may object that this way of viewing zero 
dimensional Gorenstein ideals doesn’t even give a set of generators for I(u). 
At the end of this section we show how to easily determine a set of generators 
for I(u) from knowledge of u: I’( a -+ k* and in Section 2 we show that it is ) 
not much more difficult o also determine if I(u) is a complete intersection. First 
we note that the index of R/I( u can be determined immediately. Recall that ) 
the index of R/I(u) is the smallest Y such that rad(R/l(u))C = 0. Since R/I(u) is a 
local ring with maximal ideal J/1( a ) we see that the index of R/I(u) is the smallest 
r such that J’ C 1(u). It follows from the definition of I(u) that the index of 
R/l(u) is just 1 + max,,y(,) {8(m)}, where, iff E R, S(f) is the degree of J 
We now give some notations and conventions which will be kept throughout 
this paper. Let a: R + k be a K-linear map with V(u) finite. Suppose d = 
max,,,c,,{S(m)}. Then V(u) C &,, Mi . Let Md* = Ufzi Mi . Then the 
binomial coefficient ( n+z+l) equals cardinality of Ma* = dim, R/]d+2. Set 
a = (n+;+y * w e will be interested in a x a matrices with entries in k and in 
u-vectors (i.e., (a x I)-matrices). We will index the rows and columns of the 
a x a matrices by the elements of Md* and will speak of the mth-column or row 
where m E Md*. Similarly we will speak of the mth-entry in an u-vector. 
There is a natural k-linear map v: R -P {u-vectors} given by q(f) is the 
vector having mth-entry pm where f = QEM /&srn' and pm? E k. We also have 
a K-linear map 4: {u-vectors} --+ R given by #([oI,,J) = Cm+* cr,m. Note that 
S(#([(u,])) < d + 1, & = identity and #‘p = identity (modulo J”+“). 
We describe a matrix, determined by u, which will be of fundamental impor- 
tance in what follows. Let A(u) (or simply A when no confusion can arise) be 
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the a x a matrix having (m, m’)-entry u(mm’). Note that A(o) is a symmetric 
matrix. Let N@(a)) (or simply N(A)) be the null space of A. Since A(U) is 
easily constructed from u the following result shows that knowledge of (T im- 
mediately yields a set of generators for I(a). 
PROPOSITION 1.3. (a) Letf e R. Then f EI(u) Q v(f) E N(A). 
(b) If q ,..., 71~ span N(A) then #(q),..., #(v,) generate I(a). 
Proof. First note that if f E R then f EI(o) 9 (f) C ker(o) * u(mf) = 0 
for all m E M. Since I”+” C I(u) we get 
fEI(u) -h(f)EI(u) -u&/y(f)) =0 forall mEM*d. 
To prove (a), we let f E R and #p(f) = C Lym,m’, with 01,’ E K and the sum 
taken over m’ E M*, . Then if m E M*, , we have u(tm,@ f )) = Cm,EM*d a,,,(mm’). 
But the right hand side of this equality is just the mth-entry of A(u) y( f ). We 
conclude that f E I(u) -c+ p’(f) E N(A). 
To prove (b), we let or ,..., w, span N(A). Since Jd+l C I(u) we have Mdfl C 
I(u) and hence if m E Md+l then v(m) is a linear combination of the 71~‘s. Thus 
if m E Md then m is a linear combination of the #(oJ’s and we conclude J”+r C 
($(wJ,..., ~44). Now if f E $4 we have f - h(f) E I”+” C (#(q),..., 9(q.>). 
But v(f) E MA) by (4 and we get #v(f) is a linear combination of #(or), .. . , #(or). 
Thus f E ($(w,),..., #(wr)) and we are done. 1 
We end this section by introducing some more important matrices. For 
i = I,..., 71 let Bi be the (a x a)-matrix with entries in k where the (m, m’)-entry 
is 1 if m = xim’ and 0 otherwise. Then the B, are linear maps which describe 
multiplication by xi modulo Ja+2 since 
iffeR, d%f) = hP(f )a (1.4) 
2. COMPLETE IN~~~R~ECTI~NS 
The main result of this section, Theorem 2.3, characterizes when I(U) is a 
complete intersection. By 1.3(a) and 1.4 we see that B&V(A)) C N(A), for 
i=l ,..., rz. Let Y be the subspace of N(A) generated by the B&V(A)); i.e. 
Y = se1 B@(A)). The following simple result relates N(A) to questions of 
numbers of generators of I(u). 
PROPOSITIQN 2.1. Let yl ,..., ys be a k-basis of Y and let z, ,..., xt , y1 ,..., yI
be a k-basis of N(A). Tken T&+),..., m,h(.zt) is a k-basis of I(u)//. I(u) where 
T: I(u) -+ I(u)/ J . I(u) is the canonical surjection. 
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Proof. Note that if y E Y then 1+3(y) E J . Z(o) and if j E J . Z(o) then d j) E Y. 
Letji = #(q) for i = I,..., t. We first show m( jr),..., 4 jJ are linearly indepen- 
dent. Suppose x or,n(jJ = 0 w h ere ai E K. Then C OIi ji E J * Z(o) and hence 
2 qdfi) E Y. But d ji) = zi and thus C Qizi E Y * C C+Q = 0. We conclude 
cii := 0 for i == l,..., t.Now let Jo Z(a). We show j = C qji mod J . Z(o) for 
some CY~ E k. First note that j - I,!J~ j) E ]d+2 C J * Z(o). Xow 4 j) = C qzi + y 
where y E Y. Then I,$( j) = 1 qji mod J * Z(u) and we are done. 1 
COROLLARY 2.2. (a) dim, Z(u)/JZ(u) = dim, N(A) - dim, Y, 
(b) dim, N(A) - dim, Y > n. 
Using the work of Ic’. Mohan Kumar [4] we get the desired result. If M is an 
R-module let v(M) denote the least number of generators of M. 
THEOREM 2.3. Let u: R + k be Q k-&fear map with V(u)jlnite. Then v(Z(u)) = 
v(Z(u)) = dim, N(A) - dimk Y. 
InpQ7ticular, Z( u is a complete intersection o n = dim, N(A) .- dim, U. ) 
Proof. In [4], Kumar’s results imply that if Z is J-primary ideal in R then 
v(Z) = v(Z,). Thus v(Z(u)) = r(Z(u),). But 
~WJ) = dimAW,/J, * Z(4) 
- dim,(Z(u)/] * Z(u)) = dim, N(A) - dim, Y. 1 
Since calculation of dim, N(A) - d im, Y is a calculation involving only 
the matrices A, B, ,..., B, we have found a simple algorithm to determine when 
a zero dimensional Gorenstein ideal Z(u) is a complete intersection solely from 
the knowledge of u: V(u) + k*. 
3. HOMOGENEOUS ZERO DIMENSIONAL GORENSTEIN IDEALS 
In this section we characterize when Z(u) is a homogeneous ideal in terms of u 
and lay the groundwork for the study of the degrees of generators of such ideals 
which will be used in the next two sections. Let a: R + k be a k-linear map with 
V(u) a finite set. Let V(u) = {m, ,..., m9} with S(mi) = di . Let d = max{d, ,..., d,}. 
Set P(u) = {m E V(u) 1 s(m) = d} and let 6: R + k be the k-linear map defined 
by s(m) = u(m) if m E p(u) and 0 if m E M - p(u). Of course I’(a) = p(u). 
First note that if V(u) = p(u) then Z( u is a homogeneous ideal. For, if jE Z(u) ) 
with j~ci”,j‘, where jt is the homogeneous component of j of degree i then 
ji E Z(u) for all i. This may be seen by noting j E Z(u) 9 u(mj) = 0 for all m E M. 
But u(mj) = dmf) where i + s(m) = d since we are assuming each element 
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of V(u) has degree d. Clearly u(mfi) = 0 if 8(m) -1. i # d and we conclude 
f~I(o) +ji EI(u) for all i. We now show that in a sense the converse is true. 
PROPOSITION 3.1. Let U: R -+ k be a k-linear map with V(U) a finite set. Let 6 
be defined as above. Then I(u) is a homogeneous ideal 9 I(u) = Z(6). 
Proof. By the above discussion 1(6) is a homogeneous ideal. Assume I(U) 
is a homogeneous ideal. We must show I(u) = l(6). First note that I(U) C Z(6). 
We show that if f E 1(6) then f E I(u). Let f E I(6). Since I(u) is homogeneous we 
may assume that f is homogeneous. Clearly we may assume s(f) = i < d. 
Since f EI(&) we know that if m E Mdmi then u(mf) = S(mf) = 0. Suppose that 
f $1(u). Then th ere is a monomial m E M such that u(mf) # 0. Choose m of 
largest degree so that u(mf) # 0. Then 6(mf) < d and if m’ E M with 6(m’) > 1 
we have u(m’mf) = 0. Note that mf E Z(6) but mf 4 I(u). Now let m* E V(h) and 
01 = -u(mf)/u(m*). Th en setting = mf + cum* we see that u(g) = 0. Further- 
more, if m’ E M with S(m’) > 1 then u(m’g) = 0 since 8(m*) = d. Hence 
g EI(u). But I(u) is homogeneous and S(mf) < S(Lum*). Thus mj E I(u), a 
contradiction. 1 
The above proposition shows that if R/1( u is a zero dimensional Gorenstein ) 
ring with I(u) homogeneous we may assume that V(u) C Md for some d. 
We now study the homogeneous case in more detail. For the remainder of this 
section let (I: R -+ k be a k-linear map with V(u) C Md . Now the cardinality of 
Mi = 
( 
n-ii-1 
i 1 
=: dim & . 
We define new matrices as follows: If i < d, let A(u)(i) be the 
( n+d-i-l ) ( n+i-1 d-i ’ i 1 
matrix with rows indexed by the elements of Md-i and columns indexed by the 
elements of Mi and if m E Md-i , m’ E Mi the (m, m’)th-entry of A(u)(i) is 
u(mm’). Let ?(u)(i) = dim, (null space of A(u)(i)). 
LEMMA 3.2. If f is a homogeneous polynomial of degree i then f E I(U) o d(f) 
is an element of the null space of A(u)(i). FwtJwtmore v(u)(i) is the largest number 
of k-linearly independent homogeneous elements of I(u) of a!egree i. 1 
The proof of 3.2 is analogous to the proof of 1.3 and is left to the reader. 
We now list some other easy results. 
LEMMA 3.3. (a) If T(u)(i) # 0 and i < d then q(u)(i + 1) # 0. 
(b) If d < 2i then T(u)(i) > (“+f-‘) - (“+i$l) > 1. 
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Proof. (a) if q(u)(i) + 0 there is a homogeneous polynomial 9 of degree i 
in I(a). Then x19 E I(u)-and hence n(u)(i + 1) # 0. 
(b) if d < 2i then d - i < i and A(u)(i) has (“+:-‘) - (n+j:i-‘) more 
columns than rows. g 
We are interested in how small degree off in 1(u) can be. Let b* be the smallest 
integer such that r)(u)@*) # 0. Then we have 
PROPOSITION 3.4. Keeping the above notations: 
(4 Ilk@*) G ~W)) 
(b) If f El(o) then S(f) > b*. 
(c) There is f cl(o) such that S(f) = b*. 
(d) b* < [d/2] + 1 where [d/2] is the largest integer less than 01 equal to d/2. 
Proof. (a), (b) and (c) follow from the definition of b* and 3.2. (d) follows 
from 3.3(b). 1 
4. GENERATORS OF HOMOGENEOUS COMPLETE INTEFSECTIONS 
Let R = k[x, ,..., x ]. If n = 1 or 2 it is well-known that every zero dimen- 
sional Gorenstein ideal is a complete intersection. We restrict our attention to 
II >, 3. Let u: R + K be a k-linear map with V(U) _C Md . Then d + 1 > index 
of R/l(u). By 3.4, we see that there an element f E I(u) such that S(f) < [d/2] + 1 
where [d/2] is the largest integer < d/2. In this section we show that if d > 1 and 
1(u) is a complete intersection then there is an element f E I(u) with S(f) < [d/2]. 
As 4.2 shows, when d is large compared to tl we may say much more. In the next 
section we show that there are homogeneous zero dimensional Gorenstein ideals 
I(u) such that if f E I(u) then S(f) > [d/2]. For the remainder of this section we 
assume tl > 3 and d > 1. The case d = 1 yields sufficiently simple ideals I(U) 
that they may all be easily classified which we leave as an exercise for the reader. 
Let e = [d/2]. Let c* be the largest integer c such that 
( n+e-1 e+1 ) ( >n n+c-1 1 c ’ if d is odd, 
( 
n+e-1 n+e-2 
(4.1) 
e+l 1 ( 
+ e >n n+:-‘), 1 ( 
if d is even. 
Note that since n > 3 and d > 1 we have c* 2 0. 
THEOREM 4.2. Let n > 3 and R = k[x, ,..., x ,]. Let d > 1 and suppose 
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a: R -+ k is a k-linear map with V(u) C M, . Then if I(u) is a complete intersection 
we have b* < e - c*. That is, ifI( (T is a homogeneous complete intersection, then ) 
there is a generator of I(u) of degree < [d/2] - c*. In particular, in this case, there 
is a generator of I(u) of degree less than one half the index of R/I(o). 
Proof. First suppose d is odd. Note that, by 3.3(b), 
q(u)@ + 1) 3 (:z 1”) - (” + I- ‘) = (” Iir ‘). (4.3) 
Since I(u) is a complete intersection, it can be generated by n homogeneous 
polynomials fi ,..., fn . Suppose b* > e - c*. We estimate how many homo- 
geneous polynomials of degree e + 1 the fi generate. Suppose S(fi) = ri and 
e-c*+l<r,< .‘.~r,~e+l<r,+,~...~r,. Thenfigenerates 
( +-e-r, e-rri+l ) 
linearly independent homogeneous polynomials of degree e + 1, i = I,..., s
(since there are 
( 
rife-rri 
e-rri+l 1 
elements in Me+7 ,+r . Thus fi ,..., f,, generate at most L 
linearly independent homogeneous elements of degree e + 1. But since ri > 
e - c* + 1 we have 
( n-/-e--$ 1 ( Q n+c*-1 e-rri+l c* 1 
for i = l,..., s. Thus fi ,..., f, generate at most 
S ( n+c*-1 C* I- ( <n n+c*-1 C‘* ) 
linearly independent homogeneous elements of degree e + 1. Putting (4.1) 
and (4.3) together we get a contradiction to 3.2 and the fact that the fi’s generate 
44~ 
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If d is even then by 3.3(b), 
( 
rife-1 
e+l 1 ( 
nfe-2 = 
+ e I* (4.4) 
The proof for d odd now goes through verbatim after replacing then inequality 
(4.3) by (4.4). 
This completes the proof. 1 
5. GORENSTEIN IDEALS WITH No SMALL GENERATORS 
Throughout this section, R will denote an infinite field. We show that there 
are homogeneous zero dimensional ideals I(o) such that if d + 1 = index of 
R/l(a) then f~ I( Q q S(j) > (d + 1)/2. We keep the notation of Section 3. ) 
By 3.3(a) it suffices to show: 
THEOREM 5.1. There is a k-linear map a: R -+ k such that V(u) C Md and 
rl(N421) = 0. 
Proof. We need to use the usual ordering of the elements of ikfi; namely, 
if n ~7, n xp E Mi we say n xp < n xp if there is an Y, 0 < r < m - 1 
such that ifj < r, aj = bi and arfl > b,+l . 
We begin by showing that we need only prove the result for d even. For suppose 
for each d even there is a ad: R + K such that V(aJ 2 Md and q(ua)(d/2) = 0; 
i.e. A(u,)(d/2) is a nonsingular (n+j/E-l) square matrix. We now define u~+~: 
R + k such that V(U~+~) C Md,, as follows: 
if rnE Mdfl, 44x1)~ ud+&4 = o I, 
if x1 1 m, 
if x,7 m. 
Using the ordering of M,,, described above, we see that 
A(u,+,)(d/2) = [A(u$d’2)] 
for some matrix W. Since [(d + 1)/2] + 1 = d/2 + 1 and A(u&)(d/2) is non- 
singular we see that r](ud+l)([(d + 1)/2]) = 0. Thus we need only show the 
result for d everi. 
48x/52/1-18 
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We now proceed by induction on n where R = k[x, ,..., xn]. For n = 1, 
let ad be such that V(uJ _C Md . But Md = {xId} and hence since V(uJ # 0 
the matrices A(uJ( ‘) E are all 1 x 1 with entry a(~,~). Thus q(ud)(i) = 0 for all 
i < d. 
Continuing the induction, assume n > 1 and for each n’ < n and each d 
even we assume we have chosen a:‘: k[x, ,..., x ,] --t k such that V(U~') C M’, 
and r,(uz’)(d/2) = 0 where M’d are the monomials in k[x, ,..., x,t] of degree d. 
Thus A(ui’)(d/2) are nonsingular. 
We now proceed by induction on d. For d = 2, we want uzn: k[x, ,..., x,,] + k 
such that V(uan) C M, and ~(a,~)( 1) = 0. Define uan(xixj) = Sij , 1 < i, j < n. 
To complete the proof we assume we have found u!&: k[x, ,..., x ] -+ k such that 
V(u&) _C M,, and A(u&J(m) is nonsingular. We want to find u&+~: k[x,,..., x,] -+ 
k with V(u&+a) _C M2m+2 and A(u&+,)(m + 1) nonsingular. Define u&+a as 
follows: 
ifm=x,“’ ..a xi? E M2,,,+2 , 4m+z(m> = 
I 
4m 1 
(X%-2 . . . ,$), if a, > 2, 
0, if a, = 1, 
pu;&(xy * xp * * * x:g, if a, = 0, 
where TV E k* is to be chosen. Then using the ordering of M2m+2 described above, 
we see that 
&kz+z )trn + l) = [A(u$o pA(u;--G(m + l)l 
for some matrix W. 
The following lemma and the fact that k is infinite shows that for some choice 
of p, A(u~~+J(~ + 1) is nonsingular; thus, completing the proof. 
LEMMA 5.2. Let k be an in.iteJield. Let A be an (a x a) twn.&gular matrix 
and B be a b x b nonsingular matrix. Let X be a fixed (b x a)-matrix and Y 
aJixed (a x b)-matrix. Then for all but ajnite number of ,u E k*, 
(” “) X PB is nonsingular. 
Proof. Assume p E k*. Let 
Then U and V are nonsingular. But 
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Thus G 5) is nonsingular o pI - A-1YB-1X is nonsingular o de@1 - 
LI-~YB-~X) # 0. But de+1 - klYB-lX) = 0 for only a finite number of 
PEk. I 
Note added in proof. Using a completely different approach A. Iarrobino and 
J. Emsalem (“Some zero-dimensional generic singularities: finite algebras having small 
tangent space”) have proven Theorem 5.1 (see Theorem 3.31). Also of interest is 
A. Iarrobino “Vector spaces of forms I: Ancestor ideals of a vector space form.” 
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