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Abstract
We study the Gross-Pitaevskii equation involving a nonlocal interaction potential. Our aim is
to give sufficient conditions that cover a variety of nonlocal interactions such that the associated
Cauchy problem is globally well-posed with non-zero boundary condition at infinity, in any di-
mension. We focus on even potentials that are positive definite or positive tempered distributions.
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1 Introduction
1.1 The problem
In order to describe the kinetic of a weakly interacting Bose gas of bosons of mass m, Gross [22]
and Pitaevskii [33] derived in the Hartree approximation, that the wavefunction Ψ governing the
condensate satisfies
i~∂tΨ(x, t) = − ~
2
2m
∆Ψ(x, t) + Ψ(x, t)
∫
RN
|Ψ(y, t)|2V (x − y) dy, on RN × R, (1)
where N is the space dimension and V describes the interaction between bosons. In the most
typical first approximation, V is considered as a Dirac delta function, which leads to the standard
local Gross-Pitaevskii equation. This local model with non-vanishing condition at infinity has been
intensively used, due to its application in various areas of physics, such as superfluidity, nonlinear
optics and Bose-Einstein condensation [26, 25, 28, 11]. It seems then natural to analyze the equation
(1) for more general interactions. Indeed, in the study of superfluidity, supersolids and Bose-Einstein
condensation, different types of nonlocal potentials have been proposed [4, 13, 36, 34, 27, 1, 38, 12, 9].
To obtain a dimensionless equation, we take the average energy level per unit mass E0 of a boson,
and we set
ψ(x, t) = exp
(
imE0t
~
)
Ψ(x, t).
Then (1) turns into
i~∂tψ(x, t) = − ~
2
2m
∆ψ(x, t) −mE0ψ(x, t) + ψ(x, t)
∫
RN
|ψ(y, t)|2V (x− y) dy. (2)
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Defining the rescaling
u(x, t) =
1
λ
√
mE0
(
~√
2m2E0
)N
2
ψ
(
~x√
2m2E0
,
~t
mE0
)
,
from (2) we deduce that
i∂tu(x, t) + ∆u(x, t) + u(x, t)
(
1− λ2
∫
RN
|u(y, t)|2V(x− y) dy
)
= 0,
with
V(x) = V
(
~x√
2m2E0
)
.
If we assume that the convolution between V and a constant is well-defined and equal to a positive
constant, choosing λ2 = (V ∗ 1)−1, equation (2) is equivalent to
i∂tu+∆u+ λ
2u(V ∗ (1 − |u|2)) = 0 on RN × R. (3)
More generally, we consider the Cauchy problem for the nonlocal Gross-Pitaevskii equation with
non-zero initial condition at infinity in the form{
i∂tu+∆u+ u(W ∗ (1− |u|2)) = 0 on RN × R,
u(0) = u0,
(NGP)
where
|u0(x)| → 1, as |x| → ∞. (4)
If W is a real-valued even distribution, (NGP) is a Hamiltonian equation whose energy given by
E(u(t)) =
1
2
∫
RN
|∇u(t)|2 dx+ 1
4
∫
RN
(W ∗ (1 − |u(t)|2))(1 − |u(t)|2) dx
is formally conserved.
In the case that W is the Dirac delta function, (NGP) corresponds to the local Gross-Pitaevskii
equation and the Cauchy problem in this instance has been studied by Béthuel and Saut [8], Gérard
[19], Gallo [17], among others. As mentioned before, in a more general framework the interaction
kernel W could be nonlocal. For example, Shchesnovich and Kraenkel in [36] consider for ε > 0,
Wε(x) =

1
2πε2|x|K0
( |x|
ε
)
, N = 2,
1
4πε2|x| exp
(
−|x|
ε
)
, N = 3,
(5)
where K0 is the modified Bessel function of second kind (also called Macdonald function). In this
way Wε might be considered as an approximation of the Dirac delta function, since Wε → δ, as
ε→ 0, in a distributional sense. Others interesting nonlocal interactions are the soft core potential
W (x) =
{
1, if |x| < a,
0, otherwise,
(6)
with a > 0, which is used in [27, 1] to the study of supersolids, and also
W = α1δ + α2K, α1, α2 ∈ R, (7)
where K is the singular kernel
K(x) =
x21 + x
2
2 − 2x23
|x|5 , x ∈ R
3\{0}. (8)
The potential (7)-(8) models dipolar forces in a quantum gas (see [9], [38]).
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1.2 Main results
In order to include interactions such as (7)-(8), it is appropriate to work in the space Mp,q(RN ),
that is the set of tempered distributions W such that the linear operator f 7→ W ∗ f is bounded
from Lp(RN ) to Lq(RN ). We denote by ‖W‖p,q its norm. We will suppose that there exist
p1, p2, p3, p4, q1, q2, q3, q4, s1, s2 ∈ [1,∞),
with
N
N − 2 > p4,
2N
N − 2 > p2, p3, s1, s2 ≥ 2, 2 ≥ q1 >
2N
N + 2
, q3, q4 >
N
2
if N ≥ 3
and
p2, p3, s1, s2 ≥ 2, 2 ≥ q1 > 1 if 2 ≥ N ≥ 1,
such that 
W ∈ M2,2(RN ) ∩
4⋂
i=1
Mpi,qi(RN ),
1
p3
+
1
q2
=
1
q1
,
1
p1
− 1
p3
=
1
s1
,
1
q1
− 1
q3
=
1
s2
if N ≥ 3.
(WN )
We recall that if p > q, then Mp,q = {0}. Therefore if we suppose that W is not zero, the numbers
above have to satisfy q2, q3 ≥ 2. In addition, the existence of s1, s2 and the relations in (WN ) imply
that
N
N − 2 > p1, q2 >
N
2
,
1
p1
− 1
p3
∈
(
N − 2
2N
,
1
2
]
,
1
q1
− 1
q3
∈
(
N − 2
2N
,
1
2
]
if N ≥ 3.
Figure 1 schematically shows the location of these numbers in the unit square.
Figure 1: For N > 4, the picture on the left represents the (1/p, 1/q)-plane, in the sense that
(1/p1, 1/q1) ∈ R1, (1/p2, 1/q2), (1/p3, 1/q3) ∈ R2, (1/p4, 1/q4) ∈ R3. In the picture on the right, the
shaded areas symbolize that (1/q1, 1/q3) ∈ R4 and (1/p1, 1/p3) ∈ R5, for N > 6.
To check the hypothesis (WN ) it is convenient to use some properties of the spaces Mp,q(RN ).
For instance, for any 1 < p ≤ q <∞, Mp,q(RN ) =Mq′,p′(RN ) and for any 1 ≤ p ≤ 2,M1,1(RN ) ⊆
Mp,p(RN ) ⊆M2,2(RN ) ([20]). In Proposition 1.3 we give more explicit conditions to ensure (WN ).
3
As remarked before, the energy is formally conserved if W is a real-valued even distribution. We
recall that a real-valued distribution is said to be even if
〈W,φ〉 = 〈W, φ˜〉, ∀φ ∈ C∞0 (RN ;R),
where φ˜(x) = φ(−x). However, the conservation of energy is not sufficient to study the long time
behavior of the Cauchy problem, because the potential energy is not necessarily nonnegative and
the nonlocal nature of the problem prevents us to obtain pointwise bounds. We are able to control
this term assuming further that W is a positive distribution or supposing that it is a positive definite
distribution. More precisely, we say that W is a positive distribution if
〈W,φ〉 ≥ 0, ∀φ ≥ 0, φ ∈ C∞0 (RN ;R),
and that it is a positive definite distribution if
〈W,φ ∗ φ˜〉 ≥ 0, φ ∈ C∞0 (RN ;R). (9)
These type of distributions frequently arise in the physical models (see Subsection 1.3). In partic-
ular, the real-valued even positive definite distributions include a large variety of models where the
interaction between particles is symmetric. In Section 2 we state further properties of this kind of
potentials.
As Gallo in [17], we consider the initial data u0 for the problem (NGP) belonging to the space
φ+H1(RN ), with φ a function of finite energy. More precisely, from now on we assume that φ is a
complex-valued function that satisfies
φ ∈ W 1,∞(RN ), ∇φ ∈ H2(RN ) ∩ C(Bc), |φ|2 − 1 ∈ L2(RN ), (10)
where Bc denotes the complement of some ball B ⊆ RN , so that in particular φ satisfies (4).
Remark 1.1. We do not suppose that φ has a limit at infinity. In dimensions N = 1, 2 a function
satisfying (10) could have complicated oscillations, such as (see [19, 18])
φ(x) = exp(i(ln(2 + |x|)) 14 ), x ∈ R2.
We note that any function verifying (10) belongs to the Homogeneous Sobolev space
H˙1(RN ) = {ψ ∈ L2loc(RN ) : ∇ψ ∈ L2(RN )}.
In particular, if N ≥ 3 there exists z0 ∈ C with |z0| = 1 such that φ − z0 ∈ L 2NN−2 (RN ) (see e.g.
Theorem 4.5.9 in [24]). Choosing α ∈ R such that z0 = eiα and since the equation (NGP) is invariant
by a phase change, one can assume that φ− 1 ∈ L 2NN−2 (RN ), but we do not use explicitly this decay
in order to handle at the same time the two-dimensional case.
Our main result concerning the global well-posedness for the Cauchy problem is the following.
Theorem 1.2. Let W be a real-valued even distribution satisfying (WN ).
(i) Assume that one of the following is verified
(a) N ≥ 2 and W is a positive definite distribution.
(b) N ≥ 1, W ∈M1,1(RN ) and W is a positive distribution.
Then the Cauchy problem (NGP) is globally well-posed in φ + H1(RN ). More precisely, for
every w0 ∈ H1(RN ) there exists a unique w ∈ C(R, H1(RN )), for which φ + w solves (NGP)
with the initial condition u0 = φ + w0 and for any bounded closed interval I ⊂ R, the flow
map w0 ∈ H1(RN ) 7→ w ∈ C(I,H1(RN )) is continuous. Furthermore, w ∈ C1(R, H−1(RN ))
and the energy is conserved
E0 := E(φ+ w0) = E(φ+ w(t)), ∀t ∈ R. (11)
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(ii) Assume that there exists σ > 0 such that
ess inf Ŵ ≥ σ. (12)
Then (NGP) is globally well-posed in φ+H1(RN ), for all N ≥ 1 and (11) holds. Moreover, if
u is the solution associated to the initial data u0 ∈ φ+H1(RN ), we have the growth estimate
‖u(t)− φ‖L2 ≤ C|t|+ ‖u0 − φ‖L2 , (13)
for any t ∈ R, where C is a positive constant that depends only on E0, W, φ and σ.
We make now some remarks about Theorem 1.2.
• The condition (WN ) implies that W ∈ M2,2(RN ), so that Ŵ ∈ L∞(RN ) and therefore the
condition (12) makes sense.
• In contrast with (13), as we prove in Section 5, the growth estimate for the solution given by
Theorem 1.2-(i) is only exponential
‖u(t)− φ‖L2 ≤ C1eC2|t|(1 + ‖u0 − φ‖L2), t ∈ R,
for some constants C1, C2 only depending on E0, W and φ.
• Accordingly to Remark 1.1 and the Sobolev embedding theorem, after a phase change indepen-
dent of t, the solution u of (NGP) given by Theorem 1.2 also satisfies that u− 1 ∈ L 2NN−2 (RN )
if N ≥ 3.
• In dimensions 1 ≤ N ≤ 3 we can choose (p4, q4) = (2, 2) in (WN ). Consequently, the condition
that W ∈Mp4,q4(RN ) is nontrivial only when N ≥ 4.
At first sight, it is not obvious to check the hypotheses on W . The purpose of the next result is
to give sufficient conditions to ensure (WN ).
Proposition 1.3.
(i) Let 1 ≤ N ≤ 3. If W ∈ M2,2(RN ) ∩M3,3(RN ), then W fulfils (WN ). Furthermore, if W
verifies (WN ) with pi = qi, 1 ≤ i ≤ 3, then W ∈ M2,2(RN ) ∩M3,3(RN ).
(ii) Let N ≥ 4. Assume that W ∈ Mr,r(RN ) for every 1 < r <∞. Also suppose that there exists
r¯ > N4 such that W ∈ Mp,q(RN ), for every 1 − 1r¯ < 1p < 1 with 1q = 1p + 1r¯ − 1. Then W
satisfies (WN ).
We conclude from Proposition 1.3 that the Dirac delta function verifies (WN ) in dimensions
1 ≤ N ≤ 3. Since δ̂ = 1, Theorem 1.2-(ii) recovers the results of global existence for the local
Gross-Pitaevskii equation in [8, 19, 17] and the growth estimate proved in [2]. In addition, if the
potential converges to the Dirac delta function, the correspondent solutions converge to the solution
of the local problem as a consequence of the following result.
Proposition 1.4. Assume that 1 ≤ N ≤ 3. Let (Wn)n∈N be a sequence of real-valued distributions
in M2,2(RN ) ∩M3,3(RN ) such that un is the global solution of (NGP) given by Theorem 1.2, with
Wn instead of W, for some initial data in φ+H
1(RN ), and
lim
n→∞
Wn = W∞, in M2,2(RN ) ∩M3,3(RN ), (14)
with ‖W∞‖M2,2∩M3,3 > 0 (‖·‖M2,2∩M3,3 := max{‖·‖M2,2, ‖·‖M3,3}). Then un → u in C(I,H1(RN )),
for any bounded closed interval I ⊂ R, where u is the solution of (NGP) with W = W∞ and the
same initial data.
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On the other hand, the Dirac delta function does not satisfy (WN ) if N ≥ 4 and therefore
Theorem 1.2 cannot be applied. In fact, to our knowledge there is no proof for the global well-
posedness to the local Gross-Pitaevskii equation in dimension N ≥ 4 with arbitrary initial condition.
For small initial data, Gustafson et al. [23] proved global well-posedness in dimensions N ≥ 4 as
well as Gérard [19] in the four-dimensional energy space.
As a consequence of Theorem 1.2 and Proposition 1.3 we derive the next result for integrable
kernels.
Corollary 1.5. Let W be a real-valued even function such that W ∈ L1(RN ) if 1 ≤ N ≤ 3 and
W ∈ L1(RN ) ∩ Lr(RN ), for some r > N4 , if N ≥ 4. Assume also that W is positive definite
if N ≥ 2, or that it is nonnegative. Then the Cauchy problem (NGP) is globally well-posed in
φ+H1(RN ).
As Gallo remarks in [17], the well-posedness in a space such as φ +H1(RN ) makes possible to
handle the problem with initial data in the energy space
E(RN ) = {u ∈ H1
loc
(RN ) : ∇u ∈ L2(RN ), 1− |u|2 ∈ L2(RN )},
equipped with the distance
d(u, v) = ‖u− v‖X1+H1 + ‖|u|2 − |v|2‖L2. (15)
Here X1(RN ) denotes the Zhidkov space
X1(RN ) = {u ∈ L∞(RN ) : ∇u ∈ L2(RN )}.
We recall that u ∈ C(R, E(RN )) is called a mild solution of (NGP) if it satisfies the Duhamel formula
u(t) = eit∆u0 + i
∫ t
0
ei(t−s)∆(u(s)(W ∗ (1− |u(s)|2)) ds, t ∈ R.
We note that by Lemma 6.3 the integral in the r.h.s is actually finite (see [19, 18] for further results
about the action of Schrödinger semigroup on E(RN )). With the same arguments of [17], we may
also handle the problem with initial data in the energy space. Moreover, in the case 1 ≤ N ≤ 4,
we prove that a solution in the energy space with initial condition u0 ∈ E(RN ), necessarily belongs
to u0 +H
1(RN ), which is a proper subset of E(RN ). This also gives the uniqueness in the energy
space for 1 ≤ N ≤ 4, as follows.
Theorem 1.6. Let W be as in Theorem 1.2. Then for any u0 ∈ E(RN ), there exists a unique
w ∈ C(R, H1(RN )) such that u := u0 + w solves (NGP). Furthermore, if 1 ≤ N ≤ 4 and v ∈
C(R, E(RN )) is a mild solution of (NGP) with v(0) = u0, then v = u.
The next proposition shows that the hypotheses made on the potential W also ensure the H2-
regularity of the solutions.
Proposition 1.7. Let W be as in Theorem 1.2 and u be the global solution of (NGP) for some
initial data u0 ∈ φ+H2(RN ). Then u− φ ∈ C(R, H2(RN )) ∩ C1(R, L2(RN )).
Finally, we study the conservation of momentum and mass for (NGP). As has been discussed in
several works (see [5, 7, 32, 6]) the classical concepts of momentum and mass, that is
p(u) =
∫
RN
〈 i∇u, u〉 dx and M(u) =
∫
RN
(1− |u|2) dx,
with 〈z1, z2〉 = Re(z1z2), are not well-defined for u ∈ φ+H1(RN ). Thus it is necessary to give some
generalized sense to these quantities. In Section 7 we will explain in detail a notion of generalized
momentum and generalized mass such that we have the next results on conservation laws.
6
Theorem 1.8. Let N ≥ 1 and u0 ∈ φ+H1(RN ). Then the generalized momentum is conserved by
the flow of the associated solution u of (NGP) given by Theorem 1.2.
Theorem 1.9. Let 1 ≤ N ≤ 4. In addition to (10), assume that ∇φ ∈ L NN−1 (RN ) if N = 3, 4.
Suppose that u0 ∈ φ + H1(RN ) has finite generalized mass. Then the generalized mass of the
associated solution of (NGP) given by Theorem 1.2 is conserved by the flow.
1.3 Examples
(i) Given the spherically symmetric interaction of bosons, it is usual to suppose that W is radial,
that isW (x−y) = R(|x−y|), with R : [0,∞)→ R. Using the fact that the Fourier transform of
a radial function is also radial, we may write Ŵ (ξ) = ρ(|ξ|), for some function ρ : [0,∞)→ R.
Noticing that δ̂ = 1, a next order of approximation would be to consider (see e.g. [36])
ρ(r) =
1
1 + ε2r2
, ε > 0.
Then the Fourier inversion theorem implies that W is given by (5) for N = 2, 3. By Proposi-
tion 2.2, (5) is indeed a positive definite function, since ρ is nonnegative. For this potential we
also have that K0(x) ≈ ln
(
2
x
)
as x→ 0, and K0(x) ≈
√
pi
2x exp(−x) as x→ ∞ (see e.g. [31],
p. 136), hence W ∈ L1(RN ) for N = 2, 3. Therefore it is possible to invoke Corollary 1.5.
(ii) By Lemma 2.3, the function given by (6) cannot be positive definite, since it is bounded and
it does not coincide with any continuous function a.e. However, W is a nonnegative function
that belongs to L1(RN )∩L∞(RN ). Therefore Corollary 1.5 can be applied in any dimension.
(iii) We recall that if Ω is an even function, smooth away from the origin, homogeneous of degree
zero, with zero mean-value on the sphere∫
SN−1
Ω(σ) dσ = 0,
then
K(x) =
Ω(x)
|x|N , x ∈ R
N\{0},
defines a tempered distribution K in the sense of principal value, that coincides with K away
from the origin. Moreover, for any f ∈ S(RN ), x ∈ RN ,
(K ∗ f)(x) = p.v.
∫
RN
K(y)f(x− y) dy = lim
ε→0
∫
1
ε>|y|>ε
Ω(y)
|y|N f(x− y) dy, (16)
K ∈Mp,p(RN ) for every 1 < p <∞, and the Fourier transform of K belongs to L∞(RN ) (cf.
[37]). Therefore
W = α1δ + α2K (17)
is a positive definite distribution if α1 is large enough and then Theorem 1.2-(ii) gives a global
solution of (NGP) in any dimension. For instance, we may consider in dimension three the
function K given by (8). Since (see [9])
K̂(ξ) = 4π
3
(
3ξ23
|ξ|2 − 1
)
, ξ ∈ R3\{0},
(17) is positive definite by Proposition 2.2 if
α1 ≥ 4π
3
α2 ≥ 0 or α1 ≥ −8π
3
α2 ≥ 0. (18)
Therefore, if (18) is verified we may apply Theorem 1.2-(i)-(a). Moreover, if the inequalities
in (18) are strict, we have also the growth estimate of Theorem 1.2-(ii).
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(iv) Let us recall that to pass from the original equation (1) to (3) (and hence to (NGP)) we only
need the constant V ∗ 1 be positive. If we take V as the potential given in the examples (i) or
(ii), then V ∈ L1(RN ) and
V ∗ 1 =
∫
RN
V (x) dx > 0.
Therefore Theorem 1.2 also provides the global well-posedness for the equation (1). If we want
to consider V as in the example (iii), the meaning of K ∗ 1 is not obvious. However, (16) still
makes sense if f ≡ 1. In fact, using (16),
(K ∗ 1)(x) = lim
ε→0
∫ ε−1
ε
∫
S2
Ω(σ)
r3
r2 dσ dr = 0.
Then if V is given by (17), V ∗ 1 = α1 and we have the same conclusion as before, provided
that α1 > 0.
One of the first works that introduces the nonlocal interaction in the Gross-Pitaevskii equation
was made by Pomeau and Rica in [34] considering the potential (6). Their main purpose was to
establish a model for superfluids with rotons. In fact, the Landau theory of superfluidity of Helium
II says that the dispersion curve must exhibit a roton minimum (see [30, 16]) as was corroborated
later by experimental observations ([14]). Although the model considered in [34] has a good fit with
the roton minimum, it does not provide a correct sound speed. For this reason Berloff in [3] proposes
the potential
W (x) = (α+ βA2|x|2 + γA4|x|4) exp(−A2|x|2), x ∈ R3, (19)
where the parameters A, α, β and γ are chosen such that the above requirements are satisfied.
However, the existence of this roton minimum implies that Ŵ must be negative in some interval.
In addition, a numerical simulation in [3] shows that in this case the solution exhibits nonphysical
mass concentration phenomenon, for certain initial conditions in φ +H1(R3). At some point, our
results are in agreement with these observations in the sense that Theorem 1.2 cannot be applied
to the potential (19), because Ŵ and W are negative in some interval. However, by Proposition 1.3
we may use the following local well-posedness result
Theorem 1.10. Let W be a distribution satisfying (WN ). Then the Cauchy problem (NGP) is
locally well-posed in φ + H1(RN ). More precisely, for every w0 ∈ H1(RN ) there exists T > 0
such that there is a unique w ∈ C([−T, T ], H1(RN )), for which φ + w solves (NGP) with the
initial condition u0 = φ + w0. In addition, w is defined on a maximal time interval (−Tmin, Tmax)
where w ∈ C1((−Tmin, Tmax), H−1(RN )) and the blow-up alternative holds: ‖w(t)‖H1(RN ) → ∞, as
t → Tmax if Tmax <∞ and ‖w(t)‖H1(RN ) →∞, as t→ Tmin if Tmin < ∞. Furthermore, supposing
that W is a real-valued even distribution, for any bounded closed interval I ⊂ (−Tmin, Tmax) the
flow map w0 ∈ H1(RN ) 7→ w ∈ C(I,H1(RN )) is continuous and the energy and the generalized
momentum are conserved on (−Tmin, Tmax).
It is an open question to establish which are the exact implications of change of sign of the
Fourier transform of the potential for the global existence of the solutions of (NGP). As proposed
in [4], a way to handle this problem would be to add a higher-order nonlinear term in (1) to avoid
the mass concentration phenomenon, maintaining the correct phonon-roton dispersion curve.
This paper is organized as follows. In the next section we give several results about positive
definite and positive distributions. In Section 3 we establish some convolution inequalities that
involve the hypothesis (WN ) and we give the proof of Corollary 1.5. We prove the local well-
posedness in Section 4 and also Propositions 1.4 and 1.7. Theorem 1.2 is completed in Section 5.
In Section 6 we briefly recall the arguments that lead to Theorem 1.6 and in Section 7 we study the
conservation of momentum and mass.
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2 Positive definite and positive distributions
The purpose of this section is to recall some classical results for positive definite and positive
distributions, in the context of Theorem 1.2. We also state some properties that we do not use in the
next sections, but are useful to better understand the type of potentials considered in Theorem 1.2.
L. Schwartz in [35] defines that a (complex-valued) distribution T is positive definite if
〈T, φ ∗ φ˘〉 ≥ 0, ∀φ ∈ C∞0 (RN ;C), (20)
with φ˘(x) = φ(−x). In virtue of our hypothesis on W, we have preferred to adopt the simpler
definition (9). The relation between these two possible definitions is given in the following lemma.
Lemma 2.1. Let T be a real-valued distribution.
(i) If T is positive definite (in the sense of (9)) and even, then T fulfils (20).
(ii) If T verifies (20), then T is even.
In particular, an even real-valued distribution is positive definite (in the sense of (9)) if and only if
it satisfies (20).
Proof. Suppose that T is positive definite in the sense of (9). Let φ ∈ C∞0 (RN ;C), with φ = φ1+iφ2,
φ1, φ2 ∈ C∞0 (RN ;R). Then
〈T, φ ∗ φ˘〉 = 〈T, φ1 ∗ φ˜1〉+ 〈T, φ˜2 ∗ φ2〉+ i〈T, φ˜1 ∗ φ2〉 − i〈T, φ1 ∗ φ˜2〉. (21)
Since W is even,
〈T, φ˜1 ∗ φ2〉 = 〈T, φ1 ∗ φ˜2〉.
Therefore the imaginary part in the r.h.s. of (21) is zero. The real part is positive because T is
positive definite, which implies that T verifies (20).
For the proof of (ii), see [35].
The next result characterizes the positive definite distributions under the hypotheses of Theo-
rem 1.2. In particular, it gives a simple way to check the positive definiteness in terms of the Fourier
transform.
Proposition 2.2. Let W ∈M2,2(RN ) be an even real-valued distribution. The following assertions
are equivalent
(i) W is a positive definite distribution.
(ii) Ŵ ∈ L∞(RN ) and Ŵ (ξ) ≥ 0 for almost every ξ ∈ RN .
(iii) For every f ∈ L2(RN ;R), ∫
RN
(W ∗ f)(x)f(x) dx ≥ 0.
Proof. (i) ⇒ (ii). By Lemma 2.1, we may apply the so-called Schwartz-Bochner Theorem (see [35],
p. 276). Then there exists a positive measure µ ∈ S′(RN ) such that Ŵ = µ. Since W ∈ M2,2(RN ),
we have that Ŵ ∈ L∞(RN ), and therefore Ŵ is a nonnegative bounded function.
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(ii) ⇒ (iii). Since W ∈M2,2(RN ), W ∗ f ∈ L2(RN ). From the fact that S(RN ) is dense in L2(RN ),
we also have that
Ŵ ∗ f = Ŵ f̂ .
Using that f is real-valued, by Parseval’s theorem we finally deduce∫
RN
(W ∗ f)(x)f(x) dx = (2π)−N
∫
RN
Ŵ (ξ)|f̂(ξ)|2 dξ ≥ 0,
where we have used that Ŵ ≥ 0 for the last inequality.
(iii) ⇒ (i). This implication directly follows from the fact that C∞0 (RN ;R) ⊂ L2(RN ;R).
We remark that a positive definite distribution is not necessarily a positive distribution. For
instance, we consider the Laguerre-Gaussian functions
Wm(x) = e
−|x|2
m∑
k=0
(−1)k
k!
(
m+ N2
m− k
)
|x|2k, x ∈ RN , m ∈ N. (22)
These functions are negative in some subset of RN and since Ŵm ≥ 0 (see e.g. [15], p. 38), Proposi-
tion 2.2 shows that they are positive definite functions. We also have thatWm ∈ L1(RN )∩L∞(RN ).
Then Corollary 1.5 gives global existence of (NGP) for the potential (22) in any dimension N ≥ 2.
In the case that the considered distribution is actually a bounded function, its positive definiteness
gives some regularity. In other direction, the concept of positive definiteness may be related to the
same concept used for matrices. We recall some of these results in the next lemma.
Lemma 2.3. Let W be an even real-valued positive definite distribution.
(i) If W ∈ L∞(RN ), then it coincides almost everywhere with a continuous function.
(ii) If W is continuous, then W (0) = ‖W‖L∞(RN ) and for all x1, . . . , xm ∈ RN , m ≥ 1, the matrix
given by Ajk = W (xj − xk), j, k ∈ {1, . . . ,m}, is a positive semi-definite matrix.
Proof. Taking into consideration Lemma 2.1, these statements are proved in [35].
The importance of the condition (12) is that it gives the following coercivity property to the
potential energy.
Lemma 2.4. Assume that W ∈ M2,2(RN ) verifies (12). Then for all f ∈ L2(RN ;R),
σ‖f‖2L2 ≤
∫
RN
(W ∗ f)(x)f(x) dx ≤ ‖W‖2,2‖f‖2L2. (23)
Proof. The first inequality follows from Parseval’s theorem,∫
RN
(W ∗ f)(x)f(x) dx = (2π)−N
∫
RN
Ŵ (ξ)|f̂(ξ)|2 dξ ≥ σ‖f‖2L2.
The second inequality in (23) is immediate since W ∈M2,2(RN ).
The purpose of the last lemma in this section is to establish some properties of the positive
distributions which appear in Theorem 1.2. In particular, we show that for these distributions
(WN ) is automatically verified if 1 ≤ N ≤ 3.
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Lemma 2.5. Let W ∈ M1,1(RN ) be a positive distribution. Then W ∈ Mp,p(RN ), for any 1 ≤
p ≤ ∞ and W is a positive Borel measure of finite mass. If 1 ≤ N ≤ 3 we also have that W satisfies
(WN ).
Proof. Since W ∈ M1,1(RN ), it is well known that W is a (complex-valued) finite Borel measure.
Then W ∈ M∞,∞(RN ) and by interpolation W ∈ Mp,p(RN ) for any 1 ≤ p ≤ ∞. Finally, the fact
that W is a positive distribution implies that it is a positive measure (cf. [35]). By Proposition 1.3
we conclude that W satisfies (WN ), if 1 ≤ N ≤ 3.
3 Some consequences of assumption (WN)
We first establish some inequalities involving the convolution with W that explain in part how the
hypothesis (WN ) works. After that, we give the proof of Proposition 1.3 and Corollary 1.5.
From now on we adopt the standard notation C(·, ·, . . . ) to represent a generic constant that
depends only on each of its arguments, and possibly on some fixed numbers such as the dimension.
In the case that W ∈Mp,q(RN ) we use C(W ) to denote a constant that only depends on the norm
‖W‖p,q. We also use the notation p′ for the conjugate exponent of p given by 1/p+ 1/p′ = 1.
Lemma 3.1. Let W ∈ Mp1,q1(RN ) ∩Mp2,q2(RN ) ∩Mp3,q3(RN ), with
p1, p2, p3, q1, q2, q3 ≥ 1 and 1
p3
+
1
q2
=
1
q1
.
Suppose that there are s1, s2 ≥ 1, such that
1
p1
− 1
p3
=
1
s1
,
1
q1
− 1
q3
=
1
s2
.
Then for any u, v ∈ S(RN)
‖(W ∗ u)v‖Lq1 ≤ ‖W‖p2,q2‖u‖Lp2‖v‖Lp3 ,
‖(W ∗ u)v‖Lq1 ≤ ‖W‖p3,q3‖u‖Lp3‖v‖Ls2 ,
‖W ∗ (uv)‖Lq1 ≤ ‖W‖p1,q1‖u‖Lp3‖v‖Ls1 .
Proof. The proof is a direct consequence of Hölder inequality and the hypotheses on W .
Lemma 3.2. Assume that W satisfies (WN ) and that N ≥ 4. Then W ∈ M N
N−2 ,2
(RN ), W ∈
M N
N−2 ,
N
2
(RN ) and W ∈M2,N
2
(RN ).
Proof. From the Riesz-Thorin interpolation theorem and the fact that
(
1
2 ,
2
N
)
and
(
N−2
N ,
2
N
)
belong
to the convex hull of {(
1
2
,
1
2
)
,
(
1
p1
,
1
q1
)
,
(
1
p3
,
1
q3
)
,
(
1
p4
,
1
q4
)}
,
we conclude that W ∈ M2,N
2
(RN ) and W ∈ M N
N−2 ,
N
2
(RN ). Since the conjugate exponent of NN−2
is N2 , W ∈ M2,N2 (R
N ) implies that W ∈ M N
N−2 ,2
(RN ).
Lemma 3.3. Assume that W satisfies (WN ). Then for any u, v, w ∈ S(RN),
‖(W ∗ (uv))w‖Lγ˜ ≤ C(W )‖u‖Ls˜‖v‖Lr˜‖w‖Lr˜ , (24)
for some 2 > γ˜ > 2NN+2 ,
2N
N−2 > r˜, s˜ > 2 if N ≥ 3, and 2 > γ˜ > 1, ∞ > r˜, s˜ > 2 if N = 1, 2.
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Proof. If N ≥ 4, by Lemma 3.2 we have that W ∈ M N
N−2 ,
N
2
(RN ). Since also W ∈ Mp4,q4(RN ),
from the Riesz-Thorin interpolation theorem we deduce that there exist p¯ and q¯ such that
W ∈ Mp¯,q¯(RN ), N
N − 1 < p¯ <
N
N − 2 ,
N
2
< q¯ < N. (25)
Now we set
1
r˜
= min
{
1
2
(
1− 1
q¯
)
,
1
2p¯
}
,
1
γ˜
=
1
q¯
+
1
r¯
,
1
s˜
=
1
p¯
− 1
r˜
.
In view of (25), we have 2NN+2 < γ˜ < 2 and 2 < r˜, s˜ <
N−2
2N . By Hölder inequality, we conclude that
‖(W ∗ (uv))w‖Lγ˜ ≤ ‖W ∗ (uv)‖Lq¯‖w‖Lr˜
≤ ‖W‖p¯,q¯‖uv‖Lp¯‖w‖Lr˜
≤ ‖W‖p¯,q¯‖u‖Ls˜‖v‖Lr˜‖w‖Lr˜ .
If N = 1, 2, 3, the proof is simpler. It is sufficient to take q¯ = 2, p¯ = 2, s˜ = r˜ = 4, γ˜ = 43 in the last
inequality to deduce (24).
Lemma 3.4. Assume that W satisfies (WN ).
(i) For any u ∈ φ+H1(RN ) we have (W ∗ (1 − |u|2))(1 − |u|2) ∈ L1(RN )
(ii) If W is also an even real-valued distribution, then for any u ∈ φ+H1(RN ) and h ∈ H1(RN ),∫
RN
(W ∗ 〈u, h〉)(1 − |u|2) dx =
∫
RN
(W ∗ (1− |u|2))〈u, h〉 dx. (26)
Proof. Let u = φ + w, with w ∈ H1(RN ). If N ≥ 4, by (10) and the Sobolev embedding theorem,
we deduce that
(1 − |φ|2 − 2〈φ,w〉 − |w|2) ∈ L2(RN ) + L NN−2 (RN ).
By Lemma 3.2 we have that the map h 7→ W ∗ h is continuous from L2(RN ) + L NN−2 (RN ) to
L2(RN ) ∩ LN2 (RN ) and since N−2N + 2N = 1, by Hölder inequality we conclude that
(W ∗ (1− |φ|2 − 2〈φ,w〉 − |w|2))(1− |φ|2 − 2〈φ,w〉 − |w|2) ∈ L1(RN ). (27)
If 1 ≤ N ≤ 3, (27) follows from the fact that |w|2 ∈ L2(RN ). This concludes the proof of (i).
A similar argument shows that ‖(W ∗ 〈u, h〉)(1− |u|2)‖L1 <∞. Then using that W is even and
Fubini’s theorem we obtain (ii).
The previous lemmas will be useful in the next sections, in particular to prove the local well-
posedness of (NGP). Now we give the proofs of Proposition 1.3 and Corollary 1.5, that involve some
straightforward computations.
Proof of Proposition 1.3. For the first part of (i), we note that the hypothesis implies that W ∈
Mp,p(RN ) for any 32 ≤ p ≤ 3. Then it is sufficient to take p1 = q1 = 32 , p2 = p3 = q2 = q3 = 3
and p4 = q4 = 2 to see that (WN ) is fulfilled. For the second part of (i), we need prove that
W ∈ M3,3(RN ). Recalling that Mp,q(RN ) = Mq′,p′(RN ) for 1 < p ≤ q < ∞ and using the Riesz
interpolation theorem, we have that W ∈ Ms,t(RN ), for every (s−1, t−1) in the convex hull of{(
1
2
,
1
2
)}
∪
3⋃
j=1
{(
1
pj
,
1
qj
)
,
(
1− 1
qj
, 1− 1
pj
)}
. (28)
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By hypothesis, pi = qi, i = 1, 2, 3, thus (WN ) implies that
1
p2
+
1
p3
=
1
p1
, 2 ≥ p1 and p2, p3 ≥ 2.
Hence the convex hull of (28) simplifies to{
(x, x) ∈ R2 : min
{
1− 1
p1
,
1
p2
,
1
p1
− 1
p2
}
≤ x ≤ max
{
1
p1
, 1− 1
p2
, 1− 1
p1
+
1
p2
}}
.
Arguing by contradiction, it is simple to see that
min
{
1− 1
p1
,
1
p2
,
1
p1
− 1
p2
}
≤ 1
3
and
2
3
≤ max
{
1
p1
, 1− 1
p2
, 1− 1
p1
+
1
p2
}
.
Therefore W ∈Ms,s(RN ), for every 32 ≤ s ≤ 3. In particular W ∈M2,2(RN ) ∩M3,3(RN ).
To prove (ii), we notice that by interpolation we have thatW ∈Mα,β(RN ), for all α, β satisfying
1 ≤ α, β, 1
α
−
(
1− 1
r¯
)
≤ 1
β
≤ 1
α
. (29)
We now define
p2 = p3 =
{
3, if 4 ≤ N ≤ 5,
sN
sN−1
, if 6 ≤ N, q2 = q3 =
{
3, if 4 ≤ N ≤ 5,
N, if 6 ≤ N,
p1 =
{
3
2 , if 4 ≤ N ≤ 5,
N
N−1 , if 6 ≤ N,
q1 =
{
3
2 , if 4 ≤ N ≤ 5,
p3q2
p3+q2
, if 6 ≤ N,
p4 =
2r¯
2r¯−1 , q4 = 2r¯, where
sN =

N
4
+ εN , if 6 ≤ N ≤ 7,
2(N + 1)
N + 2
, if 8 ≤ N,
and εN > 0 is chosen small enough such that 0 < εN < 2− N4 if 6 ≤ N ≤ 7. Then we have that
2N
N + 2
< sN < 2, for any N ≥ 6. (30)
Using that r¯ > N4 and (30), we can verify that the choice of (pi, qi), i ∈ {1, . . . , 4}, satisfies (29) with
α = pi and β = qi, as well as all the others restrictions in the hypothesis (WN ), which completes
the proof.
Proof of Corollary 1.5. By Young inequality we have that W ∈ Mp,p(RN ), for any 1 ≤ p ≤ ∞. In
particular the condition W ∈ M1,1(RN ) is fulfilled. If 1 ≤ N ≤ 3, the conclusion is a consequence
of Proposition 1.3 and Theorem 1.2. If N ≥ 4, by Young inequality we have that W ∈ Mp,q(RN ),
for all 1 − 1r ≤ 1p ≤ 1, with 1q = 1p + 1r − 1. Then the proof follows again from Proposition 1.3 and
Theorem 1.2.
4 Local existence
In order to prove Theorem 1.2 we first are going to prove the local well-posedness. Theorem 1.10
is based on the fact that if we set u = w + φ, then u is a solution of (NGP) with initial condition
u0 = φ+ w0 if and only if w solves{
i∂tw +∆w + f(w) = 0 on R
N × R,
w(0) = w0,
(31)
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with
f(w) = ∆φ+ (w + φ)(W ∗ (1 − |φ+ w|2)).
We decompose f as
f(w) = g1(w) + g2(w) + g3(w) + g4(w), (32)
with
g1(w) = ∆φ + (W ∗ (1− |φ|2))φ,
g2(w) = −2(W ∗ 〈φ,w〉)φ,
g3(w) = −(W ∗ |w|2)φ− 2(W ∗ 〈φ,w〉)w + (W ∗ (1− |φ|2))w,
g4(w) = −(W ∗ |w|2)w.
The next lemma gives some estimates on each of these functions.
Lemma 4.1. Assume that W satisfies (WN ). Using the numbers given by (WN ) and Lemma 3.3,
let r1 = r2 = 2, r3 = p3, r4 = r˜, ρ1 = ρ2 = 2, ρ3 = q
′
1 and ρ4 = γ˜
′. Then
gj ∈ C(H1(RN ), H−1(RN )), j ∈ {1, 2, 3, 4}. (33)
Furthermore, for any M > 0 there exists a constant C(M,W,φ) such that
‖gj(w1)− gj(w2)‖
L
ρ′
j
≤ C(M,W,φ)‖w1 − w2‖
L
rj
, (34)
for all w1, w2 ∈ H1(RN ) with ‖w1‖H1 , ‖w2‖H1 ≤M , and
‖gj(w)‖
W
1,ρ′
j
≤ C(M,W,φ)(1 + ‖w‖
W 1,rj
), (35)
for all w ∈ H1(RN ) ∩W 1,rj(RN ) with ‖w‖H1 ≤M .
Proof. Since g1 is a constant function of w, g1 ∈ C(H1(RN ), H−1(RN )) and (34) is trivial in this
case. The condition (35) follows from the estimate
‖g1(w)‖H1 ≤‖∇φ‖H2 + ‖W‖2,2(‖1− |φ|2‖L2‖φ‖W 1,∞ + 2‖φ‖2L∞‖∇φ‖L2).
Similarly we obtain for g2,
‖g2(w1)− g2(w2)‖L2 ≤ 2‖W‖2,2‖φ‖2L∞‖w1 − w2‖L2
and
‖∇g2(w)‖L2 ≤ 2‖W‖2,2‖φ‖L∞
(‖φ‖L∞‖∇w‖L2 + 2‖∇φ‖L∞‖w‖L2)
≤ C(W,φ)‖w‖H1 .
Then we deduce (34) and (35) for j = 2.
For g3, we have
g3(w2)− g3(w1) = (W ∗ (|w1|2 − |w2|2))φ + 2(W ∗ 〈φ,w1 − w2〉)w1
+ 2(W ∗ 〈φ,w2〉)(w1 − w2) + (W ∗ (1− |φ|2))(w1 − w2).
The assumption (WN ) allows to apply Lemma 3.1 and then we derive
‖g3(w2)− g3(w1)‖Lρ′3 ≤ C(W,φ)‖w1 − w2‖Lr3 (‖w1‖Ls1 + ‖w2‖Ls1
+2‖w1‖Ls2 + 2‖w2‖Lp2 + 1).
(36)
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More precisely, the dependence on φ of the constant C(W,φ) in the last inequality is given explicitly
by max{‖φ‖L∞ , ‖1− |φ|2‖Lp2}. By the Sobolev embedding theorem
H1(RN ) →֒ Lp(RN ), ∀ p ∈
[
2,
2N
N − 2
]
if N ≥ 3 and ∀ p ∈ [2,∞) if N = 1, 2. (37)
In particular,
‖w1‖Ls1 + ‖w2‖Ls1 + 2‖w1‖Ls2 + 2‖w2‖Lp2 ≤ C(‖w1‖H1 + ‖w2‖H1),
which together with (36) gives us (34) for g3. With the same type of computations, taking w ∈
H1(RN ), ‖w‖H1 ≤M , we have
‖∇g3(w)‖Lρ′3 ≤C(M,W,φ)(‖∇w‖Lr3 + ‖w‖Lr3 ),
where the dependence on φ is in terms of ‖φ‖L∞ , ‖∇φ‖L∞ , ‖1− |φ|2‖Lp2 and ‖∇φ‖Lp2 .
For g4, applying Lemma 3.3 we obtain
‖g4(w1)− g4(w2)‖Lρ′4 ≤ C(W )‖w1 − w2‖Lr4 ((‖w1‖Ls + ‖w2‖Ls)‖w1‖Lr4
+‖w2‖Ls‖w2‖Lr4 )
and
‖∇g4(w)‖Lρ′4 ≤C(W )‖∇w‖Lr4 ‖w‖Lr4‖w‖Ls .
As before, using (37), we conclude that g4 verifies (34)-(35).
Since for 2 ≤ j ≤ 4, 2 ≤ rj < 2NN−2 (2 ≤ rj <∞ if N = 1, 2), we have the continuous embeddings
H1(RN ) →֒ Lrj(RN ) and Lr′j (RN ) →֒ H−1(RN ).
Then inequality (34) implies (33), for j ∈ {2, 3, 4}.
Now we analyze the potential energy associated to (31). For any v ∈ H1(RN ) we set
F (v) :=
∫
RN
〈∆φ, v〉 dx − 1
4
∫
RN
(W ∗ (1 − |φ+ v|2))(1 − |φ+ v|2) dx, (38)
and using the notation of Lemma 4.1, we fix for the rest of this section
r = max{r1, r2, r3, r4, ρ1, ρ2, ρ3, ρ4}. (39)
Lemma 4.2. Assume that W satisfies (WN ). Then the functional F is well-defined on H1(RN ).
If moreover W is a real-valued even distribution, we have the following properties.
(i) F is Fréchet-differentiable and
F ∈ C1(H1(RN ),R) with F ′ = f. (40)
(ii) For any M > 0, there exists a constant C(M,W,φ) such that
|F (u)− F (v)| ≤ C(M,W,φ)(‖u − v‖L2 + ‖u− v‖Lr), (41)
for any u, v ∈ H1(RN ), with ‖u‖H1 , ‖v‖H1 ≤M .
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Proof. By Lemma 3.4, F is well-defined in H1(RN ) for any N . To prove (i), we compute now the
Gâteaux derivative of F . For h ∈ H1(RN ) we have
dGF (v)[h] = lim
t→0
F (v + th)− F (v)
t
=
∫
RN
〈∆φ, h〉 dx + 1
2
∫
RN
(W ∗ 〈φ + v, h〉)(1 − |φ+ v|2) dx
+
1
2
∫
RN
(W ∗ (1− |φ+ v|2))〈φ + v, h〉 dx.
Since W is an even distribution, (26) implies that the last two integrals are equal. Finally we get
that
dGF (v)[h] =
∫
RN
〈f(v), h〉 dx = 〈f(v), h〉H−1,H1 .
From (32) and (33), we have that f ∈ C(H1(RN ), H−1(RN )). Hence the map v → dGF (v) is
continuous from H1(RN ) to H−1(RN ), which implies that F is continuously Fréchet-differentiable
and satisfies (40).
For the proof of (ii), using (40) and the mean-value theorem, we have
F (u)− F (v) =
∫ 1
0
d
ds
F (su+ (1− s)v) ds =
∫ 1
0
〈f(su+ (1− s)v), u − v〉H−1,H1 ds.
Then by Lemma 4.1,
|F (u)− F (v)| ≤ sup
s∈[0,1]
4∑
j=1
‖gj(su + (1− s)v)‖
L
ρ′
j
‖u− v‖Lρj
≤
4∑
j=1
C(M,W,φ)(‖u‖Lrj + ‖v‖Lrj + 1)‖u− v‖Lρj .
(42)
Since we assume that ‖u‖H1 , ‖v‖H1 ≤M , (37) implies that
‖u‖Lrj + ‖v‖Lrj + 1 ≤ C(M). (43)
Also, it follows from Lp-interpolation and Young’s inequality that
‖u− v‖Lρj ≤ ‖u− v‖θjL2‖u− v‖
1−θj
Lr ≤ ‖u− v‖L2 + ‖u− v‖Lr , (44)
with θj =
2(r−ρj)
ρj(r−2)
. By combining (42), (43) and (44), we obtain (ii).
Proof of Theorem 1.10. Recalling that r was fixed in (39), we define q by 1q =
N
2
(
1
2 − 1r
)
. Given
T,M > 0, we consider the complete metric space
XT,M = {w ∈ L∞((−T, T ), H1(RN )) ∩ Lq((−T, T ),W 1,r(RN )) :
‖w‖L∞((−T,T ),H1) ≤M, ‖w‖Lq((−T,T ),W 1,r) ≤M},
endowed with the distance
dT (w1, w2) = ‖w1 − w2‖L∞((−T,T ),L2) + ‖w1 − w2‖Lq((−T,T ),Lr). (45)
The estimates given in Lemmas 4.1, 4.2 and the Strichartz estimates show that the functional
Φ(w) = eit∆w0 + i
∫ t
0
ei(t−s)∆f(w(s)) ds
16
is a contraction in XT,M for some M ≤ C(‖w0‖H1 + 1) and T small enough, but depending only
on ‖w0‖H1 . Then we have a solution given by Banach’s fixed-point theorem. The arguments to
complete Theorem 1.10 are rather standard. For instance, Theorem 4.4.6 in [10] automatically
implies the existence, uniqueness, the blow-up alternative and that the function L(t) given by
L(t) := L1(t) +
1
4
∫
RN
(W ∗ (1− |φ+ w(t)|2))(1 − |φ+ w(t)|2) dx,
with
L1(t) =
1
2
∫
RN
|∇w(t)|2 dx−
∫
RN
〈∆φ,w(t)〉 dx,
is constant for all t ∈ (−Tmin, Tmax). Noticing that
L1(t) =
1
2
∫
RN
|∇w(t) +∇φ|2 dx− 1
2
∫
RN
|∇φ|2 dx,
we conclude that the energy is conserved.
However, the continuous dependence on the initial data in H1(RN ) is not obvious, because the
distance (45) does not involve derivatives. Therefore we give the complete proof of this point. Here
we will omit the dependence on W and φ in the generic constant C, since it plays no role in the
analysis of continuous dependence. Let w0,n, w0 ∈ H1(RN ) be such that
w0,n → w0 in H1(RN ).
Then for some n0 ≥ 0,
‖w0,n‖H1 ≤ ‖w0‖H1 + 1, ∀n ≥ n0.
We denote wn and w the solutions with initial data w0,n and w0, respectively. Then by the fixed-
point argument, there exist T > 0 and a constant C(‖w0‖H1), both depending only on ‖w0‖H1 ,
such that wn and w are defined in [−T, T ] for all n ≥ n0 and
‖wn‖L∞((−T,T ),H1) + ‖w‖L∞((−T,T ),H1) ≤ C(‖w0‖H1), ∀n ≥ n0. (46)
Since
wn(t)− w(t) = eit∆(w0,n − w0) + i
∫ t
0
ei(t−s)∆(f(wn(s)) − f(w(s))) ds,
using Strichartz estimates we have that
dT (wn, w) ≤ C‖w0,n − w0‖L2 + C
4∑
j=1
‖gj(wn)− gj(w)‖
L
γ′
j ((−T,T ),L
ρ′
j )
, (47)
with 1γj =
N
2
(
1
2 − 1ρj
)
. By Lemma 4.1, (46), using as in (44) an Lp-interpolation inequality and
Young’s inequality, we deduce that
‖gj(wn)− gj(w)‖ρ′j ≤ C(‖w0‖H1)(‖wn − w‖L2 + ‖wn − w‖Lr). (48)
Applying Hölder inequality with βj =
1
γ′j
− 1q ,
‖wn − w‖
L
γ′
j ((−T,T ),Lr)
≤ ‖wn − w‖Lq((−T,T ),Lr)(2T )βj . (49)
Notice that 0 < βj ≤ 1 since 2 ≤ ρj, rj < 2NN−2 . Assuming T ≤ 1 and putting together (48) and (49)
we conclude that
‖gj(wn)− gj(w)‖
L
γ′
j ((−T,T ),L
ρ′
j )
≤ C(‖w0‖H1)T βdT (wn, w), (50)
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with β = min{βj, 1/γ′j : 1 ≤ j ≤ 4}. Choosing T such that 4T βC(‖w0‖H1) ≤ 12 , (47) and (50) give
dT (wn, w) ≤ 2C(‖w0‖H1)‖w0,n − w0‖H1 .
Hence
wn → w, in C([−T, T ], L2(RN )) ∩ Lq((−T, T ), Lr(RN )).
Thus from (46) and the Gagliardo-Nirenberg inequality, we conclude that wn → w in C([−T, T ], Lp(RN )),
for every 2 ≤ p <∞ if N = 1, 2 and 2 ≤ p < 2NN−2 if N ≥ 3. Using the inequality (41) in Lemma 4.2,
it follows that F (wn) → F (w) in C([−T, T ]). Since the energy is conserved for w and wn, this
implies that
‖∇wn‖L2 → ‖∇w‖L2 in C([−T, T ]).
In addition, from the equation i∂twn = −∆wn − f(wn) in [−T, T ], we get
‖∂twn‖H−1 ≤ ‖wn‖H1 +
4∑
j=1
‖gj(wn)‖H−1 ,
Hence Lemma 4.1 and (46) provide a uniform bound for wn in C
1([−T, T ], H−1(RN )). Therefore
wn → w in C([−T, T ], H1(RN )) (see Proposition 1.3.14 in [10]). A covering argument allows us to
finish the proof in any closed bounded interval.
Since the generalized momentum still needs a precise definition, we will postpone the proof of
its conservation until Section 7.
We prove now Propositions 1.4 and 1.7 because the arguments involved are very similar to those
used in this section. For these proofs we suppose that Theorem 1.2 is already proved.
Proof of Proposition 1.4. Let un = φ+ wn and u∞ = φ + w∞, where wn, w∞ ∈ C(R, H1(RN )), be
the global solution of (NGP) with potentials Wn and W∞, respectively, with the same initial data
u0 = φ+w0, with w0 ∈ H1(RN ). In the same spirit of the proof of Theorem 1.10, for v ∈ H1(RN ),
we set
fn(v) = g1,n(v) + g2,n(v) + g3,n(v) + g4,n(v),
with
g1,n(v) = ∆φ+ (Wn ∗ (1− |φ|2))φ,
g2,n(v) = −2(Wn ∗ 〈φ, v〉)φ,
g3,n(v) = −(Wn ∗ |v|2)φ− 2(Wn ∗ 〈φ, v〉)w + (Wn ∗ (1− |φ|2))v,
g4,n(v) = −(Wn ∗ |v|2)v,
for any n ∈ N ∪ {∞}. Noticing that for any v1, v2 ∈ H1(RN ), 1 ≤ j ≤ 4,
gj,n(v1)− gj,m(v2) = (gj,n(v1)− gj,n(v2)) + (gj,n(v2)− gj,m(v2)) ,
Proposition 1.3, Lemma 3.1, the proof of Lemma 3.3 and the same argument given in Lemma 4.1
allows us to conclude that (we omit from now on the dependence on φ)
‖gj,n(v1)− gj,m(v2)‖
L
ρ′
j
≤ C(Wn,M)‖v1 − v2‖Lrj + C(Wn −Wm,M)(‖v2‖Lrj+1), (51)
for any n,m ∈ N ∪ {∞} and v1, v2 ∈ H1(RN ) with ‖v1‖H1 , ‖v2‖H1 ≤ M , with (the new choice of)
ρj , rj given by
ρ1 = ρ2 = r1 = r2 = 2, ρ3 = r3 = 3, ρ4 = r4 = 4, (52)
and
C(W,M) = σ(W )C(M), with σ(W ) = max{‖W‖2,2, ‖W‖3,3}. (53)
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By the uniqueness provided by Theorem 1.2, the functions wn are given by the fixed-point argu-
ment of the proof of Theorem 1.10. Since the estimates for the fixed point can be obtained using
Lemma 4.1, but with the values in (52), and by (14) we may assume that for k = 2, 3
1
2
‖W∞‖k,k ≤ ‖Wn‖k,k ≤ 2‖W∞‖k,k,
so that we have uniform bounds on Wn. Therefore we conclude that there exist some T ≤ 1 and
C > 0 that only depend on ‖w0‖H1 , ‖W∞‖2,2 and ‖W∞‖3,3 such that
‖wn‖L∞((−T,T ),H1) ≤ C, for any n ∈ N ∪ {∞}. (54)
Using the distance
dT (w1, w2) = ‖w1 − w2‖L∞((−T,T ),L2) + ‖w1 − w2‖L 8N ((−T,T ),L4),
the estimates (51), (54) and following the lines of the proof of Theorem 1.10, it leads to
dT (wn, w∞) ≤ Cσ(Wn −W∞).
Hence the hypothesis (14) and (53) imply that
wn → w∞ in C([−T, T ], L2(RN )) ∩ L 8N ((−T, T ), L4(RN )).
Then (54) and the Gagliardo-Nirenberg inequality imply that
wn → w∞ in C([−T, T ], Lp(RN )), ∀ p ∈ [2,∞) if N = 1, 2 and ∀ p ∈
[
2,
2N
N − 2
)
if N ≥ 3. (55)
We denote by Fn the function given by (38), with W replaced by Wn, so that the conserved
energy for each un is
En(un(t)) = ‖∇wn(t)‖L2 + Fn(wn(t)) = ‖∇w0‖L2 + Fn(w0), for any t ∈ R. (56)
The inequality (51) and similar arguments as in the proof of Lemma 4.2 give for any v1, v2 ∈ H1(RN )
with ‖v1‖H1 , ‖v2‖H1 ≤M , that there exists a constant C depending only on M , ‖W∞‖2,2 and
‖W∞‖3,3, such that
|Fn(v1)− Fm(v2)| ≤ C (‖v1 − v2‖L2 + ‖v1 − v2‖L4) + Cσ(Wn −Wm). (57)
By putting together (54), (55) and (57), we deduce that Fn(wn) → F∞(w∞) in C([−T, T ]). Then
by (56) we have that ‖∇wn‖L2 → ‖∇w∞‖L2 in C([−T, T ]). The conclusion follows as in the proof
of Theorem 1.10.
Proof of Proposition 1.7. Using the notation introduced at the beginning of this section, by Lemma
5.3.1 in [10], we only need to prove that for any 1 ≤ j ≤ 4 and any w ∈ Hs(RN ) such that
‖w‖H1 ≤M, we have
‖gj(w)‖L2 ≤ C(W,M,φ) (1 + ‖w‖Hs) , (58)
for some 0 < s < 2. From the estimate (35) in Lemma 4.1 and the Sobolev embedding theorem,
we have the inequality (58) for j = 1, 2 for any s ≥ 1. For j = 3, 4 we note that by the Sobolev
embedding theorem,
W 1,p(RN ) →֒ L2(RN ), ∀p ∈
[
2N
N + 2
, 2
]
if N ≥ 3 and ∀p ∈ [1, 2] if N = 1, 2,
and for any
r ∈
[
2,
2N
N − 2
]
, if N ≥ 3 and r ∈ [2,∞) if N = 1, 2,
there exists 32 < s < 2 such that H
s(RN ) →֒ W 1,r(RN ). Thus we have for j = 3, 4 that
W 1,ρ
′
j (RN ) →֒ L2(RN ) and Hsj (RN ) →֒ W 1,rj(RN ), for some sj < 2. Setting s = max{s3, s4},
from the inequality (35) we obtain estimate (58)
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5 Global existence
In order to complete the proof of Theorem 1.2 we need to prove that the solutions given by Theo-
rem 1.10 are global. We do this by establishing an appropriate estimate for ‖w(t)‖L2 . We distinguish
three subcases, associated to the different assumptions on W .
Proof of Theorem 1.2-(i)-(a). We recall that by Theorem 1.10 we already have the conservation of
energy
E0 =
1
2
∫
RN
|∇w(t) +∇φ|2 dx+ 1
4
∫
RN
(W ∗ (|φ+ w(t)|2 − 1))(|φ+ w(t)|2 − 1) dx, (59)
for any t ∈ (−Tmin, Tmax). Since we are assuming that W is a positive definite distribution, the
potential energy, i.e. the second integral in (59), is nonnegative. Hence
1
2
∫
RN
|∇w(t) +∇φ|2 dx ≤ E0
and using the elementary inequality∫
RN
|∇w∇φ| dx ≤ 1
4
‖∇w‖2L2 + ‖∇φ‖2L2 , (60)
we conclude that
‖∇w(t)‖2L2 ≤ 4E0 + 2‖∇φ‖2L2, t ∈ (Tmin, Tmax), (61)
which gives a uniform bound for ‖∇w(t)‖L2 . Therefore we only need an appropriate bound for
‖w(t)‖L2 to conclude that
sup{‖w(t)‖H1 : t ∈ (−Tmin, Tmax)} <∞. (62)
In virtue of the blow-up alternative in Theorem 1.10, we will deduce from (62) that Tmax = Tmin =
∞, which will complete the proof.
Now we prove the bound for ‖w(t)‖L2 . For any t ∈ (−Tmin, Tmax), we multiply (in the H−1−H1
duality sense) the equation (31) by iw, to get
1
2
d
dt
‖w(t)‖2L2 =Re
∫
RN
if(w(t))w(t) dx
= − Im
∫
RN
(∆φ+ φ(W ∗ (1− |φ+ w(t)|2))w(t) dx.
Then
1
2
∣∣∣∣ ddt‖w(t)‖2L2
∣∣∣∣ ≤‖∆φ‖L2‖w(t)‖L2 + ‖φ‖L∞ ∫
RN
|W ∗ (|φ+ w(t)|2 − 1)||w(t)| dx. (63)
We bound the last integral in (63) by H1(t) +H2(t), with
H1(t) =
∫
RN
|W ∗ (|φ|2 − 1 + 2〈φ,w(t)〉)||w(t)| dx,
H2(t) =
∫
RN
|W ∗ |w(t)|2||w(t)| dx.
Since W ∈ M2,2(RN ),
|H1(t)| ≤‖W ∗ (|φ|2 − 1 + 2〈φ,w〉)‖L2‖w(t)‖L2
≤‖W‖2,2
(‖|φ|2 − 1‖L2 + 2‖φ‖L∞‖w(t)‖L2)‖w(t)‖L2 .
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Therefore we have
|H1(t)| ≤ C(W,φ)(1 + ‖w(t)‖2L2). (64)
If N ≥ 4, by Lemma 3.2 and the Sobolev embedding theorem,
|H2(t)| ≤‖W ∗ |w(t)|2‖L2‖w(t)‖L2
≤C(W )‖w(t)‖2
L
2N
N−2
‖w(t)‖L2
≤C(W )‖∇w(t)‖2L2‖w(t)‖L2 .
By (61) we conclude that
|H2(t)| ≤ C(W,φ,E0)‖w(t)‖L2 , for all N ≥ 4. (65)
If N = 2, 3, we only need to use that W ∈ M2,2(RN ), together with the Gagliardo-Nirenberg
inequality. In fact,
|H2(t)| ≤‖W ∗ |w(t)|2‖L2‖w(t)‖L2
≤C(W )‖w(t)‖2L4‖w(t)‖L2
≤C(W )‖∇w(t)‖
N
2
L2‖w(t)‖
3−N
2
L2 .
Since we are considering N = 2, 3, using (61) it follows that
‖H2(t)‖L2 ≤ C(W,φ,E0)(1 + ‖w(t)‖2L2), N = 2, 3. (66)
From inequalities (63)–(66) we have that for any N ≥ 2∣∣∣∣ ddt‖w(t)‖2L2
∣∣∣∣ ≤ C(W,φ,E0)(1 + ‖w(t)‖2L2), t ∈ (−Tmin, Tmax). (67)
By Gronwall’s lemma we conclude that
‖w(t)‖L2 ≤ C(W,φ,E0)eC(W,φ,E0)|t|(1 + ‖w0‖L2), t ∈ (−Tmin, Tmax).
As we discussed before, this estimate implies (62), which finishes the proof if W is positive defi-
nite.
Remark 5.1. We note that the argument given in the proof Theorem 1.2-(i)-(a) fails in dimension
N = 1. In this case if we apply the Gagliardo-Nirenberg inequality to H2, instead of (67) we obtain
a bound for ‖w(t)‖2L2 in terms of ‖w(t)‖5/2L2 , which prevents to conclude applying Gronwall’s lemma.
Proof of Theorem 1.2-(i)-(b). In the case thatW is a positive distribution, we cannot infer from (59)
a uniform bound on ‖∇w(t)‖L2 . However, using that W ∈ M1,1(RN ), we will see that ‖∇w(t)‖L2
can be bounded in terms of ‖w(t)‖L2 and that we may deduce an inequality such as (67) (without
assuming that ‖∇w(t)‖L2 is a priori bounded). Then the conclusion follows as before.
Let A = 4‖φ‖L∞ + 1. Setting
wA(x, t) = w(x, t)χ({y ∈ RN : |w(y, t)| ≤ A})(x),
wAc(x, t) = w(x, t)χ({y ∈ RN : |w(y, t)| > A})(x),
where χ is the characteristic function, we deduce that w = wA + wAc , |w| = |wA| + |wAc |, |w|2 =
|wA|2 + |wAc |2 and∫
RN
(W ∗ (|φ + w(t)|2 − 1))(|φ+ w(t)|2 − 1) dx = I1(t) + I2(t) + I3(t), (68)
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with
I1(t) =
∫
RN
(W ∗ (|φ|2 − 1 + 2〈φ,w(t)〉))(|φ|2 − 1 + 2〈φ,w(t)〉) dx
+ 2
∫
RN
(W ∗ |w(t)|2)(|φ|2 − 1) dx,
I2(t) =
∫
RN
(W ∗ |w(t)|2)(4〈φ,wA(t)〉 + |wA(t)|2) dx,
I3(t) =
∫
RN
(W ∗ |w(t)|2)(4〈φ,wAc(t)〉 + |wAc(t)|2) dx.
Notice that we have used that W is even to decompose it in terms of I1, I2 and I3. Since the energy
(59) is conserved in the maximal interval (−Tmin, Tmax), using (60) and (68), we have that for any
t ∈ (−Tmin, Tmax),
‖∇w(t)‖2L2 + I3(t) ≤ |I1(t)|+ |I2(t)|+ 4|E0|+ 2‖∇φ‖2L2. (69)
Since W is a positive distribution, the choice of A implies that
I3(t) ≥
∫
RN
(W ∗ |w(t)|2)|wAc(t)|(|wAc (t)| − 4‖φ‖L∞) dx
≥
∫
RN
(W ∗ |w(t)|2)|wAc(t)| dx ≥ 0,
(70)
so that I3 is nonnegative. Using that W ∈M1,1(RN ) we also have
|I1(t)| ≤‖W‖2,2(‖|φ|2 − 1‖L2 + 2‖φ‖L∞‖w‖L2)2 + 2‖W‖1,1‖w‖2L2(‖φ‖2L∞ + 1) (71)
and
|I2(t)| ≤ ‖W‖1,1(4A‖φ‖L∞ +A2)‖w(t)‖2L2 . (72)
From inequalities (69), (71) and (72), we obtain that
‖∇w(t)‖2L2 + I3(t) ≤ C(W,φ,E0)(1 + ‖w(t)‖2L2), (73)
for any t ∈ (−Tmin, Tmax).
Let us set
J1(t) =
∫
RN
|(W ∗ (|φ|2 − 1 + 2〈φ,w(t)〉))w(t)| dx,
J2(t) =
∫
RN
|(W ∗ |w(t)|2)wA(t)| dx,
J3(t) =
∫
RN
|(W ∗ |w(t)|2)wAc(t)| dx.
Then the last integral in (63) is bounded by J1(t) + J2(t) + J3(t). As before, we conclude that
J1(t) + J2(t) ≤ C(W,φ)(1 + ‖w(t)‖2L2). (74)
From (70) we have J3(t) ≤ I3(t). Then (73) and (70) imply that
J3(t) ≤ C(W,φ,E0)(1 + ‖w(t)‖2L2). (75)
The estimates (74) and (75), together with (63), provide again the inequality (67), and then the
proof is completed as in the previous case.
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Proof of Theorem 1.2-(ii). As before, the local well-posedness follows from Theorem 1.10. Moreover,
from Theorem 1.2-(i)-(a) we have the global well-posedness for N ≥ 2. From Proposition 2.2 we
have that W is a positive definite distribution and, as shown before, this implies that ‖∇w(t)‖L2
is uniformly bounded in the maximal interval (−Tmin, Tmax) in terms of E0 and φ (see inequality
(61)). Then it only remains to prove the inequality (13), for t ∈ (−Tmin, Tmax).
The argument follows the lines of the proof in [2] for the local Gross-Pitaevskii equation. For
sake of completeness we give the details.
Since W is positive definite, from the conservation of energy we have
0 ≤
∫
RN
(W ∗ (|φ + w(t)|2 − 1))(|φ+ w(t)|2 − 1) dx ≤ 4E0. (76)
On the other hand, Lemma 2.4 gives a lower bound for the potential energy
σ‖|φ+ w(t)|2 − 1‖2L2 ≤
∫
RN
(W ∗ (|φ+ w(t)|2 − 1))(|φ+ w(t)|2 − 1) dx. (77)
From (63) and using Hölder inequality we obtain
1
2
∣∣∣∣ ddt‖w(t)‖2L2
∣∣∣∣ ≤‖∆φ‖L2‖w(t)‖L2 + ‖W‖2,2‖φ‖L∞‖|φ+ w(t)|2 − 1‖L2‖w(t)‖L2 . (78)
Thus from (76), (77) and (78), we have that for any δ > 0
1
2
∣∣∣∣ ddt (‖w(t)‖2L2 + δ)
∣∣∣∣ ≤ (‖w(t)‖2L2 + δ) 12
(
‖∆φ‖L2 + ‖W‖2,2‖φ‖L∞
√
4E0
σ
)
.
Dividing by ‖w(t)‖2L2 + δ > 0, integrating and then taking δ → 0 we conclude that
‖w(t)‖L2 ≤
(
‖∆φ‖L2 + ‖W‖2,2‖φ‖L∞
√
4E0
σ
)
|t|+ ‖w0‖L2 , (79)
for any t ∈ (−Tmin, Tmax). As discussed before, this implies that ‖w(t)‖H1 is uniformly bounded
in (−Tmin, Tmax). Therefore by the blow-up alternative, we infer that Tmin = Tmax = ∞. Since
u(t) = w(t) + φ and u0 = w0 + φ, (79) implies (13), finishing the proof.
6 Equation (NGP) in energy space
We recall the following results about the energy space E(RN ). We refer to [19, 18, 17] for their
proofs.
Lemma 6.1. Let u ∈ E(RN ). Then there exists φ ∈ C∞b ∩ E(RN ) with ∇φ ∈ H∞(RN ), and
w ∈ H1(RN ) such that u = φ+ w.
Lemma 6.2. Let 1 ≤ N ≤ 4. Then E(RN ) is a complete metric space with the distance (15),
E(RN ) +H1(RN ) ⊂ E(RN ) and the maps
u ∈ E(RN ) 7→ ∇u ∈ L2(RN ), u ∈ E(RN ) 7→ 1− |u|2 ∈ L2(RN ),
(u,w) ∈ E(RN )×H1(RN ) 7→ u+ w ∈ E(RN )
are continuous.
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Lemma 6.3. Assume 1 ≤ N ≤ 4. Let W ∈M2,2(RN ), u ∈ C(R, E(RN )), v ∈ C(R, L2(RN )) and
Φ(t) :=
∫ t
0
ei(t−s)∆u(s)(W ∗ v(s)) ds, t ∈ [0, T ].
Then Φ ∈ C([0, T ], L2(R2)) and there exists a universal constant C such that
‖Φ‖L∞((0,T ),L2) ≤ Cmax{T, T
8−N
N }‖W‖2,2(‖1−|u|2‖L∞((0,T ),L2)+‖∇u‖L∞((0,T ),L2))‖v‖L∞((0,T ),L2).
Proof. By Lemma 1 in [19] and Lemma 6.2, we may decompose u(t) = u1(t) + u2(t), with
‖u1‖L∞(R,L∞) ≤ 3 and
‖u2‖L∞((0,T ),H1) ≤ C(‖1− |u|2‖L∞((0,T ),L2) + ‖∇u‖L∞((0,T ),L2)). (80)
Let us set
Φj(t) :=
∫ t
0
ei(t−s)∆uj(s)(W ∗ v(s)) ds, j = 1, 2.
By the Strichartz estimates we have that Φ1 ∈ C([0, T ], L2(R2)) and
‖Φ1‖L∞((0,T ),L2) ≤ CT ‖W‖2,2‖v‖L∞(R,L2). (81)
Since (8/N, 4) is an admissible Strichartz pair in dimension 1 ≤ N ≤ 4, we also infer that Φ2 ∈
C([0, T ], L2(R2)) and
‖Φ2‖L∞((0,T ),L2) ≤ CT
8−N
N ‖u(W ∗ v)‖L∞(R,L4/3)
≤ CT 8−NN ‖W‖2,2‖u‖L∞(R,L4)‖v‖L∞(R,L2)
(82)
Combining (80)-(82) and using the Sobolev embedding H1(RN ) →֒ L4(RN ), the conclusion follows.
Proof of Theorem 1.6. After Theorem 1.2, the proof follows the same arguments given in [17]. For
sake of completeness we sketch the proof.
Given u0 ∈ E(RN ), by Lemma 6.1 we have that u0 = φ + w˜0, for some w˜0 ∈ H1(RN ) and
φ satisfying (10). Thus Theorem 1.2 gives a solution of (NGP) of the form u = φ + w˜, with
w˜ ∈ C(R, H1(RN )). Therefore u = u0 + w, with w = w˜ − w˜0 is the desired solution. To prove the
uniqueness in the energy space, we consider 1 ≤ N ≤ 4. Let v ∈ C(R, E(RN )) be a mild solution of
(NGP) with v(0) = u0. It is sufficient to show that v − u0 ∈ C(R, H1(RN )), because then we may
apply the uniqueness result given by Theorem 1.2. We do this by proving that u−v ∈ C(R, H1(RN )).
Note that by Lemma 6.2, u ∈ u0 + C(R, H1(RN )) ⊂ C(R, E(RN )) and ∇u,∇v ∈ C(R, L2(RN )). It
only remains to prove that u− v ∈ C(R, L2(RN )). Let T > 0 and t ∈ [0, T ], then
u(t)− v(t) = i
∫ t
0
ei(t−s)∆(G(u(s)) −G(v(s))) ds,
with
G(u)−G(v) = u(W ∗ (|v|2 − |u|2)) + (u− v)(W ∗ (1− |v|2)).
Applying Lemma 6.3 to u(W ∗ (|v|2 − |u|2)) and (u − v)(W ∗ (1 − |v|2)), we conclude that u− v ∈
C([0, T ], L2(RN )).
7 Other conservation laws
In this section we consider a global solution u of (NGP) given by Theorem 1.2. We have already seen
that the energy is conserved by the flow of this solution. Now we discuss the notions of momentum
and mass associated to the equation (NGP), that are also formally conserved.
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7.1 The momentum
The vectorial momentum for (NGP) is given by
p(u) =
1
2
∫
RN
〈 i∇u, u〉 dx. (83)
A formal computation shows that the derivative of the momentum is zero and thus it is a conserved
quantity. Moreover, if u = φ+ w we have
p(u) =
1
2
∫
RN
〈 i∇φ, φ〉 dx + 1
2
∫
RN
〈 i∇w,w〉 dx
+
1
2
∫
RN
〈 i∇φ,w〉 dx+ 1
2
∫
RN
〈 i∇w, φ〉 dx.
Here the problem is that 〈 i∇φ, φ − 1〉 and 〈 i∇w, φ − 1〉 are not necessarily integrable for w ∈
C(R, H1(RN )). However, a formal integration by parts yields
p(u) =
1
2
∫
RN
〈 i∇φ, φ〉 dx+ 1
2
∫
RN
〈 i∇w,w〉 dx +
∫
RN
〈 i∇φ,w〉 dx, (84)
reducing the ill-defined term to 〈 i∇φ, φ〉 , supposing that we can justify the integration by parts. In
order to give a rigorous sense to these computations, we use the following definition proposed by
Mariş in [32].
Definition 7.1. Let X (RN ) = {∇v : v ∈ H˙1(RN )} and Xj(RN ) = {∂jv : v ∈ H˙1(RN )}, with
j = 1, . . . , N. For any h1 ∈ L1(RN ) and h2 ∈ Xj(RN ) we define the linear operator Lj on L1(RN )+
Xj(RN ) by
Lj(h1 + h2) =
1
2
∫
RN
h1 dx.
Lemma 7.2. Let N ≥ 2 and j ∈ {1, . . . , N}. Then∫
RN
h = 0, for any h ∈ L1(RN ) ∩ Xj(RN ).
In particular Lj is a well-defined linear continuous operator on L
1(RN )+Xj(RN ) in any dimension
N ≥ 2.
Proof. The proof of Lemma 7.2 is given by Mariş (Lemma 2.3 in [32]) in the case N ≥ 3. The
same argument works in dimension two, provided that a function in H˙1(R2) defines a tempered
distribution. In fact, this last point was shown by Gérard (see [18], p. 8), concluding the proof.
Following the ideas proposed in [32] in dimension N ≥ 3, we have the following result that is
essential to define our notion of momentum.
Lemma 7.3. Let N ≥ 2, j = 1, . . . , N and w ∈ H1(RN ). Then 〈 i∂jφ, φ〉 ∈ L1(RN ) + Xj(RN ),
〈 i∂jφ,w〉 ∈ L1(RN ), 〈 iφ, ∂jw〉 ∈ L1(RN ) + Xj(RN ) and
Lj(〈 i∂jφ,w〉) = −Lj(〈 iφ, ∂jw〉 ). (85)
Proof. The assumption (10) implies that there is a radius R > 1 such that |φ(x)| ≥ 12 , for all
x ∈ B(0, R)c and φ is C1 in B(0, R)c. Then, there are some scalar functions ρ˜, θ˜ ∈ C1(B(0, R)c) ∩
H1
loc
(B(0, R)c) such that
φ = ρ˜eiθ˜, on B(0, R)c.
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Moreover, since ∂jφ ∈ L2(RN ) and
|∂jφ|2 = |∂j ρ˜|2 + ρ˜2|∂j θ˜|2, on B(0, R)c
we deduce that ∂j ρ˜, ∂j θ˜ ∈ L2(B(0, R)c). By Whitney extension theorem (cf. [29], p. 167), there
exist scalar functions ρ, θ ∈ C1(RN ) such that ρ = ρ˜ and θ = θ˜ on B(0, R)c. Setting
φ1 = ρe
iθ and φ2 = φ− φ1,
we have
〈 i∂jφ, φ〉 = 〈 i∂jφ1, φ1〉 + 〈 i∂jφ1, φ2〉 + 〈 i∂jφ2, φ1〉 + 〈 i∂jφ2, φ2〉 . (86)
Since suppφ2, supp∇φ2 ⊂ B¯(0, R), the last three terms in the r.h.s. of (86) belong to L1(RN ). For
the remaining term, a direct computation gives
〈 i∂jφ1, φ1〉 = −ρ2∂jθ = (1− ρ2)∂jθ − ∂jθ, on RN . (87)
The fact that ∂j θ˜ ∈ L2(B(0, R)c) implies that ∂jθ ∈ L2(RN ) and from (10) it follows that
|ρ|2 − 1 ∈ L2(RN ). Therefore from (87) we conclude that 〈 i∂jφ1, φ1〉 ∈ L1(RN ) + Xj(RN ) and
hence 〈 i∂jφ, φ〉 ∈ L1(RN ) + Xj(RN ).
To finish the proof, we notice that from (10) and the above computations we also have that φ1 ∈
X (RN )∩C1(RN )∩W 1,∞(RN ) and φ2 ∈ H1(RN ). Then a slight modification of the argument given
in Lemma 2.5 in [32], allows us to deduce that 〈 i∂jφ,w〉 ∈ L1(RN ), 〈 iφ, ∂jw〉 ∈ L1(RN ) + Xj(RN )
and the identity (85).
In virtue of Lemma 7.3 and making an analogy to (83), for N ≥ 2 and u ∈ φ + H1(RN ), we
define the generalized momentum q = (q1, . . . , qN ) as
qj(u) = Lj(〈 i∂ju, u〉), j = 1 . . . , N.
Furthermore, by (85) we have
qj(u) = Lj(〈 i∂jφ, φ〉 ) + 1
2
∫
RN
〈 i∂jw,w〉 dx+
∫
RN
〈 i∂jφ,w〉 dx, (88)
which can be seen as a rigorous formulation of (84).
In dimension one, the operator Lj is not well-defined. In fact, following the idea of the proof of
Lemma 7.3, if we assume that u = ρeiθ then
〈 iu′, u〉 = −ρ2θ′ = (1− ρ2)θ′ − θ′.
Supposing that lim
R→∞
(θ(R)− θ(−R)) exists, we would have∫
R
θ′(x) dx = lim
R→∞
(θ(R) − θ(−R)). (89)
Thus we necessarily need to modify the definition of the momentum in the one-dimensional case to
take into account the phase change (89). This approach is taken in [7] using the following notion of
untwisted momentum.
Definition 7.4. For u ∈ φ+H1(R), we define the operator L on φ+H1(R) by
L(u) = lim
R→∞
(
1
2
∫ R
−R
〈 iu′, u〉 dx + 1
2
(arg u(R)− argu(−R))
)
mod π (90)
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In [7] it is proved that the limit in (90) actually exists. Therefore, as in the higher dimensional
case, we define the generalized momentum in dimension one as
q1(u) = L(u).
The following result shows that this definition gives us an analogous expression to (88).
Lemma 7.5 ([7]). Let u = φ+ w, w ∈ H1(R). Then
q1(u) = L(φ) + 1
2
∫
R
〈 iw′, w〉 dx +
∫
R
〈 iφ′, w〉 dx.
Now that we have explained the notion of generalized momentum in any dimension, we can
proceed to prove Theorem 1.8.
Proof of Theorem 1.8. In view of the continuous dependence of the flow, Lemma 7.5, (88) and
Proposition 1.7, we only need to prove the conservation of momentum for u0 = φ + w0, with
w0 ∈ H2(RN ). Thus we assume that u − φ = w ∈ C(R, H2(RN )) ∩ C1(R, L2(RN )). Integrating by
parts we have that for any j = 1, . . . , N and t ∈ R,
∂tqj(u(t)) = ∂t
(
1
2
∫
RN
〈 i∂jw(t), w(t)〉 dx+
∫
RN
〈 i∂jφ,w(t)〉 dx
)
=
∫
RN
〈 i∂j(w(t) + φ), ∂tw(t)〉 dx
=
∫
RN
〈 i∂ju(t), ∂tu(t)〉 dx
=
∫
RN
〈∂ju(t),∆u(t) + u(t)(W ∗ (1− |u(t)|2))〉 dx.
Since |∇u(t)|2 ∈W 1,1(RN ), an integration by parts leads to
∂tqj(u(t)) = −1
2
∫
RN
∂j |∇u(t)|2 dx+
∫
RN
(W ∗ (1− |u(t)|2))〈u(t), ∂ju(t)〉 dx
=
∫
RN
(W ∗ (1− |u(t)|2))〈u(t), ∂ju(t)〉 dx.
(91)
Now we notice that
∂j
(
(1− |u|2)(W ∗ (1− |u|2))) = −2〈u, ∂ju〉(W ∗ (1− |u|2))− 2(1− |u|2)(W ∗ 〈u, ∂ju〉 ). (92)
From (92) and Lemma 3.4, we have∫
RN
〈u, ∂ju〉 (W ∗ (1 − |u|2)) dx =
∫
RN
(1− |u|2)(W ∗ 〈u, ∂ju〉 ) dx. (93)
Since
(
(1− |u(t)|2)(W ∗ (1− |u(t)|2))) ∈ W 1,1(RN ), from (91), (92) and (93) we infer that
∂tqj(u(t)) = −1
4
∫
RN
∂j
(
(W ∗ (1 − |u(t)|2))(1 − |u(t)|2)) dx = 0,
concluding the proof.
Remark 7.6. This argument also proves the conservation of momentum stated in Theorem 1.10.
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7.2 The mass
In a recent article, Béthuel et al. [6] give a definition for the mass for the local Gross-Pitaevskii
equation in the one-dimensional case. In this subsection we try to extend this notion to higher
dimensions.
Let χ ∈ C∞0 (R;R) be a function such that χ(x) = 1 if |x| ≤ 1, χ(x) = 0 if |x| ≥ 2 and
‖χ′‖L∞ , ‖χ′′‖L∞ ≤ 2. For any R > 0, a ∈ RN , we set
χa,R(x) = χ
( |x− a|
R
)
, x ∈ RN
and the quantities
m+(u) = inf
a∈RN
lim sup
R→∞
∫
RN
(1− |u|2)χa,R dx, m−(u) = sup
a∈RN
lim inf
R→∞
∫
RN
(1− |u|2)χa,R dx.
In the case that 1 − |u|2 ∈ L1(RN ), m+(u) = m−(u). More generally, if u is such that m+(u) =
m−(u), we define the generalized mass as
m(u) ≡ m+(u) = m−(u).
The following result is a more accurate version of Theorem 1.9 and shows that the generalized
mass is conserved if N ≤ 4. However, we need a faster decay for φ in dimensions three and four,
which is at least satisfied by the travelling waves in the local problem (see [21]).
Theorem 7.7. Let 1 ≤ N ≤ 4. In addition to (10), assume that ∇φ ∈ L NN−1 (RN ) if N = 3, 4.
Suppose that u0 ∈ φ + H1(RN ) with m+(u0) (respectively m−(u0)) finite. Then the associated
solution of (NGP) given by Theorem 1.2 satisfies m+(u(t)) = m+(u0) (respectively m
−(u(t)) =
m−(u0)), for any t ∈ R. In particular, if u0 has finite generalized mass, then the generalized mass
is conserved by the flow, that is m(u(t)) = m(u0), for any t ∈ R.
Proof. Let u0 = φ + w0 and u = φ + w, w0 ∈ H1(RN ), w ∈ C(R, H1(RN )) ∩ C1(R, H−1(RN )).
We take a sequence w0,n ∈ H2(RN ) such that w0,n → w0 in H1(RN ). By Proposition 1.7 and the
continuous dependence property of Theorem 1.2, the solutions un = φ + wn of (NGP) with initial
data φ+ w0,n satisfy
wn ∈ C(R, H2(RN )) ∩ C1(R, L2(RN )) and wn → w in C(I,H1(RN )), (94)
for any bounded closed interval I.
Setting η(t) = 1 − |u(t)|2, ηn(t) = 1 − |un(t)|2 and using that the functions un are solution of
(NGP), it follows
∂tηn(t) = −2Re(iun(t)∆un(t)).
Then integrating by parts
∂t
(∫
RN
ηn(t)χa,R dx
)
=
∫
RN
∂tηn(t)χa,R dx = I1(t) + I2(t) + I3, (95)
with
I1(t) = −2 Im
∫
RN
(wn(t)∇wn(t) + wn(t)∇φ)∇χa,R dx,
I2(t) = −2 Im
∫
RN
φ∇wn(t)∇χa,R dx,
I3 = −2 Im
∫
RN
φ∇φ∇χa,R dx.
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Noticing that ‖∆χa,R‖L2 ≤ CRN−42 , we have that ‖∇χa,R‖L∞ and ‖∆χa,R‖L2 are uniformly
bounded in a and R. Setting
Ωa,R = {x ∈ RN : R < |x− a| < 2R}
and using the Cauchy-Schwarz inequality we have
|I1(t)| ≤ C(φ)‖wn(t)‖L2(Ωa,R)(‖∇wn(t)‖L2(Ωa,R) + 1). (96)
For I2, we first integrate by parts
I2(t) = 2 Im
∫
RN
wn(t)(∇φ∇χa,R + φ∆χa,R) dx,
thus
|I2(t)| ≤ C(φ)‖wn(t)‖L2(Ωa,R). (97)
Using Hölder inequality, it follows that
|I3| ≤
{‖φ‖L∞‖∇φ‖L2(Ωa,R)‖∇χa,R‖L2 , if N = 1
‖φ‖L∞‖∇φ‖
L
N
N−1 (Ωa,R)
‖∇χa,R‖
L
N , if 2 ≤ N ≤ 4. (98)
Note that the choice of χ implies that ‖∇χa,R‖LN is uniformly bounded in a and R in any dimension,
and so is ‖∇χa,R‖L2 in dimension one. Then by putting together (95)-(98), we obtain∣∣∣∣∂t(∫
RN
ηn(t)χa,Rdx
)∣∣∣∣ ≤ C(φ)(‖wn(t)‖L2(Ωa,R)(1 + ‖∇wn(t)‖L2) + ‖∇φ‖LN∗(Ωa,R)),
with N∗ = 2 if N = 1 and N∗ = NN−1 if 2 ≤ N ≤ 4. Integrating this inequality between 0 and t
and, by (94), passing to the limit we have∣∣∣∣∫
RN
η(t)χa,R dx−
∫
RN
η(0)χa,R dx
∣∣∣∣ ≤
C(φ)
∫ |t|
0
‖w(s)‖L2(Ωa,R)(1 + ‖∇w(s)‖L2) ds+ C(φ)|t|‖∇φ‖LN∗ (Ωa,R). (99)
From the proof of Theorem 1.2, we deduce that for some constant K, depending only on w0, E0, φ
and W,
‖w(t)‖L2 ≤ KeK|t|, ‖∇w(t)‖L2 ≤ KeK|t|. (100)
Then, by Cauchy-Schwarz inequality,∫ |t|
0
‖w(s)‖L2(Ωa,R)(1 + ‖∇w(s)‖L2) ds ≤KeK|t|
∫ |t|
0
‖w(s)‖L2(Ωa,R) ds
≤KeK|t||t| 12
(∫ |t|
0
∫
Ωa,R
|w(s)|2 dx ds
) 1
2
.
This inequality together with (100), the dominated convergence theorem and (99) imply that
lim
R→∞
(∫
RN
(1− |u(t)|2)χa,R dx−
∫
RN
(1− |u0|2)χa,R dx
)
= 0.
The conclusion follows from the definition of m+, m− and m.
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An interesting open question is to extend the statement of Theorem 1.9 to a more meaningful
notion of mass such as
m
+(u) = inf
a∈R
lim sup
R→∞
∫
B(a,R)
(1− |u|2) dx, m−(u) = sup
a∈R
lim inf
R→∞
∫
B(a,R)
(1− |u|2) dx.
In fact, in the one-dimensional case, one can choose a test function χ such that
‖χa,R‖L2(supp(∇χa,R))
is uniformly bounded in a and R. Then one can see that Theorem 1.9 remains true replacing m by
m, recovering a result of Béthuel et al. (see Appendix in [6]). However, in higher dimensions we do
not know if this is possible.
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