In this paper, a new approach for estimation of eigenvalues of images is presented. The proposed approach is based on the Gerschgorin's circles theorem. This approach is more efficient as there is no need of calculation of all real eigenvalues. It is also helpful for all type of images where the calculation of eigenvalues may be impractical. More importantly, anyone can come to the conclusion by visual inspection as it is a graphical method. The estimation of eigenvalues can be used to extract the important information of images for various applications.
INTRODUCTION
The eigenvalues play an important role in image processing applications. There are various methods available for image processing. The processing like measurement of image sharpness can be done using the concept of eigenvalues [1] . Also, the classification of image such as coin and face is done using an eigen-space approach [2] . In this, the eigenvalues are calculated using the singular value decomposition (SVD). In case of human face segmentation using elliptical shape [3] , largest and smallest eigenvalue of covariance matrix represent the elliptical shape. The major and minor axial length of an ellipse is depending on the largest and smallest eigenvalue of covariance matrix of an image. Thus, in such image processing applications, one of the most important things about an image is its eigenvalues knowledge. But all these methods require lot of computation and analysis. It is also impossible to describe behavior of eigenvalues by simple inspection. One way of estimating the eigenvalues is singular value decomposition (SVD) of covariance matrix which is used by many researchers in image processing applications. But, this technique demands level of calculations which increases the computational complexity of the system [4] . Another method for estimating the eigenvalues is to obtain the graph (trace) of matrix which is generally used in control system applications. It has small trace but very wide range of eigenvalues of a matrix. In literature, Gerschgorin suggested a method which gives bounded region that contain all eigenvalues of a matrix [5] [6] . This theorem also used to find the circles whose union contains all the eigenvalues of complex matrices [7] . Moreover, it has two eigenvalues with opposite sign whose absolute values are large. In this paper, authors proposed a new approach using Gerschgorin's theorem for estimation of eigenvalues and apply it successfully to study the features of an image. The rest of the paper is structured as follows. The generalized eigenvalues problem in image processing is discussed in section 2. A brief introduction of Gerschgorin's theorem and its utility is presented in section 3. The detailed explanation of proposed approach for estimation of eigenvalues is described in section 4. The experimental results for different images are explained in section 5. Finally, conclusions are drawn in section 6.
GENERALIZED EIGENVALUE PROBLEMS IN IMAGE PROCESSING
For optimization process, Rayleigh quotient is stated as [8] , (1) where, P, Q are symmetric matrices and is nonzero vector. If the constraint is chosen as, , then the constrained optimization problem can be defined in the form as, (2) The optimization value reached by solving eq. (2) is equal to the maximum eigenvalue . This is used for solving the symmetric matrices. The nonsymmetrical eigenvalue problem can be solve by considering the on the left hand side of eq. (2). Let, , where is nonsingular matrix, the eigenvalue problem in eq. (2) is converted to symmetric eigenvalue problem as [1] , (3) This is the general eigenvalue problem and can be solve for different values of . Let is the eigenvector with respect to eigenvalue . Here the largest eigenvalue represent the direction of maximum variance of the matrix P. Most of the image features are shown by the larger eigenvalues whereas smaller eigenvalues are more sensitive to noise. Thus, the reduction of dimension by elimination of small eigenvalues is possible in image processing. This process leads towards simple computation and less complexity. For eigenvalue problem, the matrix can be decomposed using the Singular Value Decomposition (SVD) given as [1] , (4) where, is the orthogonal vectors, , is the set of orthogonal eigenvectors and the diagonal elements of are real and positive singular values representing the eigenvalues . In such type of eigenvalues and eigenvector calculations, levels of operations are required which increases computational time. Here, authors proposed a simple graphical approach using the Gerschgorin's theorem to estimate the eigenvalues of images. The proposed approach overcomes the eigenvalues problem occur due to singular value decomposition (SVD).
GERSCHGORIN'S THEOREM
Before Gerschgorin's theorem, it is necessary to introduce the form of matrix to solve the theorem commonly known as Strictly Diagonally Dominant Matrix (SDDM). The condition for SDDM is defined as [9] :
If this condition is satisfied then the matrix is always nonsingular. By knowing the matrix is nonsingular, Gerschgorin's theorem can be stated. Given a Complex square matrix , where and . In this case, the eigenvalues of is similar to the zeros of the transfer function polynomial as: (6) Where, I is the identity matrix of order . But in image applications, is very and therefore it is not easy to estimate the eigenvalues. In 1931, Russian Mathematician S. Gerschgorin [5] developed a new technique to estimate the eigenvalues known as 'Gerschgorin's Theorem' which states that if the sum of moduli of element along the row excluding the diagonal element is less than the diagonal element then every eigenvalue of matrix lies inside or on the boundary of circles. for (7) Where, is an eigenvalue of matrix . Gerschgorin closed complex circle of the matrix is given as: (8) The Gerschgorin circle is the interior region and the boundary of the circle having as center of the circle. The circle has a radius is defined as: or (11) By considering the absolute values in eq. (11) and triangle inequality, gives,
From above equation for all . Dividing eq. (12) by , gives the result . The intersection of Gerschgorin circles gives the range of bound under which the eigenvalues exist. Such bound of eigenvalues is the extreme ends of the intersection of the circles which is known as Gerschgorin bound. The Gerschgorin circle theorem and estimation of eigenvalues is explained using the different examples in section 3.1, 3.2 and 3.3.
Gerschgorin Circle Example 1
Consider a matrix as [6] ,
The matrix has the eigenvalues 2.1623 and -4.1623. Therefore, the matrix has two circles, first with radius 3 centered at (1, 0) and second circle is of radius 2 and centered at (-3, 0) . The plot of Gerschgorin circles and eigenvalues in complex plane is shown in Figure 1 . According to the Gerschgorin circle theorem, every eigenvalue must lie within one of the circle. The both eigenvalues may lie either in one of the circle or one in each circle. 
Gerschgorin Circle Example 2
Consider another matrix as [6] [7],
The matrix has the eigenvalues and . The matrix has two circles, first with radius 2 centered at (2, 0) and second circle of radius 4 and centered at (-2, 0). The plotting of both Gerschgorin circles and the eigenvalues in the complex plane is shown in Figure 2 . It is observed from Figure 2 that the eigenvalues of matrix fall under the circle of 2 nd row of matrix and none of the eigenvalue fall under the circle of 1 st row. It is also observed from Figure 1 and Figure 2 that the eigenvalues may be real or complex.
Gerschgorin's Circle Example 3
Consider the matrix as [6] [7],
The matrix has complex eigenvalue, and . The matrix has two circles, first with radius 2 centered at (3, 0) and second circle of radius 4 and centered at (-2, 0). The transpose of matrix is represented by which is equivalent to column matrix . The eigenvalues of are same as the eigenvalues of As the rows of correspond to the column of , the eigenvalues lie inside Gerschgorin circle corresponding to the column of . Figure 3 shows the Gerschgorin circles and eigenvalues of and . From above examples it is clear that the Gerschgorin theorem can be used to estimate eigenvalues of any type of matrices. 
Fig 2: Gerschgorin circles and eigenvalues

PROPOSED APPROACH FOR ESTIMATION OF EIGENVALUES OF IMAGES
An image is considered to be a function of two real variables and with function and magnitude ranges from 0 to 255. The 2D image represented by is divided into rows and columns. The eigenvalues of such rows and columns matrix shows the main feature of the images. In image processing techniques such as image enhancement, image compression [10] , pattern recognition [11] and face identification [12] , calculation of eigenvalues and eigenvectors is required. The largest eigenvalue represent the important (dominant) features of the image whereas the smallest eigenvalue represent the less important features or noise which can be neglected. The Gerschgorin's theorem explained in above section is useful to estimate the eigenvalues of image. In this paper, authors proposed a new approach for statistical and graphical estimation of eigenvalues using Gerschgorin's theorem concept. The proposed approach is described in the following steps:
Step 1: Obtain 2D gray scale image .
Step 2: Construct the gray image in the form of rows and columns matrix.
Step 3: Obtained the image vector using the chucks of , (where, = 2, 4, 16, 32, 64,…). The image vector should be of order .
Step 4: Compute the average vector: (13) Step 5: Subtract the average vector:
(14)
Step 6: Obtain the covariance matrix ,i.e., (15) where, is the matrix.
Step 7: Apply the Gerschgorin's theorem stated in section 3 and draw Gerschgorin's circles, (16) Step 8: Analyze the graph and estimate the eigenvalues using,
Proposed comment: From observations on Gerschgorin circles, heuristically, largest eigenvalue of the image can be written as,
where, D is the extreme left bound and E is the extreme right bound. The value of is very small as compared to and it is near to origin.
In proposed algorithm, covariance matrix reduces the dimension of image matrix and it considers only important features of an image. The use of covariance matrix reduces calculation complexity and time [13] [14]. The proposed approach using Gerschgorin theorem gives the range of eigenvalues using the bound region and the nature of features of an image graphically. This approach is very simple and it can be used in image processing applications such human face identification, pattern recognition and similarity measure etc. The proposed approach using Gerschgorin's theorem is applied on different images and explained in next section.
EXPERIMENTAL RESULTS AND ANALYSIS
For experiments, authors considered different colored images shown in Figure 4 . The set of images (Figure 4a Figure 5 that features of image '(a) Mayank' is smoothly distributed as compared to image '(b) Manu'. This is due to the fact that the variation of colors inside the image '(a) Mayank' are very less. In this, the variation in Gerschgorin circles is smooth. Similarly, the features of image '(g) Baboon' are more diverged as compared to '(h) doggy'. This is due to the reason that the variation of colors inside the image '(g) Baboon' is very large. Here, the radius of Gerschgorin circle is changing abruptly. It is also observed that the divergence of the Gerschgorin circles is more wherever the variation in the features of images is large. Table 1 represents the largest and smallest eigenvalue of different images obtained using the proposed approach. The largest eigenvalue of pixel image '(a) Mayank' is and smallest . Similarly, the largest eigenvalue of pixel image '(g) Baboon' is and smallest eigenvalue is . Table 2 shows the time required to estimate the eigenvalue using the SVD technique and proposed approach. It is observed that the proposed approach needs less time as compared to techniques using the SVD decomposition. Thus, the proposed approach is more accurate and efficient.
CONCLUSION
A new approach using the concept of Gerschgorin's theorem for estimation of eigenvalues of an image is proposed. This is the new concept in the field of image processing which can be used for any size of images. The proposed approach is applied on different size of images. The computational time and complexity for estimating the eigenvalues is reduced. It is concluded that the proposed approach is very simple and effective to analyze the different size of images.
