Abstract : This paper proposes a bias-compensated least squares (BCLS) method in closed loop environment where the noise is assumed to be stationary. The feedback controller is assumed to be linear, time-invariant, and discrete-time, and the feedback system is assumed to be asymptotically stable. The convergence of the proposed algorithm is analyzed and it is shown that a kind of persistent excitation (PE) condition on the reference input is necessary.
Introduction
There are increasing demands for the identification under feedback control [1] - [3] due to the safety or economic reasons [4] . The difficulty of the closed loop identification arises from the fact that not only the plant output but also the input correlate with the noise because of the feedback loop. In order to remove the asymptotic bias caused by the correlations, a special treatment is required for the closed loop identification.
Identification of the noise model as well as the plant model is required for an estimate with small covariance. Identification based on the Output Error model or Box-Jenkins model becomes a nonlinear optimization problem and requires iterative algorithm like the Newton method [2] . In such algorithms, high computational costs are required because the order of the noise model is high in general. On the other hand, identification based on the high order ARX model [2] , which is another approach to obtain an unbiased estimate with small covariance, requires model reduction in order to obtain a plant model, which is another nonlinear optimization problem.
In order to reduce the computational cost required for the identification, the bias compensated least squares (BCLS) method [5] , [6] was introduced to the closed loop identification [7] . However, it is assumed that the noise is white in [7] and in order to extend the result to a more general gaussian noise case, it still requires a high computational cost. The authors proposed a new method in which the iteration part was composed of only the bias compensation by using the stationary property of the noise [8] . The bias compensation part can be implemented with a comparatively small computational cost. There is another closed loop identification approach called bias eliminated least squares (BELS) method based on the bias compensation technique [9] , [10] . This approach gives an unbiased estimate with a very low computational cost because the bias is eliminated by using an instrumental variable (IV) instead of identifying the noise model. However, the variance of the estimate is larger in general compared with other methods utilizing the noise model identification.
This paper introduces the BCLS method for the closed loop identification and analyzes the convergence property of the proposed algorithm. The paper is organized as follows: Section 2 formulates the identification problem and Section 3 proposes a BCLS method in the closed loop environment. In Section 4, a numerical example is shown to illustrate the proposed method and to compare the proposed method with BELS based method [9] . Finally, Section 5 concludes the paper.
Notation:
Let the mathematical expectation of x be denoted by E{x}. Forward shift operator is denoted by z, i.e. zx k = x k+1 . Let coeff (a(z)) be a coefficient vector of the polynomial a(z) in descending order, i.e., coeff (a(z)) = [a 1 , . . . , a n ] where a(z) = a 1 z n−1 + a 2 z n−2 + · · · + a n .
Problem Formulation
Consider a single-input single-output (SISO) n-th order discrete-time plant:
where u 0 k ∈ R, y 0 k ∈ R, and v 0 k ∈ R are the input, the output and the observation noise, respectively.
The plant to be estimated is assumed to be controlled by the following feedback compensator:
where r 0 k ∈ R is a reference input. The following assumptions are made for the system. where {e k } is a zero-mean white process with variance σ The closed loop system is depicted in Fig. 1 . Let d cl (z) be a characteristic polynomial of the closed loop:
then, all the zeros of d cl (z) lies on the open unit disc.
Remark 1
An identifiability condition when the reference input is zero is given by [11] as a degree condition on the feedback compensator. In this paper, it is assumed that sufficiently rich reference input is available, so the degree condition on the feedback compensator will not be imposed. Instead, a condition imposed in order to obtain an unbiased estimate will be investigated.
Identification Problem: Estimate the unknown plant parame- 
Bias Compensted Least Squares Estimate
The proposing method is based on two experiments, namely, an experiment for the identification of the transfer function from {e k } to {y 0 k } and an experiment for the identification of the plant. In the first experiment, the reference input {r 0 k } is assumed to be zero while {r 0 k } is assumed to satisfy a kind of persistent excitation (PE) condition in the second experiment. Subsection 3.1 describes the first part while Subsections 3.2 to 3.5 present the latter part.
Whitening of the Output
where
The transfer function W ye (z) can be estimated by applying {y 0 k } to a high order AR model when r 0 k = 0 and let its estimate be denoted byŴ ye (z). AR model can easily be estimated by using a least squares method with a regression vec-
where n AR is an order of the AR model. Define
then
The equivalent noise v k will be denoted by
is an inner and e k is a white noise such that
When W ye (z) is represented as an AR model, its inverse is given by an FIR filter. Thus, y k , u k , v k and r k are well defined. Now, assume W ye (z) is well estimated i.e. W ye (z)/Ŵ ye (z) ∼ 1, then
is considered to be a white noise. Thus, the block diagram of the system for the filtered signals is shown in Fig. 2 .
Remark 2
Note that there is no more H(z) in this block diagram and the shaping filter of the noise can be calculated by using the plant and the feedback compensator transfer functions. The computational cost of identifying W ye (z) and filtering y 0 k and u 0 k might be high compared with BELS method, which also gives an unbiased estimate based on the IV method but its covariance may be larger. 
Remark 3
The unstable poles of the noise model originating from the compensator in Fig. 2 have been removed by changing the noise source {e k } to {e k }. A disadvantage of using unstable compensator is that the variance of e k ∼ e k is not less than that of e k because a c (z)/ā c (z) ∞ ≥ 1. The unstable poles of the noise model originating from the plant in Fig. 2 will be treated as poles common to those of the plant to be estimated.
Least Squares Estimate
In this subsection, the least squares estimate together with prefilters is briefly summarized.
The I/O signals {y k } and {u k } are again filtered by the following prefilter to define regression vectors:
where (F, g) is a controllable pair and the eigen value of F lies on the open unit disc.
Remark 4
Let f (z) = det(zI−F) be a characteristic polynomial of F. An optimal prefilter parameter f (z) = f * (z) for the least squares estiamte, which means that the LS method explained below gives the Markov estimate or the best linear unbiased estimate (BLUE) [2] , would be given by
It is an infinite series in general. Even if it is well approximated by a finite series, it still depends on the plant parameters. So it is not available. Identification based on an ARX model corresponds to a choice of f (z) = z n . If there are some a priori knowledge on the plant, f (z) might be designed by taking account of the knowledge. Here, let f (z) be stable and of n-th order.
Remark 5 Let T be a nonsingular matrix which transfers (F, g) to its controller canonical form:
The output {y k } in the equivalent feedback loop has the following linear regression formula:
Adopt the least squares criterion:
The parameterθ =θ LS minimizing J(θ) is given bŷ
wherê
Substituting Eq. (22) into (27), we obtain
The 2nd term of the r.h.s. of Eq. (30) is the asymptotic bias of the LS estimate caused by the correlation between the regression vector ϕ k and the equation error k . From Eqs. (21) and (23), the parameter θ and the plant polynomials a p (z) and b p (z) are related by the following equations:
From Eqs. (25) and (32), the equation error k becomes:
Asymptotic Bias of LS Estimate in the Closed Loop Environment
In this subsection, the asymptotic bias of the least squares estimate (30) in the closed loop environment is investigated under the condition that the I/O data is filtered such that the output is white. Because {r k } and {e k } are independent from the assumption (A6), the expectation of the correleation between the equation error and the r-dependent part of each regressor becomes zero. Thus, we assume r k = 0 without loss of generality in this subsection.
The noise dependent part of the filtered output y k and the filtered input u k are given by
These two equations together with Eqs. (15), (18), (19), (24) and (34) have a state space representation as follows:
whereĀ,b,C, andh are the system matrices as
From Eqs. (36), (37), and (38), and taking into account that E{X k e k } = 0, E{ϕ k k } can be calculated as
The covariance matrix ofX k is given by
e and P = P > 0 is a solution of the Lyapunov equation:
When (Ā,b) is realized as a controller canonical form, then C ∈ R 2n×(n+m) is given bȳ
Thus,Ā,b, andC are independent of the plant parameters. Also, when (Ā,b) is realized as a controller canonical form,h becomes a coefficient vector of
The asymptotic bias of the LS estimate in the closed loop environment is given by the following theorem.
Theorem 1
Consider the closed loop defined by Eqs. (1) and (4) together with the assumptions (A1) to (A7). Then the expectation of the LS estimate defined by Eq. (27) is given by
Proof: It is obvious from the discussions above.
Estimation of the Noise Variance
Based on a similar idea of [5] , [6] , the noise variance σ 2 e is to be estimated from the a posteriori error or the least squares residual.
Define the a posteriori error as
From Eqs. (22) and (30),
Thus, the squared sum of the a posteriori error is given bŷ
Again from Eq. (30),
From Eqs. (36), (38), and (41), a limit of the squared equation error becomes
Because a limit ofR ϕ is already given by Eq. (46), we obtain the following theorem.
Theorem 2 Under the assumption (A1) to (A7), the squared sum of the a posteriori error (49) is given by
BCLS in the Closed Loop Environment
Based on the analysis presented in the previous subsections, a bias compensated least squares estimate in the closed loop enviroment is proposed.
From Eqs. (46) and (55), bias compensated least squares estimate will be defined recursively aŝ
is an estimate ofh calculated fromθ
The proposing algorithm is given as follows:
1. Estimate W ye (z) by using the I/O data when r k ≡ 0.
2. Filter the I/O data when r k 0 throughŴ
3. Calculate the least squares estimateθ LS by using the filtered I/O data.
Let i = 0 andθ (0)
BC =θ LS .
Calculateθ (i+1)
BC by using Eqs. (56) and (57).
Let i = i + 1 and go to Step 5).
Under certain conditions relating to S/N ratio, the exponential convergence to the true value of this algorithm is to be claimed when the number of the data N goes to infinity. In the rest of this subsection, the case when N → ∞ is considered. So, let lim
ϕϕC Ph
Decomposing the regression vector into the reference dependent part ϕ r,k and the noise dependent part ϕ e,k as
covariance of the regression vector can be decomposed as
since {r k } and {e k } are uncorrelated. Because R ϕ e ϕ e =CPC σ 
On the other hand, the term σ 2 e − λ (i) in Eq.(59) is calculated as follows:
where η is a vector defined by
From Eqs. (61) and (62), Eq. (59) becomes
From the equation above, we obtain the following theorem:
Theorem 3 Let η be defined by Eq. (63). Assume the following two inequalities hold:
and
where γ is a positive constant less than 1.
Proof: Adopt the notations θ 
From Eqs. (45) and (58),
From these two equations above,
2 is defined by
Define
where γ 1 = R ϕ e ϕ e 2 /σ min (R ϕ r ϕ r ). Then, it is true 0 < γ < 1 because of the assumption (66). Therefore, Inequality (67) holds for i = 1. Because γ
2 for any i ≥ 1, the proof is completed.
From Eqs. (46), (60) and (63), we obtain
Note the following remarks on this equation and Theorem 3.
Remark 6
The assumptions in Theorem 3 cannot be checked beforehand. However, the assumptions will hold for sufficiently large and rich reference input because η is uniformly bounded with respect to S/N ratio from Eq. (73) and θ LS − θ → 0 as σ min (R ϕ r ϕ r ) → ∞ whenR ϕ e ϕ e is fixed. Thus, Theorem 3 assures that the proposing algorithm achieves an exponential convergence when S/N ratio is sufficiently large.
Remark 7
When R ϕ r ϕ r = 0,λ (i) = σ 
This means θ
, the bias compensation cannot improve the LS estimate when the reference input is zero. A condition for the LS estimate to be calculated in the closed loop environment with zero reference input is given by [11] . However, it is a condition for R ϕϕ to be non-singular but not a condition for the LS estimate to be unbiased.
Finally, the estimates of the coefficients of the plant polynomials are defined from Eq. (23) aŝ
The above estimatesâ BC andb BC converges to the true value a and b, respectively, when N goes to infinity.
Numerical Example
Consider the following 2nd order plant:
The noise v k is generated by using the shaping filter
where e k is a white gaussian noise with variance 1 2 . The control input u k is defined by the following feedback compensator:
The reference input is defined as r k = 0 for 1 ≤ k ≤ 32768 and r k ∼ N(0, 10 2 ) for 32769 ≤ k ≤ 65536. The degree of the noise model is selected to be n AR = 32 from a preliminary identification by using the AR modelŴ ye (z) = 1/(1 + 64 k=1 w k z −k ) in Fig. 3 , in which the signal component of w k for k > 32 seems to be small enough compared to its noise component. The prefilter parameter (F, g) is selected such that f (z) = z 2 . The convergence property of the proposed method is illustrated in Fig. 4 . The parameter estimation error reduces almost exponentially around i ∈ [8, 15] .
The proposed method is compared with BELS method [9] in Fig. 5 . The estimate of each method is distributed around the true value but the variance of the proposed estimate is far better than that of BELS estimate.
The numerical example is calculated by using MATLAB R2009a on 2.93GHz Core i7 machine. The time required for 
Conclusion
A BCLS method in the closed loop environment where the noise was stationary was proposed. The convergence of the proposed method was analyzed and a sufficent condition for the convergence was given as a PE condition on the reference input. By the stationary property of the noise, the iteration part of the proposed method is composed of just the bias compensation whose computational cost is considerably small compared with the estimation of the noise model.
