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We present a new idea of testing the validity of the Friedman-Lemaˆıtre-Robertson-Walker metric,
through the multiple measurements of galactic-scale strong gravitational lensing systems with type
Ia supernovae in the role of sources. Each individual lensing system will provide a model-independent
measurement of the spatial curvature parameter referring only to geometrical optics independently of
the matter content of the universe. This will create a valuable opportunity to test the FLRW metric
directly. Our results show that with hundreds of strongly lensed SNe Ia observed by LSST, one
would produce robust constraints on the spatial curvature with accuracy ∆Ωk = 0.04 comparable
to the Planck 2015 results.
PACS numbers: 98.80.Es, 95.36.+x
Introduction.— Friedman-Lemaˆıtre-Robertson-Walker
(FLRW) metric is based on the homogeneity and isotropy
of the Universe, which is supported by observations of
the large-scale distribution of galaxies and the near-
uniformity of the CMB temperature [1]. Moreover, it
provides the context for interpreting the observed cosmic
acceleration, one of the most important issues of modern
cosmology [2, 3]. However, departure from the FLRW ap-
proximation could potentially explain the late-time cos-
mic acceleration [4, 5], while growing observational data
of increased precision enabled testing the robustness of
the FLRW metric [6–10]. In particular, it was proposed
that strong lensing data could provide a consistency test
of the cosmic curvature [11–14]. However, this method
makes a strong assumption based on the isotropy and ho-
mogeneity of the Universe, that the distance indicators
(SNe Ia, etc.) should provide the distance information
exactly applicable to galactic-scale strong lensing systems
at the same redshift.
In this letter, we propose a new idea of testing the
FLRW metric, through the multiple measurements of
galactic-scale strong lensing systems with SNe Ia as back-
ground sources [15]. Strongly gravitationally lensed SNe
Ia (SGLSNe Ia thereafter), which have long been pre-
dicted in the literature long ago [16, 17], had not been
discovered until very recently [18, 19]. The advantage of
our method is that, I) it is independent of the matter
content of the Universe and its relation to space-time ge-
ometry; II) each individual lensing system provides a cos-
mological model-independent measurement, without any
redshift correspondence from other observations. There-
fore, with a sample of measurements of cosmic curvature
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at different sky positions, one could directly test the va-
lidity of the FLRW metric, which would be ruled out if
the sum rule was violated for any pair of lensing sys-
tems. Moreover, if the sum rule was consistent with ob-
servations, this test would provide a measurement of the
spatial curvature of the Universe.
Method.— Strong gravitational lensing occurs when-
ever the source, lens and observer are well aligned that
the observer-source direction lies inside the so-called Ein-
stein radius of the lens. We will focus on gravitational
lensing caused by a galaxy-sized lens. For a SGL system
with the lensing galaxy (at redshift zl), angular sepa-
ration of multiple images of the source (at redshift zs)
depends on the ratio of angular-diameter distances be-
tween lens and source DAl,s and between observer and
source DAs . Introducing dimensionless comoving dis-
tances dls ≡ d(zl, zs), dl ≡ d(0, zl) and ds ≡ d(0, zs),
the distance-sum-rule reads [11]
dls
ds
=
√
1 + Ωkd2l −
dl
ds
√
1 + Ωkd2s. (1)
Therefore, Ωk could be directly derived from the distance
ratio dls/ds, provided the other two distances are known.
I. The angular diameter distance ratio can robustly be
determined by measurement of the Einstein radius
θE =
(
4GME
c2
DAls
DAl D
A
s
)1/2
(2)
where ME is the mass enclosed in the cylinder of ra-
dius equal to θE . We assume the spherically symmetric
power-law mass distribution ρ ∼ r−γ , commonly used in
studies of lensing caused by early-type galaxies [20–22].
After solving the spherical Jeans equation [23], assuming
that stellar and total mass distributions follow the same
2power-law and velocity anisotropy vanishes, one obtains
dls
ds
=
DAls
DAs
=
θE
4pi
c2
σ2ap
(
θE
θap
)γ−2
f(γ,ME)
−1 (3)
where f(γ,ME) is a function of the radial mass profile
slope and σap is the luminosity averaged line-of-sight ve-
locity dispersion inside the aperture θap [24, 25].
II. Light rays from multiple images of the lensed source
need different time to complete their travel along different
paths and experience different Shapiro delays. Accurate
observations of photometric light curves of the SNe Ia
images θi and θj will provide time delays [26], which are
directly related to the lens potential as well as the mutual
distances in the lensing system [27]
∆ti,j =
D∆t(1 + zl)
c
∆φi,j , (4)
where the Fermat potential difference ∆φi,j = [(θi −
β)2/2−ψ(θi)−(θj−β)
2/2+ψ(θj)] depends on the source
position β and the two-dimensional lensing potential ψ
satisfies the corresponding Poisson Equation: ∇2ψ = 2κ,
where κ is the surface mass density of the deflector in
units of the critical density. The so-called time-delay
distance introduced in Eq. (4) can be expressed as
D∆t ≡
DAl D
A
s
DAls
=
c
1 + zl
∆ti,j
∆φi,j
, (5)
From measurements of ∆ti,j and ∆φi,j providing the
time-delay distance, combined with the distance ratio
DAls/D
A
s , one gets the distance
Dl = (1 + zl)D∆t
DAls
DAs
. (6)
III. SNe Ia can be calibrated as standard candles pro-
viding luminosity distances DLs through their distance
moduli µD = mX −MB − KBX [28], where mX is the
peak apparent magnitude in the filter X , MB is its rest-
frame B-band absolute magnitude, and KBX denotes the
cross-filter K-correction [29]. In our context, the unlensed
SN Ia flux should be scaled up by a magnification factor
µ due to gravitational lensing appropriately. Therefore,
the comoving distance from the observer to the source is
Ds =
10(µD+2.5logµ)/5−5
1 + zs
(Mpc). (7)
Now one is able to determine
Ωk(zl, zs) =
d4l + d
4
s + d
4
ls − 2d
2
l d
2
s − 2d
2
l d
2
ls − 2d
2
sd
2
ls
4d2l d
2
sd
2
ls
(8)
in which the dimensionless comoving distances d are re-
lated to the comoving distances D as D = cd/H0. This
function is general, but in the FLRW space-time it should
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FIG. 1: An example of the simulated measurements of Ωk
from future observations of SGLSNe Ia: without and with
the effect of microlensing. The blue lines denote the as-
sociated error bars (68.3% C.L.) of Ωk when all the
uncertainties are included.
δθE δσap δγ
Multiple images 1% 5% 1%
δ∆t δ∆t (ML) δ∆ψ δ∆ψ (LOS)
Time delay 1% 1% ∝ (δθE , δγ) 1%
∆µD(sta) ∆µD (ML) δµ ∆µD(sys)
Lensed SNe Ia σstat 0.70 mag ∝ (δθE , δγ) σsys
TABLE I: Uncertainties of contributing to the uncertainty
of Ωk(zl, zs) measurement (ML and LOS correspond to the
microlensing effect and light-of-sight contamination, respec-
tively). Concerning the Fermat potential and SNe Ia images
magnifications by the lensing galaxy potential, relevant un-
certainties were simulated by propagating uncertainties of θE
and γ.
be equal to the present value of the spatial curvature pa-
rameter Ωk,0 and thus should give the same result for
any pair of source and lens. Due to Strong covariance
between dl, ds, and dls, instead of propagating distance
uncertainties, we use Monte-Carlo simulation to project
uncertainties in the lens mass profile, time delays, Fermat
potential difference, and the magnification effect onto the
final uncertainty of Ωk(zl, zs).
Simulated data.— Recent analysis [30] revealed that
the LSST can discover up to 650 multiply imaged SNe
Ia in a 10 year z-band search. Following Collett [31],
we simulated a realistic population of SGLSNe Ia lensed
3by early-type galaxies, assuming distributions of velocity
dispersions and Einstein radii similar to the SL2S sam-
ple [32]. The velocity dispersion function of the lenses in
the local Universe follows the modified Schechter function
[33, 34]. The population of strong lenses is dominated by
galaxies with velocity dispersion of σap = 210± 50 km/s,
while the lens redshift distribution is well approximated
by a Gaussian with mean 0.40. Although discovering
strong lenses in future surveys will require the develop-
ment of new methods and algorithms, we are confident
that the simulated population of lenses is a good rep-
resentation of what the future LSST survey might yield
[31]. In our fiducial model, the average logaritmic den-
sity slope is modeled as γ = 2.09 with 10% intrinsic scat-
ter, the results from SLACS strong-lens early-type galax-
ies with direct total-mass and stellar-velocity dispersion
measurements [35]. Then we performed a Monte Carlo
simulation to create the lensed SNe Ia sample. In each
simulation, there were 650 type Ia supernova covering
the redshift range of 0.00 < z ≤ 1.70. When calculating
the sampling distribution (number density) of the SNe
Ia population, we adopted the redshift-dependent SNe Ia
rate from Sullivan et al. [36]. More specifically, in our
model of the SNe Ia population, we took the redshift dis-
tribution of multiply imaged SNe Ia detectable in a 10
year LSST z-band search [30], which furthermore consti-
tuted the differential rates of lensed SNe Ia events as a
function of zs. For each lensed SNe Ia, following the sug-
gestion of Goldstein & Nugent [30], the peak rest-frame
MB was assumed to be -19.3, while the cross-filter K-
corrections were computed from the one-component SNe
Ia spectral template [37].
I. For a specific SGL system observed with HST-like
image quality, the state-of-the-art lens modeling tech-
niques [38, 39] and kinematic modeling methods [40, 41]
enable high precision inference ofME , which can be mea-
sured to within 1-2% including all random and system-
atic uncertainties [27]. Following the analysis of Collett &
Cunnington [42], fractional uncertainties of the observed
velocity dispersion and the Einstein radius are 5% and
1%, respectively. Although the line-of-sight contamina-
tion might introduce 3% uncertainties [43], this system-
atics might be reduced to 1% in future strong lensing
surveys. Recent analysis of the SL2S lens sample demon-
strated that the total mass-density slope γ inside the Ein-
stein radius can be determined with 5% accuracy [44, 45].
However, the inclusion of time delays can reduce this un-
certainty to 1% [46].
II. Four sources of uncertainty are included in our
simulation of time-delay measurements: ∆t measure-
ment itself, the effect of microlensing, uncertainty of
Fermat potential determination and line of sight con-
tamination. SNe Ia have many advantages over AGNs
and quasars [30], where the new curve shifting algo-
rithms [47] enable ∆t measurements with 3% accuracy
[48–50]. Time delays measured with lensed SNe Ia are
supposed to be very accurate due to the exceptionally
well-characterized spectral sequences and relatively small
variation in quickly evolving light curve shapes and color
[37, 51]. We assumed ∆t uncertainty of 1%, which seems
reasonable. Next, the microlensing generated by stars
in lensing galaxy, may significantly magnify lensed su-
pernovae [52, 53]. Concerning LSST, the distribution of
absolute time delay error due to microlensing is unbiased
at the sub-percent level with color curve observations in
the achromatic phase [54]. Therefore, an additional 1%
uncertainty of ∆t is added for SGLSNe Ia in which the
microlensing is significant. The uncertainty of the Fer-
mat potential difference is simulated from the lens mass
profile and the Einstein radius uncertainties [55]. In a
system with the lensed SN Ia image quality typical to
the HST observations ∼ 3% precision on the Fermat po-
tential difference [56] can be achieved. Finally, another
1% uncertainty of ∆ψ will be considered due to LOS ef-
fects [57].
III. Three sources of uncertainties are included in our
simulation of SGLSNe Ia. Following the strategy of
[58], the distance precision per SNe is σ2stat = σ
2
meas +
σ2int + σ
2
lens [59], with the mean uncertainty σmeas = 0.08
mag, the intrinsic scatter uncertainty σint = 0.09 mag,
and the lensing uncertainty due to the LOS mass dis-
tribution σlens = 0.07 × z mag [60, 61]. Moreover,
the total systematic uncertainty is modeled as σsys =
0.01(1+ z)/1.8 (mag), which is assumed to increase with
redshift [59]. It should be stressed that the derivation
of such systematic uncertainty is based on an uncorre-
lated SNe Ia sample, while there are known systematics
contradicting this assumption (e.g., uncertainties related
to calibration and SNe Ia color are correlated across a
wide redshift range). The correlation between different
SNe Ia might constitute an important systematic error in
our Ωk measurements. The statistical and systematic un-
certainty are combined to produce the total uncertainty
as σ2tot = σ
2
stat + σ
2
sys. Being standardizable candles,
SGLSNe Ia can be used to assess the lensing magnifica-
tion factor µ directly [62] by solving the lens equation
using glafic [63]. We explicitly considered that uncer-
tainty of µ is related to uncertainties of γ and θE [55].
Finally, only 22% of the 650 SGLSNe Ia discovered by
LSST will be standardisable, due to the microlensing ef-
fect [64]. Lensed images are standardisable in regions of
low convergence, shear and stellar density (especially the
outer image of an asymmetric double for lenses with large
θE). Therefore an additional uncertainty ∼ 0.70 mag
should be considered for the remaining 78% of SGLSNe
Ia [65], especially in quadruple image systems, symmet-
ric doubles and small Einstein radii lenses. All images
are used to determine µ and SNe Ia distances. Table I
lists the relative uncertainties of factors contributing to
the accuracy of Ωk(zl, zs) measurements.
We summarize the main route of our method as fol-
lows. There are three levels of random realizations that
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FIG. 2: Upper panel: simulated measurements of Ωk divided
into zs bins and summarized as weighted means with corre-
sponding standard deviations. Lower panel: inverse variance
weighted mean of Ωk achievable from SGLSNe Ia in compar-
ison to CMB+BAO constraints.
need to be simulated separately: 1) Monte Carlo sim-
ulation of the strong lensing systems; 2) the statisti-
cal errors that are independent for each lensing sys-
tem; and 3) the systematic errors whose realizations
are common for all systems. Specifically, in this anal-
ysis, the total systematic uncertainty is considered in
the corrected SNe Ia distances, which is modeled as
µD(sys) = 0.01(1 + z)/1.8 (mag) [59]. With the com-
bination of these different layers of randomness, we use
Monte-Carlo simulation to project the statistical uncer-
tainties of the observables of γ, θE , θap, ∆t, and µD, as
well as the systematic uncertainty of the SNe Ia distances
(µD) onto the final uncertainty of Ωk. In order to guar-
antee the reliability of our results, we realize 103 random
mock data sets and apply the above algorithm to each of
them.
Constraint results.— Assuming that parameters whose
uncertainties listed in Table I follow the Gaussian distri-
bution, we simulated two sets of realistic lensed SNe Ia
with and without considering the effect of microlensing.
Concerning the error budget applied in this paper, one
should clarify that the objective of the work is to deter-
mine uncertainties in Ωk for a survey. However, in each
of the 103 Monte Carlo simulations, new surveys with in-
dependent sets of SGLSNe Ia systems are realized, which
indicates that the uncertainties inherent in having one
survey with one realization of SGLSNe Ia systems are
underestimated. Moreover, since all of these SNe Ia are
strongly lensed, the lensing dispersion of µD is also cor-
related with the other parameters. Therefore, in this
analysis, we combined the error budget assuming zero
measurement uncertainty and that assuming zero per-
object intrinsic dispersion (the intrinsic magnitudes dis-
persion of µD). An example of the simulation is shown
in Fig. 1 (based on one realization of SGLSNe Ia sample
with one realization of statistical and systematic errors),
which were repeated 103 times to produce the statistical
results shown in Figs. 2-3 (based on 103 realizations of
SGLSNe Ia sample with 103 realizations of statistical and
systematic errors). Turning to the mock SGLSNe Ia cat-
alogue of [30], only 22% of the full sample discovered by
LSST will be standardisable. Such conclusion is consis-
tent with the predicted relation between the standardis-
able fraction and Einstein radius assuming the Salpeter
IMF [64], which implies that 90% of the source plane
with θE ≥ 1” is standardisable. In our simulated data,
the mean Einstein radius for standardisable SGLSNe Ia is
1.5”, compared to 0.73” for SGLSNe Ia unsuitable to be
standard candles. The mean time delay for standardis-
able LSST SGLSNe Ia is 71 days, compared to 36 days for
non-standardisable ones. Are these measurements suf-
ficient enough to detect possible deviation from FLRW
metric? As can be seen in Fig. 1, relatively low preci-
sion of individual Ωk(zl, zs) measurements, especially in
low-redshift SNe Ia, makes it very difficult to be compet-
itive. However, at higher redshifts one would be able to
find different Ωk(zl, zs) in different pairs of (zl, zs), which
could indicate that light propagation on large scales was
affected by departures from the FLRW metric.
Is it possible to achieve a stringent measurement of the
spatial curvature from a statistical sample of SGLSNe Ia?
One should be very careful to the bias induced by the
Ωk measurements with large uncertainties. The most
straightforward way of summarizing multiple measure-
ments is inverse variance weighting [66, 67]
Ω¯k =
∑(
Ωk,i/σ
2
Ωk,i
)
∑
1/σ2
Ωk,i
,
σ2
Ω¯k
= 1∑
1/σ2
Ωk,i
,
(9)
where Ω¯k stands for the weighted mean of cosmic curva-
ture with uncertainty σΩ¯k . In order to get a better feeling
of the bias inherent to the Ωk(zl, zs) observable due to its
complex nonlinear dependence on observable quantities,
we subdivided simulated 650 data points into 8 redshift
bins of width ∆z = 0.2. The result is shown in Fig. 2
where weighted means and corresponding standard devi-
ations are shown for each bin, allowing a direct check of
its predicted constancy with redshift. It is worth noticing
that, although there is a bias in the weighted mean Ωk
with large uncertainties at low-redshifts, the mean value
of the cosmic curvature is still located within the error
5bar (68.3% C. L.). A thorough discussion of such biases
and a proposal for remedy was given in Denissenya et al.
[67]. However, the observational setting discussed in this
interesting and important paper was different from ours.
Second panel of Fig. 2 shows the constraints (inverse vari-
ance weighted mean) achievable from the full SGLSNe
Ia in comparison to CMB+BAO model-dependent con-
straints.
Using only standardizable SNe Ia we are able to con-
strain the cosmic curvature parameter with the preci-
sion of ∆Ωk = 0.13. The remaining 78% corrected for
the microlensing effect, give ∆Ωk = 0.09. Finally, the
full sample of 650 lensed SNe Ia will improve the con-
straint to ∆Ωk = 0.08. Our method might perform bet-
ter, with the Chabrier IMF more lensed SNe Ia can be
classified as standard candles: lenses with smaller Ein-
stein radius (θE ∼ 0.4”) can have a source plane which
is 90% standardisable [64]. Namely, with 650 simulated
SGLSNe Ia, the cosmic curvature parameter can be de-
termined to ∆Ωk = 0.04, which is comparable to that of
the power spectra (TT,TE,EE+lowP) from the Planck
2015 results [1]. Therefore, by comparing spatial cur-
vature from SGLSNe Ia with the constraints obtained
from CMB, one will be able to test the validity of the
FLRW metric. The curvature determined from CMB
and BAO is impressively consistent with flat universe
∆Ωk = 0.005 [1] and future CMB missions and BAO
surveys (CORE + DESI) are expected to constrain cur-
vature at ∆Ωk = 0.0008 [68]. We emphasize an alterna-
tive nature of our method. Stringent constraints could
be obtained through the CMB+BAO combined analysis
(see Fig. 2) in a model dependent way. However, assess-
ment of the spatial curvature based on local objects like
strongly lensed supernovae would be of paramount im-
portance being able to probe deviations from the FLRW
metric caused by the structure formation, which is inac-
cessible to the tools like CMB, BAO, and the interpola-
tions of redshift differences detected from galaxy redshift
surveys [69, 70].
Is it possible to confirm or falsify alternative ap-
proaches like the back-reaction from inhomogeneities?
Bolejko [71, 72] examined the so-called silent universe
in which the back-reaction of inhomogeneities was taken
into account. The most striking conclusion of these works
is the emergence of spatial curvature in the low redshift
universe: Ωk = 0.15
+0.04
−0.03 (95% confidence level). Note
studies of the local universe encompass a region with
redshifts approximately less than 0.1, where there is a
linear Hubble Flow and low redshift-data (SNe Ia) can
be observed in most detail. It is interesting to see if our
method can be used to test this prediction. Fig. 3 shows
the precision of the curvature parameter assessment as
a function of SGLSNe Ia sample size. One can see that,
even with 50 SGLSNe Ia one can effectively differentiate
between the silent universe and the concordance ΛCDM
cosmology, which means that the phenomenon of emerg-
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FIG. 3: Inferred Ωk parameter as a function of the number
of SGLSNe Ia, with the prediction of a silent universe added
for comparison.
ing curvature will soon be directly testable with obser-
vational data and furthermore strengthens the probative
power of our method to inspire new observing programs
or theoretical work in the moderate future.
In order to implement our method, dedicated obser-
vations including spectroscopic redshift measurements of
the lens and the source, velocity dispersion of the lens,
higher angular resolution imaging to measure the Ein-
stein radius, and dedicated campaigns to measure time
delays would be necessary. Obtaining these data for
a sample of several hundreds of SGLSNe Ia would re-
quire substantial follow-up efforts, similar to that made in
strong gravitational lens ESO 325-G004 [73]. Despite of
these difficulties, one may expect that multiple measure-
ments of SGLSNe Ia can become an independent alterna-
tive to current probes [74–79], useful for more precise em-
pirical studies of the FLRW metric. Finally, concerning
the probative power of our method, the methodology pro-
posed in this paper might be extended to strongly lensed
gravitational wave (GW) events detected by aLIGO and
the proposed ET [80]. Given the wealth of available grav-
itational lensing data in EM and GW domain, we may
be optimistic about detecting possible deviation from the
FLRW metric within our observational volume in the fu-
ture. Such accurate model-independent measurements
of the FLRW metric can become a milestone in precision
cosmology.
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