Abstract. In this paper, modeling a weakly nonlinear system whose nonlinearity is up to the second order is studied. During this task a second order Hammerstein series model is used because it can lead to a trade-off between computational cost and generalization ability. To extract such model form measured input-output data, a nonparametric algorithm based on the minimum mean square error criterion is proposed. The polyspectrum up to order 4 is used to determine the Hammerstein kernels, while the input is a random multi-sine signal. Finally the proposed modeling method is validated on simulated system.
Introduction
Hammerstein series are composed of many conventional Hammerstein models in parallel, and therefore each branch comprises a static polynomial nonlinearity followed by a linear dynamic system [1] . Hammerstein series model has the low parametric complexity and computational consumption of model extraction. Furthermore, this model allows users to model a nonlinear system with stronger nonlinearity or longer memory length. Applications of this class of models can be found in a variety of fields [2] [3] [4] .
Second order Hammerstein series is the simplest case of those models and can be used to exactly represent systems having diagonal second order Volterra kernels. Although the identification of conventional Hammerstein systems has been an active research area for a long time [5] , the study on the identification of Hammerstein series has not been fully addressed [6] . A popular approach is to treat this model as a multiple-input-single-output (MISO) system, and then a linear least square method can be used to identify the system [7] . This approach often suffers from the ill-conditioned problem brought from the least square estimator. In [8] a method can quickly access the structural elements of Hammerstein series is presented. By using exponential sine sweeps as input signals, this method separates the different orders of nonlinearity in temporal domain. The major drawback of this method is the too long experiment time that is needed. Another parametric identification scheme for Hammerstein series is reported in [9] . In this approach, the frequency response function (FRF) of the best linear approximation (BLA) is estimated firstly. Then the dynamics are decomposed over a number of parallel branches. At last, the static nonlinearities are estimated using a linear least squares estimation. However, this approach needs a large number of experiments with different excitation levels, and it is impracticable for many practical systems.
In this paper an alternative approach is proposed. Firstly, the static polynomial nonlinearities are determined, and then the FRFs of each branch is to be estimated. During the estimation of FRFs, minimum mean square error (MMSE) criterion and polyspectrum up to order 4 are employed. The use of MMSE criterion allows us to obtain analytical solutions for Hammerstein frequency kernels, and the use of polyspectrum makes these solutions robust in the presence of Gaussian noise.
The outline of the paper is as follows. In Section 2
Problem Statements
Definition and Notation. In this paper, the system has a exactly known input () ut and a true output () yt . While the measurement noise is () nt , the measured output can be defined as 
Similarly, we take the partial derivative of Eq. 5 with respect to 2 () 
Because of the polyspectrum is "blind" to additive Gaussian signals [12], the following results can be derived from Eq. 11.
(12) Eq. 12 imply that the use of polyspectrum can well restrain the output measurement noise. Total Coherence Function. In order to valuate the "goodness" of estimated model, the concept of total coherence is introduced. The total coherence is defined as the ratio of the model output power to actual output power Eq. 11 
Since the model error contributes with a positive energy, the model output power should always be less or at most equal to the true output. Correspondingly, the total coherence of the model should be bounded by zero and unity.
Practical Implementation
Excitation Signal. A random multi-tone excitation will be used. This excitation is a broadband, periodic signal . Then the higher order moments of k A should remain bounded for any finite order. These signals can cancel leakage effects due to their periodic property. They also provide a prefect cut-off of power spectrum, which can avoid aliasing.
Estimation ProcedureThe complete frequency kernel estimation procedure is outlined below:
Step 1: Choose max f and K, so that the interesting behaviors of the system under study are in the
Step 2: Determine the sampling frequency s f to avoid aliasing effects.
Step 3:
independently, construct the input signal using Eq. 15.
Step 4: Apply the input to the system and collect the time series record of steady-state output responses () yt corresponding to () ut .
Step 5: Identify the frequency kernels of second order Hammerstein series using Eq. 10.
Step 6: Having obtained the frequency kernels, calculate the model output for the same inputs.
Step 7: Compute the total coherence function using Eq. 14 to check the "goodness" of the model.
Validation of the Method
Design of the Simulated System. A quadratic nonlinear model with short term memory has been chosen for simulation purposes. This system is represented by nonlinear difference equation as In this section, the proposed method is tested in two steps. Firstly, the validity and the generalization ability are tested in noise free condition, and then the performances in the presence of noise are tested.
For the following simulations, a random multi-tone excitation with 32 frequency components is used to estimate frequency kernels. Another random multi-tone signal is used to excite the estimated model and the simulated system. Besides the total coherence function, the model error (in dB) between actual outputs and model outputs is defined as
( ) ( ) ( ) q n y n y n y n  (17) By calculating the total coherence function and the model error using Eq. 14 and Eq. 17, respectively, the "goodness" of the method is valuated.
Sensitivity to Noise. In the second step, the influence of noise on the proposed method has been studied on the simulated system. Noise with the properties described in section 3.2 is added to the output at different signal-to-noise ratios (SNR). The SNR is defined in dB as Fig. 2, Fig. 3 and Fig. 4 . 
Conclusions
A method for modeling a weakly nonlinear system with second order Hammerstein series is proposed. First the model structure and the nonlinearities in each branch is determined. Then a MMSE based method to estimate the FRFs of linear dynamics is presented. The proposed method is of excellent generalization ability and tolerance of output noise. Moreover, it leads to significant reductions in computational requirements, as well as in the mathematical tractability.
