The attractivity of nonlinear differential equations with time delays and impulsive effects is discussed. We obtain some criteria to determine the attracting set and attracting basin of the impulsive delay system by developing an impulsive delay differential inequality and introducing the concept of nonlinear measure. Examples and their simulations illustrate the effectiveness of the results and different asymptotical behaviors between the impulsive system and the corresponding continuous system.
2 Attractivity of impulsive differential equations equations [5, 9, 13, 15, 18] . However, so far the corresponding problems for impulsive delay differential equations have not been considered.
In this paper, by developing an impulsive delay differential inequality and introducing the concept of nonlinear measure, we study the attractivity for a class of nonlinear impulsive delay differential equations. The criteria present a feasible and effective approach to estimate the attracting set, attracting basin, and asymptotically stable region of the impulsive systems by solving an algebraic equation. Examples and their simulations are given to demonstrate the effectiveness of our results.
Preliminaries
Let N be the set of all positive integers, let R n be the real n-dimensional vector space with a norm · , and let R m×n be the set of m × n real matrices. R + = [0,+∞) and I denotes the n × n unit matrix.
Let τ > 0 be the upper bound of time delays and let t 1 < ··· < t k < t k+1 < ··· (k ∈ N) be the fixed points with lim k→∞ t k = ∞ (called impulsive moments).
For a function x = (x 1 ,...,x n ) T : R → R n , we define
x i (t + s) . 
for all but at most a finite number of points t ∈ (−τ,0]}. PC is a space of piecewise right-hand continuous functions with the norm φ τ = sup −τ≤s≤0 { φ(s) }, for φ ∈ PC.
In this paper, we will consider the following nonlinear impulsive delay differential equations:ẋ
,ẋ(t) denotes the right-hand derivative of x(t).
as t ≥ t 0 , and satisfies (2.2) with the initial condition
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For more details on the existence of solutions of impulsive delay differential equations, one refers to Liu and Ballinger [11] , Baȋnov and Stamova [2] . Definition 2.2. A set S ⊂ PC is called an attracting set of (2.2) and D ⊂ PC is called an attracting basin of S if for any initial value φ ∈ D, the solution x t (t 0 ,φ) converges to S as t → +∞. That is,
Especially, the set S is called a global attracting set of (2.2) if D = PC. The set D is called a domain of attraction if x = 0 is a solution of (2.2) and the zero solution (i.e., S = {0}) attracts solutions x(t,t 0 ,φ) for all φ ∈ D. Moreover, if the zero solution is stable, we call D an asymptotically stable region of (2.2).
In order to introduce the concept of the nonlinear measure, we recall the matrix norms A and the matrix measure μ(A) introduced by the vector norm · as follows:
Now, based on (2.5), we define the nonlinear measure as follows.
the nonlinear measure of F.
is the matrix measure. Therefore, the concept of the nonlinear measure actually is an extension of the matrix measure (see also, Kolmanovskii and Myshkis [4] , Qiao et al. [14] ). According to the definition, we easily verify the following.
The following result on the impulsive delay differential inequality is an extension of the continuous case of Lakshmikantham and Leela [8, Theorem 6.9.1], and will play an important role in the qualitative analysis of impulsive delay differential equations in Section 3.
Proof. We will first prove that
In view of (2.9) and the monotonic character of F, we have
(2.11)
This contradicts the inequality (2.10), and so (2.8) holds. Suppose that for k = 1,2,...,m
It is clear from the monotonicity of I m that
Employing the similar process of the proof of (2.8),
. By the induction, the conclusion holds and the proof is complete.
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Main results
In this paper, we always suppose the following.
Proof. For any φ ∈ D 1 ⊂ PC, let x(t) = (t,t 0 ,φ) be the solution of (2.2) through (t 0 ,φ). By (A 1 ), we calculate the right upper derivative along the solution (2.2):
On the other hand, by (A 2 ),
From (3.1), the continuity of p(z) and μ( f ) + lnα/ρ < 0, there must exist an > 0 such that
(3.5) 6 Attractivity of impulsive differential equations Taking F(t,x, y) = μ( f )x + p(y) and I k (x) = αx, from the monotonicity of p(·) and α > 0, then F(t,x, y) is nondecreasing in y for each (t,x) and I k (x) is nondecreasing in x. By (3.2), (3.3), (3.5), and Lemma 2.5 with u(t) = x(t) , we have
(3.6)
By the formula for the variation of parameters, we have
where W(t,s), t,s ≥ t 0 is the Cauchy matrix of linear impulsive system (refer to [6] ):
It is easily seen that
Since 0 < α < 1 and ρ ≥ t k − t k−1 , we have the following estimate:
(3.10)
Combining with (3.7), we get
In the following, we will prove that
If this is not true, then by the estimate (3.12) and the piecewise continuity of v(t), there exists a t * > t 0 satisfying v t * ≥ z 2 , v(t) < z 2 , for t < t * . 
This contradicts the first inequality in (3.14) , and so the estimate (3.13) holds. Thus,
Since μ( f ) + lnα/ρ < 0, for any given δ > 0, there must be T > 0 such that 
(3.20)
8 Attractivity of impulsive differential equations Then, by μ( f ) + lnα/ρ < 0,
(3.21)
Letting δ → 0 + , we have
Combining with η ≤ z 2 and h(z) > 0 for any z ∈ [z 1 ,z 2 ], then η < z 1 . From (3.6),
The conclusion holds and the proof is complete. Proof. It is obvious that
According to the above results, S 1 = {φ ∈ PC | φ τ ≤ z 1 } is a globally attracting set of (2.2).
Corollary 3.4. Let x = 0 be a solution of (2.2) . If all the conditions in Theorem 3.1 are satisfied except that the inequality (3.1) holds for z ∈ (0,z 2 ), then the zero solution is asymptotically stable and D 1 = {φ ∈ PC | φ τ < αz 2 } is an asymptotically stable region of (2.2).
Proof. According to Theorem 3.1 and Remark 3.2, the zero solution attracts solutions x(t,t 0 ,φ) for all φ ∈ D 1 and D 1 is a domain of attraction. Furthermore, for any given z ∈ (0,z 2 ] and φ ∈ D = {φ ∈ PC | φ τ < αz }, we can refer to the proof of (3.13) and obtain that
25)
This implies that the zero solution is stable. Thus, the zero solution is asymptotically stable and D 1 = {φ ∈ PC | φ τ < αz 2 } is an asymptotically stable region of (2.2). The proof is complete.
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Theorem 3.5. Let 0 < θ ≤ t k − t k−1 for k ∈ N. Assume that (A 1 ) and (A 2 ) with α ≥ 1 hold. If there exist two nonnegative constants z 1 < z 2 such that for any z ∈ (z 1 ,z 2 )
Proof. Since 0 < θ ≤ t k − t k−1 and α ≥ 1, we replace the estimate (3.10) in the proof of Theorem 3.1 with
The rest of the proof is similar to one of the proof in Theorem 3.1 and we omit it here.
According to Theorem 3.5, we have the following.
Corollary 3.7. Let x = 0 be a solution of (2.2) . If all the conditions in Theorem 3.5 are satisfied except that the inequality (3.26) holds for z ∈ (0,z 2 ), then the zero solution is asymptotically stable and D 2 = {φ ∈ PC | φ τ < z 2 /α} is an asymptotically stable region.
Illustrative examples
Example 4.1. Consider a scalar nonlinear impulsive delay system:
We discuss the attractiveness of (4.1) for the following cases.
Case 1 (0 < α < 1). Clearly, Ψ 1 (z) = (|b|/α)z 2 + (a + lnα/ρ)z + |c|/α. If a + lnα/ρ < −2 |bc|/α, then the algebraic equation Ψ 1 (z) = 0 has two different nonnegative roots:
and so Ψ 1 (z) < 0 for z ∈ (z 1 ,z 2 ). According to Theorem 3.1 and Remark 3.2, S 1 = {φ ∈ PC | φ τ ≤ z 1 } is an attracting set of (4.1) and D 1 = {φ ∈ PC | φ τ < αz 2 } is an attracting basin of S 1 . Especially, when c = 0 and a + lnα/ρ < 0, it follows from Corollary 3.4 that the zero solution of (4.1) is asymptotically stable and an asymptotically stable region
10 Attractivity of impulsive differential equations and so Ψ 2 (z) < 0 for z ∈ (z 1 ,z 2 ). According to Theorem 3.5, S 2 = {φ ∈ PC | φ τ ≤ z 1 } is an attracting set of (4.1) and D 2 = {φ ∈ PC | φ τ < z 2 /α} is an attracting basin of S 2 . Especially, when c = 0 and a + lnα/θ < 0, it follows from Corollary 3.7 that the zero solution of (4.1) is asymptotically stable and an asymptotically stable region D 2 = {φ ∈ PC | φ τ < −(1/α 2 |b|)(a + lnα/θ)}.
Take a = b = 1, c = 10, τ = 1, I k (x) = −0.2x, and t k = t k−1 + 0.025. From Case 1 with α = 0.8 and ρ = 0.025, we have z 1 = 2.9449, z 2 = 3.3956, and so S 1 = {φ ∈ PC | φ τ ≤ 2.9449} is an attracting set of the impulsive system (4.1), D 1 = {φ ∈ PC | φ τ < αz 2 = 2.7165} is an attracting basin of S 1 . However, any solution of the corresponding continuous delay system (i.e., Δx(t k ) = 0 in (4.1)) is unbounded. Figure 4 .1 shows the different asymptotical behaviors between the impulsive system and the corresponding continuous system under the initial condition x(t) = 2.7, t ∈ [−1,0]. Example 4.2. Consider a two dimensional impulsive delay systeṁ x 1 (t) = x 1 sinx 1 (t) + x 2 (t − 1)cos x 1 (t − 1) + 0.5 sine t , t ≥ t 0 = 0, x 2 (t) = x 2 cos x 2 (t) − x 1 (t − 1)sin x 2 (t − 1) + 0.5 cose t , t = t k , Letting f (x) = (x 1 sinx 1 ,x 2 cos x 2 ) T , g(t,x) = (x 2 cos x 1 + 0.5sine t , −x 1 sinx 2 + 0.5cose t ) T , then f (x) ≤ x , g(t,x) ≤ x + 0.5, where · is the 2-norm of the vector. From Lemma 2.4, we can calculate the condition parameters in Theorem 3.1: 
