This experiment explored the influence of users' experience (prior interaction) with robots on their attitudes and trust toward robotic agents. Specifically, we hypothesized that prior experience would lead to 1) higher trust scores after viewing a robot complete a task, 2) smaller differences in trust scores when comparing a human and a robot completing the same task, and 3) more positive general attitudes towards robots. These hypotheses were supported although not all results achieved significant levels of differentiation. These findings confirm that prior experience plays an important role in both user trust and general attitude in human-robot interactions.
INTRODUCTION
A robot has been defined as "a machine capable of carrying out a complex series of actions automatically, especially one programmable by a computer" (Robot, 2016) , particularly when hosted in a three dimensional body (Shinozawa, Naya, Yamato, & Kogure, 2005) . The criteria set forth in this definition clearly allow for a broad range of machines to be considered robots.
Robotic agents are extending the range of human capabilities in a wide variety of domains. From industrial settings where they are designed to alleviate the strain on workers, to simple household gadgets designed to assist users in their pursuit of a hands-off lifestyle, these robots can assume many roles and fulfill a myriad of needs. However, despite the far-reaching capabilities of robotic systems, many users may harbor adverse feelings such as dislike or distrust of these robots based on their preconceptions. Such attitudes can subsequently lead to disuse of these valuable tools (Parasuraman & Riley, 1997) .
Preconceptions can be based on, and shaped by, not only personal experience, but also popular culture, media depictions, and science fiction Schaefer, Billings, & Hancock, 2012) . These nonexperiential influences can lead to erroneous perceptions about robots' capabilities and their motivations. Here, we look to examine the influence of personal experience with robotics on trust and related attitudes toward robots.
Previous studies have shown that users' prior experiences can influence their comfort with a robotic system; specifically, more experienced individuals tend to be more comfortable with robots (Takayama & Pantofaru, 2009) . Additionally, one's comfort level with a robot influences the amount of trust one places in that robot; higher comfort leading to higher trust (Sanders, Oleson, Billings, Chen, & Hancock, 2011) . As research has shown that experience can lead to increased comfort, and comfort can bolster trust, we therefore seek to clarify, expand, and quantify the relationship between user experience and trust during human-robot interactions (HRI).
To better place the factor of user experience in its wider context, we must first briefly address the additional factors that contribute to HRI For example, willingness to interact with or use a robot, a hallmark of trust in the system, may be dependent upon users' previous use. Such interdependency subsequently creates an interesting chicken-or-the-egg paradox between experience and choice to interact with a robot. We therefore first note the unidirectional and necessary relationship between the two constructs, emphasizing that experience must derive from use. However, their reciprocal relationship has also been evaluated and higher levels of experience with robots leads in turn to more use (Coeckelbergh, Pop, Simut, Peca, Pintea, David, & Vanderborght, 2016) . Not only does experience lead to increased use, but higher levels of experience also engender more positive attitudes toward robots (Tsui, Desai, Yanco, Cramer, & Kemper, 2011) .
This relationship may seemingly act to polarize the population, as those individuals who do not use robotic systems fail to gain experience thus establishing and reinforcing negative attitudes toward robots, while those people who do engage in HRI gain more experience, producing more positive attitudes and even further use. The catalyst, which breaks this cycle, includes the numerous other factors that necessarily influence whether a user will choose to engage in HRI. Experience in HRI is related to these other factors, including comfort and trust, which also needs to be considered when examining HRI use.
Trust in HRI is a multifaceted construct that influences a user's behavior. While too little trust can lead to underuse, excessive trust can foster overreliance (Parasuraman & Riley, 1997) . In a recent meta-analysis examining the antecedents of trust, Hancock and colleagues identified three major factors influencing trust in HRI (Hancock, Billings, Schaefer, Chen, De Visser, & Parasuraman, 2011) . These factors include those related to 1) the human user (e.g., personality, experience with robots), 2) the robot (e.g., form and behavior), and 3) the environment (e.g., task type and culture). To date, of these considerations, robot-centric factors have proven to be those most closely related to trust. Future research may, however, establish stronger links between trust and individual differences in the human user. As Hancock and colleagues (2011) noted, there exist a dearth of qualifying quantitative studies investigating human-related antecedents to trust in HRI.
In order to further develop this area of research, Sanders (2016) recently explored the role that individual differences play in HRI, identifying specific factors that influence trust including: pre-existing negative attitudes and personality variables. Here, we examine the existing work on the influence of individual differences (specifically experience with robots and existing attitudes toward robots) on users' perceptions of robots in order to determine how previous experience influences users' perceptions of robots. Thus, participants with varying levels of experience (experienced or inexperienced) working with robots, and varying attitudes toward robots [as measured by the Negative Attitudes Toward Robots Scale (NARS; Nomura, Suzuki, Kanda & Kato, 2006) ] were recruited to participate in experiment where they observed both robotic and human task performers completing the same job tasks, then rated them on trust scales.
With a focus on the influence of experience on perceptions of robots in HRI, the following three hypothesis were forwarded: 1) We hypothesized that participants with prior robotics experience would report higher trust in robots (as measured by trust scores) than those participants without such prior experience.
2) We anticipated that the difference in trust scores when evaluating human versus robot workers would be of smaller magnitude among those experienced participants when compared to inexperienced participants. 3) We proposed that those people with prior robotics experience would report lower negative attitudes toward robots when compared to their inexperienced peers.
METHOD Participants
Participants (n = 525) were eighteen years of age or older and were classified as either being experienced with robots (n = 107, male = 54, female = 52, one did not disclose sex; M age = 23.29 years, SD age = 9.46 years) or inexperienced with robots (n = 418, male = 105, female = 312, one did not disclose sex; M age = 20.06 years, SD age = 4.20 years). Participants were categorized as experienced if they reported having controlled and/or built a robot. The majority of participants were university students recruited through an online survey recruitment tool that grants credit in selected courses as compensation for participating in research. Since the majority of these participants did not meet the criteria for being classified as 'experienced', additional participants from communities with robotics experience (e.g., robotics club members, university professors, and lab members studying HRI) were also recruited.
Materials
The online experiment was deployed via Qualtrics, an online survey engine. Stimuli included an image of the task performer, a one-minute video description of the task, and a two-paragraph description of the task performer (human or robot) completing their daily routine. Four task categories were included: Nurse, Assembly Technician, Improvised 
Design
This experiment employed a mixed factorial, which included eight possible conditions [4 tasks (i.e., Nurse, Assembly Technician, IED Technician, Warehouse Technician) x 2 task performers (i.e., Human, Robot)]. Each participant completed one trial for each of the four tasks. In two trials, a human was presented performing the task, and in two trials a robot was presented performing the task. Each participant therefore observed a total of four trials.
Procedure
Following completion of the informed consent form, participants completed the aforementioned questionnaires and all demographic questions. The four trials involving a task description and performance by either a human or a robot performer were then presented. Post-trial surveys were then administered. In each trial, participants observed a video describing the task, an image of the specific task performer that they rated, a written description of that specific performers' task, and then complete the TAS. After completing four trials, participants were thanked and dismissed.
RESULTS
In order to determine whether prior experience working with robotics influenced participants' attitudes about robots and trust ratings after observing scenarios of robots completing real world tasks, we collected data from both experienced robotics users (those with experience building and/or controlling a robot) and participants who were inexperienced with robotics. Since our hypotheses were all directionally specific, one-tailed independent samples t-tests were employed for each test. Due to the one-tailed evaluation, a more stringent criterion (α = .01) was used when determining acceptable significance. Additionally, as the robots used in these scenarios were intrinsically different, the task categories were analyzed separately.
Our first hypothesis was supported in each of the four task categories with the exception of the Warehouse Robot, which exceeded the .05 level and approached but did not reach our own criterion (at p = .012; see table 2). Participants with robotics experience consistently rated robots higher on trust scales than did those participants lacking robotics experience (see Tables 1 and 2 ). As discussed earlier, in the scenarios observed in the present experiment, participants viewed either a human or a robot perform each of the tasks. The differences between participants' trust ratings of human and robot task performers allowed us to test our second hypothesis, which stated that experienced participants would show less of a difference in trust scores between human and robot task performers than their inexperienced counterparts. This hypothesis was generally supported. As shown in Table 4 , with the exception of the Nurse, trust scores from participants experienced in robotics were not significantly higher for the human task performer. Conversely, the participants without robotics experience rated human task performers significantly higher than the robots on the trust measure across all tasks except the Assembly Task. This finding indicates that while both groups of participants (experienced and inexperienced in robotics) rated the human performers higher than robots on trust scales, the difference was larger for participants lacking in robotics experience (see Tables 3 and 4) . In order to evaluate differences in general attitudes toward robots (rather than context-specific trust ratings) between the two participant groups, we compared differences on ratings of the NARS sub-scales. Our third hypothesis predicted that participants with robotics expertise would report more positive attitudes toward robots. This hypothesis was supported across all three NARS sub-scales (see Tables 5 and 6 ). This indicates that experienced robotics users had more positive attitudes toward robots in general than the participants who did not have robotics experience. 
DISCUSSION
This study was designed to evaluate trust levels and attitudes toward robots between participants with different levels of previous experience interacting with robotic agents. Our findings support the hypotheses that previous experience with robots exerts a positive effect on trust ratings and general attitudes toward robots. This outcome broadens our existing comprehension of the contributions of individual differences to HRI, specifically in the nascent domain of trust.
Our first hypothesis predicted that participants with robotic experience would trust robots to a greater extent (as measured by trust ratings) than those individuals without robot experience. Essentially, experience resulted in elevated trust ratings across all categories of task performer. With the single exception of the Warehouse Robot task performer, these differences were all significant. We believe that these results indicate that previous experience normalizes preconceived expectations of robot capability upon first observation.
We also predicted that the difference between participant ratings of human and robot task performers would be greater for participants without prior robotics experience. This supposition was also essentially supported in all categories.
Across profession categories, the human performers were rated higher than robot performers. However, the trust difference scores between human and robot agents were not statistically significant among the experienced users (with the exception of the Nurse Task Performer, p = .002). In contrast, most of the inexperienced participants did indeed report significantly different trust scores between human and robot performers (again with the exception of the Assembly Technician Task Performer, p = .109). Support of this latter hypothesis indicates that those participants with prior experience in robotics may have a higher level of inherent trust in robots. Such a premise generates further support for the use of exposure to robots as a method to facilitate trust, especially as humans begin to encounter robots more frequently.
Our third hypothesis predicted that those with robotics experience would report lower scores on the Negative Attitudes Toward Robots scale. This hypothesis was supported by scores of the NARS subscales. Participants who had prior experience working with robots had significantly lower negative attitudes on all subscales compared with those individuals without such experience. This measure of negative attitudes towards robots can indicate an implicit bias or a negative predisposition toward robots. Support for this notion would indicate that prior experience in robotics influences not only trust ratings in specific experimental instances, but also overall attitudes toward robots.
There is, of course, the pre-disposition argument which reverses the cause and effect directionality here. So, perhaps those people who garner experience are predisposed to be favorable to robots a priori. This becomes an individual differences question as to what causes some individuals to embrace technology (e.g., early adopters) as compared to others who are antagonistic to such technologies (e.g., robots). Thus, the experience dimension may be either cause, effect, or both in such interactive relationships.
The design of robots for human operators is a constant challenge. However, using the lessons of another field of science, human-computer interaction, would be a prudent course. It may be perhaps that many of the HCI principles can be applied to robotics. Once such example is the 'golden rule' of HCI: know thy user. Professionals designing robots should take into consideration the population of humans who will interact with the robotic systems as active users or operators (Bannon, 1991) . This change in perspective alters how the system will be engineered, incorporating more transparency, and thereby providing more information to the human user of a quality that is neither overly technical nor simplistic.
While our results support the stated hypotheses, shortcomings persist. As we used existing experience as an independent (subject) variable, the present experiment lacked a fully controlled experimental manipulation. However, it is difficult to use such a manipulation when the process of determining differences between experienced users is often time-consuming. Another limitation is the participant population that was recruited. Individuals with a history of robotics were sought out through social networking, word of mouth, and prior interaction. This procedure limits the randomness of the participants with experience in robotics.
Participants who did not have previous experience in robotics were drawn from the general student population, which may impart some confounding variance. The stimuli used for the task performers included a still image and a video of the task in action, but the environments and exact tasks performed were not absolutely identical for human and robot, and thus could impact the replicability of the findings.
Future research should consider the stratification of previous experience in robotics to create tiers that delineate different levels so as to determine if there is a specific prior experience that is more indicative of increased trust levels. The difference of trust ratings between human task performers and robot task performers should be evaluated further, as it may provide insight into the inherent trust level prior to exposure to experience or training. Negative attitudes towards robots, as a measure of potential bias, could be considered as an exclusionary measure for evaluating robot operator candidates. However, further research is needed before such a practice should be incorporated within an applied setting.
Conclusions
Our results contribute to the growing body of work concerning the influence of individual differences on perceptions in HRI. In an applied sense, this work will have implications for appropriate robot use. Parasuraman and Riley (1997) discussed potential antecedents of correct use, disuse, misuse, and abuse of systems, which can be applied to humanrobot interaction. Ensuring correct use and preventing disuse, misuse, or abuse is important to the long-term operation and sustainability of any human-robot interaction. Trust specifically has been identified as an important facet in facilitating the correct and appropriate use of a robotic system (Kessler, MacArthur, & Hancock, 2017) , which is a defining factor of successful interaction. Consideration for the correct use and trust of robots is rapidly becoming critical as they become more pervasive in domains available to the general population. Thus, designers and engineers would benefit from familiarizing themselves with the type of person or the experiences required to ensure properly calibrated trust levels of robots when selecting robot operators or designing a robotic system.
A multitude of industries utilize robots across the globe, employing their operators, and producing new robotic systems. The findings of the present study are important to these industries as they continue to seek out the best choice of 'components' for the larger system. Operators who do not appropriately trust a robot have a greater chance of using the system inappropriately and thereby invite potential risk into the workplace. Consequently, continued research in the area of trust in human-robot interaction will foster acceptance of robots, improve performance, and reduce risks to performance and safety.
