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Abstract—Device mismatch seriously degrades accuracy in
noise figure characterization. The suitability of corrections to
the gain definitions for a more precise noise figure evaluation
for mismatched devices is investigated and compared to classical
techniques. The effects of device mismatch on the noise figure of
the noise-meter receiver and its impact on the final accuracy are
analyzed.
Index Terms—Microwave characterization, noise figure, noise
measurements, noise temperature, vector corrections, Y-factor
technique.
I. INTRODUCTION
WITH the increasing need for high-performance compo-nents for use in mobile communications, the accurate
measurement of the noise figure becomes an essential task.
A significant number of procedures, addressing the issue
of accurate noise figure calculation of circuits and devices,
have been proposed in the recent literature [1]–[4]. The most
common method for measuring the noise figure is the classical
Y-factor technique, in which only noise power measurements
are required [5]. Classical Y-factor is an accurate procedure for
noise figure characterization provided that all the components
involved in the measurement [noise source, device under test
(DUT) and noise receiver] are well matched. However, because
of the use of scalar noise power measurements alone, it cannot
correct for the errors related to any mismatch present in the
measurement path. In most cases, the noise source and the
receiver are relatively well matched, and their effect can be
neglected. Increasingly, there are requirements for mismatched
devices to be measured, especially discrete active components
(FETs, BJTs, etc.) presenting highly mismatched characteris-
tics. Therefore, DUT mismatch becomes a critical issue in the
noise figure characterization.
Recently, a specific technique has been proposed in order
to deal with mismatch effects in the noise figure evaluation
[3]. This technique combines the classical Y-factor method
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with scattering parameter measurements. From these additional
vector measurements, some corrections are performed on the
classical procedure, the most important being those related to
an accurate gain definition. The DUT gain is required in order
to de-embed the noise figure of the DUT from the noise figure
of the complete measurement system. The classical Y-factor
technique makes use of the DUT insertion gain, since it is
obtained through scalar measurements alone. Instead, the use
of the DUT available gain, which can be computed from the
measured -parameters, is proposed in [3]. In the following,
we will refer to the use of the available gain for the noise figure
calculation instead of insertion gain as the corrected Y-factor
technique.
In this work, the suitability of using the available gain and
its actual effect on the measurement accuracy are analyzed and
compared with the classical Y-factor technique. All the conse-
quences derived from measurement of a mismatched DUT are
investigated in detail. In particular, special attention is paid to
the impact of DUT mismatch on the noise figure of the noise-
meter receiver since this is required for the computation of the
DUT noise figure. As the noise figure of the noise-meter re-
ceiver can be a strong function of the source impedance con-
nected to its input, we can expect significant variations in the
receiver noise figure versus DUT output match. Here, the effects
of neglecting the receiver noise figure dependence on source
impedance are rigorously examined. Although there are other
sources of error in any noise figure measurement (ENR un-
certainty, instrument uncertainty, presence of spurious signals,
etc.), these are beyond the scope of this work.
It is first necessary to provide some basic definitions con-
cerning the noise figure and related quantities and the funda-
mentals of the Y-factor method. Its implementation through the
classical and the modified techniques is described, and an un-
certainty analysis, comparing both techniques, is performed as
a function of DUT gain and match. Finally, some experimental
data is presented which confirms the theoretical analysis.
II. RELEVANT NOISE FIGURE BASICS
A. Noise Figure Definition
The noise figure is defined as the ratio of the signal-to-noise
ratio (SNR) at the input of a two-port network to the SNR ob-
served at the output when the input noise corresponds to the
0018-9456/02$17.00 © 2002 IEEE
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available thermal noise power of a resistive termination at a ref-
erence temperature (a value of K was first sug-
gested by Friis [6])
(1)
where
and signal power levels available at the input and the
output of the two-port network;
and available noise power at the input and the output
of the two-port network.
can be expressed as
(2)
where
noise power added by the two-port network;
its available gain, which is described by
(3)
Here, are the parameters of the two-port network, the
reflection coefficient of the source connected at the input of the
two-port network, and the output reflection coefficient of
the two-port network
(4)
Equation (1) can be rewritten as
(5)
which is the definition of the noise figure at the standard refer-
ence temperature, K, given by IEEE Standard [7].
B. Noise Parameters
A significant characteristic of the noise figure is that it is a
function of the source impedance from which the device is fed.
This dependence makes the noise figure an incomplete noise
description of the device. The full characterization of the noise
figure for all possible source terminations requires a set of four
independent parameters. There are a variety of parameter sets
that can be used to represent this dependence. One of the most
commonly used sets is given by [8]
(6)
where is the source reflection coefficient, is the reference
impedance, and , , , and are the
four classical noise parameters.
It is important to notice that, as tends to the edge of the
Smith chart, the noise figure of any two-port network tends to
infinity at a rate that is mainly determined by . In the limit, for
a totally reflective source the noise figure is infinite,
which is a straightforward result from (6).
C. Measuring Noise Figure: The Y-factor Method
The most widely used procedure to measure the noise figure
is the Y-factor method [5]. It requires measurement of the noise
power at the output of the DUT for two different (hot and cold)
temperatures of the noise source. The ratio of these two power
noise levels, and , is called the Y-factor, which gives the
name to the technique
(7)
From (5) the noise figure can be expressed as a function of
the hot and cold noise source temperatures , the Y-factor
and the reference temperature K
(8)
Equation (8) assumes that the reflection coefficient of the
noise source remains constant from hot to cold states. In
practice, some amount of variation in should be expected.
Since the noise figure is a function of the source impedance (6),
variations will lead to some amount of error when (8) is used
for the noise figure calculation. However, changes in from
hot to cold states are small for typical commercial noise sources
operated below 18 GHz and will be neglected in the following
analyzes.
D. Second-Stage Correction
Equation (8) represents an ideal approach to the noise figure
characterization of a generic DUT. However, in any real char-
acterization setup, the measurement system also adds its own
noise to the total output measured noise power. A typical con-
figuration for noise figure measurement is depicted in Fig. 1(a)
where the DUT is cascaded with a real receiver that also con-
tributes to the total output noise.
The global noise figure of the cascaded system com-
prising a DUT followed by a real receiver can be calculated
from the measured output noise powers and by using
(8). Then, the noise figure of the DUT can be de-embedded by
making use of the Friis formula for the cascade of two stages:
(9)
where
reflection coefficient of the noise source;
output reflection coefficient of the DUT (4);
DUT available gain (3);
noise figure of the receiver.
It is important to notice that, from (9), the noise figure of the
DUT depends on three terms:
• the measured global noise figure of the system made up of
the cascade of DUT and receiver, ;
• the noise figure of the receiver when the DUT is connected
to its input, , i.e., when the source impedance
connected to its input is equal to ;
• the available gain of the DUT, .
Equation (9) is often referred to as the second-stage correc-
tion. Note that, if the DUT has an available gain large enough
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(a)
(b)
Fig. 1. Block diagram for noise figure measurements. (a) Measurement setup.
The source impedance at the input of the receiver is   . (b) Calibration setup.
The source impedance at the input of the receiver is   .
to make the second term of (9) negligible, then becomes
equal to . Otherwise, knowledge of all three terms is re-
quired to accurately determine the noise figure of the DUT.
III. TWO Y-FACTOR TECHNIQUES
Although (9) defines the “true” second-stage correction, it is
almost invariably simplified in practice. Two noise-figure tech-
niques that approximate (9) in two different ways are discussed
next: the classical Y-factor technique and the corrected Y-factor
technique. Both techniques are only approximations of the true
second-stage correction. In both cases the quality of the approx-
imation is a function of the DUT match and gain, and this is an-
alyzed in the present work.
A. Classical Y-Factor Technique
This technique is the most extended way for measuring the
noise figure, and it is based on noise power measurements ex-
clusively [5]. The measurement procedure is divided into two
steps. Step 1 is a calibration stage in which the noise source is
directly connected to the receiver in order to measure the re-
ceiver noise figure. The calibration configuration is depicted in
Fig. 1(b). The result is the value of the receiver noise figure
for a source impedance . Since the noise source has an at-
tenuator pad at its output, it presents a reasonably good match
and is usually close to zero. Thus, in general, the result from
the calibration step corresponds to the receiver noise figure for
well-matched source impedance conditions, . In step
2, the global noise figure of the cascaded system DUT and
receiver is measured as shown in Fig. 1(a).
The available gain of the DUT, that is also required in (9),
cannot be determined from scalar power measurements alone.
Therefore, this technique calculates the insertion gain in-
stead. Insertion gain is usually measured as the ratio of the
power delivered when the DUT is connected between the noise
source and the receiver to the delivered power when the noise
source alone is directly connected to the receiver
(10)
The noise power measurements performed in steps 1 and 2 pro-
vide the data required to compute the insertion gain from (10).
The insertion gain can also be expressed as
(11)
where:
parameter (input reflection coefficient)
of the receiver;
and DUT -parameters;
reflection coefficient of the noise source;
output reflection coefficient of the DUT (4).
Equation (11) is only equal to the available gain when the DUT
is perfectly matched.
The classical Y-factor technique then computes the DUT
noise figure from:
(12)
There are two potentially significant differences between the
rigorous noise figure calculation from the true second-stage cor-
rection (9) and (12) used by the classical Y-factor technique:
• is approximated by ;
• is approximated by .
In the case of a highly mismatched DUT, the output reflec-
tion coefficient (4) will differ greatly from , and signifi-
cant discrepancies between and have to be
expected. Only when the DUT is well-matched (mainly output
match) does the receiver noise figure calculated during the cal-
ibration step [Fig. 1(b)] coincide with the receiver
noise figure during the measurement step [Fig. 1(a)] .
Similarly, when the receiver and the noise source are per-
fectly matched, is equal to . If, in addition, the DUT
presents a good match, also converges to . Other-
wise, can be significantly different from , especially
for DUTs presenting a high output mismatch.
B. Corrected Y-Factor
Some corrections for improving noise figure accuracy have
been recently proposed in [3]. The most significant of them
takes into account the DUT mismatch by using the available
gain in the second-stage correction, as required by (9). The
available gain is calculated from the measured scattering param-
eters of the DUT. and are obtained through
the same calibration and measurement steps as the classical
technique [Fig. 1(a) and (b)]. As a result, the DUT noise figure
is determined from:
(13)
In this paper, we call (13) the corrected Y-factor technique.
There is only one difference between the true second-stage cor-
rection (9) and (13):
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• is approximated by .
The same discussion concerning the discrepancies between
and for mismatched DUTs that affected
the classical Y-factor technique still holds for the corrected tech-
nique.
IV. UNCERTAINTY ANALYSIS
Equations (12) and (13) represent two different approxima-
tions of the true second-stage correction given by (9). Both
approaches substitute the term in (9) by the term
measured during the calibration step. In addition,
the classical technique also substitutes the available gain
by the measured insertion gain , while the corrected
technique makes use of the correct available gain obtained
from measured -parameters. In this section, the uncertainty
in the noise figure calculation from the two approximations is
analyzed.
Let and be the noise figures calculated
from the classical (12) and the corrected technique (13), respec-
tively, and let be the actual noise figure computed from the
true second-stage correction of (9). We can define the errors (in
dB) in the noise figure calculation derived from both techniques
as
(14)
(15)
From (9), (12), and (13), and can be
expressed as
(16)
(17)
and can be computed analytically
by knowing the DUT characteristics (noise figure and -pa-
rameters), the receiver characteristics ( and the four noise
parameters), and the noise source reflection coefficient ( . It
is important to recall that the errors given by eqs. (16) and (17)
are exclusively related with the way the “true” second-stage cor-
rection is approximated by eqs. (12) and (13). Other uncertainty
sources present in any type of noise figure measurement (ENR
uncertainty, instrument uncertainty, etc.) are not included.
While the receiver and the noise source characteristics are
fixed and unchanged for a given measurement system, DUTs
of very different gain, match and noise figure may be measured.
The example analysis evaluates and as
functions of the DUT gain and match using the parameters listed
in Table I.
Some considerations concerning this analysis have to be high-
lighted.
• Equations (16) and (17) are not explicit functions of fre-
quency. Therefore, frequency is not directly involved in
the analysis. All the terms used to compute
TABLE I
VALUES OF PARAMETERS USED IN THE ANALYSIS
Fig. 2. Magnitude of the error versus DUT output return loss. Three values
of S are considered. Characteristics of DUT, noise source and noise-meter
receiver are listed in Table I. Solid line: classical. Dashed line: corrected.
and (receiver noise parameters, DUT -pa-
rameters, DUT noise figure, etc.) are given at a single fre-
quency point.
• The generic noise source and receiver, with common pa-
rameter values, are used in the analysis. is a value
typical of commercial noise sources used for applications
below 18 GHz. The changes in from hot to cold states
are neglected.
• A DUT with noise figure dB is used. The DUT
output return losses will range from 30 dB to 1 dB.
Input match is constant since the impact on the final error
is less significant provided that the noise source is well
matched. Three values of are considered: 5, 10 and 20
dB.
V. RESULTS AND DISCUSSION
Fig. 2 shows the absolute value of the error in the noise figure
obtained from the two techniques, versus the DUT output return
losses, and for the different values of DUT . Several general
observations may be made.
• The errors provided by the two techniques decrease with
device gain. This result is consistent with the fact that
is in the denominator of the second term of (9), (12), and
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Fig. 3. Receiver noise figure F as a function of DUT output return loss.
(13). High values of make this second term negligible,
and all three equations yield similar results.
• Errors are reduced in both techniques as the output return
losses of the DUT decrease. This is due to the fact that, as
the DUT output match improves, converges to
, and to (provided that the noise source
and the receiver are reasonably well-matched, which is
commonly the case).
• For low gain and high output mismatch both techniques
provide a considerable amount of error.
The remarkable conclusion of this analysis is that, the cor-
rected technique only presents a benefit for low values of the
DUT output return loss, while the classical technique still pro-
vides a lower amount of error for high output return losses. This
result may seem paradoxical given that the corrected technique
makes use of the available gain in order to better take into
account mismatch effects, while the classical technique substi-
tutes by the insertion gain instead.
However, this phenomenon has a subtle explanation. The re-
ceiver noise figure and the DUT available gain ap-
pearing in (9) are strong functions of the device output match
through [see (3) and (6)]:
— , in the numerator of (9), is inversely pro-
portional to the term .
— , in the denominator of (9), is also inversely
proportional to the term .
In both cases, the term becomes dominant as the
DUT output match worsens , which makes
and tend to infinity. This is graphically shown in Figs. 3
and 4, where and are plotted as functions
of the DUT output return losses. The two curves are calculated
considering the same receiver and noise source characteristics
(Table I) and a DUT of 5 dB. Superimposed in Fig. 3 is
the receiver noise figure obtained from the calibration step
, which is obviously independent of . Also, the
insertion gain for the same DUT is plotted in Fig. 4,
showing only a slight dependence on . Since
and have the same form, they tend to compensate each
other in (9). The corrected Y-factor combines —a
Fig. 4. Available gainG and insertion gainG as functions of DUT output
return loss.
Fig. 5. Noise figure errors jF j and jF j as functions of
the DUT phase (S ) for DUT characteristics: S = 5 dB, S =  8 dB,
and F = 2 dB. (Other parameters as in Table I).
strong function of —with —independent of
—resulting in large errors as the mismatch degrades.
Conversely, the classical Y-factor combines with
that is only a mild function of , which can
result in a smaller total error.
This explanation is not necessarily a general result. Which
one of the two techniques provides the more accurate results de-
pends strongly on the receiver and DUT characteristics (receiver
noise parameters, receiver match, DUT -parameters, etc.). As
a first example, Fig. 5 shows and as
a function of the phase of the DUT . Other characteristics of
the DUT are dB, dB and dB with
the remainder of the parameters involved in the analysis from
Table I. Notice that errors strongly depend on phase conditions.
Moreover, for some phases the smallest error is provided by the
classical Y-factor technique, while for other phases the smallest
error is associated with the corrected Y-factor.
As a second example, Fig. 6 shows the error associated with
both techniques versus the receiver parameter, for a specific
DUT [ dB, dB, dB, phase
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Fig. 6. Noise figure errors jF j and jF j as functions of
the receiver noise resistance R for DUT characteristics: S = 5 dB, S =
 5 dB, phase (S ) = 25 , and F = 2 dB. (Other parameters as in Table I).
]. The rest of the elements in the analysis are those from
Table I. We can observe how, for this particular example, the
classical Y-factor presents a smaller error for high , whereas
the corrected Y-factor is more accurate for low .
Similar curves to Figs. 5 and 6 can be obtained by sweeping
the other parameters involved in the analysis ,
always resulting in the same conclusion: no general statement,
valid for any arbitrary DUT and receiver characteristics, can be
made about the suitability of using one of the two techniques,
either or both of which may give highly erroneous results.
A precise application of the Y-factor method, suitable for
low-gain, highly mismatched devices, would also need the eval-
uation of the term in the second-stage correction
(9). To do so, the four noise parameters of the receiver must
be known or determined at a previous stage, so that
can be computed from (6).
VI. EXPERIMENTAL DATA
The results presented in the previous analysis have been ver-
ified with experimental data. The two Y-factor techniques have
been applied to the noise figure measurement of five passive de-
vices, each one having a different output match. These devices
are built up combining a pad with different output mismatch
blocks. Note that passive devices are selected for this experi-
ment since their “true” noise figure can be calculated analyti-
cally from the -parameters (for passive devices the noise figure
is the inverse of the available gain). As a first step, the -pa-
rameters of each device are measured at 1 GHz with a vector
network analyzer. The resulting available gain and noise figure,
computed from the -parameters, are listed in Table II.
Then, the noise figures of the five devices were measured at
1 GHz through both the classical and corrected Y-factor tech-
niques using a specific in-house noise-meter receiver with a
noise figure of 4.1 dB and the HP 346B noise source. Note that
the available gain calculated from the -parameters (Table II)
was used in the computation of the corrected Y-factor.
The errors associated with each technique ( and
) can be easily obtained since the “true” noise
TABLE II
DATA FOR EXPERIMENTAL DEVICES COMPUTED FROM THE MEASURED
S-PARAMETERS AT 1 GHz
Fig. 7. Measured jF j and jF j for five devices with
different output return loss. Solid line: classical. Dashed line: corrected.
figures of the five passive devices have already been determined
from the measured -parameters. Fig. 7 shows
and as a function of the device output return loss.
As expected, both errors dramatically increase as the device
output match worsens. It is important to note that, since the
gain of these passive devices is lower than unity, the mismatch
errors are significantly higher. Nevertheless, for this series
of experiments, results were always better with the classical
Y-factor technique, confirming that there is no general benefit
gained by using the available gain to correct the results when
the DUT output return loss is high. In addition, the experiments
yielded similar outcomes regardless of any additional cable
length (phase shift) added to the devices.
VII. CONCLUSION
The impact of DUT mismatch effects on the accuracy in
noise figure evaluation has been investigated for two different
Y-factor-based techniques: the classical Y-factor technique,
where only noise power measurements are involved, and the
corrected Y-factor technique, in which DUT -parameters
are also measured in order to compute the DUT available
gain. It has been shown that significant errors are provided
by the two techniques when analyzing low-gain mismatched
devices. These errors are mainly related to the neglect of the
DUT mismatch effect on the noise figure of the noise-meter
receiver. Moreover, results showed that, in general, the use of
the available gain instead of insertion gain does not necessarily
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ensure a more accurate result for high values of DUT output
return losses. Errors from both techniques are strong functions
of the receiver and DUT characteristics.
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