We formulate the energy-aware real-time task scheduling problem into a combination optimization problem. Then, a successful metaheuristic, Shuffled Frog Leaping Algorithm (SFLA) is introduced to reduce the energy consumption.
Introduction
The problem of scheduling real-time tasks on heterogeneous platforms is a NP-hard problem. However, most of the algorithms do not take the energy consumption into consideration. Moreover, the optimization goals for the number of feasible solutions and the energy saving are conflicting. Current swarm intelligence algorithms are mired in to difficulties. New metaheuristics for energy-aware real time scheduling need further digging.
A metaheuristic designates a computational method that optimizes a problem by iteratively trying to improve a candidate solution with regard to a given measure of quality. A particularly successful metaheuristic, Shuffled Frog Leaping Algorithm (SFLA) [1, 2] is inspired by the behavior of the evolution of the frog foraging. The frogs are divided into subgroups named as memeplexes, which have different cultures. Each memeplex performs a local search. The frogs in each memeplex can exchange the ideas. After some evolution steps, memeplexes exchanges the ideas in a shuffled process. Until convergence criteria are satisfied, the algorithm does not stop. In essence, the SFLA combines the benefits of particle swarm optimization (PSO) and the idea of mixing information from parallel local searches to move toward a global solution.
The main objective of this work is to design novel real-time scheduling algorithms not only to satisfy the hard deadline but also to reduce the energy usage. Thus, realtime computing can be a more sustainable and eco-friendly mainstream technology to drive commercial, scientific, and technological advancements for future generations 2
Real-time scheduling model
Real-time tasks are denoted by T. Each T is identified with its execution time and deadline. If e denotes T's execution time in the worst case and p denotes T's period, then T can be represented with a binary group (e, p). T's task instance arrives every p time, and after p time this instance meets its deadline. A periodic real-time task set with n real-time tasks can be denoted by
periodic real-time task and identified with (e i ,p i ).
The processor is denoted by P. The clock cycle of T i on P j is denoted by t i,j and the maximum execution time of T i 's instance on P j is denoted by e i,j . e i,j can be expressed as , ij x is either 0 or 1, (i=1,2,…,n;j=1,2,…,m) where U is the maximum computing capacity that each processor can bear. Here in the experiment it is set to 1.
The Constraint 1) denotes that every task will be assigned completely. The Constraint 2) denotes that each processor's assigned computing capacity can't exceed its maximum computing capacity. The Constraint 3) limits the values of , ij x . The energy consumption of T i on P j in a period is defined as E i,j , its calculation formula is:
where C ef and k are constants. The schedule scheme's fitness is defined as follow:
where nSchedulable is the number of the processors whose assigned computing capacity haven't exceeded its maximum computing capacity.
The energy-aware fitness is defined as Fitness_Energy, its calculation formula is: 2 , Max_Energy is the theoretical maximum energy consumption, and Energy is the energy consumption of the schedule scheme.
Energy and Max_Energy is given by:
Energy-aware Real-Time Schedule for Heterogeneous Multiprocessors: according to the mathematical model, the optimal schedule which minimizes energy consumption and satisfies the constraints is defined as follows:
Minimize Fitness_Energy (OptimalSchedule) s.t. 1)
, ij
x is either 0 or 1, (i=1,2,…,n;j=1,2,…,m)
Scheduling algorithm
According to the basic idea of SFLA, the whole process of applying SFLA to assign real-time tasks to heterogeneous processors is as follows:
Step 1. Initialize parameters. Initialize the number of schedule schemes F in the population, the number of sub-populations m, the number of the schedule schemes n in each sub-population. Initialize the iterations of the sub-population and the maximum iterations when P x can't be improved. Initialize the parameters of ERTS, include the number of tasks, the number of processors, the heterogeneity of TS and PP and the utilization matrix.
Step 2. Generate the original schedule scheme set. Generate F schedule schemes randomly in the solution space of the real-time task schedule problem, namely generate F frogs.
Step 3. Divide the schedule scheme set into m sub-populations. Calculate the fitness of each frog and sort them in descending order according to their fitness. Divide them into m sub-populations. Determine P x of the population, P b and P w of each sub-population.
Step 4. Transfer information in each sub-population. Conduct the information transfer mode in each sub-population according to the iterations of the sub-population. The information transfer process searches the solution space of the schedule problem and the frogs will jump to the better schedule schemes.
Step 5. Transfer information between sub-populations. Combine the frogs in each sub-population back to the population and sort them in descending order according to their fitness. Update P x .
