Milnor-Thurston homology theory is a construction of homology theory that is based on measures. It is known to be equivalent to singular homology theory in case of manifolds and complexes. Its behaviour for non-tame spaces is still unknown. This paper provides results in this direction. We prove that Milnor-Thurston homology groups for the Warsaw Circle are trivial except for the zeroth homology group which is uncountable dimensional. Additionally, we prove that the zeroth homology group is non-Hausdorff for this space with respect a natural topology that was proposed by Berlanga.
Introduction
Homology theory is one of the main tools used in algebraic topology. We can find its origins at the end of 19th century when people started their research in order to understand manifolds and, more generally, simplicial complexes. Later, by creating singular homology theory, the concepts had been generalized to all topological spaces. Singular homology theory is well understood for tame spaces (e.g. simplicial complexes, manifolds) and some steps to grasp its behaviour for more complicated spaces has been taken by a new emerging field, which might be described as "algebraic topology of non-tame spaces" (as it was called in [14] or, more briefly, as "wild algebraic topology", as it was called in [6] ; this field is focused on spaces like: Hawaiian Earring [11] [5] [7] , Harmonic Archipelago [3] [9] , Sierpinski-gasket [1] , Griffiths' space [4] , etc.).
The previously mentioned Hawaiian Earring whose first singular homology group has been algebraically described in [7] is a sequence of planar circles tangential to each other at the single point which have its diameters converging to zero. The reason why this fairly simple space has a very complicated homology group is that chains in singular homology consist of a finite number of simplices, and we clearly see that the Hawaiian Earring has infinite number of "cycles" (and unlike in the case of a one point union of countably many circles with CW-topology there exist paths that wind around infinitely many circles).
As a consequence, a homology theory with chains allowing an infinite numbers of simplices may be more suitable for the Hawaiian Earring or, more generally, for wild topological spaces. The aim of this paper is to study such a theory: Milnor-Thurston homology theory.
Milnor-Thurston homology theory (which is also called measure homology theory) is a construction where chains are Borel measures on the space of simplices (equipped with the compact-open topology). This homology theory was introduced by Thurston in [13, Chapter 6.] . The reason why we should use measures instead of finite linear combinations of simplices is that it gives us more freedom to perform certain constructions. A good example we can observe in Thurston's proof of Gromov's theorem which roughly says that the hyperbolic volume of a hyperbolic manifold is a topological invariant (see proof of Theorem 6.2 in [13] ). Also the proof of Mostow Ridgity Theorem as presented in Ratcliffe book [12] uses this homology theory in a smooth setting (this type of homology was proved by Löh to be isometrically equivalent to the one we use here [10] ).
A formal description and some basic properties of Milnor-Thurston homology theory can be found in [15] or [8] . Additionally, these homology groups can be equipped with a natural topological structure that we call here "Berlanga topology" (see [2] ).
One of the basic properties of Milnor-Thurston homology theory is that it coincides with singular homology theory for CW-complexes [15] . Currently there are no results on behaviour of the theory for non-tame spaces. Therefore, we decided to investigate the case of one of the basic wild spaces -the Warsaw Circle.
In Section 2 we recall basic facts on Milnor-Thurston homology theory. In Section 3 we prove that nonzero order Milnor-Thurston homology groups for the Warsaw Circle are trivial, and that the zeroth Milnor-Thurston homology group is an uncountable dimensional vector space.
The reason why we took the Warsaw Circle is that it is one of the simplest example of a non-triangulable space. Additionally, one can expect that the results should be different than in the singular homology case, since our theory admits infinite cycles. In particular, the reasonable question may be: "Does the Milnor-Thurston homology theory detect the circular shape of the Warsaw Circle?". Being more precise, we ask whether H 1 (W ) equals R. As we shall see, it is not the case.
Finally, in Section 4 we define Berlanga topology and we prove that it is non-Hausdorff for the zeroth Milnor-Thurston homology group of the Warsaw Circle. This answers in a negative way the question posed in [2] .
Basics of Milnor-Thurston homology theory
Milnor-Thurston homology theory is a version of the homology theory which admits chains with infinite number of simplices. As was mentioned before, it has first appeared in connection with hyperbolic geometry in late 70s. Two decades later it was formalised by Zastrow [15] and Hansen [8] independently, and its definition was generalized to all topological spaces.
It has been proved that this theory satisfies the Eilenberg-Steenrod axioms with weakened Excision Axiom, which is equivalent to the classical one for well behaved spaces (including all normal spaces) [15] . This fact is of a great importance. First of all, it implies that for tame spaces the theory is the same as singular homology theory. Additionally, it yields the Mayer-Vietoris theorem.
In this paper we use calligraphic letters (C, H, etc.) for constructions in Milnor-Thurston homology theory and ordinary letters for the corresponding constructions in singular homology theory (C, H, etc.). Accordingly, the Mayer-Vietoris theorem for Milnor-Thurston homology theory asserts Theorem 1. Let X be a normal topological space and let A and B be open subspaces such that X = A ∪ B. Then for all n ≥ 0 there exists a natural homomorphism ∂ * : H n (X) → H n−1 (A ∩ B) such that the following sequence is exact:
Let X be a topological space. We shall start construction of MilnorThurston homology theory with defining its chain complex C * (X).
A signed measure is a σ-additive set function with possibly negative values such that it is zero on the empty set. Every measure considered here is a signed measure therefore we shall simply call them measures.
We will be concerned with singular simplices (continuous functions from the standard simplex ∆ k to X, where k is a non-negative integer) as in the case of the singular homology theory. We endow the space of singular simplices C 0 (∆ k , X) with the compact-open topology. On this space we consider Borel sets B(C 0 (∆ k , X)) -the smallest σ-algebra generated by open sets. A measure defined for all Borel sets on the given space is called a Borel measure. It is said to be finite when it has finite values for all Borel sets. A carrier of Borel measure µ is a set
e. sets such that every Borel subset has measure zero). Notice, that for a given measure carrier is not a uniquely determined set. Now, we define the real vector space C k (X) as the set of finite Borel measures on C 0 (∆ k , X) with some compact carrier. Next, we will construct boundary homomorphisms in order to endow the sequence C k (X) with a structure of chain complex.
Given a continuous function f :
where Y is a topological space and l is a non-negative integer and an arbitrary Borel measure µ on C 0 (∆ k , X) we define the image measure f µ on C 0 (∆ l , Y ) with the formula:
Now, we construct the boundary operator ∂ in the usual way: where ∂ i sends a measure to the image measure under the map σ → σ • δ i with δ i being the usual inclusion of ∆ k−1 as a face of ∆ k . We can prove [15, Corollary 2.9] that C * (X) with the boundary operator is a chain complex.
The Milnor-Thurston homology groups H * (X) are then defined as homology groups of this chain complex C * (X). Additionally, C * can be treated as a functor from the category of topological spaces to the category of chain complexes. Thus, we can define relative homology groups H * (X, A) in a natural way.
Milnor-Thurston homology groups for the Warsaw Circle
The Warsaw Circle (see Figure 1 ) is a well known space that serves as a counterexample in many cases (e.g. it is a basic example of a non-triangulable space). We define it as a subset of R 2 that consists of:
• the part of Topologist Sine Curve {(x, y) ∈ R 2 | y = sin 1/x} between the line x = 0 and the rightmost minimum,
• an arc connecting the point (0, −1) with the rightmost minimum.
Throughout this paper W will denote the Warsaw Circle. We distinguish three families of points Figure 1) . Being more precise, u 1 is a first maximum of the sinusoid to the left of the rightmost minimum. Next, u 2 is a first maximum of the sinusoid to the left of u 1 and so on. Finally,
are defined in an analogous manner.
In order to compute Milnor-Thurston homology groups for W , we shall cover it by two open subsets L and U. Let L be an intersection of W with the half-plane {(x, y) ∈ R 2 | y < η}, where 0 < η < 1. Similarly, let U be an intersection of W with {(x, y) ∈ R 2 | y > −η}. Since Milnor-Thurston homology groups in this paper are conveniently described by infinite sequences of numbers we shall use a special notation. So let us assign some element x k to any non-negative integer k. The sequence of such elements shall be denoted by x • (usually we will be concerned with sequences of real numbers). Now, we will use the Mayer-Vietoris theorem to do the calculations, but first, in order to deal with the variety of possible singular simplices, we shall need an auxiliary result. So let S denote a convergent sequence s • with its limit s 0 . In this context observe
Since homology groups are homotopy invariant the next lemma allows us to calculate them for U, L and U ∩ L.
Lemma 2. If n > 0, then H n (S) = 0 and H 0 (S) ∼ = ℓ 1 . Here ℓ 1 denotes the vector space of absolutely summable sequences.
Remark. Note that Milnor-Thurston homology groups are simply real vector spaces, so the lemma states that H 0 (S) ∼ = c R. Nevertheless, we shall use more concrete description of that vector space, namely ℓ 1 (we adapted that notation from functional analysis, however we do not treat it as a Banach space). The reason is that the Milnor-Thurston homology classes that appear in this paper usually have a simple description as measures concentrated on distinguished points and coefficients of these measures form absolutely summable infinite sequences.
Proof. We can see that
The topology of C 0 (∆ n , S) is the same as for S because {s n k } ∞ k=0 is a convergent sequence with limit s n 0 . In addition, every set of this space is Borel and every two Borel measures that are equal on singletons {s n k } for every k are equal. Therefore, we can identify a sequence of real numbers a • with a measure µ a in the way that µ a ({s n k }) = a k for every non-negative integer k. Additionally, for every sequence a • the measure µ a has a compact carrier (that is the whole space C 0 (∆ n , S)) and µ a is finite if and only if
Consequently,
We shall study the boundary operator: ∂ : C n (S) → C n−1 (S) for n > 0. Both C n (S) and C n−1 (S) shall be identified with ℓ 1 . We have that ∂ i a • = a • (recall that the definition of ∂ i was given in Section 2). To see this reader should notice that ∂ i s n k = s n−1 k . As a consequence,
From here, ∂ = 0 when n is odd and ∂ = id when n is even. Thus, homology spaces are trivial for n > 0.
On the other hand, we have ∂ = 0, for n = 0. Hence, every element in C 0 (S) is a cycle. Because ∂ = 0, for n = 1, there are no boundaries and
Finally, using the Mayer-Vietoris theorem we can calculate the homology groups.
Proof. The Mayer-Vietoris sequence
is exact (cf. Theorem 1). Then by equations (1), (2) and Lemma 2 we see that the Mayer-Vietoris sequence has zeros on the left hand side of H 1 (W ). Thus, higher homology groups are trivial and the only case to investigate is where n = 1. Again, by exactness of the Mayer-Vietoris sequence we see that ∂ * : H 1 (W ) → H 0 (U ∩ L) is a monomorphism. As a result,
Therefore, we need to find the kernel of (i * 0 , j * 0 ).
Again, by equations (1), (2) and Lemma 2 we can see that
so from now on we shall identify elements of all these homology groups with absolutely summable real sequences. So, let m • ∈ ℓ 1 denote some homology class of H 0 (U ∩ L) that is represented by a measure supported on respective points m k (the numbers m k are the values of the measure on the singletons). Similarly, a homology class in H 0 (U) shall be identified with some u • ∈ ℓ 1 and a homology class in H 0 (L) shall be identified with some l • ∈ ℓ 1 . This will allow us to write down equations for i * 0 and j * 0 .
In order to investigate i * 0 , we have to associate a measure supported on u • with a measure supported on m • that represents the same homology class in U. So, let µ be a measure supported on m • (cf. Figure 1) represented by the sequence m • . We will construct a measure supported on u • which belongs to the same H 0 (U)-homology class as µ. Let σ 0 be a singular 1-simplex that connects m 0 with u 0 . Next, let σ 2k be a singular 1-simplex that connects m 2k with u k and let σ 2k+1 be a singular 1-simplex that connect m 2k+1 with u k . Now, let ν = ∞ k=0 m k δ σ k , where δ σ k is the Dirac measure supported on σ k . We can see, that ν ∈ C 1 (U), since ν is finite and has a compact carrier (because σ • is a convergent sequence). The measure µ + ∂ν is supported on u • , its coefficients depend on m • as described below. From the definition of σ 0 we have that
Furthermore, from the definitions of σ 2k and σ 2k+1 we have
These are equations that describe i * 0 .
In the similar way, we can write down equations for j * 0 :
We will describe (i * 0 , j * 0 ) in more elegant way. So let x 2k = u k and x 2k−1 = l k . From now on an absolutely summable sequence x • shall be identified with elements of H 0 (U) ⊕ H 0 (L). In this notation, equations (3), (4), (5) yield
Now, we see that the kernel of (i * 0 , j * 0 ) and, consequently, H 1 (W ) are trivial.
Theorem 4. The vector space
Proof. We shall use results from the proof of Theorem 3; mostly equation (6) . Once again we will use the Mayer-Vietoris theorem to do the calculations. The Mayer-Vietoris sequence is (cf. Theorem 1)
Now we can see that
is the map defined by equation (6) . This equation can be inverted so that, given an arbitrary sequence x • , we can find unique numbers m x k that satisfy it:
An element x • ∈ ℓ 1 represents a nonzero homology class in H 0 (W ) if it is not in the image of (i * 0 , j * 0 ) or, equivalently, when the corresponding m x • is not an absolutely summable sequence.
For any space X there is the natural inclusion of singular chains into Milnor-Thurston chains: C k (X; R) → C k (X) [15, p. 389] . It induces a homomorphism on the level of homology. Thus, we can form the following definition:
Definition 5. A homology class in H k (X) shall be called singular homology class if it lies in the image of H k (X; R) → H k (X). Otherwise it shall be called non-singular homology class.
Next, we shall find a one dimensional subspace of H 0 (W ) which corresponds to singular homology classes. In singular homology theory we consider chains with only finite numbers of simplices, so we will restrict ourselves to considering sequence x • with finitely many nonzero elements. We will prove that such an element x • ∈ ℓ 1 represents the same homology class as y • ∈ ℓ 1 of the form y • = (α, 0, 0, 0, . . . ), for some α ∈ R. Let N denote the biggest index of nonzero element in x • then for k > N we have
Thus, it is absolutely summable and x • − y • represents the zero homology class. Now, we shall prove that H 0 (W ) is much bigger than one-dimensional subspace of singular homology classes. In fact, as was stated in our theorem, its dimension is uncountable.
We will start with some sequence of positive numbers n k which is monotonically decreasing with lim n k = 0. From now on, up to the end of this proof, let x • have a special form:
We can see that (7):
Since |m x k | does not fulfil the necessary condition it is not absolutely summable. Hence, x • does not correspond to the zero homology class More generally, we will check what conditions should x satisfy in order to be a non-singular homology class. So let y • = (α, 0, 0, 0, ...) (for α ∈ R) be a sequence corresponding to some singular homology class. In this case obviously: m
we can easily see this when we notice that m x
• is linear with respect to x according to equation (7) . So, if we take α = −n 0 the sequence satisfies the necessary condition of series convergence. Then, we see that a sufficient condition for x to be a non-singular homology class is
so we are interested in sequences converging to zero but not too fast.
As an example of such sequence we consider:
with 0 < β < 1. Now, we shall prove that the homology classes in H 0 (W ) corresponding to sequences x
form a set of linearly independent vectors. So take a finite sequence of numbers 0 < β i < 1 in an increasing order, and some finite sequence of real numbers b i . We shall prove that the homology class of z
• is nontrivial. In order to do this we need to prove that the sequence
is not absolutely summable. To obtain the above formula we use the fact that m x
• is linear with respect to x, and the equation (8) . First, we notice that for the necessary condition of convergence for series ∞ k=0 |m z k | to be satisfied, we should have i b i = 0. Then, the study of the absolute summability of the above sequence can be reduced to the study of
For sufficiently big k the expression in | · | has the sign of b 0 (since β 0 is the smallest of the numbers), so we can consider:
This series is divergent. The easiest way to see this is to use integral criterion. First, we need to notice, that it is for monotonic sufficiently big k. Then, the application of the criterion is straightforward.
Berlanga topology on Milnor-Thurston homology groups
Berlanga considered Milnor-Thurston homology groups equipped with some natural topology [2] . He showed that these homology groups are functors from the category of second countable separable topological spaces to the category of locally convex topological vector spaces (not necessarily Hausdorff!).
Let X be a second countable separable topological space and let k be a non-negative integer. Given any function f : C 0 (∆ k , X) → R, we start with a linear functional defined for µ ∈ C k (X) in the following way
We shall work with the weakest topology on C k (X) such that all functionals of this type are continuous.
Berlanga proved that if X is a second countable separable topological space then each C k (X) equipped with this weak topology is a locally convex Hausdorff topological vector space [2, Assertion 2.2] and every induced map (including boundary operator) is continuous [2, Assertion 2.1]. Thus, C * is a functor from the category of second countable separable topological spaces to the category of locally convex Hausdorff topological vector spaces. Moreover, cycles Z k (X) and boundaries B k (X) with induced topology also satisfy these conditions. Therefore, homology groups
can be endowed with the structure of locally convex topological vector space as quotients of locally convex topological vector spaces. This structure shall be called Berlanga topology on H k (X).
The question posed by Berlanga in [2] is whether Milnor-Thurston homology groups are Hausdorff in this topology. As we mentioned above cycles Z k (X) and boundaries B k (X) are both Hausdorff, hence their quotient will be Hausdorff if and only if B k (X) is closed in Z k (X).
There are two results in this direction. Firstly, Berlanga's paper that was mentioned above ends with a proof that H 1 is always Hausdorff for spaces that are homotopy equivalent to countable CW-complexes. Secondly, Zastrow constructed an example of a space V where H 0 (V ) is not Hausdorff [16] . This space V is the Warsaw Circle with a part of the accumulation line removed. Based on different arguments than in [16] we obtain result for the Warsaw Circle itself:
Theorem 6. The Milnor-Thurston homology group H 0 (W ) is not Hausdorff in Berlanga topology.
Proof. In order to prove that H 0 (W ) is not Hausdorff we shall find a sequence of boundaries such that the limit of this sequence is not a boundary. From the proof of Theorem 4 we know that chains in C 0 (W ) can be described by elements of ℓ 1 . So, let our sequence of chains be described by elements x n • ∈ ℓ 1 in the following way:
where n • / ∈ ℓ 1 is a decreasing sequence of positive numbers converging to zero (compare with proof of Theorem 4).
Chains described by x n • are boundaries (or, equivalently, they represent zero homology classes). To justify it, recall the proof of Theorem 3. We saw that an arbitrary sequence z • ∈ ℓ 1 with at most N nonzero elements represents the same homology class as the sequence (α, 0, 0, . . . ), where α = N k=0 (−1) k z k . Therefore, we see that for each n the sequence x n • represents the zero homology class.
The natural candidate for the limit of x n • is:
In order to show that the above sequence is the limit of x n • we need to prove that lim • respectively (remember that we identify C 0 (∆ 0 , W ) with W ).
The measures µ and µ n are concentrated on a countable set of points (it is maxima u k and minima l k of the sinusoid), therefore the above integral can be calculated as an infinite series. Values of the continuous function f on that countable set of points form a bounded sequence a • , so we need to prove that
We can easily see that it is true since tails of absolutely convergent series converge to zero. Assume that the homology class described by x • is a boundary. Let y k = (−1) k (n k+1 − n k ). Then, consider the difference
We assumed that on the level of homology x • represents zero, and thus it represents a singular homology class. On the other hand, from the above equation we see that y • − x • also represents a singular homology class. Therefore, y • should also represent a singular homology class. However, y • is exactly the form of a sequence considered in the proof of Theorem 4, and we know that it represents a non-singular homology class (note that the sequence denoted here by y • was denoted by x • in the proof of that theorem). Hence, we got a contradiction. Consequently, we see that x • is not a boundary and H 0 (W ) is not Hausdorff.
