While Multi-objective Optimization (MOO) has provided many methods and tools for 10 solving design problems, food processes have benefitted little from them. MOO 11 encompasses the identification of performance indicators, process modelling, preference 12
Introduction

22
In food process engineering, most design problems are aimed at several objectives, 23 which can often be contradictory. Thus, maximizing food product quality (texture, 24 nutrients concentration, flavour…) is often in conflict with process performance 25 objectives, such as minimizing energy consumption, maximizing profit, or ensuring 26 safety in the case of heat treatments. For the last two decades, solving multi-objective 27 design problems has been a major concern as sustainable development practices also 28 need to be integrated in the design process. Many kinds of objectives can be defined by 29
the decision-maker, all with potential antagonistic effects, e.g. maximizing one has the 30 effect of minimizing one or several others. 31 32
To solve multi-objective design problems, different kinds of methods have been 33 developed, with the earliest being gradient-based methods and experiments-based 34 methods. Gradient-based methods, such as the method of Lagrange multipliers, are 35 based on the resolution of differentiable equation systems, and although they yield fast 36 computation times, they converge toward local optima only, which may not be global 37
optima. Experiments-based methods, and more specifically Response Surface 38
Methodology, were and remain a common optimization approach in the food processing 39
industry (Banga et al., 2008) . Since then, new optimization methods for multi-objective 40 problems have been developed, which are able to efficiently identify global optima. They 41 have been grouped under the term "multi-objective optimization (MOO) methods". 42 43
MOO is a general methodology aimed at identifying the best trade-off(s) between 44 several conflicting objectives. Numerous applications in engineering can be found, from 45 the design of a single mechanical part (Collignan et al., 2012) to the optimization of a 46 worldwide supply chain (Wang et al., 2011) . MOO consists in a) a multi-objective 47 processing method, to transform the original multi-objective problem into a solvable 48 problem, and b) an optimization algorithm, to search for trade-off solutions to the 49 multi-objective problem (Collette and Siarry, 2013) . 50 51
A multi-objective processing method requires the following elements, in the food 52 processes framework: 53 1) Optimization objectives and associated indicators. The decision maker defines 54 objectives, i.e. changes that the decision-maker(s) wish(es) to cause in the 55 process (profit increase, productivity increase, environmental impact decrease…), 56
and these changes are quantified or described by suitable performance 57 indicators (margin, yield, carbon dioxide emissions…) (Church and Rogers, 58 2006) . Indicators are also called by the term "criteria", which can itself be used as 59 an equivalent to "objectives" (Craheix et al., 2015) . In this work, the terminologies 60 "objectives" and "indicators" will be used. 61
2) A predictive food process model: the effect of different values of the design 62 variables (input variables, i.e. operating conditions, equipment size, process 63 structure...) on the indicators is predicted by a process model. Thus, the different 64 design solutions available can be evaluated. The predictive model should provide 65 a satisfying level of prediction accuracy, while optimizing efficiently for reasonable 66 computation times. 67
3) A preference model, where the decision-maker preferences and expert 68
knowledge are integrated. Preferences may be specified at two different levels 69 (figure 1): i) objectives may be weighted according to their relative significance for 70 the decision-maker and/or qualified experts; ii) desirability functions may be used 71
to integrate satisfaction levels of experts according to indicator values. The 72
decision-maker may have sufficient knowledge to specify preferences at both 73 levels. However, it is considered in this work that the experts have more 74 qualifications to specify preferences on indicator values, based on a good 75 scientific and/or technical knowledge of the process and the installation context. 76 Figure 1 : Relationships between objectives, indicators, and preference integration 78 4) A selection method to choose the "best trade-off" by sorting, ranking or scoring 79
the design solutions available. The selection method generally consists in 80
aggregating preferences and indicators to build an objective function for 81
optimization, but may also in consist in different approaches. 82 83
Regarding the optimization algorithm, it integrates these four elements to search for 84 trade-offs among possible design solutions. 85 86
Numerous methods and algorithms can be used to build a multi-objective processing 87 method to be combined with an optimization algorithm. Detailed taxonomies and 88 information on these methods can be found in reference books such as (Chen and 89 Hwang, 1992; Collette and Siarry, 2013; Ehrgott, 2005; Miettinen, 1998) . It is also 90 noteworthy that predictive food process models and preferences models are used in 91 single-objective (mono-objective) optimization, in order to obtain a single performance 92
indicator. These elements are not specific to MOO, and a detailed comparison of single-93
and multi-objective optimization can be found in Rangaiah et al. (2015) . 94 95
In this context, the application of MOO to food processing was studied, that is the 96 transformation of biological raw materials by one or several unit operations to produce 97 edible food products. The investigation field of this review was restricted to MOO for 98 food process design, which excludes: 99  process control (or closed loop optimal control, as defined in Banga  number and structure of unit operations in the process. 109
A number of articles have been reviewed to discuss the methods used by the authors to 110 perform MOO. From these studies it was established that despite the advanced 111 development of MOO as a generic design methodology, the tools and methods of MOO 112
have not yet fully reached the area of food process design: 113
 MOO is infrequent in the design of food processes compared to chemical 114 processes: around 40 articles on MOO application in food processing had been 115 published in scientific journals before 2009 (Abakarov et al., 2009) hindrances: i) physical properties, and consequently quality parameters of food 120 materials, are difficult to predict because of the complexity of food materials; ii) 121 many food process models are unsuitable for optimization purposes, since they 122
have been developed to understand the behaviour of food materials as biological 123
reactors (with reaction kinetics and transfers), rather than predict its behaviour as 124 a function of process control variables and size.
125
 Most studies focus on the optimization of operating conditions for design or 126 process control; many of them concern heat treatment processes. In contrast only 127 a few MOO studies concentrate on the integrated design of food processes, 128
where both unit operations structure and equipment sizing are optimized (see for 129
example Nishitani and Kunugita (1979) seldom applied in these studies. MCDM methods can help include the 136 preferences of the decision-maker in the design process, and rank the possible 137 solutions to identify one (or a small set of) "best" trade-off(s) for process design.
138
 Very few design approaches are systemic: most optimization objectives are 139 evaluated with "raw" indicators of process performance (nutrient retention, energy 140 consumption, processing time…) and do not involve the interactions of the 141 process with its environment (environmental impact based on LCA, overall 142 economic profit, nutritional interest…).
143
Thus, the potential for developing more advanced MOO methods and associated tools 144
for the design of food processes is high: most studies only partially use the constituent 145 elements of MOO, while a variety of methods and tools are available to perform MOO. 146
Hence it seemed relevant to study and review these methods and tools along with their 147 use for food process design. 148
In this paper, a critical review of multi-objective optimization methods which have 149 been used in food process design studies is developed. The main purpose is to 150 demonstrate how design methods engineering can solve design problems in food 151 processing, which however requires a choice among existing MOO methods.
152
The different sections of this review match the aforementioned elements which 153 constitute a MOO method: 154
 Section 2 is a critical analysis of indicators which describe design objectives; 155  Section 3 briefly reviews process models used for MOO of food processes; 156
 Section 4 deals with the integration of preferences in decision-making; BOD (Biological Oxygen Demand), which represents a highly partial view of the 201 environmental impact that a process may have. In Nishitani and Kunugita (1979) , the 202 exchange surface contributes only partially to the cost of the evaporator, and so appears 203
to be an incomplete indicator in terms of the defined economic objective. 204
Conversely, raw indicators can be tailored to specific contexts, where the process 205
objectives can be expressed directly by physical variables derived from the process 206 model: in Yuen et al. (2000) , the objective is to remove alcohol from beer while 207 minimizing loss of chemicals associated with taste, which is explicitly expressed by an 208 "alcohol removal" indicator and an "extract removal" indicator. In particular in the case of 209
explicitly known product quality objectives, they can be expressed by selecting certain 210
nutritional compounds, such as in Tarafdar et al. (2017) , where the indicators are 211 contents of nutritional compounds of interest. 212
213
On ther other hand, integrative indicators can link the process physical variables to 214 variables of interest/which are meaningful for the decision-maker: a return on investment 215
time for example will be easier to interpret for an investor than an investment cost and However, due to the construction of the associated functions, integrative indicators entail 221 a risk of bias in the interpretation. Firstly, the models used may be subject to debate; in 222 the case of impact scores based on Life Cycle Analysis (LCA) for example, modelling of 223 the environmental impacts varies according to the impact calculation methodologies, and 224 there is not always an established consensus on these models . 225
Then, the weighting of different kinds of indicators (greenhouse effect and 226 eutrophication, texture and colour…) for the purpose of aggregating them in an 227
integrative indicator may also entail a bias. Finally, constructing integrative indicators 228 assumes use of data which is sometimes uncertain; thus it is not always possible, at the 229 scale of a process situated in a larger system (e.g. factory), to predict its profitability or 230 maintenance cost. 231
232
The indicators encountered in the various articles studied in this work are rarely 233 integrative indicators. While aggregating raw indicators can produce an indicator which 234
is meaningful for the decision-maker, the way in which they are grouped induces a risk 235 of information loss. Thus, raw indicators of major significance in design choices may find 236 themselves concealed by the integrative indicator, as in the case of the SAIN-LIM 237
indicator which conceals the effect of certain nutrients on the overall score (Achir et al., 238 2010). So the development of relevant indicators means finding a balance between an 239 7 excessive number of raw indicators, which is difficult to interpret and discuss, and an 240
integrative indicator, which would cause major information loss through aggregation. 241
Relevance of indicators 242
Besides the advantages and shortcomings of raw and integrative indicators, the 243 question of choice of indicators is an issue of interest, firstly in terms of the meaning 244
given to the indicators. There are numerous approaches for constructing more or less 245
integrative indicators which are meaningful for the decision-maker in view of their 246
objectives. An overview of some of these approaches is proposed here, via the four 247 dimensions of sustainability of food engineering processes: economic sustainability and 248
product quality, which are the most frequently encountered dimensions, plus 249 environmental and social sustainability. 250 251
Economic evaluation of processes makes it possible to establish the cost that they 252 represent, and/or their profitability in the shorter or longer term. In the context of 253 optimization, it must be possible to predict their operating cost and the investment they 254
represent; there are correlations for predicting investment as a function of sizing 255 choices, the best known of which is from Guthrie (1969 associates a cost with exergy (a measure of energy quality to determine energy 263 degradation in the system), to evaluate economic feasibility and profitability (Rosen, 264 2008). In keeping with the "life cycle" approach, Life Cycle Costing (LCC), where the 265 financial, environmental and social costs are factored into the life cycle as a whole 266 (Norris, 2001) , is another approach under development. Like thermo-economics, it still 267 requires construction of databases large enough for the economic indicators proposed to 268 evaluate the food engineering processes. 269
270
Food quality needs to be described through a holistic perspective which covers all 271 consumer requirements. Among several possible approaches, an attempt was made by integrative indicators of overall appraisal, provided they have been evaluated on a 293 common scale (e.g. 1 to 9 from worse to best).
294
 Finally, sanitary quality, which is generally a feasibility constraint rather than an 295
indicator for optimization, is described by microorganism mortality kinetics, or Quality indicators represent a particularly topical problem, with growing market demands 300
in terms of health, and consequently a research issue for modelling the links between 301 process, nutrition and health. 302 303
The issue of environmental impact indicators is particularly topical. While there are 304 numerous environmental impact approaches, they are all debatable in terms of 305 relevance regarding the process studied, and of over-or under-estimating the impact. 306
Three of the best known environmental impact evaluation methods are listed below: 307  Life Cycle Analysis (LCA) is the most commonly used method, and most 308 comprehensive for evaluating the environmental impacts (1997), which defined several indicators comprising air pollution, water pollution, 320 solid wastes, photochemical oxidation, and stratospheric ozone depletion. 321
Although standardized and comprehensive, LCA contains possible biases caused 322
by the choice of inventory analysis method, functional unit, system and impact 323 allocation.
324
 Thermodynamic methods, based on the second law of thermodynamics, quantify 325 changes of thermodynamic state in the system under study, making it possible to 326
identify "degradations" caused by the process and thereby quantify the impact.
327
For example, the exergetic analysis, which quantifies quality loss of the energy 328
entering the system, i.e. destruction of exergy; this makes it possible to determine 329 9 the "available energy" in outgoing currents in the form of "exergetic efficiency", 330
which is used as an environmental impact indicator (Ouattara et al., 2012) . Used 331
in Nishitani and Kunugita (1983) , this seems to be the most developed 332 thermodynamic method, though there are still insufficient thermodynamic data to 333 be able to generalize its application.
334
 The Sustainable Process Index (SPI) is an indicator measuring the environmental 335 impact in terms of surface of the planet used to provide goods or services 336 (Steffens et al., 1999) . Assuming that the sole external input into the system is 337 solar energy, any process occupies a more or less large fraction of the Earth's 338 surface for its workings "from cradle to grave" (raw materials, energy, personnel, 339 environmental emissions...). Thus, a low SPI will indicate an efficient process. 340
This approach provides a sole indicator, independent of modelling environmental 341 damage, but it lacks data for the area attributed to each substance or process, 342
and there are inconsistencies when the use of fossil or mineral resources is 343
analysed (Hertwich et al., 1997) .
344
Mention may be made of other methods, such as the WAR (Waste Reduction) algorithm, 345 and the IChemE indicators, which are both (like LCA) based on using impact factors, 346 and the AIChE metrics developed for petrochemical processes, though these cannot be 347
used to evaluate the potential damage. 348 349
Finally, the social dimension of sustainability is not represented in the literature studied 350
for this work, since it is hard to quantify at the process design stage. The concept of Thus, the choice from among all these indicators affects the meaning given to the 363 optimization, but also the results. Indeed, the results derived from the optimization of the 364 same process are dependent on the decision-maker's objectives, and more generally on 365 the specific context of the optimization study. question, but a difficult task. 375 10 3. Models for multi-objective optimization 376 Although there are optimization approaches without models (especially sequential 377 experimental strategies such as the simplex method), the exploration of various 378 scenarios, and the need to rank them to identify the best (especially if the question is to 379 find a compromise between several objectives), it would seem that optimization 380 definitely requires numerical models. 381
For food and biological processes, there are numerous long-standing modelling 382
approaches. from the physical laws governing the behaviour of the process; data-driven models 387
("black box" type), which are solely based on empirical data; and hybrid models ("grey 388 box" type), which are a combination of the two. 389 2007)), but in which information requirements on the systems to be 398 modelled go beyond current knowledge (Trystram, 2012 with empirical models of transfer coefficient and of quality deterioration. One of the 459 advantages of these models is their applicability on various scales, or ability to 460 contribute to multi-scale modelling, which is a major challenge for food engineering 461
processes.
463
There is a great variety of modelling approaches, which is why it is important to be able 464 to evaluate the model quality in terms of optimization, yet there are practically no 465 analysis methods that have been developed to this end. Vernat a unit operation or a process (Diefes et al., 2000) , which means a high degree of 487 specialization. The development of more generic food engineering process models, 488
using IT tools able to easily evaluate model performances, would make it possible to 489 establish a logic of model quality compliance for optimization. 490
491
Once the indicators have been defined (section 2) and the process model is operational 492 (section 3), a method for selecting the best compromise must be chosen. This method 493 must be able to integrate the preferences of the decision-maker and/or experts in 494 evaluating the solutions. Multi-criteria analysis, which employs multiple criteria decision 495 analysis (MCDA) methods (also known as multi-criterion decision making -MCDMor 496 multiple attribute decision making -MADM), refers to methods able to address this 497
issue. The following sections propose a review of methods of integrating preferences 498
and methods of identifying the best-performing solutions, used in the food engineering 499 literature. 500
Integrating preferences 501
Preferences apply to the indicator values and to the comparative significance of the 502 objectives. These preferences may be integrated before or after the optimization 503 process, or indeed during the process, i.e. interactively. Hence there are methods to 504 integrate these preferences in order to make the decision-making process more rational. 505
The articles reviewed in which the preferences are integrated via specific methods have 506 been classified in table 2, depending on whether the preferences are on the indicators, 507
the significance of the objectives, or whether they are integrated interactively. 508 509 
511
The preferences may relate to the values adopted by the indicators. They originate from 512 expert knowledge, functional analysis of the process to be designed, data mining, 513 market studies... Their usefulness is based on: The decision-maker may also formulate preferences over the relative significance of 542 their objectives, i.e. on the comparative significance of the indicators. This may involve 543 weighting the objectives, or ranking them in order of significance. If the decision-maker 544
is faced with a multitude of objectives, it may be difficult to rationally and consistently 545 attribute the weights. That is why there are methods to help the decision-maker to 546 prioritize the objectives: the AHP method (Analytic Hierarchy process -Saaty (1990)) for 547 example, which designates a method even capable of ranking the solutions, includes a 548 step of defining the weights by comparing the objectives (or indicators) in pairs, is used 549
in Abakarov et al. (2013) . A score of between 1 and 9 is attributed to each objective 550 depending on its significance compared to every other objective, and the results are 551 aggregated using a given formula to provide a numerical value for the weight of each 552
objective. Other methods use pairwise comparison, a non-exhaustive list of which is 553
given in Siskos and Tsotsolas (2015) . Ranking the objectives in order of significance 554
does not require priorization methods. It has been used by Erdoğdu and Balaban (2003) 555 and named "lexicographic ordering". This approach seems uncommon, since most 556 decision-making aid and optimization methods require quantification of the significance 557 of the objectives for calculating the objective functions. Otherwise, lexicographic 558
ordering of the indicators must be implemented in the optimization algorithm, as is the 559 case in Erdoğdu and Balaban (2003) . Another possibility is to use a lexicographic 560 approach to produce a weighting (Sebastian et al., 2010) : the objectives are ranked by 561 significance, and a mathematical function attributes a weight to each objective according 562 to its level of significance. This approach is similar to the SMARTER method (Edwards 563 and Barron, 1994), and to other hybrid approaches of this type, such as: the Simos Finally, there are optimization methods in which the decision-maker formulates their 571 preferences through an iterative design process, in which solutions are presented to 572 them. These so-called interactive methods generally proceed in three phases (Coello, 573 2000): 574
1. Calculate a Pareto-efficient solution; 575 2. Put together the decision-maker's preferences on this solution, and its possible 576 improvements; 577 3. Repeat steps 1 and 2 until the decision-maker is satisfied. 578
The advantages of this type of method lie mainly in the low requirement for calculations 579
(few solutions calculated in each iteration), the absence of need for an overall 580 preferences diagram, and the possibility for the decision-maker to correct their 581 preferences and therefore learn through the optimization process (Taras and 582
Woinaroschy, 2012). Conversely, it is assumed that the decision-maker has the 583 necessary time and capacities to take part in the decision-making process, and that the 584 information supplied to the decision-maker is comprehensible and relevant (Miettinen, 585 1998 1995, 2006) . In NIMBUS, when a solution is presented to the decision-maker, 589 the latter specifies for each indicator how they would like it to evolve -for example if an 590
indicator needs to be improved, is satisfactory, or may be downgraded -and these 591
preferences are used to converge toward the most satisfactory possible solution for the 592 decision-maker. 593
594
If the optimization problem encountered has not been solved by an interactive method, 595
the preferences integration methods (desirability functions, weighting methods and 596 ranking methods for objective) prove useful in providing a framework for formulating the 597 preferences. To this end, the desirability function best suited to the objectives to be 598 optimized must be chosen, in particular preventing an indicator from adopting 599 undesirable values. The choice of weighting method meanwhile will depend primarily on 600 the user's affinity with one method or the other, and the ease with which they can 601 formulate their preferences. 602
Selection methods
603
The quantified preferences of the decision-maker may then be used to select the most 604 acceptable solution for the decision-maker. So in the case of an optimization problem, 605
this involves constructing a function or a mathematical criterion able to evaluate the 606 performances of the solutions generated by the process model. Yet it is also possible 607 that the decision-maker will be unable to formulate preferences, or that they are not 608 provided, in the absence of a decision-making context for example. That is why the 609 reviewed articles are classified in two major categories: 610
 "No information" (Table 3) : in the absence of information from the decision-maker, 611
it is possible to calculate a relevant set of solutions ("Sorting / Filtering"), which 612
can then be compared in a decision-making context, or to select a solution 613
anyway without reference to the decision-makers formulated preferences 614
("Ranking with weight elicitation"); 615
 "Preferences expressed" ( Table 3 : Selection methodsno information from the decision-maker 620 621 622 to calculate the weighted sum, definitely one of the simplest and most commonly used 652 aggregation functions, with the normalized indicators, assuming equal weight for each 653
indicator. In Erdoğdu and Balaban (2003) , the weighted sum became a simple "objective 654
sum" (Marler and Arora, 2004) . Another neutral function, the geometric mean, is used in 655 several works (Corzo and Gomez, 2004; Kahyaoglu, 2008; Vieira et al., 2012) . Product 656 aggregation functions, like the geometric mean, are said to be more "aggressive" than 657 sum functions (Quirante, 2012) , since a low value for one indicator will have a big impact 658 on the total score, and consequently better discrimination of the compromise solutions. 659
Another possible approach is calculating the distance (Euclidian distance, with two or 660 more dimensions) from "utopian" or "ideal" solutions; in the TOPSIS method ("Technique 661
for Order Preference by Similarity to Ideal Solution") used in Madoumier (2016) , the 662 solutions are ranked by a function which aggregates the distance of a given solution 663
from the "ideal" solution (comprising the best values for each indicator) and from the 664 "anti-ideal" solution (comprising the worst values for each indicator), with the best 665 solutions evidently being the closest to the former and the furthest from the latter. A 666
shortcoming of these aggregation functions is their compensatory logic, i.e. a high value 667
for one indicator may counterbalance a low value for another indicator (Collignan, 2011) . 668
To offset this shortcoming, there are so-called "conservative" aggregation functions (Otto 669 and Antonsson, 1991), such as minimum aggregation (Raffray et al., 2015) : the score of 670 a solution is represented by the lowest value among its indicators. So maximizing this 671 score comes down to selecting the "least worst" of all the solutions. According to the 672 same logic, maximum aggregation gives the score of a solution as being the best value 673 among its indicators, but this logic is not suited to a design context (Scott and 674
Antonsson, 1998). 675 in addition an MADM based on desirability functions to select the best solution from 688 those filtered. Another method, this time based on using tables (known as the "Tabular 689 method"), is used in Abakarov et al. (2013) . Its principle is to rank the values adopted by 690 each indicator according to whether they must be maximized or minimized. Hence each 691 row in the table no longer corresponds to one solution. This then enables the decision-692 maker's preferences to be applied to the indicators to eliminate the undesirable values. 693
Preferences expressed
If the remaining values correspond to proposed solutions, these are adopted. The risk 694
with this type of approach is that if there is no solution corresponding to the preferences 695 on the indicators, it forces the decision-maker to revise their requirements downward. 696 697
To obtain a ranking of solutions or select the best compromise, the decision-maker's 698 preferences may be integrated into the aforementioned aggregation functions, in the weighted geometric mean is that the meaning given to the weights is less intuitive than 706 in a weighted sum, since the indicators between them have an exponential relative 707 significance instead of a proportional relative significance (Collignan, 2011) . However, it 708
makes it possible to eliminate solutions where an indicator adopts a very low value or 709
zero, under an "aggressive" strategy as mentioned above. Besides these "primary" 710 aggregation functions (as per Marler and Arora (2004)), it is possible to adopt more 711 complex aggregation strategies, at least two of which have been identified within this 712 work: 713
 Integration strategy within a more complex decision-making aid framework, such 714
as the AHP method employed in Abakarov et al. (2013) : the steps for determining 715
the weights, set out in section 4, lead to a weighted sum aggregation.
716
 "Mathematical" strategy, aimed at increasing the complexity of the aggregation 717
functions. An example is the function derived from an optimization method known 718
as "loss-minimization method" (Equation 1), corresponding to the weighted sum 719
(weight wi) of variables defined as the relative difference between an indicator 720 (Qi) and its optimal value (Qi*) (Gergely et al., 2003) . This function requires prior 721 single-objective optimization of the indicators, to obtain their optimal value. 722 723 724 725 726 727
The aggregation functions mentioned above belong to full aggregation approaches, 728
characterized by the synthesis of several indicators into a single score, which can be 729 distinguished from so-called partial aggregation approaches or outranking approaches 730 (Brans and Vincke, 1985) . The latter are based on construction of binary relationships 731 between solutions, based on the decision-maker's preferences (Wang et al., 2009 ). 732
Hence it is possible to do without an overall aggregation function, but it is also 733 necessary to be able to compare the solutions in twos. This means that partial 734 aggregation methods are applicable only when a sufficiently small set of solutions has 735 been generated. Thus in Massebeuf et al. (1999) , the best solution is selected after 736
obtaining Pareto efficient solutions. The partial aggregation method employed in 737 Massebeuf et al. (1999) is constructed from methods such as ELECTRE (Elimination 738 and choice translating reality) and PROMETHEE (Preference ranking organization 739 method for enrichment evaluation); these two terms represent method families suited to 740 , 1985) is based on quantified comparison of 749 solutions, i.e. the relationship between solutions under a given indicator will be 750 described by a preference function evaluating the intensity of this preference. 751
This information is used to calculate the "incoming" and "outgoing" flows of a 752 solution, i.e. the quantitative measurement of confidence and regret, respectively, 753
relating to a solution (Wang et al., 2009 ). 754
For selection or ranking issues, methods such as PROMETHEE are deemed easier to 755
use than methods such as ELECTRE (Velasquez and Hester, 2013) , and were indeed 756 designed as an improvement on the latter (Brans and Vincke, 1985) . 757 758 seems that the normalization operator must be wisely chosen for the applying the 768 selection methods. 769 770 771
Normalization
Difficulty of choosing a selection method 772
In view of these technical considerations and noting the diversity of approaches, the 773 question of choosing a selection method is potentially complex. Indeed, the diversity of 774 solution selection methods, and more generally MADMs, is accentuated by possible 775 combinations between methods. For example in Abakarov et al. (2013) , the AHP method 776
and tabular method are combined, and in Massebeuf et al. (1999) , the Pareto front is 777 filtered by a partial aggregation method, constructed with the elements of two well-778 known methods. While none of the methods appears to be the best, their respective 779 advantages and shortcomings may make them incompatible with certain applications 780 (Velasquez and Hester, 2013) . Thus partial aggregation methods may be incompatible 781 with a decision-maker pressed for time, and so must be replaced by a full aggregation 782 method requiring little interaction with the decision-maker. As with weighting methods 783 (section 4), the choice will also be partly subjective, since it depends on the affinity with 784 one method or another. Moreover, they can lead to different results, as observed by 785
Wang and Rangaiah (2017): they compared 10 selection methods, obtained different 786 results for the same problem, and discussed the relevance of these methods for dealing 787
with an optimization problem. Considering a number of criteria (amount of user inputs, 788 simplicity, and applicability), they even recommend 3 methods: TOPSIS, GRA (Gray 789
relational Analysis) and SAW (Simple Additive Weighting). 790
Multi-objective optimization algorithms 791
An optimization algorithm refers to a more or less automated process, employed to seek 792 combinations of design variables leading to the best solutions, according to the MADM 793
used. Since the size of the space of the possible solutions varies exponentially with the 794 number of design variables and the number of values that these variables may adopt, an 795
"optimization engine" (as per Marler and Arora (2004) ) is necessary to efficiently identify 796 the best solutions (in a given context). There are many possible optimization strategies, 797
and in the present work they have been grouped into five categories: Exhaustive search and graphic optimization are considered as approaches without 804 optimization engine, while the other three categories are considered as approaches 805
using optimization engines. Thus, the reviewed articles are given in Tables 5 and 6,  806 which correspond to the two groups respectively. 807 808
It should be noted that in the literature, a considerable number of authors do not 809 explicitly give the algorithm employed for optimization purposes, if at all. Thus it appears 810 that the question of the optimization algorithm is often neglected, due to a probable lack 811 of knowledge and command of the subject (highly mathematical approach). his leads to 812 papers which are not reproducible by other researchers. One easy solution consists in 813 using software equipped with dedicated optimization functions. 814 
Exhaustive search and graphic methods
818
It is possible to do without optimization engines, generally when the problem is simple, 819
i.e. when it comprises a small number of design variables and objective functions, and 820 when the calculation time of a solution is sufficiently short. In this case, all possible 821 solutions are generated, and an MADM can be applied to rank them and/or select the 822 best. In Lespinard et al. (2015) , the total desirability is calculated over the entire 823 feasibility domain based on polynomial regression models. In Nishitani and Kunugita 824 (1979) , the number of possible solutions is limited to 6 in the first optimization study (6 825 possible flow patterns), and in the second optimization study, the 6 solutions are 826 recalculated for various temperature levels of the incoming product. Finally, in Sidaway 827
and Kok (1982) , the indicators are evaluated for all temperature and holding time 828
combinations which comply with a given sterility constraint.
830
Under RSM, it is also possible to do without an optimization engine, using graphic 831
optimization methods, such as overlaid contour plots, as mentioned above (section 5 solutions in each iteration; iii) they authorize downgrading of the indicators to explore the 905 search space more widely. In the literature, the genetic algorithms are by far the most 906 popular, with no fewer than 12 studies (Table 5 ). Genetic algorithms imitate the process 907 of genetic evolution: an initial "population" of solutions undergoes "genetic modifications" 908 by crossover, mutation, and selection of elements of its DNA (its "genes" correspond to 909 the values adopted by the indicators) according to the performances of each initial 910 individual (i.e. solution) to form new individuals, i.e. potentially better-performing 911 solutions for the multi-objective problem (Hugget et al., 1999; Wari and Zhu, 2016) . 912
Several optimization methods employ genetic algorithms, such as MOGA (Multiple 913
Objective Genetic Algorithms) or NSGA (Non-dominated Sorting Genetic Algorithms), 914
the differences between which reside in the Pareto efficiency calculation for the 915 individuals. It is possible to couple together stochastic methods, as in Romdhana et al.
916
(2016), where a genetic algorithm was coupled to a particle swarm algorithm. Wari and 917
Zhu (2016) provided some guidelines on selecting a metaheuristic tailored to the design 918 problem encountered. 919 920
Interactive methods
921
Interactive methods, presented in section 4, are not optimization engines in themselves, 922 but rather "interaction principles" (Collette and Siarry, 2013) . They may require use of an 923 optimization engine to generate a small number of solutions to present to the decision-924 maker in each iteration. In the NIMBUS method for example, used in Hakanen et al.
925
(2007), several single-objective sub-problems are defined according to the decision-926 maker's preferences, and a gradient-based method is used to optimize each of the sub-927
problems. It should be noted that there are a host of heuristics, including the one known 928
as "simplex", which do not require an optimization engine to progress in the interactive 929 search process. 930
Toward holistic design approaches 931
Hitherto, optimization frameworks have been constructed primarily either with a view to 932 generating the Pareto front, or by partially employing MADMs. Various functions coupled 933 to optimization algorithms have been used to generate a Pareto front, leaving 934 expression of decision-maker preferences outside of the field of study. Use of partial 935 aggregation methods and interactive methods, which provide a framework for 936 preference integration, has been encountered once for each of these types of method selection methods have been employed, such as weighted sum, which is among the 939 best known, or weighted geometric mean recommended by Derringer (1994) . 940
Conversely, certain aspects of MOO are often neglected; for example, use of methods 941 able to help the decision-maker weigh the objectives remains restricted. 942 943
Yet the diversity of decision-making aid methods makes it possible to construct holistic 944 design frameworks, i.e. frameworks which handle all aspects of MOO in a structured 945
way. The constituent elements of the MOO associated with decision-making aid and 946 optimization (preference integration methods, selection methods and optimization 947 methods) may be defined under various approaches, the overview of which given in this 948
work is far from exhaustive. Thus there are holistic approaches for handling a multi-949
objective problem, such as OIA design methodology (Gero and Kannengiesser, 2007) . 950
This approach, used in Sebastian et al. (2010) and Raffray et al. (2015) , combines 951 process modelling to link design variables and indicators (Observation), integrating 952 preferences on the indicators using desirability functions (Interpretation), and 953
constructing an objective function with an aggregation function (Aggregation). A 954 stochastic optimization algorithm may then be integrated into the design framework to 955 obtain the best solutions. This is a general methodology, which must be tailored to the 956 specific context of the study, i.e. the type of problem and field of application (Miettinen, 957 1998) . 958 959
Once the study requirements have been identified, the methods to be employed need to 960 be considered. This is a complex subject, into which the advantages and shortcomings 961 of each method have to be factored, as well as the cognitive aspect of the decision-962 making process; thus, it is important to reduce the "cognitive load" on the decision-963 maker to facilitate the decision-making process (Hakanen et al., 2007 ). An initial avenue 964 of consideration resides in the moment, in the design process, when the preferences of 965 the decision-maker and/or expert are articulated. Thus optimization methods are often 966 classified according to whether the preferences are articulated a priori, interactively (or 967 progressively), or a posteriori (Collette and Siarry, 2013; Marler and Arora, 2004; 968
Miettinen, 1998), or even in a fourth category with no preferences articulated ("no-969
preference") (Andersson, 2000; Erdoğdu, 2008; Miettinen and Hakanen, 2009 ). Thus, if 970 the preferences are formulated a priori, use of desirability functions, a weighting method 971 and an aggregation function will make it possible to construct an objective function 972 which will be incorporated into an optimization algorithm in order to generate the best 973 solution. In the case of a posteriori formulation, obtaining a Pareto front is relevant, but it 974
is easier for the decision-maker to select the best solution from a small set. Marler and 975
Arora (2004) also postulated that it is important to define, prior to choosing a method, 976
the type of preferences provided, as well as the quantity of information. Collette and 977
Siarry (2013) provided clues to helping choose multi-objective optimization methods, 978
based in particular on analysing the complexity of the problem and analysing the 979 objective functions. Miettinen (1998) proposed an organization chart for the choice of 980 multi-objective optimization methods, but it proved relatively complex to use. If no 981 method is entirely suitable, various methods may be combined to combine the 982 advantages and compensate for the shortcomings. Examples of these hybrid solving 983 approaches can be found in Abakarov et al. (2013) , which combined two solution 984 selection methods, and in Romdhana et al. (2016) , which combined two stochastic 985 optimization methods. 986 987
The authors would like to emphasize that holistic approaches do not provide a 988 guarantee of obtaining the best solution in terms of the decision-maker. Like any design 989 approach, MOO approaches are part of an iterative decision-making process, which is 990 only facilitated by using decision-making aid methods. Thus it is unlikely that a 991 satisfactory solution will be found in the first iteration; that is why it is important to 992 develop high-performance decision-making tools, which facilitate the optimization 993 procedure. 994 995
In this regard, some research questions have been identified: 996  Evaluation of the relevance of the indicators has been identified as a difficult 997
