GPU architectures are increasingly important in the multi-core era due to their high number of parallel processors. Programming thousands of massively parallel threads is a big challenge for software engineers, but understanding the performance bottlenecks of those parallel programs on GPU architectures to improve application performance is even more difficult. Current approaches rely on programmers to tune their applications by exploiting the design space exhaustively without fully understanding the performance characteristics of their applications.
INTRODUCTION
The increasing computing power of GPUs gives them considerably higher peak computing power than CPUs. For example, NVIDIA's GTX280 GPUs [3] provide 933 Gflop/s with 240 cores, while Intel's Core2Quad processors [2] deliver only 100 Gflop/s. Intel's next generation of graphics processors will support more than 900 Gflop/s [26] . AMD/ATI's latest GPU (HD4870) provides 1.2 Tflop/s [1] . However, even though hardware is providing high performance computing, writing parallel programs to take full advantage of this high performance computing power is still a big challenge.
Recently, there have been new programming languages that aim to reduce programmers' burden in writing parallel applications for the GPUs such as Brook+ [5] , CUDA [22] , and OpenCL [16] . However, even with these newly developed programming languages, programmers still need to spend enormous time and effort to optimize their applications to achieve better performance [24] . Although the GPGPU community [11] provides general guidelines for optimizing applications using CUDA, clearly understanding various features of the underlying architecture and the associated performance bottlenecks in their applications is still remaining homework for programmers. Therefore, programmers might need to vary all the combinations to find the best performing configurations [24] .
To provide insight into performance bottlenecks in massively parallel architectures, especially GPU architectures, we propose a simple analytical model. The model can be used statically without executing an application. The basic intuition of our analytical model is that estimating the cost of memory operations is the key component of estimating the performance of parallel GPU applications. The execution time of an application is dominated by the latency of memory instructions, but the latency of each memory operation can be hidden by executing multiple memory requests concurrently. By using the number of concurrently running threads and the memory bandwidth consumption, we estimate how many memory requests can be executed concurrently, which we call memory warp 1 parallelism (MWP).We also introduce computation warp parallelism (CWP) . CWP represents how much computation can be done by other warps while one warp is waiting for memory values. CWP is similar to a metric, arithmetic intensity 2 [23] in the GPGPU community. Using both MWP and CWP, we estimate effective costs of memory requests, thereby estimating the overall execution time of a program.
We evaluate our analytical model based on the CUDA [20, 22] 1 A warp is a batch of threads that are internally executed together by the hardware. Section 2 describes a warp. 2 Arithmetic intensity is defined as math operations per memory operation.
programming language, which is C with extensions for parallel threads. We compare the results of our analytical model with the actual execution time on several GPUs. Our results show that the geometric mean of absolute error of our model on micro-benchmarks is 5.4% and on the Merge benchmarks [17] 3 is 13.3% The contributions of our work are as follows:
1. To the best of our knowledge, we propose the first analytical model for the GPU architecture. This can be easily extended to other multithreaded architectures as well. 2. We propose two new metrics, MWP and CWP, to represent the degree of warp level parallelism that provide key insights identifying performance bottlenecks.
BACKGROUND AND MOTIVATION
We provide a brief background on the GPU architecture and programming model that we modeled. Our analytical model is based on the CUDA programming model and the NVIDIA Tesla architecture [3, 8, 20] used in the GeForce 8-series GPUs.
Background on the CUDA Programming Model
The CUDA programming model is similar in style to a singleprogram multiple-data (SPMD) software model. The GPU is treated as a coprocessor that executes data-parallel kernel functions.
CUDA provides three key abstractions, a hierarchy of thread groups, shared memories, and barrier synchronization. Threads have a three level hierarchy. A grid is a set of thread blocks that execute a kernel function. Each grid consists of blocks of threads. Each block is composed of hundreds of threads. Threads within one block can share data using shared memory and can be synchronized at a barrier. All threads within a block are executed concurrently on a multithreaded architecture.
The programmer specifies the number of threads per block, and the number of blocks per grid. A thread in the CUDA programming language is much lighter weight than a thread in traditional operating systems. A thread in CUDA typically processes one data element at a time. The CUDA programming model has two shared read-write memory spaces, the shared memory space and the global memory space. The shared memory is local to a block and the global memory space is accessible by all blocks. CUDA also provides two read-only memory spaces, the constant space and the texture space, which reside in external DRAM, and are accessed via read-only caches. Figure 1 shows an overview of the GPU architecture. The GPU architecture consists of a scalable number of streaming multiprocessors (SMs), each containing eight streaming processor (SP) cores, two special function units (SFUs), a multithreaded instruction fetch and issue unit, a read-only constant cache, and a 16KB read/write shared memory [8] .
Background on the GPU Architecture
The SM executes a batch of 32 threads together called a warp. Executing a warp instruction applies the instruction to 32 threads, similar to executing a SIMD instruction like an SSE instruction [14] in X86. However, unlike SIMD instructions, the concept of warp is not exposed to the programmers, rather programmers write a program for one thread, and then specify the number of parallel threads in a block, and the number of blocks in a kernel grid. The Tesla architecture forms a warp using a batch of 32 threads [13, 9] and in the rest of the paper we also use a warp as a batch of 32 threads. 3 The Merge benchmarks consist of several media processing applications. All the threads in one block are executed on one SM together. One SM can also have multiple concurrently running blocks. The number of blocks that are running on one SM is determined by the resource requirements of each block such as the number of registers and shared memory usage. The blocks that are running on one SM at a given time are called active blocks in this paper. Since one block typically has several warps (the number of warps is the same as the number of threads in a block divided by 32), the total number of active warps per SM is equal to the number of warps per block times the number of active blocks.
The shared memory is implemented within each SM multiprocessor as an SRAM and the global memory is part of the offchip DRAM. The shared memory has very low access latency (almost the same as that of register) and high bandwidth. However, since a warp of 32 threads access the shared memory together, when there is a bank conflict within a warp, accessing the shared memory takes multiple cycles.
Coalesced and Uncoalesced Memory Accesses
The SM processor executes one warp at one time, and schedules warps in a time-sharing fashion. The processor has enough functional units and register read/write ports to execute 32 threads (i.e. one warp) together. Since an SM has only 8 functional units, executing 32 threads takes 4 SM processor cycles for computation instructions. 4 When the SM processor executes a memory instruction, it generates memory requests and switches to another warp until all the memory values in the warp are ready. Ideally, all the memory accesses within a warp can be combined into one memory transaction. Unfortunately, that depends on the memory access pattern within a warp. If the memory addresses are sequential, all of the memory requests within a warp can be coalesced into a single memory transaction. Otherwise, each memory address will generate a different transaction. Figure 2 illustrates two cases. The CUDA manual [22] provides detailed algorithms to identify types of coalesced/uncoalesced memory accesses. If memory requests in a warp are uncoalesced, the warp cannot be executed until all memory transactions from the same warp are serviced, which takes significantly longer than waiting for only one memory request (coalesced case). 
Motivating Example
To motivate the importance of a static performance analysis on the GPU architecture, we show an example of performance differences from three different versions of the same algorithm in Figure 3 . The SVM benchmark is a kernel extracted from a face classification algorithm [28] . The performance of applications is measured on NVIDIA QuadroFX5600 [4] . There are three different optimized versions of the same SVM algorithm: Naive, Constant, and Constant+Optimized. Naive uses only the global memory, Constant uses the cached read-only constant memory 5 , and Constant+Optimized also optimizes memory accesses 6 on top of using the constant memory. Figure 3 shows the execution time when the number of threads per block is varied. In this example, the number of blocks is fixed so the number of threads per block determines the total number of threads in a program. The performance improvement of Constant+Optimized and that of Constant over the Naive implementation are 24.36x and 1.79x respectively. Even though the performance of each version might be affected by the number of threads, once the number of threads exceeds 64, the performance does not vary significantly. Figure 4 shows SM processor occupancy [22] for the three cases. The SM processor occupancy indicates the resource utilization, which has been widely used to optimize GPU computing applications. It is calculated based on the resource requirements for a given program. Typically, high occupancy (the max value is 1) is better for performance since many actively running threads would more likely hide the DRAM memory access latency. However, SM processor occupancy does not sufficiently estimate the performance 5 The benefits of using the constant memory are (1) it has an onchip cache per SM and (2) using the constant memory can reduce register usage, which might increase the number of running blocks in one SM. 6 The programmer optimized the code to have coalesced memory accesses instead of uncoalesced memory accesses. 
ANALYTICAL MODEL

Introduction to MWP and CWP
The GPU architecture is a multithreaded architecture. Each SM can execute multiple warps in a time-sharing fashion while one or more warps are waiting for memory values. As a result, the execution cost of warps that are executed concurrently can be hidden. The key component of our analytical model is finding out how many memory requests can be serviced and how many warps can be executed together while one warp is waiting for memory values.
To represent the degree of warp parallelism, we introduce two metrics, MWP (Memory Warp Parallelism) and CWP (Computation Warp Parallelism). MWP represents the maximum number of warps per SM that can access the memory simultaneously during the time period from right after the SM processor executes a memory instruction from one warp (therefore, memory requests are just sent to the memory system) until all the memory requests from the same warp are serviced (therefore, the processor can execute the next instruction from that warp). The warp that is waiting for memory values is called a memory warp in this paper. The time period from right after one warp sent memory requests until all the memory requests from the same warp are serviced is called one memory warp waiting period. CWP represents the number of warps that the SM processor can execute during one memory warp waiting period plus one. A value one is added to include the warp itself that is waiting for memory values. (This means that CWP is always greater than or equal to 1.) MWP is related to how much memory parallelism in the system. MWP is determined by the memory bandwidth, memory bank parallelism and the number of running warps per SM. MWP plays a very important role in our analytical model. When MWP is higher than 1, the cost of memory access cycles from (MWP-1) number of warps is all hidden, since they are all accessing the memory system together. The detailed algorithm of calculating MWP will be described in Section 3.3.1.
CWP is related to the program characteristics. It is similar to an arithmetic intensity, but unlike arithmetic intensity, higher CWP means less computation per memory access. CWP also considers timing information but arithmetic intensity does not consider timing information. CWP is mainly used to decide whether the total execution time is dominated by computation cost or memory access cost. When CWP is greater than MWP, the execution cost is dominated by memory access cost. However, when MWP is greater than CWP, the execution cost is dominated by computation cost. How to calculate CWP will be described in Section 3.3.2.
The Cost of Executing Multiple Warps in the GPU architecture
To explain how executing multiple warps in each SM affects the total execution time, we will illustrate several scenarios in Fig Figure 5a , we assume that all the computation periods and memory waiting periods are from different warps. The system can service two memory warps simultaneously. Since one computation period is roughly one third of one memory waiting warp period, the processor can finish 3 warps' computation periods during one memory waiting warp period. (i.e., MWP is 2 and CWP is 4 for this case.) As a result, the 6 computation periods are completely overlapped with other memory waiting periods. Hence, only 2 computations and 4 memory waiting periods contribute to the total execution cycles.
CWP is Greater than MWP
For Case 2 in Figure 5b , there are four warps and each warp has two computation periods and two memory waiting periods. The second computation period can start only after the first memory waiting period of the same warp is finished. MWP and CWP are the same as Case 1. First, the processor executes four of the first computation periods from each warp one by one. By the time the processor finishes the first computation periods from all warps, two memory waiting periods are already serviced. So the processor can execute the second computation periods for these two warps. After that, there are no ready warps. The first memory waiting periods for the renaming two warps are still not finished yet. As soon as these two memory requests are serviced, the processor starts to execute the second computation periods for the other warps. Surprisingly, even though there are some idle cycles between computation periods, the total execution cycles are the same as Case 1. When CWP is higher than MWP, there are enough warps that are waiting for the memory values, so the cost of computation periods can be almost always hidden by memory access periods.
For both cases, the total execution cycles are only the sum of 2 computation periods and 4 memory waiting periods. Using MWP, the total execution cycles can be calculated using the below two equations. We divide Comp_cycles by #Mem_insts to get the number of cycles in one computation period.
Mem_cycles: Memory waiting cycles per each warp (see Equation (18)) Comp_cycles: Computation cycles per each warp (see Equation (19)) Comp_p: execution cycles of one computation period #Mem_insts: Number of memory instructions N : Number of active running warps per SM
MWP is Greater than CWP
In general, CWP is greater than MWP. However, for some cases, MWP is greater than CWP. Let's say that the system can service 8 memory warps concurrently. Again CWP is still 4 in this scenario. In this case, as soon as the first computation period finishes, the processor can send memory requests. Hence, a memory waiting period of a warp always immediately follows the previous computation period. If all warps are independent, the processor continuously executes another warp. Case 3 in Figure 6a shows the timing information. In this case, the memory waiting periods are all overlapped with other warps except the last warp. The total execution cycles are the sum of 8 computation periods and only one memory waiting period. Even if not all warps are independent, when CWP is higher than MWP, many of memory waiting periods are overlapped. Case 4 in Figure 6b shows an example. Each warp has two computation periods and two memory waiting periods. Since the computation time is dominant, the total execution cycles are again the sum of 8 computation periods and only one memory waiting period.
Using MWP and CWP, the total execution cycles can be calculated using the following equation:
Mem_p: One memory waiting period (= Mem_L in Equation (12)) Case 5 in Figure 7 shows an extreme case. In this case, not even one computation period can be finished while one memory waiting period is completed. Hence, CWP is less than 2. Note that CWP is always greater 1. Even if MWP is 8, the application cannot take advantage of any memory warp parallelism. Hence, the total execution cycles are 8 computation periods plus one memory waiting period. Note that even this extreme case, the total execution cycles of Case 5 are the same as that of Case 4. Case 5 happens when Comp_cycles are longer than Mem_cycles. 
Not Enough Warps Running
The previous two sections described situations when there are enough number of warps running on one SM. Unfortunately, if an application does not have enough number of warps, the system cannot take advantage of all available warp parallelism. MWP and CWP cannot be greater than the number of active warps on one SM.
Figure 8: Total execution time when MWP is equal to N: (a) 1 warp (b) 2 warps
Case 6 in Figure 8a shows when only one warp is running. All the executions are serialized. Hence, the total execution cycles are the sum of the computation and memory waiting periods. Both CWP and MWP are 1 in this case. Case 7 in Figure 8b shows there are two running warps. Let's assume that MWP is two. Even if one computation period is less than the half of one memory waiting period, because there are only two warps, CWP is still two. Because of MWP, the total execution time is roughly the half of the sum of all the computation periods and memory waiting periods.
Using MWP, the total execution cycles of the above two cases can be calculated using the following equation:
Note that for both cases, MWP and CWP are equal to N, the number of active warps per SM.
Calculating the Degree of Warp Parallelism
Memory Warp Parallelism (MWP)
MWP is slightly different from MLP [10] . MLP represents how many memory requests can be serviced together. MWP represents the maximum number of warps in each SM that can access the memory simultaneously during one memory warp waiting period. The main difference between MLP and MWP is that MWP is counting all memory requests from a warp as one unit, while MLP counts all individual memory requests separately. As we discussed in Section 2.3, one memory instruction in a warp can generate multiple memory transactions. This difference is very important because a warp cannot be executed until all values are ready.
MWP is tightly coupled with the DRAM memory system. In our analytical model, we model the DRAM system as a simple queue and each SM has its own queue. Each active SM consumes an equal amount of memory bandwidth. Figure 9 shows the memory model and a timeline of memory warps.
The latency of each memory warp is at least Mem_L cycles. Departure_delay is the minimum departure distance between two consecutive memory warps. Mem_L is a round trip time to the DRAM, which includes the DRAM access time and the address and data transfer time. MWP represents the number of memory warps per SM that can be handled during Mem_L cycles. MWP cannot be greater than the number of warps per SM that reach the peak memory bandwidth (MW P _peak_BW ) of the system as shown in Equation (5) . If fewer SMs are executing warps, each SM can consume more bandwidth than when all SMs are executing warps. Equation (6) represents MW P _peak_BW . If an application does not reach the peak bandwidth, MWP is a function of Mem_L and departure_delay. MW P _Without_BW is calculated using Equations (10) - (17) . MWP cannot be also greater than the number of active warps as shown in Equation (5) . If the number of active warps is less than MW P _Without_BW _full, the processor does not have enough number of warps to utilize memory level parallelism. The latency of memory warps is dependent on memory access pattern (coalesced/uncoalesced) as shown in Figure 10 . For uncoalesced memory warps, since one warp requests multiple number of transactions (#Uncoal_per_mw), Mem_L includes departure delays for all #Uncoal_per_mw number of transactions. Departure_delay also includes #Uncoal_per_mw number of Departure_del_uncoal cycles. Mem_LD is a round-trip latency to the DRAM for each memory transaction. In this model, Mem_LD for uncoalesced and coalesced are considered as the same, even though a coalesced memory request might take a few more cycles because of large data size.
In an application, some memory requests would be coalesced and some would be not. Since multiple warps are running concurrently, the analytical model simply uses the weighted average of memory latency of coalesced and uncoalesced latency for the memory latency (Mem_L). A weight is determined by the number of coalesced and uncoalesced memory requests as shown in Equations (13) and (14) . MWP is calculated using Equations (10) - (17) . The parameters used in these equations are summarized in Table 1 . Mem_LD, Departure_del_coal and Departure_del_uncoal are measured with micro-benchmarks as we will show in Section 5.1.
Computation Warp Parallelism (CWP)
Once we calculate the memory latency for each warp, calculating CWP is straightforward. CW P _full is when there are enough number of warps. When CW P _full is greater than N (the number of active warps in one SM) CW P is N, otherwise, CW P _full becomes CW P .
Putting It All Together in CUDA
So far, we have explained our analytical model without strongly being coupled with the CUDA programming model to simplify the model. In this section, we extend the analytical model to consider the CUDA programming model.
Number of Warps per SM
The GPU SM multithreading architecture executes 100s of threads concurrently. Nonetheless, not all threads in an application can be executed at the same time. The processor fetches a few blocks at one time. The processor fetches additional blocks as soon as one block retires. #Rep represents how many times a single SM executes multiple active number of blocks. For example, when there are 40 blocks in an application and 4 SMs. If each SM can execute 2 blocks concurrently, then #Rep is 5. Hence, the total number of warps per SM is #Active_warps_per_SM (N) times #Rep. N is determined by machine resources.
Total Execution Cycles
Depending on MWP and CWP values, total execution cycles for an entire application (Exec_cycles_app) are calculated using Equations (22) , (23) , and (24) . Mem_L is calculated in Equation (12) . Execution cycles that consider synchronization effects will be described in Section 3.4.6.
Dynamic Number of Instructions
Total execution cycles are calculated using the number of dynamic instructions. The compiler generates intermediate assemblerlevel instruction, the NVIDIA PTX instruction set [22] . PTX instructions translate nearly one to one with native binary microinstructions later. 7 We use the number of PTX instructions for the dynamic number of instructions.
The total number of instructions is proportional to the number of data elements. Programmers must decide the number of threads and blocks for each input data. The number of total instructions per thread is related to how many data elements are computed in one thread, programmers must know this information. If we know the number of elements per thread, counting the number of total instructions per thread is simply counting the number of computation instructions and the number of memory instructions per data element. The detailed algorithm to count the number of instructions from PTX code is provided in an extended version of this paper [12] .
Cycles Per Instruction (CPI)
Cycles per Instruction (CPI) is commonly used to represent the cost of each instruction. Using total execution cycles, we can calculate Cycles Per Instruction using Equation (25) . Note that, CPI is the cost when an instruction is executed by all threads in one warp.
CP I = Exec_cycles_app
#T otal_insts × #T hreads_per_block #T hreads_per_warp × #Blocks #Active_SM s (25) 
Coalesced/Uncoalesced Memory Accesses
As Equations (15) and (12) suggest, the latency of memory instruction is heavily dependent on memory access type. Whether memory requests inside a warp can be coalesced or not is dependent on the microarchitecture of the memory system and memory access pattern in a warp. The GPUs that we evaluated have two coalesced/uncoalesced polices, specified by the Compute capability version. The CUDA manual [22] describes when memory requests in a warp can be coalesced or not in more detail. Earlier compute capability versions have two differences compared with the later version(1.3): (1) stricter rules are applied to be coalesced, (2) when memory requests are uncoalesced, one warp generates 32 memory transactions. In the latest version (1.3), the rules are more relaxed and all memory requests are coalesced into as few memory transactions as possible. 8 The detailed algorithms to detect coalesced/uncoalesced memory accesses and to count the number of memory transactions per each warp at static time are provided in an extended version of this paper [12] . The CUDA programming model supports thread synchronization through the __syncthreads() function. Typically, all the threads are executed asynchronously whenever all the source operands in a warp are ready. However, if there is a barrier, the processor cannot execute the instructions after the barrier until all the threads 
Synchronization Effects
If (MWP > CWP)
*All the parameters are summarized in Table 1 .
reach the barrier. Hence, there will be additional delays due to a thread synchronization. Figure 11 illustrates the additional delay effect. Surprisingly, the additional delay is less than one waiting period. Actually, the additional delay per synchronization instruction in one block is the multiple of Departure_delay and (MWP-1).
Since the synchronization occurs as a block granularity, we need to account for the number of blocks in each SM. The final execution cycles of an application with synchronization delay effect can be calculated by Equation (27) . (27) 
Limitations of the Analytical Model
Our analytical model does not consider the cost of cache misses such as I-cache, texture cache, or constant cache. The cost of cache misses is negligible due to almost 100% cache hit ratio.
The current G80 architecture does not have a hardware cache for the global memory. Typical stream applications running on the GPUs do not have strong temporal locality. However, if an application has temporal locality and a future architecture provides a hardware cache, the model should include a model of cache. In future work, we will include cache models.
The cost of executing branch instructions is not modeled in detail. Double counting the number of instructions in both paths will probably provide an upper bound of execution cycles.
Code Example
To provide a concrete example, we apply the analytical model for a tiled matrix multiplication example in Figure 12 to a system that has 80GB/s memory bandwidth, 1GHz frequency and 16 SM processors. Let's assume that the programmer specified 128 threads We assume that the inner loop is iterated only once and the outer loop is iterated 3 times to simplify the example. Hence, #Comp_insts is 27, which is 9 computation (Figure 13 lines 5, 7, 8, 9 , 10, 11, 13, Table 3  4 Mem_Bandwidth Bandwidth between the DRAM and GPU cores Table 3  5 Mem_LD DRAM access latency (machine configuration) Table 6  6 Departure_del_uncoal Delay between two uncoalesced memory transactions Table 6  7 Departure_del_coal Delay between two coalesced memory transactions 14, and 15) instructions times 3. Note that ld.shared instructions in Figure 13 lines 9 and 10 are also counted as a computation instruction since the latency of accessing the shared memory is almost as fast as that of the register file. Lines 13 and 14 in Figure 12 show global memory accesses in the CUDA code. Memory indexes (a+wM * ty+tx) and (b+wN * ty+tx) determine memory access coalescing within a warp. Since a and b are more likely not a multiple of 32, we treat that all the global loads are uncoalesced [12] . So #Uncoal_Mem_insts is 6, and #Coal_Mem_insts is 0. Table 2 shows the necessary model parameters and intermediate calculation processes to calculate the total execution cycles of the program. Since CWP is greater than MWP, we use Equation (23) to calculate Exec_cycles_app. Note that in this example, the execution cost of synchronization instructions is a significant part of the total execution cost. This is because we simplified the example. In most real applications, the number of dynamic synchronization instructions is much less than other instructions, so the synchronization cost is not that significant. Table 3 shows the list of GPUs used in this study. GTX280 supports 64-bit floating point operations and also has a later computing version (1.3) that improves uncoalesced memory accesses. To measure the GPU kernel execution time, cudaEventRecord API that uses GPU Shader clock cycles is used. All the measured execution time is the average of 10 runs.
EXPERIMENTAL METHODOLOGY
The GPU Characteristics
Micro-benchmarks
All the benchmarks are compiled with NVCC [22] . To test the analytical model and also to find memory model parameters, we design a set of micro-benchmarks that simply repeat a loop for 1000 times. We vary the number of load instructions and computation instructions per loop. Each micro-benchmark has two memory access patterns: coalesced and uncoalesced memory accesses.
Merge Benchmarks
To test how our analytical model can predict typical GPGPU applications, we use 6 different benchmarks that are mostly used in the Merge work [17] . Table 5 explains the description of each benchmark and summarizes the characteristics of each benchmark. The number of registers used per thread and shared memory usage per block are statically obtained by compiling the code with -cubin flag. The number of dynamic PTX instructions is calculated using program's input values [12] . The rest of the characteristics are statically determined and can be found in PTX code. Note that, since we estimate the number dynamic instructions just based on static information and an input size, the number counted is an approximated value. To simplify the evaluation, depending on the majority load type, we treat all memory access as either coalesced or uncoalesced for each benchmark. For the Mat. (tiled) benchmark, the number of memory instructions and computation instructions change with respect to the number of warps per block, which the programmers specify. This is because the number of inner loop iterations for each thread depends on blocksize (i.e., the tile size). Equations (10), (12) 730=420 + (32 − 1) × 10 MWP_without_BW_full Equation (16) 2.28 =730/320 BW_per_warp Equation (7) 0.175GB/S =
1G×128B 730
MWP_peak_BW Equation (6) 
RESULTS
Micro-benchmarks
The micro-benchmarks are used to measure the constant variables that are required to model the memory system. We vary three parameters (Mem_LD, Departure_del_uncoal, and Departure_del_coal) for each GPU to find the best fitting values. FX5600, 8800GTX and 8800GT use the same model parameters. Table 6 summarizes the results. Departure_del_coal is related to the memory access time to a single memory block. Departure_del_uncoal is longer than Departure_del_coal, due to the overhead of 32 small memory access requests. Departure_del_uncoal for GTX280 is much longer than that of FX5600. GTX280 coalesces 32 thread memory requests per warp into the minimum number of memory access requests, and the overhead per access request is higher, with fewer accesses.
Using the parameters in Table 6 , we calculate CPI for the microbenchmarks. Figure 14 shows the average CPI of the micro-benchmarks for both measured value and estimated value using the analytical model. The results show that the average geometric mean of the error is 5.4%. As we can predict, as the benchmark has more number 23 (20) 17 (8) 29 (20) 27 (12) 35 (20) 47 (20) 59 (20) of load instructions, the CPI increases. For the coalesced load cases (Mb1_C -Mb7_C), the cost of load instructions is almost hidden because of high MWP but for uncoalesced load cases (Mb1_UC -Mb7_UC), the cost of load instructions linearly increases as the number of load instructions increases. Figure 15 and Figure 16 show the measured and estimated execution time of the Merge benchmarks on FX5600 and GTX280. The number of threads per block is varied from 4 to 512, (512 is the maximum value that one block can have in the evaluated CUDA programs.) Even though the number of threads is varied, the programs calculate the same amount data elements. In other words, if we increase the number of threads in a block, the total number of blocks is also reduced to process the same amount of data in one application. That is why the execution times are mostly the same. For the Mat.(tiled) benchmark, as we increase the number of threads the execution time reduces, because the number of active warps per SM increases. Figure 17 shows the average of the measured and estimated CPIs across four GPUs in Figures 15 and 16 configurations. The average value of CWP and MWP per SM are also shown in Figures 18,  and 19 respectively. 8800GT has the least amount of bandwidth compared to other GPUs, resulting in the highest CPI in contrast to GTX280. Generally, higher arithmetic intensity means lower CPI (lower CPI is higher performance). However, even though the Mat.(tiled) benchmark has the highest arithmetic intensity, SVM has the lowest CPI value. SVM has higher MWP and CWP than those of Mat.(tiled) as shown in Figures 18 and 19 . SVM has the highest MWP and the lowest CPI because only SVM has fully coalesced memory accesses. MWP in GTX280 is higher than the rest of GPUs because even though most memory requests are not fully coalesced, they are still combined into as few requests as possible, which results in higher MWP. All other benchmarks are limited by departure_delay, which makes all other applications never reach the peak memory bandwidth. Figure 20 shows the average occupancy of the Merge benchmarks. Except Mat.(tiled) and Linear, all other benchmarks have higher occupancy than 70%. The results show that occupancy is less correlated to the performance of applications.
Merge Benchmarks
The final geometric mean of the estimated CPI error on the Merge benchmarks in Figure 17 over all four different types of GPUs is 13.3%. Generally the error is higher for GTX 280 than others, because we have to estimate the number of memory requests that are generated by partially coalesced loads per warp in GTX280, unlike other GPUs which have the fixed value 32. On average, the model estimates the execution cycles of FX5600 better than others. This is because we set the machine parameters using FX5600.
There are several error sources in our model: (1) We used a very simple memory model and we assume that the characteristics of the memory behavior are similar across all the benchmarks. We found out that the outcome of the model is very sensitive to MWP values. (2) We assume that the DRAM memory scheduler schedules memory requests equally for all warps. (3) We do not consider the bank conflict latency in the shared memory. (4) All computation instructions have the same latency even though some special functional unit instructions have longer latency than others. (5) For some applications, the number of threads per block is not always a multiple of 32. (6) The SM retires warps as a block granularity. Even though there are free cycles, the SM cannot start to fetch new blocks, but the model assumes on average active warps. 
RELATED WORK
We discuss research related to our analytical model in the areas of performance analytical modeling, and GPU performance estimation. No previous work we are aware of proposed a way of accurately predicting GPU performance or multithreaded program performance at compile-time using only static time available information. Our cost estimation metrics provide a new way of estimating the performance impacts.
Analytical Modeling
There have been many existing analytical models proposed for superscalar processors [21, 19, 18] . Most work did not consider memory level parallelism or even cache misses. Karkhanis and Smith [15] proposed a first-order superscalar processor model to analyze the performance of processors. They modeled long latency cache misses and other major performance bottleneck events using a first-order model. They used different penalties for dependent loads. Recently, Chen and Aamodit [7] improved the first-order superscalar processor model by considering the cost of pending hits, data prefetching and MSHRs(Miss Status/Information Holding Registers). They showed that not modeling prefetching and MSHRs can increase errors significantly in the first-order processor model. However, they only showed memory instructions' CPI results comparing with the results of a cycle accurate simulator. There is a rich body of work that predicts parallel program performance prediction using stochastic modeling or task graph analysis, which is beyond the scope of our work. Saavedra-Barrera and Culler [25] proposed a simple analytical model for multithreaded machines using stochastic modeling. Their model uses memory latency, switching overhead, the number of threads that can be interleaved and the interval between thread switches. Their work provided insights into the performance estimation on multithreaded architectures. However, they have not considered synchronization effects. Furthermore, the application characteristics are represented with statistical modeling, which cannot provide detailed performance estimation for each application. Their model also provided insights into a saturation point and an efficiency metric that could be useful for reducing the optimization spaces even though they did not discuss that benefit in their work.
Sorin et al. [27] developed an analytical model to calculate throughput of processors in the shared memory system. They developed a model to estimate processor stall times due to cache misses or resource constrains. They also discussed coalesced memory effects inside the MSHR. The majority of their analytical model is also based on statistical modeling.
GPU Performance Modeling
Our work is strongly related with other GPU optimization techniques. The GPGPU community provides insights into how to optimize GPGPU code to increase memory level parallelism and thread level parallelism [11] . However, all the heuristics are qualitatively discussed without using any analytical models. The most relevant metric is an occupancy metric that provides only general guidelines as we showed in our Section 2.4. Recently, Ryoo et al. [24] proposed two metrics to reduce optimization spaces for programmers by calculating utilization and efficiency of applications. However, their work focused on non-memory intensive workloads. We thoroughly analyzed both memory intensive and non-intensive workloads to estimate the performance of applications. Furthermore, their work just provided optimization spaces to reduce program tuning time. In contrast, we predict the actual program execution time. Bakhoda et al. [6] recently implemented a GPU simulator and analyzed the performance of CUDA applications using the simulation output.
CONCLUSIONS
This paper proposed and evaluated a memory parallelism aware analytical model to estimate execution cycles for the GPU architecture. The key idea of the analytical model is to find the maximum number of memory warps that can execute in parallel, a metric which we called MWP, to estimate the effective memory instruction cost. The model calculates the estimated CPI (cycles per instruction), which could provide a simple performance estimation metric for programmers and compilers to decide whether they should perform certain optimizations or not. Our evaluation shows that the geometric mean of absolute error of our analytical model on microbenchmarks is 5.4% and on GPU computing applications is 13.3%. We believe that this analytical model can provide insights into how programmers should improve their applications, which will reduce the burden of parallel programmers.
