Much of the world's conventional oil and gas production comes from fluvial-deltaic reservoirs. The ability to accurately interpret the architectural elements comprising these systems greatly reduces the risk in exploration and development in these environments. We have evaluated methods for using spectral decomposition attributes to improve the visualization in fluvial-deltaic environments using data from the Middle Pennsylvanian age Red Fork Formation of Oklahoma. We determined how spectral phase and magnitude attributes can be effectively combined using an hue-saturation-value color map to produce images that have considerable interpretational value. Incorporating our methods in the interpretation process has the potential to improve the exploration and development in these systems.
Introduction
Because it is sensitive to changes in thickness, reflectivity, and velocity, spectral decomposition of seismic amplitude data has proven to be a powerful tool for tasks such as mapping channels, submarine fans, and other sedimentary features (Wallet, 2008) . In the spectral decomposition process, a seismic amplitude trace is decomposed into time-varying, localized frequency information. This process can be achieved by several means including the discrete Fourier transform (Partyka et al., 1999) , continuous wavelet transform (Stockwell et al., 1997) , and matching pursuit (Castagna et al., 2003; Liu and Marfurt, 2005) . Each of these approaches has strengths and weaknesses based on the desired application, and many papers have compared their relative merits (Castagna and Sun, 2006; Leppard et al., 2010) .
In a typical application, an interpreter will generate a moderate to a large number of spectral attribute volumes. For instance, if an interpreter calculates components for 10-100 Hz in 1-Hz increments, the resultant data set contains 91 complex spectral components composed of frequency f , spectral magnitude A f , and phase ϕ f components. This large amount of resultant data presents considerable challenges in terms of data management and visualization. Historically, an interpreter would display a single magnitude component as a horizon slice, scrolling through frequencies to select the frequency that appeared to best delineate the architectural elements of interest. Many differing approaches have been proposed in recent years to deal with this large amount of data. Guo et al. (2006) use principal component analysis (PCA) to reduce the dimensionality of the data. Wallet (2008 Wallet ( , 2013 develops an interactive technique for searching more optimal linear combinations of spectral components. Other possible approaches include self organizing maps (Kohonen, 2001) , generative topographical maps (Bishop et al., 1998; Wallet et al., 2009) , and diffusion maps (Wallet et al., 2009) .
Thus far, most interpreters have focused on using just the magnitude component from the spectral decomposition process. This is largely due to the wellunderstood relationship between spectral magnitude and tuning effects of feature thickness. In contrast, phase information is generally underused despite the fact that phases can contain valuable information such as fault edges. Partyka et al. (1999) observe that lateral instability in rock mass will cause instability in the phase attribute, and thus, phase will respond to lateral discontinuities. Because of this, phase should thus improve the interpretation of heterogeneities in channel fill and rock type in fluvial-deltaic systems.
Incorporating phase information in the analysis and interpretation of spectral decomposition information presents a few challenges. One challenge is understanding the relative relationship between the magnitude and phase information. Should they be considered separately or in tandem? Are they covariant or orthogonal in the information they represent?
In addition, phase is circular in nature, typically represented as −π < ϕ ≤ π. In our analysis, we typically consider them as a two-tuple ψ ¼ ðA; ϕÞ. This is be-cause of our desire to directly work with interpreting A and our attempts to interpret with φ (Wallet et al., 2012) . We also pose the question, What methods can be used to covisualize magnitude and phase information as an image to allow for spatially oriented interpretation?
We examine the earlier issues related to the integration of phase information into the analysis of spectral decomposition data using the data set from the Anadarko Basin, Oklahoma, USA. First, we briefly discuss the formation of interest. Then, we consider various display schemes including a method for covisualizing magnitude and phase information using a hue-saturation-value (HSV) color map. We further consider the visualization of spectral decomposition information combined with PCA. Next, we do statistical analysis of the results of PCA and show quantitatively that we do not achieve the informational independence that we might naïvely expect. This is an issue more fully explored in Wallet (2013) . Finally, we summarize our findings and make suggestions for future work based on our results.
Geologic background
Our study area is located in the Anadarko Basin, Oklahoma, USA. The Middle Pennsylvanian age Red Figure 1 . Well cross sections across the Red Fork showing the relative locations and complexity of the various stages of events (Davogustto et al., 2013) .
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Fork Formation is an important gas producer in this region. The stratigraphy in this formation consists of fluvial-deltaic architectural elements comprising five stages of incisions that occurred during successive low-stand events. The channels and valleys have complicated and varying infill, which results in significant differences in their spectral responses. The relative relationship of these events is shown in Figure 1 .
The survey used in this paper involves the merge and reprocessing of seismic surveys used in multiple pre- Figure 2 . Location of the survey used in this work and the previous interpretation from Peyton et al. (1998) . vious studies (see Figure 2) including Peyton et al. (1998) , Wallet et al. (2009) , Davogustto et al. (2013), and Del Moro et al. (2013) .
Visualization
For the purposes of this study, we calculate spectral magnitude and phase information for the Boilermaker Figure 4 . Phantom horizon slice of the spectral magnitude volumes taken 90 ms below the Pink Lime horizon.
SS76 Interpretation / August 2015 survey previously described by Del Moro et al. (2013) using the Attribute Assisted Seismic Processing and Interpretation (AASPI) software suite (Davogustto et al., 2011) . Using this software, we calculate 10 spectral magnitude and phase volumes from 10 to 100 Hz in 10-Hz increments using a matching pursuit decomposi- tion algorithm (Liu and Marfurt, 2005) . We then flatten the volumes based upon an interpretation of the Pink Lime horizon, and we extract spectral information for a phantom horizon located 90 ms below the Pink Lime. The seismic amplitude associated with this horizon is shown in Figure 3 . Figure 4 shows the spectral magnitude components associated with this horizon slice. Note that there appears to be a considerable amount of redundant information between frequencies. Figure 5 shows the related spectral phase components. Because phase information is circular, we use a cyclical color map to display phase to allow for the wrapping values.
The spectral magnitude and phase volumes appear to present considerable information. Covisualizing these attributes can be accomplished using an HSV color map ( Figure 6 ). The HSV color model is an alternative conceptual color space to the commonly used red, green, and blue (RGB) model. In the RGB model, colors are decomposed into three values representing the human color perceptions of light spectra corresponding to red, green, and blue. The RGB color model thus arises from a biologic model of three sets of spectrum-specific detectors (cones) in the typical human eye.
The HSV color model can be considered as a reorganization of the RGB color model. An HSV color model consists of three components: hue, saturation, and value (or brightness). Hue appears as a periodic value displayed about a color wheel. Saturation appears as a purity of color: completely saturated points are pure colors, less-saturated values appear pastel, and completely unsaturated points appear white under full brightness. Brightness appears as the amount of illumination of the colors. Lower brightness points are dimmer, and points of zero brightness are black. A cylindrical representation of the HSV color space is shown in Figure 6 . Wallet et al. (2011) recently demonstrate how an HSV color map can be used to effectively display two attributes in which one attribute is circular and the other attribute is a magnitude related to the first one. Because the spectral phase is circular, hue is the obvious choice for displaying this information. The choice as to whether to use saturation or value to represent spectral magnitude is subjective, although our experience suggests that in this case, value is the better choice. Experientially, we believe interpreters are better at judging subtle differences in value than saturation. The resultant images of this display are shown in Figure 7 . Our experience has shown that images with more pastel palettes are often easier to interpret. Figure 8 shows the phase and magnitude HSV blended images with a constant saturation of 0.5. These images appear slightly more interpretable than the fully saturated images shown in Figure 7 . These images appear very rich in the information they display, and we believe this to be a good visualization method. It is thus a qualitative choice that is up to the prejudices of the interpreter. However, we will choose to work with partially saturated HSV images for the remainder of this study.
Interpreting phase and magnitude
Having established our preferred method of visualizing phase and magnitude, we next choose to interpret with our images to assess the power and validity of this approach. Peyton et al. (1998) interpret five stages of flooding and incision as shown in Figure 9 .
Figures 10-16 show 10-70 Hz, respectively, of spectral phase and magnitude using an HSV color map for the phantom horizon taken 90 ms below the Pink Lime.
As we can see, there are a large number of methods for visualizing spectral decomposition information beside the commonly accepted approach of just considering magnitude data. Furthermore, each method offers a large number of images to consider, typically equal to the number of frequencies computed. The number of possible images grows even further if we consider the use of RGB color blending to covisualize different frequency components (see Figure 17) . For instance, if we use this approach to covisualize various frequency components of magnitude, we must consider n!∕ðn − 3Þ! different images where n is the number of frequencies. This number can be quite large indeed! Given just 10 frequencies, this results in 720 possible combinations.
There are several approaches to deal with this large set of possibly interesting images. One method uses an interactive approach called the image grand tour (IGT) (Wallet and Marfurt, 2008; Wallet, 2013) . However, PCA is the canonical method that is the most likely to be in current use in interpretation workflows. In the next section, we use PCA to further analyze representation schemes and visualization methods. 
Principal component analysis
The PCA (Jackson, 2003) is an orthogonal transform designed to convert a d-dimensional data set of possibly correlated variables into a d-dimensional data set of linearly uncorrelated variables known as principal components. Even though these principal components are Figure 7 . Phantom horizon slice of the spectral magnitude and phase volumes taken 90 ms below the Pink Lime horizon displayed using an HSV color map. Phase is displayed as hue, whereas amplitude is displayed using the value channel.
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Theory suggests that spectral magnitude is drawn from a lognormal mixture distribution, violating part of the assumption. Even though reasons related to the central Figure 8 . Phantom horizon slice of the spectral magnitude and phase volumes taken 90 ms below the Pink Lime horizon displayed using an HSV color map. Phase is displayed as hue, whereas amplitude is displayed using the value channel. Saturation is set to a constant value of 0.5 to provide a more pastel image. SS80 Interpretation / August 2015 limit theory make normality reasonable, the iid assumption does not generally hold for spectral decomposition of seismic amplitude data because the data represent a variety of different processes related to the underlying geology (Wallet, 2013) .
With PCA, the principal components are ordered such that the first principal component represents the highest possible amount of variance. Each successive principal component represents the highest possible variance of the remaining orthogonal dimensions. If we thus define variance as information, the principal components are thus ordered according to their information content. Commonly, a low number of principal components are retained while most are discarded as noise, providing a method of linear dimensionality reduction. Guo et al. (2006) demonstrate that PCA is an effective way to reduce the number of spectral magnitude components to a number that could be visualized using an RGB color map. They were working with just the real magnitude values. However, using the complex representation for spectral decomposition information, ζ f ¼ A f e iφ f , it is possible to perform PCA upon phase and magnitude information jointly. The resulting output is itself complex. Figure 18 shows the phase and magnitude components for all 10 principal components for our phantom horizon of interest. Note that most of the information appears in the first two principal components. This is in line with what is suggested by the eigenvalues (Figure 19) . Figure 20 shows the first principal component with an interpretation. Most of the architectural elements shown in Figures 10-16 appear in this image. Figure 21 shows the second principal component with an interpretation. The vast majority of the large-scale architectural elements are present in these first two principal Figure 13 . The 40-Hz spectral phase and magnitude using an HSV color map for the phantom horizon taken 90 ms below the Pink Lime. Increasing frequency continues to provide increasing detail in the architectural elements. Interestingly, improved vertical resolution seems to lead to improved horizontal resolution. The unknown stage (white arrow) is seen in very high detail showing complexity not shown by previous work. Stage 5 as shown by the red arrow is better defined in this image as well. Figure 14 . The 50-Hz spectral phase and magnitude using an HSV color map for the phantom horizon taken 90 ms below the Pink Lime. Stages 2 and 3 are well differentiated to the southwest (red arrow), whereas the unknown stage is better differentiated to the northeast (white arrow). components. However, significant interpretable smaller scale features are visible in all of the principal component images, and these cannot be disregarded safely. As seen in Figure 22 , even the tenth principal component is found to have information that is not present in the first two. Statistical analysis of principal component analysis An examination of Figure 8 suggests a considerable correlation between spectral components. For example, Table 1 shows the correlation matrix between the spectral components. This again bears out the strong correlation between components.
This correlation is thus the motivation for doing PCA, and doing such will produce results that, on a point-bypoint basis, are statistically independent. However, comparing the principal components shown in Figures 20-22 gives the impression of dependence. Specifically, the same structural elements are visible in many of the different images.
These images suggest a different definition of dependency based upon spatial information. To test this concept of spatial dependence, we apply a 3 × 3 Sobel filter to the first two principal components of the spectral magnitude. We then calculate the correlation between the two data sets and find the correlation to be 0.312 corresponding to a moderate amount of agreement. Thus, even though the spectra have been rotated to be statistically independent, the resulting images still present much of the same spatial information. 
Conclusions
We have explore several methods for visualizing spectral components. Novel among these is a method for using an HSV color map to simultaneously visualize the spectral magnitude and phase. This method provides rich images that appear to capture considerable geologic detail. We used hue to represent phase because it has a circular presentation, and we used value to represent magnitude. We showed that images were more visually effective when using partial saturation rather than full saturation.
In addition, we demonstrated the use of complex PCA upon phase and magnitude information simultaneously by using a complex representation. This produced a single image that captured much of the interpretational value that was present in the higher dimensional data set. Finally, we used a spatial filtering and correlation workflow to demonstrate that even though the principal components were statistically independent on a pixel-by-pixel basis, they were not informationally independent. This is because PCA does not consider the spatial information that is inherent in image or volume data.
The work that we have presented here leaves several interesting challenges for further study. One interesting problem is how to best display peak frequency plus the associated phase and magnitude components. The issue is the nature of the saturation and value components of the HSV color map. Both tend to discount the represented observation at low values while providing emphasis at higher values. This is good when you have an end of the spectrum of an attribute that you wish to discount, such as low magnitudes, low dips, or low confidence values. However, neither phase nor frequency has this characteristic, and hence, this attribute set is poorly suited for this form of visualization.
In addition, we have raised concerns about the use of PCA for spatial data. The obvious challenge becomes to incorporate spatial information in dimensionality reduction of attributes. One possible solution is the use of task-based metrics and an optimization method. Another possible approach is to use interactive visualization to incorporate interpreter input. Interpretation / August 2015 SS85
