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Sommaire 
L'integration de l'information syntaxique dans la representation vectorielle des docu-
ments s'est averee une source d'amelioration de la performance des systemes de classi-
fication automatique de documents textuels. Cette information est souvent representee 
sous forme d'arbres de dependance qui peuvent etre generes automatiquement par un 
analyseur syntaxique de la langue naturelle. 
Dans ce travail, nous proposons un nouveau modele de representation des documents 
basee sur l'extraction des sous-arbres frequents d'arbres de dependance en utilisant l'al-
gorithme de fouille d'arbres FREQT, que nous avons adapte a nos besoins. Dans ce 
modele, un document est represente par l'ensemble de ses phrases, et chaque phrase est 
representee a l'aide d'un ensemble de sous-arbres frequents. 
Afin d'appliquer efficacement cette representation a la classification automatique non 
supervisee (ou clustering) de documents, nous proposons une nouvelle mesure de simila-
rite entre documents basee sur notre methode de representation. Ainsi, nous construisons 
un systeme de clustering de documents qui englobe notre methode de representation, 
notre mesure de similarite et l'algorithme de clustering hierarchique par agglomeration. 
Nous evaluons notre systeme sur des collections de textes bien connues dans la com-
munaute de la classification de textes : la collection Reuters-21578, 20Newsgroups et 
OHSUMED. Nous montrons sur ces donnees que notre methode ameliore le clustering 
de documents. Nous presentons egalement une evaluation des approches existantes de 
representation des documents. 
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Introduction 
Le nombre de documents textuels accessibles via les reseaux Intranet et Internet 
est en croissance exponentielle, et il est difficile d'acceder aux informations importantes 
et complementaires sur un sujet de fagon efficace. La fouille de textes (Text Mining), 
definie comme le processus d'extraction d'information utile a partir des motifs non mani-
festos dans de grands corpus de textes, permet de resoudre ce probleme de surabondance 
d'information textuelle. La classification automatique non-supervisee (ou clustering) de 
documents est une des fonctions fondamentales d'un systeme de fouille de textes. C'est 
un processus qui permet de diviser une collection de documents textuels de maniere auto-
matique en differents groupes ou les documents dans le meme groupe decrivent le meme 
sujet [17]. Le clustering de documents trouve de nombreuses applications, notamment 
dans le domaine de la recherche d'information (RI). Dans ces applications, il a ete utilise 
pour accelerer la recherche et ameliorer les taux de rappel1 et de precision2 des systemes 
de recherche d'information. En effet, au lieu de comparer la requete a chaque document de 
la collection, les documents sont classifies a l'avance, et le systeme ne compare la requete 
qu'avec un ensemble de clusters retournant a l'utilisateur un ou plusieurs clusters comme 
resultats. Une autre application du clustering de documents est 1'organisation en clus-
ters des resultats de recherche afin de permettre a l'utilisateur d'y acceder facilement. 
Parmi les systemes qui appliquent le clustering de documents pour la recherche sur le 
*Le rappel est la proportion de documents pertinents retrouves par rapport a l'ensemble de documents 
pertinents existants dans la collection pour une requete donnee. 
2La precision est la proportion de documents pertinents sur l'ensemble de documents retrouves pour 
une requete donnee. 
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web, on trouve : les metamoteurs3 de recherche VIVISIMO4 et KartOO5, et les moteurs 
de recherche WiseNut6 et Teoma7. 
En general, un systeme de clustering de documents est constitue de deux composantes 
principales, une composante de representation des documents qui vise a capturer l'infor-
mation utile pour representer les documents, et une composante de clustering qui se base 
sur cette representation pour construire les clusters en utilisant une mesure de similarite 
et un algorithme de clustering. 
La performance d'un systeme de clustering est affectee directement par la methode de 
representation des documents. L'approche la plus courante est l'approche vectorielle (Vec-
tor Space Model) ou un document est represente par un vecteur de termes8 independants 
dans un espace vectoriel [49, 48]. A la base, les termes sont les differents mots apparais-
sant dans les textes de la collection. Cette approche est appelee aussi la representation sac 
de mots (bag-of-words). L'approche vectorielle conduit a des vecteurs de termes de tres 
grande dimension, et qui sont pourtant tres creux, c'est-a-dire contenant generalement 
plus de 90% de valeurs nulles. D'autres approches ont ete proposees qui utilisent une 
structure d'arbre de suffixes [63], une structure de graphe [22, 23], ou des ensembles de 
termes frequents [6] pour representer les documents. Ces approches se basent sur l'hy-
pothese que les mots sont independants ignorant les relations syntaxiques que les mots 
entretiennent entre eux. En fait, une partie de la semantique des documents s'exprime 
a travers ces relations syntaxiques. Par exemple, le terme reclassification automatique» 
a une semantique differente que lorsque les mots «classification» et «automatique» sont 
pris separement. On peut done croire que l'integration de l'information syntaxique dans 
la representation des documents pourrait ameliorer le clustering de documents. 
3Un metamoteur est un outil permettant de faire la recherche en utilisant plusieurs moteurs de 
recherche simultanement. 
4VIVISIMO : http ://vivisimo.com/ 
5KartOO : http ://www.kartoo.net/ 
6WiseNut : http ://www.wisenut.com/ 
7Teoma : http : / / www.teoma.com/ 
8Un terme est un mot ou un groupe de mots dont les mots sont en general reduits a leur racine. 
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Dans la litterature, plusieurs travaux se sont interesses a l'exploitation de l'informa-
tion syntaxique pour la representation des documents [2, 5, 39, 51]. Les modeles pro-
poses sont essentiellement bases sur les groupes nominaux ou les entites nominales (noms 
propres). Malheureusement, les resultats obtenus par ces modeles ne presentent aucune 
amelioration significative par rapport a l'approche sac de mots. En effet, les groupes 
nominaux sont semantiquement significatifs pour representer le contenu des documents, 
mais ils ont generalement une faible frequence par rapport aux mots simples. D'une part, 
l'utilisation des mots simples peut considerer deux documents non relies similaires puis-
qu'ils partagent les memes mots. D'autre part, l'utilisation des groupes nominaux peut 
considerer deux documents relies dissimilaires puisqu'il est difficile d'avoir des groupes 
nominaux communs entre eux. 
Une autre fagon d'exploiter l'information syntaxique est de considerer les relations 
de dependance. L'analyse syntaxique de la phrase permet de determiner les relations de 
dependance syntaxique entre les paires de mots qui la composent. Ces relations forment 
une structure d'arbre, appelee arbre de dependance. 
Dans ce travail, nous nous interessons a l'amelioration de la representation des docu-
ments en prenant en compte les relations de dependance entre les mots. Nous proposons 
un nouveau modele de representation des documents basee sur l'extraction des sous-arbres 
frequents d'arbres de dependance en utilisant les techniques de fouille d'arbres (tree mi-
ning). Dans ce modele, chaque document est represents par l'ensemble des phrases qui 
le constituent et chaque phrase est representee, a son tour, par un ensemble de sous-
arbres frequents qu'ils sont inclus dans son arbre de dependance. En prenant en compte 
des sous-arbres de differentes tailles, cette approche de representation nous permet de 
combiner les mots simples et les groupes de mots qui entretiennent des relations de 
dependance entre eux, ce qui nous permet d'exploiter l'avantage statistique des mots 
simples et l'avantage semantique des groupes de mots. Une fois que les documents sont 
represented dans ce modele, la difflculte principale reside dans la prise en compte effective 
de cette representation pour le clustering de documents. 
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Le clustering de documents se base sur une certaine mesure de similarity entre docu-
ments. Plusieurs mesures de similarity entre documents, congues essentiellement pour le 
modele vectoriel, ont ete proposees, comme par exemple, la mesure du cosinus et la me-
sure de Jaccard. La mesure de similarite est fortement liee a la methode de representation 
des textes adoptee. II serait done utile de definir une mesure de similarite qui prend en 
compte les specificites de notre approche de representation. Pour cela, nous proposons 
une nouvelle mesure de similarite basee sur la similarite entre les phrases constituant les 
documents. 
Dans la litterature, plusieurs algorithmes classiques de clustering de donnees ont 
ete utilises pour le clustering de documents, a savoir les algorithmes : K-moyennes, 
hierarchique par agglomeration, buckshot et bisecting k-means. Ces algorithmes seront 
presentes en detail dans le chapitre 1. En general, les algorithmes de clustering sont tres 
relies aux donnees. Dans ce travail, nous avons choisi d'utiliser l'algorithme hierarchique 
par agglomeration pour le clustering de documents. 
Enfin, nous construisons un systeme de clustering de documents pour evaluer notre 
approche de representation et notre mesure de similarite. Le systeme englobe les quatre 
composantes suivantes : 
1. L'unite d'analyse de dependance syntaxique des phrases de la collection; 
2. L'unite de representation des documents; 
3. L'unite de calcul de similarite entre documents; 
4. L'unite du clustering de documents. 
Notre document est organise comme suit : nous commengons done naturellement par 
presenter l'etat de l'art en clustering de documents dans le chapitre 1. Dans le cha-
pitre 2, nous presentons notre systeme de clustering et nous detaillons notre approche 
de representation des documents et notre mesure de similarite. Ensuite, nous presentons 
une etude experimentale sur les differentes approches de representation des documents 
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avec une evaluation de notre systeme de clustering dans le chapitre 3. Finalement, nous 
concluons notre travail sur des ouvertures vers d'autres travaux dans le meme sens. 
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Chapitre 1 
Etat de Part du clustering de 
documents 
1.1 Introduction 
Depuis de nombreuses annees, plusieurs travaux ont ete effectues dans le domaine de 
la classification de documents textuels. De maniere generale, ces travaux s'interessaient 
a developper des methodes permettant d'associer une classe a un document. Dans la 
litterature, on distingue deux types de classification : la classification supervisee ou 
les classes existent a priori, et la classification non supervisee (ou clustering) qui doit 
decouvrir les classes non connues a l'avance. 
L'objectif du clustering de documents est de separer un ensemble de documents en 
differents groupes (ou clusters) tels que les documents les plus similaires appartiennent 
au meme groupe, et que les documents les plus differents soient separes dans differents 
groupes. En general, un systeme de clustering de documents est constitue de deux compo-
santes principales : une composante de representation des documents et une composante 
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de clustering. La premiere composante convertit les documents textes dans une struc-
ture appropriee (habituellement un vecteur). Cette structure est utilisee par la deuxieme 
composante pour determiner le meilleur regroupement des documents en se basant sur 
une mesure de similarite et un algorithme de clustering. 
Dans ce chapitre, nous presentons l'etat de l'art en clustering de documents. Dans 
la section 1.2, nous presentons les travaux relies a la representation des documents. Les 
differentes mesures de similarite sont presentees dans la section 1.3. Ensuite, nous donnons 
un apergu sur les differents algorithmes de clustering de documents dans la section 1.4. 
1.2 Representation des documents 
Dans le domaine de la recherche d'information, le modele de representation des do-
cuments le plus connu est le modele vectoriel ou chaque document est represente par 
un vecteur dans un espace vectoriel. Les dimensions de l'espace vectoriel correspondent 
aux termes presents dans la collection de documents. Les termes peuvent etre des mots 
simples ou des groupes de mots decrivant le contenu des documents. Les composantes 
du vecteur representant un document sont les poids des termes dans ce document. On 
distingue trois methodes pour calculer ce poids : 
1. Vecteur binaire : La representation par vecteur binaire est la representation la 
plus ancienne des documents. Les composantes du vecteur representant un docu-
ment informent sur la presence (valeur egale a 1) ou l'absence (valeur egale a 0) 
d'un terme dans le document. Cette representation ne donne aucune information 
ni sur la frequence des termes, ni sur la longueur des documents. 
2. Vecteur frequentiel : La representation frequentielle [Term Frequency : Tf) est 
une extension de la representation binaire. Les composantes du vecteur representant 
un document indiquent le nombre d'occurrences d'un terme dans le document. Cette 
representation ne prend pas en consideration l'importance du terme par rapport a 
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toute la collection des documents. 
3. Vecteur TF-IDF : La representation TF-IDF (Term Frequency, Inverse Docu-
ment Frequency) est la representation la plus utilisee dans le domaine de recherche 
d'information [28, 47]. Le poids d'un terme est calcule en fonction de sa frequence 
d'apparition dans le document (Tf) ponderee par la frequence d'apparition du 
terme dans toute la collection (Idf). Ainsi les termes qui apparaissent dans la ma-
jority des documents de la collection auront moins de poids que les termes qui 
apparaissent dans quelques documents. 
La formule de Tf-Idf est la suivante : 
Tfldf = Tfx Idf = Tfx l o g ( ^ ) 
ou I D | est le nombre total des documents dans la collection, et df est le nombre 
de documents contenant le terme. 
Habituellement, les vecteurs sont normalises arm d'eviter les problemes poses par 
la difference dans les longueurs des documents. 
Dans le cadre du modele vectoriel, on distingue deux approches de representation des 
documents selon le choix des termes : la representation sac de mots (Bag-of-words) ou 
les termes sont des mots simples et la representation par sequences de mots (Bag-of-
phrases) ou les termes sont des groupes de mots. Les outils de traitement automatique 
de la langue naturelle (TALN) sont utilises pour mettre en ceuvre ces deux approches de 
representation. 
1.2.1 Outils de traitement automatique de la langue naturelle 
Nous presentons ici les outils de traitement de la langue naturelle utilises dans le cadre 
de la representation des documents textuels. Le traitement automatique de la langue na-
turelle est connu depuis longtemps dans plusieurs domaines comme le traitement de la 
parole, la traduction automatique, la recherche d'information, la generation de resumes, 
l'indexation automatique, etc. II s'agit de mettre a profit des connaissances linguistiques 
arm d'ameliorer le reperage des unites significatives du contenu de documents, en pre-
nant compte du fait que ces derniers sont constitues de mots et non pas simplement de 
chaines de caracteres quelconques. On distingue habituellement six niveaux d'analyse du 
traitement de la langue naturelle : 
- Analyse phonetique : l'etude de l'identification des mots a partir du son; 
- Analyse morphologique : l'etude de la forme des mots; 
- Analyse syntaxique : l'etude de la structure de la phrase et les relations entre les 
mots; 
- Analyse semantique : l'etude du sens des mots et des phrases; 
- Analyse pragmatique : l'etude du sens des phrases en fonction du contexte; 
- Analyse du discours : l'etude des interactions linguistiques complexes. 
Les niveaux de l'analyse morphologique et de l'analyse syntaxique sont ceux sur les 
quels nous nous sommes concentres pour ameliorer la representation des documents. 
Les principaux outils de traitement automatique de la langue naturelle utilises pour 
le probleme de representation des documents sont : le segmenteur, l'analyseur morpho-
logique, Petiqueteur des parties du discours, l'identificateur des groupes grammaticaux, 
l'analyseur de dependance syntaxique, et l'analyseur semantique. 
Segmenteur 
La segmentation (tokenization) est une etape preliminaire qui sert a preparer le texte 
pour que les differents analyseurs puissent operer. Elle consiste a structurer le texte en 
passant d'une suite de caracteres a des mots et phrases. Le texte est divise en un en-
semble d'unites, appelees «segments». La methode la plus simple de segmentation est de 
prendre les caracteres blancs et les signes de ponctuation comme caracteres separateurs 
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des segments. La segmentation nous donne deux types de resultats : le premier corres-
pond a des unites qui ont une structure de caractere bien specifique, comme les signes 
de ponctuation, nombres, dates, sigles et acronymes; le deuxieme correspond aux mots 
qui vont subir une analyse morphologique. Un exemple d'un segmenteur en phrases est 
MXTERMINATOR1, implements par Ad wait Ratnaparkhi [46]. Un autre segmenteur est 
Penn Treebank2. 
Analyseur morphologique 
L'analyse morphologique est la premiere grande etape dans les traitements automa-
tiques de la langue ecrite. A ce niveau, l'objectif est de ramener les variantes morpho-
logiques (flexion, derivation, conjugaison) d'un mot a sa forme de base. La methode la 
plus simple pour effectuer l'analyse morphologique est la racinisation (ou stemming). La 
racinisation vise a reduire les mots a leur racine la plus simple. Par exemple, les mots 
calculate, calculated, calculating, calculator et calculators seront reduits en calcul. L'algo-
rithme de racinisation le plus utilise est celui de Porter3 [43]. Une autre methode d'analyse 
morphologique plus precise que la racinisation est la lemmatisation. Elle vise a convertir 
le mot a sa forme canonique appelee «lemme» en se basant sur des outils linguistiques. 
Par exemple, les mots calculate, calculated et calculating ont le meme lemme calculate, 
et calculator et calculators ont le meme lemme calculator. Morph est un exemple de 
lemmatiseur d'anglais. II est utilise dans le systeme de traitement de la langue naturelle 
GATE (General Architecture for Text Engineering)4 [19]. 
1
 MXTERMINATOR est disponible a : ftp ://ftp.cis.upenn.edu/pub/adwait/jmx/jmx.tar.gz 
2Penn Treebank est disponible a : http ://www.cis.upenn.edu/~treebank/tokenization.html. 
3Porter stemmer est disponible a : http ://www.tartarus.org/~martin/PorterStemmer/ 
4La page d'accueil de GATE est : http ://gate.ac.uk/ 
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Etiqueteur des parties du discours 
L'etiquetage des parties du discours (Part-of-Speech Tagging) consiste a affecter une 
etiquette a chaque mot indiquant sa categorie syntaxique (nom, verbe, adjectif, ...). 
L'etiquetage est utilise dans l'analyse syntaxique de la phrase. Les etiqueteurs les plus uti-
lises sont TBL Tagger5 de Brill, MXPOST6 (Maximum Entropy POS Tagger) developpe 
par Ad wait Ratnaparkhi. 
Identificateur des groupes grammaticaux 
L'identification des groupes grammaticaux (chunking) consiste a reconnaitre les grou-
pes grammaticaux de la phrase ( groupes nominaux, groupes verbaux, groupes adjecti-
vaux, groupes adverbiaux, groupes pronominaux) en utilisant l'information d'etiquetage 
et des regies grammaticales de construction de la phrase. Un exemple de chunker syn-
taxique est LT CHUNK. 
Analyseur de dependance syntaxique 
Le but de l'analyseur de dependance syntaxique7 est de formaliser la structure syn-
taxique de la phrase en construisant un arbre de dependance syntaxique. II se base sur 
des regies grammaticales de construction de la phrase, en prenant en compte l'agence-
ment des mots dans la phrase. Sleator et Temperley (1991) ont propose un analyseur 
syntaxique de la langue anglaise, base sur une grammaire de dependance appele Link 
Grammar Parser8 [53]. Cet analyseur offre de bonnes performances et semble robuste. 
II traite avec succes des phrases complexes, en tolerant la presence de mots inconnus. 
5La page d'accueil de Brill's tagger est : http ://www.cs.jhu.edu/~brill/. 
6MXPOST est disponible a http ://www.cis.upenn.edu/~dbikel/software.html 
7La notion de dependance syntaxique est reliee a la fonction du mot dans la phrase (exemple : sujet 
du verbe), elle est definie dans la section 2.4 
8Link Grammar Parser est disponible a http ://www.link.cs.cmu.edu/link/. 
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Michael Collins (1999) a propose Collins Parser9, base sur des methodes statistiques. 
LoPar10 est un autre analyseur syntaxique propose par Schmid [50]. Stanford Parser11 
est un analyseur statistique qui fournit une sortie sous forme des relations de dependance 
syntaxique. 
Analyseur semantique 
L'analyse semantique est le niveau d'analyse du sens des mots et des phrases, que 
introduit des relations semantiques entre eux. A ce niveau, on s'interesse aux problemes 
de synonymes, locutions ou mots composes, homographes, etc. Generalement, l'analyseur 
semantique est couple a des dictionnaires et des thesaurus pour resoudre ces problemes. 
Le thesaurus est un repertoire de mots ayant entre eux des relations semantiques dans un 
domaine de connaissance. Le thesaurus anglais le plus connu est WordNet12. WordNet 
est un pro jet mene depuis 1985 a Princeton. II off re un reseau semantique de la langue 
anglaise. Les nceuds sont constitues par des ensembles de synonymes (ou synsets), corres-
pondant au sens d'un ou plusieurs lemmes. Un synset est defini d'une fagon differentielle 
par les relations qu'il entretient avec les sens voisins. WordNet nous sert a determiner les 
differents sens d'un mot donne. 
1.2.2 Representation sac de mots 
La representation sac de mots utilise le mot comme unite de base pour representer 
les documents. Chaque mot dans la collection de documents correspond a une dimension 
dans l'espace vectoriel. L'utilisation des mots pose un certain nombre de problemes. Pour 
une collection de taille raisonnable, le nombre de mots peut etre de plusieurs dizaines de 
milliers, c'est-a-dire un espace vectoriel de grande dimension, ce qui demande beaucoup 
9Collins parser est disponible a http ://people.csail.mit.edu/mcollins/code.html. 
10LoPar est disponible a http ://www.ims.uni-stuttgart.de/projekte/gramotron/resources.html. 
11
 Stanford Parser est disponible a : http ://www-nlp.stanford.edu/software/lex-parser.shtml 
12La page d'accueil du thesaurus WordNet est http ://wordnet.princeton.edu/. 
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de memoire et de temps de calcul, et nous empeche d'utiliser emcacement les algorithmes 
de clustering. Pour reduire la dimension de l'espace de representation des documents, 
il existe en general deux manieres : par selection d'attributs (ou mots) ou les attributs 
consideres discriminants sont conserves et les attributs inutiles pour distinguer les do-
cuments differents sont elimines; et par extraction d'attributs ou a partir des attributs 
de depart, des nouveaux attributs sont crees, en faisant soit des regroupements ou des 
transformations. 
La methode la plus simple pour reduire l'espace de representation des documents est 
de raffiner la representation par : 
1. Une etape de pre-traitement : Elle consiste a supprimer les signes de ponctuation, 
les nombres et les segments non alphabetiques (les segments constitues de moins 
de deux lettres). Cette etape est motivee par le fait que ces segments ne sont pas 
lies au contenu des documents et peuvent done etre negliges. 
2. La suppression des mots vides (stopwords) : II s'agit de supprimer tous les mots 
qui n'apportent aucune information. Ces mots sont generalement trop frequents 
comme les articles, les prepositions, etc. Cette operation reduit en moyenne l'espace 
de representation de 50%. 
3. Le racinisation : II s'agit de remplacer tous les mots par leur racine (stem) en utili-
sant un «stemmer». La racinisation reduit en moyenne l'espace de representation 
de 30%. 
4. L'elimination des mots rares : II s'agit de ne prendre que les mots qui apparaissent 
au moins dans un nombre a de documents, ou a est un seuil pre-defmi. L'idee 
derriere cette technique est que les mots rares n'aident pas a identifier les clusters 
appropries, et ils peuvent ajouter du bruit a la mesure de distance. 
Un autre inconvenient de la representation sac de mots est que les mots sont consideres 
independants, et les relations entre eux sont ignorees. Les mots sont des unites trop 
petites lorsqu'il s'agit de representer semantiquement le contenu des documents. Plusieurs 
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travaux ont ete effectues pour contourner cet inconvenient en creant des attributs plus 
complexes que les mots et qui portent plus de semantique. L'idee est de prendre des 
groupes de mots au lieu des mots isoles. 
1.2.3 Representation par sequences de mots 
Dans cette representation, les documents sont represented par des sequences de mots. 
La combinaison des mots se fait soit d'une maniere statistique (les sequences de mots 
qui apparaissent frequemment dans la collection), soit d'une maniere syntaxique (les 
sequences de mots qui sont syntaxiquement correctes) : 
Sequences de mots «statistiques» 
L'utilisation des sequences de mots «statistiques» dans le domaine de recherche do-
cumentaire est connue depuis longtemps. Recemment, quelques travaux ont ete effectues 
dans ce sens pour le clustering. Les sequences de mots a identifier sont soit d'une longueur 
(nombre de mots dans la sequence) fixe (N-grammes) ou d'une longueur arbitraire. 
— Longueur fixe : Les modeles bases sur les N-grammes representent les documents 
par des groupes de N mots. Skogramr et Olsson (2002) ont utilise les bi-grammes (N = 2) 
et tri-grammes(N = 3) au lieu des mots simples (urn-gramme)[52]. Modha et Spangler 
(2003) ont combine les mots simples avec des sequences de deux et de trois mots qui ont 
une frequence d'apparition superieure a un certain seuil minimal [41]. Broder et al. (1997) 
ont utilise une approche «shifting N-grams» pour identifier les documents identiques dans 
le Web [10]. 
Des modeles bases sur les N-grammes de lettres, c'est-a-dire des sequences de N 
caracteres consecutifs, ont ete aussi proposes pour representer les documents [29, 31]. 
L'ensemble des N-grammes d'un terme est l'ensemble de sequences que Ton obtient en 
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deplagant une fenetre de N cases sur le label d'un terme, caractere par caractere, par 
exemple, l'ensemble de tri-grammes (N = 3) du terme (document)—{Ao, doc, ocu, cum, 
ume, men, ent, nt_}, ou le caractere "_" represente le caractere blanc. Wang et al. (2002) 
ont aussi utilise cette approche pour le traitement de corpus multilingues [56]. 
— Longueur arbitraire : Plusieurs methodes ont ete proposees pour extraire les 
sequences de mots utiles d'une longueur arbitraire. Zamir et Etzioni (1998) ont propose 
d'utiliser un arbre de suffixes (suffix tree) pour identifier toutes les sequences de mots 
communes entre les documents [63]. Deux documents qui partagent plus de sequences 
de mots sont plus similaires. Leurs travaux sur les arbres de suffixes ont ete poursui-
vis par Hammouda et Kamel (2002) qui ont propose d'utiliser une structure de graphe 
«Document Index Graph (DIG)»[23\. Les sequences de mots formant un chemin dans ce 
graphe sont identifiers pour mesurer la distance entre les documents. Bakus et al. (2002) 
ont utilise une technique d'extraction des «phrase grammars pour identifier les phrases 
pertinentes dans la base d'apprentissage et les utiliser comme des caracteristiques pour 
le clustering de documents [4]. 
Sequences de mots «syntaxiques» 
L'arrangement des mots dans une phrase ne peut pas etre arbitraire, elle suit la 
syntaxe de la langue. Les mots sont combines dans des groupes, ou chaque groupe a 
une fonction dans la phrase : groupes nominaux, groupes verbaux, groupes adjectivaux, 
groupes adverbiaux, groupes pronominaux. 
Arampatzis et al. (2000) ont trouve des bons resultats, en utilisant des groupes de mots 
composes des paires de mots adjacents (noms et adjectifs) ou des groupes nominaux [2]. 
Wen et al. (2001) ont propose l'utilisation d'un systeme de reconnaissance des groupes 
nominaux base sur un dictionnaire des groupes nominaux les plus connus [58]. Basili 
et al. (2000) ont montre que l'enrichissement du modele vectoriel «bag-of-words» avec 
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des locutions complexes ameliore le clustering [5]. Clifton et al. (2004) ont utilise un 
module de reconnaissance des entites nominales (noms propres) pour identifier les noms 
des personnes, des lieux, et des organisations, afin de remplacer les mots simples dans le 
modele vectoriel par des entites nominales [14]. Liu et al. (2002) ont suggere de combiner 
les mots simples et les entites nominales [36]. Chu et al. (2003) ont propose d'utiliser un 
ensemble de groupes syntaxiques du domaine de corpus (le domaine medical dans leur 
cas) pour representer les documents [13]. 
D'autres modeles bases sur toute la phrase [Sentence-Based Models) ont ete proposes. 
Pullwit et Der (2001) ont propose une methode de double clustering. lis commencent par 
le clustering de toutes les phrases dans un ensemble de categories. Puis, les documents 
sont represented par ces categories [44]. 
1.3 Mesures de similarity 
Le but du clustering de documents est de regrouper les documents similaires dans 
le meme cluster et les documents dissimilaires dans des clusters differents en se basant 
sur une mesure de similarite. En general, les mesures de similarite sont congues pour 
le modele vectoriel. On peut les diviser en deux categories : mesures de similarite entre 
objets, et mesures de similarite entre clusters. 
1.3.1 Mesures de similarite entre objets 
Le notion de similarite entre objets est souvent ramenee a une fonction de distance 
entre paires d'objets. Ainsi, deux objets seront consideres similaires s'ils sont proches 
selon cette distance, et deux objets seront consideres differents s'ils sont separes par une 
grande distance. Soit X un ensemble de donnees, une fonction de distance (dist) devrait 
satisfaire les quatres proprietes suivantes [25] : 
16 
1. dist(xi,Xj) > 0,Vxi,Xj G X (positive). 
2. dist(xi,Xj) = d(xj,Xi),Vxi,Xj G X (symetrique). 
3. VXJ, Xj £ X : distfai, Xj) = 0 <3> Xi = Xj. 
4. d(xi,Xk) < dist(xi,Xj) + dist(xj,Xk),Vxi,Xj,Xk G X (l'inegalite triangulaire). 
Notons que la notion de similarity va dans le sens inverse que celle de la distance, 
a savoir que la similarite entre deux objets est d'autant plus grande que les objets sont 
semblables. Elle a une valeur comprise entre 0 et 1, et elle ne possede pas la propriete 
d'inegalite triangulaire (propriete 4). 
Dans le modele vectoriel, les documents sont representes par des vecteurs de termes 
dans un espace vectoriel. Le calcul de distance entre deux documents revient au calcul 
de la distance entre les deux vecteurs qui les representent. 
Soient deux documents dj et dj representes par deux vecteurs d\ et dj de longueur n, 
ou di = (dn, di2,.. •, din) et dj = (dji, dj2, - - -, djn). 
Mesures de distance 
Les differentes mesures de distance utilisees pour calculer la similarite entre deux 
documents sont : 
- Distance de Manhattan (ou city-block) : 
n 
dist(di ,dj) = || di — dj ||i = ^ \d%k — djk\ 
fc=i 
- Distance euclidienne (La norme L^) : 
n 
dist( di, dj) = \\di — dj ||2 = A 2 j ( ^ ' f c ~~ ^jk |2 
\ fe=i 
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- Distance de Minkowski : 
dist(di, dj) = \\di — dj\\p 
Ou p est un entier positif. 
- Pour p = 1 : distance de Manha t t an ; 
- Pour p = 2 : distance euclidienne; 
- Pour p —> oo, distance de Chebychev : 
* ^2\dtk -djk\p 
dist(di, dj) = || di — dj | |oo = max \dik - djk\ 
\<k<m 
Coefficients d 'associat ion 
Autres mesures de similarite utilisees dans le domaine de recherche d'information sont 
les coefficients d'association, a savoir le coefficient de Dice et le coefficient de Jaccard. 
Ces deux derniers sont bases sur les caracteristiques communes entre les deux documents. 
Initialement, ils ont ete developpes pour des donnees binaires. Puis, ils ont ete generalises 
pour des donnees non binaires par les formules suivantes : 
- Coefficient de Dice : 
Dice(dit dj) 
2 5Z dikdjk 
fc=i 
E4+E4 
fc=i fe=i 
jk 
Coefficient de Jaccard : 
Jaccard{di, dj) = -JJ-
J2 dikdjk 
fe=i 
E d2ik + E d^k - E dikdjk 
fe=i fc=i fe=i 
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Le coefficient de Dice normalise le produit scalaire des deux vecteurs en divisant par la 
somme des composantes non nulles des deux vecteurs, et qui donne une valeur comprise 
entre 0 et 1. Le coefficient de Jaccard normalise le produit scalaire des deux vecteurs en 
divisant par la somme des composantes non nulles de l'union des deux vecteurs, ce qui 
donne une mesure de similarite plus faible que celle du coefficient de Dice. Differentes 
variations tres similaires existent de ces deux coefficients dans [21, 48, 55]. 
Un autre coefficient d'association est la distance MinMax utilise dans les experimenta-
tions de Bellot et El-Beze (2000) [8] : 
- MinMax : 
MinMax(di,dj) = 1 
J2min(dik,djk) 
k=i 
n n 
max(J2 dik, E djk) 
fc=i fe=i 
Le cosinus 
Le cosinus est une mesure de similarite largement utilisee dans le domaine de cluste-
ring de documents. La similarite entre deux documents d, et dj est le cosinus de Tangle 
forme par les deux vecteurs dt et dj qui les represented, un petit angle indique qu'ils 
sont similaires [48]. Mathematiquement, le cosinus de deux vecteurs est le produit scalaire 
des deux vecteurs normalise par le produit de leurs normes : 
Cosine(di, dj) = ' J 
n 
E d^ • djk 
fc=i 
\di\\ • \\dj| 
k=i V fe=i 
Ou (dt . dj) est le produit scalaire de dj et dj, et \\di\\ et \\dj\\ sont les normes de di 
et dj respectivement. 
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Coefficient de correlation de Pearson 
Le coefficient de correlation de Pearson est une autre mesure de similarite. II est defini 
comme le cosinus de l'ecart a la moyenne, il est donne par la formule suivante : 
. J2 (dik - di) • (djk - dj) 
Pearson(di, dj) = - ( — = = + 1) 
2 n / n 
W E (dik - di)2 • J X) {djk ~ dj)2 
V fc=i V k=i 
a v e c ( ^ = ^ ^ ) e t ( ^ = ^ ^ ) . 
1.3.2 Mesures de similarite entre clusters 
Quelques algorithmes de clustering, notamment les algorithmes hierarchiques par ag-
glomeration, ont besoin de calculer la similarite non seulement entre les objets individuels 
mais aussi entre les clusters. Souvent, le probleme de calcul de similarite entre deux clus-
ters revient au calcul de similarite entre deux objets qui les representent. Pour determiner 
ces representants, differentes methodes ont ete proposees dont les plus utilisees dans le 
domaine de clustering de documents sont presentees ci-dessous. 
Considerons deux clusters Cp et Cq. Supposons que le nombre de documents dans Cp 
est np, et le nombre de documents dans Cq est nq. En considerant di un element de Cp, et 
dj un element de Cq, la distance entre di et dj est definie par dist(di,dj). Les methodes 
suivantes sont utilisees pour definir une mesure de distance (similarite) distance(Cp, Cq) 
entre les deux clusters Cp et Cg : 
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Plus proche voisin (Nearest-Neighbor) 
La distance entre deux clusters est definie comme la distance minimale entre toutes 
les paires d'elements des deux clusters : 
distance(Cp,Cq) — mm{dist(di, dj)} (1-1) 
diECp 
djECq 
Voisin le plus eloigne (Farthest neighbor) 
La distance entre deux clusters est definie comme la distance maximale entre toutes 
les paires d'elements des deux clusters : 
distance(Cp, Cq) = max{dist(di,dj)} (1.2) 
diECp 
dj €Cq 
Moyen de groupe (Group average) 
La distance entre deux clusters est definie comme la distance moyenne entre toutes 
les paires d'elements des deux clusters : 
Y, E dist(di,dj) 
distance(Cp, Cg) = ———— (1.3) 
Tip ' Tlq 
Centro'ide 
La distance entre deux clusters est definie comme la distance entre leurs centro'ides. 
Si gp est le centro'ide du cluster Cp, et gq est le centro'ide du cluster Cq, alors la distance 
entre le cluster Cp et le cluster Cq est la distance entre gp et gq : 
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distance(Cp, Cg) = dist(gp,gq) (1.4) 
d,-ec4 
Medoi'de 
La distance entre deux clusters est definie comme la distance entre leurs medoi'des. 
Le medoi'de est l'element le plus central dans le cluster. Si mp est le medoi'de du cluster 
Cp, et mq est le medoi'de du cluster Cq, alors la distance entre le cluster Cp et le cluster 
Cq est la distance entre mp et mq : 
distance(Cp,Cq) = dist(mp,mg) (1.5) 
Avec : m ; = arg min ^ dist(dj,dk). 
di€Cidk€Ci 
1.4 Algorithmes de clustering de documents 
Dans la litterature, des algorithmes generaux de clustering de donnees ont ete pro-
poses pour le clustering de documents. Ces algorithmes peuvent etre divises en methodes 
hierarchiques et methodes par partition. D'autres algorithmes sont congus specialement 
pour le probleme de clustering de documents. Selon la definition d'un cluster, les al-
gorithmes de clustering peuvent etre aussi divises en algorithmes de hard clustering ou 
chaque document ne peut appartenir qu'a un seul cluster, et algorithmes de soft cluste-
ring ou chaque document a une probability donnee d'appartenir a chacun des clusters 
crees. 
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1.4.1 Algorithmes generaux de clustering de donnees 
Algorithmes hierarchiques 
Le clustering hierarchique construit une hierarchie de clusters representee par un 
arbre de clusters appele «dendrogramme» [9]. II existe deux principales methodes pour 
construire cet arbre : une methode agglomerative (ascendante) demarre avec autant de 
clusters que d'objets initiaux. Puis, les deux clusters les plus similaires sont successi-
vement fusionnes jusqu'a ce qu'un critere d'arret soit verifie. Et une methode divisive 
(descendante) demarre avec un seul cluster contenant tous les objets. Puis, un cluster 
est recursivement selectionne et divise en clusters plus petits et plus differents jusqu'a 
ce qu'un critere d'arret soit verifie. Un pseudo-code de l'algorithme hierarchique par 
agglomeration est decrit a la page suivante. 
Algorithme 1 Algorithme de Clustering Hierarchique Agglomerative (HAC) 
Entree : un ensemble d'objets X = {x\, X2, • • •, xn}, et un critere d'arret e. 
Sortie : un ensemble de clusters {C\, C%,..., Ck}-
1. Pour chaque element Xi dans X, on construit un cluster Yt (Yi = {xi}); 
2. Calculer la distance entre chaque paire de clusters Ya et Yj,; 
3. Selectionner deux clusters les plus similaires Ya et Yt,, et regrouper ces deux clusters 
dans un seul cluster; 
4. Repeter les etapes 2 et 3 jusqu'a ce que le critere d'arret e soit verifie. 
La complexity en temps de calcul de l'algorithme est quadratique (0(n2)) en fonction 
du nombre d'objets de la base de donnees car les distances entre toutes paires d'objets 
doivent etre calculees. 
Les differentes methodes de calcul de similarite entre clusters, presentees dans la 
section 1.3.2, sont utilisees pour choisir les deux clusters a fusionner : 
— Lien simple (Single Link) : Cette methode, basee sur la mesure du plus proche 
voisin (Equation 1.1), est simple a implementer par des algorithmes emcaces (pour plus 
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de details voir [60]). Cependant, elle souffre du probleme de l'effet de chaine, c'est-a-
dire que des clusters proches mais distincts peuvent etre fusionnes s'il existe une chaine 
d'objets qui les relient. Pour resoudre ce probleme, Guha et al. (1998) ont propose la 
methode CURE [20]. Dans cette methode, les clusters sont represented par un ensemble 
d'objets distants qui les composent, rapproches de leur centroi'de selon un facteur a. Et 
pour decider quels clusters doivent etre fusionnes, elle choisit les clusters dont les objets 
representatifs sont les plus proches. 
— Lien complet (Complete Link) : Cette methode, basee sur la mesure du voisin 
le plus eloigne (Equation 1.2), est couteuse en temps de calcul, mais elle fonctionne bien 
en presence du bruit. Maarek et al. (2000) ont reussi a l'utiliser avec une complexite 
quadratique [37]. 
— Lien moyen de groupe (UPGMA) : Cette methode est basee sur la mesure de 
similarite du moyen de groupe (Equation 1.3). 
Une comparaison est faite par Steinbach, Karypis et Kumar (2000) entre trois al-
gorithmes de clustering hierarchique par agglomeration : 1ST (Intra-Cluster Similarity 
Technique), CST (Centroid Similarity Technique), et UPGMA (Unweighted Pair Group 
Method with Arithmatic Mean) montre que l'algorithme UPGMA est la meilleure dans 
ces trois methodes [54]. Zhao et Karypis (2002) ont obtenu les memes resultats en com-
parant la methode UPGMA avec d'autres mesures de similarite entre clusters [65]. 
Le critere d'arret est un concept important pour les algorithmes hierarchiques. Une 
fois que la hierarchie de clusters est formee, pour determiner le niveau de coupure le plus 
approprie dans l'arbre, on peut demander a l'utilisateur de specifier le nombre de clusters 
attendus et utiliser les differentes mesures de la qualite interne des solutions de clustering 
possibles pour selectionner la plus pertinente. 
Les methodes hierarchiques ne peuvent pas etre utilisees de fagon incrementale du 
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fait que le regroupement est definitif. Ainsi, ces methodes ne sont pas extensibles pour 
des ensembles de donnees de grandes tailles a cause de leur complexity quadratique en 
temps de calcul. 
Algorithmes par partition 
Les methodes de clustering par partition regroupent les donnees en un nombre fixe 
de clusters. Tous les clusters sont au meme niveau. Les methodes de clustering les plus 
connues dans cette categorie sont : 
— Methode de passe simple (Single pass) : La methode de clustering par parti-
tion la plus simple est la methode de passe simple [30]. C'est une methode incrementale 
qui consiste a faire un seul passage dans l'ensemble d'objets. Elle se deroule comme suit : 
le premier objet construit le premier cluster. Puis, les objets sont traites sequentiellement 
selon l'ordre de leur arrivee. Pour chaque objet, les distances entre cet objet et les cen-
troi'des des clusters existants sont calculees. Si la distance avec le centroi'de du cluster le 
plus proche ne depasse pas un seuil fixe par l'utilisateur, l'objet est assigne a ce cluster. 
Sinon, un nouveau cluster est cree a partir de cet objet. L'inconvenient majeur de cette 
methode est que le resultat du clustering depend de l'ordre de traitement des objets. Une 
solution de ce probleme est la methode K-moyennes et ses variantes. 
— La methode K-moyennes et ses variantes : La methode K-moyennes de base 
commence par choisir, aleatoirement, un ensemble d'objets formant l'ensemble des cen-
troi'des initiaux des k clusters recherches. Chaque objet est assigne au cluster dont le 
centroi'de est le plus proche. A chaque iteration de l'algorithme, les centroi'des des clus-
ters seront recalcules en fonction des objets qui leur sont associes, et les objets seront 
reassignes aux clusters selon leur proximite aux nouveaux centroi'des, jusqu'a ce qu'il n'y 
a plus de changement dans les clusters [38]. Le pseudo code de l'algorithme K-moyennes 
de base est decrit dans (Algorithme 2). 
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Algorithme 2 Algorithme de clustering K-moyennes de base 
Entree : un ensemble d'objets X = {x\, X2, • - •, xn}, et le nombre de clusters recherches 
k. 
Sortie : un ensemble de k clusters {Ci, C%,..., C^}, et leurs centroi'des {gi,g2, • • • ,9k}-
1. Choisir aleatoirement k objets de la base comme des centroi'des initiaux representant 
les k clusters recherches. 
2. Assigner chaque objet Xi(l < i < n) au cluster Cj dont le centroide gj est le plus 
proche; 
3. Reevaluer les nouveaux centroi'des des clusters en fonction des objets qui leur sont 
associes; 
4. Repeter les etapes 2 et 3 jusqu'a ce que les centroi'des ne changent plus significati-
vement. 
La complexity en temps de calcul de l'algorithme est lineaire de l'ordre 0(n• k-t), ou 
n est le nombre d'objets, k le nombre de clusters, et t le nombre d'iterations necessaires 
pour la convergence. L'algorithme K-moyennes est done applicable pour le clustering des 
grandes bases de donnees. 
L'inconvenient majeur de cette methode est qu'elle n'est pas capable de decouvrir 
des clusters avec des structures non hyperspheriques, et de gerer des clusters proches 
dont les tailles sont differentes. De plus, le besoin de specifier le nombre de clusters a 
priori est aussi un probleme. Dans de nombreux cas, l'utilisateur ne possede pas cette 
information a l'avance. Elle est aussi applicable seulement dans le cas ou la moyenne 
des objets est definie, et par consequence, elle est sensible aux donnees bruitees. Une 
solution de ce dernier probleme est l'utilisation des medoi'des au lieu des centroi'des. Cet 
algorithme est appele K-medoids [30]. Un autre inconvenient de la methode k-moyennes 
est qu'elle converge vers une solution optimale locale. Pour trouver une optimalite globale, 
l'algorithme doit etre execute plusieurs fois et le meilleur resultat sera retenu. 
Nous trouvons l'utilisation de la methode K-moyennes pour le clustering de documents 
dans [7, 27]. Quelques variantes de K-moyennes sont aussi utilisees comme K-medoids 
[25, 45] et global k-means [33]. Larsen et Aone (1999) ont developpe un systeme pour 
decouvrir la hierarchie des themes dans des grandes collections de documents en utilisant 
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l'algorithme k-moyennes. lis ont propose une methode appelee (vector average damping) 
qui donne plus de poids aux documents qui viennent de joindre un cluster par rapport a 
ceux qui sont deja assignes a ce cluster [32]. 
Le choix des centroides initiaux a une influence sur la partition finale. Dans la methode 
k-moyennes de base, ce choix est aleatoire. Buckshot et Fractionation sont deux methodes 
proposees pour determiner les centroides initiaux [15]. La methode Buckshot est une 
combinaison de la methode K-moyennes et la methode HAC (Hierarchical Agglomera-
tive Clustering). Dans la methode Buckshot, sjn objets sont selectionnes, aleatoirement, 
comme un ensemble d'echantillon de toute la collection. Par la suite, la methode HAC 
est appliquee sur cet ensemble d'echantillon. Les centroides des k clusters dans l'en-
semble d'echantillon sont pris comme les centroides initiaux pour appliquer la methode 
K-moyennes sur toute la collection. La methode Fractionation utilise une sous routine 
agglomerative pour trouver les centroides initiaux. Elle commence par scinder toute la 
collection en un nombre de groupes (buckets) de meme taille m (m > k). A chacun de 
ces groupes, une sous routine agglomerative est appliquee pour obtenir pm clusters, avec 
p G (0,1) est le facteur de reduction desire. Dans l'iteration suivante, les documents 
dans ces clusters sont representes par leurs centroides. Ces centroides sont encore divises 
en groupes de taille pm. Ce processus est ensuite applique, iterativement, sur la nou-
velle partition jusqu'a ce qu'on obtient k clusters. Cette partition finale est utilisee pour 
generer les centroides initiaux pour la methode K-moyennes. 
Les methodes Buckshot et Fractionation sont utilisees avec succes dans le systeme 
Scatter/Gather de clustering de documents [15]. Le systeme Scatter/Gather est un pro-
cessus interactif et iteratif. II commence par diviser un ensemble de documents retournes 
en reponse a une requete en un ensemble de clusters (Scatter). Ces clusters sont presentes 
a l'utilisateur. Et a chaque iteration, l'utilisateur choisit un ou plusieurs clusters qui lui 
semblent pertinents (Gather). Les clusters choisis sont a nouveau classes pour l'iteration 
suivante. 
Steinbach, Karypis et Kumar ont propose l'algorithme bisecting K-means pour generer 
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une hier archie de clusters, en appliquant recursivement la methode K-moyennes de base 
[54]. Bisecting K-means est un algorithme de clustering hierarchique descendant. Ini-
tialement, tous les documents de collection forment un seul cluster. Puis 1'algorithme 
selectionne recursivement un cluster selon des criteres donnes (par exemple : le plus 
grand cluster), et il le divise en deux sous clusters en utilisant 1'algorithme K-moyennes 
de base. L'algorithme s'arrete lorsque le nombre de clusters recherches est atteint. Le 
pseudo code de l'algorithme Bisecting K-means est decrit dans (Algorithme 3). 
Algorithme 3 Algorithme de clustering Bisecting K-means 
Entree : Un ensemble d'objets X = {xi, X2, • • •, xn}, et le nombre de clusters recherches 
k. 
Sortie : Un ensemble de clusters {Ci, C2 , . . . , Cfc}. 
1. Former un unique cluster regroupant tous les objets; 
2. Choisir un cluster a diviser selon un certain critere; 
3. Trouver deux sous-clusters en utilisant l'algorithme K-moyennes de base (Etape de 
Bisecting); 
4. Repeter l'etape 3 ITER fois, et prendre la division qui donne un clustering avec la 
plus grande valeur de la similarity d'ensemble13 (overall similarity); 
5. Repeter les etapes 2, 3 et 4 jusqu'a ce que le nombre k de clusters recherches est 
atteint. 
— Methodes basees sur la densite : Ces methodes sont basees sur la notion de 
densite. Un objet est dans une region dense s'il y a un nombre minimum m d'objets dans 
un voisinage de rayon maximum s. Les objets connectes par des voisinages denses forment 
un cluster. La methode la plus connue dans cette categorie est la methode DBSCAN 
(Density-based Spatial Clustering of Applications with Noise)[16\. Sa complexity en temps 
de calcul est de l'ordre 0(nlogn). L'avantage de cette methode est qu'elle peut decouvrir 
des clusters de formes arbitraires mais sa performance depend beaucoup du choix des 
parametres m et e. On trouve l'utilisation de la methode DBSCAN dans le demaine du 
clustering de documents dans [58, 59]. 
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— Cartes auto-organisatr ices : La methode de cartes auto-organisatrices (Self Or-
ganizing Maps SOM) est une methode incrementale qui suit une approche de reseaux de 
neurones. On trouve l'utilisation de la methode SOM pour le clustering de documents 
dans le projet WEBSOM [26]. WEBSOM utilise un reseau de cartes auto-organisatrices 
pour produire des classes de mots en fonction des co-occurrences sur les voisins immediats. 
Ces classes servent a coder les documents, eux memes classes par un reseau semblable. 
Bakus et al. ont aussi utilise la methode SOM [4]. 
Les algorithmes incrementiels de clustering sont utiles dans le domaine de la recherche 
sur le Web, ou les documents arrivent sequentiellement et ils doivent etre traites rapide-
ment. Dans ce contexte, Wong et Fu (2000) ont propose une structure d'arbre appelee 
DC-tree (Document Cluster tree) pour faciliter le processus de clustering incrementiel de 
documents [61]. Cette structure contient des informations condensees sur le cluster. L'idee 
de DC-tree est similaire a celle de CF-tree (Clustering Feature) utilisee dans l'algorithme 
BIRCH destine au clustering de grandes bases de donnees [64]. 
1.4.2 Algorithmes particuliers de clustering de documents 
D'autres algorithmes ont ete proposes specialement pour le clustering de documents. 
La methode d'arbre des suffixes «Suffix tree methods 
Zamir (1998) a propose l'utilisation d'un arbre de suffixe (suffix tree) pour le cluste-
ring de documents [63]. L'arbre de suffixes est une structure de donnees qui permet de 
representer une sequence de caracteres s sous forme d'arborescence oriente obtenu par 
l'insertion de tous les suffixes de s. Cette structure facilite la resolution de beaucoup 
de problemes de chaines de caracteres comme la comparaison entre deux chaines de ca-
racteres et 1'identification des sous chaines communes. L'algorithme le plus utilise pour 
construire l'arbre des suffixes en temps lineaire est l'algorithme de Ukkonen (1995). 
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Dans la methode de clustering d'arbre de suffixes, chaque document est considere 
comme une sequence de mots. Tous les documents sont combines ensemble pour construire 
l'arbre de suffixes ou chaque nceud represente un groupe de documents qui partage un 
mot commun. Ces groupes de documents sont consideres comme les clusters de base. Tous 
les clusters de base avec un chevauchement eleve dans leurs ensembles de documents sont 
combines ensemble pour generer les partitions finales. L'utilisation de l'arbre de suffixes 
facilite l'identification des documents qui partagent les memes sequences de mots. Ce-
pendant, il est difficile d'identifier des clusters de documents qui ont un contenu similaire 
mais qui ne partagent aucune sequence de mots. Ainsi, deux clusters de base voisins 
doivent etre similaires et deux clusters de base distants ne peuvent pas etre similaires. 
Algorithmes bases sur les itemsets frequents 
Beil, Ester, et Xu (2002) ont propose deux methodes de clustering, FTC (Frequent 
Term-based Clustering) et HFTC (Hierarchical Frequent Term-based Clustering) basees 
sur les ensembles de termes frequents [6]. L'idee de termes frequents est inspiree du 
probleme d'extraction des itemsets frequents dans des bases de transactions. Chaque 
document est considere comme une transaction, et chaque terme comme un item. La 
methode FTC genere une partition unique ou les clusters sont au meme niveau. La 
premiere etape de FTC consiste a extraire tous les ensembles de termes frequents dans 
toute la collection de documents en utilisant l'algorithme Apriori [1]. Ensuite, elle utilise 
un algorithme glouton pour selectionner les ensembles de termes frequents qui couvrent 
tous les documents avec un chevauchement minimal entre leurs couvertures14. Pour 
chaque ensemble de termes frequents, un cluster est cree, et les documents contenant 
cet ensemble de termes frequents sont assignes au cluster cree. L'algorithme HFTC est 
base sur l'algorithme FTC afin de creer une hierarchie de clusters. L'inconvenient majeur 
de ces deux methodes est que le resultat de clustering est affecte par l'ordre de selection 
14la couverture d'un ensemble de termes frequents est Pensemble de documents contenant cet ensemble 
de termes 
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de l'ensemble suivant de termes frequents. 
Fung (2003) a propose une autre methode hierarchique de clustering base sur l'en-
semble de termes frequents, HIFC (Frequent Itemset-based Hierarchical Clustering) afin 
d'ameliorer la methode HFTC [18]. L'algorithme HIFC construit un arbre de clusters 
pour tous les ensembles de termes frequents. Puis, un algorithme d'elagage (pruning) est 
utilise pour fusionner les clusters les plus similaires. 
Autres algorithmes 
Weiss et al. (2000) ont decrit une methode de clustering de documents «lightweight», 
en utilisant la technique des plus proches voisins [57]. Lin et Ravikumar (2001) ont 
decrit un soft systeme de clustering de documents, nomme WBSC (Word-based Soft 
Clustering)^}. Hammouda (2002) a propose un algorithme de clustering incrementiel, 
en representant chaque cluster par un histogramme de similarite [22]. 
* 
1.5 Synthese 
Dans ce chapitre, nous avons presente l'etat de l'art du clustering de documents, a 
savoir la representation des documents, les mesures de similarite et les algorithmes de 
clustering. 
Les approches actuelles de representation des documents presentent quelques limites. 
La representation sac de mots met a l'ecart une quantite considerable d'informations 
sur le contenu de document. Les phrases, l'ordre des mots et les relations syntaxiques 
et semantique entre les mots sont ignores. La representation basee sur les sequences de 
mots statistiques permet de determiner toutes les combinaisons possibles de mots en se 
basant sur leur frequence d'apparition dans la collection. Cependant, certaines combinai-
sons extraites n'ont pas une signification syntaxique ou semantique et par consequence 
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elles ne sont pas pertinentes pour representer le contenu des documents. Pour pal-
lier a ce probleme, des sequences de mots lies syntaxiquement ont ete utilisees. Cette 
representation se base sur des outils linguistiques complexes comme l'analyseur syn-
taxique. La performance de ces methodes depend de la taille de la collection. En effet, 
malgre le fait que ces termes sont semantiquement riches pour representer le contenu des 
documents, ils ont une faible frequence d'apparition dans la collection. Une exploitation 
efncace de ces termes necessite une fonction de ponderation permettant de les accorder 
plus d'importance. 
Dans ce travail, nous nous interessons a un autre type d'information syntaxique : 
les relations de dependance. L'analyseur syntaxique permet de formuler la structure de 
la phrase sous forme d'arbre ou les mots sont lies par des relations de dependance. 
Notre motivation principale pour exploiter cette structure d'arbre vient du fait que plu-
sieurs variantes syntaxiques peuvent etre ramenees aux memes relations de dependance. 
Par exemple, les groupes syntaxiques : «document clusterings, ^clustering of docu-
ments» et «clustering oftextuel documents^ partagent la meme structure de dependance 
«clustering-documents. On peut done considerer que les groupes de mots avec des rela-
tions de dependance offrent une forme generalised des groupes syntaxiques. 
En general, les groupes de mots referent a un domaine de connaissance plus specialise. 
Dans certains cas, il est utile de combiner les mots simples avec les groupes de mots dans 
la representation des documents. 
Un autre point important pour le clustering de documents est le choix de la mesure 
de similarite. Strehl et al. (2000) [55] ont effectue une comparaison entre les mesures de 
similarite : la distance euclidienne, le cosinus, coefficient de Jaccard et la correlation de 
Pearson. Ils ont montre que le cosinus et le coefficient de Jaccard sont les plus appropries 
pour le clustering de documents. Les mesures de similarite cosinus et Jaccard ont ete 
utilisees seulement pour les mots simples. Elles ne prennent pas en compte la proximite 
des mots (relations semantiques) et les groupes de mots. 
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En effet, les mesures de similarite dependent du modele de representation adopte. 
Par exemple, Chim et Deng ont propose une mesure de similarite entre documents en 
passant du modele d'arbre de suffixes au modele vectoriel ou chaque nceud dans l'arbre 
de suffixes est devenu une dimension dans l'espace vectoriel. Le poids des termes est 
calcule selon une formule Tf-Idf et la mesure de similarite utilisee est le cosinus [12]. 
Hammouda et Kamel ont propose une mesure de similarite entre documents hybride 
qui combine la mesure de similarite cosinus pour les mots simples et une autre mesure 
de similarite proposee pour les groupes de mots communs entre les documents dans le 
modele de graphe d'index de document (DIG) [24]. Dans ce travail, nous proposons une 
mesure de similarite pour notre approche de representation. 
Nous avons presente aussi les algorithmes de clustering de documents existants. 
Chaque algorithme possede des avantages et des inconvenients. Le choix d'un algorithme 
est intimement lie a la collection de documents sur laquelle il est applique. Dans ce travail, 
nous avons choisi d'utiliser 1'algorithme hierarchique par agglomeration. 
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Chapitre 2 
Presentation de notre systeme de 
clustering de documents 
2.1 Introduction 
Dans notre systeme de clustering de documents, nous combinons les techniques de 
traitement de la langue naturelle et les techniques de fouille d'arbres pour representer les 
documents. La fouille d'arbres est le probleme de la recherche de sous-arbres frequents 
dans une base de donnees d'arbres. Elle trouve de nombreuses applications, notamment 
dans les domaines de bio-informatique (structures RNA), la classification de documents 
semi-structures (documents XML) et le Web (analyse du comportement des internautes). 
Pour une collection de textes, nous construisons une base de donnees d'arbres de 
dependance, ou chaque arbre represente une phrase dans la collection. Une fois cette 
base construite, nous appliquons un algorithme de fouille d'arbres pour decouvrir tous les 
sous-arbres frequents qui permettront par la suite de representer les documents. Ainsi, 
nous introduisons une nouvelle mesure de similarity entre documents basee sur cette 
representation. L'algorithme hierarchique par agglomeration est utilise comme algorithme 
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de clustering. 
Dans ce chapitre, nous decrivons notre systeme de clustering de documents. Nous 
commengons par la definition de quelques notions de base de fouille d'arbres dans la 
section 2.2. Ensuite, une vue generate du systeme est presentee dans la section 2.3. Dans 
les sections 2.4, 2.5 et 2.6, nous donnons des details sur chaque unite de notre systeme. 
2.2 Notions de base : rappel et definitions 
Un arbre libre est un graphe non oriente, connexe et sans cycle. Un arbre enracine 
est un arbre libre dans lequel un nceud n'a aucune arete entrante, appele la racine, les 
autres nceuds ont exactement une seule arete entrante, et il n'existe qu'un seul chemin 
de la racine vers n'importe quel noeud. II est dit etiquete si on associe a chaque nceud 
une etiquette. II s'agit d'un arbre ordonne s'il existe une relation d'ordre entre les freres 
et d'un arbre non ordonne sinon. 
Definition 2.1 (Arbre enracine, etiquete et ordonne) SoifE un ensemble d'etiqu-
ettes pour les nceuds. Un arbre enracine, etiquete et ordonne est la structure 
T = (V, E, E, L,r,-<) ouV est un ensemble fini de nceuds, E est un ensemble fini d'aretes, 
L : V —* S est une fonction d 'assignation d 'etiquettes pour les nceuds (pour chaque nceud 
v € V), le nceud r (r EV) est la racine de T, et -< est une relation binaire (-<C V2) qui 
represente la relation d'ordre entre les paires de fils de chaque nceud. 
Si (u, v) & E alors on dit que u est le pere de v et v est le fils de u. On dit que le 
nceud s est un grand frere du noeud t si et seulement si s et t sont les fils du meme pere et 
s -< t. Chaque nceud sur le chemin unique allant de la racine r a v est appele un ancetre 
de v. Si u est un ancetre de v, alors v est un descendant de u. Une feuille est un nceud 
qui ne possede pas de fils. La taille de T, notee | T |, est le nombre de nceuds de T. 
Exemple 2.1 Pour Varbre T — (V, E, E, L, r, -<) dans I'exemple de la figure 2.1, on a : 
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V = {nO, nl, n2, n3, n4, n5} ; 
£ = {(nO, nl ) , (nO, n2), (nO, ra5), (n2, n3), (n2, n4)} ; 
L(nO) = A, L(nl) = B, L(n2) = C, L(n3) = E, L(n4) = F, L(n5) = D; 
r = nO; 
-<: Ordre alphabetique des etiquettes. 
Figure 2.1: Exemple d'arbre enracine, etiquete et ordonne. 
Dans le but de comparer deux arbres, differents types de sous-arbres peuvent etre 
definis. Le cas le plus specifique est un sous-arbre de racine r ou r et tous ses descendants 
doivent apparaitre dans les deux arbres (sous-arbre bottom-up). Cette restriction peut etre 
allegee en permettant de supprimer quelque fils (sous-arbre induit), ou en conservant la 
relation ancetre-descendant meme si quelques autres descendants sont manquants (sous-
arbre incruste «embedded»). La figure 2.2 montre des exemples de ces trois types de 
sous-arbres. Pour l'arbre T, l'arbre Si est un sous-arbre bottom-up, l'arbre S2 est un 
sous-arbre induit mais il n'est pas un sous-arbre bottom-up, et l'arbre S3 est un sous-
arbre incruste mais il n'est ni un sous-arbre bottom-up ni un sous-arbre induit. 
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Figure 2.2: Exemples de types de sous-arbres. 
Definition 2.2 (Sous-arbre induit et ordonne) Soient deux arbres S = (Vs,E$,Ls,rs,^s 
) etT — (VT, ET, LT^T, -<T)- On dit que S est un sous-arbre induit de T, note par S C T, 
si et seulement s'il existe une fonction injective g : Vs —• VT des nceuds de S aux nceuds 
de T, qui verifie les conditions suivantes : 
1. g preserve les etiquettes : \fx G Vs,Ls(x) = LT(g(x)) 
2. g preserve la relation d'ordre entre freres : \/x, y 6 Vs, si x -<s V olors g(x) -<T g{y) 
3. g preserve la relation de parente, Vx,y € Vs, si (x,y) € Es alors (g(x),g(y)) € ET 
Definition 2.3 (Support) Soit V une base de donnees d'arbres oil chaque arbre T ET> 
est un arbre enracine, etiquete et ordonne. Pour un arbre motif P, qui est aussi un arbre 
enracine, etiquete et ordonne, on dit que P est inclus dans T si P est un sous-arbre de 
T. 
Soit 4>T(P) IS nombre d'occurrences de P dans T. On definit ">PT{P) comme suit : 
1 «fc.(P)>0 
0 sinon 
Le support du sous-arbre P dans la base de donnees V est definit comme la proportion 
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des arbres de D qui contiennent au moins un exemplaire de P. 
£ MP) 
support(P, V) = ——-:— 
Ou | V | est le nombre d 'arbres dans T>. 
Un arbre motif P est dit frequent si le support de P est superieur ou egal a un support 
minimum defini par l'utilisateur (minsup). 
Le but de la fouille d'arbres frequents est de trouver tous les arbres frequents dans la 
base de donnees d'arbres. Les algorithmes de fouille d'arbres utilisent la propriete a priori 
suivante : chaque sous-arbre d'un arbre frequent est aussi frequent, et chaque super-arbre 
d'un arbre non frequent est aussi non frequent. 
2.3 Vue generate du systeme 
Notre systeme de clustering de documents est constitue de deux composantes prin-
cipales : representation de documents et clustering. Chacune de ces composantes est 
divisee en unites, et chacune des unites a une fonction definies dans les sections qui 
suivent. L'architecture globale du systeme est montre dans la figure 2.3. 
Pour la representation des documents, le systeme commence par une etape de pre-
traitement des textes qui consiste a decouper chaque document dans la collection a un 
ensemble de phrases qui le constituent. 
Etant donnee une collection D de n documents textes : D = {d\, c?2, • • • , di, • • • , dn}, 
ou di est le i-eme document. 
En utilisant le segmenteur MXTERMINATOR, chaque document est decoupe en 
phrases : 
di = {s1, s2, • • • , sm(j) j 
Ou m(i) est le nombre de phrases dans le i-eme document. 
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Figure 2.3: Architecture globale du systeme. 
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Ensuite, l'unite de dependance syntaxique construit l'arbre de dependance syntaxique 
pour chaque phrase. Nous obtenons en sortie de cette unite un ensemble d'arbres de 
dependance syntaxique. Les sous-arbres frequents sont extraits en appliquant un algo-
rithme de fouille d'arbres et un filtrage pour enlever les sous-arbres redondants. Ces 
sous-arbres frequents vont etre utilises pour representer les documents. 
Pour le clustering, nous construisons une matrice de similarites document x document, 
en nous basant sur une nouvelle mesure de similarity qui sera presentee en detail dans 
la section 2.6. Le systeme utilise l'algorithme hierarchique par agglomeration comme 
algorithme de clustering. La derniere etape consiste a revaluation de notre systeme. 
2.4 Analyse de dependance syntaxique 
Le but de cette unite est de construire les arbres de dependance syntaxique. Pour 
chaque phrase, une analyse morphologique et une analyse syntaxique sont effectuees. 
L'analyse syntaxique acheve la formulation de la structure de la phrase en construisant 
un arbre de dependance. 
L'arbre de dependance represente les liens existants entre les mots au niveau de la 
phrase : 
1. Chaque nceud d'un arbre correspond a un et un seul mot de la phrase; 
2. La relation d'ordre entre les nceuds freres correspond a l'ordre d'apparition des 
mots dans la phrase ; 
3. La direction des aretes correspond a la direction de dependance syntaxique; 
4. L'etiquette de chaque nceud est la forme de base (lemme) de chaque mot. 
Pour realiser cette tache, nous avons utilise ^Stanford Parsers, un analyseur syn-
taxique de la langue anglaise qui permet de generer l'arbre de dependance syntaxique 
d'une phrase. La sortie de cet analyseur presente les relations de dependance entre les 
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mots de la phrase. Le principe est que chaque mot de la phrase est en relation de 
dependance avec d'autres mots. Par exemple, considerons la phrase «The documents 
are correctly classified.*. Le format de relations de dependance en sortie du Stanford 
parser pour cette phrase est : 
det(document-2, the-1) 
nsubjpass(classify-5, document-2) 
auxpass (classify- 5, be-3) 
advmod(classify-5, correctly-4) 
Ces relations de dependance ont la signification suivante : 
- det (determiner) : relation de dependance determinant-nom; 
- nsubjpass (passive nominal subject) : relation de dependance sujet-verbe; 
- auxpass (passive auxiliary) : relation de dependance auxiliaire-verbe; 
- advmod (adverbial modifier) : relation de dependance adverbe-verbe. 
L'arbre de dependance syntaxique de cette phrase est montre dans la figure 2.4. 
Figure 2.4: L'arbre de dependance syntaxique de la phrase : The documents are correctly 
classified. 
Soit AD(s) l'arbre de dependance genere par cette unite a partir de la phrase s, et 
soit Tj l'arbre de dependance qui correspond a la j-eme phrase du i-eme document s'-, 
tel que Tj = AD(s)). Soit l'ensemble dl = {T(, ...,Tj,..., T^{i)} le resultat de l'analyse 
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syntaxique du i-eme document, ou m{i) est le nombre de phrases dans le i-eme document. 
Les arbres de dependance sont des arbres enracines, etiquetes et ordonnes. En sortie de 
cette unite, nous obtenons une base de donnees d'arbres enracines, etiquetes et ordonnes 
V = {d1,..., dl,..., dn}. Cette base de donnees d'arbres sera l'entree de l'unite suivante. 
2.5 Extraction des sous-arbres frequents 
Le but de cette unite est de decouvrir les sous-arbres caracteristiques dans la base de 
donnees d'arbres T>. Ann de conserver les relations de dependance entre les nceuds, les 
sous-arbres caracteristiques doivent etre des sous-arbres induits et ordonnes. Pour realiser 
cette tache, nous avons utilise l'algorithme FREQT (FREQuent Tree miner), mais nous 
aurions pu utiliser n'importe quel algorithme de recherche de sous-arbres induits dans 
une base de donnees d'arbres ordonnes. 
2.5.1 L'algorithme FREQT : 
L'algorithme FREQT est un algorithme developpe par Asai et al. en 2002 [3] pour 
trouver tous les sous-arbres induits frequents dans une base de donnees d'arbres enracines, 
etiquetes et ordonnes. II se deroule comme suit : 
1. Recherche des etiquettes frequentes dans la base de donnees. 
2. Construction de l'arbre d'enumeration de tous les sous-arbres frequents en utilisant 
la methode rightmost expansion [3, 62]. Dans cette methode, l'ensemble des sous-
arbres candidats de taille (k) (ou k est le nombre de nceuds de l'arbre) sont generes 
par l'extension des sous-arbres frequents de taille (k — 1) en attachant un nouveau 
nceud avec une etiquette frequente a la branche la plus a droite de chaque arbre, ou 
la branche la plus a droite d'un arbre est le chemin unique de la racine a la feuille 
la plus a droite. Cette methode assure que chaque sous-arbre candidat soit genere 
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exactement une seule fois. 
3. Calcul du support base sur une approche de liste d'occurrence. Pour chaque sous-
arbre, une liste d'occurrence est associee. Les elements de cette liste sont tous les 
nceuds dans la base de donnees d'arbres qui ont un mapping avec le nceud le plus a 
droite de ce sous-arbre. L'algorithme 4 est un pseudo-code de l'algorithme FREQT. 
Algorithme 4 Algorithme FREQT. 
Entrees: V : une base de donnees d'arbres, 
minsup : un support minimum (0 < minsup < 1). 
Sorties: F : Pensemble de tous les sous-arbres frequents dans T> 
k*-l; 
C\ *— l'ensemble d'arbres candidats de taille 1; 
Fi *— l'ensemble d'arbres frequents de taille 1; 
Ci <- FX; 
RMO\ <— les occurrences les plus a droite des arbres dans F\; 
tantque i** ^ 0 faire 
k <- k + 1; 
Ck, RMOk <— generation de l'ensemble d'arbres candidats de taille k (Cfe) et leurs 
occurrences (RMOk) a partir de (Fk-i, RMOk-i); 
Fk^$ 
pour chaque arbre candidat C € Ck faire 
Calcul du support de C (support(C, V)) a partir de RMOk(C) 
si support(C, V) > minsup alors 
Fk^Fkl) {C} 
finsi 
fin pour 
fin tantque 
Retourner F = F1UF2U...U Fk-\. 
Exemple : La figure 2.5 montre un exemple d'une base de donnees de trois arbres 
enracines, etiquetes et ordonnes. On fixe le support minimum a | (minsup = | ) , les 
sous-arbres pi, p2, pz et p\ de la figure 2.6 sont frequents. Par exemple, le sous-arbre p% 
apparait deux fois dans t\ et t2, et une seule fois dans £3, done son support est egal a | 
qui est superieur au support minimum. La figure 2.7 montre l'arbre d'enumeration pour 
tous les sous-arbres candidats se composant des etiquettes frequentes A et B. 
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t\ tl £3 
Figure 2.5: Exemple d'une base de donnees d'arbres. 
P\ P2 P3 Pi 
Figure 2.6: Exemples de sous-arbres frequents. 
Dans l'exemple de la figure 2.8, la liste d'occurrences pour l'arbre p\ est {(£1, 0), (£2,0)-
, (£3,1)}, qui signifie que p\ se produit trois fois : une fois dans l'arbre t\ comme le noeud 
numero 0, une fois dans £2 comme le noeud numero 0, et une fois dans £3 comme le 
noeud numero 1. Une extension qui est frequente dans cette base de donnees est p%. La 
liste d'occurrences de ps est {(£1, 1), (t\, 4), (£2,1), (*2> 2), (£3,2)} ; ici (t\, 1) denote que le 
nceud le plus a droite de p3 peut etre trace au noeud numero 1 de l'arbre t\. Seulement 
les occurrences des nceuds sur la branche la plus a droite, c'est-a-dire le chemin unique 
allant de la racine vers la feuille la plus a droite de l'arbre, sont necessaires pour une 
nouvelle extension, ces occurrences peuvent etre derivees de l'occurrence du nceud le plus 
a droite. Par exemple pour l'arbre p±, on doit seulement enregistrer les occurrences du 
nceud le plus a droite B, done la liste d'occurrences de p± est {(£1,4), (£2,2)}. Pour avoir 
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la liste d'occurrences du noeud A, il suffit de trouver les parents des noeuds dans la liste 
d'occurrences du noeud le plus a droite B, qui donne {(t\, 0), (£2,0)} pour notre exemple. 
Figure 2.7: L'arbre d'enumeration. 
45 
1 
A ) 
T {(tl,l)/tl,4),Ct2,l),Ct2^,(t3^) 
1 
{Ctl,4)jCt2,2D} 
Figure 2.8: La liste d'occurrences. 
La complexity de l'algorithme FREQT est de l'ordre 0(fm\Vx>\), Ou \VD\ est le 
nombre de noeuds dans la base de donnees, / est le nombre d'arbres frequents dans 
la base de donnees, et m est le nombre des noeuds du plus grand arbre dans la base de 
donnees. 
2.5.2 Adaptation de l'algorithme FREQT pour les arbres de 
dependance 
Ann de pouvoir utiliser l'algorithme FREQT sur notre base de donnees d'arbres de 
dependance, nous avons besoin d'adapter l'algorithme pour notre probleme de representation 
des documents. Les changements suivants sont necessaires : 
Suppression des mots vides 
Les mots vides sont des mots non significatifs, comme les articles, les prepositions, les 
pronoms, ...etc. II est generalement admis que ces mots tres frequents sont a supprimer 
car ils ne sont pas informatifs, et ils augmentent enormement la taille de l'espace de 
representation des documents. Les mots vides sont alors souvent regroupes dans une liste 
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de stopwords. 
Dans l'arbre de dependance syntaxique, les mots vides sont, en general, des feuilles. 
Leur suppression n'influe pas sur la structure de l'arbre. Nous avons elimine ces mots dans 
la premiere etape de l'algorithme lors de la selection des etiquettes frequentes en utilisant 
une liste de 571 stopwords de la langue anglaise developpee par SMART project1.) 
Taille de sous-arbres frequents 
Dans la litterature, beaucoup de travaux ont suggere d'utiliser des structures de taille 
entre un et trois mots pour representer les documents [11, 40, 41, 52]. Pour avoir plus de 
flexibilite dans notre representation, nous avons defini deux parametres : taille minimale 
mirumotif et taille maximale max-motif de sous-arbres frequents. Ces deux parametres 
nous permettent de limiter la recherche de sous-arbres frequents a des structures de taille 
comprise entre min-motif et maxjmotif. 
Regroupement des sous-arbres equivalents 
L'utilisation des arbres ordonnes pose le probleme suivant : les arbres qui doivent 
etre comptes ensemble peuvent etre des differents arbres ordonnes. En fait, dans l'arbre 
de dependance syntaxique, la difference dans l'ordre de dependance est representee par 
la difference dans l'ordre des noeuds freres, alors que la difference dans la direction de 
dependance est representee par la difference de la direction des aretes. 
La figure 2.9 illustre le probleme que nous visons a resoudre. Dans l'exemple, les 
trois arbres (a), (b) et (c) representent les trois phrases «The documents are correctly 
classifieds, «I classified correctly the documents^ et «I have the documents correctly 
classifieds, respectivement. Ces phrases ont le meme sens mais l'ordre des nceuds dans 
chaque arbre est different. L'arbre (d) qui represente ^classify documents correctly^ est 
1SMART Project : une liste de stopwords de la langue anglaise pour la recherche d'information, 
http ://www.unine.ch/info/clef/englishST.txt 
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un sous arbre ordonne de (a), mais il n'est pas un sous arbre ordonne de (b) car l'ordre 
des freres est different, ni de (c) car la direction des aretes est differente. La sous-structure 
«classify document correctly» n'est pas considered comme une structure commune entre 
les trois phrases. 
(a) The documents are correctly classified. (b) I classified correctly the documents. 
(c) I have the documents correctly classified. (d).. .classify document correctly 
Figure 2.9: Exemples des (sous) arbres de dependance syntaxique. 
Dans la litterature, la methode utilisee pour resoudre ce probleme est basee sur une 
transformation structurelle des arbres de dependance [42]. Deux transformations struc-
turelles sont effectuees successivement : 
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1. La premiere transformation consiste a reordonner les nceuds freres par ordre al-
phabetique de leurs etiquettes. Dans ce sens, les arbres ordonnes peuvent etre nor-
malises, en prenant en compte l'ordre alphabetique des nceuds freres au lieu de 
l'ordre de dependance. Dans le cas ou l'arbre de dependance contient des nceuds 
freres qui ont la meme etiquette, on construit un nouvel arbre pour chaque permu-
tation de ces noeuds freres. Dans la figure 2.10, les arbres (a) et (b) sont devenus 
le meme arbre en utilisant cette transformation. 
Figure 2.10: Exemple du tri des noeuds freres. 
2. La deuxieme transformation consiste a faire une expansion de la racine. Pour chaque 
nceud de l'arbre de dependance original, un nouvel arbre est construit dont ce nceud 
est la racine. Cette methode permet de resoudre le probleme cause par la difference 
dans les directions des aretes. La figure 2.11 illustre cette transformation. 
Les deux transformations permettent d'enumerer tous les sous-arbres quels que soient 
l'ordre des noeuds freres et la direction de dependance. Mais, cette solution est tres 
couteuse en temps de calcul car elle augmente considerablement le nombre d'arbres dans 
la base de donnees. En plus des arbres de dependance avec differents sens peuvent devenir 
le meme arbre en utilisant ces deux transformations. 
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classify 
correctly 
Expansion de la racine 
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correctly document 
document 
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(a) classify document 
document 
classify 
correctly 
document 
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Expansion de la racine 
classify 
correctly document 
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00 
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classify document 
document 
correctly 
Figure 2.11: Exemples de l'expansion de la racine. 
Nous proposons une autre solution, moins couteuse en temps de calcul par rapport a 
celle presentee ci-dessus, qui consiste en deux etapes : 
1. La normalisation des arbres de dependance, en prenant en compte l'ordre al-
phabetique des nceuds freres au lieu de l'ordre de dependance. 
2. Le calcul du support des sous-arbres candidats : le support de chaque sous-arbre 
candidat est la somme des supports de tous les sous-arbres candidats qui lui sont 
equivalents comme des arbres non ordonnes et libres. L'appariement entre ces sous-
arbres candidats est fait de maniere a ignorer l'ordre entre freres en les considerant 
comme des arbres non ordonnes, et a ignorer aussi la direction des aretes en les 
considerant comme des arbres libres. 
En sortie de l'algorithme, nous obtenons l'ensemble de sous-arbres frequents dans T> 
avec les informations suivantes pour chaque sous-arbre ST; : 
Son support sup dans T>; 
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- La liste d'arbres ou il apparait avec sa frequence d'apparition dans ces arbres 
L(STi) = {(Tufu),...,(Tn,fni)}. 
Le pseudo-code de l'algorithme FREQT adapte, oil les changements ci-dessus sont 
apportes, est decrit dans (Algorithme 5). 
2.5 .3 Fi l trage 
Beaucoup de sous-arbres frequents extraits sont redondants. Pour enlever cette re-
dondance, nous avons procede par deux types de filtrages : 
1. Regroupement des sous-arbres equivalents : Nous avons regroupe les sous-
arbres equivalents a d'autres sous-arbres comme arbres non ordonnes ou libres. 
2. Suppression des sous-arbres inclus dans d'autres sous-arbres : Les sous-
arbres inclus dans d'autres sous-arbres comme arbres non ordonnes ou libres doivent 
etre elimines, en se basant sur leur frequence d'apparition dans leur arbres d'origine. 
Par exemple, considerons l'arbre de dependance T de la phrase «Document cluste-
ring is the act of collecting similar documents into groups», et supposons que les 
trois sous-arbres STi, ST2 et ST$ sont frequents, tels que : S"Z~i est constitue d'un 
seul noeud «document», ST2 est constitue d'un seul nceud «clustering» et ST3 est 
constitue de deux nceuds «document» et «clusterings. Les frequences d'apparition 
de STU ST2 et STS dans T sont 2, 1 et 1, respectivement. Mais STi et ST2 sont 
inclus dans ST3, nous soustrayons done de leur frequence d'apparition la frequence 
de ST3. Par consequent, nous eliminons ST2 pour T et nous gardons «STi et ST3 
avec une frequence de 1. 
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Algorithme 5 Algorithme FREQT Adatpe. 
Entrees: V : base de donnees d'arbres de dependance, 
minsup : un support minimum (0 < minjsup < 1), 
miri-motif : taille minimale de sous-arbres, 
max-motif : taille maximale de sous arbre. 
Sorties: F : l'ensemble de tous les sous-arbres frequents dans V. 
II Ordonner chaque arbre dans la base de donnees par ordre alphabetique. 
pour chaque arbre T G V faire 
ordonner les nceuds freres de l'arbre par ordre alphabetique. 
fin pour 
fc«-l; 
C\ <— l'ensemble d'arbres candidats de taille 1; 
i*i «— l'ensemble d'arbres frequents de taille 1; 
Ci <- F i ; 
RMOi <— les occurrences les plus a droite des arbres dans F\; 
/ / Suppression des mots vides parmi les etiquettes frequentes. 
pour chaque sous-arbre ST G F\ faire 
si stopword(etiquette(ST)) alors 
Fx = Fi - {ST} 
finsi 
fin pour 
tantque Fk^% faire 
fcf-A; + l ; 
Ck, RMOk <— generation de l'ensemble d'arbres candidats de taille k (Ck) et leurs 
occurrences (RMOk) a partir de (Fk-i, RMOk-i); 
F f c ^ 0 
pour chaque candidat T £ Ck faire 
support(T) — support(T,T>) // Calcul du support de T a partir de RMOk(T) 
pour chaque candidat U G Ck et U ^ T faire 
si U est un arbre equivalent a T alors 
support(T) = support(T) + support(U, V) 
finsi 
fin pour 
si support(T) > minsup alors 
Fk^FkU {T} 
finsi 
fin pour 
fin tantque 
Retourner F = Fx U F2 U . . . U Ffc_i. 
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2.5.4 Modele de representation 
Nous decrivons ici notre modele de representation. Dans ce modele, un document est 
represente par l'ensemble des arbres de dependance des phrases qui le constituent dont 
chaque arbre est represente, a son tour, par l'ensemble des sous-arbres frequents extraits : 
di = {Ti,...,T],...,Til{i)} (2.1) 
Tj = (W^jl) /jl)> • • • ) (STjk, fjk), . . . , (ST^^j}, fm(i)n(j))} (2-2) 
Ou : 
dl : est le document i, 
Tj : est l'arbre de dependance de la phrase j du document i, 
m{i) : est le nombre de phrases dans le document i, 
STjk : est le sous-arbre frequent k de l'arbre Tj, et 
fjk : est la frequence d'apparition du sous-arbre 5Tjfc dans l'arbre T-. 
Cette representation des documents permet de maintenir la structure de la phrase 
dans le document original qui va etre utilisee dans le calcul de similarite entre documents. 
Une representation semblable a ete propose dans [24] ou un document est represente par 
un vecteur de phrases qui le constituent, et chaque phrase dans le vecteur est represente 
par l'ensemble des termes qui la composent. Le modele «graphe d'index de document* 
(Document Graph Index) est utilise pour maintenir la structure des phrases et identifier 
les sequences de mots communes entre eux. 
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2.6 Nouvelle mesure de similarity 
Le but de cette section est de construire une mesure de similarite entre documents, 
en se basant sur notre modele de representation. La similarite entre deux documents 
est calculee a l'aide des similarites entre les phrases qui les constituent. La motiva-
tion derriere l'utilisation des phrases dans le calcul de similarite vient du fait que notre 
modele de representation considere la phrase comme 1'unite semantique la plus petite 
pour representer le contenu du document. Nous commengons alors par definir la simila-
rite entre deux phrases. 
2.6.1 Similarite entre phrases 
Soient les deux phrases S\ et 52, et soient T\ et T2 leurs arbres de dependance res-
pectifs. Soient les deux ensembles E\ et E2, les ensembles de sous-arbres frequents inclus 
dans T\ et T2, respectivement, tels que : 
Ei = {(STn, / n ) , (ST12, / 1 2 ) , . . . , (571,, / „ )} 
E2 = {(5T2i, /21), (5T22,722), • • •, {STim, fim)} 
Ou I et m sont les nombres de sous arbres-frequents inclus dans T\ et T2, respective-
ment. STij est le sous-arbre frequent j de l'arbre Tt. 
La similarite entre les deux phrases S\ et 52 est reduite a trouver la similarite entre 
les deux ensembles E\ et E2. Une mesure de similarite entre ensembles devrait posseder 
les proprietes suivantes [34] : 
- Plus les ensembles ont d'elements en commun plus la mesure sera elevee. 
- Plus les ensembles ont des elements differents plus la mesure sera faible. 
- La mesure est maximale si et seulement si les deux ensembles sont identiques. 
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Une mesure de similarity qui respecte les proprietes ci-dessous est definie de la maniere 
suivante (selon Lin [34]) : 
SimiE^E,) lElC]E2 
E1UE2\ 
Nous definissons l'ensemble de sous-arbres frequents communs entre T\ et T2 (i?in.E2) 
par l'ensemble des sous-arbres inclus a la fois dans T\ et T2. 
Le coefficient de Jaccard est l'une des mesures de similarite qui respectent la definition 
de Lin. Nous avons utilise le coefficient de Jaccard pour calculer la similarite entre deux 
phrases. Cette mesure de similarite est une fonction des facteurs suivants : 
- n : le nombre de sous-arbres communs entre T\ et T2 ; 
- les frequences d'apparition des sous-arbres STt dans T\ et T2 (fu : i — 1, 2 , . . . , / et 
f2i : i = l,2,...,m) 
- le poids de chaque sous-arbre STi dans les deux arbres Xi et T2 (pi, :i = l,2,...,l 
et p2i : i = 1,2, ...,m) 
Le poids du sous-arbre est un facteur important dans le calcul de la similarite. 11 
indique l'importance du sous-arbre selon sa taille en donnant plus de poids aux sous-
arbres de grandes tailles. II est donne ici par la formule suivante : 
I ST\k | | ST2k 
Pik — —, , Vih = -^ 
»=i J ' = 1 
La similarite entre les deux phrases Si et S2 est egale a la similarite entre T\ et T2. 
Elle est donnee par : 
J2(hkPlk)(f2kP2k) 
Sim(TltT2) = -, ^ — -
J2(fliPli)2 + J2(f2jP2j)2 - Yj{hkP\k){f2kP2k) 
i = l 3 = 1 fe=l 
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2.6.2 Similarity entre documents 
Apres avoir calculer la similarite entre chaque paire d'arbres (phrases) des deux do-
cuments, la similarite entre deux documents d\ et d-i est donnee par : 
m(l) m(2) 
Sim(dud2) = -[—- Y, ngiSimft,Tj)) + ^ y E%$ S i m F*>™ 
V
 ' 8 = 1 V ' j = l 
Ou m(l) est le nombre de phrases dans le document di, et m(2) est le nombre de 
phrases dans le document di-
Cette mesure de similarite respecte bien les proprietes mathematiques d'une fonction 
de similarite. En effet, 
- elle est positive : Vdj, dj £ D, 0 < Sim(di, dj) < 1; 
- elle est egale a 1 lorsque les deux documents sont identiques : 
\/di € D, Sim(di,di) = 1; 
- elle est symetrique : Vdi,dj E D, Sim(di,dj) = Sim(dj,di). 
Enfin, nous construisons une matrice document x document, ou les valeurs des elements 
de cette matrice sont les similarites entre les paires de documents. Cette matrice sera 
l'entree pour l'algorithme de clustering hierarchique par agglomeration. 
2.7 Conclusion 
Dans ce chapitre, nous avons presente notre systeme de clustering de documents. 
Le but de ce systeme est d'ameliorer la performance du clustering de documents tex-
tuels. Le systeme est constitue de deux composantes principales : une composante de 
representation et une composante de clustering. Ces deux composantes peuvent etre 
utilisees independamment. Ainsi, nous avons choisi l'algorithme hierarchique par ag-
glomeration comme algorithme de clustering pour notre systeme. 
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Les avantages de notre approche de representation par rapport aux approches exis-
tantes sont les suivants : 
- Semantique : notre approche prend en consideration les relations de dependance 
entre les mots et elle preserve la structure de la phrase, ce qui permet de representer 
le contenu du document en tenant compte de la semantique. 
- Flexible : notre approche offre a l'utilisateur la possibilite de definir la taille mini-
male et la taille maximale des sous-arbres frequents a extraire, ce qui permet de 
representer les documents avec des mots simples et/ou des groupes de mots. 
- Compacte : le nombre de sous-arbres frequents est controle par la valeur du support 
minimum fixee a l'avance. Une valeur raisonnable du support minimum permet 
d'avoir une representation compacte des documents. 
Notre approche de representation des documents est couteuse en terme de temps de 
calcul par rapport aux approches qui n'integrent pas les techniques de TALN. Cependant, 
il peut y avoir un gain de temps pour l'utilisateur si le clustering est efficacement effectue. 
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Chapitre 3 
Etude experimental 
3.1 Introduction 
L'objectif de ce chapitre est d'etudier experimentalement les differentes approches 
existantes pour representer les documents, arm de pouvoir les comparer a notre ap-
proche. Les sections 3.2 et 3.3 presentent les collections de documents utilisees pour les 
experiences et les mesures de qualite de clustering utilisees pour evaluer le clustering. 
Dans le but de choisir l'algorithme de clustering et la methode de ponderation les plus 
appropries pour les collections de textes utilisees dans les experiences, nous effectuons une 
comparaison entre les algorithmes K-moyennes, Buckshot, HAC et bisecting K-moyennes 
dans la section 3.4, et nous comparons les trois techniques de ponderation de termes 
(binaire, frequentielle et TF-IDF) dans la section 3.5. Une fois l'algorithme de cluste-
ring et la methode de ponderation selectionnes, l'etude experimentale commence par une 
evaluation de la representation «sac de mots» et les techniques de reduction de l'espace 
de representation utilisees pour l'ameliorer. Ensuite, nous evaluons la representation par 
sequences de mots, a savoir l'utilisation des bi-grammes de mots et les groupes nominaux 
comme une maniere d'exploiter l'information syntaxique contenue dans les documents. 
Enfin, nous evaluons notre systeme de clustering de documents dans la section 3.7. 
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3.2 Collection de textes 
Pour nos experiences, nous avons utilise trois collections de textes largement utilisees 
dans le domaine du clustering de documents, qui sont : Reuters-21578 [54, 18, 6], News-
groups [24] et OHUSMED [13]. 
Reuters-21578 : Dans les dernieres annees, la collection de test la plus utilisee dans 
le domaine de clustering de documents est la collection Reuters-21578. Elle comporte 
21578 articles qui sont apparus dans Reuters newswire de 1987. Chaque article est indexe 
manuellement par un nombre variable de themes (135), personnes (267), places (175), 
organisations (56) et bourses (39). 
20 Newsgroups : Une autre collection de textes tres populaire est 20 Newsgroups. 
C'est une collection d'environ 20 000 Usenet messages distribues sur 20 groupes de jour-
naux. Quelques groupes sont tres similaires. 
OHSUMED : La collection OHSUMED est composee de 348 566 extraits de 270 jour-
naux medicaux publies dans la periode 1987-1991. En general, ces textes comportent 
un titre et un resume, mais certains d'entre eux peuvent ne comporter qu'un titre. Les 
documents sont classifies selon les categories du MeSH1. Cette collection de textes est 
regulierement utilisee dans les conferences annuelles de TREC (Text REtrieval Confe-
rences). 
A partir de ces trois collections, nous avons extrait sept sous-collections, qui sont : 
- ReO, Rel et Re2 : Elles sont extraites de la collection Reuters-21578 ou nous 
n'avons pris que les documents qui sont assignes exactement a une seule classe 
(theme). 
xMeSH : Medical Subject Heading est un thesaurus utilise pour indexer de maniere standard des 
articles scientifiques et medicaux. 
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- 20NG : Elle est extraite de la collection 20 Newsgroups. Pour chaque groupe dans 
la collection 20 Newsgroups, nous avons pris 100 documents qui peuvent appartenir 
a une ou plusieurs classes (groupes). 
- OHSO, OHS1 et OHS2 : Elles sont extraites de la collection OHSUMED. La 
particularite de cette collection est que les documents contiennent beaucoup de 
longues structures comme, par exemple, calcium channel blockers qui est different 
au mot calcium seul. 
Le tableau 3.1 resume quelques informations statistiques sur chaque collection : 
Source 
Collection 
Nbr. de documents 
Nbr. de classes 
Taille des classes 
Nbr. de mots 
Nbr. de phrases 
20 Newsgroups 
20NG 
2000 
20 
100 
17766 
5874 
Reuters-21578 
ReO 
1311 
13 
12-369 
25858 
11195 
R e l 
2499 
25 
16-433 
44229 
19732 
Re2 
3089 
54 
3-177 
51783 
23253 
OHSUMED 
OHSO 
1591 
10 
65-283 
26654 
12648 
OHS1 
2742 
13 
95-299 
33991 
22894 
OHS2 
2633 
23 
58-249 
34699 
21412 
Tableau 3.1: Informations statistiques sur les collections de test. 
3.3 Methodes devaluation 
Generalement, on distingue deux types de methodes pour evaluer la qualite d'un 
clustering : mesures de la qualite interne et mesures de la qualite externe. 
3.3.1 Mesures de la qualite interne d'un clustering 
Quand les classes des objets ne sont pas connues, des mesures de la qualite interne sont 
utilisees pour evaluer la qualite d'un clustering. Le resultat du clustering d'un ensemble 
D de N documents est un ensemble de k clusters Ci, C 2 , . . . , Ck de tallies (nombre de 
60 
documents dans le cluster) ni, n2,..., n^ respectivement. Les principales mesures de la 
qualite interne d'un clustering sont les suivantes : 
La variance 
La variance est la somme des carres des ecarts de chaque document par rapport au 
centro'ide du cluster auquel il appartient. La plus petite valeur de la variance correspond 
a la meilleure solution de clustering. 
k 
E2
 = EE(^(d>^))2 
Ou d est un element de l'ensemble de documents D, et gt est le centro'ide du cluster 
a. 
La similarite d'ensemble (Overall similarity) 
Steinbach et al. (2000) ont propose d'utiliser la similarite d'ensemble comme mesure 
de la qualite interne d'un clustering [54]. La cohesion interne d'un cluster est mesuree par 
la similarite moyenne entre toutes paires de documents dans ce cluster. Elle est donnee 
par la formule suivante : 
J2 J2 sim(di, dj) 
G i t = 7, 
La similarite d'ensemble d'une solution de clustering est la moyenne ponderee des 
similarites moyennes des clusters. Elle est donnee par la formule suivante : 
k 
E ni x Gli 
OveralLSimilaritycs — — 77 
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La plus grande valeur de la similarite d'ensemble correspond a la meilleure solution 
de clustering. 
3.3.2 Mesures de la qualite externe d'un clustering 
Pour evaluer la qualite d'un clustering en fonction des classes connues de chaque 
document, deux mesures de la qualite externe d'un clustering sont classiquement utilisees : 
la F-mesure et VEntropie. Ces mesures sont basees sur deux notions : la precision et le 
rappel. Elles sont donnees par les deux formules suivantes : 
Ni-
Precision(i,j) = -~~-
Rappel(i,j) = -j^-
Ou Nij est le nombre de documents de la classe i et qui sont affectes au cluster j , iV, 
est le nombre de documents de la classe i et rij est le nombre de documents du cluster j . 
Entropie 
L'entropie mesure la facon dont les classes sont distributes ou reparties dans chaque 
cluster. Une valeur faible de l'entropie correspond a un meilleur clustering. 
L'entropie Ej du cluster j est calculee comme suit : 
q 
Ej = — y ^ Precision(i, j) Iog2 (Precision(i, j)) 
t= i 
Ou q est le nombre de classes de la collection. 
L'entropie pour une solution de clustering (CS) est la somme des entropies de chaque 
cluster, ponderee par leur taille : 
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k 
Ecs = N 
Ou N est le nombre total de documents, k est le nombre de clusters et rij est le 
nombre de documents dans le cluster j . 
F-mesure 
La F-mesure combine les mesures de precision et de rappel pour essayer d'assigner 
chaque cluster a une classe de tel sorte que deux clusters ne peuvent pas etre assignes a 
la meme classe. 
La F-mesure de cluster j et classe i est donnee par : 
^ 2 x Precision^, j) x Rappel(i,j) 
Precision(i,j) + Rappel(i,j) 
Pour une solution de clustering (CS), la formule generate de F-mesure est donnee par : 
k 
J2njm&xF(i,j) 
Fes = 3— ^ (3.2) 
Ou N est le nombre total de documents et k le nombre de clusters. 
La solution de clustering qui maximise la F-mesure associee, ou minimise l'entropie 
associee, est alors consideree comme la plus pertinente car elle correspond le mieux a la 
solution externe attendue. 
Les deux mesures de qualite externe : la F-mesure et l'entropie sont largement uti-
lisees dans le domaine du clustering de documents [54]. Nous allons les utiliser dans nos 
experiences pour evaluer le clustering. 
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3.4 Choix de l'algorithme de clustering 
Dans le chapitre 1, nous avons presente les differents algorithmes de clustering de 
documents, parmi lesquels nous avons selectionne quatres algorithmes, largement utilises, 
comme candidats pour nos experiences dont le but est de choisir l'algorithme le plus 
approprie a nos collections de textes. Ces algorithmes sont : K-moyennes, buckshot, 
hierarchique par agglomeration (HAC) et bisecting K-moyennes. 
Pour les experiences de cette section, nous utilisons la representation sac de mots, la 
methode de ponderation TF-IDF et le cosinus comme mesure de similarite entre docu-
ments. 
3.4.1 Comparaison des differentes mesures de similarite entre 
clusters pour HAC 
Pour l'algorithme HAC, nous avons evalue trois mesures de similarite entre clusters 
presentees dans la section 1.4.1 : lien simple, lien complet et lien moyen. Les resultats 
experimentaux presentes dans le tableau 3.2 montrent que la mesure lien moyen est 
la meilleure en terme de F-mesure pour toutes les collections, et pour six collections 
en termes d'entropie. En fait, la methode lien moyen fait intervenir tous les documents 
presents dans les deux clusters alors que les methodes lien simple et lien complet utilisent 
la distance minimale et la distance maximale entre deux documents particuliers des deux 
clusters qui ne donnent pas une information complete sur la totalite des documents dans 
les cluster. Ainsi, la methode lien moyen est moins sensible aux documents bruits. 
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Collections 
Lien simple 
Lien complet 
Lien moyen 
Lien simple 
Lien complet 
Lien moyen 
20NG ReO Rel Re2 OHS0 OHS1 OHS2 
F-mesure 
0,0952 
0,2102 
0,2566 
0,2870 
0,3821 
0,3972 
0,1518 
0,3088 
0,4290 
0,0736 
0,3633 
0,3817 
0,2050 
0,2229 
0,4108 
0,1504 
0,1737 
0,3040 
0,0956 
0,1446 
0,2505 
Entropie 
0,9884 
0,7981 
0,7260 
0,7874 
0,5399 
0,5228 
0,8587 
0,5598 
0,4438 
0,8822 
0,4709 
0,4832 
0,9587 
0,9066 
0,6009 
0,9819 
0,9238 
0,6827 
0,9659 
0,8725 
0,7329 
Tableau 3.2: Comparaison des differentes mesures de distance entre clusters pour HAC. 
3.4.2 Comparaison des algorithmes de clustering 
Dans cette experience, nous avons evalue les algorithmes : K-moyennes, buckshot, 
HAC et bisecting K-moyennes pour le clustering de nos collections. La mesure de simi-
larite lien moyen est utilisee pour l'algorithme HAC. Afin de contourner le probleme des 
centroi'des initiaux, les algorithmes K-moyennes, buckshot et bisecting K-moyennes sont 
executes 20 fois. Nous avons fait varier le nombre de clusters k dans {5,15,30,45,60}, et 
nous avons pris le nombre de clusters qui maximise la performance. Les valeurs moyennes 
de F-mesure et d'entropie sont donnees dans le tableau 3.3. 
Les resultats de la comparaison montrent que l'algorithme HAC est le meilleur pour 
la plupart de nos collections par rapport aux autres algorithmes. Les resultats des algo-
rithmes K-moyennes et Buckshot sont presque similaires. 
3.5 Comparaison des methodes de ponderation des 
termes 
La fonction de ponderation des mots represente numeriquement l'importance d'un 
mot dans une collection de documents en donnant plus de poids aux mots qui permettent 
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Collections 
K-moyennes 
Buckshot 
Bi. K-moyennes 
HAC 
K-moyennes 
Buckshot 
Bi. K-moyennes 
HAC 
20NG ReO Rel Re2 OHS0 OHS1 OHS2 
F-mesure 
0.2160 
0.1864 
0.1927 
0.2566 
0.4162 
0.4023 
0.4035 
0.3972 
0.3583 
0.3579 
0.3489 
0.4290 
0.3895 
0.3884 
0.2754 
0.3817 
0.3243 
0.3373 
0.3045 
0.4108 
0.2729 
0.2684 
0.2547 
0.3040 
0.2378 
0.2168 
0.1838 
0.2505 
Entropie 
0.8004 
0.8904 
0.8582 
0.7260 
0.5381 
0.4742 
0.4945 
0.5228 
0.5049 
0.5679 
0.5292 
0.4438 
0.4729 
0.4597 
0.6029 
0.4832 
0.7101 
0.7703 
0.8248 
0.6009 
0.7073 
0.8361 
0.8502 
0.6827 
0.7866 
0.7945 
0.8389 
0.7329 
Tableau 3.3: Comparaison des algorithmes de clustering. 
de distinguer les differents documents. 
Dans cette experience, nous avons evalue les differentes methodes de ponderation 
de termes introduites dans la section 1.2 : representation binaire, frequentielle (TF) et 
TF-IDF. L'algorithme HAC avec la mesure de similarity entre clusters lien moyen est 
utilise comme algorithme de clustering. Les resultats obtenus (tableau 3.4) montrent 
que la methode TF-IDF est la meilleure aussi bien en terme de F-mesure qu'en terme 
d'entropie pour toutes les collections. L'inconvenient majeur de la methode binaire et 
la methode frequentielle est qu'elles sont basees sur une information statistique locale 
qui renseigne uniquement sur le nombre d'occurrences des mots au niveau du document. 
Cependant, la methode TF-IDF prend en compte l'importance des mots dans toute la 
collection de documents. Ainsi, les mots qui se trouvent dans la majorite des documents 
comme ceux qui sont propres a quelques documents n'ont pas un role tres important dans 
le clustering, et leur poids sera faible. Par exemple, les documents dans les collections 
OHS0, OHS1 et OHS2 partagent beaucoup de mots largement utilise dans le domaine de 
la medecine en general, comme ils contiennent aussi des mots specifiques a leurs branches 
de la medecine. 
Dans la suite de ce document, l'algorithme utilise dans les differentes experiences est 
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Collections 
Binaire 
TF 
TF-IDF 
Binaire 
TF 
TF-IDF 
20NG ReO Rel Re2 OHS0 OHS1 OHS2 
F-mesure 
0,1007 
0,1244 
0,2566 
0,3875 
0,3995 
0,3972 
0,2567 
0,3918 
0,4290 
0,3207 
0,3055 
0,3817 
0,2072 
0,2043 
0,4108 
0,1500 
0,1501 
0,3040 
0,0988 
0,1245 
0,2505 
Entropie 
0,9791 
0,9597 
0,7260 
0,5712 
0,6889 
0,5228 
0,6886 
0,5782 
0,4438 
0,5574 
0,5688 
0,4832 
0,9508 
0,9536 
0,6009 
0,9718 
0,9746 
0,6827 
0,9477 
0,9278 
0,7329 
Tableau 3.4: Comparaison des methodes de ponderation de termes. 
HAC, la mesure de similarite entre documents est le cosinus, la mesure de similarite entre 
clusters est lien moyen et la methode de ponderation des termes est la fonction TF-IDF. 
3.6 Comparaison des differentes approches de repre-
sentation des documents 
Dans la section 1.2, nous avons presente les differentes approches existantes de repre-
sentation des documents. Dans cette section, nous evaluons ces approches sur nos collec-
tions de textes. L'etalon de depart (baseline) de cette comparaison est la representation 
sac de mots (BOWstop,stem)- Nous incorporons progressivement des connaissances linguis-
tiques (lemmatisation, etiquetages des parties du discours) pour creer d'autres representations 
semantiquement plus riches, et nous etudions leur apport pour le clustering de documents 
par rapport a la representation standard BOWst0p,stem- Nous examinons aussi l'utilisa-
tion des bi-grammes comme un exemple de la representation sequences de mots «statis-
tiques», et les groupes nominaux comme un exemple de la representation sequences de 
mots «syntaxiques». 
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3.6.1 Representation sac de mots 
Suppression des mots vides et racinisation 
Dans cette experience, nous evaluons la representation sac de mots. Tout d'abord, 
nous effectuons une comparaison entre la technique de suppression des mots vides, la 
technique de racinisation et la combinaison des deux techniques. 
Pour cela, nous avons utilise une liste de 571 stopwords de la langue anglaise pour 
la suppression des mots vides et le «stemmer» de Porter pour la racinisation des mots. 
Nous avons construit les trois representations sac de mots suivantes : 
- BOW : La representation sac de mots avant la suppression des mots vides et la 
racinisation; 
- BOWstap : La representation sac de mots apres la suppression des mots vides; 
- BOWstop,stem '• La representation sac de mots apres la suppression des mots vides 
et la racinisation. 
Collections 
BOW 
BOWstop 
D\J Wstop,stem 
BOW 
BOWstop 
DKJ Wstop, stem 
20NG ReO Rel Re2 OHSO OHS1 OHS2 
F-mesure 
0,1570 
0,2389 
0,2566 
0,3945 
0,3955 
0,3972 
0,3933 
0,4078 
0,4290 
0,3258 
0,3806 
0,3817 
0,3550 
0,4059 
0,4108 
0,2591 
0,3034 
0,3040 
0,2122 
0,2402 
0,2505 
Entropie 
0,8285 
0,7580 
0,7260 
0,5537 
0,5417 
0,5228 
0,4840 
0,4527 
0,4438 
0,5666 
0,4869 
0,4832 
0,6753 
0,6118 
0,6009 
0,7550 
0,6992 
0,6827 
0,7913 
0,7482 
0,7329 
Tableau 3.5: Comparaison des techniques de reduction de l'espace de representation. 
Les resultats obtenus montrent que la BOWstop,stem donne des resultats legerement 
meilleurs par rapport aux autres representations. 
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Lemmatisation 
La racinisation n'est pas basee sur des contraintes linguistiques fortes. Elle peut creer 
des mots qui n'existent pas (par exemple, la racine de queries est querie, un mot qui 
n'existe pas), comme des mots differents peuvent etre reduit a la meme racine (par 
exemple, la racine des mots police et policy est polic). De maniere plus exacte, la lem-
matisation permet d'associer a chaque mot son lemme grace a un etiquetage morpho-
syntaxique (nom, verbe, adjectif, etc.). 
Dans cette experience, nous avons examine l'utilisation des lemmes au lieu des ra-
tines. Nous avons utilise l'analyseur syntaxique de Stanford pour accomplir la tache de 
lemmatisation. 
Les resultats obtenus (tableau 3.6) montrent que la lemmatisation et le stemming 
donnent presque des resultats similaires pour la plupart des collections. La lemmatisation 
necessite beaucoup de ressources linguistiques alors que l'utilisation de la racinisation 
comme alternative a le meme effet pour le clustering avec un cout minimal. En terme 
de dimension, la lemmatisation reduit l'espace de representation pour nos collections de 
19-24%, alors que la racinisation le reduit de 27-30%. 
Collections 
BOWstop 
stem BOWlemme 
.stem 
BOWiemme 
20NG ReO Rel Re2 OHSO OHS1 OHS2 
F-mesure 
0,2566 
0,2260 
0,3972 
0,4203 
0,4290 
0,4447 
0,3817 
0,3425 
0,4108 
0,4116 
0,3040 
0,3041 
0,2505 
0,2433 
Entropie 
0,7260 
0,8158 
0,5228 
0,5038 
0,4438 
0,4419 
0,4832 
0,5086 
0,6009 
0,5984 
0,6827 
0,6938 
0,7329 
0,7398 
Tableau 3.6: Comparaison entre l'utilisation de la racinisation et la lemmatisation pour 
la representation des documents. 
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Etiquetage des parties du discours 
L'etiquetage des parties du discours est utilise pour la selection des attributs qui 
portent plus d'information sur le contenu du document. Les noms sont susceptibles d'etre 
les parties du discours les plus discriminants par rapport aux adjectifs, verbes et adverbes. 
Dans cette experience, nous avons examine l'impact de l'utilisation des noms, adjectifs et 
verbes comme attributs pour la representation des documents. Pour l'etiquetage des par-
ties du discours, nous avons utilise l'analyseur syntaxique de Stanford. Cet outil attribue 
une categorie grammaticale a tous les mots contenus dans un texte. Par exemple, pour 
le texte «The documents are correctly classified.», l'etiquetage des parties du discours 
donne : The/DT documents/NNS are/VBP correctly/RB classified/VBN ./.. 
Collections 
BOWstop 
stem Noms 
Noms et adjectifs 
Noms, adj. et verbes 
BOWst0p stem 
Noms 
Noms et adjectifs 
Noms, adj. et verbes 
20NG ReO Rel Re2 OHS0 OHS1 OHS2 
F-mesure 
0,2566 
0,2050 
0,2359 
0,2330 
0.3972 
0,3499 
0,3959 
0,3998 
0,4290 
0,4407 
0,4481 
0,4173 
0,3817 
0,3745 
0,3470 
0,3475 
0,4108 
0,3640 
0,3914 
0,3839 
0,3040 
0,2616 
0,3037 
0,3064 
0,2505 
0,2274 
0,2363 
0,2492 
Entropie 
0,7260 
0,8538 
0,7983 
0,7671 
0,5228 
0,5066 
0,4942 
0,5160 
0,4438 
0,4258 
0,4355 
0,4386 
0,4832 
0,4774 
0,5013 
0,5076 
0,6009 
0,6596 
0,5997 
0,6073 
0,6827 
0,7134 
0,6868 
0,6726 
0,7329 
0,7668 
0,7438 
0,7406 
Tableau 3.7: Utilisation de l'etiquetage des parties du discours dans la representation des 
documents. 
Les resultats obtenus (tableau 3.7) montrent que l'utilisation de l'etiquetage des 
parties du discours n'ameliore pas la qualite du clustering. En terme de F-mesure, la 
representation BOWst0p,stem est la meilleure pour 5 collections. En general, les verbes ne 
presentent pas une grande importance pour le clustering. La representation basee sur les 
noms et les adjectifs donne presque les memes resultats que la representation standard 
BOWstop 
.stem' 
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3.6.2 Representation par sequences de mots 
Dans cette section, nous avons etudie l'effet de la representation par sequences de 
mots sur la qualite du clustering de documents. 
Bi-grammes de mots 
La representation par sequences de mots la plus simple est la representation bi-
grammes. Pour creer une representation bi-grammes pour chaque document, nous avons 
defini les etapes suivantes : 
- Suppression des mots vides; 
- Racinisation de tous les mots; 
- Construction des paires successives de deux mots (bi-grammes) en prenant en 
compte les frontieres des phrases; 
- Normalisation des bi-grammes : les deux mots de chaque bi-gramme sont convertis 
en minuscule et ils sont ordonnes par ordre alphabetique2. 
Exemple : Pour le texte suivant : «Replacement of an aortic valve cusp after neonatal 
endocarditis. Septic arthritis developed in a neonate after an infection of her hand.» 
Laliste des bi-grammes est: (aortic, replac) (aortic, valv)(cusp, valv)(cusp, neonat)(en-
docard, neonat)(arthriti, septic) (arthriti, develop) (develop, neonat) (infect, neonat)(hand, 
infect) 
Les resultats obtenus sont presentes dans le (tableau 3.8). L'utilisation des bi-grammes 
n'ameliore pas significativement la qualite du clustering pour nos collections de textes 
sauf pour la collection 20NG. Comme les classes originales de la collection 20NG sont 
tres proches les unes des autres, les bi-grammes de mots deviennent des attributs plus 
2D'apres nos experiences, l'utilisation de bi-grammes non ordonnes degrade la qualite du clustering 
de documents par rapport aux bi-grammes ordonnes 
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discriminants que les mots individuels pour separer ces classes. 
Collections 
stem 
Bigrammes 
Combinaison 
stem 
Bigrammes 
Combinaison 
20NG ReO Rel Re2 OHS0 OHS1 OHS2 
F-mesure 
0,2566 
0,4725 
0,2536 
0,3972 
0,4347 
0,4513 
0,4290 
0,3723 
0,4139 
0,3817 
0,3544 
0,3788 
0,4108 
0,3125 
0,3703 
0,3040 
0,2476 
0,2918 
0,2505 
0,2079 
0,2473 
Entropie 
0,7260 
0,4477 
0,7316 
0,5228 
0,4945 
0,4814 
0,4438 
0,4605 
0,4311 
0,4832 
0,4950 
0,4548 
0,6009 
0,7118 
0,5949 
0,6827 
0,7486 
0,6968 
0,7329 
0,7909 
0,7440 
Tableau 3.8: Comparaison entre la representation sac de mots et la representation bi-
grammes. 
Groupes nominaux 
Le format en sortie de l'analyse syntaxique d'une phrase en utilisant Stanford parser 
peut etre une structure d'arbre des groupes syntaxiques indiquant le decoupage recursif 
de la phrase en constituants grammaticaux (par exemple : des groupes nominaux et des 
groupes verbaux). La figure 3.1 montre la structure d'arbre des groupes syntaxiques de 
la phrase «The documents are correctly classified.». 
Dans le chapitre 1, nous avons presente quelques travaux qui ont essaye d'exploiter la 
structure de l'arbre des groupes syntaxiques pour generer des nouveaux attributs pour 
la representation des documents afin d'ameliorer le clustering. Une maniere d'utiliser cet 
arbre est de prendre que les groupes nominaux comme attributs pour le modele vectoriel. 
Dans l'experience suivante, nous avons compare une representation basee sur les 
groupes nominaux avec la representation sac de mots standard. Nous avons defini les 
etapes suivantes pour creer une representation avec groupes nominaux : 
- Extraire tous les groupes nominaux; 
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Root 
NP VP 
DT NNS VBP ADVP ADJ] 
The documents are pjg VBN 
(the) (document) (be) 
correctly classified 
(correctly) (classify) 
Figure 3.1: La structure d'arbre des groupes grammaticaux de la phrase : The documents 
are correctly classified. 
Pour chaque groupe nominal, garder que les noms, les adjectifs et les verbes, sup-
primer les mots vides et ordonner les mots par ordre alphabetique; 
Supprimer des groupes constitues d'un seul mots et les groupes redondants. 
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Collections 
BOWstop ,stem 
Groupes nominaux 
BOWstop 
,stem 
Groupes nominaux 
20NG ReO Rel Re2 OHS0 OHS1 OHS2 
F-mesure 
0.2566 
0.1504 
0.3972 
0.3866 
0.4290 
0.3591 
0.3817 
0.2927 
0.4108 
0.2647 
0.3040 
0.2076 
0.2505 
0.1711 
Entropie 
0.7260 
0.9046 
0.5228 
0.5733 
0.4438 
0.5252 
0.4832 
0.5700 
0.6009 
0.7496 
0.6827 
0.8146 
0.7329 
0.8263 
Tableau 3.9: Utilisation des groupes nominaux pour la representation des documents. 
Les resultats obtenus (tableau 3.9) montrent que l'utilisation des groupes nominaux 
n'ameliore pas la qualite du clustering. En effet, les groupes nominaux portent plus de 
semantique par rapport aux mots individuels, mais ils possedent une qualite statistique 
inferieure. 
La presente section a montre l'impact de l'utilisation des connaissances linguistiques 
(lemmatisation, etiquetage des parties du discours, groupes nominaux) dans la representation 
des documents sur les performances du clustering de documents. Les resultats de nos 
experiences ont montre que ces approches ameliorent legerement le clustering dans cer-
tains cas, et elles le degradent dans d'autres cas. Toutefois, l'utilisation des techniques 
TALN permet d'extraire des structures qui portent plus de semantique sur le contenu 
des documents que les mots simples, mais leur exploitation efficace dans les systemes de 
clustering de documents depend de la nature de l'integration de ces structures dans la 
representation des documents et le calcul de similarite entre documents, en particulier le 
modele de representation adopte, la methode de ponderation appliquee et la mesure de 
similarite utilisee. 
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3.7 Evaluation de notre systeme de clustering 
3.7.1 Evaluation de notre approche de representation des do-
cuments 
La premiere experience decrite dans cette section evalue notre approche de representation 
des documents en utilisant les sous-arbres frequents extraits. Dans cette experience, nous 
avons utilise le cosinus pour calculer la similarite entre documents et la methode TF-IDF 
pour la ponderation des sous-arbres. 
La mesure de similarite du cosinus s'applique sur le modele vectoriel. Nous devons 
done representer les documents dans un espace vectoriel de n dimensions, ou n est le 
nombre de sous-arbres frequents. Chaque dimension dans cet espace vectoriel correspond 
a un sous-arbre frequent, et chaque document est represente par un vecteur TF-IDF (voir 
section 1.2) : 
~d = {TfIdf{STud),..., TfIdf(STn, d)) 
Le poids TF-IDF d'un sous arbre ST dans un document d est definie comme suit : 
TfIdf(ST,d) = Tf(ST,d) x log( J ^ J L ) 
Ou | Z) | est le nombre de documents dans la collection, Tf(ST, d) est le nombre 
d'occurrences de ST dans l'ensemble d d'arbres de dependance du document d (d = 
{T1 ,T2 , . . . ,T r o}), t e l que : 
Tf(ST,d) = Y,freq{ST,Tl) 
Et df(ST, D) est le nombre de documents contenant le sous-arbre ST, tel que : 
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df(ST,D) = Yi<KST,di) 
diev 
Ou (f)(ST, d) est une fonction indicatrice definie comme suit : 
1 si STest un sous-arbre au moins d'un arbre Tj G d 
0 sinon cp(ST,d)=t 
Nous devons aussi specifier les parametres : minsup, mirumotif et maxjnotif. 
La taille minimale des sous-arbres 
Afin d'etudier l'effet de la taille minimale des sous-arbres frequents, nous avons ef-
fectue deux experiences. Dans les deux experiences, nous avons fixe le support minimum 
a 1% (minsup = 0,01) et la taille maximale des sous-arbres a 4 (max-motif = 4). 
En effet, les sous-arbres frequents de taille plus de 4 sont rares et n'ameliorent pas le 
clustering. 
- Experience 1 : Dans cette experience, nous avons utilise les sous-arbres frequents 
de taille minimale egale a 1 (min-motif = 1). Les resultats obtenus pour cette 
experience sont presentes dans le tableau 3.10. En terme de F-mesure, nous remar-
quons que cette representation ameliore la qualite du clustering pour les collections 
ReO, Rel et Re2, mais elle est moins bonne par rapport a la representation standard 
BOWst0p,stem pour les collections 20NG, OHS0, OHSl et OHS2. En terme d'entro-
pie, elle donne les meilleurs resultats pour 6 collections, ReO, Rel, Re2, OHS0, 
OHSl et OHS2. 
- Experience 2 : Dans cette experience, nous avons utilise les sous-arbres frequents 
de taille minimale egale a 2 min-motif = 2). Les resultats obtenus montrent que 
1'utilisation de cette representation n'ameliore que la qualite du clustering de la col-
lection 20NG en terme de F-mesure et entropie. Aucune amelioration n'est apportee 
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pour les autres collections par rapport a la representation standard BOWstop,stem-
En analysant ces resultats, nous constatons que la valeur du parametre minjmotif est 
liee a la nature de la collection. Dans la collection 20NG, la plupart des classes originales 
sont tres similaires dont les documents partagent beaucoup de mots simples, par exemple, 
les classes : talk.politics.guns, talk.politics.mideast et talk.politics.raise. L'enrichissement 
de la representation avec des structures plus longues (sous-arbres de taille 2, 3 et 4) 
permettent d'avoir plus de similarite entre les documents de la meme classe et plus de 
dissimilarite entre les documents des classes differentes. Dans les collections ReO, Rel 
et Re2, les classes originales sont disjointes done l'enrichissement de la representation 
avec des structures de taille plus de 1 n'a aucun effet sur le calcul de similarite entre les 
documents. Les documents dans OHSO, OHS1 et OHS2 ont des longueurs differentes. II 
existe des documents qui ne contiennent qu'une seule phrase. Dans ce cas, l'utilisation 
des structures plus longues que les mots simples n'ameliore pas la qualite du clustering. 
Le probleme vient du calcul de similarite entre deux documents de longueurs differentes. 
En utilisant le cosinus, deux documents de longueurs differentes peuvent avoir une valeur 
de similarite faible, meme s'ils partagent beaucoup de sous-arbres frequents en commun 
a cause de la grande norme du document long. La mesure de similarite que nous avons 
proposee permet de regler ce probleme puisque elle est basee sur les similarites entre les 
phrases des documents. Les documents ne sont pas considered comme une seule unite 
mais comme un ensemble de phrases done la longueur des documents n'influence pas 
beaucoup le calcul de similarite. 
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Collections 
BOW standard 
Experience 1 
Experience 2 
BOW standard 
Experience 1 
Experience 2 
20NG ReO Rel Re2 OHS0 OHS1 OHS2 
F-mesure 
0.2566 
0.2220 
0.6188 
0.3972 
0.5257 
0.4476 
0.4290 
0 .4526 
0.2898 
0.3817 
0.5033 
0.3566 
0.4108 
0.3926 
0.3319 
0.3040 
0.2942 
0.2413 
0.2505 
0.2435 
0.2253 
Entropie 
0.7260 
0.7410 
0.3108 
0.5228 
0.3934 
0.5565 
0.4438 
0.4044 
0.7143 
0.4832 
0.3157 
0.5142 
0.6009 
0.5629 
0.7110 
0.6827 
0.6307 
0.7759 
0.7329 
0.5158 
0.7903 
Tableau 3.10: Evaluation de notre approche de representation des documents. 
Sensibilite au choix du support 
Dans cette experience, nous avons etudie l'effet du choix du support sur la represen-
tation. La figure 3.2 montre les resultats obtenus. Nous observons que les meilleurs 
resultats du clustering sont obtenus pour une petite valeur (1%) du support minimum. 
Apres plusieurs experiences, nous suggerons l'utilisation d'une valeur de support mi-
nimum qui depend au nombre moyen de phrases par document. En fait, nous recherchons 
des sous-arbres presents dans plus d'un document. La formule suivante peut etre utilisee 
pour fixer la valeur du support : 
Nombre moyen de phrases par document 
minsup = a x — — 
Nombre total de phrases dans la collection 
oil a est une constante qui indique approximativement le nombre de documents de-
vront contenir un sous-arbre quelconque. 
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MinSup{%) 
ui 
Figure 3.2: Sensibilite au choix du support. 
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3.7.2 Evaluation de notre mesure de similarity 
Dans cette experience, nous avons evalue la nouvelle mesure de similarite entre docu-
ments proposee dans le chapitre 2. Nous avons fixe le support minimum a 1% (minsup = 
0,01), la taille minimale a 1 (miri-motif = 1) et la taille maximale a 4 (max-motif = 4). 
Collections 
tSL) Wstop, stem 
Notre mesure 
DKJ Wstop, stem 
Notre mesure 
20NG ReO Rel Re2 OHS0 OHS1 OHS2 
F-mesure 
0.2566 
0.7572 
0.3972 
0.5812 
0.4290 
0.6126 
0.3817 
0.6385 
0.4108 
0.7231 
0.3040 
0.7039 
0.2505 
0.6716 
Entropie 
0.7260 
0.1402 
0.5228 
0.1254 
0.4438 
0.1368 
0.4832 
0.1247 
0.6009 
0.0913 
0.6827 
0.0927 
0.7329 
0.0854 
Tableau 3.11: Evaluation de notre mesure de similarite. 
Les resultats obtenus (tableau 3.11) montrent l'efficacite de notre mesure de similarite 
par rapport a la mesure cosinus. Nous pouvons expliquer ces resultats par les points 
suivants : 
- La similarite entre documents de longueurs differentes : Le calcul de similarite 
entre documents n'est pas disproportionnellement influence par la longueur des 
documents, puisque ce calcul est base sur les similarites entre les phrases. 
- Le poids de sous-arbres : Dans le calcul de similarite entre documents, nous avons 
donne plus de poids aux sous-arbres de grande taille. En fait, un sous-arbre de taille 
superieure a 1 porte plus de semantique mais sa frequence d'apparition est faible 
par rapport a un sous-arbre de taille 1. Pour avoir un equilibre, nous avons associe 
un poids plus grand aux sous-arbres de taille superieure a 1. 
- La dependance de la mesure de similarite au choix des attributs representants les 
documents : Notre representation est basee sur les phrases, une mesure de similarite 
basee aussi sur les phrases est plus appropriee a notre approche de representation. 
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Conclusion 
La representation des documents joue un role tres important pour le clustering de 
documents. En general, la plupart des representations proposees dans la litterature se 
base sur le modele vectoriel dont la representation la plus populaire est «sac de mots». 
Cette derniere est souvent raffinee par la suppression des mots vides et la racinisation 
de tous les mots. La methode TF-IDF est generalement utilisee pour la ponderation des 
mots. La representation «sac de mots» genere un espace de representation de grande 
dimension qui nous empeche d'utiliser efficacement les algorithmes de clustering. En 
plus, elle ignore les relations syntaxiques et semantiques entre les mots. Pour reduire 
l'espace de representation, d'autres modeles bases sur des techniques de traitement de 
la langue naturelle comme la lemmatisation et l'etiquetage des parties du discours ont 
ete proposes. Nous avons teste ces modeles sur plusieurs collections de documents tex-
tuels. Les resultats obtenus ont montre qu'ils permettent essentiellement de reduire l'es-
pace de representation sans amelioration de la qualite du clustering par rapport a la 
representation «sac de mots». Dans le but d'avoir plus de semantique par la combi-
naison des mots, d'autres representations alternatives definissent les groupes de mots a 
partir des donnees statistiques (bigrammes) ou linguistiques (groupes nominaux) au lieu 
des mots individuels. Les resultats obtenus lors de notre etude experimentale ont montre 
que ces representations ne sont pas notablement meilleures que la representation «sac de 
mots». 
L'objectif de ce travail est de trouver une representation compacte qui represente 
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mieux le contenu du document. L'information syntaxique nous parait interessante malgre 
les resultats negatifs observes lors de l'utilisation des groupes nominaux. L'arbre de 
dependance syntaxique obtenu par l'analyse syntaxique d'une phrase est une forme de 
l'information syntaxique. L'idee de notre travail est de trouver une maniere efficace d'ex-
ploiter les arbres de dependance pour la representation et le clustering de documents 
textuels. 
Dans ce memoire, nous avons propose une nouvelle approche de representation des 
documents basee sur les sous-arbres frequents d'arbres de dependance. Ces sous-arbres 
sont extraits en utilisant les techniques de la fouille d'arbres. Les avantages de cette 
representation sont : 
- Elle prend en consideration les relations de dependances syntaxiques entre les mots 
formant des groupes de mots qui portent plus de semantique que les mots individuels 
et les sequences de mots regroupes de fagon arbitraire. Ainsi, elle considere la phrase 
comme unite minimale pour representer le contenu du texte. 
- Elle permet aussi de combiner les mots simples avec les groupes de mots. Les 
parametres taille minimale et taille maximale des sous-arbres nous donnent la pos-
sibilite de prendre les sous-arbres de taille 1 (mots simples), et de taille plus de 1 
(groupes de mots). 
- Elle est compacte du fait que les mots vides sont supprimes, les mots sont reduits 
a leur racine (lemme), et le nombre de sous-arbres a extraire est controle par la 
valeur du support minimal fixe a l'avance. 
La deuxieme contribution de ce travail est la proposition d'une nouvelle mesure de 
similarite entre documents basee sur notre approche de representation. L'avantage de 
cette mesure est l'utilisation de la phrase comme unite de base dans le calcul de similarite. 
Enfin, un systeme de clustering de documents est construit afin de tester notre ap-
proche. Pour ce systeme, nous avons choisi d'utiliser l'algorithme hierarchique par ag-
glomeration (HAC) avec la mesure de similarite entre clusters lien moyen. Les resultats 
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obtenus par l'application de notre methode prouvent son efficacite. 
Une extension de ce travail consiste a enrichir notre approche de representation 
par l'integration de l'information semantique (synonymie, polysemie) en utilisant un 
thesaurus comme WordNet. Nous envisageons aussi la selection d'un ensemble de phrases 
pertinentes qui refletent le contenu du document au lieu de prendre toutes les phrases. 
Ces phrases peuvent etre extraites a partir des parties du document riches d'information 
sur son contenu comme le titre et le resume. 
Une autre direction de recherche consiste a donner des descripteurs a chaque cluster 
genere. La description du cluster presente le contenu du cluster d'une maniere comprehensible 
aux utilisateurs. Nous envisageons la possibilite de selectionner les descripteurs d'un clus-
ter parmi les sous-arbres caracteristiques dans ce cluster. 
Notre mesure de similarity peut aussi etre appliquee pour la recherche d'information 
afin identifier les documents les plus proches de la requete formulee par l'utilisateur. 
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