We consider a d -dimensional harmonic crystal, d ≥ 1 , and study the Cauchy problem with random initial data. We assume that the random initial function is close to different translation-invariant processes for large values of x 1 , . . . , x k with some k ∈ {1, . . . , d} . The distribution µ t of the solution at time t ∈ R is studied. We prove the convergence of correlation functions of the measures µ t to a limit for large times. The explicit formulas for the limiting correlation functions and for the energy current density (in mean) are obtained in the terms of the initial covariance. We give the application to the case of the Gibbs initial measures with different temperatures. In particular, we find stationary states in which there is a constant non-zero energy current flowing through the harmonic crystal. Furthermore, the weak convergence of µ t to a limit measure is proved. We also study the initial boundary value problem for the harmonic crystal with zero boundary condition and obtain the similar results.
Introduction
We study the Cauchy problem for a harmonic crystal in d dimensions with n components, d, n ≥ 1 . We assume that the initial datum Y 0 (x) , x = (x 1 , . . . , x d ) ∈ Z d , of the problem is a random element of the Hilbert space H α consisting of real sequences, see Definition 2.1 below. The distribution of Y 0 (x) is a probability measure µ 0 with zero mean value. We assume that the covariance Q 0 (x, y) of µ 0 decreases like |x − y| −N as |x − y| → ∞ with some N > d . Furthermore, we impose the condition S3 (see formulas (2.12)-(2.14) below) which means roughly that Y 0 (x) is close to different translation-invariant processes Y n (x) with distributions µ n as (−1)
n j x j → +∞ for all j = 1, . . . , k , with some k ∈ {1, . . . , d} . Here n stands for the vector n = (n 1 , . . . , n k ) , where all n j ∈ {1, 2} . Given t ∈ R , denote by µ t the probability measure that gives the distribution of the solution Y (x, t) to dynamical equations with the random initial datum Y 0 . We study the asymptotics of µ t as t → ∞ . The first objective is to prove the convergence of the correlation functions of µ t to a limit,
The explicit formulas for the limit covariance Q ∞ are given in (2.17)- (2.22) . They allow us to derive the expression for the limiting mean energy current density J ∞ in the terms of the initial covariance Q 0 (x, y) .
We apply our results to a particular case when µ n are Gibbs measures with different temperatures T n > 0 . Therefore, our model can be considered as a "system + 2 k reservoirs", where "reservoirs" consist of the crystal particles lying in 2 k regions of a form {x ∈ Z d : (−1)
n j x j > a for all j = 1, . . . , k, where n j = 1 or 2} with some a > 0 , and the "system" is the remaining part of the crystal. At t = 0 , the reservoirs have Gibbs distributions with corresponding temperatures T n , n = (n 1 , . . . , n k ) . (In the case of d = 1 , the similar model was studied by Spohn and Lebowitz [23] .) We show that the energy current density J ∞ is a constant vector satisfying formulas (4.4) and (4.5). Furthermore, under additional symmetry conditions on the harmonic crystal, the coordinates of the energy current J ∞ ≡ (J For infinite one-dimensional (1D) chains of harmonic oscillators, similar results have been established by Boldrighini, Pellegrinotti and Triolo [1] and by Spohn and Lebowitz [23] . In earlier investigations, Lebowitz et al. [22, 4] , Nakazawa [19] analyzed the stationary energy current through the finite 1D chain of harmonic oscillators in contact with external heat reservoirs at different temperatures. For d ≥ 1 , the convergence (1.3) has been obtained for the first time by Lanford and Lebowitz [18] for initial measures which are absolutely continuous with respect to the canonical Gaussian measure. We consider more general class of initial measures with the mixing condition and do not assume the absolute continuity. For the first time the mixing condition has been introduced by Dobrushin and Suhov for the ideal gas [6] . Using the mixing condition, we have proved the convergence for the wave and Klein-Gordon equations (see [9] and references therein) for non translation invariant initial measures µ 0 . For many-dimensional crystals, the results (1.1) and (1.3) were obtained in [7] for translation invariant measures µ 0 . The present paper develops our previous work [8] , where (1.1)-(1.3) were proved in the case of k = 1 .
In this paper, we also study the initial boundary value problem for the harmonic crystal in the half-space Z There are a large literature devoted to the study of return to equilibrium, convergence to non-equilibrium states and heat conduction for nonlinear systems, see [2, 25] for an extensive list of references. For instance, ergodic properties and long time behavior were studied for weak perturbation of the infinite chain of harmonic oscillators as a model of 1D harmonic crystals with defects by Fidaleo and Liverani [14] and for the finite chain of anharmonic oscillators coupled to a single heat bath by Jakšić and Pillet [15] . A finite chain of nonlinear oscillators coupled to two heat reservoirs has been studied by Eckmann, Rey-Bellet and others [12, 13, 21] . For such system the existence of non-equilibrium states and convergence to them have been investigated in [12, 21] . In [13] , Eckmann, Pillet, and Rey-Bellet showed that heat (in mean) flows from the hot reservoir to the cold one. Fourier's law for a harmonic crystal with stochastic reservoirs was proved by Bonetto, Lebowitz and Lukkarinen [3] . In the present paper, we find stationary non-equilibrium states in which there is a non-zero energy current flowing through the infinite d -dimensional harmonic crystal.
The paper is organized as follows. In Sec. 2, we impose the conditions on the model and on the initial measures µ 0 and state the main results. In Sec. 3, we construct examples of random initial data satisfying all assumptions imposed. The application to Gibbs initial measures and the derivation of the formula (1.2) are given in Sec. 4. In Sec. 5.1, the uniform bounds for covariance of µ t are obtained, and the proof of (1.3) is discussed. The asymptotics (1.1) is proved in Sec. 5.2. In Sec. 6, we study the initial-boundary value problem for harmonic crystals in the half-space and prove the results similar to (1.1)-(1.3).
Main results

Model
We consider a Bravais lattice in R d with a unit cell which contains a finite number of atoms. For notational simplicity, the lattice is assumed to be simple hypercubic. Let u(x) be the field of displacements of the crystal atoms in cell x ( x ∈ Z d ) from the equilibrium position. In the harmonic approximation, the field u(x) is governed by the equations of a type (see, e.g., [20, 18] 
(2.1)
is the real interaction (or force) matrix, (V kl (x)) , k, l = 1, ..., n . Physically n = d×(number of atoms in the unit cell). Here we take n to be an arbitrary positive integer. The dynamics (2.1) is invariant under lattice translations.
Let us denote
. Then (2.1) takes the form of an evolution equatioṅ
Formally, this is a linear Hamiltonian system, since
Here V is a convolution operator with the matrix kernel V , I is unit matrix, and H is the Hamiltonian functional 4) where the kinetic energy is given by (1/2) v, v = (1/2)
|v(x)| 2 and the potential energy
, (·, ·) stands for the real scalar product in the Euclidean space R n (or in R d ). We assume that the initial datum Y 0 belongs to the phase space H α , α ∈ R .
Definition 2.1 H α is the Hilbert space of pairs
We impose the following conditions E1-E6 on the matrix V .
E1
There exist positive constants C and γ such that V (x) ≤ Ce −γ|x| for x ∈ Z d , V (x) denoting the matrix norm.
LetV (θ) be the Fourier transform of V (x) , with the convention
where
E2 V is real and symmetric, i.e.,
The conditions E1 and E2 imply thatV (θ) is a real-analytic Hermitian matrix-valued function in θ ∈ T d .
E3
The matrixV (θ) is non-negative definite for every θ ∈ T d .
Let us define the Hermitian non-negative definite matrix,
, s ≤ n , and the corresponding spectral projections Π σ (θ) with multiplicity r σ = tr Π σ (θ) .
Lemma 2.2 (see [7, Lemma 2.2] 
Below we suggest that ω σ (θ) denote the local real-analytic functions from Lemma 2.2 (i). The next condition on V is the following:
To prove the convergence (1.3), we need a stronger condition E4'.
E4' For each σ = 1, . . . , s , the determinant of the matrix of second partial derivatives of ω σ (θ) does not vanish identically on
Then the Lebesgue measure of C σ vanishes, σ = 0, 1, ..., s (see [7, Lemma 2.3] ).
The condition E5 can be weakened to the condition E5', see Remark 2.7 below.
Example 2.3 For any d, n ≥ 1 we consider the nearest neighbor crystal for which
where e i = (δ i1 , . . . , δ id ) . Then
Hence, the eigenvalues ofV (θ) arẽ
These eigenvalues still have to be labelled according to magnitude and degeneracy as in Lemma 2.2. Clearly the conditions E1-E5 hold and C * = ∅ . If all m l > 0 , then the set C 0 is empty and the condition E6 is fulfilled. Otherwise, if m l = 0 for some l , then C 0 = {0} . In this case, E6 is equivalent to the condition ω We assume that Y 0 in (2.2) is a measurable random function and denote by µ 0 a Borel probability measure on H α giving the distribution of Y 0 . Expectation with respect to µ 0 is denoted by E . We impose the following conditions S1-S3 on the initial measure µ 0 .
Here for a, b, c ∈ C n , we denote by a ⊗ b the linear operator (a ⊗ b)c = a n j=1 b j c j .
Suppose that ∀ε > 0 there exists N(ε) ∈ N such that for anyȳ ∈ Z k : (−1) n j y j > N(ε) for each j = 1, . . . , k , the following bound holds
Here q n (z) , n ∈ N k , are the correlation matrices of some translation-invariant measures µ n with zero mean value in H α .
In particular, if k = 1 , then the condition S3 means that Q 0 (x, y) = q 0 (x 1 , y 1 ,x −ỹ) , where x = (x 1 ,x) ,x = (x 2 , . . . , x d ) , and
Note that the initial measure µ 0 is not translation-invariant if q n = q n ′ for some n = n ′ . The examples of µ 0 satisfying the conditions S1-S3 are given in Sec. 3.
Convergence of correlations functions
Definition 2.5 µ t is a Borel probability measure in H α which gives the distribution of
) . Denote by Q t the quadratic form with the matrix kernel (Q ij t (x, y)) i,j=0,1 ,
Let us introduce the limiting correlation matrix
Here q ∞ (x) has a form (in the Fourier transform) 18) where Π σ (θ) is the spectral projection from Lemma 2.2 (iii),
P m (k) denotes the collection of all m -combinations of the set {1, . . . , k} (for instance,
In particular, if k = 1 , then formulas (2.19) become
For any d, n ≥ 1 and k = 1 , these formulas were derived in [8] .
Note thatq ∞ ∈ L 1 (T d ) by Lemma 5.1 and the condition E6. Moreover, by (2.18)-(2.22), the matrixq ∞ (θ) satisfies the "equilibrium condition", i.e.,q
. The first result of the paper is the following theorem. In Sec. 6, we study the initial boundary value problem for harmonic crystals with zero boundary condition and obtain the results similar to Theorem 2.6, see Theorem 6.4 below.
Remark 2.7
The condition E5 on the matrix V could be weakened. Namely, it suffices to impose the following restriction.
This condition holds, for instance, for the canonical Gibbs measures µ n considered in Sec. 4.2.
Examples 2.8 We rewrite the formulas for q ∞ in some particular cases.
(i) In the case when the initial covariance is translation invariant, i.e., Q 0 (x, y) = q 0 (x−y) , the matrixq ∞ is of a form
(ii) Let the initial covariance Q 0 satisfy a stronger condition than (2.14). Namely, assume that Q 0 has a form (2.12) and for any z = (z,z) ∈ Z d , lim |ȳ|→∞ q 0 (ȳ +z,ȳ,z) = q * (z). Then the condition (2.14) is fulfilled with q n (z) = q * (z) for any n ∈ N k . In this case, Theorem 2.6 holds, andq ∞ is of a form (2.25) withq * instead ofq 0 . Therefore, Theorem 2.6 generalizes the result of [7, Proposition 3.2] , where the convergence (1.1) was proved in the case when Q 0 (x, y) = q 0 (x − y) .
Weak convergence of measures
To prove the convergence (1.3) of the measures µ t , we impose a stronger condition S4 on µ 0 than the bound (2.11). To formulate this condition, let us denote by σ(A) , A ⊂ Z d , the σ -algebra in H α generated by Y 0 (x) with x ∈ A . Define the Ibragimov mixing coefficient of a probability measure µ 0 on H α by the rule (cf [16, Definition 17 
Definition 2.9
The measure µ 0 satisfies a strong uniform Ibragimov mixing condition if ϕ(r) → 0 as r → ∞ .
S4
The initial mean "energy" density is uniformly bounded:
Moreover, µ 0 satisfies the strong uniform Ibragimov mixing condition and
Remark 2.10 By [16, Lemma 17.2.3], the conditions S1 and S4 imply the bound (2.11) with h(r) = Ce 0 ϕ 1/2 (r) , where e 0 is a constant from the bound (2.26).
For a probability measure µ on H α we denote byμ the characteristic functional (Fourier 
(2.27)
where Q ∞ is the quadratic form with the matrix kernel Q ∞ (x, y) defined in (2.17) .
In particular, the flow U(t) is ergodic with respect to the measure µ ∞ .
For harmonic crystals in the half-space, the convergence (2.27) also holds. For details, see Sec. 6. The assertion (i) of Theorem 2.11 follow from Propositions 2.12 and 2.13.
Proposition 2.12
Let the conditions E1-E3, E6, S1 and S2 hold. Then the measures family {µ t , t ∈ R} is weakly compact in H α with any α < −d/2 , and the following bounds hold
(2.28) Proposition 2.13 Let the conditions E1-E3, E4', E5', E6, S1, S3, and S4 hold. Then for every Ψ ∈ S , the characteristic functionals of µ t converge to a Gaussian one,
Proposition 2.12 (Proposition 2.13) provides the existence (resp. the uniqueness) of the limit measure µ ∞ . Proposition 2.12 is proved in Sec. 5.1. Proposition 2.13 can be proved using the technique from [8] . The assertion (ii) of Theorem 2.11 follows from (2.27) since the group U(t) is continuous in H α by Proposition 2.4. The ergodicity and mixing of the limit measures µ ∞ follow by the same arguments as in [7] . Lemma 2.14 Let the conditions E1-E4, E5', and E6 hold. Assume that the initial measure µ 0 is Gaussian and satisfies the conditions S1-S3. Then all assertions of Theorem 2.11 remain valid.
This lemma follows from Theorem 2.6 and Proposition 2.12.
Examples of initial measures
Now we construct Gaussian initial measures µ 0 satisfying the conditions S1-S3. For k = 1 (see the condition S3), the example of µ 0 is given in [8] . For any k ≥ 1 , the measure µ 0 can be constructed by a following way. At first, for simplicity, we assume that u 0 , v 0 ∈ R 1 and define the correlation functions q ij n (x − y) , n ∈ N k , which are zero for i = j , while for
Then, by the Minlos theorem [5] , there exist Borel Gaussian measures µ n on H α , α < −d/2 , with the correlation functions q ij n (x − y) , because
Further, we take the functions ζ n ∈ C(Z k ) such that
where the sequences ζ 1 (x) and ζ 2 (x) , x ∈ Z , are defined by the rule
Finally, define a Borel probability measure µ 0 as a distribution of the random function
where Y n (x) are Gaussian independent functions in H α with distributions µ n . Then correlation matrix of µ 0 is of a form
where x = (x,x) , y = (ȳ,ỹ) ∈ Z d , and q n (x − y) are the correlation matrices of the measures µ n . Hence, Q 0 (x, y) = q 0 (x,ȳ,x −ỹ) , and for every
Therefore, the measure µ 0 satisfies the conditions S1 and S3. If
then µ 0 satisfies S2 by (3.4). Now we give examples of q ii n satisfying (3.1) and (3.5).
Hence, (3.1) and (3.5) are fulfilled. Furthermore, the condition S4 also follows with ϕ(r) = 0 for r ≥ r 0 . This example of the sequence f can be generalized as follows.
Let f be an even nonnegative sequence such that f ∈ ℓ 1 and ∆ L f (z) ≥ 0 for any z ≥ 1 . Thenf (θ) ≥ 0 by [17, Theorems 4.1 and 2.7], and (3.1) follows. If, in addition,
(ii) Let f (z) = (a + b|z|)γ |z| , z ∈ Z , with γ ∈ (0, 1) , a > 0 and b ≥ 0 . Hence, (3.5) is fulfilled with h(r) = C(1
However, in this case, (3.1) also holds becausê
Example 3.2 Let u 0 , v 0 ∈ R n with any n ≥ 1 , and q 00
and the conditions (3.1) and (3.5) are fulfilled with h(r) = (1 + r) −N , where N > d .
Remark 3.3
Suppose that the initial covariance has a particular form:
where T (x) is a bounded nonnegative sequence on Z k , r(x) = (r ij (x)) is a correlation matrix of some translation-invariant measure in H α with zero mean value, |r ij (x)| ≤ h(|x|) , where
Then, the condition S2 is fulfilled. For every n = (n 1 , . . . , n k ) ∈ N k , we assume that ∀ε > 0 ∃N(ε) ∈ N such that for anyx ∈ Z k : (−1) n j x j > N(ε) with any j = 1, . . . , k , |T (x) − T n | < ε . Hence, the condition S3 is fulfilled with q n (x) := T n r(x) .
Energy current 4.1 Non-equilibrium states
At first, we derive the expression for the energy current density of the finite energy solutions u(x, t) (see (2.4) ). For the half-space Ω l := {x ∈ Z d : x l ≥ 0} , we define the energy in the region Ω l (cf (2.4)) as
Introduce new variables:
stands for the energy current density in the direction e l :
Further, let u(x, t) be the random solution of Eqn (2.1) with the initial measure µ 0 satisfying S1-S3. The convergence (1.1) yields
Applying Fourier transform and the equalityV * (θ) =V (θ) , we obtain
Since Π σ (θ) are orthogonal projections, then Π σ (θ) (∂ θ l Π σ ′ (θ)) Π σ (θ) = 0 for any σ, σ ′ = 1, . . . , s and l = 1, . . . , d . Hence, applying the formula (2.18) and the decomposition ofV (θ) , 
Here the summation ′ n is taken over n 1 , . . . , n l−1 , n l+1 , . . . , n k ∈ {1, 2} . In particular, for the initial correlation matrix Q 0 of the form (3.8), p 
We see that one can choose numbers T n such that J l ∞ = 0 for some l = 1, . . . , k .
Below we simplify the formula (4.1) in the case when µ n are Gibbs measures corresponding to positive temperatures T n . Furthermore, under the additional symmetry conditions on the interaction matrix V , we derive the formula (1.2) for J ∞ . Thus, there exist stationary nonequilibrium states (in fact, Gaussian measures µ ∞ ) in which there is a non-zero constant energy current passing through the points of the crystal.
Energy current for the Gibbs measures
Formally, Gibbs measures g β are where I denotes unit matrix in R n × R n . By the Minlos theorem [5] , the Borel probability measures g β exist in the spaces H α . Indeed,
The last bound is obvious if C 0 = ∅ and follows from the condition E6 if C 0 = ∅ . Let µ 0 be a Borel probability measure in H α giving the distribution of the random function Y 0 constructed in Sec. 3 (see formula (3.3)) with Gibbs measures µ n ≡ g βn ( β n = 1/T n , T n > 0 ) which have correlation matrices q n (x) ≡ q βn (x) , where the matrix q β = (q ij β ) i,j=0,1 is defined by (4.2). We impose, in addition, the condition (3.6). Then, the conditions S1-S3 hold (see Example 3.2). We check that in the case of the Gibbs measures µ n ≡ g βn , the condition E5' is fulfilled (see Remark 2.7). Indeed, by (4.2) we have
and p ij n,σσ ′ (θ) = 0 for i = j . Therefore, the convergence (2.27) holds by Lemma 2.14. Now we rewrite the limit covarianceq ∞ (θ) and the limit mean energy current J ∞ in the case when µ n = g βn are Gibbs measures. Applying (2.18), (2.19) and (2.21) we obtain
where the functions S 
Under the additional symmetry conditions (SC) on the interaction matrix V , the formulas (4.4) and (4.5) can be simplified.
SC Suppose that one of the following conditions on ω σ , σ = 1, . . . , s , holds.
(a) Each ω σ (θ) is even for every variable θ k+1 , . . . , θ d , and, in addition, if k ≥ 2 , then each ω σ (θ) is even for some k − 1 variables from the set {θ 1 , . . . , θ k } .
(b) Each ω σ (θ) is even for every variable θ 1 , . . . , θ k .
(c) For every p = 1, . . . , k , sign ∂ θp ω σ (θ) depends only on variable θ p , and, in addition, if k ≥ 3 , then each ω σ (θ) is even for some k − 1 variables from {θ 1 , . . . , θ k } .
For instance, the conditions (a), (b), and (c) hold for the nearest neighbor crystal, see (2.10). Under these restrictions on ω σ , all numbers c l p 1 ...pm in (4.5) are equal to zero except for the case when m = 1 and l = p 1 ∈ {1, . . . , k} . Write
Therefore,
where the summation ′ is taken over n 1 , . . . , n l−1 , n l+1 , . . . , n k ∈ {1, 2} . In particular, if k = 1 , the limiting energy current density is
In this case, our model can be considered as a "system + two reservoirs", where by "reservoirs" we mean two parts of the crystal consisting of the particles with x 1 ≤ −a and with x 1 ≥ a , where a > 0 , and by a "system" the remaining ("middle") part (cf [23, Sec.3] ). At t = 0 the reservoirs are in thermal equilibrium with temperatures T 1 and T 2 . Therefore, the formula (4.8) corresponds to the Second Law (see, for instance, [2] , [23] ), i.e., the heat flows (on average) from the "hot reservoir" to the "cold" one. If k = 2 , then our model can be considered as a "system + four reservoirs", where reservoirs consist of the particles with {x 1 , x 2 ≤ −a} , {x 1 ≤ −a, x 2 ≥ a} , {x 1 ≥ a, x 2 ≤ −a} , and {x 1 , x 2 ≥ a} . The initial states of the reservoirs are distributed according to Gibbs measures with corresponding temperatures T 11 , T 12 , T 21 , and T 22 . The formula (4.7) becomes
For any k , our model is a "system + 2 k reservoirs", where "reservoirs" are the crystal particles with position {x ∈ Z d : (−1) n j x j > a ∀j = 1, . . . , k} , and at t = 0 these reservoirs are assumed to be in thermal equilibrium with temperatures T n , n = (n 1 , . . . , n k ) ∈ N k .
Remark 4.2 The limiting "kinetic" temperature (average kinetic energy) is
by (2.17) . In the case when µ n are Gibbs measures with temperatures T n , K ∞ equals
by (4.3) . If all ω σ (θ) are even for each θ j with j = 1, . . . , k , then
5 Convergence of covariance
Bounds of correlation matrices
endowed with norm
Lemma 5.1 (i) Let the conditions S1 and S2 hold. Then for any
Proof (i) It follows from the bound (2.11) that
This implies the bound (5.1) by the Shur lemma.
(ii) The bound (2.11) and condition (2.14) imply the same bound for q ij n (z) , i.e., |q
Lemma 5.2 Let the conditions E1-E3, E6, S1, S2 hold, and α < −d/2 . Then the bound (2.28) is true.
This lemma can be proved by a same way as in [9] . We repeat the proof since some notations and technical bounds obtaining in the proof we apply in Sec. 5.2 below. Proof Note first that
where α < −d/2 . Hence, to prove (2.28) it suffices to check that
Applying the Fourier transform to (2.2) we obtaiṅ
Here we denoteÂ(θ) = 0 1 −V (θ) 0 , θ ∈ T d . Therefore, the solutionŶ (θ, t) of (5.4) admits the representationŶ (θ, t) =Ĝ t (θ)Ŷ 0 (θ) withĜ t (θ) := exp Â (θ)t . In the coordinate space, we have
The Green function G t (x) has a form (in Fourier transform)
where Ω = Ω(θ) is the Hermitian matrix defined by (2.6). Then
where C(θ) is defined by (2.22) . The representation (5.5) gives
Note that the Parseval identity, (5.6) and the condition E6 imply
Then the bound (5.1) gives
where the constant 
Proof of Theorem 2.6
To prove Theorem 2.6, it suffices to check that for all Ψ ∈ S ,
(5.10)
In the cases when k = 0 and k = 1 , the convergence (5.10) was proved in [7] and [8] , respectively. We derive (5.10) for any k ≥ 1 .
Definition 5.3 (i)
The critical set is C := C * ∪ C 0 ∪ σ C σ with C * as in Lemma 2.2 and sets C 0 and C σ defined by (2.8) .
(ii) S 0 := {Ψ ∈ S :Ψ(θ) = 0 in a neighborhood of C} .
Note first that mes C = 0 . This fact can be proved by a similar way as Lemmas 2.2 and 2.3 in [7] since C = T d . Secondly, we write the scalar product Y (·, t), Ψ in a form
where the Parseval identity and (5.6) yield
By (5.1), (5.11) and (5.12), the uniform bounds hold, sup
V , Ψ ∈ S . Therefore, it suffices to prove the convergence (5.10) for Ψ ∈ S 0 only.
We define a matrix Q * (x, y) , x, y ∈ Z d , as follows
with the matrices q n (x) introduced in the condition S3. For instance, for k = 1 , y) . Therefore, the convergence (5.10) follows from (5.11) and the following proposition.
Proposition 5.4 For any Ψ ∈ S
0 , the following assertions hold.
At first, we prove the auxiliary lemma.
+∞) . Assume that either the condition E5 holds or the condition E5' is fulfilled with the matricesq
where the matrix q k ∞ (x) has a form (in the Fourier transform)
Here
where the expressions L 
21).
Proof Using the Fourier transform, we have
, where PV stands for the Cauchy principal part. Hence,
, whereθ = (θ k+1 , . . . , θ d ) . We choose a finite partition of unity 
By Lemma 2.2, we can choose the supports of g m so small that the eigenvalues ω σ (θ) and the matrices Π σ (θ) are real-analytic functions inside the supp g m for every m . (We do not label the functions by the index m to not overburden the notations.) Changing variables θ
. . , k , in the inner integrals in the r.h.s. of (5.16), we obtain
Applying Lemma 5.6 to the inner integrals w.r.t. ξ 1 , . . . , ξ k in (5.18), we obtain
where we denote 
Thus, only the integrals with ω − σσ ′ (θ) ≡ 0 contribute to the limit, since ω + σσ ′ (θ) ≡ 0 would imply ω σ (θ) ≡ ω σ ′ (θ) ≡ 0 which is impossible by E4. Therefore, using (5.20) and (5.21), we obtain
where L k is defined in (5.14). Lemma 5.5 is proved. Now Proposition 5.4 (a) follows from the decomposition (5.13), formulas (2.18)-(2.21) and Lemma 5.5 with the matrices q(x) ≡ q n (x) . We prove Proposition 5.4 (b) using the methods of [1, p.140] and [8] . At first, note that
The estimates (2.11) and (2.14) imply the estimate for Q r (x, y) : |Q r (x, y)| ≤ h(|x − y|) . Hence, the Cauchy-Schwartz inequality and (5.12) give
where Ψ 2 V is defined in (5.12). Since 25) and the series (5.22) converges uniformly in t . Therefore, it suffices to prove that
Let us prove (5.26). By (2.12) and (5.13), Q r (x, y) = q r (x,ȳ,x −ỹ) . By (2.14),
Hence, by (5.12) and the condition E6,
uniformly on t ∈ R . Let us fix N = N(ε) . Using (5.23), we obtain
where, for simplicity, we write y = (y j , y ′ ) , y ′ = (y 1 , . . . , y j−1 , y j+1 , . . . , y d ) . To prove (5.26), we fix j ∈ {1, . . . , k} and verify that for any fixed values of y j ∈ Z : |y j | < N and z ∈ Z d ,
Without loss of generality, put j = 1 , y = (y 1 , y ′ ) , y ′ = (y 2 , . . . , y d ) . By the Parseval identity,
It remains to prove that the integral in the r.h.s. of (5.28) tends to zero as t → ∞ for fixed z ∈ Z d and |y 1 | < N . Note first that the integrand in (5.28) satisfies the following uniform bound,
Indeed, let us rewrite the function F y ′ →θ ′ [Φ(y + z, t)] in the form
and (5.29) follows from the condition E6. Therefore, it suffices to prove that the integrand in the r.h.s. of (5.28) tends to zero as t → ∞ for a.a. fixed θ ′ ∈ T d−1 . We use the finite partition of unity (5.15), formulas (5.7) and (2.7) and split the function F y ′ →θ ′ [Φ(y + z, t)] into the sum of the integrals:
The eigenvalues ω σ (θ) and the matrices a 
Harmonic crystals in the half-space
In this section, we consider the dynamics of the harmonic crystals in the half-space
1)
with zero boundary condition (as
and with the initial data (as t = 0 )
The matrix V (x) satisfies the conditions E1-E4. In addition, we assume that
This condition is fulfilled, for instance, for the nearest neighbor crystal (2.9). The condition E6 imposed on V (x) in Sec. 2.1 can be weakened as follows.
E6'
Assume that the initial date Y 0 = (u 0 , v 0 ) of the problem (6.1)-(6.3) belongs to the phase space H α,+ , α ∈ R .
To coordinate the boundary and initial conditions we suppose that u 0 (x) = v 0 (x) = 0 for x 1 = 0 . 
In particular, Q + 0 (x, y) = 0 for x 1 = 0 or y 1 = 0 . We assume that µ + 0 satisfies the conditions S1 and S2 stated in Sec. 2.1. The condition S3 needs in some modification.
where x = (x,x) ,x = (x 1 , . . . , x k ) ,x = (x k+1 , . . . , x d ) . Write (cf (2.13)) N k + := {n = (n 1 , n 2 , . . . , n k ), n 1 = 2, n j ∈ {1, 2} for all j = 2, . . . , k}. Suppose that ∀ε > 0 ∃N(ε) ∈ N such that for anyȳ = (y 1 , . . . , y k ) ∈ Z k : y 1 > N(ε) and (−1) n j y j > N(ε), ∀j = 2, . . . , k , the following bound holds (cf (2.14))
Here q n (z) , n ∈ N k + , are the correlation matrices of some translation-invariant measures µ n with zero mean value in H α . y 1 ,x −ỹ) ,x = (x 2 , . . . , x d ) , and (cf (2.15) )
Example 6.3 The example of µ + 0 satisfying the conditions S1-S3 can be constructed by a similar way as for µ 0 in Sec. 3. Indeed, define a Borel probability measure µ 0 as a distribution of the random function (cf (3.3))
. . , x k ) , the functions ζ n are defined in (3.2), Y n (x) , n ∈ N k + , are Gaussian independent vectors in H α,+ with distributions µ n .
We define µ + t , t ∈ R , as a Borel probability measure in H α,+ which gives the distribution of the random solution Y (t) , µ 12) where constants C 3 and C 4 do not depend on t ∈ R and x ∈ Z d , and C 4 = 0 if the condition E6 holds. Hence, (6.9), (6.11) and (6.12) imply 
The proof of these assertions are similarly to the proof of Proposition 5.4.
Energy current in the half-space
Here we calculate the limiting energy current density J +,∞ = (J To prove (6.14), we first derive formally the expression of the energy current for the finite energy solutions u(x, t) . For the region Ω l := {x ∈ Z Then, using Eqn (6.1), (6.4) and E2, we obtaiṅ 
