In this paper, we generalize the Hurwitz space which is defined by Fried and Völklein by replacing constant Teichmüller level structures with non-constant Teichmüller level structures defined by finiteétale group schemes. As an application, we give some examples of projective general symplectic groups over finite fields which occur as quotients of the absolute Galois group of the field of rational numbers Q.
Introduction.
A famous open problem in Number theory called the Inverse Galois Problem is as follows.
Question 1.1 (IGP). Does every finite group occur as the Galois group of a finite Galois extension over the field of rational numbers Q?
For a field k, we say that IGP holds for k when any finite group appears as a quotient of the absolute Galois group G k := Gal(k/k) of k. In this paper, we give some examples of finite groups which appear as quotients of G Q .
The following proposition is an immediate consequence of Hilbert's irreducibility theorem (cf. [Vö, Corollary 1.11 , Theorem 1.23]).
Proposition 1.2 ( [Vö, Theorem 1.13] ). Let F be a finite extension of Q or the maximal abelian extension of Q. Then, IGP holds for F if IGP holds for F (t).
We remark that the category of finite Galois extensions of F (t) is equivalent to the category of finiteétale Galois coverings of the projective line P 1 F minus finitely many closed points. The advantage of considering IGP for F (t) instead of IGP for F is that IGP for F (t) admits a geometric approach for us. Let G be a finite group and r a positive integer. In the paper [Fr-Vö] , Fried and Völklein considered the following set of equivalence classes: H in r (G)(C) := {G-coverings over P 1 C ramified at exactly r-points on P 1 C }/ ∼ .
Here, we say that two coverings f : X → P 1 C and g : Y → P 1 C are equivalent if there exists (a) The tuple C is braiding rigid. Moreover, for any [g] ∈ E in (C) and for any 1 ≤ j ≤ r − 1, we have g j ([g]) = 0 and the oddness condition (O j ) in the sense of [M-M, p. 213 ] holds for [g] (see Definition 3.20 for the definition of the oddness condition). (b) The tuple C is rational in the sense of [M-M, p. 28 ] (see Definition 3.15 the definition of rational tuples of conjugacy classes).
Then, the Hurwitz space H in r (G) contains a rational variety over Q. In particular, H in r (G)(Q) is non-empty, and G/Z(G) appears as a quotient of G Q .
The Hurwitz space is generalized to the Hurwitz stack by Bertin, Wewers, Romagny and many other people (e.g. [B-R] , [M] , [R] , [We] ). In the paper [R] , Romagny studied a relation between the Hurwitz stack and the moduli stack of stable curves with Teichmüller level structures. Recall that a Teichmüller level structure of a proper smooth curve X over a connected scheme S is an exterior surjection from theétale fundamental group πé t 1 (X/S) to a finite group G (cf. [D-M, p. 106] ). The new viewpoint of this paper is to replace a finite group G with a finiteétale group scheme G over a scheme S. We define the Hurwitz stack as the classifying stack of G-torsors over the projective line minus r-points. Note that our definition of the Hurwitz stack is slightly different from the definition of [B-R] , [R] (cf. Remark 2.10) and we only treat the case of genus 0. Thanks to the new definition of the Hurwitz stack, we obtain the following group theoretic criterion for IGP:
Main theorem (Theorem 3.23). Let G be a finite group such that the center of G := G/Z(G) is trivial. Assume that there exist a positive integer r, an r-tuple of conjugacy classes C of G, and a subgroup H of Aut(G) satisfying the following conditions:
(a) The tuple C is braiding rigid. Moreover, for any [g] ∈ E in (C) and for any 1 ≤ j ≤ r − 1, we have g j ([g]) = 0 and the oddness condition (O j ) holds for [g]. (b) There exists a subgroup V of the symmetric group S r such that the group H × B r,V acts on E in (C * ) := n∈(Z/ GZ) × E in (C n ) transitively (see Subsection 3.1 for the definition of B r,V ). Let G be the subgroup of Aut(G) generated by G = Inn(G) and the image of H in Aut(G). Then, G appears as a quotient of the absolute Galois group G Q of Q.
Finally, we explain an application of Main theorem to IGP. Let p be an odd prime and n a positive integer. Let F p be a finite field of order p. We put r := 2n + 2. Let F r be the free group of rank r, and Rep Fp (F r ) the category of linear representations of F r on finite dimensional F p -vector spaces. Let {σ (r) 1 , . . . , σ (r) r } be a set of generators of F r . We will construct an object (W, ρ ) of Rep Fp (F r ) and a subgroup H of Aut(Im(ρ )) satisfying the following conditions:
• W is an F p -vector space of dimension 2n.
• The image of ρ is isomorphic to Sp 2n (F p ). • We put g i := ρ (σ (r) i ) . We denote by C i the conjugacy class of Im(ρ ) ∼ = Sp 2n (F p ) containing g i . Then, the triple (G := Im(ρ), H, C := (C 1 , . . . , C r )) satisfies whole conditions of Main theorem.
For the triple (G, H, C) as above, the group G in Main theorem is isomorphic to the projective general symplectic group PGSp 2n (F p ). By applying Main theorem, we obtain the following corollary:
Corollary 1.5 (Proposition 4.20) . Let p be an odd prime and n a positive integer greater than 1. Then, the projective general symplectic group PGSp 2n (F p ) appears as a quotient of the absolute Galois group G Q of Q.
Keys of an application to the Inverse Galois Problem are Proposition 4.18 and Lemma 4. 19 . When a power q of p is not a prime, the assertion of Proposition 4.18 does not hold in general and we do not know how to generalize Lemma 4.19 to F q . Therefore, we do not generalize Corollary 1.5 to general finite field F q of characteristic p.
We give some remarks on previously known results on the Inverse Galois Problem. According to Chapter II, Theorem 7.2] , if p ≡ ±1 (mod 24) and p n, then PSp 2n (F p ) appears as a quotient of G Q . On the other hand, Hall proved the following theorem in [H] : For any positive integer n, there exists a constant l 0 such that GSp 2n (F p ) appears as a quotient of G Q if p > l 0 . For small n, the constant l 0 was calculated explicitly (e.g. n = 2 in [A-V], n = 3 in [AAKMTV] ). It seems that the results of this paper do not belong to the results of these types.
The main tool of the construction of (W, ρ ) is the theory of middle convolution functors {MC (r) λ } λ∈F × p developed by Dettweiler and Reiter ([D-R] λ is a functor from the category Rep Fp (F r ) to itself. We start from certain one dimensional representation (V, ρ) such that the image of ρ is contained in an orthogonal group. Then, for (W, ρ ) := MC (r) −1 (V, ρ), the image of ρ is contained in a symplectic group (cf. Lemma 4.8). Finally, we check the conditions of Main theorem by using properties of middle convolution functors.
The plan of the paper is as follows:
Plan. In Subsection 2.1, we define Teichmüller level structures of proper smooth curves and define the moduli stack of Teichmüller level structures on the projective line minus simple divisors. In Subsection 2.2, we introduce the Hurwitz stack. Then, in Subsection 2.3, we discuss the relation between the above two stacks and the Inverse Galois Problem.
Subsection 3.1 is a summary on braid groups. In Subsection 3.2, we give a description of the coarse moduli scheme of the Hurwitz stack. Then, in Subsection 3.2, we prove Main theorem.
We recall middle convolution functors in Subsection 4.1. We recall the notion of the linearly rigidity in Subsection 4.2. In Subsection 4.3, we give some group theoretic lemmata. Then, in the final subsection, we give a proof of Corollary 1.5.
Notation.
For a set S, we denote the order of S by S. Let s 1 , . . . , s r be elements of a set S. Then, we denote by (s 1 , . . . , s r ) (resp. {s 1 , . . . , s r }) the ordered set (resp. the unordered set) consisting of s 1 , . . . , s r . For a group G and an element g of G, we denote the conjugacy class of G containing g by O G (g). For a positive integer n, we denote the identity matrix of size n by E n . For a perfect field k, we fix an algebraic closure k of k and denote the absolute Galois group Gal(k/k) of k by G k . In this paper, we always regard Q as a subfield of C.
In this section, we introduce Teichmüller level structures and the classifying stack of Teichmüller level structures on the projective line minus simple divisors. Next, we define the Hurwitz stack. Then, we study a relation between these two stacks.
Teichmüller level structures.
Let S be a connected scheme and P a set of primes containing all residue characteristics of S. Let (l.c.gr P /S) be the category of finiteétale group schemes over S whose orders of geometric fibers are prime to all elements of P. Note that the objects of (l.c.gr P /S) are not necessarily commutative group schemes over S. First, we recall the definition of exterior homomorphisms. (H, G) . An exterior surjection from H to G is an exterior homomorphism whose representatives are surjections. We denote the set of exterior surjections from H to G by Surj ext (H, G) .
Let X → S be a proper smooth curve whose geometric fibers are connected and D → X a relative normal crossing divisor over S. Let s : S → X \ D =: X be a section of the structure morphism of X. As in [D-M, Section 5.5], we construct the pro-object π 1 ((X, D)/S, s) P of (l.c.gr P /S) satisfying the following conditions (cf. [SGA1, Exposé 13] ):
(1) The set of exterior surjections Hom ext l.c.gr P (π 1 ((X, D)/S, s) P , G) is equal to the set of global sections of theétale sheaf R 1 f * (Ker(f * G → s * G)) for any object G of (l.c.gr P /S) (cf. [D-M, Section 5.5, (i)]). Here, f : X → S is the structure morphism of X.
(2) The formation of π 1 ((X, D)/S, s) P is compatible with any base change.
Note that the set Hom ext l.c.gr P (π 1 ((X, D)/S, s) P , G) is independent of the choice of the section s. Since a section s : S → X of f existsétale locally on S, we can define thé etale sheaves Hom ext (π 1 ((X, D)/S) P , G) and Surj ext (π 1 ((X, D)/S) P , G) on S. We give the definition of Teichmüller level structures on smooth curves which is a generalization of the definition in [D-M, Definition 5.6].
Definition 2.2. Let G be an object of (l.c.gr P /S). A Teichmüller structure of level G on (D → X/S) is a global section of theétale sheaf Surj ext (π 1 ((X, D)/S) P , G).
If the group scheme G is a constant group scheme G, then the definition of Teichmüller level structures as above coincides with the definition of Teichmüller level structures in the sense of Definition 5.6] (1) Let n be a positive integer which is prime to all elements of P and g a positive integer.
We assume that the divisor D is empty and X is a proper smooth curve of genus g over S. Then, a Teichmüller structure of level (Z/nZ) 2g on X/S is nothing but an isomorphism ofétale sheaves
Here, f : X → S is the structure morphism. We say that α is a Jacobi structure of level n on X if α preserves the homogeneous symplectic structures on the both hand sides (cf. [D-M, Definition 5.4]).
(2) Let S be a Z[1/6]-scheme. We put S := G m,Z[1/6] × SpecZ[1/6] S and consider the following group homomorphisms:
Here,s is a geometric point of S ,s is a projection ofs , the second map is induced by theétale double cover G m,Z[1/6] → G m,Z[1/6] , x → x 2 and the last inclusion is given by a → diag(a, 1, a, 1, . . . , a, 1) . Let G ρ be the finiteétale group scheme over S defined by ρ. Let f : X × S S → S be the base change of f by S → S. We say that a Teichmüller structure
twisted Jacobi structure of level 3 by ρ on X if α preserves the homogeneous symplectic structures on the both hand sides.
In Example 2.6 below, we compare the classifying stacks of these level structures. Proof. Let f : X → S be the structure morphism of X. By the definition of the Teichmüller structure of level G, Ψ S,G coincides with a subfunctor of R 1 f * f * G consisting of sections corresponding to exterior surjections on theétale site Sé t . Note that, since the characteristic of S is prime to P, any Teichmüller structures of level G ∈ Ob(l.c.gr P /S) is tamely ramified along D. Therefore, according to [SGA1, Exposé 13, Corollary 2.9 ], R 1 f * f * G is represented by a finiteétale scheme over S (cf. [D-M, Lemma 5.7]). Since the set of exterior surjections are stable under the action of theétale fundamental group of S, we deduce that Ψ S,G is also represented by a finiteétale scheme over S.
The following example is one of the motivations of our definition of non-constant Teichmüller level structures. We can control the number of connected components of certain classifying spaces of level structures by twisting them.
Example 2.6. We use the same notation as in Example 2.3 (2). We put S = Spec(Z[1/6]) and S := G m,Z [1/6] [D-M, (5.14) ], 3 M 0 g [1/6] is a Z[µ 3 , 1/6]-scheme whose geometric fibers are connected. Then, we have the following isomorphism:
We remark that 3 M 0 g [1/6] has a canonical action of GSp 2g (Z/3Z) induced by the action of it on level structures. Moreover, if the determinant of an element σ of GSp 2g (Z/3Z) is not equal to 1, σ permutes the connected components of
On the other hand, by definition, the pull-back of 3,ρ M 0
Indeed, the pull-back of G ρ by h is canonically isomorphic to the constant group scheme (Z/3Z) 2g . Hence, we have:
If g ≡ 1 (mod 2), the non-trivial Deck transformation of h permutes the connected
In this case, we deduce that 3,ρ M 0 g [1/6] is a Z[1/6]-scheme whose geometric fibers are connected.
Let r be a positive integer and SDiv r (resp. OS r ) the moduli stack of simple divisors of degree r of the projective line P 1 (resp. ordered different r-sections of the projective line P 1 ). According to [Fu, Proposition 5.4 ], the stack SDiv r (resp. OS r ) is represented by a smooth Z-scheme. We denote it by U r (resp. U r ). The canonical morphism U r → U r defined by forgetting the order is a finiteétale S r -covering.
Definition 2.7. Let S be a scheme, P a set of primes containing all residue characteristics of S and G an object of (l.c.gr P /S). Then, we define G SDiv r,S to be the moduli stack of Teichmüller structures of level G on the projective line minus simple divisors of degree r. That is, objects and morphisms of G SDiv r,S are defined as follows:
T ) an object of SDiv r and ξ a Teichmüller structure on
is a morphism from (D → P 1 T ) to (D → P 1 T ) in the category SDiv r,S such that the pull-back of ξ is ξ.
Proof. This is an elementary consequence of Lemma 2.5 and the fact that SDiv r is represented by a smooth Z-scheme.
Hurwitz stacks.
In this subsection, we define the Hurwitz stack and relate it to the moduli stack of Teichmüller level structures on the projective line minus simple divisors defined in Subsection 2.1.
Definition 2.9. Let S be a scheme and P a set of primes containing all residue characteristics of S. Let G be an object of (l.c.gr P /S) and r a positive integer. We define the Hurwitz stack H r (G/S) as follows:
• Objects: An object of the category H r (G/S) is a quadruple
where (a) T is an S-scheme and C/T is a smooth curve whose geometric fibers are connected.
in the category SDiv r and α is compatible with the action of G T and G T .
Remark 2.10. The category H r (G/S) is an algebraic stack over S. To prove this fact, we may assume that the group scheme G is a constant group scheme G = G S .
Indeed, there exists a finiteétale surjective morphism
. Thus, the stack H r (G/S) is also algebraic.
We recall the notion of rigidifications of algebraic stacks ( [R] ). Let M be an algebraic stack over a scheme S. Let H be a group scheme over S which is flat, separated and of finite presentation. Assume that the following conditions are satisfied:
(Act) For any S-scheme T and for any object x of M(T ), there exists an injection
which is compatible with arbitrary base change.
(N) For any S-scheme T and for any objects
Then Definition 2.11 ([R, Section 5]). The pair (M H, p) is called the rigidification of M along H. It is usually denoted by M H for short.
The following proposition relates the Hurwitz stack with the moduli stack classifying Teichmüller level structures on the projective line minus simple divisors.
Proposition 2.12 ([R, Proposition 7.2.1]). There exists a canonical equivalence of categories:
Proof. There exists a canonical 1-morphism
which is defined by forgetting automorphisms of G-torsors. Note that Z(G) acts on each object of H r (G/S) as automorphisms of G-torsors. It is clear that the action of Z(G) on each object of H r (G/S) satisfies the conditions (Act) and (N). By the definition of the rigidification, the 1-morphism f factors through the canonical 1-morphism
That is, there exists a unique 1-morphism
In order to prove that g induces an equivalence of categories, we recall the following fact: Let M and N be algebraic stacks over S and u :
Thus, we may assume that G is a constant group scheme G over S. The fully-faithfulness of g follows from the following fact: Let X → P 1 k be a connected finiteétale Galois covering of P 1 k minus finitely many closed points with Galois group G where k is an algebraically closed field. Then, the set of automorphisms of X over P 1 k which commutes with the action of G is equal to the center of G. It is easy to check that the 1-morphism g is essentially surjective.
Corollary 2.13. The Hurwitz stack H r (G/S) has a coarse moduli scheme which is smooth over S.
Proof. By the general theory of rigidifications of algebraic stacks, H r (G/S) has a coarse moduli algebraic space if and only if its rigidification H r (G/S) Z(G) has a coarse moduli algebraic space (cf. [R, Theorem 5.1 (iv) ]). Moreover, if they exist, two algebraic spaces are the same. Thus, according to Proposition 2.12, it is sufficient to show that G SDiv r,S is represented by a smooth S-scheme. This claim is already proved in Corollary 2.8.
Definition 2.14. We denote the coarse moduli scheme of the Hurwitz stack H r (G/S) by H r (G/S).
By the proof of Corollary 2.13, the scheme H r (G/S) is a finiteétale covering of the scheme U r × SpecZ S. 
Relation with the Inverse Galois Problem.
In this subsection, we show some relations between the Hurwitz stack and the Inverse Galois Problem. We use the following notation in this subsection.
Notation 2.17. Let F be a field of characteristic 0 and F an algebraic closure of F . Let r be a positive integer. Let S be a locally Noetherian connected F -scheme ands a geometric point of S. Let G be a finite group and
a continuous group homomorphism.
(1) We denote by G ρ the finiteétale group scheme over S defined by ρ. That is to say, the representation G ρ,s of πé t 1 (S,s) is equal to ρ (cf. Remark 3.4).
(2) Let f : T → S be a morphism of locally Noetherian connected schemes andt → T a geometric point overs . We denote by f * : πé t 1 (T,t ) → πé t 1 (S,s) the homomorphism betweenétale fundamental groups induced by f .
we deduce the conclusion of the proposition.
We remark that there exists a canonical one-to-one correspondence between the isomorphism classes of G-torsors over S and H Then, there exists a surjective group homomorphism c : Q → Im(ν)Inn (H) . Here, Im(ν)Inn(H) is the subgroup of Aut(H) generated by Im(ν) and Inn(H).
Proof.
Let q and q be elements of Q. By the definition of 1-cocycles, we have c(qq ) = c(q)ν(q)(c(q )). We denote byc the composite of c with the canonical group
the map c is a group homomorphism. Finally, we shall show the surjectivity of c . Since c(K) = H and K ⊂ ker(ν), Inn(H) is contained in Im(c ). Thus, it is sufficient to prove Im(ν) ⊂ Im(c ). Let q be an element of Q. Then, by the condition (b), there exists k ∈ K with c(k) = c(q). Hence, we have
This completes the proof of the lemma.
We put G := G/Z(G). For a continuous group homomorphismρ : G F = Gal(F /F ) → Aut(G), we denote by Gρ the subgroup of Aut(G) generated by Im(ρ) and Inn(G).
Proposition 2.20. Let G be a finiteétale group scheme over F defined by a continuous group homomorphismρ : G F → Aut(G). We put X := P 1 F \ {x 1 , . . . , x r } with {x 1 , . . . , x r } ∈ U r (F ). Let h : X → Spec(F ) be the structure morphism. Assume that there exists a geometrically connected h * G -torsor T over X. Then, there exists a finiteétale Galois covering Y of X with Galois group Gρ. Moreover, Y is geometrically connected if and only if Gρ = Inn(G). In this case, we have Y ⊗ F F = T ⊗ F F .
Proof. Letx be a geometric point of X and
The composite of these maps is also denoted byρ. Moreover, since T is geometrically connected, the restriction of c to πé t 1 (X ⊗ F F ,x) is surjective. Therefore, by applying Lemma 2.19 for Q = πé t 1 (X,x), ν =ρ and K = πé t 1 (X ⊗ F F ,x), we have a surjective group homomorphism c : πé t 1 (X,x) → Gρ. It is easy to see from the definition that c is continuous and corresponds to a finiteétale Galois covering Y → X with Galois group Gρ. This implies the first assertion of the proposition.
We shall show the second assertion. Theétale Gρ-covering Y → X is geometrically connected if and only if c (πé t 1 (X ⊗ F F ,x)) = Gρ. On the other hand, the restriction of c to πé t 1 (X ⊗ F F ,x) coincides with the composite of c with G → Inn(G) (see the proof of Lemma 2.19). Thus, we have Y ⊗ F F = T ⊗ F F and c (πé t 1 (X ⊗ F F ,x)) = Inn(G). This completes the proof of the proposition.
For an
and put G x := Gρ x . The following corollary is an elementary consequence of Proposition 2.18 and Proposition 2.20.
Corollary 2.21. There exists a finiteétale Galois covering Y of the projective line P 1 F minus finitely many closed points with Galois group G x . Moreover, Y is geometrically connected if and only if G x = Inn(G).
We will give an example where G x does not coincide with Inn(G) in Subsection 3.3 (cf. Corollary 3.19).
Main theorem.
In this section, we prove Main theorem in Introduction and give a group theoretic criterion for a finite group G to appear as quotients of the absolute Galois group G Q of Q (cf. Theorem 3.23, Corollary 3.24).
Hurwitz braid groups.
In this subsection, we summarize definitions and basic facts on braid groups which we will use later.
Definition 3.1. Let r be a positive integer greater than 1. The (Hurwitz ) braid group B r is an abstract group generated by {Q 1 , . . . , Q r−1 } with the following relations:
Remark 3.2. In [M-M, Chapter III], Malle and Matzat use the notation H r for the Hurwitz braid group. We use another notation in this paper because we already use the notation H r for the Hurwitz space.
It is well-known that the braid group B r is isomorphic to the topological fundamental group π top 1 ( U r (C), x) of the configuration space U r (C) (cf. [M-M, Chapter III, Theorem 1.4]). Later, we will identify these two groups.
Recall that there exists a surjective group homomorphism from the braid group to the symmetric group
corresponding to the topological S r -covering U r (C) → U r (C).
Definition 3.3. We define the pure (Hurwitz ) braid group B r to be the kernel of q r . For a subgroup V of S r , we denote by B r,V the inverse image of V under q r .
According to [M-M, Chapter III, Theorem 1.1], the pure braid group B r is generated by
By definition, B r is isomorphic to the topological fundamental group of U r (C). For a subgroup V of S r , we denote by U r,V the finiteétale covering of the scheme U r corresponding to V .
A description of H r (G ρ /S).
We use the following notation in this subsection. Let G be a finite group such that the center of G := G/Z(G) is trivial and F a finite extension of Q contained in C. Let S be an algebraic variety over F ands a C-valued point of S lying over an F -valued point s ∈ S(F ). Let
be a continuous group homomorphism and G a finiteétale group scheme over S defined by ρ. Letx = ((x 1 , . . . , x r ),s) = (x ,s) be a C-valued point of U r × SpecZ S. We assume thatx is over a Q-rational point x ∈ U r (Q). We also regardx as a geometric point of U r × SpecZ S.
First, we describe a finiteétale covering
as a representation of πé t 1 ( U r × SpecZ S,x) on a finite set. We fix the isomorphism
Remark 3.4. Let T be a locally Noetherian connected scheme andt a geometric point of T . Note that there exists the following equivalence of categories:
We regard the finiteétale covering H r (G ρ /S) → U r × SpecZ S as a representation of thé etale fundamental group πé t 1 ( U r × SpecZ S,x) by using the above equivalence of categories.
The geometric fiber of the morphism H r (G ρ /S) → U r × SpecZ S atx is canonically identified with the set of exterior surjections Surj ext (πé t 1 (P 1 C \ {x 1 , . . . , x r }), G ρ,s ) (cf. Definition 2.1). Let us describe the action of theétale fundamental group of U r on this geometric fiber. Recall that we regard Q as a subfield of C in this paper. It is known that theétale fundamental group of U r ⊗ Z Q is canonically isomorphic to the profinite completion of the Hurwitz braid group B r (cf. Subsection 3.1) and we identify these two groups.
Proposition 3.5 (cf. [Fr-Vö, Section 1.3]). Letη be a geometric point of P 1 C \ {x 1 , . . . , x r } and σ i the element of πé t 1 (P 1 C \ {x 1 , . . . , x r },η) corresponding to the homotopy class of a loop which rounds x i counterclockwise. Then, the action of πé t 1 ( U r ⊗ Z C, {x 1 , . . . , x r }) on the set of exterior surjections Surj ext (πé t 1 (P 1 C \ {x 1 , . . . , x r }), G ρ,s ) coincides with the action induced by the action of πé t 1 ( U r ⊗ Z C, {x 1 , . . . , x r }) on πé t 1 (P 1 C \ {x 1 , . . . , x r },η) defined as follows:
Remark 3.6. The above action does not depend on the choice ofη.
Next, we describe the actions of πé t 1 (S ⊗ F C,s) and G F on the set of exterior surjections Surj ext (πé t 1 (P 1 C \ {x 1 , . . . , x r }), G ρ,s ).
Proposition 3.7. The action of πé t 1 (S ⊗ F C,s) on the set of exterior surjections Surj ext (πé t 1 (P 1 C \ {x 1 , . . . , x r }), G ρ,s ) is described as follows:
Proposition 3.8. The action of G F = Gal(F /F ) on the set of exterior surjections Surj ext (πé t 1 (P 1 C \ {x 1 , . . . , x r }), G ρ,s ) coincides with the composite of the action induced by the outer action of G F on theétale fundamental group
Exposé 10]) and the action of G F on G ρ,s . Here, we regard G F as a subgroup of πé t 1 (S,s) via s * .
Proposition 3.7 and Proposition 3.8 are elementary consequences of the following lemma.
Lemma 3.9. Let k be a field of characteristic 0. Let G be a finite group and φ : G k → Aut(G) a continuous group homomorphism. Let {x 1 , . . . , x r } be a k-rational point of U r and f : P 1 k \ {x 1 , . . . , x r } → Spec(k) the structure morphism. Letη be a geometric point of P 1 k \ {x 1 , . . . , x r }. Then, the action of G k on the set of exterior surjections Surj ext (πé t 1 (P 1 k \ {x 1 , . . . , x r },η), G) is described as follows:
Here, we regard G k as a subgroup of πé t 1 (P 1 k \ {x 1 , . . . , x r },η) by taking a section of the fundamental exact sequence (cf. [SGA1, Exposé 10 
and Int(β) is the inner automorphism by β.
Remark 3.10. The above action of G k does not depend on the choice of the section of the fundamental exact sequence.
Proof. Let G φ be a finiteétale group scheme over Spec(k) defined by φ. By definition, theétale sheaf R 1 f * f * G φ is the sheafification of the presheaf:
Here L is anétale k-algebra. The action of β ∈ G k is decomposed as follows:
where β * is induced by the pull-back of torsors by β and φ(β) is the morphism induced by φ(β) ∈ Aut(G).
A group theoretic criterion of Galois realizations over Q.
In this subsection, we give a generalization of the braid orbit theorem (cf. [M-M, Chapter III, Theorem 5.6]). We fix a finite group G and a positive integer r. First, we define special subsets of G r /Inn(G). Here the group Inn(G) acts on G r diagonally. . . , g r ) ∈ G r | g 1 · · · g r = 1, g 1 , . . . , g r = G}/InnG.
We denote the class of g = (g 1 , . . . , g r ) ∈ G r in E in r (G) by [g] or [g 1 , . . . , g r ].
(2) Let C = (C 1 , . . . , C r ) be an r-tuple of conjugacy classes of G and V a subgroup of the symmetric group S r . We define the subset E in (C) of E in r (G) by
where n runs through positive integers prime to G.
(3) For a Q-rational point (x 1 , . . . , x r ) of U r , we define the isomorphism
Here, σ i is the element of πé t 1 (P 1 Q \ {x 1 , . . . , x r }) corresponding to the homotopy class of a loop rounding x i counterclockwise.
Let {x 1 , . . . , x r } be a Q-rational point of U r . We regard the finite set Surj ext (πé t 1 (P 1 C \ {x 1 , . . . , x r }), G) as a finite set with an action of πé t 1 ( U r , p) , where p is a geometric point of U r over {x 1 , . . . , x r }. According to Proposition 3.8 and Chapter I, Proposition 4.3] , the scheme H r (G ρ /S)(E in V (C * )) is defined over Q for any V ⊂ S r . Next, we define the action of the braid group B r and the automorphism group Aut(G) of G on the set E in r (G).
Definition 3.13. We define the actions of B r and Aut(G) as follows: . . . , g r 
Let C be an r-tuple of conjugacy classes of G. By definition, the pure braid group B r acts on the set E in (C) . We say that C is braiding rigid if the action of B r on E in (C) is transitive.
Remark 3.14. The action of B r ∼ = π top 1 ( U r (C), {x 1 , . . . , x r }) on E in r (G) is compatible with the isomorphism i((x 1 , . . . , x r )) (cf. Proposition 3.5). Thus, there exists a canonical one-to-one correspondence between B r -orbits (resp. B r,V -orbits) in E in r (G) and connected components of the scheme H r (G/Q) (resp. H r (G/Q) × e Ur U r,V ) (cf. Remark 3.4).
Definition 3.15 (cf. Chapter I, Section 4.4] ). Let C = (C 1 , . . . , C r ) be an r-tuple of conjugacy classes of G and V a subgroup of the symmetric group S r . We say that C is V -symmetric if, for a positive integer m prime to G, there exists an element τ of V such that C m := (C m 1 , . . . , C m r ) = (C τ (1) , . . . , C τ (r) ).
We say that C is rational if C is S r -symmetric. For a conjugacy class C of G, we say that C is rational if the 1-tuple (C) is rational.
Remark 3. 16 . Let g be an element of G and C a conjugacy class of G containing g. Then, C is rational if and only if C m = C for any positive integer m prime to the order of g.
Lemma 3.17. Let C = (C 1 , . . . , C r ) be an r-tuple of conjugacy classes of G and V a subgroup of S r . Let x = (x 1 , . . . , x r 
Proof. Assume that Y is defined over Q. First, we remark that Y is defined over Q if and only if [g] is stabilized by G Q . Let σ be an element of G Q . Then, by the remark above, we have σ[g] =: [g 1 , . . . , g r ] = [g]. In particular, g i is contained in C i . According to Chapter I, Proposition 4.3] , g i is contained in C χcyc(σ) ji , where j i is defined by σ(x i ) = x ji and χ cyc : G Q → Z × is the cyclotomic character. Thus, C i coincides with C χcyc(σ) ji . On the other hand, since the image of x in U r,V is a Q-rational point, there exists τ ∈ V with x ji = x τ (i) for any i. Therefore, we have C i = C χcyc(σ) τ (i) for any i. Since χ cyc is surjective, we deduce that C is V -symmetric.
Proposition 3.18. We put G := G/Z(G). Let G be the finiteétale group scheme over Q defined by a continuous group homomorphismρ : G Q → Aut(G). We put X := P 1 Q \ {x 1 , . . . , x r } for a Q-rational point {x 1 , . . . , x r } ∈ U r (Q). Let h : X → Spec(Q) be the structure morphism. Let T be a geometrically connected h * G -torsor over X, C i the conjugacy class of G corresponding to the inertia group of Gal(T ⊗ Q Q/X ⊗ Q Q) at x i and V a subgroup of S r . Take a Q-rational point (x 1 , . . . , x r ) ∈ U r (Q) in the inverse image of {x 1 , . . . , x r }. Assume that the image of (x 1 , . . . , x r 
Proof. Assume that Gρ = Inn(G). Then T ⊗ Q Q → X ⊗ Q Q is a connected Inn(G)-covering defined over Q (cf. Proposition 2.20). According to Lemma 3.17, this implies that C := (C 1 , . . . , C r ) is V -symmetric. But it contradicts the assumption that C is not V -symmetric.
By applying Proposition 3.18 to the case whereρ =ρ x for x ∈ H r (G ρ /S)(Q), we obtain the following corollary (see Corollary 2.21 for the definition ofρ x ).
Corollary 3. 19 . Let us take the same notation as in Corollary 2.21. Let V be a subgroup of S r and C an r-tuple of conjugacy classes of G which is not V -symmetric. Assume that F = Q and x ∈ H r (G ρ /S)(Q) can be lifted to a Q-rational point of
Ur U r,V . Furthermore, assume that x is contained in the geometric connected component corresponding to E in (C). Then, G x := Gρ x in the sense of Corollary 2.21 does not coincide with Inn(G).
Finally, we recall the definition of braid orbit genera and the oddness condition in the sense of [M-M] . Let Γ r s be the subgroup of the pure braid group B r generated by 
, where c i,j is the number of the orbits.
(1) The j-th braid orbit genus g j (s) of s as follows:
(2) (cf. Chapter III, Section 5.2 ]) The oddness condition for s ∈ E is as follows: (O j ): There exist i < j and 1 ≤ k ≤ c i,j such that the order of the finite set
Let V be a subgroup of S r . Let E be a finite set with an action of B r,V . Now, we fix an algebraically closed fieldk of characteristic 0 and an isomorphism B r, for any 1 ≤ j ≤ r − 1, U r,V (s) is a rational variety overk. Moreover, if U r,V (s) is defined over a subfield k ofk and s satisfies the oddness condition (O j ) for any 1 ≤ j ≤ r − 1, U r,V (s) is a rational variety over k.
Proposition 3. 22 . Let C be an r-tuple of conjugacy classes of G and H a subgroup of Aut(G). Assume that the following three conditions are satisfied :
(a) The tuple C is braiding rigid. Moreover, for any [g] ∈ E in (C) and for any 1 ≤ j ≤ r − 1, we have g j ([g]) = 0 and the oddness condition
We denote bys (resp.x ) the projection ofx to G m,Q (resp. U r,V ). Let ρ : πé t 1 (G m,Q ,s) → Aut(G) be the continuous group homomorphism defined by
Here, the homomorphism G Q (Z/f Z) × is given by the composite of the cyclotomic character χ cyc : G Q → Z × and the canonical homomorphism Z × → (Z/f Z) × . Then, the set of Q-rational points (H r 
Proof. We put S := G m,Q and let H(C * ) V be the open and closed subscheme of H r (G ρ /S) × e Ur U r,V corresponding to the πé t 1 (S × SpecQ U r,V ,x)-set E in (C * ). By the condition (b), H(C * ) V ⊗ Q Q is a connected scheme. We show that the set of Q-rational points of H(C * ) V is non-empty.
First, we show the proposition when B r,V acts on E in (C * ) transitively. Let h : S → S, x → x 2 be theétale double cover. To prove the existence of Q-rational points of H(C * ) V , it is enough to show that the pull-back (h × pr 2 ) * H(C * ) V of H(C * ) V by h × pr 2 : S × SpecQ U r,V → S × SpecQ U r,V is a rational variety over Q. Let k be the function field of S andk an algebraic closure of k. Then, the finiteétale covering
corresponds to the finite B r,V -set E in (C * ) (cf. the condition (c)). Therefore, by the condition (a), (b) and Proposition 3.21, Spec(k)× S (h×pr 2 ) * H(C * ) V is a rational variety over k. Since k ∼ = Q(t), (h × pr 2 ) * H(C * ) V is a rational variety over Q.
Next, we show the proposition when the action of B r,V on E in (C * ) is not transitive. Let E in (C * ) = m i=1 E i be the decomposition into the B r,V -orbits. By the condition (b), H acts on the set {E 1 , . . . , E m } transitively. Because the action of H on E in (C * ) factors through the group Z/2Z, we have m = 2 and H permutes two connected B r,V -sets E 1 and E 2 non-trivially. Therefore, E in (C * )/H is isomorphic to E 1 as a B r,V -set. Consider the following canonical map between πé t 1 (S × SpecQ U r,V ,x)-sets
Since the action of H × B r,V on E in (C * ) is transitive by the condition (b), the above map α is surjective. Further, by the above argument, the order of E in (C * )/H (resp. E in (C * )/B r,V ) is equal to the order of E 1 (resp. 2). Thus, α is an isomorphism of
Since theétale fundamental group of S acts on a geometric fiber of
the condition (c)). Thus, S is isomorphic to G m,Q and the covering morphism S → S is defined by
Hence, by the condition (a), there exists an element s ∈ E in (C * )/H such that g j (s) = 0 for any 1 ≤ j ≤ r − 1 and the oddness condition (O j ) holds for s. Therefore, we deduce from Proposition 3.21 that W is a rational variety over Q.
The following theorem is one of the main results of this paper: Let G be the subgroup of Aut(G) generated by G = Inn(G) and the image of H in Aut(G). Then, the set of Q-rational points H r (G ρ /G m,Q )(Q) is non-empty. For any Q-rational point x ∈ H r (G ρ /G m,Q )(Q), we have G x = G (see above Corollary 2.21 for the definition of G x ). In particular, G appears as a quotient of the absolute Galois group G Q of Q.
Proof. Let us take the same notation as in Proposition 3.22 and we put ρ := ρ (mod Z(G)). According to Proposition 3.22, there exists a Q-rational point y ∈ (H r 
Ur U r,V )(Q). We denote by x the image of y under the canonical projection
, the group G x is contained in G = Inn(G)Im(ρ) and it contains Inn(G). Since C is not V -symmetric, G x does not coincide with Inn(G) (cf. Corollary 3.19). Since Inn(G) ⊂ G x ⊂ G and [G : Inn(G)] = 2 (cf. the condition (c)), we have G = G x . The last assertion follows from Proposition 2.20 and Proposition 1.2.
Corollary 3. 24 . Let G be a finite group such that the center of G := G/Z(G) is trivial. Let C = (C 1 , . . . , C r ) be an r-tuple of conjugacy classes of G and H a subgroup of Aut(G). Assume that the following three conditions are satisfied :
Then, G appears as a quotient of G Q .
Proof. It is sufficient to show that E in (C) is singleton. Indeed, if E in (C) is singleton, then the condition (a) of Proposition 3.22 is automatically satisfied. Because H acts on E in (C * ) transitively, the condition (b) of Proposition 3.22 is satisfied. The condition (c) of Proposition 3.22 and the condition (c ) of this corollary are the same. By the conditions (b ) and (c ) of this corollary, the order of E in (C * ) is less than or equal to 2. On the other hand, E in (C * ) does not coincide with E in (C) because C j is not rational. Therefore, we have E in (C * ) = 2 and E in (C) = 1. This completes the proof of the corollary.
Remark 3.25. A finiteétale G -covering whose existence is guaranteed in the proof of Theorem 3.23 is not geometrically connected because G = Inn(G) = G (cf. Corollary 2.21). Therefore, Theorem 3.23 is not useful to solve the Regular Inverse Galois Problem (for the Regular Inverse Galois Problem, see [Fr-Vö, Introduction] ).
An Application to the Inverse Galois Problem.
In this section, we give an application of our Main theorem to the Inverse Galois Problem.
Middle convolution functors.
In this subsection, we recall definitions and basic properties of middle convolution functors given in [D-R]. We fix a positive integer r and a field K. We denote the free group of rank r by F r . We fix a set of generators {σ (r) 1 , . . . , σ (r) r } of F r .
Definition 4.1. We denote the category of finite dimensional linear representations of F r over K by Rep K (F r ). In other words, Rep K (F r ) is the category of pairs (V, ρ V ), where V is a finite dimensional K-vector space and ρ V : F r → GL(V ) is a group homomorphism. We often denote an object (V, ρ V ) of Rep K (F r ) by V . 
We often identify an object
as follows: For 1 ≤ i ≤ r, we set
i ) is defined to be the following matrix:
be an object of Rep K (F r ) and λ an element of K × . Then, the subspaces
We recall the definition of the middle convolution functor MC
Definition 4.4 ([D-R, Definition 2.5]). For each element λ of K × , we define the middle convolution functor MC (r) λ , which is a functor from Rep K (F r ) to itself, as follows:
In the paper [D-R], Dettweiler and Reiter showed basic properties of middle convolution functors. We recall some of their results. . For an element λ ∈ K × \ {1}, we have the following equality:
and that the conjugacy class O N (g i ) of N containing g i is rational for any 1 ≤ i ≤ r. Then, N acts on E in (C * ) transitively.
Proof. Take [g 1 , . . . , g r ] ∈ E in (C * ). Then, by definition, there exists a positive integer n prime to G such that g i ∈ O G (g i ) n . Since [N : G] divides G, n is also prime to N . Therefore, by the assumption that
Thus, by the definition of the linearly rigidity, there exists h ∈ GL(V ) satisfying hg i h −1 = g i for any 1 ≤ i ≤ r. It is clear that h ∈ N . This completes the proof of the proposition. ((V, ρ V ) ) is also linearly rigid for any λ ∈ K × . 4.3. Group theoretic preliminaries.
In this subsection, we recall some group theoretic lemmata on symplectic groups over finite fields which we will use later. In this subsection, we fix an odd prime p. Let q be a power of p.
Definition 4.13. Let K be a field and n a positive integer. We say that an element g ∈ GL n (K) is a transvection if g is unipotent and rk(g − E n ) = 1.
Lemma 4.14 ([Wa, Theorem 1.1]). Let n be a positive integer greater than 2 and H an irreducible subgroup of GL n (F q ) generated by transvections. Then, one of the following holds:
(a) H is conjugate to the special linear group SL n (F q0 ) for some F q0 ⊂ F q . (b) n is even, and H is conjugate to the symplectic group Sp n (F q0 ) for some F q0 ⊂ F q .
(c) H is conjugate to the special unitary group SU n (F q0 ) for some F q 2 0 ⊂ F q . We recall the definition of Sp 2n (F q ) and GSp 2n (F q ). Let Ω 2n ∈ GL 2n (F q ) be the block diagonal symplectic matrix defined by
Then, we define Sp 2n (F q ) (resp. GSp 2n (F q )) to be {g ∈ GL 2n (F q ) | gΩ 2n g t = Ω 2n } (resp. {g ∈ GL 2n (F q ) | gΩ 2n g t = aΩ 2n for some a ∈ F × q }), where g t is the transpose of g. Further, we define PSp 2n (F q ) (resp. PGSp 2n (F q )) to be the quotient of Sp 2n (F q ) (resp. GSp 2n (F q )) by its center.
Lemma 4. 15 . There exists a group homomorphism ν : F q F × q → GSp 2n (F q ) such that the composite of ν with the canonical group homomorphism
is surjective. Moreover, the image of ν in Aut(PSp 2n (F q )) is not contained in Inn(PSp 2n (F q )).
Proof. Let V := F 2n q and ( , ) the standard symplectic form on V defined by Ω 2n . Then, there exists a basis e 1 , . . . , e n , f 1 , . . . , f n satisfying (e i , e j ) = 0, (f i , f j ) = 0, (e i , f j ) = δ i,j for all i, j (cf. [K-L, Chapter 2, Proposition 2.4.1]). Set V 1 := F q e 1 + F q f 1 and ( , ) 1 the restriction of ( , ) to V 1 . We define ν : F q F × q → GSp(V, ( , )) as follows:
By definition, ν is a group homomorphism. Moreover, the similitude character of ν(y, x) is equal to x. Therefore, the composite of ν with GSp(V, ( , )) → PGSp(V, ( , ))/PSp(V, ( , )) ∼ = Z/2Z is surjective. By construction, ν(0, x) acts on PSp 2n (F q ) non-trivially and is not contained in
This implies the last assertion.
Remark 4.16. We call a basis {e 1 , . . . , e n , f 1 , . . . , f n } of V satisfying (e i , e j ) = 0, (f i , f j ) = 0, (e i , f j ) = δ i,j a standard basis of (F 2n q , ( , )). According to the proof of [K-L, Chapter 2, Proposition 2.6], for any two non-zero vectors v 1 , v 2 ∈ F 2n q with (v 1 , v 2 ) = 0, there exists a ∈ F × q such that {av 1 , v 2 } is a part of a standard basis of (F 2n q , ( , )).
Lemma 4.17. Let V = (F 2n q , ( , )) be a symplectic space and g ∈ Sp(V ) a transvection. Then, there exist a standard basis {e 1 , . . . , e n , f 1 , . . . , f n } and a ∈ F × q satisfying the following conditions:
g(e 1 ) = e 1 + af 1 , g(e i ) = e i , g(f j ) = f j for all 2 ≤ i ≤ n and 1 ≤ j ≤ n.
Proof. We remark that (g − 1)V is a 1-dimensional F q -vector space which is contained in V g=1 because g is a transvection. Let v and w be non-zero elements of V satisfying (g − 1)v = w. If (v, w) = 0, then there exist an element a ∈ F × q and a standard basis {e 1 , . . . , e n , f 1 , . . . , f n } of V satisfying e 1 = av and f 1 = w (cf. Remark 4.16). We shall show that {v, w} ⊥ is contained in V g=1 . Let z be an element of {v, w} ⊥ . Then, we have 0 = (z, v) = (g(z), g(v)) = (g(z), v + w) and 0 = (z, w) = (g(z), g(w)) = (g(z), w). Therefore, the equality (g(z), v) = 0 holds. On the other hand, there exists z ∈ V g=1 and α ∈ F q such that z = αv + z because the dimension of V g=1 is n − 1 and v ∈ V g=1 . Since (z, v) = 0, z is orthogonal to v. Therefore, we obtain the following equalities: This implies that α = 0. Therefore, the basis {e 1 , . . . , e n , f 1 , . . . , f n } satisfies the condition of the lemma. Next, we assume (v, w) = 0. In this case, there exists a non-zero element w ∈ V g=1 such that (w, w ) = 0 because F q v + V g=1 = V . Set v := v + w . Then, we have (g − 1)v = w and (v , w) = 0. By repeating the same argument as above, we deduce the conclusion of the lemma.
Proposition 4.18. Let g ∈ Sp 2n (F p ) be a transvection. Then, the conjugacy class of g in Sp 2n (F p ) (resp. GSp 2n (F p )) is not rational (resp. rational ) (See Definition 3.15 for the definition of rational conjugacy classes).
Proof. Assume that there exist r ∈ Z ≥1 and h ∈ Sp 2n (F p ) such that hgh −1 = g r . Let a be an element of F × p and {e 1 , . . . , e n , f 1 , . . . , f n } a standard basis of F 2n p satisfying the conditions of Lemma 4.17. Put V 1 := F p e 1 + F p f 1 and V 2 := V ⊥ 1 . Since hgh −1 = g r , the automorphism h stabilize V g=1 . Therefore, we have h(f 1 ) = bf 1 + w with some b ∈ F p and w ∈ V 2 . We also write h(e 1 ) = ce 1 + df 1 + w with c, d ∈ F p and w ∈ V 2 . Moreover, we obtain the following equalities by direct computations:
hg(e 1 ) = h(e 1 + af 1 ) = ce 1 + df 1 + w + baf 1 + aw = ce 1 + (ab + d)f 1 + aw + w , g r h(e 1 ) = g r (ce 1 + df 1 + w ) = c(e 1 + arf 1 ) + df 1 + w = ce 1 + (acr + d)f 1 + w .
Since hg = g r h, we have acr + d = ab + d by the equalities above. Since aw + w = w , we have w = 0. Hence, the equality bc = 1 holds because (h(e 1 ), h(f 1 )) = (e 1 , f 1 ) = 1. These imply that r = b 2 ∈ (F × p ) 2 . Since p is an odd prime, there exists a positive integer r > 1 which is prime to the order of g and whose image in F p is not contained in (F × p ) 2 . Therefore, the conjugacy class of g in Sp 2n (F p ) is not rational.
On the other hand, for a positive integer r prime to the order of g, the elements g and g r are conjugate in GSp 2n (F p ). Indeed, if we define h ∈ GSp 2n (F p ) by the equalities h (e 1 ) = re 1 , h (e i ) = e i , h (f j ) = f j for all 2 ≤ i ≤ n, 1 ≤ j ≤ n, we have h −1 gh = g r . Therefore, the conjugacy class of g in GSp 2n (F p ) is rational (cf. Remark 3.16). This completes the proof of the proposition.
An application to the Inverse Galois Problem.
In this subsection, we give an application of Theorem 3.23 to the Inverse Galois Problem.
Lemma 4.19. Let p be an odd prime and n a positive integer greater than 1. Then, there exists an linearly rigid (2n + 1)-tuple (g 1 , . . . , g 2n+1 ) of GL 2n (F p ) satisfying the following conditions:
(a) The product g 1 · · · g 2n+1 is equal to −E 2n . Here, E 2n is the identity matrix of size 2n. (b) For any 1 ≤ i ≤ 2n + 1, g i is a transvection. (c) The subgroup G of GL 2n (F p ) generated by {g 1 , . . . , g 2n+1 } is isomorphic to Sp 2n (F p ). (V ) is also a linearly rigid representation (cf. Lemma 4.12). We put g i := ρ (σ (2n+1) i ) and G := g 1 , . . . , g 2n+1 ⊂ GL(W ). According to Lemma 4.7, the group G canonical homomorphism F p F × p → N → Inn(N )/Inn(G) ∼ = Z/2Z is surjective (cf. Lemma 4.15). Thus, H acts on E in (C * ) transitively. Therefore, the condition (b ) is satisfied. The condition (c ) is checked by the construction of an injection ν : F p F × p → N . This completes the proof of Claim 1.
