Introduction
We consider a time-delayed reaction-diffusion equation, the so-called Nicholson blowflies equation with diffusion
∂x 2 + dN (t, x) = pf (N (t − r, x)), (t, x) ∈ R + × R, ( The existence of travelling wavefronts for (1.1) with such birth-rate functions are studied in [5] . In particular, when q = 1, f 1 (N ) is just Nicholson's birth-rate function f (N (t − r, x)) = N (t − r, x)e −aN (t−r,x) (1.3) with N − = 0 and
Lucilia cuprina is a kind of Australian blowfly. These blowflies lay their eggs on sheep, and soon the eggs become maggots, which feed on the host. As a result, the injured sheep may die. So, in order to eliminate the blowflies, it is useful to investigate changes in their population. In the 1940s, Nicholson [10, 11] made the pioneering study on the distribution of the blowflies' population over time. Based on Nicholson's experimental data, Gurney et al . [3] established a dynamical model, the so-called Nicholson blowflies equation,
N (t) + dN (t) = pN (t − r)e −aN (t−r) .
On the other hand, it is necessary and interesting also to consider the spatial diffusion of blowflies. This leads naturally to the study of the time-delayed reactiondiffusion equation, (1.1), which was first studied by So and Yang [15, 17, 25] in 1998 for Hopf bifurcations and the stability of steady-state solutions. Since then, a number of in-depth research works on this model have been published (see, for example, [5, 7, 8, 12, 15-17, 20, 22, 25] and the references therein).
In [16] , by the upper-lower solutions method, So and Zou proved the existence of wavefronts (a special solution in the form φ(x + ct), where c is the speed) for (1.1) related to two constant states N ± (the constant equilibria). More precisely, there exists a number c * > 0 (called the critical wave speed, or the minimum wave speed); the wavefront φ(x+ct) exists for any c > c * . As pointed out in [22] , when r = 0 (i.e. there is no time delay), the critical wave speed is c * = 2 √ p − d, and when r → ∞ the minimal wave speed is c
Regarding the stability of travelling waves of the model (1.1), by using the technical weighted energy method, Mei et al . [8] proved that the wavefront is asymptotically stable in time when the wave speed is as large as c > 2 √ p − d and the initial perturbation around the wavefront is sufficiently small. However, such a stability result is not satisfied; the stability of slower wavefronts (i.e. the wave speed satisfies c
is much more interesting, but remains an open question. On the other hand, although we usually need to restrict the initial perturbation around the wavefront to be small for the wave stability proof, the wave stability for a large initial perturbation is much more significant and important from both a mathematical and a physical point of view. This is the so-called large-initial-perturbation problem. Unfortunately, the stability of the wavefronts with a large initial perturbation for (1.1) is also unknown. The solution of these two problems is the main aim of this paper.
Since the usual weighted energy method is no longer applicable, we develop a new approach, combining the comparison principle and the weighted energy method, to prove the stability for all waves (i.e. c > c * ) with a large initial perturbation in a weighted Sobolev space. Inspired by Gourley's elegant estimate in [2] , we can also show the stability for all wavefronts when the delay time r is sufficiently small. The selection of a suitable weight function is also crucial, which is different from the case in [7, 8] , and can guarantee stability for all wavefronts. Of course, it is necessary that the initial perturbation around the wavefront decays to zero exponentially in space as x → −∞, but it can be allowed to be large in other locations. For research related to other population-dynamical models, we refer the reader to [1, 2, 4, 7, 9, 14, 18, 24] and the references therein (see also [19, 21, 23, 26] ).
Notation. Throughout the paper, C > 0 denotes a generic constant, while C i > 0, i = 0, 1, 2, . . . , represents a specific constant. Let I be an interval, typically I = R. L 2 (I) is the space of the square integrable functions on I, and H k (I), k 0, is the Sobolev space of the L 2 -functions f (x) defined on the interval I whose derivatives
w (I) represents the weighted L 2 -space with the weight w(x) > 0 and its norm is defined by
is the weighted Sobolev space with the norm In what follows, we shall prove the new stability results. In § 2, we first introduce the travelling wavefronts and their properties, as well as the known nonlinear stability result, then we state our new stability results in two different cases: with or without time delay. In § 3, after establishing the comparison principle and some key energy estimates in the weighted Sobolev spaces, where the suitably selected weight function plays a crucial role, we then prove the nonlinear stability. In § 4, we carry out numerical simulations in two cases that confirm our theoretical results stated in § 2.
Preliminaries and main theorems
A travelling wavefront of equation (1.1) connecting with the constant states N ± is a monotone solution N (t, x) = φ(x + ct) satisfying the second-order ordinary differential equation
where
, the existence of the wavefront was shown by So and Zou [16] and Liang and Wu [5] using the upperlower-solutions method which is a corollary of the result for a more general case studied earlier by Schaaf [13] . By the same approach, we can similarly prove the existence of travelling waves for (1.1) with a general birth-rate function f (N ) satisfying (H 1 ) and (H 2 ). Details of the proof are omitted. 
where In particular, when r = 0, equation (1.
1) becomes the regular reaction-diffusion equation without time delay, and its critical wave speed is
Now we define two different weight functions:
where γ(ξ) is selected such that
φ(ξ) is the given travelling wavefront, and the number x 2 is selected to be sufficiently large such that (3.28) holds, i.e.
Another weight function is defined as
where the number x 3 satisfies (3.36), i.e. we need
The number k in (2.6) satisfies 1 < k < 2 and
The above inequality can be verified for some k ∈ (1, 2), if
holds. In fact, consider two functions
Since the maximum value of g 2 (k) is
we can conclude that, for some k around 1, the graph of g 2 (k) is above g 1 (k). Thus, we can then select some k ∈ (1, 2) such that (2.7) holds. We now state our main results. 9) and the initial perturbation is
, then the solution of (1.1) satisfies 10) and
In particular, the solution N (t, x) converges to the wavefront φ(x+ct) exponentially in time: 14) and the initial perturbation is
, then the solution of (1.1) satisfies
and
for some positive number µ 3 .
Remark 2.4.
(i) Theorem 2.2 shows that the stability holds for all wavefronts if the initial perturbation around the wavefront is exponentially decaying as
. This decay can be obtained by the Sobolev embedding inequality and the definition of w 2 (x). Although when r = 0 the stability shown in [8] also holds for the wavefronts with speed c > 2 √ p − d = c * , the initial perturbation around the wavefront in a weighted Sobolev space is restricted to be sufficiently small. However, here we do not need such a condition for wavefront stability.
(ii) For theorem 2.3, under the two sufficient conditions (2.8) and (2.13), the stability holds for all wavefronts, including the slower wavefronts with c
, it can be verified that the sufficient conditions (2.8) and (2.13) are satisfied automatically.
(iii) Both theorems 2.2 and 2.3 essentially improve the previous stability results obtained in [8] .
Regarding the smallness of the delay time r > 0, biologically, the time to maturity (i.e. the delay time r) for the blowflies is ca. 10-25 days (see http://ipm.ncsu.edu/ AG369/notes/blow flies.html), so we believe that r actually is small. Thus, from theorem 2.3, we immediately obtain the following corollary. 
18)
Proof of nonlinear stability
The existence and uniqueness of the solution for the initial-value problem (1.1), (1.2) has been proved in [8] (see also a different method in [23] ). In order to prove theorems 2.2 and 2.3, we first need to establish the comparison principle for equation (1.1) and then, by using the comparison principle together with the weighted energy method, we can prove our new stability results in three different cases, according to the signs of the initial perturbation.
As shown by Martin and Smith in [6] (see also [4, 7] ), we have the following two lemmas.
Lemma 3.1 (boundedness). Under assumptions (H 1 ) and (H 2 ), let
Then the solution N (t, x) of the Cauchy problem (1.1), (1.2) satisfies 
In what follows, we prove theorems 2.2 and 2.3 by means of the comparison principle together with the weighed energy method. In the proof, we will also show how to select suitable weight functions that play a key role in the stability proof by the weighted energy method, and how to obtain stability with a large initial perturbation by using the comparison principle.
For given initial data N 0 (s, x) satisfying 5) so
Denote by V + (t, x) and V − (t, x) the corresponding solutions of (1.1), (1.2) with respect to the above-mentioned initial data V + 0 (s, x) and V − 0 (s, x), i.e.
By the comparison principle, we have
We now prove the stability of the travelling wavefronts presented in theorems 2.2 and 2.3 in three cases.
Then by (3.6) and (3.9) we have
From (1.1), it can be verified that v(t, ξ) defined in (3.11) satisfies
13) where
with φ = φ(ξ − cr) and v = v(t − r, ξ − cr). Let w(ξ) > 0 be a weight function which will be specified later. Multiplying (3.13) by e 2µt w(ξ)v(t, ξ), where µ > 0 will also be determined later, we obtain 
Again, using the Cauchy inequality we obtain
for any positive constant η, which will be specified later. Thus, the third term on the left-hand-side of (3.17) is reduced to
Substituting (3.18) into (3.17) leads to
For the nonlinearity
Taylor's formula, we have
whereφ is some function between φ and φ + v = V + (t, x), i.e. φ φ V + (t, x). Since both φ and V + (t, x) satisfy 0 φ N + and 0 V + (t, x) N + , we then have 0 φ N + , which combines with assumption (H 2 ) to ensure that
Thus, using the facts that Q(t − r, ξ − cr) 0 and v(t, ξ) 0 (see (3.12)), we obtain
Substituting (3.22) into (3.19), we obtain
for some positive constant C 1 .
Let
Next we prove B η,µ,w (ξ) > 0 by selecting some suitable weight function w(ξ) and the exponent µ. This is one of key steps in the proof of the wavefront stability. 
for some positive constant C 2 .
Proof.
by selecting
Here, c > c
Case 2 (ξ > x 2 ). In this case, we have w 2 (ξ) = w 2 (ξ + cr) = 1. From (H 2 ), f (φ) is decreasing in φ. Since φ(ξ) is increasing in ξ, this means that f (φ(ξ)) is decreasing in ξ, and satisfies 0
). We can select x 2 to be sufficiently large such that |φ(
Notice that 1 < k < 2, and cosh x is increasing for x > 0, which implies that 0 < cosh(
Applying this to (3.34), we then prove that
Case 3 (ξ > x 3 + cr). In this case,
due to (3.36). Thus, let
Combining (3.32), (3.37) and (3.38), we prove (3.31).
Lemma 3.5. There exist some small numbers µ 2 > 0 and µ 3 > 0 such that
Proof. Notice that
From (3.26), (3.27 ) and (3.31), it can be verified that there exist some small numbers µ 2 > 0 and µ 3 > 0, such that, for r = 0,
and, for r > 0,
The proof is complete.
Applying (3.42) and (3.43) to (3.23), and dropping the positive term
we have
Furthermore, by differentiating (3.13) with respect to ξ, and multiplying it by e 2µit w i (ξ)v(t, ξ) (i = 2, 3 corresponding to r = 0 or r > 0), then integrating the resultant equation with respect to (t, x) over [0, t] × R, and using the basic energy estimates (3.44) and (3.45), we can prove
for some positive constant C 4 . The detail of the proof is omitted. Combining (3.44)-(3.47) yields
provided with some positive constant C 5 .
Since w i (ξ) 1 for all ξ ∈ R, i = 2, 3, from the definition of the weighted Sobolev space H 1 w , we have
, (3.50)
where i = 2 or 3 when r = 0 or r > 0, respectively. Furthermore, by the Sobolev embedding theorem H 1 (R) → C 0 (R), we finally prove the following stability result with exponential time decay.
Lemma 3.6. It holds that
for some positive constant C 6 , where i = 2 or 3 when r = 0 or r > 0, respectively.
. (3.52) As shown above, we can similarly prove that V − (t, x) converges to φ(x+ct), according to the following lemma.
Lemma 3.7. It holds that
for some positive constant C 7 , where i = 2 or 3 when r = 0 or r > 0, respectively.
Case 3 (convergence of N (t, x) to φ(x + ct)). In this step, we prove theorems 2.2 and 2.3, as follows. 
Owing to lemmas 3.6 and 3.7, we have the following convergence results: 
Numerical simulations
In this section, we present some numerical simulations. We find that these numerical results in many cases match and confirm our theoretical results shown in § 2. The computational results reported in this section are based on the following finitedifference approximation with a forward scheme for the time derivative and a central 
