Semantic Web knowledge bases, in particular large cross-domain data, are often noisy, incorrect, and incomplete with respect to type information. This incompleteness can be reduced, as previous work shows, with automatic type prediction methods. Most knowledge bases contain an ontology defining a type hierarchy, and, in general, entities are allowed to have multiple types (classes of an instance assigned with the rdf:type relation). In this paper, we exploit these characteristics and formulate the type prediction problem as hierarchical multi classification, where the labels are types. We evaluate different sets of features, including entity embeddings, which can be extracted from the knowledge graph exclusively. We propose SLCN, a modification of the local classifier per node approach, which performs feature selection, instance sampling, and class balancing for each local classifier with the objective of improving scalability. Furthermore, we explore different variants of creating features for the classifier, including both graph and latent features. We compare the performance of our proposed method with the stateof-the-art type prediction approach and popular hierarchical multilabel classifiers, and report on experiments with large-scale cross-domain RDF datasets.
Introduction
Type information plays an important role in Semantic Web (SW) knowledge bases, with type assertion axioms, defined by the rdf:type relation, being one of the atomic building blocks of knowledge bases. Many datasets suffer from type assertion incompleteness. For example, for DBpedia 1 , the upper bounds for completeness of DBpedia 3.8 types are estimated to be at most 63.7%, with at least 2.7 million missing type statements, while YAGO types in DBpedia 3.8 are estimated to be at most 53.3% complete 2 . For example, Arnold Schwarzenegger in DBpedia is assigned only the type OfficeHolder and none of the many other suitable types, such as Actor and BodyBuilder.
A possible way to automatically infer type information on the Semantic Web is the use of reasoning, e.g., standard RDFS reasoning via entailment rules. However, reasoning methods are sensitive to noisy data, and since open knowledge bases created by crowdsourcing and/or heuristics are often noisy, logic-based reasoning approaches are likely to multiply errors. Statistical approaches, on the other hand, are more robust to noise, since they do not rely on the quality of the T-box axioms and are less influenced by single wrong A-box axioms. Therefore, they are considered to be more suitable for the type prediction task 3 . One example that illustrates this problem is that in DBpedia the Album entity Abbey Road from the Beatles, is confused with the Musical Studio entity Abbey Road Studios in some triples. The assertion No Reply (song) recordedIn Abbey Road would lead to the inference that Abbey Road is not only an Album but also a Populated Place, which is the range of the property recordedIn. In 3 , we have shown that RDFS reasoning is prone to propagate noise, whereas heuristic inference is suitable to limit the influence of noise. Therefore, in this paper, we pursue the use of heuristic inference methods.
Since most Semantic Web knowledge bases organize the possible types as hierarchies (defined in ontologies), we propose to model the type inference problem in noisy and incomplete knowledge bases as a hierarchical multilabel classification problem. It is hierarchical because we assume the types to be structured in a hierarchy, and it is multilabel because instances are allowed to have more than one type. For example, in a knowledge base with the type hierarchy depicted in Figure 1 , the instance Arnold Schwarzenegger should be typed as OfficeHolder, Actor, and BodyBuilder, as well as their generalizations Artist, Athlete, and Person, which can be inferred from type hierarchy.
As SW knowledge bases, especially cross-domain ones, can have a large number of types, the high dimensionality of the label space may challenge a multilabel classification algorithm in many ways. First, the number of training examples annotated with each type, in particular those in the lower levels of the hierarchy and in the long tail of an uneven distribution, will be significantly smaller than the total number of examples. This is similar to the class imbalance problem in single-label classification 4 . Second, the computational cost of training a multilabel classifier may be strongly affected by the number of labels 5 . Due to the presence of ontologies and their type hierarchies on the Semantic Web, viewing type prediction as a hierarchical machine learning problem is the most natural translation of the type prediction problem to a machine learning problem. 
Preliminaries
In this section, we lay out the foundations of hierarchical multilabel classification used in this paper.
Multilabel Classification Approaches
In the multilabel classification problem, there are multiple classes and, contrary to the single-label multiclass classification problem, instances are allowed to belong to more than one class. We define the set of classes as C = {c 1 , ..., c |C| }, and we represent the multilabel of an instance x with a binary vector y = (y 1 , ..., y |C| ) ∈ {0, 1} |C| . Some of the existing multilabel classification approaches are standard binary classification algorithms which have been adapted to the multilabel task, without requiring problem transformations. This includes, e.g., AdaboostMH 8 , MLkNN 9 and BPMLL 10 . Other approaches, such as Binary Relevance (BR),Classifier Chains 4 (CC), Label Powerset (LP), and Random k-Labelsets (RAKeL) 11 , transform the multilabel problem into a set of binary classification problems.
Binary Relevance (BR) is the simplest transformation approach, where a binary classifier is trained for each class assuming the classes are mutually independent. More complex transformation methods, such as Classifier Chains 4 (CC) and Label Powerset (LP), can model dependencies between the classes. There are also ensemble methods, such as Ensembles of Classifier Chains (ECC) 4 and Random kLabelsets (RAKeL) 11 , where several classifiers are trained on different subsamples and combined into a single model.
These approaches are agnostic with respect to a hierarchy relations among the labels, and hence, they do not necessarily guarantee the predicted classes to be consistent with the hierarchy.
Hierarchical Multilabel Classification Approaches
The hierarchical multilabel classification problem is similar to the multilabel classification problem, but the classes C are structured in a hierarchy G. The labels of an instance should be consistent with G, i.e., if an instance belongs to a non-root class then it must also belong to its ancestors (i.e., c i c j ∧ y i = 1 → y j = 1). The class hierarchy can be of two types: a tree, which allows nodes to have a single parent only, and a directed acyclic graph (DAG) which allows nodes to have multiple parents.
As pointed out by Silla et al. 12 , most of the current literature focuses on working with trees as it is a simpler problem. There are mainly two types of hierarchical multilabel classification approaches: local and global classifiers. The main difference is that the former breaks down the classification problem into smaller and simpler problems exploiting the class hierarchy, while the latter considers the problem as a whole, learning a single more complex model. In the next subsections we present these approaches in more details.
Local Classifier Approach
The hierarchy is taken into account by using a local information perspective to transform a multilabel classification problem into a set of simpler subproblems. This is a kind of transformation approach, since for every subproblem works the local classifier is trained on a different transformed dataset. According to 12 , there are mainly three approaches of using local information: local classifier per node, local
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Type Prediction in Noisy RDF Knowledge Bases using Hierarchical Multilabel Classification 5 classifier per parent node, and local classifier per level. The local hierarchical classification algorithms share a similar top-down approach in their prediction phase, where the classifier first predicts its first-level (most generic) class of an instance, then it uses that predicted class to reduce the choices of classes to be predicted at the second level (the children of the classes predicted at the first level), and so on, recursively, until the most specific prediction is made. Local Classifier Per Node (LCN): The local classifier per node approach consists of training one binary classifier for each node of the class hierarchy. Each local binary classifier predicts whether an instance belongs to the class associated with the node or not. There are two main ways to define the training set of the local binary classifiers, which are called negative examples selection policies. One is the all approach, which uses all instances to train all local classifiers, and siblings, which uses the instances belonging to a node's class and its siblings' classes to train the local classifiers. A comparison of different negative example selection approaches is made in 13 and 14 . The results indicate that both approaches have roughly similar performances, however, siblings is more scalable than all.
Local Classifier Per Parent Node (LCPN): In this approach, a local multilabel classifier is learned for every non-leaf node in the hierarchy. The labels are the direct child nodes and the training instances are those which belong to the parent node class. If each multilabel problem is transformed into a set of binary problems with the binary relevance method, this is equivalent to local classifier per node. Depending on the choice of the local multilabel classifier, it is possible to model dependencies between sibling nodes.
Local Classifier Per Level (LCL): This is the type of classifier approach least used so far on the literature. The local classifier per level approach consists of training one multilabel classifier for each level of the class hierarchy. That means it is prone to class-membership inconsistency and therefore requires a post-processing step to prevent it. In the literature this approach was only mentioned as a possible approach by 15 , and used as a baseline comparison method in 16 and 17 . Moreover, there is no publicly available implementation of this kind of approach. Figure 2 illustrates the difference between the three local classifier approaches. The dashed closed curves indicate the set labels of each local classifier. In the case of LCN (2a), each of the eleven local binary classifiers predicts whether an instance belongs to its correspondent class or not. For LCPN (2b), there are five local multilabel classifiers, whose labels are sibling nodes. For LCL (2c), there are three local multilabel classifiers, whose labels are the nodes of each level of the hierarchy.
Global Classifier Approach
In contrast to local classifier approaches, the global classifier approach (also known as big bang approach), learns one single classification model built from the training set, taking into account the class hierarchy as a whole during a single run of the classification algorithm. When used during the prediction phase, each instance is classified by the induced model, a process that can assign classes at potentially every level of the hierarchy to the instance. Global classifier approaches lack the kind of modularity for local training of the classifier that is a core characteristic of the local classifier approaches.
An example of global classifier approach is MLC4.5 18 , which is a decision tree algorithm adapted to handle multilabel data. A single decision tree is created for the classifier, where each leaf node contains a vector with the class distributions. This method guarantees consistency with the hierarchy, as the probability of a class in the class distribution cannot be smaller than that of its children. Therefore, for any probability threshold, the generated prediction will be consistent with the hierarchy.
Evaluation Measures
Silla Jr. et al.
12 recommend the use of hierarchical loss (h-loss), and the hierarchical precision (hP ), recall (hR), and F-measure (hP ) to evaluate hierarchical multilabel classifiers. In this paper, we also use the hamming loss (hamm), which is commonly used in (non-hierarchical) multilabel classification and serves as basis for the h-loss.
The hP, hR, and hF 19 are the micro-averaged measures of precision, recall and F-measure per class. By using the micro average, each class is weighted according to the label frequencies. Equations 1, 2 and 3 show the definition of these measures, where tp i , f p i and f n i denote respectively the number of true positives, false positives and false negatives of the class c i . Similarly to their binary class versions, hP, hR and hF values range is in the interval [0, 1]. 
Equation 4 shows the Hamming loss (hamm) for one instance. We denote the true label vector of an instance as y, and the predicted vector asŷ, with y i = 1 if the instance is of class c i , y i = 0 otherwise. Hamming loss reports how many times on average, a class label is incorrectly predicted, i.e., the number of false positives and false negatives, normalized over total number of classes and total number of examples.
Equation 5 shows the hierarchical loss (h-loss) 20 for one instance, which extends hamming loss to account for any existing underlying hierarchical structure of the labels. The idea of hierarchical loss is based on the notion that, whenever a classifier makes a mistake at any node in a given hierarchy, no further loss should be counted for any mistake in the subtree rooted at that particular node ignoring any subtree which is rooted at a wrong prediction node.
Problem Definition
In a knowledge graph, not every instance may come with proper type information. Untyped instances and instances with incomplete set of types are a common problem in Semantic Web knowledge bases 6 , therefore, we need methods which can automatically predict types of instances. Thus, the task of type inference is to assign types to untyped instances, as well as adding types to instances with incomplete type information. To that end, available information about the instance, such as its relation to other instances, is used to train an inference model.
At the same time, not all information in the RDF data set may be correct; there can be various types of errors 21 , including wrong relations between instances 2,22 , wrong interlinks between datasets 23 , and wrong literal values 24, 25 , among others. Thus, when training a classifier for predicting missing types, those errors will shine up as noise in the respective training set, and require a noise-tolerant learning approach. In this paper, we assume that the type hierarchy is correct, and we restrict the hierarchical structure to trees for simplicity and because DAGS are not supported by multilabel classification libraries.
In particular, types in RDF knowledge bases come are organized in hierarchies. Hence, we model the type prediction task as a hierarchical multilabel classification problem, which we define according to the categorization proposed in 12 . The classification problem is defined as < T, M P L, P D >, which means that the type of graph representing the class hierarchy is a tree (T ), instances are allowed to have multiple paths of labels (M P L), and that instances are allowed to have partial depth (P D) labeling (i.e., non-mandatory leaf node prediction).
The partial depth labeling is important in our problem because in many cases the class hierarchy is incomplete, requiring an instance which cannot be typed with any leaf node to be assigned a more general type. In Fig. 1 , Arnold Schwarzenegger is neither an AdultActor nor a VoiceActor, i.e., none of the specializing classes of Actor is appropriate. Thus, the instance should be typed as an Actor, which is a non-leaf node. Supporting multipath labels is also relevant because many instances might have multiple labels which are not in the same path in the hierarchy. In the same example, Arnold Schwarzenegger is labeled with OfficeHolder, BodyBuilder, Actor, and their generalizations, and thus has three paths in the hierarchy.
Although our problem definition does not support DAGs, they can be transformed into trees by selecting (e.g., at random, or by leveraging a priori distributions) a single parent for nodes with multiple parents. This simplifies the hierarchy, but leads to an information loss, which could in theory result in a drop in the quality of the predictions.
The extraction of features for the classifier is also an important part of the problem addressed in this paper. Different datasets might have domain specific features highly valuable for the type prediction. The extraction of features from knowledge bases is a problem which deserves an exclusive study. Therefore we focus on graph and latent features which can be extracted from any RDF knowledge graph.
Approach
The problem of type prediction in RDF data requires highly scalable approaches which can handle a high number of labels, features, and instances inherent to many Semantic Web datasets. In this paper, we propose a more scalable version of a local classifier per node approach which we call SLCN.
In our approach, we assume that the knowledge base has a type hierarchy which is materialized in the dataset, i.e., if an instance is assigned a given type, it must also be assigned all its superclasses. If the hierarchy is not materialized, we perform simple reasoning to infer the assertions of all superclasses absent in the dataset by exploiting the subClassOf relations.
Algorithm
SLCN is based on the local classifier per node (LCN) with top-down prediction approach and siblings negative examples selection policy. This means that we train one binary classifier for every class c i ∈ C, and each of those classifiers is trained on a local transformed dataset with a binary class label (belongs to the type: y c = 1, or not: y c = 0). The top-down prediction approach means that when predicting the types of a given instance, we first classify the instance for the types in the highest level.
When considering a non-mandatory leaf-node prediction problem, the classprediction top-down approach has to use a stopping criterion that allows an example to be classified just up to a non-leaf class node. We follow the approach proposed by Wu et al. 26 , where for all the types which the instance is predicted to belong to, the local classifiers of its subtypes predict if the instance belongs to any of its children, and so forth. Whenever the instance is predicted not to belong to a given type, then it is assumed that it does not belong to any of its subtypes either, therefore there is no need to run the local classifiers of the children nodes.
Assuming that a hierarchical multilabel classifier is perfect and correctly predicts all classes and we want to, for example, predict the types of the instance Arnold Schwarzenegger. The classifier would first predict it is a Person. Then it would predict that it also belongs to its three subtypes Artist, OfficeHolder and Athlete. Following the Artist branch, it would then predict that it belongs to Actor and does not belong to Painter, and finally that it does not belong to either AdultActor or VoiceActor. Following the Athlete branch, the classifier would predict it belongs to BodyBuilder, and does not belong to MotorsportRacer. The local classifiers for the subtypes MortorcycleRider and RacingDriver would not need to make any prediction since the instance does not belong to their supertype MotorsportRacer, and therefore, in order to be consistent with the hierarchy, cannot belong to any of its children.
The top-down approach ensures that the outcome of the multilabel classifier is consistent with the type hierarchy. However, it can cause the blocking problem 27 , which may occur during the top-down process of classifying a test example. The classifier at a certain level in the class hierarchy predicts that the example in question does not have the class associated with that classifier. In this case the classification of the example will be blocked, i.e., the example will not be passed to the descendants of that classifier. Sun et at. 27 propose methods for addressing this this problem (e.g., such as threshold reduction, restricted voting, and extended multiplicative thresholds). However, the results show that, although the proposed methods can reduce the blocking problem, they also cause a degradation in precision. Therefore, in our approach we decide not to use any of these approaches.
As scalability is an important factor in the problem studied in this paper, we choose to use the siblings negative examples policy, which reduces the sizes of local training datasets for classes in the lower levels of the hierarchy. The local train-ing sets are created including the instances belonging to the target class as positive examples and the instances belonging to its sibling classes as negative examples. For instance, the transformed dataset with siblings for the type BodyBuilder would contain as negative examples the instances belonging to its sibling class MotorsportRacer and, because we allow partial-depth prediction, the instances which belong to its superclass Athlete but none of its children.
Typically, the number of labels in the lower levels of the hierarchy is higher, and the lower the level of the label node, the smaller the subset is. Assuming that the label hierarchy has a fanout b, and the instances have a single path only, the average transformed dataset size would be |D| * (b * log b (|C|))/|C| instead of |D|. The average size of the transformed datasets also increases with the number of different paths instances have. However, for simplicity and because the average number of different paths per instance is low in most real datasets (c.f. average number of paths per instance (ANP) in Table 1 ), we ignore this factor when calculating the average size.
In the proposed approach, local feature selection, sampling, and class balancing are performed for every local classifier. The intuition is that in each binary subproblem, where for the instances of a given class we predict whether they belong to a subclass, not all the features might be relevant. Especially in cross-domain datasets, such as DBpedia, YAGO, and Wikidata, the set of features required to predict, for instance, if an Athlete is a MotorsportRacer is completely different from those required to predict if an Infrastructure is an Airport. This allows the local classifier to handle a smaller set of locally relevant features instead of a larger set with features relevant to all classes.
Moreover, we choose to use the filter instead of the wrapper feature selection method, where we calculate the information gain of each feature and select the top-k most relevant features ranked by information gain. Since the idea of local feature selection is to reduce the training time of the local classifiers, it makes more sense to perform the feature selection if its complexity is lower than that of the classifier training. Hence, we decide to use a simple feature selection method, whose complexity grows linearly with the number of features.
The benefit of local feature selection cannot be achieved using global multilabel classification methods, since a single model is learned on a single set of selected features, which has to be relevant for all the classes. Selecting features globally might lead to preferring features relevant to the most frequent classes, and potentially leaving out features which are relevant to less frequent classes. In Section 5.3 we conduct experiments which show that SLCN performs better with local feature selection than with global feature selection.
For the local sampling, we set a maximum local training sample size n. The idea is that if a local classifier has a number of instances smaller than the maximum training sample size, no sampling is performed, so that the training set does not lose any valuable instances. On the other hand, local classifiers with a high number of instances, such as those for the classes in higher level of the hierarchy, will be trained on a smaller sample of size n, reducing the time required for training the local classifier. When sampling the data, potential class imbalance can be addressed individually for each class in its transformed dataset. For that, we define a bias to uniform class distribution u ∈ [0, 1], where u = 0 means that the class distribution is left as it is, and u = 1 means that class weights are assigned values that result in an uniform class distribution. With that, the classifier settings can be defined by the triple < k, n, u >. In the experiments discussed in section 5.2, we evaluate the influence of each of these parameters on the performance of SLCN.
Algorithm 1 shows the pseudo code of SLCN indicating the main characteristics of the approach. The sampling and feature selection (sample instances and select features) is performed for every class c ∈ C and incorporated into the training of SLCN. In the algorithm X is the features matrix, where instances are represented by rows, and columns are features, Y is the labels matrix, also with instances represented as rows, a |C| columns represent the types, h is a map containing all the nodes of the type hierarchy, local f eats is map containing the sets of selected features for each class, and local clf s a map of the local binary classifiers of each class.
The function predict recursion illustrate how the top-down prediction approach stopping criterion works, which we implement by keeping a set of indices i to the instances to which the local classifiers should be applied.
One limitation of SLCN is that it does not support disjointness between classes, since it assumes independence between sibling nodes. However, at the moment, most knowledge bases do not contain class disjointness axioms. Approaches which can model dependencies between classes, such as MLC4.5 and LCPN with ECC or LPW, should be able to handle such disjointness even if not explicitly defined in the ontology. When training the classifier, since we use the siblings negative examples selection policy, we implicitly use the closed world assumption in order to generate negative labels for the local classifiers. This can be a problem on datasets where the type assertions are highly incomplete 28 .
Features
It is not possible to directly apply hierarchical multilabel classification methods on knowledge bases. In order to be able to work with classifiers, we need to represent every typed instance x ∈ X in the knowledge base as a feature vector, and the types of the given instance as labels. In this paper we focus on general features which can be extracted from the relations between entities represented in a knowledge graph. Therefore, we do not investigate features extracted from external sources and text. According to Nickel et al. 29 , two kinds of features can be obtained from knowledge graphs: latent features and graph features. The former consists of features which cannot be directly observed in the graph, often these are lower-dimensional representations (also known as embeddings) of entities. The latter consists of features that can be directly observed from the edges in the graph.
Latent features are dense lower dimensional representations of entities in an for c ∈ C do 6:
n ← number of instances in X 
13:
16: n ← number of instances in X 33:
Initialize the matrix Y with zeros (empty predictions) 34: for r ∈get roots(h) do
35:
Y ← predict recursion(X, Y, h, r, {1, ..., n})
36:
end for 37: return Y 38: end function embedding space. The existent latent multirelational learning models, often used for the link prediction problem, generate this kind of entity representation. Since in these models every entity on the knowledge graph is represented by embeddings, we can use these embeddings as features and types as labels and train a multilabel classifier for type prediction. Assuming that in the latent feature representations, entities of same type are located close to each other in the embeddings space, these features should in principle be useful for the type prediction task.
Some of the state-of-the-art latent feature models include 34 . In this paper we choose to use Holographic Embeddings (HolE) 34 , which learns compositional vector space representations of entire knowledge graphs. The proposed method is related to holographic models of associative memory in that it employs circular correlation to create compositional representations. HolE is efficient to compute, easy to train, and highly scalable, but at the same time it is highly expressive and can model complex relations. This achieved by using circular correlation as the compositional operator (c.
An important characteristic of the circular correlation as an operator to model relations is that it is noncommutative, i.e., a b = b a, which enables it to model asymmetric relations. In HolE, the probability of a triple (s, p, o) is modeled as shown in Equation 8 , where e s and e o are the embedding representations of the subject s and object o, and r p is a vector that represents the relation p, and σ is the logistic function, that converts the triple score to a probability.
In this paper, we will call the set of entity embedding features E, where E has d dimensions. In general, d is small (in this paper we use d ∈ 5, 10, 25, 50, 150), but the feature vectors are dense, i.e. they have few zeros.
Graph features can be directly extracted from the triples in the graph, and therefore are simpler to be obtained. In this paper, we propose the extraction of binary features, following 35 , which are not specific to a dataset at hand, but applicable on any general SW knowledge base. R out is the set of outgoing relations, R in is the set of ingoing relations, Q out is the set of qualified relations, i.e., pairs of outgoing relations and object types, and Q in is the set of ingoing qualified relations, i.e., pairs of ingoing relations and subject types. For convenience, we define the set of ingoing and outgoing relations as R = R in ∪ R out and the set of all qualified relations as Q = Q in ∪ Q out .
The feature sets for the classification problem are extracted with the following SPARQL queries, where the keyword a is used as a shorthand notation for rdf:type: In theory, on a knowledge base containing relations p i ∈ P , and c i ∈ C types, R out and R in can have up to |P | dimensions, and Q out and Q in up to |P | × |C| dimensions. In practice, however, R in is often smaller than R out because, for example, data properties, which have literals as objects, appear always as outgoing relations of entities and never as ingoing. Also, because of domains and range restrictions of relations, many combinations of outgoing relation and object type, as well as ingoing relation and subject type never occur, therefore the sizes of Q out and Q in often are significantly smaller than |P | × |C|. It is important to note that, in contrast to the dense entity embeddings feature set E, the feature vectors Q and R are in practice highly sparse with few non-zero entries. These characteristics can be observed in Table 1 , which give the size of these feature sets on the datasets used in this paper.
In our experiments, we define the set of features used in a type prediction task as F , which may consist of any combination of the features sets R out , R in , Q out , Q in or E. While in SLCN it is possible to include dataset specific features, such as DBpedia categories or text features extracted from Wikipedia abstracts, in this paper, we concentrate on general features which can be extracted from any SW knowledge base. It is worth mentioning that, in contrast to SDType 3 and other existing methods, which usually rely on a certain kind of features, the proposed hierarchical multilabel classification approaches can handle any kind of features which could be extracted from knowledge bases, and is thus more versatile.
In the future we plan to perform experiments with different kinds of features and propositionalization strategies 36 , and evaluate how they affect the predictive performance. However, since in this paper we focus on the prediction methods and not the feature extraction, we restrict ourselves to the features described previously.
In summary, the contributions of this paper are the formulation of the type prediction as a hierarchical multilabel classification problem and the proposal of SLCN, a scalable hierarchical multilabel classifier based on the local classifier per node approach which exploits local feature selection and sampling in order to improve scalability and facilitate the use of such approach on large cross-domain LOD datasets. Moreover, we investigate how the use of different feature sets affect the performance of SLCN and other methods. We consider embedding features obtained with HolE, as well as ingoing and outgoing relations and qualified relations.
Experiments
The experiments are divided into five main parts. First, we evaluate the performance of different local classifiers for SLCN, and different parameter values for < k, n, u >. The second part compares local and global feature selection, showing that local feature selection performs better. Therefore, in the following, local feature selection is used throughout all the experiments. Third, we compare the influence of graph and latent features, showing that the latter only lead to a marginal performance improvement. In the fourth part, we compare SLCN to SDType and different stateof-the-art multilabel classifiers, analyzing performance and scalability with respect to the number of instances, features, and labels. We do not compare the proposed approach to RDFS reasoning, because it has already been shown to outperform reasoning in the case of real-world SW knowledge bases 3 . Finally, in the last part, we make a comparison on different large-scale RDF datasets.
For our experiments, we use MULAN 1.5, which is an open-source Java library for learning from multilabel datasets based on WEKA 37 . It includes a variety of state-of-the-art multilabel classification algorithms, and offers multilabel feature selection and evaluation. Apart from SDType, we compare SLCN to the local approaches HMC, HOMER, and the global approach MLC4.5 18 . HMC is an implementation of the LCPN approach. HOMER 5 is similar to HMC, but it uses balanced clustering to generate a hierarchy for flat labels, where the non-leaf nodes are metalabels identifying label clusters. MLC4.5 and SDType were re-implemented in the MULAN framework. The performance of SDType is very sensitive to the chosen confidence threshold, and the optimal threshold may vary with the used dataset. Therefore, for our experiments, we added an extra step to the training phase of SDType in order to find the confidence threshold which maximizes the hF measure. Apart from that, all methods were used with their standard settings in MULAN.
Datasets
In our experiments, we use four different large scale cross-domain datasets: DBpedia, DBpedia with YAGO types, NELL, and Wikidata a . We also use AIFB and Mutagenesis datasets, which are two smaller and simpler domain-specific datasets. They are especially needed for the latent features experiments, since the computation of entity embeddings for the large scale datasets can be expensive. Because MULAN can only handle trees, not arbitrary DAGs, we convert all DAG type hierarchies to trees by retaining only the subsumption relation of the most frequent parent node. Table 1 shows some statistics about the different datasets, including number of instances, percentage of instances with partial-depth (PD) and multipath (MPL) labels, average number of paths per instance (ANP),number of labels (|C|), and size of the different feature sets (|R out |, |R in |, |Q out |, |Q in |). In the next a The datasets used are available for download at http://dws.informatik.uni-mannheim.de/en/research/hmctp paragraphs we briefly discuss relevant characteristic of each dataset used. There are two main issues with existing DBpedia type assignments. The first is that DBpedia only contains single path labels, although it is clear that several instances, such as Arnold Schwarzenegger, should belong to multiple paths. This happens because of its extraction framework, which maps infoboxes to types and assigns an instance to the type of the first infobox of its Wikipedia page. That makes it an exception amongst other main RDF datasets which, as Table 2 illustrates, have a significant portion of its instances with multipath labels. The second problem is that the correct type can be trivially predicted from outgoing properties, as reported in 2 , which happens because the DBpedia outgoing properties and types are generated in one step from the same original information. Therefore, in our experiments, we use only the feature sets R in and Q in for DBpedia. DBpedia 2014 has a class hierarchy which is not a tree only because of the class Library, which is a subclass of EducationalInstitution and Building. All the other classes have a single parent class. In order to convert it to a tree, we choose EducationalInstitution to be the only superclass, following the tree depicted by the DBpedia Ontology browser. Since DBpedia types were originally materialized with the DAG hierarchy, after the transformation to a tree all, the 816 instances of Library (0.02% of the total) appear to have two paths in the tree.
DBpedia with YAGO types: Unlike DBpedia, YAGO d extracts its type hierarchy from Wikipedia categories. Because of that, it has a staggering 384 174 different types and a complex DAG type hierarchy. Moreover, YAGO has a very limited number of relations (|R out | = 37) with most relations on the people and location domain), which results into a small number of features which are biased to specific classes. With the number of labels much greater than the number of features, the YAGO dataset as it is, is not well suited for the type prediction problem. Most of the DBpedia instances are linked to the YAGO types. Therefore it makes sense to b http://wiki.dbpedia.org/Downloads2014 c http://mappings.dbpedia.org/server/ontology/classes/ d http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/ yago-naga/yago/downloads/ ws-ijait Type Prediction in Noisy RDF Knowledge Bases using Hierarchical Multilabel Classification 17 combine both datasets by using DBpedia features and YAGO types as labels. With that, the problem of DBpedia's exclusively single-path labels, which are extracted together with the outgoing properties, can be ruled out. The problem of the high number of YAGO labels can be solved by simply choosing the top-k most frequent types. In our experiments, arbitrarily select the 474 most frequent YAGO labels.
Wikidata: Similarly to what was done to the YAGO types, in Wikidata, which also has a large original |C| = 29099, we arbitrarily select the 454 most frequent types. In contrary to the other knowledge bases used in the experiments, Wikidata does not rely on information extraction methods to generate its RDF graph. Wikidata is part of the Wikimedia community and its pages contain structured data, which can be exported to RDF format 38 . Its type hierarchy is a DAG, and in order to transform it into a tree, for all types with multiple parents we keep the rdfs:subClassOf relation with parent with greatest number of instances and delete the rest.
NELL: We use the NELL dataset (version 08m.690), which has originally 1 168 998 instances. However, the NELL's graph is highly sparse with only around 2% of instances being both typed and having at least one ingoing or outgoing relation. Therefore for the datasets used in our type prediction experiments we remove the other 98% of instances and use only the remaining 29317.
AIFB: The AIFB dataset e describes the AIFB research institute in terms of its staff, research group, and publications. The data is an export of the AIFB website and contains around 270 thousand triples. The type hierarchy is originally a wide and shallow tree with average fanout 14.25 and average depth 2.04.
Mutagenesis: The MUTAG dataset is distributed as an example dataset for the DL-Learner toolkit f . It contains information about 340 complex molecules that are potentially carcinogenic, which is given by the isMutagenic property. The molecules can be classified as "mutagenic" or "not mutagenic", and the main entity types atoms bonds and compounds which define the molecules. The type hierarchy is also originally a tree with average fanout 7.17 and average depth 2.49.
SLCN Base Classifier and Parameter Settings
We conduct a first experiment to evaluate the performance of different types of local classifiers on our approach. Four different popular binary classifiers available in WEKA are evaluated. Table 2 reports the results of the comparison, which was performed on a random sample of the DBpedia data with YAGO types containing 28 863 instances (1% of the total) and features F = R. The results indicate that J48 (an implementation of the C4.5 decision tree algorithm) and LibSVM perform equally well in terms of prediction quality, with J48 being about eight times faster than SVM. Thus, we use J48 as a base classifier in the subsequent experiments. In the experiments, we evaluate how the three parameters k, n and u (i.e., the number of features, the local training sample sizes, and the bias to uniform class distribution) affect the performance of SLCN. The evaluation is performed on the same sample described before, using J48 as local classifier and the default setting k = 100, n = 500. We then vary k and n measuring the runtime as well as hP , hR, hF , h-loss and hamm.
The plots in Figure 3 show hF and runtime for different parameter values. It is notable that for both the number of features k and maximum train set size n, the hF curves flatten after a certain point, while the runtime curves continue to grow. The optimal values for n and k depend on characteristics of the data, and may vary from dataset to dataset.
As the local classification problems can be rather skewed, we have also performed experiments with different sampling biases towards a more uniform class distribution in the local sampling. Since SLCN is based on LCN with siblings negative example selection, the classes are not as imbalanced in the local training sets as they are in the whole dataset. Moreover, we select the most frequent classes from Wikidata and YAGO, which excludes the smallest classes, and hence avoids the most skewed local classification problems. Therefore, the sampling bias to uniform class distribution does not significantly affect the performance of SLCN, i.e., we stick to stratified sampling in our experiments.
Local vs. Global Feature Selection
Transformation-based multilabel classifiers learn different models for each transformed dataset. In the case of SLCN, there's one transformed dataset and one learned model for every type. This characteristic allows the feature selection to be performed either globally or locally.
In the global feature selection, the selection is performed on the original dataset, which means all the transformed datasets share the same set of selected features, and the features selected are those most relevant to all the classes. In the local feature selection, the selection is performed on each transformed dataset, which allows the sets of selected features to be specialized for each transformed dataset class.
In this experiment we compare the local and global feature selection approaches on the LCN approach with siblings negative examples selection policy, which is the base of our proposed approach SLCN. As described in Section 4, we used the filter method for the feature selection, which selects the top-k most relevant features without considering dependencies between features, but is highly scalable. In our experiments we use information gain as relevance measure. Figure 4 shows a comparison of hF and runtime between the local and global strategies with SLCN. The local approach shown in red performs consistently better than the global approach on all datasets in terms of hF . Moreover, the runtime is also lower than the global approach. The feature selection has to be performed only once in the global approach, while on the local approach it has to be performed |C| times. However, on the global approach the relevance measures require the computation of |C|-dimensional distributions over all the classes, while on the local approach it is computed for a single class. The local approach is faster because in the feature selection is performed on the transformed datasets, and, because of the siblings negative examples selection policy, the relevance of the features is calculated on datasets which on average are smaller.
The drop in runtime at the last data point for the experiments on AIFB and Mutagenesis happens because the time we report includes the training time and the feature selection. Since in the last data point the number of features is the same as the original number of features in the dataset, no feature selection is required. For smaller datasets, the time required for performing the feature selection is not paid off by the reduction in training time. 
Graph Features vs. Latent Features
In this section, we perform a comparison between latent features and graph features for type prediction. In these experiments we use HolE features, which were learned ws-ijait on the whole datasets excluding the rdf:type relations. HolE provides state-of-theart performance with an expressive, yet simple and scalable model, which enables us to learn the model on larger datasets 34 . We use the HolE implementation from the python library Scikit-KGE g . We learn holographic embeddings with the parameter settings recommended by the authors, and we vary the number of dimensions in order to find the optimal value on the smaller datasets AIFB and Mutagenesis.
Firstly, for the smaller datasets AIFB and Mutagenesis as well as NELL we make learn HolE embeddings with different number of dimensions d ∈ 5, 10, 25, 50, 150, and evaluate how good the learned embeddings are as features for the type prediction task. Figure 5 shows how the hF is affected by the dimensionality of the embeddings, for the Mutagenesis dataset 10 was the optimal value, for AIFB it was 25, and for NELL it was 5. Since both datasets are fairly simple, we can observe that for the higher number of dimensions, the model overfits. This, however, should not be a problem for the other datasets, which are much more complex and contain more relations.
We evaluate the performance of hierarchical multilabel classifiers for type prediction with five different feature sets: qualified ingoing and outgoing relations (Q), ingoing and outgoing relations (R), HolE embeddings only (E), combination of R and HolE embeddings (R∪E), and combination of Q and HolE embeddings (Q∪E).
The objective is to evaluate the relevance of entity embeddings to the type prediction task, and how they compare to other traditional graph features, as well as to examine if any improvement can be obtained by combining these two kinds of features. Since SDType cannot handle the real valued numerical features from E, for this type prediction method we discretize the numerical attributes into 25 bins using the equal frequencies approach, resulting in 25d binary features.
The results indicate that the best set of features is the qualified relations Q, which over all classifiers significantly improves the performance over the set of in- Table 3 : Comparison of hF for type prediction on different feature sets going and outgoing relations R. The exception for that is NELL, where Q performs worse than R. This happens because the knowledge graph is highly incomplete, where several entities have no types or no ingoing or outgoing properties. For the classification dataset we select only the entities which have at least one type and at least one ingoing or outgoing relation, however, when extracting the features Q some of the objects of outgoing and subjects of ingoing relations are not typed entities, therefore we cannot use them as features in Q. The latent features E, when used alone perform significantly worse than all other feature sets, indicating that this kind of features is not very relevant for the type prediction task. We also combine the embeddings E with R, in order to evaluate if the embeddings can add relevant information and improve performance. However, the experiments indicate that in some cases it does not significantly affect the hF measure, while in others it actually acts as noisy, reducing the quality of the predictions.
Although the HolE embeddings have been shown to be useful in the link prediction problem, in the type prediction problem they do not seem to be of significant relevance when comparing to the graph features evaluated in this paper. This can be attributed to the fact that these entity embeddings are learned with the objective of modeling links between entities, and not to separate them by types.
On the other hand, with R it is possible to exploit distributions of object and subject types for each relation, and based on these links predict the type, and with Q a more detailed version with conditional distributions of object types given subject type as well as subject types given object type for each relation. These kinds of features provide more sophisticated information about the domain and ranges of relations than those normally expressed by RDF Schema. The conditional ws-ijait Type Prediction in Noisy RDF Knowledge Bases using Hierarchical Multilabel Classification 23 distributions of object and subject types are obtained from the A-box and do not rely on the quality of domain and range axioms provided by the T-box, which is a crucial problem of reasoning methods.
Scalability Experiments
In this section, we compare the scalability of the methods in terms of the number of instances, number of features, and number of labels of a dataset. The experiments were conducted on the same sample of DBpedia with YAGO types described in the previous section. To vary the number of instances, we randomly sample instances as training set and progressively increase the sample size, for the number of features we select features with highest information gain first, and for the number of labels we select the most frequent labels first. Figure 6 shows the runtime and hF of each method for different number of instances, number of features and number of labels. SDType is the most scalable of the compared methods, however, its hF was significantly lower than all the other compared methods. The runtime of SLCN is close to that of SDType, improving the runtime in comparison to the other hierarchical multilabel classifiers, and improving hF in comparison to SDType. MLC4.5 has the best overall hF , however, in terms of runtime, it does not scale as well as SDType and SLCN. It is particularly noteworthy that the runtime of SDType and SLCN is significantly more scalable than the other approaches in terms of number of instances, features, and labels.
Although in the plots SDType and SLCN seems not to change its runtime with the number of instances, features and labels, their runtime is of course also affected. However, in comparison with the other methods, the increase in runtime is much smaller and cannot be visualized in the plot. The runtime of SLCN would grow similarly to its local classifier for number features smaller than k and instances smaller than n. For larger values, the number of instances and features of the local datasets the would remain constant, and the increase in runtime would be determined by the instance sampling and feature selection methods used.
Large-Scale Experiments on SW Datasets
In this section, we perform large-scale experiments on whole RDF datasets. Table  4 shows the results of 5-fold cross validation on the RDF datasets presented earlier.
Because of time limitation, we do not report the results for classifiers which require more than a week for training. HMC, HOMER and MLC4.5 were able to finish only on NELL, therefore for the other datasets in Table 4 we report the results only for SDType and SLCN, which were able to finish for all datasets, showing the effectiveness of the proposed approach in improving scalability. On the NELL dataset, the HMC, HOMER and MLC4.5 perform better than SDType and SLCN. However, the runtime of the first three methods are notably longer than the others. When comparing SLCN against SDType, the former performs consistently better with respect to all evaluation measures, but longer runtime. Note that the results of SDType differ from those reported in 3 because the latter includes owl:Thing and classes in other ontologies, such as FOAF and schema.org, in the evaluation, while we exclude them. On all the other datasets, which are significantly larger than NELL (c.f. Table 1) , SLCN is the best overall performer as HMC, HOMER and MLC4.5 were not able to finish in less than one week.
The use of qualified relation features (Q out and Q in ) substantially increases the dimensionality of the feature space, as it can observed in Table 1 , and therefore the runtime is also increased. SDType is able to improve its results when considering the greater set of features for DBpedia and DBpedia with YAGO types, but SLCN actually yield slightly worse results. This may be because of a possibly higher level of dependency between the features in Q out and Q in . Since the filter feature selection method does not take dependencies between features into account, the selected feature set could contain several redundant features.
The results in Table 5 can illustrate the importance of the high scalability of SLCN. Training SLCN on AIFB with F = Q is faster than training HOMER or HMC on F = R, and the prediction quality is significantly higher. On Mutagenesis, the training time is a bit slower, but again, the prediction quality is significantly higher. That shows that, when time and computing resources are limited, using SLCN allows you to work on a higher number of features in comparison to less scalable methods, and ultimately achieve better results.
Related Work
The problems of inference on noisy data in the Semantic Web have been identified, e.g., in 39 and 40 . There have been solutions proposed for the specific problem of type inference in (general or particular) RDF datasets in the recent past, using strategies such as machine learning, statistical methods, and exploitation of external knowledge such as links to other data sources or textual information. One of the first approaches to type classification in relational data is discussed in 41 . The authors train a machine learning model on instances that already have a type, and apply it to the untyped instances in an iterative manner.
Some works address slightly different inference problems. Instead of predicting instance types, 42 predict possible predicates for resources based on co-occurrence of properties. The approach discussed in 43 addresses the problem of mapping DBpedia entities to the category system of OpenCyc. They use DBpedia specific information -infoboxes, textual descriptions, Wikipedia categories and instance-level links to OpenCyc -and apply an a posteriori consistency check using Cyc's own consistency checking mechanism. HYENA 44 is a multi-label classifier for named entity types based on hierarchical taxonomies derived from YAGO. Textual features extracted from the mentions of the named entity Wikipedia articles are used by the classifier, which consists of the SCN approach with siblings negative examples selection. Thus, it can only be applied to Semantic Web knowledge bases that are linked to Wikipedia.
There are several works on type prediction which exploit specific aspects of DBpedia. Aprosio et al. 45 introduced an approach which first exploits cross-language links between DBpedia in different languages to increase coverage. They use nearest neighbor classification based on different features, such as templates, categories, and bag of words of the corresponding Wikipedia article. The Tipalo system 46 leverages the natural language descriptions of DBpedia entities to infer types, exploiting the fact that most abstracts in Wikipedia follow similar patterns. Those descriptions are parsed and mapped to the WordNet and DOLCE ontologies in order to find appropriate types. Giovanni et al. 47 exploit types of resources derived from linked resources, where links between Wikipedia pages are used to find linked resources (which are potentially more than the resources actually linked in DBpedia). For each resource, they use the classes of related resources as features, and use k-nearest neighbors for predicting types based on those features. However, none of those approaches can be trivially applied to datasets other than DBpedia. SDType 3 uses links between resources as indicators for types, namely the ingoing and outgoing properties of instances. The method requires the prior distribution of types, as well as, for every property, a conditional probability distribution of object Holographic Embeddings (HolE) 34 . One interesting aspect of latent feature models is the general low-dimensional representations of entities, which could also be used as features in our proposed approach. Employing instance embeddings as features would probably reduce training time because of their low dimensionality, however, computing these embeddings is expensive. However, as embeddings become increasingly popular, initiatives such as Resource2Vec h or RDF2Vec 54 , which publish embeddings for konwlede graphs such as DBpedia, YAGO, Wikidata, WordNet, and Freebase, enable the use of such embeddings on various applications. It is conceivable that in a near future, the main knowledge bases will have available for download the embeddings representations of its entities in different latent multirelational models.
Further efforts have been made in order to mitigate some of the latent multirelational models weaknesses. TRESCAL 55 proposes a tensor decomposition approach for knowledge base embedding based on RESCAL which is especially suitable for relation extraction. By leveraging relational domain knowledge about entity type information, their algorithm improves scalability and is better able to discover new relations missing from the database. Krompass et al. 56 applies type constraints of relations, which are often available in the knowledge base ontologies, in order to improve the performance of TransE, RESCAL and mwNN in the link prediction task. The authors report improvements of up to 77% in AUPRC and AUROC. ? address the problem of translation-based models (such as TransR and TransE), which do not represent transitive and symmetric relations precisely. They introduce a role-specific projection which maps an entity to distinct vectors according to its role in a triple. That is, a head entity is projected onto an embedding space by a head projection operator, and a tail entity is projected by a tail projection operator There are no reported results for type prediction using link prediction approaches in the literature, therefore we cannot directly compare the results presented in the respective papers with our method. However, we believe that tackling the type prediction problem as link prediction is not the best approach. As out latent features experiment showed, the entity embeddings learned with HolE are significantly worse features than qualified relations, and simple ingoing and outgoing relations.
Conclusion and Future Work
In this paper, we have modeled the type prediction problem in Semantic Web knowledge bases as a hierarchical multilabel classification problem. We propose SLCN, and compare it both to popular hierarchical multilabel classifiers and the state-ofthe-art type prediction approach SDType (which is currently one of the strongest and best scalable algorithms for the task at hand) for SW knowledge bases. The experiments indicate that the local feature selection and local sampling can significantly improve scalability without sacrificing the quality of the prediction, and they also show that SLCN can perform better than SDType, and scales better than the other multilabel classifiers evaluated in this paper. Given a smaller datasets and enough computing power available, state-of-the-art hierarchical multilabel classifiers, such as HOMER, HMC and MLC4.5, are the best choice. However, on larger datasets with high number of features, and where training time is an important factor, SLCN is the best option.
We also evaluated the use of entity embeddings as features for type prediction and the results indicate that they are not of great relevance to the problem. Simple graph-features such as ingoing and outgoing relations and qualified relations yield significantly better results, and combining entity embeddings with them does not provide any significant improvement.
In the future, as our approach assumes independence between sibling classes, we plan to consider a post processing to take disjointness axioms into account. Combining our approach with specific feature selection methods for Semantic Web datasets 57 would be a promising refinement. We also plan to evaluate the performance of our approach when exploiting dataset specific features, such as DBpedia categories and NLP features from abstracts. Furthermore, we want to adapt our approach to support arbitrary DAGs as type hierarchies and investigate the impact it has on the quality of the predictions and runtime. Finally, we plan to exploit the parallelism potential of the SLCN in order to further improve the scalability and develop a Spark implementation of the studied approaches in MULAN. We expect that a distributed implementation could allow us to perform type prediction on Linked Data.
