In graphs of bounded arboricity, the total complexity of all maximal complete bipartite subgraphs is O(n). We describe a linear time algorithm to list such subgraphs. The arboricity bound is necessary: for any constant k and any n there exists an n-vertex graph with O(n) edges and (n/ log n) k maximal complete bipartite subgraphs K k, .
Introduction
A number of graph algorithms depend on finding all subgraphs of a certain type in a larger graph. For instance, in interval or chordal graphs, a decomposition into maximal cliques is key; such a decomposition can be constructed in linear time [4, 17] . Optimal triangulation construction [3] and certain planar graph computations [8] require a listing of all triangles. Related subgraph isomorphism problems also occur in a wide variety of practical applications [2, 5, 12, 9, 13, 14, 19] .
For planar graphs, or more generally for graphs of bounded arboricity, the problem of listing clique subgraphs is well understood. Chiba and Nishizeki [6] show that there can be at most O(n) cliques of a given size in such graphs, and they further describe linear time algorithms for listing these cliques. An alternative linear time algorithm and its parallelization is presented in [7] .
Enumeration of incomplete subgraphs is less well understood, but some results are known. In planar graphs, a given graph G is limited to O(n) occurrences as a subgraph if and only if G is 3-connected [10] ; however the only such graphs for which it is known how to list the occurrences of G in linear time are cliques (as noted above) and wheels [10] . Chiba and Nishizeki studied C 4 subgraphs in graphs of bounded arboricity; there can be Ω(n 2 ) such 4-cycles but an implicit representation of them can be found in linear time [6] .
In this paper we again consider listing subgraphs of bounded arboricity graphs. The arboricity a(G) of a graph G is the minimum number of forests into which the edges of G can be partitioned [16] . Every planar graph has arboricity at most three [16] ; many other classes of graphs enjoy a bounded arboricity, including geometric neighborhood graphs [15] , graphs embeddable on some fixed surface, partial k-trees, and bounded degree graphs. Indeed all of these are sparse graphs, and a bound on arboricity is equivalent to a notion of hereditary sparsity. A decomposition of a planar graph into three forests can be found in linear time [7, 18] . For general graphs the exact arboricity can computed using matroid intersection techniques in time O(mn log n) [11] . However, for our applications we will be satisfied by an approximation to the arboricity, computed very easily in linear time (Lemma 3).
It is natural, given the known results on complete subgraphs, to try to extend these results to complete bipartite subgraphs. The problem of finding complete bipartite subgraphs arises for instance in connection with certain methods of data compression for graphs [1] . However, there is no O(n) bound on the number of such subgraphs. For instance K 2,x appears n−2 x times as part of the planar graph K 2,n−2 . Further we must worry not only about the number of subgraphs, but their complexity, if we are to be finding subgraphs of nonconstant size. However in this example there is only one maximal complete bipartite subgraph, namely the graph itself, and of course it has complexity O(n). We will see that this behavior is typical: for any graph of bounded arboricity, there are O(n) maximal complete bipartite subgraphs, and they have total complexity O(n). We further show that these subgraphs can be found in linear time.
This result also provides an implicit representation for non-maximal complete bipartite subgraphs, for any such subgraph is an induced subgraph of a maximal complete bipartite subgraph, and any induced subgraph of a maximal complete bipartite subgraph is itself complete bipartite. This generalizes the result of Chiba and Nishizeki on an implicit representation of C 4 = K 2,2 subgraphs. Indeed, their representation consists of a collection of K 2,x subgraphs, however these are neither guaranteed to be maximal nor are all maximal K 2,x subgraphs included in their representation. It is not clear how to generalize their techniques even to find all K 2,3 subgraphs. Our algorithm uses techniques that differ from theirs, and is more similar in spirit to that of [7] .
Bounded Acyclic Orientations
Our algorithm is based on a technique from [7] , used in that paper as a spaceefficient data structure for testing whether an edge is part of the given graph. Given any undirected graph G, a d-bounded orientation of G is simply an orientation in which each vertex has out-degree at most d.
Lemma 1 (Chrobak and Eppstein [7]). If a graph G has arboricity a, it has an a-bounded orientation.
Proof: Partition G into a trees, each directed toward its root. 2
Lemma 2 (Chrobak and Eppstein [7]). If a graph G has a d-bounded orientation, and if we store for each vertex a list of out-edges in the orientation, then we can use this representation to test whether or not a potential edge (x, y) is part of the graph, in time O(d).
Proof: We simply check for each of the at most d out-edges of each of x and y, whether that edge is the one we are testing. If no edge matches, the query edge does not exist. 2
An acyclic orientation is one in which there is no directed cycle. Chrobak and Eppstein [7] used acyclic orientations in their algorithm for clique enumeration. Acyclicity will also be needed in our bipartite subgraph enumeration algorithm. An advantage of acyclic orientations is that they are easy to construct.
Lemma 3 (Chrobak and Eppstein [7]). If a graph G has a d-bounded
orientation, it has a 2d-bounded acyclic orientation which can be constructed in linear time without knowledge of d.
Proof:
Since G has at most dn edges, some vertex v has at most 2d neighbors. We remove the minimum degree vertex from G, leaving a smaller graph which has an induced d-bounded orientation and hence by induction a 2d-bounded acyclic orientation. To form an orientation of G we direct all edges out of v.
We can implement this algorithm to run in linear time as follows. We sort the vertices of G into buckets by their degrees, and maintain at all times a sorted doubly linked list of nonempty buckets. At each step, we remove a vertex from the graph, possibly emptying its bucket. We also reduce the degrees of neighboring vertices by one, which may either create a new bucket or move a vertex to an existing bucket. Each of these steps can be implemented in constant time, and the number of such steps is bounded by the number of edges and vertices in the graph. 2
We note that if a graph has arboricity a, the degree bound in Lemma 3 can be tightened from 2a to 2a − 1, as there can be at most a(n − 1) < an edges in G. Since our subgraph listing algorithms depend on the degree of the orientation, this improvement gives a small constant factor improvement in our bounds. As a converse to the lemmas above, a graph with a d-bounded acyclic orientation must have arboricity at most d, for we can partition its edges into d trees simply by choosing one out-edge per tree from each vertex. Thus the existence of a bounded orientation is equivalent to a bound on the arboricity.
Listing Bipartite Subgraphs
Given a set of vertices A, the induced complete bipartite subgraph A × B is found by letting B consist of all the common neighbors of A. This will not necessarily be a maximal complete bipartite subgraph in G: some superset of A may have the same set of common neighbors. Nevertheless all maximal complete bipartite subgraphs can be found by choosing the appropriate sets A. Also note that in a graph of arboricity a, at least one of A or B must be small (have 2a − 1 or fewer vertices) because otherwise the subgraph K 2a,2a would have arboricity at least a + 1 (if it had arboricity a or less, it would have a vertex of degree 2a − 1 or less as noted after Lemma 3).
We now show how to use bounded acyclic orientations as a data structure for finding common neighbors of sets of vertices. We say that a complete bipartite subgraph A × B is generated by a set A of vertices if B consists of all common neighbors of vertices in A. If A × B is maximal, it must be generated both by A and by B. 
Lemma 4. Given a graph with a d-bounded orientation, and given a collection of sets A i with total size m, we can compute the graphs
A i × B i generated by each A i , in total time O(d2 d n + d 2 m).
Theorem 1. If a graph G has arboricity a = O(1), we can list the maximal complete bipartite subgraphs of G in time O(n).
Proof: By Lemmas 1 and 3, we can find a 2a-bounded acyclic orientation of G. By Lemma 5, each maximal complete bipartite subgraph must be generated by one of the at most 2 2a n subsets of out-neighbors of vertices. We can eliminate duplicate copies of the same sets using bucket sorting. Then by Lemma 4 (with d = 2a and m ≤ (2a)2 2a n) the bipartite subgraphs generated by these sets can be found in time O(a 3 2 2a n) .
Not all of these graphs will be maximal, but we can eliminate the nonmaximal ones by counting the sizes of the sets B i generated by Lemma 4 and by testing, for each A i , whether some superset A j has a B j of the same size. 
Lower Bounds
Our results use the relatively weak assumption of bounded arboricity (a stronger assumption would be the absence of some graph minor). However one might think that weaker assumptions, such as having few edges, could perhaps be used in our results. One might also question the necessity of our exponential dependence on a: our bounds have the form O(2 ca n) rather than O(a c n). Here we show that both an arboricity bound and our exponential dependence are necessary: there are sparse graphs with large arboricity that have a number of maximal complete bipartite subgraphs superlinear in n, and there are graphs with bounded arboricity a that have a number of maximal complete bipartite subgraphs exponential in a.
First consider the clique K n . It has arboricity n − 1, and 2 n−1 maximal bipartite subgraphs, one for each partition of the vertices. If we form a union of n/a cliques K a we get a graph with arboricity a and Ω(2 a n/a) maximal bipartite subgraphs, having a total of Ω(2 a n) vertices and O(a2 a n) edges. By including a clique K √ n+1 in a larger graph we get a graph with O(n) edges and 2 √ n maximal bipartite subgraphs, showing that sparsity alone is not sufficient for a subexponential bound on the number of such subgraphs.
Even if we only count complete bipartite graphs K k, for which we have some fixed bound on k, sparsity alone is still not sufficient to prove a bound linear in n. The same clique example shows that there can be n k = Ω(n k ) maximal complete bipartite subgraphs K k, in a dense graph, or Ω(n k/2 ) in a sparse graph. We now tighten the latter bound. Consider the bipartite graph (A, B, E), where |A| = n, |B| = 2 k+1 log 2 n, and the edges connecting A to B are chosen independently at random with probability 1/2. Then any k-tuple of vertices in A should expect to have 2 log 2 n common neighbors in B. For any other vertex in A outside the k-tuple, the probability of being adjacent to all those neighbors is O(1/n 2 ), so with high probability this is true of no vertex and the k-tuple induces a maximal complete bipartite subgraph K k, . Thus with nonzero probability there are at least n k (1−o(1)) such maximal complete bipartite subgraphs. By reducing the size of A we can find a graph with O(n) edges and Ω((n/ log n) k ) maximal complete bipartite subgraphs K k, .
We leave as open problems the gap between our Ω(2 a n/a) lower bound and our 2 2a n upper bound on the number of maximal complete bipartite subgraphs, and the similar gaps on the numbers of vertices and edges in such subgraphs.
