Flying insects rely heavily on retinal-image motion to control their flight (Borst et al., 2010 ; 34 Srinivasan and Zhang, 2004) . They often regulate flight speed by maintaining a constant retinal-35 image velocity (or optic flow) (David, 1982; Serres et al., 2008; Srinivasan et al., 1996; Srinivasan 36 et al., 2000) , which can be extracted over a broad range of image spatiotemporal frequencies (Fry 37 et al., 2009 ). This differs from the classical optomotor turning response to rotating grating patterns 38 (Borst et al., 2010) , which is sensitive to image temporal frequency that depends on the image 39 spatial frequency at a given retinal-image velocity. 40
Visual control of forward flight in insects is commonly studied using flight tunnels in free-41 flight (David, 1982; Fuller et al., 2014; Serres et al., 2008; Srinivasan et al., 1996) or tethered-42 flight settings (David, 1978; Lawson and Srinivasan, 2017) . Recent efforts by the authors also 43 demonstrated the potential of using flight mills to study forward flight in semi-tethered settings 44 with controlled flight conditions (Hsu et al., 2019) . While evidence has shown that free-flying 45 insects in flight tunnels are able to maintain a constant retinal-image velocity in the presence of 46 wind or background image motion (David, 1982; Srinivasan et al., 1996) , it is unknown whether the same speed-regulation behavior also remains in semi-tethered flies in a flight mill. 48
Flying insects change their flight speed mainly through body-pitch dominated vectoring and 49 magnitude modulation of cycle-averaged wing aerodynamic force, with a relatively small change 50 in its direction relative to the body, a mechanism commonly described as the "helicopter model" 51 (David, 1978; Muijres et al., 2014) . However, it has been observed that insects can also change 52 their flight speeds in the absence of any pitch maneuvers. For example, fruit flies can use a 53 swimming-like paddling wing motion for thrust and speed modulation (Ristroph et al., 2011) ; and 54 drone flies can produce significant airspeed changes, with negligible body pitch variations around 55 0°, at least for a short period of time (3-10 seconds) (Meng and Sun, 2016) . As these relatively 56 scarce observations suggest that insects are at least capable of relying only on the changes in wing 57 motion to fly at different speeds, therefore do not have to conform to the helicopter model, it is 58 unclear if they still modulate flight speed to maintain a constant retinal-image velocity with a 59 constrained pitch, and to what extent can the changes of wing motion modulate speed before the 60 locomotor limit is reached. 61
In this study, we used a motorized magnetically levitated (MAGLEV) flight mill, modified 62 from those used in Hsu et al. (Hsu et al., 2019) , to study the steady-state speed regulation in blue 63 bottle flies (Calliphora vomitoria). We aimed to address two questions: 1) whether flies attempt 64 We used 4-to 8-days blue-bottle flies (Calliphora vomitoria) (N = 42, 32.9 ± 8.7 mg) for the 95 experiments. Each fly was first cold anesthetized, while having its thorax glued orthogonally to a 96 metal pin. The metal pin was then attached orthogonally to the flight mill shaft, therefore holding 97 the fly at approximately 0° body pitch angle ( Fig. 1A) . After being introduced into the flight mill, 98 the flies flew continuously in a clockwise direction at the middle of the annular corridor between 99 the two cylindrical walls ( Fig. 1A , also see Movie S1). Note that since the distance between the 100 flies and the inner and outer walls were fixed for all experiments, the linear velocity of the grating 101 patterns on the rotating cylindrical walls was equivalent to the image velocity or the optical flow 102 introduced to a fly's retina in our study. The retinal-image velocity perturbations were applied to 103 each fly with a 0.03 m×s -1 interval following two sequences with opposite directions: 1) 0 ® 0.3 104
The results of one-way analysis of variance 105 (ANOVA) test showed that for each SF group, the direction of the sequences has no significant 106 effect on flies' mean forward velocity (Table S2 ). After each change of perturbation velocity, a 107 fly's forward velocity was measured after 40 seconds of waiting period to ensure that the fly flew 108 at near steady state. Note that in the experiment, individual flies were not distinguished. 109
As the two cylindrical walls spun, they induced air flow between them (i.e., flow (Taylor, 1923) ). This wall-induced wind speed ( # ) led to a difference between the ground 111 speed (directly measured) and the airspeed of the flies, and therefore needs to be considered in the 112 calculation of the latter analysis. Therefore, # was measured for each perturbation velocity 113 without the presence of the fly by a hot-wire anemometer (405i, testo, Lenzkirch, Germany) and 114 was found linearly dependent on the spinning speed ( Fig. S1 ). 115 
where " was the measured groundspeed and $ was the bilaterally-averaged linear velocity of the 121 grating patterns on inner and outer walls, which was equal to the product of the angular velocity 122 of the cylindrical walls and the radius of the fly's circular path at the center of the annular corridor. 123
Note that in this study, we didn't distinguish the retinal-image velocities between the two eyes of 124 the flies, as both & and $ were considered bilaterally averaged. 125
The fly's airspeed ( ' ) was calculated based on the groundspeed ( " ) and the wall-induced 126 wind speed ( # ), 127
(2)
Note that we used the airspeed instead of the groundspeed in our analysis because the former better 128 
where &8 was the measured mean retinal-image velocity of the flies without perturbation for each 143 trial, 8 and ; are the coefficients of polynomials, and is the inflection point, 8 , ; , and were 144 obtained from nonlinear regression. 145
To model the flies' response ∆ ' as a function of $ , we also performed nonlinear regressions 146 and model selection on two explanatory models: a linear function model ( ∆. = 0123'& , assuming no 147 airspeed saturation) and a generalized logistic function model (Richards, 1959 ) ( ∆. = 0>"1?@1$ ) 148 (assuming airspeed saturation). The generalized logistic function is defined as: 149
where '8 was the measured mean airspeed of the flies without perturbation of each trial, ∆ ' A12 150 and ∆ ' A'N were the lower and upper asymptotic bounds, representing the minimal and maximum 151 change in airspeed, respectively, is the growth rate, is where the maximum growth rate occurs 152 and is the asymmetry coefficient (Richards, 1959) . We also defined the compensation gain as 153 the ratio between changes of airspeed and image-velocity perturbation, evaluated locally at $ = 0: 154
which was simply the slope for ∆. = 0123'& and the first derivative of ∆. = 0>"1?@1$ at $ = 0. 156
We used the Levenberg-Marquardt algorithm (Elzhov et al., 2015) for the nonlinear regression 157 to find the best fit for each model. Finally, the models were compared using Akaike information 158 criterion (AIC) (Akaike, 1998) , which evaluated the trade-off between the goodness-of-fit and the 159 simplicity of the model. 160
RESULTS AND DISCUSSION 161
42 blue-bottle flies (32.9 ± 8.7 mg) were used in the experiments, producing 2,228 measurements 162 of flight speeds for the 21 cases of retinal-image perturbation ( $ ) ranging from -0.3 m×s -1 to 0.3 163 m×s -1 (see the sample size for each case in Table S1 ). The groundspeed ( " ) at $ = 0 was 0.44 ± 164 0.12 m×s -1 ( Fig. S2 ) (no significant effect of SF on " at the p<.05 level [F2, 201 = 1.304, p = 0.274]). 165
When $ were relatively small (-0.12 < $ < 0.10 m×s -1 , Fig. 2B ), the flies well compensated 166 the perturbations at SF = 12 m -1 by keeping retinal-image velocity approximately constant (∆ & ≈ 167 0) ( Fig. 2A) . The compensations existed but were significantly weaker at the higher (SF = 24 m -1 ) 168 or lower (SF ~ 0 m -1 ) SF ( Fig. 2A) perturbation. This was confirmed by the monotonically trends of ∆ ' with $ for all three SF cases 175 (Fig. 2B) . The compensation gain was significantly higher for SF = 12 m -1 ( $ = 0.868), compared 176 with those of SF = 0 m -1 ( $ = 0.233) and SF = 24 m -1 ( $ = 0.337). The airspeed changes exhibited 177 saturation under large perturbations, most apparently for SF = 12 and 24 m -1 (Fig. 2B ). For SF = 178 24 m -1 , the upper and lower bounds of ∆ ' were 0.034 ± 0.009 m×s -1 (mean ± 95% confidence 179 interval (CI)) and -0.089 ± 0.010 m×s -1 (mean ± 95% CI), respectively. For SF=12 m -1 , the upper 180 and lower bounds of ∆ ' were 0.095 ± 0.010 m×s -1 and -0.091 ± 0.014 m×s -1 (mean ± 95% CI). 181 Consistent with the above observations, the model selection results (Table 1) airspeed beyond approximately ±0.1 m×s -1 (or +22% and -21% compared to the average airspeed 207 at $ = 0 under SF = 12 m -1 ). This was possibly due to a compound of biomechanical constraints, 208 including the constrained pitch and their force-vectoring ability via changes of wing motion (Hsu 209 et al., 2019) . Note that the current studies were limited to the steady-state responses, while flies 210 are likely capable of large transient modulation of wing motion during rapid aerodynamic 211 maneuvers and flight stabilization (Ristroph et al., 2010) . It can be also speculated that with a free 212 body pitch, e.g., by tethering a fly to the flight mill via a micro bearing, the successful 213 compensation region (Fig. 2B) can be further expanded to larger image-velocity perturbations. 214
In conclusion, to address the two motivating questions of this study, our results showed that 1) image velocity & , which is compensated by the fly via increasing (decreasing) its airspeed (∆ ' ). 286
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