Abstract--The performance of eight ranking algorithms was evaluated with respect to their effectiveness in ranking terms for query expansion. The evaluation was conducted within an investigation of interactive query expansion and relevance feedback in a real operational environment. This study focuses on the identification of algorithms that most effectively take cognizance of user preferences. User choices (i.e. the terms selected by the searchers for the query expansion search) provided the yardstick for the evaluation of the eight ranking algorithms. This methodology introduces a user-oriented approach in evaluating ranking algorithms for query expansion in contrast to the standard, system-oriented approaches. Similarities in the performance of the eight algorithms and the ways that these algorithms rank terms were the main focus of this evaluation. The findings demonstrate that the r-lohi, wpq, emim, and porter algorithms have similar performance in bringing good terms to the top of a ranked list of terms for query expansion. However, further evaluation of the algorithms in different (e.g. full-text) environments is needed before these results can be generalized beyond the context of the present study.
INTRODUCTION
Information retrieval researchers have been advocating for more testing of probabilistic retrieval techniques in operational environments, because to date most experimentation on relevance feedback systems has been conducted in the laboratory (Sparck Jones, 1988) . The research presented in this paper follows this line of thinking, and it is part of an investigation of interactive query expansion* (Efthimiadis, 1992) . The overall research aim was to investigate the process of interactive query expansion (IQE) from various points of view, including effectiveness. In order to investigate the process of query expansion as well as its effectiveness, one needs to have a real system. Therefore, real users with their real requests were used in an operational environment, as opposed to searching a static test collection with fixed (artificial) queries, to study query expansion and relevance feedback in a dynamic, user-centered environment. For the research reported, the INSPEC database, on both Data-Star and ESA-IRS, was searched online using CIRT , a front-end system that allows weighting, ranking, and relevance feedback.
In the context of a real system, real requests, and real interaction, particular importance is given to the characteristics of the interaction. The selection of terms at a particular stage in the search process is, for example, the most obvious characteristic. Therefore, the results include both a quantitative and a qualitative component. In this research, data were collected from 25 searches. The data collection mechanisms included questionnaires, transaction logs, and relevance evaluations. The variables examined were divided into seven categories, which include: retrieval effectiveness, user effort, subjective user reactions, user characteristics, request characteristics, search process characteristics, and term selection characteristics. *The terms interactive query expansion and semi-automatic query expansion are used interchangeably in the text.
Query expansion, as a process of supplementing the original query terms with additional terms, can be done automatically, manually, or interactively. Some of the research questions that emerge when considering query expansion are: What are good terms? Which are the best terms for query expansion? Where can we get the query expansion terms from? How useful can the query expansion terms be? How can we present the terms? How can we rank the terms? Which ranking algorithm or method should we use? Are searchers able to recognize the good terms? How do the searchers select terms? What criteria do searchers use? What kind of relationships are there between the original query terms and the terms that the users select? Is there a difference in what the user selects and what the system suggests as a good term?
The present study, like all operational system studies, has produced a wide range of results. With respect to query expansion and the associated questions outlined above, the most important results are reported from the term selection characteristics (Efthimiadis, submitted) and from the evaluation of the eight ranking algorithms. The latter is the focus of this paper. A review of automatic and semi-automatic query expansion is given elsewhere (Efthimiadis, 1992) .
The research objectives of the study reported here were to: (a) investigate the behavior of the ranking algorithms for their effectiveness in ranking terms for interactive query expansion; (b) evaluate the proposed r-lohi algorithm (Efthimiadis, 1993) against existing algorithms; and (c) conduct the evaluation in the context of a real operational environment, as defined by CIRT. The evaluation focused on the characteristics of the different algorithms; how algorithms with similar performance treat terms for interactive query expansion; and how the ranking reflects the user choices, thus identifying the algorithms that most effectively take cognizance of user preferences.
TERM SELECTION FOR QUERY EXPANSION
In interactive query expansion, a term selection stage is required. At this stage, the system should present the query expansion terms to the user in some reasonable order. The order should preferably be one in which the terms most likely to be useful are close to the top of the list. During this stage, the system may also employ heuristic decisions to deal with the terms in more effective ways. For example, poor terms can be excluded from the term list instead of being given low weights.
In information retrieval, various algorithms have been proposed that attempt to quantify the value or usefulness of a query term in retrieval. Algorithms may estimate the term value based on some qualitative or quantitative criteria. The qualitative arguments are concerned with the "value" of the particular term in retrieval. The quantitative argument may involve some specific criterion, for example, a proof of performance such as the relevance weighting theory.
The relationship that holds between term frequency and term value and the effect on retrieval can be summarized as follows (Sparck Jones, 1971; Salton, 1975; van Rijsbergen, 1979 ):
• very frequent terms are not very useful;
• middle-frequency terms are quite useful; • infrequent terms are likely to be useful, but not as much as the middle frequency terms; • very infrequent terms are useful terms in the sense that when present they are good indicators of relevance. However, since these terms are not present most of the time, they do not help in retrieving very many documents.
From this knowledge it can be hypothesized that a good term ranking algorithm would bring the middle-frequency terms near the top of the list. Consequently, the evaluation of the ranking algorithms is based on this hypothesis.
RANKING ALGORITHMS
A plethora of ranking algorithms is reported in the literature (Sager & Lockemann, 1976; McGill et al., 1979; Ro, 1988) . Term weighting and ranking is discussed here as it relates to term selection for query expansion, and only within the context of this investigation. The eight algorithms considered in this research (i.e. f4, f4modified, porter, emim, wpq, zoom, r-lohi, and r-hilo) are introduced below.
The f4 algorithm
The relevance weighting theory (Robertson & Sparck Jones, 1976) considers the use of relevance information as the basis for the weighting of query terms. It makes use of two kinds of assumptions: term independence assumptions and document ordering assumptions. The basic formula for the relevance weighting theory, which is also known as the binary independence retrieval model (BIM), is:
where p, is the probability of term t occurring in a relevant document; and q, is the probability of term t occurring in a nonrelevant document.
The application of this formula requires some knowledge as to the relative occurrence of the term in relevant or nonrelevant documents. The probability p and q may be estimated from relevance feedback information. So, given a sample of some, but not all, of the relevant documents, probability estimates can be made. In practice it is convenient to replace the probabilities by frequencies. To avoid infinite weights, when one of the estimates of eqn (1) is zero, a correction has been applied by adding 0.5 in each of the components of the equation. The result is known as the f4 point-5 formula:
(2) (n-r + r + O.5) (R-r + 0.5) where the probability estimates are p,=r/R and q,=(n-r)/(N-R); and N is the total number of documents in the collection; R is the sample of relevant documents as defined by the user's feedback; n is the number of documents indexed by term t; r is the number of relevant documents (from the sample R) assigned to term t.
An account of the structure of relevance weights, the presence-absence components, and the approaches to estimation is given by Sparck Jones (1979, pp. 38-41) . The matching function for each document is given by the 'simple sum of weights' over all of the terms in the query. Robertson (1986) suggested a modification to the f4 formula (referred to here as f4modified), which takes into consideration the addition of new terms to the original query. The modified formula is:
The f4 modified algorithm
where c=n/N and r, R, n, N are the same as defined in the f4.
It was further suggested that the f4modified could be used in two ways (Robertson, 1986, p. 186) . In automatic query expansion, every term from the relevant document would be weighted using c=n/N and added to the search. In interactive query expansion, the terms would be weighted in the same fashion, and those selected by the user would then be weighted with the f4 formula. Among the aims of this research was to test the f4modified by using it as the weighting function of the query expansion terms. Apart from the theoretical argument for using the f4modified, there were not any empirical data available. Therefore, any first step was to compare its behavior against that of the f4 and look at what effect these formulae have on the ranking of the terms. A series of pilot tests using thef4modiJied gave rather unexpected results. The ranking off4modified was almost identical to that of the f4 (Efthimiadis, 1992) . Both algorithms placed at the top of the ranked list terms that have low collection frequency (n) and also have low frequency in the relevant document set (r). This type of ranking, however, is explained by the nature of the relevance weighting theory, which assigns a higher degree of importance to the low-frequency terms, and therefore brings them to the top of the ranked list. Porter and Galpin (1988) in the MUSCAT online catalogue used the following ranking formula: r n porter .... (2)]. In the paper there is not any justification given for the formula, nor any explanation of how they arrived at it. However, upon looking at the formula, it can be established that the weight is influenced by a term's occurrence (r) in the relevant document set (R), as well as the term's frequency (n) in the collection (N). Since this formula is used for the ranking of terms for query expansion the: r/R fraction: (a) never becomes 0, because in order to use the formula there must always be at least one document containing the term judged relevant, and (b) has a maximum value of 1; this happens whenever r=R. In other words, this portion of the weight can take values that fall within the range: O<(r/R)<-1; n/Nfraction: is influenced by a term's frequency (n). The higher the term frequency, the higher the result of the fraction. Therefore, the porter formula seems to place more emphasis on terms that occur frequently in the relevant document set. This is because the r/R component dominates to such an extent that the n/N becomes noise and gets lost in the rounding (i.e. it is so small that its information content is lost).
Porter's algorithm

The emim algorithm
The expected mutual information measure (emim) is a term weighting model incorporating relevance information in which it is assumed that index terms may not be distributed independently of each other (van Rijsbergen, 1977; Harper & van Rijsbergen, 1978; van Rijsbergen et al., 1981) .
or, more generally, The emim weight reduces to the f4 weight when the "degree of involvement" (i.e. the joint probabilities) are all unity. Assuming the same definitions for n, N, r, and R as those already used earlier, the emim weight of a term is calculated as follows:
Eiq=pllill--P12i12--p21i21 +p22i22
The wpq algorithm
The results obtained from the empirical investigation of the f4 andf4modiJied (i.e. the almost identical ranking) meant that some other algorithm based on the relevance weighting theory might offer a better alternative. As a result of the discussion regarding the behavior of these two algorithms, a new one was developed that was used for the empirical testing in this research (Robertson, 1990) .
The independence assumption of the relevance weighting theory is that terms are distributed independently of each other in relevant documents, and also that terms are distributed independently of each other in nonrelevant documents. In the query expansion stage of a search, an additional assumption should be made that considers statistical independence between the query expansion term and the terms in the entire previous search formulation.
The distribution of the relevant items for the initial formulation, for example, is further divided into two distributions: one that describes the relevant items that contain the term and one that describes the relevant items that do not contain the term. These two new distributions are identical according to the independence assumption. In other words, the presence or absence of the query expansion term does not affect the initial distribution. When the entire collection is considered, these assumptions predict a positive association between an initial query formulation and a good new term for query expansion.
The inclusion of term t in the search formulation with weight w, will increase the effectiveness of retrieval by wpq=w, (p,-q,) ( 6) where w, is a weighting function, which in this case is the f4; p, is the probability of term t occurring in a relevant document; and q, is the probability of a term t occurring in a nonrelevant document.
This means that irrespective of the weighting function (w,) used, the rule for deciding the inclusion of a term in a query expansion search should be based on the ranking of wpq instead of w, alone. Substituting the weighting function and the probability of relevance in wpq with r, R, n, N, we get:
The relevance weighting theory attempts, via the Probability Ranking Principle (Robertson, 1977) , to optimize the entire length of the search curve from high-precision to high-recall. This is expressed by the w, component of the above formula, which assigns greater importance to the infrequent terms. However, a model that determines which term(s) to add for query expansion will have to lead to a preference somewhere between the very infrequent terms that lead to high precision and the frequent terms that lead to high recall.
In the above formula, this is achieved by p,-q,. This component, like the porter formula (4), is influenced by the frequency of occurrence of a term in the relevant document set (r), as well as the term's frequency (n) in the collection. Therefore, the multiplication of the two components results in the effect that seems to be required by the model for term selection in query expansion.
3.6. The zoom ranking zoom was selected as one of the ranking algorithms to be studied because it is available in an online vendor system (i.e. ESA/IRS), and because it was used throughout this research for analyzing the relevant document sets.
zoom was first discussed in the literature by Martin (1982) , and an analysis of it from a cognitive viewpoint was given by Ingwersen (1984) . zoom is based on automatic frequency analysis of phrases, single words, codes, or a combination of these contained in a selected set of references. Once a set of records is generated in a file, the searcher may zoom the set. The zoom command can now analyze up to 20,000 records. However, the basic default analysis sample is 50 records across the last selected set.
The fields of the record that can be used to zoom vary from database to database. The searcher may request any of these fields, either on their own or in any combination. However, the zoom default fields are the controlled terms (CT) and uncontrolled terms (UT).
zoom processes the records in the set and tile phrases and/or single words of the analysis are displayed in columns. All terms are ranked in descending order of their frequency of occurrence in the sample set. Within ties (i.e. whenever there are more than one term with the same frequency of occurrence), terms are ranked in alphabetical order. It is important to note that every occurrence of a term is counted. In addition, the analysis takes into account all terms including stopwords. However, all punctuation is removed in the display of the zoom text analysis.
The r-lohi algorithm
The r-lohi algorithm has been proposed by Efthimiadis (1993) as the result of the observation of the ranking behavior of algorithms used for ranking terms for query expansion.
The r-lohi ranking algorithm:
• ranks terms according to r, i.e. their frequency of occurrence in the relevant document set in descending order, and • resolves ties according to their term frequency, n, from low-to-high frequency (hence, the abbreviation r-lohi, which is pronounced r-low-high).
It was hypothesized that the r-lohi algorithm would have a similar ranking to porter and a performance approaching that of wpq and emim.
One of the goals of the present study is to evaluate the performance of the proposed algorithm against that of the other algorithms, as reported in Efthimiadis (1993) .
The r-hilo sort
A variant of the r-lohi algorithm is to rank candidate terms for query expansion using the r-hilo rank, which
• ranks terms according to r, that is, their frequency of occurrence in the relevant document set in descending order, and
• resolves ties according to their term frequency, n, from high-to-low frequency (abbreviated to r-hilo).
Since the r-hilo algorithm will result in sorting tied terms in exactly the opposite way of the r-lohi algorithm, it was included as a control for the study.
METHODOLOGY FOR EVALUATING RANKING ALGORITHMS FOR INTERACTIVE QUERY EXPANSION
To evaluate the effectiveness of a ranking algorithm for ranking terms for query expansion, IR experiments to date have focused on retrieval effectiveness. In other words, the effectiveness of ranking is measured through retrieval effectiveness expressed in terms of recall and precision. This means that an algorithm would be effective if during the experiment the top ranked terms used for query expansion will achieve high recall/precision levels, if tested only by itself in a test collection, or a higher recall level than some other algorithm, if it is a comparative test. This approach has been the focus for evaluating algorithms for automatic query expansion.
Interactive query expansion introduces new dimensions in the way algorithms could be evaluated. One such dimension comes from the users themselves, who are the ultimate judges of the performance of the system, and it is introduced here. Evaluation of the ranking algorithm was performed through the user selections of terms.
As mentioned earlier, an effective ranking algorithm will bring the good terms to the top of the list. Users, on the other hand, during the data collection of this research, studied the lists and identified all the useful terms as well as the five best terms. The user population consisted of faculty, researchers, and doctoral students. An example of a user request, a ranked list of terms, and the corresponding user choices are given in the Appendix.
The method employed for the evaluation was by assessing the distribution of the user-selected terms over the ranked list. Each list of terms was generated from the records identified as relevant to the query by each user during relevance feedback. Terms were extracted from the descriptor (DE) and identifier (ID) fields of these relevant documents. Users, therefore, were presented with lists of terms, and they provided relevance judgments for each term. They selected terms in two groups. One group contained all the terms they thought to be useful for the search. The other group contained the five best terms from those in the first group. These term choices were taken as the basis of the evaluation. In other words, given the user preferences for terms, how do the algorithms rank them? The user responses were matched against the ranking of the seven remaining algorithms.
The methodology that was followed is divided into three stages.
Stage 1. The methodology for the ranking of the terms of each search by the remaining seven algorithms was:
1. extract terms presented to users for each search (N= 25); 2. calculate weights for the terms of every search with each of the seven algorithms (i.e.
f4, f4modified, r-lohi, emim, porter, r-hilo, zoom);
3. divide each of the resulting ranked lists into (a) 2 parts (top half, bottom half), and (b) 3 parts (top third, middle third, bottom third); 4. match the user choices of terms to each ranked list; 5. for each list, tally the distribution of all the terms over each part, i.e. over (a) top half, bottom half, and (b) top third, middle third, bottom third; 6. for each list, tally the distribution of the user-designated five best terms over the top, middle, and bottom thirds.
Stage 2. The second stage of the evaluation of the eight ranking algorithms was to study the five top ranked terms of each list. The objective of this part of the evaluation was to look at these five top ranked terms and compare them in a qualitative manner. This type of analysis reports on the general impressions obtained about the terms. Furthermore, it provides additional explanation on the behavior of the algorithms, because the analysis focuses on the "best terms" as identified by each algorithm. Stage 3. The last part of the evaluation concentrated on the user-designated five best terms. These terms were identified by the users as being the best terms out of all the terms they checked as being useful, and were subsequently used for query expansion. Since these five terms are the most important for the users, they were studied in more depth. Therefore, the emphasis that each algorithm has placed on these terms was measured through the rank position of each of them.
The ranks of the terms were added, and the sum was used for comparisons. The rationale is that the sum of the ranks of the chosen terms would indicate the relative importance that each algorithm gives to the user preferences. Then, by comparing the differences between the sums of pairs of the algorithms, it can be established which algorithm comes closer to user preferences and whether there are any significant differences between the algorithms. In addition, correlation can be used as a measure of association between each pair of the algorithms. The following methodology was used:
1. Assign ranks (from 1 to N) to the terms in all ranked lists (6×25). 2. Establish rank position for each of the five best terms in each of the ranked lists. 3. Add the rank position information for the five terms of each list. 4. Use the Wilcoxon test to find the statistical significance on the performance of the algorithms. 5. Calculate the Pearson correlation coefficient r for pairs of algorithms.
The Wilcoxon test was chosen for the statistical analysis because this is a distribution-free test for matched pairs, and it is based on ranks (Lehmann, 1975) . The Pearson product moment correlation coefficient, r, was used because it operates on each pair of data as they are, and not on ranks, as does Spearman's p. For each search there is a pair of values (the sum of the ranks) that correspond to two algorithms, and this information is maintained with Pearson's r.
The results for each of the three stages of the evaluation are discussed below.
RESULTS AND DISCUSSION
Distribution of the terms chosen by the users
This stage of the evaluation measures how well the algorithms have captured the terms selected by the users. These terms were identified by the users as good terms for query expansion. The greater the concentration of such terms at the top of a ranked list, the better the performance of the algorithm. In order to facilitate comparisons between the algorithms, the results have been presented in tabular format (Tables 1, 2 and 3) , as well as in a bar chart (Fig. 1) .
The distribution of the terms chosen by the users (as being potentially useful for each algorithm) over the lists, which are divided into two parts, are summarized, and statistics are Fig. 1 . Distribution of user-selected terms over the ranked lists for the eight algorithms (in percentages). Top and middle panels present the distribution of all terms when the ranked lists are divided into two and three parts, respectively• Bottom panel presents the distribution of the five best terms chosen by the users; ranked lists divided into three parts.
given in Table 1 . This table presents for each of the eight algorithms the mean percentage value over the 25 searches for the top and the bottom halves. The data of Table 1 are also presented in Fig. 1 . The concentration of terms at the top half ranged from as low as 40% for r-hilo and 57% for zoom to 68% for wpq, emim, porter, and r-lohi, f4 andf4modified with 65% were not far behind the four top-rated algorithms. The distribution of all the terms chosen by the users over the ranked lists, which are divided into three parts, are summarized in Table 2 . This table gives for each algorithm the mean percentage values for the top, middle, and bottom thirds. The results presented in Table 2 are also illustrated by Fig. 1 .
As seen in this figure, the three-way division of the ranked lists is more sensitive to the user preferences. It highlights the part of the list where the highest concentration is, and in this way it points out where each algorithm places emphasis on the list. The concentration of terms at the top third ranges from 29% for r-hilo and 39% for zoom to 49% for wpq, emim and r-lohi. In the middle third, the concentration ranges from 28% to 35%, and in the bottom third, the concentration of terms is 19% for all the algorithms except zoom and r-hilo, which are 27% and 42%, respectively.
From these results a pattern emerges for all algorithms except zoom and r-hilo. This is that the distribution of all the terms over the lists is on average proportional to 20%-30%-50% for the bottom, middle, and top thirds, whereas for zoom it is proportional to 30%-30%-40%, and for r-hilo it is proportional to 40%-30%-30%. Overall, the wpq, emim, and r-lohi algorithms, with 49%, have the highest concentration of terms at the top third.
Having looked at the distribution of all the terms, the distribution of the five best terms was then assessed. The distribution of the user-designated five best terms over the lists, which are divided into three parts, are summarized in Table 3 . This table presents the mean percentage values of the term distribution in the top, middle, and bottom thirds for each algorithm.
The results presented in Table 3 are also given in Fig. 1 . The breakdown of the user-identified five best terms, as seen in Fig. 1 , provides a finer way of looking at the results. The figure highlights the part of the list where the terms are concentrated, and therefore brings out the differences between the algorithms.
The distribution of the five best terms is concentrated at the top third of the ranked list. The term concentration ranges from as low as 32% for r-hilo and 43% for zoom; to the highest concentration of 62%-64% for r-lohi, wpq, and emim.
From the results presented here, r-lohi, wpq, and emim emerge as the algorithms with the best performance. The algorithms have succeeded in capturing the majority of the user-preferred terms at the top of the ranked lists; 68% of all terms were at the top half of the lists, 49% of all terms were at the top third, and 62-64% of the five best terms were at the top third of the lists. This level of concentration of user-preferred terms at the top of a ranked list are acceptable for interactive query expansion.
The five top ranked terms of each algorithm
The five top ranked terms for each algorithm in every search were compiled in 25 tables. Each table was divided into eight smaller tables, one for every algorithm. For every term, its weight, term frequency (n), and frequency within the relevant document set (r) were given to facilitate comparisons.
The overall impressions from the study of the 25 tables are summarized below. From the lists the emerging pattern is that the terms between wpq and emim,f4 andf4modified, and porter and zoom are very similar. That is, the ranking between these pairs of algorithms is very similar. The terms of the r-lohi algorithm are very similar to those of wpq and emim and less similar to porter. The r-hilo terms are closer to zoom than any other algorithm.
The observation of wpq and emim show that the top five positions contain almost the same terms throughout. However, the rank orders differ slightly. The terms from the r-lohi list as compared to the wpq and emim demonstrate very small differences, which are explained by the emphasis these algorithms put on n and r. The terms and the rank order found between f4 and f4modified are so close as to be almost identical, porter and zoom give very similar terms and rank positions in almost all searches. The r-hilo rankings are very similar to zoom. Differences in the rankings of these algorithms are due to the way ties are resolved, zoom sorts ties in alphabetical order and r-hilo breaks ties from high to low term frequency. Porter and Galpin (1988) have not given any information of how ties should be resolved. The processing programs used in the data collection and for the ranking of the lists sorted the weights in reverse numerical order, which apparently ranked the ties in reverse alphabetical order.
The most noticeable differences seem to appear between the terms off4 andf4modified and the terms of the remaining algorithms. Furthermore, there appears to be a marked distinction between the two groups. The differences are mainly due to factors that influence the ranking in each algorithm, f4 and f4modified are influenced primarily by n, whereas the remaining algorithms are influenced by r. Overall, when r is not tied, wpq, emim, r-lohi, porter, zoom, and r-hilo would rank very similarly. Differences will start occurring when ties arise. The size of the set of relevant documents (R) from which the observed terms have come has a mean of five documents. Even though this size may seem small in practice, it is an acceptable sample size on which to base estimates for a relevance feedback search. More differences may occur, however, between the algorithms, if the size of the set of relevant documents gets larger.
Sum of ranks of the user-designated five best terms
Table 4(a) gives that sum of the ranks of the five best terms selected by the users for each search and for each algorithm. Columns represent the eight algorithms, and rows give the sum of the ranks for a search under each algorithm. A statistical summary that describes these data, averaged for each algorithm, is given in Table 4 (b). The summary gives the mean, median, standard deviation, standard error of the mean, and the minimum and maximum value of sums of ranks for each algorithm. The best mean values are given by wpq and emim, which are followed by r-lohi and porter, f4modified, and f4 and zoom and r-hilo, in this order.
The results shown in Table 4 (a) were subjected to statistical analysis with the Wilcoxon test to determine whether there is any significant difference in the performance of the algorithms. The algorithms were taken in pair combinations and were analyzed with the Wilcoxon test using Table 5 ).
To further analyze the data, the Pearson product moment correlation coefficient, r, calculated for pair combinations of the algorithms, is presented in Table 6 . Correlation measures the strength of association between two variables. Therefore, the results in Table 6 show the strength of the relationship between the algorithms. Strong positive relationship is demonstrated by all pairs that have a value of r>0.800. The strongest association is found between f4 andf4modified (r= 1.000), wpq and emim (r=0.999), wpq and porter (r=0.998), emim and porter (r=0.998), rlohi and porter (r=0.997), r-lohi and emim (r=0.995), and r-lohi and wpq (r=0.994).
CONCLUSIONS
The eight algorithms, wpq, emim, r-lohi, porter, f4, f4mod, zoom, r-hilo, were evaluated for their effectiveness in ranking terms for interactive query expansion. In developing algorithms for the ranking of terms, in this case for the ranking of query expansion terms, the IR researcher focuses on the question of which might be the best terms to add during query expansion. What IR research tries to get from a ranking algorithm for that purpose is:
(a) to get the best terms at the top of the list; and (b) to second-guess the user on which terms to choose.
These are the ideal goals that a ranking algorithm tries to achieve. However, these two goals are not necessarily compatible. For example, a ranking algorithm that treats terms according to some theoretical argument might not necessarily propose what the users will choose. It is the users who search, and we try to second-guess them. Therefore, this study has sought to identify the algorithms that most effectively take cognizance of user preferences by using the user choices of terms as the yardstick for the evaluation.
The methodology that was followed in measuring the distribution of terms chosen by the users, as seen in Fig. 1 , is effective in demonstrating how the algorithms ranked the user preferences. Although the three-way division of the ranked lists is particularly sensitive to the user preferences, the user-identified five best terms provided a finer tool for the evaluation.
The results indicate that there appears to be very little difference in the ranking of wpq, emim, r-lohi, and porter. Similarly, there is almost no difference in the ranking off4 and f4rnodified. When comparing wpq and ernirn against f4 and f4rnodified, there are major differences in the ordering of terms between the former pair of algorithms and the latter, but there is not any statistically significant difference in performance, wpq and ernirn are influenced by r, whereas f4 and f4rnodified are dominated by n. The r-lohi and porter's algorithm seem to have a very similar performance to that of wpq and ernim, though the performance of r-lohi appears to be closer to that of wpq and emim than that of porter's. The worst performance was achieved by zoom and r-hilo. The differences in performance reported here between the algorithms are explained by the way the algorithms resolve ties.
In conclusion, in the context of this evaluation the wpq, ernirn, r-lohi, and porter algorithms have outperformed all others in the ranking of the user-preferred terms for query expansion. The concentration of user-preferred terms at the top parts of the list achieved by these algorithms is high, 68% at the top half for all terms and 60-63% at the top third for the five best terms. Such concentration levels are probably acceptable for interactive query expansion because the user can browse the list and can recognize terms. However, for automatic query expansion, such a level of term concentration may not be acceptable, and it may indicate a need to further improve the performance of the algorithms.
Further evaluation in using automatic and interactive query expansion is needed before these findings can be generalized. Additional testing in both test collection and operational environments may bring out additional differences in performance of these algorithms that were not easily observed in the current study. For example, more differences between the algorithms may occur if the size of the set of relevant documents (R) is larger. Another point of concern for future research is how these algorithms would behave in a full-text environment. The present study used a bibliographic database (i.e. INSPEC). The descriptor and identifier fields were the source for the query expansion terms with an average length of 65 terms per ranked list. What would the difference be among the algorithms in a full-text environment where the average length of a ranked list would be increased to hundreds or thousands of terms?
Finally, within the setup of the current study, the r-lohi algorithm has achieved very good performance in suggesting terms for query expansion. The r-lohi algorithm can be computed easily, and its major advantage is that it is independent of a particular retrieval technique. Therefore, it may be implemented in a variety of systems. For example, in a Boolean vendor system, such a Dialog, r-lohi may be used within Dialog's RANK and TARGET commands for the ranking of terms for query expansion.
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In each search, a ranked list of terms was presented to the user, who first selected the terms thought to be useful for the search and then ranked them in order of perceived importance. The ranked list below is divided in halves (~) and thirds (~) for the analysis as indicated in the text. 
